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CHAPTER I 
INTRODUCTION 
I n  many non-1 i n e a r  and/or t ime-va ry ing  problems, s o l u t i o n s  a r e  
o f t e n  s o u ~ h t  f o r  t h e  "bes t "  o r  op t ima l  way t o  c o n t r o l  o r  gu ide  a system 
s u b j e c t  t o  some c r i t e r i o n .  T y p i c a l l y ,  t h i s  c r i t e r i o n  c o n s i s t s  o f  an 
o b j e c t i v e  fip - t i o n a l  ( p a y - o f f  f u n c t i o n )  t h a t  i s  t o  be ex t remized 
(maximum o r  minimum), t h e  d e s i r e d  t e r m i n a l  condi tio:is, and t h e  p o s s i b l e  
c o n s t r a i n t s  on the  s t a t e  and/or c o n t r o l .  A f t e r -  the  ?roblcm has been 
ma t h e m a t i c a l l y  Formulated, t h e r e  a re  v a r i o u s  conceptual rechniques 
a v a i l a b l e  t o  o b t a i n  the  c o n d i t i o n s  r e q u i r e d  t o  n u m e r i c a l l y  s o l v e  t h e  
o p t i m i z a t i o n  problem. Most o f  these conceptual  techniques may be 
considered i n  one o f  two main ca tegor ies ,  d i r e c t  o r  i n d i r e c t .  D i r e c t  
methods a r e  dependent on t h e  d i r e c t  e v a l u a t i o n  o f  an o b j e c t i v e  
f u n c t i o n a l  i n  o r d e r  t o  a r r i v e  a t  c o n t r o l  changes, which i n  t u r n ,  r e s u l t  
i n  an improvement i n  the  o b j e c t i v e  f u n c t i o n a l .  I n d i r e c t  methods, on 
the  o t h e r  hand, use v a r i a t i m a l  a n a l y s i s  t o  a r r i v e  a t  a s e t  of 
c o n d i t i o n s  t h a t  ..he opt imal  s o l u t i o n  must s a t i s f y  w i t h o u t  a c t u a l l y  
e v a l u a t i n g  the  o b j e c t i v e  f u n c t i o n a l .  Thus, t he  problem becomes one o f  
f i n d i n g  s o l u t i o n s  which s a t i s f y  the  cond i t i o r l s  o f  a  r e s u l t i n g  two-po in t  
boundary va lue (TPdV) problem. 
The most a t t r a c t i v e  o f  t h e  d i r e c t  methods a r e  t h e  g r a d i e n t  rnethcd;; 
developed by K e l l e y  [ I ]*  s imul taneous ly  w i t h  those o f  Bryson and 
*Numbers i n  b racke ts  w f e r  t o  the  references i n  t h e  B i b l i o g r a p h y  a t  t h e  
end o f  t h i s  t h e s i s .  
and Denham [2]. These methods have the advantage t h a t  convergence i s  
n o t  cont ingent  upon good i n i t i 8 l  guecses and t h a t  improvement i n  the  
c r i t e r i o n  t o  which i t  i s  sub ject  i s  guaranteed by each step. The 
methods have the  g rea t  disadvantage t h a t  convergence o f t e n  
de te r io ra tes  i n  the . l i c i n i  t y  of the optimur, s ince the  g rad ien t  goes 
t o  zero. However, Lasdon, M i  t t e r ,  and Warren [3] have used second 
d e r i v a t i v e  in fo rmat ion  t o  iniprove the convergence near the  optimum. 
Numerous o ther  extensions have been made t o  the  bas ic  g rad ien t  
methods, and these are l u c i d l y  discussed by Sage [4] and Wilde and 
B e i g h t l e r  [5]. 
Among the more usual i n d i r e c t  approaches are the  ca lcu lus  o f  
v a r i a t i o n s  as exp la ined among others  by Bryson and iio [6] and B l i s s  [7]; 
the dynamic programming o f  Dreyfus and Be1 l m m  [8,9] ; and Pont ryag in 's  
P r i n c i p l e  [ l o ] .  A disadvantage o f  the ma jo r i  t y  o f  these methods i s  
t h a t  a s o l u t i o n  i s  of ten cont ingent  upon good i n i t i a l  guesses, 
p a r t i  cu l  a r l y  when complex problems are i nvol ved. The.;e methods, 
however, do possess the g rea t  advantage t h a t  whenever a s o l u t i o n  i s  
obtained, i t s  associated con t ro l  i s  considered t o  be opt imal because 
o f  the necessary condi t ions which must be s a t i s f i e d  t o  ob ta i n  a so l u t i on .  
The ca lcu lus o f  va r i a t i ons  concept, i n  p a r t i c u l a r ,  o f f e r s  a powerful  
t o o l  f o r  so lv ing  op t im iza t ion  problems because of the cond i t i ons  
r e s u l t i n g  from t h i s  c l ass i ca l  theory. 
This t hes i s  presents a s o l u t i o n  t o  a complex l i f t i n g  r een t r y  
three-degree-of-freedom problem by using the concept o f  the ca lcu lus  o f  
va r i a t i ons  t o  generate a se t  o f  necessary condi t ions.  Then so l v i ng  
n u n e r i c a l l y  the  r e s u l t i n g  TPBV problem by an improved e x i s t i n g  
technique and a new " d i  r e c t - i n d i  r e c t "  technique, Both of these 
techniques a re  designed t o  decrease the  s t rong dependency o f  t he  
s o l u t i o n  upon good i n i t i a l  ggesses. Since such mathematical t reatment 
leads t o  a  TPBV problem whose s o l u t i o n  requ i res  usage o f  l a r g e  memory 
high-speed computers, the  s o l u t i o n  o f  p r a c t i c a l  p r o b l e m  has been 
ra the r  l i m i t e d  u n t i l  t he  l a s t  decade. 
The atmospheric e n t r y  o f  a  l i f t i n g  body i s  a  formidable  phys ica l  
problem. When opt imal so l u t i ons  are sought t o  e n t r y  problems, several  
s i m p l i f y i n g  dynamic and k inemat ic  assumptions must be made i f  r e s u l t s  
a re  t o  be obtained w i t h  a  reasonable amour~t o f  computational e f f o r t .  
This study addresses i t s e l f  t o  the mot ion o f  the  c e i t e r  o f  g r a v i t y  o f  
the veh i c l e  as i t  passes through the  atmosphere o f  a  non- ro ta t ing  
spher ica l  earth.  The on ly  ex te rna l  forces c o n s i d ~ r e d  a re  the  g r a v i t a -  
t i o n a l  and the  d i s s i p a t i v e  aerodynamic forces; veh i c l e  c o n t r o l  i s  
e f f e c t e d  through l i f t  vec to r  modulation. An approximate expression 
due t o  Detra, Kemp, and R idde l l  [ll] i s  used t o  ca l cu l a te  the stagna- 
t i o n  convect ive heat ra te ,  neg lec t ing  o the r  heat t r a n s f e r  processes. 
The three-dimensional t r a j e c t o r y  fo rmu la t ion  i s  t a i l o r e d  f o r  ease o f  
numerical s o l u t i o n  and proper represen ta t ion  o f  the problem a t  hand. 
Previous en t r y  s tud ies  conducted by the  author  and vacuum t r a j e c t o r y  
s tud ies by Tapley, Szebehely, and Lewal l e n  [12] and Lewal len,  Schwausch, 
and Tapley [ I 31  show t h a t  e f f o r t  i n  fo rmu la t ing  d i f f e r e n t i a l  equat.ions 
f o r  numerical so l u t i ons  of ten pays div idends by way o f  increased accu- 
racy and speed. For t h i s  reason, the equat ions o f  mot ion descr ib ing  
4 
the en t r y  o f  a l i f t i n g  body a re  i n  a spher i ca l  coord inate system and 
a re  non-dimensionalized. I n  most d i s s i p a t i v e  force problems such as 
t h i s  one, the  medium i s  an impor tant  f a c t o r  i n  the  r e s u l t i n g  motion. 
With t h i s  i n  mind, the  atmosphere wzs no t  modeled i n  the  convent ional  
mancer shown i n  the r i t e r a t u r e  (such as i n  Chapman [ l4] ,  Lon [ l5], and 
K l a f i n  and Barnhard [16]) p = po exp (-h/ho), bu t  was modeled by a 
j 
l oga r i t hm ic  form such as i n p  = a, + z aihitl. I n  t h i s  manner, a very 
i = l  
good model o f  the atmosphere i s  obta ined t h a t  represents a continuous 
ztmosphere between any des i red two a1 ti tudes. 
I n  many problems i n  the f i e l d  of f l i g h t  mechanics, i t  i s  
impor tant  t o  r e s t r i c t  the  t o t a l  heat i n p u t  t o  a veh i c l e  dur ing  e n t r y  
i n t o  a p lanetary  atmosphere along w i t h  the t o t a l  aerodynamic load. 
The op t im i za t i on  problem may now be s ta ted  as fo l l ows :  Given a s e t  
o f  d i f f e r e n t i a 1  equations which descr ibe the motion o f  a l i f t i n g  
veh i c l e  en te r ing  through the  e a r t h ' s  atmosphere, f i n d  the combination 
o f  s t a t e  and con t ro l  va r iab les  'hat w i l l  minimize the i n t e g r a l  on t ime 
of the  sum o f  the aerodynamic force and the heat f l u x  (pay-o f f  funct , ion),  
and a t  the same time, s a t i s f y  spec i f i ed  termina l  cond i t i ons  which 111 
determine the termina l  t r a j e c t o r y  time. As pased, t h i s  problem f a l l s  
i n t o  a c lass o f  con t ro l  op t im i za t i on  problems due t o  Bolza [17]. The 
en t r y  problem considered here does n o t  have s ta te  and/or con t ro l  con- 
s t r a i n t s  along the t r a j ec to r y .  Problems w i t h  such cons t ra i n t s  a re  
f u l l y  discussed by Bryson and Ho [6], Hestenes [18], and Lastman and 
Tapley [17:. Proceeding w i t h  the ca lcu lus  o f  v a r i a t i o n s  on the posed 
problem r e s u l t s  i n  a TPBV problem w i t h  t h e  appearance o f  a s e t  o f  
co-s ta tes  (Lagrange mu1 t i p l i e r s )  which have 1 i t t l e  phys ica l  
s i g n i f i c a n c e  and o f t e n  a re  a d iscourag ing f a c t o r  i n  o p t i m i z a t i o n  
s tud ies .  Th is  i s  due t o  the  f a c t  t h a t  an i n i t i a l  guess o f  t h e  co-s ta tes  
must be made t o  s t a r t  t h e  numerical  i n t e g r a t i o n  o f  t h e  d i f f e r e n t i a l  
equat ions assoc ia ted w i t h  t h e  TPBV problem. More o f t e n  than not ,  t he  
r e s u l t  i s  an i n i t i a l  s o l u t i o n  which i s  t o t a l l y  unacceptable f rom bo th  
the numerical v iewpo in t  and the  phys ica l  v iewpoin t .  Thus, i t  should  
be obvious t h a t  the op t ima l  s o l u t i o n  o f  a complex problem i s  dependent 
upon good i n i t i a l  guesses and t h a t  i t  f o l l o w s  t h a t  a major  e f f o r t  o f  
t h i s  s tudy i s  t o  a t tempt  t o  d e s e n s i t i z e  the  dependence o f  an op t ima l  
s o l u t i o n  on the  i n i t i a l  guesses. 
Having fo rmu la t -d  t h e  TPBV problem, i t  now remains t o  choose a 
method t o  so lve  it. S p e c i f i c a l l y ,  t h e  problem a t  hand i s  t o  
s y s t e m a t i c a l l y  meet the  boundary c o n d i t i o n s  w h i l e  e s t i m a t i n g  t h e  
i n i t i a l  co-states.  Numerical techniques t o  accompl i s  h t h i s  hav2 been 
considered by Hestenes [20] as e a r l y  as 1949 and have been improved 
s t e a d i l y  s ince  then. Some o f  tne  popu lar  methods i n c l u d e  the  method 
o f  a d j o i n t  func t ions  o f  Ja rov ics  and McIn tyre  [21] which uses the  
equat ions a d j o i  n t  t o  the  1 i n e a r i  zed co-s t a t e  equat ions;  the  
q u a s i l i n e a r i z a t i o n  methods fo rmu la ted  through a concept as presented 
by Kalaba 1221 a long w i t h  the  m o d i f i e d  q u a s i l i n e a r i z a t i o n  method by 
Lewal len [23]; t he  p e r t u r b a t i o n  methods based on the  work o f  Breakwel l  
[24] and Breakwel l  e t  a1 [25]; and, more r e c e n t l y ,  t h e  method o f  
p e r t u r b a t i o n  f u n c t i o n s  (MPF) o f  Lewal len [23]. Based on the work o f  
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Lewal l e n  [23], which compares the  convergence c h a r a c t e r i s t i c s  o f  t he  
MPF, the mod i f ied  q u a s i l i n e a r i z a t i o n  method, and t he  method o f  
a d j o i n t  funct ions,  among others  on an o r b i t a l  t r a n s f e r  problem, the  
author chose the  MPF becmse o f  i t s  repor ted super io r  performance. 
The MPF method was mod i f ied  t o  improve the i t e r a t i o n  phi losophy 
f o r  co r rec t i ng  the  termina l  d i s s a t i s f a c t i o n  ( te rm ina l  boundary e r ro r s ) .  
The i t e r a t i o n  phi losophy o f  Lewallen [23] was based on a  norm reduc t ion  
method only.  More recen t l y ,  Lastman and Tapley [ I 9 1  have compared the  
MPF method us ing a  norm reduc t ion  method and a  magnitude l i m i t a t i o n  
method separate ly  w i t h  1  i m i  t e d  success. Also r e c e n t l y  Doi ron [47] has 
improved the MPF method by e s s e n t i a l l y  employing a  co r rec t i on  f a c t o r  
based on the  norm and the  des i red number o f  i t e r a t i o n s .  I n  t h i s  thes is ,  
the author uses a  combination norm reduc t ion  and magnitude 1  in i  t a t i o n  
method de f ined  as an improved method of pe r t u rba t i on  func t ions  ( IMPF) . 
A new method which uses one of three f unc t i on  m in im iza t ion  techniques 
on a  termina l  d i s s a t i s f a c t i o n  f unc t i on  dur ing the e a r l y  i t e r a t j o n s  and 
then switches t o  the  IMPF i s  a lso  exerc ised on the e n t r y  problem. Th is  
method i s  re fe r red  t o  as the  mod i f ied  method o f  pe r t u rba t i on  func t ions  
(MMPF). The th ree  f unc t i on  m in im iza t ion  techniques used are the p a t t e r n  
search method o f  Hooke and Jeeves [26], Davidon's [27] conjugate 
g rad ien t  search method of F l e t che r  and Powell [28], and an acce lerated 
random search technique [29]. I n  order  t o  t e s t  the a b i l i t y  o f  the  IMPF 
and the th ree  MMPF techniques t o  converge when s t a r t e d  w i t h  d i f f e r e n t  
guesses, the  e n t r y  op t im i za t i on  problem was s t a r t e d  w i t h  s i x  d i f f e r e n t  
sets  o f  guesses. 
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There have been several  op t im iza t ion  techniques app l ied  t o  the 
problem of r een t r y  t r a j e c t o r i e s  w i t h  p a r t i a l  success. Bryson e t  a1 [30] 
used the  g rad ien t  method t o  so lve a  p lanar  en t r y  problem f o r  minimum 
en t r y  heat, and Breakwell e t  a1 [25] so lved a  p lanar  e n t r y  problem 
f o r  maxi~nun; termina l  speed a t  a  given a l t i t u d e .  The Pontryagin 
maximum p r i n c i p l e  was used by Leondes and Niemann r31] on a  p lanar  
en t r y  prob ler .  Lastman and Tapley [I 91 considered a  two-degree-of- 
freedom e n t r y  us ing an ob jec t i ve  func t iona l  s i m i l a r  t o  the one used 
i n  t h i s  study and employing the MPF technique. Tapley and Wil l iamson 
[32], a long w i t h  Col unga [33], considered several Apol l o  e n t r y  problems 
using MPF w i t h  an o b j e c t i v e  f unc t i ona l  s i m i l a r  t o  the one used here. 
No where i n  the  l i t e r a t u r e  has the  author been ab le  t o  f i n d  an e n t r y  
problem us ing the  same features as the one presented i n  t h i s  thes is ;  
one t h a t  cou ld  be used d i r e c t l y  as a  bas is  o f  comparison f o r  the  IMPF 
and MMPF s t ra teg ies .  Therefore, an MPF s t r a tegy  s imi  1  a r  t o  Lewal l e n ' s  
[23] i s  used on several  d i f f e r e n t  i n i t i a l  guesses t o  serve as a  
comparison basis. 
I n  the f o l l ow ing  chapter, the en t r y  problem i s  completely de f ined  
from a general statement o f  the problem through the fo rmu la t ion  o f  the  
pay-of f  func t ion .  Chapter I 1 1  presents the fo rmu la t ion  o f  an opt imiza-  
t i o n  problem using the ca lcu lus  o f  v a r i a t i ~ n s  t o  a r r i v e  a t  a  se t  o f  
cond i t i ons  which guarantee opt imal i i y .  I n  add i t i on ,  the r e s u l t i n g  
TPBV problem i s  defined. I n  Chapter I V  a  s o l u t i o n  o f  a  TPBV problem 
by the MPF i s  out1 ined t h a t  inc ludes the d i f f e r e n t i a l  co r rec t i on  o f  
norm reduct ion and magnitude l i m i t a t i o n  which g i ve  r i s e  t o  the IMPF. 
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The MMPF using each o f  the three funct ion minimizat ion schemes on a 
terminal d i ssa t i s fac t i on  funct ior l  i s  presented i n  Chapter V, Chapters 
I 1 1  through V address an opt imizat ion problem i n  general. Chapter V I  
s p e c i f i c a l l y  focuses on the en t ry  problem stated i n  Chapter I1 and 
presents i t s  boundary condit ions along w i t h  a discussion and analys is  
o f  the attempt t o  desensit ize the e f f e c t  o f  i n i t i a l  guesses on con- 
vergence. Finally, a short summary and the conc1usions o f  t h i s  study 
appear i n  the l a s t  chapter. 
CHAPTER I 1  
PROBLEM DEFINITION 
2.1 Statement o f  the  En t ry  Problem 
The statement o f  the  problem f o r  the  present  study i s  t o  
f i n d  the path which a spacecraf t ,  us ing r o l l  modulat ion f o r  con t ro l  
w i t h  g iven aerodynamic c h a r a c t e r i s t i c s  and en te r ing  through the 
e a r t h ' s  atmosphere, must f ~ l l o w  i n  going from one p o i n t  i n  s t a t e  
space t o  another w i t h  a  c e r t a i n  o b j e c t i v e  fu l i c t iona l .  The o b j e c t i v e  
f unc t i ona l  requ i res  t h a t  the t o t a l  i n t e g r a l  o f  the sum o f  the 
s tagna t ion  convect ive heat f l u x  and the t o t a l  aerodynamic forces 
experienced by the veh ic le  dur ing  i t s  t r a j e c t o r y  between the two 
po in t s  i n  space be minimized, a t  l e a s t  i n  a  l o c a l  sense. The 
o b j e c t i v e  func t ion ,  as s t a ted  above, r e s u l t s  i n  a  design requi  renient 
which favors  the spacecraf t  thermal p r o t e c t i o n  system weight and 
exposes the  crew t o  shor t -durat ion,  h igh - leve l  aerodynamic f o r ce  pulses.  
2.2 Basic Assumptions 
The aerodynamic p roper t ies ,  main ly  the  l i f t  and drag 
c o e f f i c i e n t s  (CL, CD),  are assumed t o  remain constant f o r  a  g iven 
angle o f  a t t ack  i n  the hypersonic f l i g h t  reg;me [34]. For purposes 
o f  t h i s  study, the  angle o f  a t tack  was assumed constant; consequently, 
t r a j e c t o r y  con t ro l  i s avai 1 able through r o l l  angle modulat ion on1 y. 
The g r a v i t a t i o n a l  f i e l d  i s  an inverse square, g r a v i t a t i o n a l  f o r ce  
f i e l d ,  and the ea r t h  and i t s  atmosphere are non- ro ta t ing  w i t h  respect  
t o  i n e r t i a l  space. 
I n  most d i s s i p a t i v e  force problems, such as the  one being 
presented, the d i s s i p a t i v e  medium i s  an impor tant  f ac to r  i n  the  ensuing 
motion. With t h i s  i n  mind, the  atmosphere [35] was n o t  modeled i n  the  
c l a s s i c a l  manner shown i n  t he  l i t e r a t u r e ,  i .e. p = po exp (-f i /ho), b u t  
j - i t 1  
was modeled by a l oga r i t hm ic  form such as 1np = a, + Z ai h . The i = l  
advantage o f  choosing the l a t t e r  f unc t i ona l  form over  the  c l a s s i c a l  
form i s  t h a t  a c o n t i  ~ ~ u o u s  atmosphere may be de f ined  over any a1 ti tude 
range t o  any des i red  degree of accuracy r a t h e r  than a piecewise con- 
t i nua t i on .  Thus, a very accurate model o f  an exponent ia l  atmosphere 
was generated by ob ta in ing  the  "a" c o e f f i c i e n t s  from a l e a s t  squares 
f i t  t: the  jth order  of an actua l  atmosphere 1361. For t h i s  study, 
j=6 was founA t o  
o f  the  l o ~ ~ r  
be s u f f i c i e n t l y  accurate. Taking the exponent 
p = B exp - i 
i c  form mentioned e a r l i e r ,  t he  exponent ia l  dens 
2.3 Governing D i f f e r e n t i a l  Equations o f  Mot ion 
The mathematical model used i n  de r i v i ng  the d i f f e r e n t i a l  
equations o f  mot ion assumes, i n  a d d i t i o n  t o  the assumptions i n  
Sect ion 2.2, a p o i n t  mass w i t h  three degrees-of-freedom whose mot ion 
i s  referenced t o  an i n e r t i a l  X, Y, Z coord inate system and i s  expressed 
i n  a spher i ca l  coordinate system ( r ,  y, e )  as shown i n  F igure 2-1. 
Control  o f  the spacecraf t  i s  e f f e c t e d  by r o l l i n g  the  s t a b i l i t y  ax i s  
about the  v e l o c i t y  vec to r  (F igure 2-2), thus us ing the v e h i c l e ' s  l i f t  
t o  perform out -o f -p l  ane maneuvers ( r o l l  modulat ion).  The two 
Horizcntal 
Figure 2-1 . Entry  Geometry and Coordinate System . 

aerodynamic 1 i f t  force components r e s u l t i n g  from a r o l l  maneuver u, 
a re  def ined as 
1 2  L, = ~p V  ACL s i n  u (2-1 b )  
where -T u n and the  aerodynamic drag force as 
1 2  D  = 7 p V  ACD (2-1 b )  
Then us ing  the inverse  square g r a v i t a t i o n a l  f i e l d  
'e Q = go (F-) (2-1 d) 
and veh i c l e  mass 
W m = -  ( 2 - l e )  
go 
i t  may be show. [37,38] that. the  s i x  f i r s t - o r d e r  d i f f e r e n t i a l  equat ions 
descr ib ing  the  mot ion a re  
1 2 90 re V = - 2 p V C A - t g  D  W (-1 s i n r  
o r (2-2a) 
. 
r = -V s i n  r 
v 1 2  
~ = - - C O S ~ - ~ P V C A ~  r cos u re cos r L U W V  + ( 1  so ,, (2-2c) 
' 1  2 s i n  u V  
A =  7 P V  CLA Wv COS go - c o t  t cos r s i n  A (2-2d) 
- V  cos r cos A 0 - 
r (2-2e) 
V  cos r s i n  A 
Y =  r s i n  9 
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The above s e t  o f  equations (2-2) form an n se t  of non- l i near  
d i f f e r e n t i a l  equat ions whose s o l u t i o n  i n  general i s  obtained by a 
numerical i n t e g r a t i o n  process. Numerical so l u t i ons  a re  a lso q u i t e  
dependent on the range o f  values which the dependent as w e l l  as t he  
independent va r iab les  assume. Studies presented i n  the i i t e r a t u r e  
suggest t h a t  a norma l i za t ion  scheme of some s o r t  a ids  i n  the solut!on 
o f  t h i s  type o f  equations. Therefore, the procedure used t o  non- 
dimensional i z e  the  equations of mot ion (Equat icn 2-2) invo lved  der iva-  
t i v e s  as we l l  as dependent var iab les.  The t ransformat ion app l ied  i n  
going from dimensional t o  non-dimensi onal de r i va t i ves  was 
where 
I n  add i t i on ,  the f o l l ow ing  length,  v e l o c i t y ,  dens i ty ,  and energy 
constants were used t o  non-dimensional i ze the dependent va r iab les :  
Length - Radius of the ear th ,  re 20.925738 x l o 6  f t  
Grav i t y  - Sea l e v e l  g r a v i t y ,  go 32.174 f t / s e c  2 
Densi ty - Sea l e v e l  dens i ty ,  po 0.2378 x 10-* s l u g / f t 3  
Energy - Mechanical t o  thermal energy 
conversion f ac to r ,  J 778.0 f t - 1  b/Btu 
Thus, the s e t  o f  n equations (2 -2)  normal ized according t o  the above 
scher~~e w i t h  a sca la r  c ~ r , ~ r o l  u  a re  as fo l l ows :  
.. > 1  - -2 'D* s i n  r v = - p v  ? +  
W 7 r 
C v 1 ' -  A cos r r = - T C O S  r - -2.p V CL COS 1' -+lT 
r W V r  
, V 1 - -  A cos r A = - , i o s  r - - o  V C, s i n  u  :+y2- 
r 2 L W " v i- 
' V c o s r s i n . ~  
Y =  * 
r s i n  e 
2.4 Formulat ion o f  the Ob jec t i ve  Funct ional  Argurnent 
As mentioned i n  Sect ion 2.1, the  o b j e c t i v e  f unc t i ona l  i s  the  
minimum i n t e g r a l  of the sum o f  the  convect ive s tagnat ion heat f l u x  and 
the aerodynamic fo rces  evaluated between the  i n i t i a l  and f i n a l  
t r a j e c t o r y  p ~ i n t s .  The argument o f  t h i s  o b j e c t i v e  f unc t i ona l  i s  then 
the  heat f l u x  and the  aerodynamic forces. The convect ive stagr.at ion 
heat f l u x  expression commonly used i n  th: 1  i t e r a t u r e  t o  d e c  r i b e  the 
heat i n p u t  t o  a  spacecraf t  i s  t h a t  due t o  Detra, Kemp, and Riddel [Ill. 
Referenced t o  a  one-foot rad ius  sphere, the  heat f l u x  can be 
expressed as 
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and the  t o t a l  aerodynamic l o a d  as 
Normal iz ing Equations (2-4)  and (2-5) as s p e c i f i e d  i n  
Sect ion 2.3, the f o l l o w i n g  i s  obtained:  
where 9 i s  a  weighing parameter, and q~ i s  t h e  argument o f  the  
o b j e c t i v e  f u n c t i o n a l .  
The problem as def ined i n  t h i s  chapter  may be c l a s s i f i e d  as 
an o p t i m i z a t i o n  problem whose necessary c o n d i t i o n s  and t h e i r  
a p p l i c a t i o n s  a re  de r i ved  and shown r e s p e c t i v e l y  i c  Chapter 111. 
2.5 S p e c i f i e d  I n i t i a l  and Terminal Condi t ions 
As p o i n t e d  o u t  i n  Sect ion 2.1, the  problem under s tudy i s  
t o  f i n d  the  pa th  a  spacecraf t  must f o l l o w  t o  s a t i s f y  some o b j e c t i v e  
func t iona l  as descr ibed i n  Sect ion 2.4 w h i l e  go ing f rom some s p e c i f i e d  
i n i t i a l  s t a t e  t o  a  s p e c i f i e d  f i n a l  z ta te .  The s p e c i f i e d  i n i t i a l  s t a t e  
i s  de f ined  as the i n i t i a l  c o n d i t i o n s  o f  the  problem and t h e  f i n a l  s t a t e  
i i c  t he  te rm ina l  cond i t i ons .  For the  problem under study, the  i n i t i a l  
boundary c o n d i t i o n s  s p e c i f i e d  a re  n+l; t h a t  i s ,  a l l  o f  t h e  independent 
v a r i a b l e s  n  as we1 1  as the dependent v a r i a b l e  t ime, which i s  zero, a re  
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specified. The terminal conditions speci f ied are a l l  o f  the indepen- 
dent variables except the heading (azimuthj A;  thus, a t  the terminal 
t ime there are n-1 specified terminal cc,-~di tions. 
CHAPTER I 1 1  
FORMULATION OF AN OPTIMIZATION PROBLEM 
3.1 Necessary Condi t ions f o r  Optimal T ra j ec to r i es  
T ra j ec to r y  op t im i za t i on  problems c l a s s i c a l l y  r e q u i r e  t h e  
s a t i s f a c t i o n  o f  var ious condi t ions.  These evolve from cons idera t ion  
o f  the f o l l ow ing  problem: Given a  se t  o f  non- l inear  d i f f e r e n t i a l  
equations, determine the  h i s t o r y  of i t s  va r iab les  so t h a t  some 
ob jec t i ve  func t iona l  i s  opt imized w h i l e  s a t i s f y i n g  spec i f i ed  i n i t i a l  
and termina l  cons t ra in ts .  The o b j e c t i v e  funct iona l  i s ,  i n  general, 
some combination o f  the  va r iab les  descr ib ing  the  problem. Var iab les 
i n  op t im iza t ion  problems are c l a s s i c a l l y  d i v i ded  i n t o  s ta te ,  co-state, 
independent (normal ly  t ime) ,  and con t ro l  var iab les.  
The non-1 i nea r  s e t  o f  d i f f e r e n t i a 1  equations which descr ibe 
the t r a j e c t o r y  are 
. 
X = f (x,  U, t )  
where, f o r  the problem under study, x i s  an n-vector o f  s t a t e  
var iab les;  u  i s  an m-vector o f  con t ro l  var iab les;  and t i s  t he  
independent va r iab le ,  time. The i n i t i a l l y  spec i f i ed  i n i t i a l  
condi t ions are 
b o Y  
where L i s  a  p-vector,  and the i n i t  
w i t h  M as a  q-vector are 
M bf, 
i a1 l y  spec i f i ed  te rm ina l  cond 
t f )  = 0 
(3-2 1 
l t i o n s  
(3-3)  
The ob jec t i ve  f u n c t i o n ~ l ,  the quant i t y  t o  be extremized, i s  a  
scalar  and, i n  general , i s  f o m u l  ated as a problerr o i  So: za [I 71 
f 
p = m ( x f , t f ) + J  P ( X , U A ~ ~  (3-4)  
0 
where + = 4 (xf, t f )  al lows the i n t roduc t i on  o f  fu1:ctions whose 
terminal values must be extremi zed. The non-1 inear  d i f f e r e n t i  a1 
equation (3-1) may be adjoined t o  P w i t h  the co-state 
For convenience, the scalar  term H i s  def ined as fo l lows:  
where H i s  commonly re fe r red  t o  as the v a r i a t  
funct ion. The term H takes i t s  name from the 
funct ion"  o f  c lass ica l  mechanics 1391 because 
s i m i l a r i t y .  Subs t i tu t ing  Equation (3-6) i n t o  
fo l lgw ing  form o f  P: 
( 3-6 
iow.1 Hami 1 t o n i  an 
we1 1 known "Hami 1 t o n i  an 
o f  i t s  func t iona l  
(3-5) r e s u l t s  i n  the 
Equatiocs (3-1) thro! :~h (3 -2 )  and (3-7) describe i n  general 
many opt imizat ion problems f o r  determin is t ic ,  non-1 inear, time- 
dependent sys tems . 
I n t e g r a t i n g  the  s x o n d  t e n  under the i n t e g r a l  o f  the above 
expression (3-7) by par ts ,  then 
ti- 
P A ~ X  (H + iT x )  d t  
0 to 
(3-8) 
The f i r s t  necessary condi t i o n  c l ass i ca l  l y  requ i red  
throughout the  l i t e r a t u r e  [6] f o r  an opt imal t r a j e c t o r y  by us ing 
ca lcu lus o f  v a r i a t i o n s  techniques i s  t h a t  the , i r s t  v a r i a t i o n  o f  P  
vanish. C i t r o n  [40! shows t h a t  i n  tt-0 r a l c u l u s  o f  v a r i a t i c n s  theory, 
the f i r s t  v a r i a t i o n  i; i d e n t i c a l  t o  the t o t a l  d i f f e r e n t i a l  i n  
op t im i za t i on  o f  funct ions.  The cond i t i ons  are discussed by Tapley 
and Lewallen [41] and a  d e r i v a t i o n  i s  inc luded  f o r  completeness. 
Taking the  f i r s t  v a r i a t i o n  of P  i n  the  form o f  (3-8), the r e s u l t  i s  
g iven by 
dP = d $  I - ( w T  x + dx)  
tf 
Itf + 
to 
Taking the i nd i ca ted  d i f f e r e n t i a l s  i n  the above expression and us ing 
the L i e b n i t z  r u l e  on the l a s t  term, Equation (3-9) becomes 
Performing the  i nd i ca ted  i n t e g r a t i o n  on the l a s t  term i n  
(3-10) and de f i n i ng  the t o t a l  d i f f e r e n t i a l  o f  A t o  the f i r s t  o rder  as 
T .T d~~ = 6A + h d t f  where the  v a r i a t i o n  i n  A, 6 ~ ~ ,  takes place dur ing  
a  f i x e d  t ime per iod,  the necessary cond i t i on  t h a t  dP vanish now 
becomes 
T 
+ ff [(HT X t i T )  6x + HI 6U + 6 i '  ( f  - X)] d t  = 0  (3-1 1  ) 
0 
The cond i t i on  t h a t  dP vanish imp l ies  t h a t  each term i n  
(3-11) goes t o  zero prov ided t h a t  a l l  o f  the  v a r i a t i o n s  are 
independelfit. The r e s u l t i n g  necessary cond i t i ons  may be c  
as i n i  t i a i  t r ansve rsa l i  t y  condi t ions,  termina l  t ransversa 
condi t ions,  and cond i t i ons  t o  be s a t i s f i e d  f o r  a l l  t ime t 
and tf. 
The i n i t i a l  t ransversa l  i t y  cond i t i on  
l a s s i f i e d  
l i t y  
between to 
(3-1 2 )  
w i l l  be i d e n t i c a l l y  s a t i s f i e d  i f  the i n i t i a l  s t a t e  and t ime are 
spec i f i ed .  However, if the i n i t i a l  s t a t e  and t ime are no t  s p e c i f i e d  
and dx and d t  are independent, then (3-12) imp l i es  t h a t  h T  and H must 
vanish a t  to. On the  o ther  hand, if dx and d t  are  no t  independent, 
use must be made o f  (3-2) t o  s a t i s f y  (3-12). 
2 2 
The remaining two t r a n s v e r s a l i t y  cond i t i ons  which must be 
s a t i s f i e d  a t  the  termina l  t ime tf are 
and 
The above two equations imply t h a t  i f  d t  and dx a re  no t  spec i f i ed ,  
t h e i r  respec t i ve  c o e f f i  c i e n t r  , (mt T * H )  and (mi - A ), must be zero. 
The on l y  remaining necessary cond i t i ons  der ived f rom dP = 0 
(3-11) come f r o n  w i t h i n  the i n t e g r a l  term i n  t h a t  expression and must 
be s a t i s f i e d  f o r  a l l  to 5 t S tf. The f i r s t  cond i t i on  w i t h i n  the 
i n t e g r a l  o f  (3-11) i s  
which provides '.he co-state d i f f e r e n t i a l  e q ~ ~ a t i o n s  and i s  the  
c l a s s i c a l  Eu le r  Lagrange equation. The nex t  cond i t i on  i s  the c l a s s i c a l  
opt imal i t y  cond i t i on  
Hu = 0 (3-16) 
The t h i r d  and l a s t  cond i t i on  r e s u l t i n g  f rom the  in tegrand  o f  (3-1 1)  
i s  merely t h a t  the o r i g i n a l  d i f f e r e n t i a l  equations o f  mot ion be 
s a t i s f i e d ,  t h a t  i s  
23 
A t r a j e c t o r y  s a t i s f y i n g  the  necessary cond i t i ons  expressed 
by Equations (3-1 3)  through (3-1 7)  def ines a  s t a t i o n a r y  t r a j e c t o r y  , 
these cond i t i ons  a re  no t  s u f f i c i e n t  t o  guarantee an opt imal t r a j e c t o r y .  
A f o u r t h  condi t ion,  and one t h a t  i s  s u q f i c i e n t  t o  i nsu re  an optimum, 
i s  known as the Legendre-Clebsch cond i t i on  i n  the  ca lcu lus  of 
va r i a t i ons .  Th is  cond i t i on  invo lves  the  Weiers t rass  E-Function as 
exp la ined by Gelfand and Fomin [42] as w e l l  as Bryson and Ho [6] and 
must be equal to ,  o r  g rea te r  than, zero f o r  a  minimum. The 
Legendre-Clebsch cond i t i on  s ta tes  t ha t ,  f o r  to 5 t 5 tf, Huu must be 
non-s ingular  p o s i t i v e  d e f i n i t e  
3.2  Reduction of an Opt imizat ion Problem t o  a  Two-Point Boundary 
Value Problem 
A t r a j e c t o r y  op t im i za t i on  problem may now be reduced t o  a 
TPBV problem by cons ider ing a l l  of the cond i t i ons  f o r  o p t i m a l i  t y  
der ived i n  Sect ion 3.1. The cond i t i ons  t h a t  must be s a t i s f i e d  f o r  
a l l  to 5 t < tf are as fo l l ows :  
where x  i s  an n  vec to r  f i r s t - o r d e r ,  non-1 inear ,  d i f f e r e n t i a l  equat ion 
o f  motion; 
where x i s  a l so  an n  vec to r  f i r s t  order  non- l i near  d i f f e r e n t i a l  
equat ion o f  co-states and i s  ca? l e d  the Euler-Lagrange equation; 
which i s  t h e  c l a s s i c a l  opt imal  i t y  cond i t i on .  Since u  i s  an m  vector ,  
(3-21 ) def ines m  a l g e b r a i c  equat ions.  These m  a l g e b r a i c  oquat ions 
may be so lved f o r  m  c o n t r o l  va r iab les ,  u, as a  f u n c t i o n  o f  the  s ta te ,  
co-state,  and independent v a r i a b l e  t ime  and thus u  may be e l i m i n a t e d  
f rom Equat ions (3-19) and (3-20) i f  desired;  
H  2 0  U U (3-22) 
t h i s  i n e q u a l i t y  s t a t e s  t h a t  Huu n u s t  be non-s ingu la r  p o s i t i v e  
d e f i n i t e .  I t  i s  commonly used i n  t r a j e c t o r y  o p t i m i z a t i o n  problems 
t o  reso lve  s i g n  amb igu i t i es  a r i s i n g  o u t  o f  t h e  c o n d i t i o n  f o r  u  
from the  o p t i m a l i t y  c o n d i t i o n  Hu = 0. 
Equations (3-19) and (3-20), t he  s t a t e  and co -s ta te  
equat ions,  may be r e - w r i t t e n  i n  a  more compact fo rm as 
where Z i s  a  2n v e c t o r  composed o f  s t a t e  and co -s ta te  v a r i a b l e s .  
The i n i t i a l  boundary c o n d i t i o n s  which must be s a t i s f i e d  a t  
t = t a re  
0 
g (xo, t o )  = 0  (3-24) 
which i s  an n  v e c t o r  made up o f  t h e  i n i t i a l l y  s p e c i f i e d  i n i t i a l  
c o n d i t i o n s  L from Equat ion (3-2)  and t h e  i n i t i a l  t ransversa l  i t y  
c o n d i t i o n s  f rom Equat ion (3-12). As po in ted  o u t  i n  Sect ion 3.1, i f  
dx and d t  i n  Equat ion (3-12) a re  n o t  independent, which i s  g e n e r a l l y  
the  case, then dL = 0  i s  used t o  e l i m i n a t e  p  v a r i a t i o n s  f rom t h e  n+ l  
v a r i a t i o n s  o f  Equat ion (3-1 2), l e a v i n g  n t l - p  independent v a r i a t i o n s  
whose c o e f f i c i e n t s  are  equated t o  zero t o  y i e l d  n t l - p  r e l a t i o n s .  Thus, 
when these n t l - p  r e l a t i o n s  are  combined w i t h  the  p  r e l a t i o n s  a r i s i n g  
o u t  o f  L, the re  r e s u l t s  a  s e t  of n t l  r e l a t i o n s ,  g  = 0 and to. 
i s  an n+l  te rm ina l  boundary c o n d i t i o n  v e c t o r  which i s  made up o f  the  
i n i t i a l l y  s p e c i f i e d  t e m i n a l  c o n d i t i o n s  M f rom Equat ion (3-3)  and t h e  
te rm ina l  t ransversa l  i t y  c o n d i t i o n s  from Equations (3-1 3)  and (3-14). 
An argument p a r a l l e l  t o  t h a t  used above t o  i n s u r e  t h a t  dx and d t  are  
independent on t h e  i n i t i a l  boundary a l s o  app l ies  here on the te rm ina l  
boundary, Thus, n t l  independent c o e f f i c i e n t s  a re  assured. 
Equations (3-24) and (3-25) completely d e f i n e  the  2nt2  
c o n d i t i o n s  necessary t o  so lve  a  TPBV problem. I n  many problems, t h e  
i n i t i a l  t ime to i s  u s u a l l y  s p e c i f i e d  as zero; the re fo re ,  under t h i s  
assumption, we have def ined n  i n i t i a l  cond i t i ons ,  g, and n+l  te rm ina l  
cond i t i ons ,  h. I n  summary, the  TPBV problem t o  be so lved i s  d e f i n e d  
by a system o f  2n non-1 inear ,  f i  r s t - o r d e r ,  d i f f e r e n t i a l  equat ions (3-23) 
w i t h  n  i n i t i a l  boundary cond i t i ons ,  g ,  and n+l  te rm ina l  boundary 
cond i t ions,  h. The s o l u t i o n  o f  t h i s  problem r e s u l t s  i n  a  minimum o f  
the o b j e c t i v e  f u n c t i o n a l  (3-4) w i  tti s a t i  s f a c t i o ~  o f  a1 1  the  c o n s t r a i n t s  
de f ined  by (3-2)  and (3-3) .  The general  s o l u t i o n  o f  these problems i s  
so complex t h a t  c losed-form s o l u t i o n s  a r e  o n l y  r e a l i z e d  under a  
mu1 t i tude o f  s i m p l i f y i n g  assumptions, i f  a t  a l l  ; thus,  s o l u t i o n s  must 
be obta ined numeri c a l l y .  I n  f a c t  even numerical  s o l u t i o n s  a re  complex. 
The f o l l o w i n g  two chapters  w i l l  d iscuss  t i t i s  problem and use 
p e r t u r b a t i o n  methods t o  o b t a i n  s o l u t i o n s .  Chapter I V  w i l l  deal  w i t h  
an i ~ p r o v e d  v e r s i o n  o f  t h e  popu la r  method o f  p e r t u r b a t i o n  f u n c t i o n s  
(IIIPF) and Chapter V w i l l  address a  new approach, a  m o d i f i e d  method 
o f  p e r t u r b a t i o n  f u n c t i o n s  (MMPF). Chapter I V  a l s o  ou t1  i nes  an 
a l g o r i t h m  employing t h e  improved v e r s i o n  o f  MPF which, w i t h  m ino r  
m o d i f i c a t i o n ,  i s  a l s o  a p p l i c a b l e  w i t h  t h e  MMPF o u t l i n e d  i n  Chapter V, 
CHAPTER I V  
SOLUTION OF A  TPBV PROBLEM BY AN IMPROVED 
METHOD OF PERTURBATION FUNCTIONS 
4.1 I n t r o d u c t i o n  
Equat ions (3-2": through (3-25) are  t h e  t rans fo rmat ion  o f  
the e n t r y  problem a5 s t a t e d  i n  Chapter I1  i n t o  an opt imal  c o n t r o l  
problem. Th is  r e s u l t i n g  opt imal  c o n t r o l  problem i s  a  TPBV p r ~ b i e r n  
whose numerical  s o l u t i o n  may be obt3 ined i n  general  o n l y  through 
some s o p h i s t i c a t e d  i t e r a t i o n  a lgor i thm.  The need f o r  an i t e r a t i o n  
a l g o r i t h m  a r i s e s  f rom the  f a c t  t h a t  t h e r e  a re  2n non- l inear ,  f i r s t -  
o rde r  d i f f e r e n t i a ;  equat ions (3-23) which must be numerical  l y  
i n t e g r a t e d  e i t h e r  fo rward  o r  backwards i n  t ime; however, t he re  a re  
o n l y  e i t h e r  n  o r  n t l  c o n d i t i o n s  k n o w  f o r  the forward and b a c k ~ a r d s  
i n t e g r a t i o n ,  r e s p e c t i v e l y .  Thus, i t  i s  necessary t o  guess e i t h e r  n  
o r  n+ l  c o n d i t i o n s  t o  a1 low i n t e g r a t i o n  o f  the  d i f f e r e n t i a l  equat ions.  
An improved method o f  p e r t u r b a t i o n  f u n c t i o n s  (IMPF) i s  used t o  update 
the assumed c o n d i t i o n s  and t o  ccn t inue  i t e r a t i v e l y  the updat ing 
procedure u n t i l  t he  te rm ina l  boundary c o n d i t i o n s  h  yo t o  zero. 
F igu re  4-1 shows the  general o u t l i n e  o f  such an a lgo r i thm.  
4.2 Method o f  P e r t u r b a t i o n  Funct ions 
As the  name i t s e l f  imp l ies ,  the method cons is ts  o f  p e r t u r b i n g  
. 
the Z f u n c t i o n .  Th is  f u n c t i o n ,  Equat ion (3-23), w i t h  the  c o n t r o l  u 
e l i m i n a t e d  by us ing  Equations (3-21) and (3-22) i s  pe r tu rbed  l i n e a r l y  
about t h e  kth t r a j e c t o r y  a t  the end o f  each i t e r a t i o n .  Th is  p e r t u r -  
b a t i o n  then prov ides an es t ima te  o f  the  va lue  o f  the unknown v a r i a b l e s  

needed t o  begin the i n teg ra t i on  process a t  the next i t e r a t i o n  and, a t  
the same time, d r i ve  the d issa t is fac t ion ,  h, t o  zero. I n  general terms, 
t h i s  process i s  i l l u s t r a t e d  i n  Figure 4-1. Pract ical  use o f  t f i i s  
method has shown t h a t  i t possesses second v d e r  convergence proper t ies 
[ I 11  when i t  i s  near a so lut ion.  
I f  the i n i t i a l  boundary condft ions s a t i s f y  g = C, 
Equation (3-24), then z = F (Z,t) . Equation (3-23). may be in tegra ted  
forward i n  time s t a r t i n g  a t  to = 0 t o  sme  assumed tf. Generally, 
h # O on the i n i t i a l  i t e r a t i o n  sc\ t h a t  Lquation (3-25) i s  ao t  
sat is f ied,  mainly because the n as~umed ca-states along w i t h  the 
f i n a l  time estimate, tf, are not  the opti inal values. The terminal 
d i ssa t i s fac t i on  func t ion  h I s  ther  used t c  cor rec t  the assumed values 
by the crocedure described be1 ow. 
Consider a perturbed traajecto:*y terminat ing on a perturbed 
se t  o f  terminal condit ions. I f  only  the 1 inear  terms o f  a T r y l o r  Series 
expansion about some reference t r a j e c t o r y  are retained, then 
and i f  6Z Zt, - Zk then the above r-esul t s  can be expressed as 
which i s  a s a t  o f  2n l i n e a r  perturb. t i o n  equation w i t h  :{ being a 
2n x 2n mat r i x  evaluated on the kth o r  reference t ra jec to ry .  Since, 
on the reference t r a j e c t o r y  h # 0, a ger turbat ion e q w t i o n  i s  a lsc 
obtained f o r  the t v m i n a l  c o n s t r a i t ~ t  h which i s  evaluated a t  the 
termina l  t ime tf. The d i f f e r e n t i a l  c o n s t r a i n t  dh (Zf ,tt) i s  
and represents a  change i n  the  termina l  e r r o r  due t o  changes i n  Zf 
. 
and tf. I f  dZf = aZ f  + Zf d t f  i s  used t o  a l low termina l  Z  v a r i a t i o n s  
due t o  tf, then Equation (4-3) becor-s 
The des i red 1  i nea r  a lgebra ic  co r rec t i on  equat ion i s  der i ved  
under the  cond i t i ons  t h a t  there e x i s t s  a  fundamental m a t r i x  n, as 
def ined i n  the  1  i t e r a t u r e ,  so t h a t  the termina l  v a r i a t i o n s  i n  Z  (6zf)  
can be r e l a t e d  t o  the  i n i t i a l  v a r i a t i o n s  i n  Z (aZo) according t o  
The above expression i s  the well-known s o l u t i o n  t o  a  d i f f e r e n t i a l  
equat ion o f  the form c f  Equat'on (4-2). Equation (4-5) imp l ies  t h a t  
6Zf i s  some l i n e a r  f unc t i on  o f  the i n i t i a l  v a r i a t i o n  6Zo, where n i s  
a  2n x 2n mat r i x .  Thus, Equation (4-4) can now be 
usefu l  form as 
ah dh = XT 4, n 6z0  + h d t f  
w r i t t e n  i n  a  more 
by making use o f  Equation (4-5). As s t a ted  e a r l i e r ,  n  o f  the  2n 
elements i n  6Zo are known; therefore,  no co r rec t ions  are requ i red  f o r  
these s ta tes.  Thus, on ly  the r i g h t  h a l f  o f  the 2n x 2n n m a t r i x  i n  
Equation (4-5) needs t o  be known, and i t  may be rewr i t t en  as 
6Zf = 6 A 0  (4-7) 
where n6. i s  a  2n x  n  matrix. Usins t h i s  reduced form, Equation (4-6) 
i n  pa r t i t i oned  matr ix  form now becomes 
or, upon solv ing f o r  the cor rec t ion  vector and assuming t h a t  T i s  
non-singul ar, 
There remains two var iables t o  be determined i n  the above 
expression, namely, n and dh. Since the estimate o f  dh w i l l  be 6A 
covered i n  the fo l low ing section, the determination o f  IT&. can be 
made. Evaluat ion methods f o r  n o r  nsA are we l l  covered i n  the 
l i t e r a t u r e  [43] bu t  w i l l  be summarized here f o r  the sake o f  
completeness. Consider Equation (4-5), which i s  a  so lu t ion  t o  
Equation (4-2), and re la tes  the f i n a l  perturbat ions 6Zf t o  the 
i n i t i a l  perturbat ions 6 Z 0  Assume t h a t  a  Zn x  2n i d e n t i t y  mat r ix  I 
i s  used t o  express the i n i t i a l  perturbat ions where each column o f  I 
i s  used as i n  the f o l l o w i n g  manner: 
-qi 
where i = 1,2n r e f e r s  t o  each column o f  I. Then each successive 
app l i ca t i on  o f  aZo r e s u l t s  i n  a  aZf which i s  an ith column of the 
i i 
t r a n s i t i o n  (fundamental) ma t r i x  n. Therefore, i f  Equation (4-2) i s  
i n t eg ra ted  2n times w i t h  6Z as an i n i t i a l  vec to r  from to = 0 t o  tf, 
O i 
the t r a n s i t i o n  ma t r i x  IT vould be avai lab le .  Furthermore, f o r  the 
case a t  hand where o n l y  rdh i s  needed, the i n t e g r a t i o n  o f  Equation (4-2) 
i s  requi red on ly  n  times, and the  i n i t i a l  vec to r  used i s  6Zo where 
II 
II = n t l ,  2n. 
4.3 Determination o f  the D i f f e r e n t i a l  Correct ion 
The usual procedure found i n  the l i t e r a t u r e  (Lewallen [23] 
i s  an example) f o r  the evaluat ion o f  dh i s  t o  l e t  
dh = -r,h (4-1 0) 
w i t h  the r e s t r i c t i o n  t h a t  the sca la r  co r rec t i on  f a c t o r  0 < r, 5 1 and 
the values t ha t  TI then assumes are chosen as some step f unc t i on  o f  
1' hllk- Equation (4-8b) may now be r e w r i t t e n  by s u b s t i t u t i n g  f o r  dh w i t h  
Equation (4-10) as 
For problems whose i n i t i a l  so lu t i ons  r e s u l t  i n  l a rge  lh l( ,  Q i s  
normal ly chosen c lose t o  zero; as the  norm o f  the d i s s a t i s f a c t i o n  ilhll 
begins t o  vanish P approaches one. The successful s o l u t i o n  t o  a 
problem o f t e n  depends t o  a l a r g e  degree on the l o g i c  used f o r  
se lec t i ng  Q. 
Thus, the  l o g i c  used t o  develop a process f o r  se lec t i ng  TI 
should concentrate on the  f a c t  t h a t  an at tempt i s  being made t o  so lve  
a high14 complex non- l inear  problem by a t  bes t  a quasi-second order  
technique. This means t h a t  p a r t i c u l a r  a t t e n t i  on should be d i r ec ted  
toward the fo l low ing :  
a)  The case where n = 1 which ind ica tes  100 percent o f  the 
co r rec t i on  vector  i i requested. Large cor rec t ions  
should i n  general be suspect and n o t  allowed. 
b )  The maximum (100 percent)  co r rec t i on  should be based 
on the expected range o f  values o f  the  s ta te .  The 
comparison can be made by comparing the norms o f  the 
co r rec t i on  vector  and the range o f  values o f  the s ta te .  
c )  The norm o f  the terminal  d i s s a t i s f a c t i o n  should a lso  be 
monitored. Steps t o  reduce l a r g e  percentages o f  h 
should no t  be al lowed b a s i c a l l y  because e l i m i n a t i o n  o f  
l a rge  e r r o r s  i n  a non- l inear  system which i s  based on 
l i n e a r  estimates has 1 i t t l e  guarantee f o r  success. 
The general philosophy o f  the cor rec t ion  factor  using the 
l o g i c  s tated i n  (a), (b ) ,  and (c )  above i s  t o  avoid overshooting the 
envelope o f  convergence; improve the area o f  convergence; and, a t  
the same time, speed up the convergence process. I t  w i l l  l a t e r  be 
shown i n  Chapter V I  t ha t  t h i s  philosophy does, i n  fac t ,  improve the 
envelope o f  convergence as compared t o  r e s u l t s  i n  the l i t e r a t u r e .  
The funct ional  re la t i onsh ip  f o r  the cor rec t ion  fac to r  i s  
where f ( llhlI) i s  defined as a step funct ion, lldll i s  the norm o f  100 
percent o f  the cor rec t ion  vector (Equation (4-1 1 ) evaluated w i t h  
TI = I ) ,  and llell i s  a constant representing the norm o f  the expected 
range o f  the states and time o f  the p a r t i c u l a r  problem whose so lu t ion  
i s  being sought. I n  the event t ha t  the present norm i s  greater than 
the past, Q i s  reduced by a fac to r  o f  two. 
4.4 I t e r a t i o n  Scheme f o r  the Improved Method o f  Perturbat ion Functions 
p o ]  -1 Now t h a t  the i n i t i a l  cor rec t ion  vector equation --- = -qT h 
has been completely defined, an i t e r a t i o n  scheme f o r  so lv ing the TPBV 
problem may be stated. The scheme requires tha t  an i n i t i a l  vector o f  
A and an estimate o f  the terminal time, tf, be made ava i lab le  so t h a t  
* 
the 2n equations, Z = F(Z,t), may be in tegrated forward i n  time to  
t = tf. Simultaneously w i th  t h i s  in tegra t ion ,  the 2n per turbat ion 
bF equations 6 2  = 62 are in tegrated t o  the same tf n times using the 
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s t a r t i n g  vector def ined by the r i g h t  h a l f  o f  Equation (4-9). A t  the 
terminal time, the terminal d i ssa t i s fac t i on  h as wel l  as i t s  norm, i s  
evaluated. Subsequently, the a1 gebraic equations which determine the 
i n i t i a l  correct ions i n  A and tf t o  be appl ied a t  the next i t e r a t i o n  
(Equation 4-11) are solved. This i t e r a t i o n  procedure i s  continued 
u n t i l  some small predetermined value o f  ilhll i s  reached, when i t  i s  
assumed tha t  the problem i s  solved o r  has converged. However, i t  i s  
no t  a1 ways possible t o  achieve convergence under ord inary circumstances . 
If convergence i s  no t  achieved w i t h i n  a reasonable number o f  i t e r a t i o n s  
and divergence i s  diagnosed, i t  i s  best t o  s t a r t  again w i t h  a d i f f e r e n t  
estimate on the unknowns. 
The described i t e r a t i o n  scheme fo r  the IMPF may be sequen- 
t i a l l y  appl ied i n  the fo l low ing manner: 
a) Choose i n i t i a l  estimates f o r  ho, tf, and ilell. 
b) S imul tane~us ly  in tegra te  forward i n  time t o  tf the 
2n non-l inear d i f f e r e n t i a l  equations, Z = F(Z,t), and 
>F the 2n 1 inear per turbat ion equations, sZ = - sZ. az 
c) A t  the terminal time, evaluate h, 11 h1, and lldl) t o  
se lec t  the scalar cor rec t ion  f a c t o r  Q. 
d) Solve fo r  6A0 and d t f  t o  update previous i n i t i a l  
estimates. 
e) Examine IlhlI and number o f  i t e r a t i o n s  t o  determine 
whether t o  continue i t e r a t i n g  o r  stop. I f  the process 
i s  continued, re tu rn  t o  step (a) .  
The fo l low ing chapter w i l l  examine some a1 ternate approaches 
t o  the so lu t i on  o f  a TPBV problem which does no t  make use of the 
per turbat ion on h i n i t i a l l y ,  Equation (4-4) ,  but  f i r s t  considers some 
funct ion o f  h as a quant i ty  t o  be minimized. Minimizat ion o f  t h i s  
func t ion  then resu l t s  i n  a so lu t i on  t o  the TPBV problem by switching 
t o  IMPF a t  some predetermined small value o f  h. This i s  done t o  take 
f u l l  advantage o f  the IMPF convergent charac ter is t i cs  which are very 
rap id  whenever the i n i t i a l  guesses fa1 1 w i t h i n  the envelope o f  
convergence. This technique may be c l a s s i f i e d  as a d i rec t - i nd i rec t  
approach; d i r e c t  i n  the sense t h a t  some func t ion  o f  h i s  extremized 
d i r e c t l y ,  and i n d i r e c t  i n  the sense t h a t  IMPF does no t  extremize h 
t o  a r r i v e  a t  a solut ion. 
func t  
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CHAPTER V 
MODIFIED METHOD OF PERTURBATION FUNCTIONS 
tu rba t  
vector FY, 
In t roduc t ion  
I n  the  previous chapter, an improved method o f  per tu rba t ion  
ons (IMPF) was used t o  solve a TPBV problem a r i s i n g  ou t  o f  the  i 
l u s  o f  var ia t ions .  This method essen t i a l l y  used the l i n e a r  per- 
. 
ions o f  Z = F(Z,t), Equation (3-23), and the d i s s a t i s f a c t i o n  
h, Equation (3-24), t o  a r r i v e  a t  an i n i t i a l  cor rec t ion  vector 
Equation (4-8b), w i t h  which t o  co r rec t  the previous i n i t i a l  A 
and terminal t ime estimates. The a lgor i thm then makes these correc- 
t i ons  and the process i s  continued as described i n  the l a s t  sect ion o f  
the previous chapter. A1 though t h i s  method i s  one o f  the most popular 
f o r  so lv ing  TPBV problems, i t  i s  by no means independent o f  the i n i t i a l  
estimates o f  co-states and terminal time. For t h i s  reason, three new 
s t ra teg ies  under the general name o f  modif ied method o f  per tu rba t ion  
funct ions [MMPF) are explored. These new s t ra teg ies  make use o f  
func t ion  minimizat ion methods which have shown good r e s u l t s  i n  the 
1 i te ra tu re  and are used w i t h  the MPF method t o  form a d i r e c t - i o d i r e c t  
approach t o  the so lu t i on  o f  a  TPBV problem. Essen t i a l l y  they are used 
t o  de f ine  an i n i t i a l  cor rec t ion  vector replac ing Equation (4-8b). 
The name MMPF i s  der ived from the f a c t  t h a t  some o f  the features o f  
MPF are used i n  MMPF. Most o f  the  methods surveyed throughout the 
l i t e r a t u r e  may be c l a s s i f i e d  as e i t h e r  gradient  methods, pa t te rn  
search methods, o r  random search methods (an example i s  found i n  [44]). 
O f  the three c l a s s i f i c a ~ ~ i o n s ,  gradient  methods genera l ly  use the most 
i n te l l i gence  and random search the leas t .  The three p a r t i c u l a r  
methods chosen are (1) the Davidon Method [28] which i s  a proven 
gradient technique; (2 )  the method o f  Hooke and Jeeves [26], a  
pa t te rn  search concept; and ( 3 )  an accelerated random search 
strategy [ D l .  The above three methods are identif.;ed as MMPF-D, 
MMPF-HJ, and MMPF-ARS, where the l e t t e r  o r  l e t t e r s  a f t e r  the hyphen 
i n  each case re fe rs  t o  Davidon, Hooke and Jeeves, and accelerated random 
search, respect ive ly .  For the sake o f  completeness, these ind iv idua l  
methods w i l l  be b r i e f l y  explained i n  the fo l low ing three sections. 
I n  a l l  cases o f  the modif ied method o f  per turbat ion 
funct ions, three changes had t o  be made t o  the method o f  per turbat ion 
funct ions concept described i n  Chapter I V  t o  implement the d i r e c t -  
i n d i r e c t  concept o f  so lut ion.  The f i r s t  change was the se lec t ion  
o f  a stopping cond i t ion  on which t o  end the i n teg ra t i on  process 
since, w i t h  func t ion  minimizat ion processes, there i s  no way o f  
obtaining a terminal time estimate. This was accomplished by 
de f in ing  the terminal time as the time which s a t i s f i e d  one o f  the 
selected terminal boundary condit ions i n  h; preferably ,  one which 
i s  monotonic decreasing. Therefore, the s a t i s f a c t i o n  o f  
n = O  (5-1 
i s  used as the stopping condi t ion.  Next came the s t l e c t i o n  o f  the 
funct ion evaluated a t  the terminal t ime which i s  t o  be minimized. 
Since the TPBV problem i s  solved whenever the norm i'h'' reaches some 
small spec i f ied  value, the l o g i c a l  choice f o r  a func t ion  i s  some 
U(h) 2 0. Thus, the f unc t i on  chosen t o  be minimized was 
It should be po in ted  ou t  t h a t  the g rad ien t  in fo rmat ion  o f  
U which i s  r equ i red  i n  the MMPF-D would a l ready be a v a i l a b l e  from dh, 
Equation (4-4).  F i n a l l y ,  s ince the s e t  of the  var iab les  Z which 
minimize U a re  a t  the  terminal  time, they must be expressed as correc-  
t i ons  t o  the  i n i t i a l  Z ' s .  Th is  i s  accomplished by cons ider ing the  
so lu t i on  o f  aho from BZf = nSh6ho, Equation (4-7), t h a t  minimizes 
the sum o f  squares o f  the  res idua ls .  Th is  s o l u t i o n  i s  g iven by 
where BZf  i s  def ined by the  d i f f e ronce  between Z a t  tf and the des i red 
Z which r e s u l t s  f rom the min imizat ion o f  U. 
By making use o f  Equations (5-1) through (5-3), the  MMPF 
!!ping one o f  the th ree  p rev ious ly  mentioned funct ion op t im i za t i on  
methods would proceed u n t i l  llhll roached some small predetermined value. 
A t  t h i s  time, a  swi tch would be made t o  the IMPF s t ra tegy  descr ibed i n  
Chapter I V .  A general computational o u t l i n e  o f  the  d i r e c t - i n d i r e c t  
method f o r  s o l u t i o n  us ing any o f  the  th ree  MMPF methods w i t h  the IMPF 
method as a f i n a l  s t ra tegy  i s  shown i n  F igure 4-1. 
5.2 Modi f ied Method of Per tu rba t ion  Functions Using the Davidon Method 
The method o f  Davidon as descr ibed by [28] invo lves the  use 
o f  the f i r s t  and second p a r t i a l  d e r i v a t i v e  informat ion on the f unc t i on  
being extremized and i s  der ived assuming a quadrat ic  func t ion .  
General ly speaking, t h i s  method uses the  idea of generat ing the  
d i r e c t i o n  o f  search by mu1 t i p l i n g  the  g rad ien t  by a m a t r i x  t h a t  i s  i n  
some manner r e l a t e d  t o  the  inverse  o f  the  second p a r t i a l  d e r i v a t i v e  
matr ix .  Th is  method appears p a r t i c u l a r l y  a t t r a c t i v e  t o  so lve TPBV 
problems when used i n  con junc t ion  w i t h  IMPF. Methods us ing g rad ien t  
in fo rmat ion  ( f i r s t  p a r t i a l  d e r i v a t i v e s )  become extremely slow as the 
optimuni i s  approached. Therefore, i t  i s  necessary t o  sw i tch  t o  a 
methoC which converges r a p i d l y  as the optimum i s  approached. As 
po in ted  ou t  i n  Chapter I V ,  t he  IMPF procedure converges r + i d l y  i n  
a na tu ra l  t r a n s i t i o n  would be t o  the v i c i n i t y  o f  the  optimum, and 
t h i s  method. 
?avidon's method descr 
f u n c l i o n  z h r t s  by examining a q 
example, 
U ( Z )  = a 
where t h t  .. ,aian o f  U(Z) ( c )  i s  
d e f i n i t e  mat r i x .  Tnus, U \ Z )  has 
ibed  here b r i e f l y  f o r  a general 
uad ra t i c  ok j e s t i v e  func t ion ,  f o r  
T I T  + b Z + ? Z  cZ (5-4) 
a non-si ngul a r  symmetric p o s i t i v e  
a l o c a l  minimum which, i n  f a c t ,  i s  
a l so  a g loba l  minimum. The g rad ien t  o f  (5 -4 )  a t  any p o i n t  Z i s  
from which 
A t  t he  optimum o f  a d i f f e r e n t i a b l e  funct ion,  a l l  f i r s t  de r i va t i ves  
are zero, and Equation (5-5b) may be w r i t t e n  as 
Z* = -c-l b (5-6) 
The above equation and (5-5b) may be subtracted t o  obta in the cor rec t ion  
A t o  be made t o  Z i n  order t o  have the optimum U, 
According t o  Davidon's method, i f  t h i s  inverse were ava i lab le  
and the U under consideration were quadratic, the optimum could be 
found i n  one step. I n  most p r a c t i c a l  appl icat ions,  t h i s  i s  no t  the 
case, and Equation (5-7). as such, i s  no t  appl icable d i r e c t l y  t o  most 
functions. I n  Davidon's method, Equation (5-7) i s  used only  t o  def ine 
a d i r e c t i o n  o f  search i n  the space o f  the var iablzs Z. And thus, a 
new cor rec t ion  sector, a, must be defined so t h a t  
where the step size, S, i s  found by obta in ing the optimum along a l l n e  
of search using quadrat ic in te rpo la t ion .  The evaluat ion o f  cml, as 
ou t l ined i n  [28], i s  performed i n d i r e c t l y  by using the change i n  
gradients from i t e r a t i o n  t o  i t e r a t i o n ,  the l a s t  c - l ,  and the 
correct ion vector  u. 
An i t e r a t i v e  scheme f o r  a minimum under MMPF-D may be 
described as fol lows: 
a) Begin w i th  the i d c n t i t y  matr ix,  I, as the i n i t i a l  guess 
f o r  c," , and assume some A,. 
b)  Integrate forward both the non-l inear and the perturba- 
t i o n  d i f f e r e n t i a l  equations, as described i n  Section 4.4, 
observing Equations (5-1 ) through (5-3). 
0 
Evaluate the g rad ien t  o f  U, U . 
Compute a d i r e c t i o n  using Equation (5-7). 
Evaluate the step s ize,  S, by us ing a quadrat ic  
i nterpo l  a t i o n  scheme o r  some o ther  su i  tabll: scheme. 
Compute the co r rec t i on  vector,  o, as uk = S A k k'  
Evaluate the des i red terminal  va r iab les  as Zk+l = Zk + 
and compute 61, us ing Equation (5-3). 
Compute rhe Q;ll f o r  the nex t  iterat.!on, which must be 
be p o s i t i v e  d e f i n i t e  so t h a t  the new d i r e c t i o n  w i l l  
g i ve  l o c a l  improvement o f  U ( Z ) .  
I f  ~(h l l  5 1/2 ilh~lk=l, swi tch t o  IHPF; otherwise, s t a r t  
over a t  (b )  w i t h  new est imates f o r  1,. 
5.3 Modi f ied Method o f  Per tu rba t ion  Functions Using the Method o f  
Rooke and Jeeves 
The n~ethod o f  Hooke and Jeeves 1261 i s  a d i r e c t  p a t t e r n  
search technique r e q u i r i n g  no d e r i v a t i v e  in fo rmat ion  bu t  i n v o l v i n g  
a sequent ial  examination o f  t r i a l  so lu t ions .  This method i s  comprised 
o f  a ser ies  o f  exp lo ra to ry  moves about each va r i ab le  i n  the f u n c t i o n  
under considerat ion. These exp lo ra to ry  moves are performed on one 
va r i ab le  a t  a t ime i n s i s t i n g  t h a t  the value o f  the f unc t i on  be less  
than, o r  equal to ,  i t s  previous value i f  a minimum i s  being sought. 
A t  the end o f  the t o t a l  exp lo ra t i on  i n  the va r i ab le  space, i t  i s  
assumed t h a t  a pa t t e rn  may be establ ished. Thus, a new exp lo ra t i on  
p o i r ~ t  i s  s e t  by simultaneously stepping o f f  a d is tance e q u i v a l e ; ~ .  
t h a t  o f  the i n i t i a l  s t a r t  p o i n t  and t h a t  a t  which tne search stopped. 
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This  technique i s  cont inued u n t i l  t he  f u n c t i o n  reaches a des i red  
value. The technique has s t r a teg ies  which handle s i  t ua t i op r  where 
no improvement i s  detected whenever the establishment 1 ' r n  
i s  being sought. 
For  the sake o f  campleteness, an example o f  an a p p l i c a t i c r ~  
of t h i s  method i n  two-var iab le  space ( x  ,y) as p r .  hosed by tlooke dnd 
Jeeves i s  presented. It i s  assumed t h a t  the search i s  s t ; i - t ~ I  a t  "he 
x and y corresponding t o  bl i n  F igure 5-1, where b represects  a 
p a t t e r n  r e s u l t i n g  f rom an exp1,rator.y search a t  E, and t!x subscr ip ts  
i n d i c a t e  the t r i a l .  Tne r e s u l t i n g  e x p i o r a t i ?  i about poin: ' i;l 
Figure 5-1 bec~mes b2, and, t y  using bl and b p  and r i a s m i n g  t h a t  a 
s i m i l a r  exp lo ra t i on  about b2 would g i v e  s i m i l a r  r e s u l t s ,  a new 
exp lo ra t i on  po in t ,  E2, i s  selected. I t s  l o c a t i o n  i n  space i s  g iven  
by 2 (b2 - ; using t h i s  formula, the pa t t e rn  w i l l  cont inue t o  
grow. The search cont inues m5 1 a p ~ i n t  where improvement i a the  
des i red  f unc t i on  i s  n o t  r e a l i z e d  ( p o i n t  E4 i n  F igure 5-1 ). A t  t h i s  
po in t ,  a new s t r a tegy  i s  needed t o  continue. The p o i n t  E4 i s  
discarded, and the  l a s t  g ~ o d  p a t t e r n  p o i n t  now becomes the new 
exp lo ra t i on  p o i r ~ t ,  Figure 5-2 shows t h a t  the  nex exg lo ra t i on  p o i n t  
nas requ i red  a decrease i n  s tep t o  reach a new bace b6. Now using 
b5 and db, i t  i s  poss ib le  t o  s t a r t  as before. The s t r a tegy  cont inues 
u n t i l  a s o l u t i o n  i s  reached. 
0 Failure 
6 Success 
Figure 5-1. Schematic nf  Hooke and Jeeves Pa t te rn  
Search Snowing Improvement . 
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Extending t he  ideas presented by the  example, an i t e r a t i v e  
scheme us ing MMPF-HJ f o r  a mini mu^ s o l u t i o n  may be descr ibed as 
f o l  1 ows : 
a) I n t e g r a t e  forward bo th  t he  non- l i near  and t he  per turba-  
t i o n  d i f f e r e n t i a l  equations, as descr ibed i n  Sect ion 4.4, 
observing Equations (5-1) and (5-2). 
b )  Using the  Hooke and Jeeves a l go r i t hm  o u t l i n e d  i n  [26], 
sequen t i a l l y  compute each des i red  Z r e s i ~ l t i n g  from 
e i t h e r  an exp lo ra to ry  step o r  a p a t t e r n  step. 
C )  Compute 610 according t o  Equation (5-3).  
d) I f  \\hi1 5 1/2  ihllk=l sw i tch  t o  IMPF; otherwise, s t a r t  
over a t  (a)  using the new est imates f o r  A,. 
It should be po in ted  ou t  t h a t  us ing the  method o f  Hooke and 
Jeeves requ i res  a t  l e a s t  2n i t e r a t i o n s  before a p a t t e r n  p o i n t  i s  
establ ished. Th is  i s  due t o  the f a c t  t h a t ,  du r ing  the exp lo ra to r y  
phases, the  e f f ec t s  o f  changes on each v a r i a b l e  must be sequc!nt ia l ly  
examined. 
5.4 Mod i f ied  Method o f  Per tu rba t ion  Functions Using an Accelerated 
Random Search Method 
The acce lerated random search method 1291 i s  one which 
combines the ideas o f  both p a t t e r n  search and random search w i t h  
reca lcu la t ion .  Th is  method has shown promise, p a r t i c u l a r l y  on 
mu1 t imodal hypersurfaces. The acce lerated random search begins by 
making a random search i n  ti-.e v i c i n i t y  o f  the i n i t i a l  es t imate based 
on a normal d i s t r i b u t i o n  of p r o b a b i l i t y .  I t  fo l lows w i t h  a step i n  
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the opposi te d i r e c t i o n  if the f u n c t i o n  i s  increased ( f a i l u r e ) ,  f o r  
example, i n  the case o f  search f o r  a minimum. I f  t h i s  change i n  
d i r e c t i o n  s t i l l  produces no improvement, a new random step i s  
generated (new s e t  o f  6zk ) .  As soon as the  random search phase 
discovers a d i r e c t i o n  f o r  improvement (success), a p a t t e r n  search 
i s  begun doubl ing the s tep a f t e r  each success. However, i f  the 
pa t t e rn  search produces a f a i l u r e ,  a r e t r e a t  i s  made t o  the l a s t  
improved step, m d  a random search i s  i n i t i a t e d .  For p r a c t i c a l  
reasons, the accelerated random search method conf ines i t s  random 
search phase t o  an experimental reg ion  def ined f o r  each problem. 
The normal d i s t r i b u t i o n  f u n c t i o n  which governs the 
magnitude o f  the increments, 6Z, du r ing  the search phase i s  
where Y represents 2n random numbers un i fo rmly  d i s t r i b u t e d  between 
0 and 1 and a i s  t h e i r  standard dev ia t ions  about a -ean o f  zero. 
I n  add i t ion ,  the s i gn  o f  6Zk has equal p r o b a b i l i t y  o f  being p l us  o r  
minus. During the pa t t e rn  phase, the increments assume an a r i t hme t i c  
progression form as 
and i n  the event o f  a f a i l u r e  dur ing the random search phase, a 
reversa l  i s  executed by t ak i ng  a step i n  the opposi te d i r e c t i o n  as 
An i t e r a t i v e  scheme using the MMPF-ARS now may be described 
as fol lows: 
a) In tegrate forward both the non-l inear and the 
per turbat ion d i f f e r e n t i  a1 equations, as described i n  
Section 4.4, observing Equations (5-1 ) and (5-2). 
b) Using Equation (5-9), compute the 2n desired terminal 
correct ions where, f o r  each correct ion, a d i f f e r e n t  Y 
i s  obtained. 
c )  Transform the terminal correct ions t o  i n i t i a l  
correct ions by using Equation (5-3) and proceed as i n  
(a)  w i t h  new i n i t i a l  x estimates. 
d) I f  Uk+l i s  an improvement over Uk by e i t h e r  a random 
forward step (Equation 5-9), a reversal step 
(Equation 5-11), o r  a new random search, compute 
the next terminal cor rec t ion  by using Equation (5-10' 
and proceed as i n  (c ) .  Continue the pa t te rn  search 
as long as there i s  improvement i n  U. Whenever 
l lh l lc  112 II~II~,~ 3 switch t o  IMPF. 
e )  If there i s  no improvement i n  U during a pa t te rn  search, 
r e t r e a t  t o  a random search mode, step ( c ) ,  and s t a r t  
again. 
Both t h i s  method and the Davidon m e t h ~ d  make a1 1 the 
correct ions simultaneously instead o f  sequenti a1 l y  as i n  the method 
of Hooke and Jeeves. 
CHAPI'ER V I  
DISCUSSION AND ANALYSIS OF RESULTS 
6.1 In t roduc t ion  
The numerical aspects involved i n  
problem w i l l  be discussed. I n  the main, t h  
the 
i s  w 
so lu t i on  o f  the TPBV 
ill i n c i  ude those which 
are common t o  a l l  f o u r  methods i nc lud ing  the boundary c o n d i t i c , ~ ~ ,  
numerical i n t e g r a t i o n  scheme used t o  i n teg ra te  both the nos- l inear  
and 1 inear  d i f f e r e n t i a l  equations, and f i n a l l y  the features which 
apply t o  each p a r t i c u l a r  method. I n  t h i s  chapter, r esu l t s  are a1 so 
shown which compare the IMPF and the three NMPF s t ra teg ies  ou t l i ned  
i n  Chapters 4 and 5, respect ive ly ,  along w i t h  an add i t iona l  s 
s i m i l a r  t o  t h a t  o f  [23]. Results are presented fw the en t ry  
posed i n  Chapter I 1  and transformed from an op t im iza t ion  prob 
a TPBV problem as shown i n  Chapter 111. 
t ra tegy  
problem 
lem i n t o  
It should be pointed ou t  t h a t  a1 1 quan t i t i es  appearing i n  
t h i s  chapter, except the co-states, are dimensional on ly  f o r  the sake 
o f  awareness. I n te rna l  l y  , a1 1 compctations involved non-dimensi onal i zed 
quan t i t i es  as s ta ted  ear? i e r .  
6.2 I n i  ti a1 and Terminal Boundary Condi t i ons  
The spec i f i ca t i on  o f  the i n i  t i  a1 bo!lrdary condi t ions proceed 
as speci f ied i o  Chapter 111. F i r s t  by s e l e c t i  ~g an i n i t i a l  s t a t e  a t  
t = to = o, an L (xo, t o )  vector may be stated as 
Z3 ( t o )  - 1.5 deg 
L = 
Z4 ( t o )  - 90 deg 
using the form o f  Equation (3.23). Likewise, a spec i f ied  terminal 
s ta te  vector marl be selected a t  t = tf as 
- 9 
Z, ( t f )  - 25,306 f t / s e c  
Z2 (t,) - 252,784 ft 
M = 2, (t,) - 1.0568 deg = 0 (6-2) 
Z5 ( t f )  - 89.9676 deg , 
Equation (6-1) and the f a c t  t ha t  the i n i t i a l  s ta te  and time are 
specif ied r e s u l t  i n  no i n i t i a l  t ransversal i t y  condit ions from 
Equation (3-12). Thus, a t  t = to = o, the i n i t i a l  boundary condi t ion 
becomes 
g = L = O  
On the other  hand, since Equation (6-2) represents only  f i v e  boundary 
condit ions and seven are needed, the remaining two must come from the 
t e m i n a l  transversal i t y  condit ions, Equations (3-1 3) and (3-14). For 
the example problem, + = 0 and the terminal time tf and Z4 ( t f )  have 
not  been specif ied. Therefore, the remaining two boundary condit ions 
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become H( t f )  = 0 and a4 = ZlO(tf) = 0. Thus, the  te rm ina l  boundary 
cond i t i on  h becomes 
Z2 ( t f )  - 252,784 f t / s e c 8  
Z3 ( t f )  - 1.0568 deg 
h = Z5 ( t f )  - 89.9676 deg = 0 (6-4) 
Z6 (t,) - 18.1897 deg 
H ( t f )  
- - 
and as po in ted  ou t  e a r l i e r  i t  i s  t he  norm o f  h, ilhil, t h d t  i s  used t o  
determine convergence t o  a so l u t i on .  Furthermore, s i nce  t ime does n o t  
appear exp l  i c i  tl y i n  the  general  i zed Hail, I 1 t o n i  an 
H ( t )  = 0 (6-5) 
f o r  to t i tf, where H i s  de f ined  using Z va r iab les  as 
For t h i s  p a r t i c u l a r  problem, the  con t ro l ,  u, i s  e l im ina ted  
. 
from the Z equat ions by using the o p t i m a l i t y  cond i t i on ,  Hu = 0, and the  
Legendre-Clebsch cond i t i on  f o r  a minimum, Huu 2 0, as o u t l i n e d  i n  
Sect ion 3.2. Use of the o p t i m a l i t y  cond i t i on  y i e l d s  
h 3  s i n  u = COS il 
-h4 E 
which may be used t o  so lve f o r  the funct ions s i n  u and cos u by 
2 2 squar ing (6-7) and using the t r igonomet r i c  i d e n t i t y  s i n  utcos u = 1 
t o  g i ve  
A, COS r 
COS U = .J ; + A: cos2 1. 
The Legendre-Clebsch cond i t i on  i s  then used t o  choose the  proper  s i gn  
f o r  Equation (6-8). Th is  cond i t i on  requ i res  t h a t  
s i n  u ,, HUU = A COS U - A  -3 4 cos r 
and using Equation (6-8) t o  s u b s t i t u t e  f o r  s i n  u and cos u i n  
Equation (6-9) shows t h a t  f o r  - ~ ~ / 2 < r < ~ / 2  the negat ive s i gn  i s  chosen 
f o r  Equation (6-8a) and the p o s i t i v e  s i gn  f o r  Equation (6-8b) o r  
s i n  u = - A4 
A 3  COS r 
COS u = 
I t  should be po in ted  ou t  t ha t ,  as a r e s u l t  o f  the  termina l  t rans -  
v e n a l i t y  cond i t i ons  (6-4), A4( t f )  = 0 and t he re fo re  u ( t f )  = 180 degrees 
on the opt imal t r a j e c t o r y .  
Numerical In teqra t ion  Method 
The numeri'cal i n teg ra t i on  method used [45,46] t o  i n teg ra te  
. 
the 2n non-l inear d i f f e r e n t i a l  equations, Z = F(Z,t), and the 2n l i n e a r  
per turbat ion equations, a i  = $ az, i s  a var iable step, four th-order  
. a F Runga-Kutta scheme. The Z equations o f  motion and the are 
func t i ona l l y  presented i n  Appendix A. Since the en t ry  problem chosen 
- as an example i s  no t  f o r  f ixed terminal time, the generalized 
Hamil tonian becomes time-independent and, therzfore, constant. This 
f a c t  i s  used as an a i d  i n  se lec t ing  r e l a t i v e  e r r o r  bounds f o r  the 
var iable time step i n teg ra t i on  process. The task o f  se lec t ing  e r r o r  
bounds, p a r t i c u l  a r i y  upper bounds, i s  a formidable one and o f ten  can 
be selected only  according t o  experience and the type o f  problem a t  
hand. The f a c t  t h a t  the generalized Hamil tonian i s  a constant, and 
zero on the converged solut ion,  al lows observation o f  the e f f e c t s  o f  
the e r r o r  bound on the numerical accuracy and thus makes possible a 
l o g i c a l  choice. Table 6-1 shows the e f fec ts  o f  the e r r o r  bound f o r  
s i x  cases on the va r ia t i on  o f  the generalized Hamiltonian during an 
i t e r a t i o n ,  as wel l  as the value o f  the norm a t  the end o f  the 
i t e r a t i o n  and the required UNIVAC 1108 time. The method o f  so lu t i on  
used was the IMPF described i n  Chapter I V ;  a l l  s i x  cases used the 
same iden t i ca l  boundary condit ions and f i n a l  time estimate. I t  i s  
l o g i c a l ,  therefore, t o  assume t h a t  t h i s  tab le  gives a representat ive 
r e l a t i v e  assessment o f  the e f fec ts  o f  e r r o r  bound on the accuracy 
of so lut ion.  Based on t h i s  information, a r e l a t i v e  e r r o r  bound o f  
5.0 x - 5.0 x was chosen based on a convergence c r i t e r i o n  
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of ' h = 1 x 1 0 ~ ~  compared t o  an expected Hami 1 tonian amplitude of about 
the same order o f  magt~itude. A f u r t h e r  consideration i n  the choice o f  
the e r r o r  bound was the exponential increase nature o f  the computer 
time w i t h  decrease i n  e r r o r  bound. 
6.4 Solut ion o f  the Entry Problem by IMPF 
Solut ion of the en t ry  problem using the terminal condit ions 
o f  Section 6.2 and the i n teg ra t i on  method and constants s tated i n  
Section 6.3 was i n i t i a t e d  by assuming a terminal time, tf, o f  260 
seconds w i t h  which to  begin the i t e r a t i o n  process o l i t l i ned  i n  
Chapter I V .  The necessary constants needed f o r  the cor rec t ion  process 
as described i n  Section 4.3 are as fo l lows f o r  11dd I ((ell =v7: 
where h i s  assumed t o  be evaluated using non-dimensionalized 
variables. The choice o f  (M$= 4 7  comes from al lowing an absolute 
range o f  u n i t y  f o r  a l l  the states and time since they are a l l  non- 
dimensionalized and r e s u l t  i n  magnitudes close t o  one. The vector  
k and the $$ elements t h a t  are necessary t o  compute the correct ions 
atcording t o  Equation (4-8a) are presented i n  Appendix A. 
6.5 Solut ion o f  Entry Problem by MMPF 
The stopping condit ion, n, chosen t o  end the i n teg ra t i on  
process f o r  each i t e r a t i o n  i n  the MMPF so lu t i on  was 
This  va r i ab l e  was monotonic decreasing f o r  a l l  the  crses s tud ied  and, 
the re fo re ,  served as an excel  l e n t  ,topping condi t i on .  The f u n c t i o n  
chosen t o  be extremized resu l t ed  i n  a  h i g h l y  norr- l inear func t ion  
i n v o l v i n g  a l l  the s t l t e s  and co-states as w e l l  as the  s t a t e  d i f f e r e n t i a l  
equations. Th is  f unc t i on  may be w r i t t e n  as 
where h i s  def ined by Equation (6-4). The value of (lhll a t  which the  
- t r a n s i t i o n  f r o c  Y P F  t o  IMPF was executed was s e t  a t  ii:~Il = !$k-l. 
llhll ( k.1 Th is  p a r t i c u l a r  value was chosen under the assumption t h a t  i(hll = 7 
i s  s u f f i c i e n t l y  c lose t o  the minimum so t h a t  the IMPF can at tempt t o  
ob ta i n  a  so lu t ion .  Thus, a t  the  above value o f  ilhll, the IMPF i s  
s t a r t e d  w i t h  n o t  on l y  the  co-s ta te  va:ues L: : the  p a r t i c u l a r  i t e r a t i o n  
bu t  a lso  w i t h  the corresponding f i n a l  t ime as t he  termina l  t ime estimate. 
It can be expected t h a t  whenever t he  t r a n s i t i o n  t o  IMPF i s  made, t he  
f i n a l  t ime est imate w i l l  L.6 d i f f e i ~ e n t  than tf=260 seconds, which was 
asamed t~ s t a r t  the  IMPF so lu t i ons  o f  Sect ion 6.4. 
6.6 Resul ts o f  So lu t i on  o f  ,::he Ent ry  Problem by IMPF and MMPF 
I n  order  t o  adequately exp lore the  p o t e n t i a l  o f  the IMPF and 
the MMPF t o  so lve the  TPBV problem, a  s e t  o f  s i x  i n i t i a l  co-s ta te  ( A )  
vectors  wer..: se lec led  as shown i n  Table 6-2. The s e l e c t i o n  ~f the 
f i r s t  four vectors  made use o f  the in fo rmat ion  from the te rm ina l  
boundary cond i t i ons  which requ i red  the con t ro l  u  t o  be p o s i t i v e ;  thus, 
the f i r s t  th ree  co-states were chosen p o s i t i v e  and the f ou r t h ,  negat ive.  
Since i t  i s  apparent from Table 6-2 t h a t  the  chcice o f  t he  f i r s t  vec to r  

i s  close t o  the optimal, the choice o f  the remaining f i v e  co-states was 
made t o  measure the e f f e c t  on convergence of s t a r t i n g  fu r the r  away 
from the optimum. To fu r the r  evaluate the improvement o f  these two 
methods, an addi t ional  MPF strategy based so le l y  on the magnitude of 
the norm and s im i l a r  t o  t h a t  o f  Lewal l en  [23] was used. The data i n  
Table 6-2 show resul t s  f o r  the f o l  lowing examples : Cases 1 through 6 
used the IMPF w i t h  i t s  cor rec t ion  fac to r  based on norm and step size; 
Cases 7 through 10 used the MPF w i t h  a cor rec t ion  fac to r  based only  on 
norm and s im i l a r  t o  t ha t  o f  Equation (6-11; w i t h  the exception tha t  
the f i r s t  factor i s  0.2 insteaa o f  0.4; and f i n a l l y ,  Cases 11 through 
13 used the MMPF where a, b, and c stand f o r  Davidon, Hooke-Jeeves, 
and accelerated random search, respect ively,  w i th  a t r a n s i i i o n  t o  the 
IMPF o f  Csses 1 through 6 as explained i n  Section 6.5. 
The IMPF strategy using a cor rec t ion  f a c t o r  dependent on the 
norm and the step s ize was used t o  solve the TPBV problem s t a r t i n g  w i t h  
each o f  the s i x  co-state vectors o f  Table 5-2 as i n i t i a l  estimates and 
guessing an i n i t i a l  terminal time tf = 260 seconds. This s t rategy was 
successful i n  ob ta i r~ ing  a so lu t ion  f o r  each o f  the s i x  candidate 
co-state vectors. The resu l t s  depicted i n  Table 6-3 show essen t i a l l y  
t ha t  the vector c losest  t o  the optimal sc!ztion requi red the l e a s t  
number o f  i t e ra t i ons .  Cases 2 through 4, which used somewhat more 
d i f f i c u l t  vectors, a lso converged i n  essen t i a l l y  the same number o f  
i t e ra t i ons .  Cases 5 and 6 are by f a r  the most d i f f i c u l t  bu t  y e t  were 
dr iven t o  convergence by the strategy. I n  summary, the so lu t i on  o f  
the TPBV problem was very i nsens i t i ve  t o  the f i r s t  four  cases. However, 

as t he  progress ion was made t o  o rder  o f  magnitude di f ferences i n  the  
i n i t i a l  co-s ta te  (Case 6), t he  s e n s i t i v i t y  increased, b u t  t he  most 
impor tant  f a c t  was t h a t  a  s o l u t i o n  was s t i l l  obtained. Th is  p o i n t  i s  
f u r t h e r  emphasized when the  MPF w i t h  a  co r rec t i on  f a c t o r  dependent on 
the  norm on l y  i s  discussed next. 
Resul ts us ing a co r rec t i on  f a c t o r  phi losophy s i m i l a r  t o  [23] 
and dependent on the norm on l y  are presented i n  Table 6-4. As shown 
on Table 6-2, t h i s  scheme used o n l y  t he  f i r s t  f o u r  vectors  i n  Cases 7 
through 10, respec t i ve ly .  The on l y  s o l u t i o n  poss ib le  ou t  o f  t he  f o u r  
cases was f o r  Case 7 which requ i red  50 percent  more i t e r a t i o n s  than 
Case 1 f o r  the  same co-s ta te  vec to r  and te rmina l  t ime estimate. The 
remaining t h ree  cases diverged a f t e r  f o u r  i t e r a t i o n s  even though the  
f i r s t  two i t e r a t i o n s  gave a decrease f rom the  f i r s t  norm. Th is  s e t  
o f  cases po in t s  o u t  the  power of a  co r rec t i on  f a c t o r  such as t he  one 
used i n  Cases 1 through 6. 
F i n a l l y ,  r e s u l t s  using the  MMPF and s t a r t i n g  w i t h  the  f i r s t ,  
f ou r t h ,  and f i f t h  co-state vectors  a re  depic ted i n  Table 6-5. The 
l o g i c  used t o  con t ro l  the  t o t a l  number o f  i t e r a t i o n s  f o r  these cases 
was as fo l lows .  A maximum o f  50 : t e ra t i ons  was al lowed w i t h i n  which 
t o  halve the  i n i t i a l  norm; once the t r a n s i t i o n  was made t o  IMPF, a  
maximum o f  30 i t e r a t i o n s  was al lowed i f  the t o t a l  number o f  itera;;ons 
exceeded the  companion case o f  Table 6-3. Ho\!everm, i f  the t o t a l  
number was less,  i t e r a t i o n s  were cont inued up t o  an equ iva len t  t o t a l  
as tire companion case o f  Table 6-3. Table 6-5 e x h i b i t s  two cases, 12a 
and 13c, which converged. Although Case 12a converged, i t  d i d  so i n  
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about one- th i rd  more i t e r a t i o n s  than Case 4. Case 13c, on the o ther  
hand, requ i red  approxlmately 26 percent fewer i t e r a t i o n s  than i t s  
companion case, Case 5. The remaining cases shown i n  Table 6-5 d i d  
n o t  converge, no r  d i d  they diverge i n  the s e t  number o f  i t e r a t i o n s .  
It i s  f e l t  t h a t  the cases which were evaluated w i l l  converge i f  allowed 
s u f f i c i e n t  i t e r a t i o r s  b u t  there  was no reason f o r  doing t h i s .  Based 
on the cases examined i n  Table 6-5, the MMPF us ing the  accelerated 
random method seems the  most powerful  and i t  appears t o  ge t  r e l a t i v e l y  
b e t t e r  as i t  s t a r t s  w i t h  co-states f u r t h e r  from t h e i r  optimum, as 
evidenced by Cases l l c ,  12c, and 13c. The method o f  Hooke-Jeeves does 
n o t  appear promising i n  comparison. Davi don ' s method converged on 
Case 12a b u t  d i d  n o t  meet the bas ic  c r i t e r i a  i n  l l a  and 13a. This i s  
n o t  su rp r i s i ng  because g rad ien t  methods are incapable o f  nego t i a t i ng  
mu1 t imodal hypersurfaces and Equation ( € - I  3), as ev idewed  by examlna- 
t i  on o f  Cases 11 a and 13a, appears t o  be mu1 t imodal. 
Figures 6-1 and 6-2 dep i c t  the optimum s ta tcs ,  con t ro l  
va r iab le ,  and the pay-of f  funct ion var iab les  Q and G as a func t ion  
o f  the opt imal time. It should be po in ted  ou t  tha t ,  a1 though the 
theory on l y  guarantees a l o c a l  optimuin, a l l  o f  the cases which 
converged do so t o  the  i d e n t i c a l  so lu t ion .  Thus, the statement may 
be made t h a t  the  s o l u t i o n  obtained and shown i n  F igure 6-1 i s  the 
optimum s o l u t i o n  a t  l e a s t  w i t h i n  the  space def ined by t he  s i x  co-state 
vectors of Table 6-2. 
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CHAPTER V I I  
SUMMARY AND CONCLUSIONS 
Two general i t e r a t i v e  methods employing the bas ic  method o f  
i o n  f unc t i ons  t o  so ive  TPBV problems have been described. 
method (IMPF) uses a unique s e l e c t i o n  scheme t o  a r r i v e  a t  
i o n  f a c t o r  which i n  essence se ts  the  des i red  changes t o  be 
appl iec! t o  the  previous guessed co-states.  The second method (MMPF) 
solves the problem i n  two phases. Phase 1, the s t a r t ,  uses f u n c t i o n  
m in im iza t ion  techniques u n t i l  the norm i s  subsequently reduced t o  a 
l e v e l  equal to,  o r  l e ss  than h a l f  of, t h a t  which i t  began wi th .  A t  
t h i s  p o i n t  Phase 2 which i s  i d e n t i c a l  t o  t he  f i r s t  method, takes over. 
To examine the c a p a b i l i t i e s  o f  these two methods t o  ob ta i n  a so l u t i on ,  
a complex e n t r y  op t im i za t i on  problem which was reduced t o  a TPBV 
problem through ca lcu lus  o f  v a r i a t i o n s  techniques was used. The two 
methods were then exerc ised us ing the  above problem s t a r t i n g  w i t h  
several  se ts  o f  d i f f e r e n t  i n i t i a l  co-states. I n  add i t i on ,  a method 
s i m i l a r  t o  t h a t  used i n  1231 on an Earth-Mars t r a n s f e r  problem was used 
t o  serve as an a d d i t i o n a l  bas is  o f  comparison. 
Based on t h i s  study, both o f  the techniques used must be 
judged super io r  t o  the  one which i s  s i m i l a r  t o  t h a t  o f  [23]. O f  the two 
w i t h  the  co r rec t i on  f ac to r  based on norm and 
i o r  as evidenced by i t s  a b i l i t y  t o  ob ta i n  a 
i d a t e  cases. However, the  MMPF us ing the 
s t r a tegy  seems t o  become more a t t r a c t i v e  as 
f u r t h e r  away from t h e i r  optimum values. Due 
t o  the  extreme compl ex i  ty o f  the problem considered, i t became 
computational l y  imprac t i ca l  t o  s tudy cases f u r t h e r  away from the 
optimum than those attempted. 
Though convergent p roper t ies  o f  i t e r a t i o n  schemes a re  problem 
dependent, c e r t a i n  observations may be made i n  comparing the r e s u l t s  o f  
t h i s  study t o  those i n  the l i t e r a t u r e .  Tapley and Lewallen [41] 
presented an Earth-Mars t r a n s f e r  problem which exh ib i t ed  convergence 
from regions much c l ose r  t o  the optimum than those presented here. A 
s i m i l a r  statement may be made o f  s tud ies on reen t r y  problems such as 
the two-dimensional problem s tud ied  by Lastman and Tapley [19]. A 
recent  study by Tapley and W i  11 i amson [32] on a three-degree-of-freedom 
reen t ry  problem using MPF i nd i ca ted  15 i t e r a t i o n s  were requ i red  f o r  an 
optimal so lu t ion .  However, based on the close p rox im i t y  o f  t h e i r  
i n i t i a l  co-state estimates, i n d i c a t i o n s  are t h a t  the IMPF technique 
might  improve on the i t e r a t i o n s  requ i red  f o r  an optimal so lu t i on .  I n  
conclusion, i t  may be sa id  t h a t  two methods have been formulated which 
have decreased the contingency o f  a s o l u t i o n  t o  a complex en t r y  problem 
on the i n i t i a l  co-s ta te estimates. 
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APPENDIX 
APPENDIX A 
THE STATE, CO-STATE, AND MPF EQUATIONS 
-
The s t a t e  ( x )  and co-state ( A )  d i f f e r e n t i a l  equations o f  
mot ion f o r  t he  e n t r y  problem form a s e t  o f  2n = 12 equat ions which are 
ncn- l i near  and o rd inary  i n  nature. O f  t h i s  s e t  o f  2n equations, n 
are s t a t e  equations and n a re  co-s ta te  equations. Both se ts  o f  equations 
may be expressed as func t ions  of the  v a r i a t i o n a l  Hamiltonian. The 
v a r i a t i o n a l  Hamil ton ian  (Equation (6-6))  can be w r i t t e n  i n  terms o f  , 
A, and u va r iab les  as 
where the n s e t  of s ta tes  x correspond t o  Equations (2-3a) through (2-3f )  
." 
respec t i ve ly ;  p(x2)  i s  o f  the  form expla ined i n  Sect ion 2.2; and 
~ ( x , u , t )  represents the  n d i f f e r e n t i a l  equations o f  mot ion (2-3a) 
through (2-3f ) .  Taking the p a r t i a l  d e r i v a t i v e  o f  H w i t h  respect  t o  A 
y i e l d s  n d i f f e r e n t i a l  equations o f  s t a t e  
The n equations o f  co-s ta te  ( A )  are then obtained by tak i ng  the p a r t i a l  
d e r i v a t i v e  o f  H w i t h  respect  t o  x 
Equations (A-2) and (A-3) may be combined t o  form a 2n s e t  o f  d i f f e r e n t i a l  
equations 
where the va r i ab l e  Z i s  made up o f  the x and h variab:es. 
The pe r t u rba t i on  equations, $, r e s u l t  i n  a  2n X 2n m a t r i x  
which may a lso  convenient ly  be e x p r x s e d  as a f u n c t i o n  o f  H 
For example, w i t h  the  e n t r y  p r o b l m  def ined i n  t h i s  thes is ,  t he  t op  row 
o f  the Dl p a r t i t i o n  i s  as fo l l ows ,  w i t h  u  be ing a sca la r  s ince there  i s  
bu t  one con t ro l  va r i zb l e :  
7 5 
Referring t o  Equation (6-4),  the vector equation for the time 
derivatives of the terminal dissatisfaction h i s  
where H(tf) = 0 since H(t) i s  a constant, as painted out in Section 6.2, 
. 
and Z ( t f )  are the 2n differential equations of s ta te  and co-state. The 
ah results i n  a 7 x 12 matrix which has zero for many of i t s  elements. 3 
Only the non-zero elements w I 11 be specifically identified 
The las t  row of the -$ matrix i s  2 which is  
NASA-JSC 
