We study a discrete-time random walk on the non-negative integers, such that when 0 is reached a jump occurs to an arbitrary location k ≥ 0 with probability p k . We obtain an asymptotic formula for the expected position at time n, in dependence on the probabilities p k and on the starting position. Our proof of this result displays the relevance of the spectral analysis of the transition operator associated to the stochastic process, both of its eigenvalues and of its resonances.
Introduction
We consider a discrete-time random walk performed on the non-negative integers {0, 1, 2, · · · } such that,
• When at position j ≥ 1, one moves left or right with equal probability,
• When at position j = 0, one jumps to an arbitrary integer k, with probability p k , where
In other words, denoting by X n the position at time n:
P (X n+1 = j − 1 | X n = j) = P (X n+1 = j + 1 | X n = j) = 1 2 , j ≥ 1,
This process is a special case of a more general class of processes considered by Lalley [5] . Specialized to the case considered here, the main result of [5] is that, under the condition p 0 ≤ 1 2 , for each j, k there exists a constant C jk so that, as n → ∞,
where ∼ means that the quotient of the two sides approaches 1. Drmota ([3] , Theorem 1) proved a more precise result in the special case in which p k = 0 for k ≥ 2.
Here we are interested in obtaining a more precise characterization of the dependence of the asymptotics on the parameters defining the process, namely the jump probabilities p k and the starting point j. However, we shall not analyze the probabilities P (X n = k | X 0 = j) themselves, but rather the expected position at time n, assuming the starting position X 0 = j,
kP (X n = k | X 0 = j).
We prove the following asymptotic formula, as n → ∞
where Y is a random variable expressing the size of a jump, that is
Several features of the above asymptotic formula are noteworthy:
• The dominant term, of order √ n, reflects the universality in the behavior of the process, as it does not depend on the jump probabilities p k , nor on the starting position j.
• The second term, which is a constant shift independent of n, reflects the dependence of the process on the jump probabilities p k . This term can be either positive or negative depending on whether E(Y 2 ) > 1 or E(Y 2 ) < 1. Note that it too is independent of the starting position j.
• The third term, of order 1 √ n , already depends on both the jumps at the origin and on the starting position j. One can thus say that the memory of the initial position decays like
The performance of formula (1.2) is illustrated in Table 1 , where the results given by the asymptotic formula (and its truncation to one or two terms) are compared with the precise expected values, computed using the generating function derived in section 2.
Formula (1.2) is proved under a few restrictions on the jump probabilities {p k }, some of which are essential, in the sense that the formula is not valid without them, and some technical, in that we believe they can be removed by elaborating the proof, but shall not do so here. We now discuss these restrictions. First of all, for (1.2) to make sense, we need that E(Y ) > 0. Clearly the only case in which E(Y ) = 0 is when p 0 = 1 and p k = 0 for k ≥ 1, so that when the origin is reached, one remains there at all times. In this exceptional case we will show (see section 2) that the exact expected value is given by the following somewhat surprising result:
Therefore, to exclude this special case, we make the assumption
Another family of exceptional cases is when p k = 0 for all even k, so that the jump at 0 is always to an odd value of k. In this case we will show that the formula (1.2) is replaced by
(note the added term in the coefficient of
). Therefore to exclude this special case, we also assume (A 2 ) There exists some even k for which p k > 0. Now we add two technical assumptions. First, our proof of (1.2) makes use of the assumption that (A 3 ) There exists an N > 0 such that p k = 0 for k > N , that is, the jump when the origin is reached can only be to a finite number of sites. We note that this ensures that the moments E(Y ), E(Y 2 ), E(Y 3 ) which appear in (1.2) will all be finite, but it is natural to conjecture that (1.2) will remain valid even when there are an infinite number of positive p k 's, as long as these moments are finite. One may hope to prove (1.2) in the more general case by approximating an infinite sequence of p k 's by finite ones, but some estimates will be needed in order to control the error term O 1 n 3 2 during this approximation process, and we do not address this issue here.
To formulate our second technical assumption, we introduce the generating function for the probabilities p k : 4) and the associated function
which will play an important role. By (1.1), the series in (1.4) converges at least for |x| < 1, so that h, φ are holomorphic in the unit disk. Under the assumption (A 3 ), h and φ are in fact polynomials. We will use the assumption (A 4 ) The polynomial φ does not have repeated roots.
Note that this is a 'genericity' assumption, in the sense that for given degree, a generic polynomial of that degree will satisfy it (the polynomials failing to satisfy it are those with discriminant 0). This assumption can be eliminated by approximating polynomials with repeated roots by generic polynomials with distinct roots, but this requires careful control of error estimates, which we shall not carry out here. However, we do believe that the removal of assumption (A 4 ) is an easier matter than the removal of assumption (A 3 ).
We can now state our main theorems In this section we also explore the connection to the spectral analysis of the transition operator associated to the process.
• In order to study the asymptotics of the coefficients in the power series expansion of the generating functions, these functions are decomposed into sums of 'simple' components (section 3).
• Asymptotics of the coefficients of the power series of the 'simple' components are obtained using classical results on the relations between singularities of analytic functions and the behavior of their Taylor coefficients (section 4).
• Everything is combined to obtain Theorems 1 and 2 (section 5).
We note that the generating functions for the probabilities, which easily imply the generating functions for the expected values, have already been derived in [5] . However, we give a complete derivation of these generating function in section 2, because we use a different approach, which relies on functional-analytic rather than probabilistic concepts. This approach reveals that the zeros of the function φ defined by (1.5) are related to the eigenvalues and resonances of the operator transition operator L associated to our problem, and this fact puts the use of these zeros in the decomposition of the generating function into simple components, which a key element of the derivation of the asymptotic formulas, into a more general perspective. Thus, while our final results, Theorems 1,2 contain no mention of eigenvalues or resonances, and the use of the terminology of spectral theory is not essential for the proof of the of these result, the connection with spectral concepts enriches our understanding.
Several directions for further work are suggested by the results and techniques presented here:
• It will be of interest to eliminate the technical assumptions (A3),(A4) imposed here.
• The asymptotic formulas are derived here by a technical calculation. It would be interesting to obtain a more intuitive understanding that explains the particular form that the terms in the asymptotic formula take. For example, is there a way interpret the constant shift term
• The decomposition technique developed here should be of use in treating other stochastic processes in which a simple process (such as the simple random walk) is locally perturbed (in our example by the jump at the origin).
• While the relations between random walks (and other Markov processes) and eigenvalues is a huge topic (e.g. [2, 6, 7] ), it seems that the role of resonances in relation to stochastic processes has not received much attention. Resonances are most familiar to those studying quantum physics [8] . It would be interesting to further explore the role of resonances in stochastic processes.
Derivation of the generating functions
In this section we derive the explicit expressions for the generating functions of the expected values which are of interest to us. The results in this section are valid for any sequence of probabilities p k , and we do not need the assumptions (A 1 )-(A 4 ) introduced above.
For each j ≥ 0, we define the generating function
We will prove that Lemma 1
and φ is defined by (1.5).
Let us note that throughout this paper, the function √ x refers to the branch of the square root defined on C \ (−∞, 0) with
Lemma 1 will follow from an expression for the two-variable generating functions encoding the probabilities
Lemma 2
We note that equivalent expressions are already proved in [5] .
To derive Lemma 1 from Lemma 2, we note that, by differentiating (2.3) with respect to w, and then setting w = 1, we obtain
Differentiating (2.4) with respect to w, we have
and substituting w = 1, taking into account that
and that
we get, using (2.5)
which is the result of Lemma 1.
Let us note here that Lemma 1 immediately gives the
Proof of Proposition 1:
We now give the
Proof of Lemma 2:
We introduce the functions
3) can be written as
It will be useful to consider the functions f j,n (w) as elements of the Hilbert space H 2 of functions analytic in the unit disk with square-summable coefficients, with the inner product
We have
and, in view of (1.2), we can express f j,n+1 in terms of f j,n through
where L : H 2 → H 2 is the bounded linear operator defined through its action on the basis
Let us note here that f j,n encodes the state of the system started at j at time n, since the coefficients of f j,n give probability of being in each place at that time. By (2.9), the operator L describes the dynamics of the system, that is the transition from the state at time n to the state at time n + 1. L may then be called the transition operator, and it is quite natural that, as we shall see below, the spectral analysis of L is closely related to the behavior of the stochastic process.
The utility of formulating the operator in the Hilbert space H 2 is that L can be represented in a simple form as
By (2.8) and (2.9) we have
is well defined, and we have the Neumann expansion
In view of (2.11) we have
Therefore the function F j (w, z) can be computed by computing the resolvent [I − zL] −1 , which we will now do.
Let us then assume that f, g ∈ H 2 with g = 0 and
rearranging, we have
13) where φ is given by (1.5) . At this stage we have still not determined f (w) completely, since the right-hand side of (2.13) contains f (0), which still needs to be determined. To do so, we observe that in order for the function f defined by (2.13) to be an element of H 2 , it is necessary that it will not have singularities in the unit disk. We note that the quadratic equation
has two roots, given by
and for |z| < 1 it is easy to check that
We may therefore rewrite (2.13) in the form
is outside the unit disk, the only potential singularity is at w = ρ(z), and in order for this not to be a singularity we must have that the numerator vanishes at w = ρ(z), that is we must require
Solved for f (0), (2.17) gives
Substituting (2.18) back into (2.13) we obtain
The function f (w) defined the right hand side of (2.19) is defined and holomorphic in D whenever φ(ρ(z)) = 0, (2.20) and, since ρ(0) = 0 and φ(0) = 1, this condition holds for |z| sufficiently small. If, in addition to (2.20), we assume that
then we can check that f ∈ H 2 , by using the integral form of the H 2 norm:
the maximum term being finite because of (2.21) and the integral being finite because of the assumption that g ∈ H 2 , and the fact that φ ∈ H 2 , which follows from (1.1). This estimate also shows that R(z) is bounded.
In particular, taking g(w) = w j in (2.19), and using (2.12), we get
We now make some comments regarding the spectral analysis of the transition operator L introduced above. We have seen above that the resolvent R(z)
In fact we can see that the above containment is an equality:
are discrete eigenvalues of L: indeed, assuming (2.24) and setting g = 0 in (2.16), we have that, for any choice of f (0), the function
is holomorphic in D (note that φ(ρ(z)) = 0 implies that the apparent singularity at w = ρ(z) is removable), f ∈ H 2 by a calculation similar to that in (2.22) (using the assumption z ∈ (−∞, −1] ∪ [1, ∞)), and [I − zL]f = 0.
(ii) The shortest way to see that [−1, 1] ⊂ σ(L) is to note that L is a compact (indeed a rank-one) perturbation of the discrete Laplacian, which is well known to have the essential spectrum [−1, 1], so that by Weyl's theorem the essential spectrum of L is also [−1, 1]. More directly, when z ∈ (−∞, −1] ∪ [1, ∞) the function f defined by (2.19) will have a pole of order 1 on the boundary ∂D, which will prevent f from belonging to H 2 .
We thus have the following decomposition of the spectrum of L into the essential and discrete spectra:
The function ρ is a conformal mapping
its inverse given by
We thus see that those zeros of φ which are in the unit disc are in one-to-one correspondence with the eigenvalues of L. We furthermore claim that the zeros of φ which are outside the unit disk correspond to the resonances of L (see [8] for an overview of resonances). To understand this, consider the behavior of the expression on the right-hand side of (2.19), giving the resolvent of L, as z approaches the set (−∞, −1) ∪ (1, ∞) from above or from below, that is as 1 z approaches the essential spectrum of L. Since the expression 1 − z 2 then approaches the segment (−∞, 0), where the square root has a branch cut, the limits as z approaches (−∞, −1) ∪ (1, ∞) from above or from below will be different, but in each case analytic continuation is possible. Indeed, since the analytic continuation of √ x as x crosses the negative axis is − √ x, the analytic continuation of ρ(z) as z crosses the set (−∞, −1) ∪ (1, ∞) will be 1 ρ(z) (see (2.14)), so that the expressioñ
represents the meromorphic continuation of R(z) across (−∞, −1) ∪ (1, ∞) to the 'second sheet'. Of courseR(z) is no longer a bounded operator from H 2 to itself, indeed the function f (w) has a singularity at w = ρ(z) ∈ D. The important point for us is thatR(z) has a pole when φ( The zeros of φ will play an important role in the analysis carried out in the following sections, aimed at obtaining the asymptotic formulas given by Theorems 1,2, although these zeros do not appear in the final formulas. The fact that these zeros corresponds to the eigenvalues and resonances of the operator L, as explained above, thus gives an interesting perspective.
We shall now show that:
In view of (2.25), this is equivalent to statement Lemma 3 φ(ρ(z)) = 0 ⇒ |z| > 1.
Proof : Assume that φ(ρ(z * )) = 0. Set α * = ρ(z * 
Since |α * | < 1, we have
Together with (2.31), we thus have |z * | > 1, as we wished to prove. s
An important immediate consequence of Lemma 3 is

Lemma 4
The functions H j (z) are holomorphic in D.
The following simple result will be used in later developments:
Lemma 5 (i) x = 1 is a zero of φ(x), and if (A 1 ) holds then it has multiplicity 1.
(ii) x = −1 is a zero of φ(x) if and only if (A c 2 ) holds.
Proof :
If (A 1 ) holds then E(Y ) > 0 and thus φ ′ (1) < 0, so that the root x = 1 has multiplicity 1. Assuming, as we shall henceforth do, that (A 3 ) holds, so that h(x), hence also φ(x), are polynomials, we have, denoting the degree of h (that is the maximal value of k for which p k = 0) by N :
• If N ≥ 2 then the degree of φ is N . The sum of the number of eigenvalues and resonances, counting multiplicities, is thus N .
, so the degree of φ is 2, except in the special case
In this special case the only resonance is z = 1, while otherwise there is an additional resonance given by z = p 0 + 1−p0 2p0−1 .
• If N = 0 then h(x) = 1, that is p 0 = 1, so that φ(x) = (x − 1) 2 , so there is a double resonance at z = 1. This case is the one excluded by (A 1 ), and has already treated in proposition 1.
Decomposition of the generating functions
Given a function f (z) holomorphic in a neighborhood of 0, we use the standard notation [z n ]f (z) to refer to the coefficient of z n in the power series correspond-
From Lemma 1 we have
The problem we are faced with, then, is to estimate the power series coefficients on the right-hand side of (3.1).
By Lemma 5(i), the polynomial φ can be decomposed as
where ψ(x) is a polynomial. Except in the special case given by (2.32), the degree of ψ is at least 1, so that it has at least one zero. Since we shall use the zeros of ψ below, we will now exclude the special case (2.32), and treat it by a separate calculation in section 6, which will show that Theorem 1 is still valid in this case.
The first step is to perform a partial-fraction decomposition of the rational function x φ(x) . At this point we are using the assumption (A 4 ), so that the zeros of ψ are non-degenerate, which allows us to decompose
and therefore
so that, substituting x = ρ(z),
We thus have the decomposition
where 6) and K α (z) is given by
We now show that the numbers C 1 , C 2 , C 3 can be explicitly evaluated as follows (C 4 can be similarly evaluated, but it will not be needed):
Lemma 6 C 1 , C 2 , C 3 , defined by (3.6) are equal to
,
Proof : Substituting x = 1 into (3.3) we obtain
Differentiating (3.3) we get
and substituting x = 1, we get
(3.11)
From (3.8),(3.11) and the decomposition
. (3.12) Differentiating (3.10) we have
and substituting x = 1 we get
From the decomposition
(α−1) 3 and (3.11), (3.13) we get 3 .
Differentiating (3.2) we have
and setting x = 1 in (3.15) we have
so that (3.9),(3.12),(3.14) can be rewritten as
Differentiating (1.5) we have
and substituting x = 1 into (3.18), noting that
we have
Substituting (3.19) into (3.17), we get the results. s
Asymptotics of some power series coefficients
In this section we derive some results on the asymptotics of the coefficients of power series expansions of the basic components which were obtained by decomposing the generating function H 0 (z) in section 3.
A prototype result is (see [4] , Theorem VI.1)
We need to deal with more complicated functions which are holomorphic in the unit disk but have singularities of the type (1 − z) ω on its boundary.
Let f be a function holomorphic in the unit disk D. A point ξ with |ξ| = 1 is called a singularity if there is no neighborhood of ξ such that f can be continued analytically to this neighborhood. A singularity ξ is called algebraic with weight ω, where ω ∈ R \ N, if there exist holomorphic functions A(z), B(z), defined in a neighborhood N of ξ, so that
The following is Darboux's Theorem (the form given here is taken from [1] ):
Lemma 8 Assume f is holomorphic in D and has only a finite number of singularities on its boundary, all of them algebraic, and let the minimal weight of the singularities be ω. Denote the singularities with weight ω by ξ 1 , · · · , ξ m , and let A i (z), B i (z) (1 ≤ i ≤ m) be holomorphic in a neighborhood of ξ i so that (4.1) holds with ξ = ξ i . Then, as n → ∞,
An immediate corollary of Lemma 8 is
Lemma 9 If j, k are integers with j > k, and k is odd, then, as n → ∞,
, Proof : ξ = 1 is the singular point with minimal weight, ω = We now derive the estimates that we need for obtaining our main results.
Lemma 10 As n → ∞,
Proof : Set
If l ≥ 1 is odd then this function is a polynomial, so that its coefficients vanish for large n, so the O estimate is trivially true.
We now consider the case that l ≥ 2 is even. Then Lemma 9, with j = l + 1,
There remains the case l = 0. We write
where
where A(z) = k(z) 1 − z is holomorphic in a neighborhood of z = 1. Thus g has an algebraic singularity with weight 1 2 at z = 1. Clearly it also has an algebraic singularity with weight By Lemma 7 we have
Combining (4.2),(4.3) and (4.4) we obtain
When l ≥ 2 is even then f (z) is a polynomial of degree j, so the coefficients vanish for large n, and the O estimate is trivially true.
Assuming l is odd, Lemma 9, with j = l, k = l − 2 gives
In the case l ≥ 3, this gives the required estimate.
If l = 1 then f (z) = 1+z 1−z , and the required estimate follows from the case l = 0 of Lemma 10. s Lemma 12 As n → ∞,
If l ≥ 3 is odd then f (z) is a polynomial, so the coefficients vanish for large n, and the estimate holds trivially.
If l is even then from Lemma 9 with j = l + 1,
If l = 2 we decompose
and since k(1) = 0 we have
where A(z) is holomorphic in a neighborhood of z = 1, so that z = 1 is an algebraic singularity of g with weight 1 2 . z = −1 is also an algebraic singularity, with weight 3 2 . Therefore Lemma 8 implies that
, and using Lemma 7 we have
If l = 0 we decompose
is chosen so that k(1) = k ′ (1) = 0, hence setting
we have that A(z) is holomorphic in a neighborhood of z = 1, so that z = 1 is an algebraic singularity of g with weight 1 2 . z = −1 is also an algebraic singularity with weight 1 2 . Therefore lemma 8 implies that
Therefore, using (4.5) and Lemma 7
.
Proof : For l even the function is a polynomial, so the result holds trivially. For l odd the result follows from Lemma 8. s
Lemma 14 For α ∈ C, let K α (z) be defined by (3.7).
(i) For any α = ±1 with φ(α) = 0 we have, for any integer l ≥ 0, as n → ∞,
(ii) For α = −1 we have, as n → ∞,
Proof : Set:
We first claim that K α (z), and hence also f (z), is holomorphic in D. Since the numerator and denominator are obviously holomorphic on this set, it is only necessary to show that the apparent singular point when the denominator vanishes, that is
either satisfies |z 0 | > 1, or is is removable. There are three cases to consider:
(i) If |α| < 1, then from (2.27) and (4.6) we have that ρ(z 0 ) = α, and thus by the assumption that φ(α) = 0 and Lemma 3 we have that |z 0 | > 1, so that the singularity is outside the unit disk.
(ii) If |α| = 1 then z 0 ∈ (−∞, −1] ∪ [1, ∞), so the singularity is outside the unit disk.
(iii) If |α| > 1 then we will show that the numerator of K α (z) vanishes at z = z 0 , so that the apparent singularity at z = z 0 is removable. Indeed, |α| > 1 implies that
(note that the equality √ x 2 = x holds only when ℜ(x) > 0). Therefore, substituting z = z 0 into the numerator of K α (z) we obtain ), while for l = 0 we get
. s
Proof of the main theorems
We now have the tools needed to finish the proofs of Theorems 1 and 2.
We consider first the case j = 0 of Theorems 1,2. From (3.1),(3.5) we have, for n ≥ 1: (for n = 0 one needs to add the term C 4 ).
For the first three terms in (5.1) we have, from (3.5) and lemmas 10 and 12 
