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O Problema do Escalonamento em Projeto de Software - Software Project Scheduling
Problem (SPSP) - é uma atividade que integra o ciclo de desenvolvimento de um software,
fazendo parte de seu planejamento (SOMMERVILLE, 2015). Essa atividade, restrita ao líder do
projeto em sua maioria (PRESSMAN, 2014), possui alta importância, uma vez que estatísticas
apontam que somente 29% de 50.000 projetos do ano de 2015 obtiveram sucesso (GROUP,
2015), onde boa parte dos insucessos derivaram de falhas que aconteceram no planejamento.
Dentre os considerados grandes, a situação ainda deixa mais evidente a importância de um bom
planejamento, visto que apenas 2% dos projetos considerados grandes conseguiram chegar ao
final de forma satisfatória.
Várias variantes do SPSP são estudadas na literatura. Uma das primeiras tentativas de
modelagem remete-se ao Resource-Constrained Software Project Scheduling (RCSPS) (BRUC-
KERA et al., 1999). Nesse modelo, existem as atividades com suas durações, e existem os recur-
sos com suas respectivas capacidades. Cada atividade se relaciona com alguma outra, indicando
uma relação de pré-requisito. Ao iniciar uma atividade, a mesma consome uma quantidade es-
pecífica de recursos, os quais são liberados ao seu término. O objetivo do RCSPS é alocar
recursos para as tarefas de uma forma que todas sejam completadas da forma mais rápida, isto
é, que o instante em que a última tarefa acaba seja o menor possível.
Recentemente, uma das modelagens mais utilizadas pela literatura do SPSP foi pro-
posta em Alba e Chicano (2007). Diversos trabalhos na literatura relacionada buscaram novas
investigações acerca do SPSP sob a ótica dessa modelagem (CHANG et al., 2008), (CHEN;
ZHANG, 2013a), (XIAO; AO; TANG, 2013). Em linhas gerais, o líder do projeto deve es-
colher funcionários para desempenhar várias tarefas. Cada funcionário possui características
individuais, como salário e habilidades, da mesma forma que cada tarefa possui um custo, ha-
bilidades necessárias para a sua execução, e relacionam-se entre si.
Contudo, todas as modelagens do SPSP são, de forma instríseca, difíceis, no que tange
à sua complexidade computacional. Isso acontece, pois, todas essas modelagens pertencem a
classe NP-Difícil (CRAWFORD et al., 2014), e portanto, se desconhece a existência de um
algoritmo exato que possa resolver estas variantes de forma eficiente. Dessa forma, os traba-
lhos da literatura optam por estudar o SPSP usando heurísticas (PEIXOTO; MATEUS; RE-
SENDE, 2014), uma vez que as mesmas apresentam bons resultados (GOLDBARG; GOLD-
BARG; LUNA, 2016), ainda que estes não sejam ótimos.
Essas propostas estão englobadas pela área de Engenharia de Software Baseada em
Busca - Search-Based Software Engineering (SBSE) (HARMAN; JONES, 2001) - uma área
emergente que visa a solução de problemas de natureza difícil da Engenharia de Software,
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através do uso, em sua maioria, de heurísticas e de métricas avaliadoras, capazes de quan-
tificar o quão boa é uma solução. O poder de abstração das meta-heurísticas, que as fazem
serem aplicadas de forma quase que independente do problema, é uma das características que
impulsionou-as como o método mais utilizado na SBSE (HARMAN, 2007).
No entanto, mesmo que meta-heurísticas se abstenham do domínio do problema, elas
ainda necessitam de configurações a partir de parâmetros. A tarefa de escolha desses parâme-
tros pode ser dispendiosa e até mesmo difícil (SABAR et al., 2013), em certos casos. Nesse
contexto, as hiper-heurísticas aparecem como uma maneira para a geração de meta-heurísticas
genéricas o suficiente. Elas são definidas como um método de busca ou mecanismo de apren-
dizagem para selecionar ou gerar heurísticas para resolverem problemas de buscas. Em outras
palavras, hiper-heurísticas buscam boas meta-heurísticas ao invés de boas soluções. Ao adicio-
nar mais um nível de abstração, hiper-heurísticas devem ser mais genéricas ainda para que con-
sigam produzir soluções aceitáveis para diferentes instâncias de um mesmo problema (BURKE
et al., 2013).
Finalmente, hiper-heurísticas ainda estão começando a ganhar corpo no contexto da
SBSE. No entanto, os resultados que já existem na literatura são promissores. Dentre alguns,
hiper-heurísticas foram usadas para escolhas de refatoração em software (MARIANI, 2017),
testes e integridade de um software (JIA et al., 2015), para gerar algoritmos de busca (MARI-
ANI et al., 2016), e para selecionar operadores de buscas a serem usados durante a execução
de um algoritmo (GUIZZO et al., 2015), (JIA, 2015). Porém, hiper-heurísticas ainda não foram
aplicadas em nenhum modelo de escalonamento de funcionários, sobretudo no SPSP. Dessa
forma, cabe a investigação sobre o desempenho da meta-heurística de enxame de partículas
(PSO) no contexto do especificado, na tentativa de aprimorar os resultados existentes.
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A hipótese principal desse projeto de pesquisa é de que, através da construção de uma
gramática, que cubra um leque considerável de combinações para a escolha de parâmetros, e a
escolha de uma hiper-heurística, é possível encontrar soluções para o SPSP melhores que as já
existentes na literatura.
RXk P#D2iBpQb /Q S`QD2iQ
O objetivo principal desse projeto é alcançar resultados melhores ou tão bom quantos
os já existentes na literatura para o o SPSP. Para cumpri-lo, deve-se, também, a elaboração de
uma hiper-heurística capaz de gerar novas meta-heurísticas tais quais o PSO, já englobando a
criação de uma gramática que servirá de uso na determinação dos parâmetros do PSO.
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Este presente relatório está organizado da seguinte forma:
Capítulo 2 - Revisão da Literatura: Esse capítulo apresenta todas definições e conceitos ne-
cessário para o entendimento desse projeto de pesquisa. Tais conceitos abordam proble-
mas com muitos objetivos, o SPSP, as meta-heurísticas e as hiper-heurísticas;
Capítulo 3 - Metodologia: Esse capítulo detalha a metodologia seguida desde o início do pro-
jeto, bem como as atividades realizada. Além disso, também detalha o cronograma se-
guido durante a primeira parte desse projeto de pesquisa;
Capítulo 4 - Experimentos: Neste capítulo estão detalhadas todas as esquematizações, métri-
cas, gramática e instância utilizada neste projeto. Todo o embasamento teórico foi usado
para a definição dos instrumentos aqui definidos;
Capítulo 5 - Resultados: Explicitam a saída gerada dos experimentos, discutindo os por quês
do que foi obtido e argumentando acerca do desempenho da hiper-heurística;
Capítulo 6 - Conclusões: Esse capítulo contempla as conclusões alcançadas através de todos
os conceitos apresentados no Capítulo 2 em conjunto com o que foi apresentado nos
resultados.
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Para a investigação dos objetivos apresentados na seção 1.2, é preciso estudar e definir
diversos conceitos que tangem o tema do projeto de pesquisa. Dessa forma, serão introduzidos
na seção 2.1 os problemas com muitos objetivos, uma vez que o SPSP, formalizado na seção
2.2, é classificado como um problema desse tipo. Para a busca das soluções, será discutida
a Engenharia de Software Baseada em Busca, na seção 2.3. Finalmente, as técnicas estudadas
para a obtenção das soluções, as meta-heurísticas e hiper-heurísticas, são apresentadas na seções
2.4 e 2.7, respectivamente.
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Um problema é dito ser multiobjetivo (ou ter muitos objetivos) quando ele possui uma
quantidade k de objetivos a serem otimizados simultaneamente, onde k é um número natural
maior que 1. Formalmente, uma otimização com vários objetivos é composta por vetores de
decisões x = [x1, x2, ..., xn]
T , onde n são as variáveis de decisões e T é a transposição do vetor
coluna - a representação usual - para o vetor linha, restrições de modelo limitações físicas ou
temporais, por exemplo que são representadas por inequações gi ≤ 0, i = {1, 2, ...,m} ou
igualdades hj(x) = 0, j = {1, 2, ..., p} onde m e p representam a quantidade de restrições.
Para a medição da qualidade de uma solução, usa-se funções objetivos, expressas a partir dos
vetores de decisões. Uma função objetivo é definida como f(x) = [f1(x), ..., fz(x)]
T , onde z é
o número de objetivos (COELLO; LAMONT; VELDHUIZEN, 2007).
Para os problemas que possuem apenas um objetivo, há somente um valor para a sua
solução ótima (LUNA et al., 2013). No entanto, o conceito de solução ótima muda para os
problemas multiobjetivos. Além de possuir várias soluções, a noção de otimalidade também
varia nesse contexto. Boas soluções são aquelas que possuem um compromisso entre os obje-
tivos, onde os valores dos mesmos estão balanceados (COELLO; LAMONT; VELDHUIZEN,
2007). Essas soluções fazem parte do Conjunto Ótimo de Pareto, indicando que um objetivo
não pode ser melhorado sem que prejudique algum outro. Esse mesmo conjunto passa a ser cha-
mado de Fronteira de Pareto quando plotado no espaço dos objetivos (GOLDBARG; GOLD-
BARG; LUNA, 2016). Matematicamente, define-se que (COELLO; LAMONT; VELDHUI-
ZEN, 2007):
Definição 2.1.1 (Ótimo de Pareto) Uma solução x∗ é ótima de Pareto se não existir nenhum
x ∈ X tal que fz(x) < fz(x∗) para todo z ∈ K = {1, 2, ..., k}. Essa definição mostra que se
x∗ é ótimo de Pareto então não existe nenhum vetor x que irá melhorar um objetivo sem causar,
simultaneamente, a piora de um outro.
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Definição 2.1.2 (Dominância de Pareto) É dito que uma solução u = (u1, u2, ..., uz), domina
uma outra solução v = (v1, v2, ..., vz) se e se somente se para todo z ∈ K = {1, 2, ..., k} tem-se
que fz(u) ≤ fz(v) e ∋ z : fz(u) < fz(v).
Definição 2.1.3 (Fronteira de Pareto) É a imagem de um determinado conjunto de soluções
ótimo de Pareto no espaço dos valores objetivos.
A Figura 1 ilustra uma fronteira de Pareto. Ela está representada por um plano carte-
siano pois está relacionada um problema (de maximização) com dois objetivos. Os pontos em
vermelho (A, B, ...,H) fazem parte da fronteira de Pareto. Esses pontos estão de acordo com a
definição 2.1.2, uma vez que nenhum ponto dessa fronteira domina o outro por completo, isto é,
há, ao menos, um objetivo no qual ele não é melhor do que outra solução pertencente ao mesmo
conjunto. (ANDRADE; SILVA; BRITTO, 2018).
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O projeto de um software é composto de tarefas e funcionários, que em diferentes ce-
nários e ambientes de trabalho, se organizam e planejam diferentes formas de fazer um produto.
Independentemente da demanda e do mercado alvo, é crucial que antes do projeto haja uma or-
ganização e divisão sobre quem irá fazer o que durante o desenvolvimento do software, a fim de
respeitar todos os prazos e orçamentos (SOMMERVILLE, 2015). Essa divisão é comumente
chamada de fase de escalonamento, onde cada funcionário é associado a uma ou mais tarefas e
é definida sua participação na mesma. Tal escalonamento deve respeitar, também, a capacidade
(habilidade ou contratual) de cada funcionário.
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A tarefa de apresentar um escalonamento é realizada pelo líder do projeto. Segundo
Pressman (2014), o líder deve fazer um escalonamento de tal forma que seja possível para ele
controlar e monitorar o progresso do projeto. Sem um escalonamento formalmente definido,
é impossível fazer isso caso o projeto seja complexo demais (PRESSMAN, 2014). Chen e
Zhang (2013b) mostram que na China, por exemplo, mais de 40% dos projetos que falharam
tinham fracos planos de projeto e funcionários. Já (GROUP, 2015) relatou que somente 29%
de 50.000 projetos do ano de 2015, obtiveram sucesso. O relatório ainda mostra que, se ava-
liados por tamanho, apenas 2% dos projetos considerados grandes puderam chegar ao fim do
desenvolvimento de forma satisfatória.
O problema de escalonar pessoas a tarefas em um projeto de software é estudado na
literatura e é conhecido como o Problema do Escalonamento em Projeto de Software - Software
Project Scheduling Problem (SPSP). O SPSP é uma subárea dentro da área relacionada a desen-
volvimento de software, a tarefa de gestão de um projeto de software (FERRUCCI; HARMAN;
SARRO, 2014), (PEIXOTO; MATEUS; RESENDE, 2014). Segundo Pressman (2014), a ativi-
dade de escalonar distribui o esforço estimado ao longo de toda a duração do desenvolvimento,
alocando esse esforço em tarefas específicas do ciclo do desenvolvimento. Portanto, o SPSP
consiste em associar um conjunto de funcionários a determinadas tarefas, seguindo regras e
visando o maior lucro possível.
Como exemplo, considere as Figuras 2 e 3, onde ambas representam um possível ce-
nário para um projeto de software. A Figura 2 elenca o conjunto de funcionários designados
para o projeto. Cada funcionário possui habilidades particulares (o funcionário 1, por exemplo,
possui habilidades de programação e modelagem UML), assim como uma dedicação ao traba-
lho e seu salário. Para as tarefas, na Figura 3, a representação é similar. Cada tarefa possui um
custo associado a ela, e habilidades necessárias para a sua realização. Tomando como exemplo
a tarefa 1, seu custo de produção é estimado em $15 unidades monetárias, possuindo a progra-
mação e a modelagem UML como habilidades necessárias. Nesse caso, o funcionário 1 é capaz
de realizá-la.
Uma dada solução para o SPSP está representada na forma de uma matriz, denominada
de Matriz de Dedicação (DM). Nela, cada célula indica o quanto um funcionário irá dedicar-
se para uma tarefa, em um dia de trabalho. Linhas representam o funcionário, enquanto que
as colunas representam as tarefas. A Figura 4 ilustra uma matriz de dedicação. Nela, por
exemplo, o Funcionário 3 dedica 100, 0% do seu dia de trabalho ao projeto, enquanto que o
Funcionário 4 gasta 95, 0% de seu dia de trabalho no projeto. Se o valor de uma célula é 0, 0,
então quer dizer que o funcionário em questão não trabalha nessa tarefa. Como o objetivo de
todo líder de projeto é de que o tempo de desenvolvimento seja o menor possível, gastando-
se uma quantidade mínima de recursos (ALBA; CHICANO, 2007), o escalonamento deve ser
feito de forma ótima, mesmo que sujeito a várias restrições, que pode ser falta de habilidade por
parte dos funcionários a até mesmo excesso de carga de trabalho. A Tabela 1 sumariza todas as
variáveis de uma instância do SPSP. A partir delas, é possível computar a duração do projeto,
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Ï½Q /2 mK i`27 2 bmb T`QT`B2//2bX
6QMi2, S`ƦT`BQ 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bem como seu custo previsto.
Para a duração do projeto, primeiro deve-se calcular a duração individual de cada tarefa
(Equação 2.1) e, em seguida, definir seu início e fim. Para as tarefas que não possuem nenhuma
outra como pré-requisito, seu início se dá no início do projeto (instante 0), enquanto que as que
necessitam da execução de outras tem início no instante em que a última predecessora acaba. O
fim, portanto, é calculado como sendo a soma do instante do inicio da execução da tarefa, com
a sua duração. Dessa forma, a duração total do projeto é dada como o instante em que a última
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6B;m` 9 Ĝ Ji`Bx /2 /2/B+Ï½Q /2 mK 2b+HQMK2MiQX
6QMi2, S`ƦT`BQ miQ`X
h#2H R Ĝ h#2H /2 p`Bp2Bb mb/b MQ aSaSX
o`Bp2H aB;MB}+/Q
E ZmMiB//2 iQiH /2 7mM+BQM`BQb
T ZmMiB//2 iQiH /2 i`27b
G(V,E) :`7Q /2 T`2+2/āM+B /2 i`27b
eskills *QMDmMiQ /2 ?#BHB//2b /Q 7mM+BQM`BQ
esal aH`BQ /Q 7mM+BQM`BQ
eover 1t+2bbQ /2 i`#H?Q /2 7mM+BQM`BQ
tskills *QMDmMiQ /2 ?#BHB//2b M2+2bb`Bb T`  `2HBxÏ½Q / i`27
tcost *mbiQ iQiH T`  `2HBxÏ½Q / i`27
tini AMbiMi2 BMB+BH /2 mK i`27
tend AMbiMi2 }MH /2 mK i`27
tdur h2KTQ /2 /m`Ï½Q /2 mK i`27
pcost *mbiQ iQiH /Q T`QD2iQ
pover 1t+2bbQ /2 i`#H?Q iQiH /Q T`QD2iQ
X = (mij)E×T Ji`Bx /2 /2/B+Ï½Q /Qb 7mM+BQM`BQb Q T`QD2iQ
6QMi2, S`ƦT`BQ miQ`X





O custo do projeto é a soma de todas as taxas pagas aos funcionários, de acordo com
suas dedicações ao projeto. As taxas são calculadas multiplicando o salário dos funcionários
pelo tempo gasto no projeto. O tempo gasto no projeto é a soma de suas dedicações multiplicada






esali · xij · tdurj UkXkV
Por fim, para que uma solução seja dada como válida, devem ser satisfeitas três res-
trições. A primeira é de que toda tarefa deve ser realizada por algum funcionário, de tal forma
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que todas sejam completadas. Isto é:
E∑
i=1
xij > 0 ∀j ∈ {1, 2, ..., T} UkXjV
Segundo, a união dos conjuntos de habilidades de todos os funcionários associado a





eskillsi ∀j ∈ {1, 2, ..., T} UkX9V
Como nenhum funcionário deve trabalhar acima de seu limite, o excesso de trabalho
do projeto (overwork) deve ser 0 (pover = 0). Para verificar essa restrição, primeiro calcula-se a





O funcionário excede o seu limite de trabalho caso eworki (τ) > emaxdedi em qualquer




ramp(eworki (τ)− emaxdedi )dτ UkXeV
Onde ramp é uma função definida por:
ramp(x) =
⎧⎨⎩x, se x > 00, se x ≤ 0 UkXdV
kXj 1M;2M?`B /2 aQ7ir`2 "b2/ 2K "mb+
A Engenharia de Software Baseada em Busca - Search-Based Software Engineering
foi introduzida em Harman e Jones (2001). A SBSE investiga técnicas de buscas, como meta-
heurísticas, para a solução de problemas da engenharia de software, muitos deles resolvidos de
forma ad hoc. Desde sua concepção, a SBSE vem crescendo e atraindo mais pesquisas sobre
novas modelagens e novas técnicas de busca de soluções (HARMAN, 2012). De acordo com
(HARMAN; JONES, 2001), apenas dois quesitos são necessários para estudar um problema da
engenharia de software na área de SBSE:
1. Uma representação formal do problema.
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2. A definição do quão boa é uma solução através dos valores do(s) objetivo(s) (fitness) .
O item 1 refere-se a como o problema pode ser representado de tal forma que possa ser
aplicado técnicas computacionais, tais como algum cálculo sobre a representação. São exem-
plos de representações um vetor, ou uma matriz. Já a função objetivo, item 2, é responsável por
guiar o processo de busca, uma vez que é ela quem quantifica, através de métricas (HARMAN;
CLARK, 2004), o quão boa é a solução em relação a um referencial, que pode ser simplesmente
o conjunto disponível de soluções.
A modelagem proposta por Alba e Chicano (2007), objeto da seção 2.2, para o Pro-
blema do Escalonamento em Projeto de Software se encaixa nos critérios 1 e 2 da SBSE. A
representação formal permite gerar a matriz de dedicação, como uma solução, e a partir da
mesma, os fitness são representados pelos quatro objetivos: duração, custo, estabilidade e ro-
bustez. A busca por soluções se dá pela aplicação de meta-heurísticas, descritas a seguir.
kX9 J2i@?2m`őbiB+b
O Problema do Escalonamento em Projeto de Software é um problema de otimização,
onde, dentre todos os objetivos, deseja-se otimizá-los de tal forma que, escolhidas suas variáveis
de decisão, sejam obtida soluções que apresentem um bom compromisso entre eles. No entanto,
problemas de otimização impõem um grande desafio para a computação, sobretudo no que se
trata a complexidade para oferecer soluções para tais problemas.
Desde que muitos problemas de otimização, como o SPSP (CRAWFORD et al., 2014),
são classificados na literatura como pertencentes a classe NP-Difícil, não há evidências de al-
goritmos exatos que possam resolvê-los sem consumir um tempo (ou memória) que seja ex-
ponencial em relação ao tamanho da entrada do mesmo, a menos que P = NP (GAREY;
JOHNSON, 1979). Diante do esforço em resolver problemas dessa complexidade com um
tempo de execução viável, as heurísticas são aplicadas. Assim sendo, define-se heurísticas da
seguinte forma:
Definição 2.4.1 (Heurísticas) Uma heurística é uma técnica de solução de problema onde a
solução parcial mais apropriada no estado atual é selecionada a partir de métodos que empre-
gam regras comparativas. (COELLO; LAMONT; VELDHUIZEN, 2007)
Segundo (GOLDBARG; GOLDBARG; LUNA, 2016), as heurísticas visam alcançar
soluções avaliadas como aceitáveis para um dado problema utilizando um esforço computa-
cional consideravelmente aceitável, garantindo, em determinadas condições, a otimalidade da
solução gerada. Isso acontece, pois, os métodos heurísticos sistematicamente selecionam solu-
ções aparentemente boas, segundo seus métodos de seleções empregados. Soluções boas para
tais métodos são aquelas que, localmente, se destacaram em relação as outras, e valem a pena
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serem exploradas. Esses métodos são oriundos de várias inspirações, podendo ser uma simples
comparação entre as soluções candidatas ou até mesmo a computação de alguma métrica esta-
tística qualquer. Mas, devido a enorme quantidade de problemas e variantes destes na natureza,
um conjunto de heurísticas pode ser bom para uma classe de problema mas péssimo para outros
(LAM; LI, 2010).
A busca por algoritmos que possuem um maior poder de generalização resultaram
em métodos abstratos que estão em um nível maior do que o problema ao qual será aplicado.
Esses algoritmos receberam o nome de meta-heurísticas e representam o atual estado da arte de
otimização (GOLDBARG; GOLDBARG; LUNA, 2016). O prefixo meta sugere uma abstração
do algoritmo na solução do problema. De fato, segundo (GOLDBARG; GOLDBARG; LUNA,
2016), uma meta-heurística pode ser vista como método que guia o processo de computação
de uma ou mais heurísticas para a solução de um problema (apud DORIGO; STÜZLE, 2004).
Meta-heurísticas são, então, definidas da seguinte forma:
Definição 2.4.2 (Meta-heurísticas) Meta-heurísticas são estratégias de alto nível que guiam
outros processos de baixo nível, como heurísticas, buscando soluções viáveis em contextos com
domínios complexos. (COELLO; LAMONT; VELDHUIZEN, 2007)
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A meta-heurística usada neste trabalho é considerada pertencente à classe de meta-
heurísticas evolucionárias - Multiobjective Evolutionary Algorithms (MOEA). Essa categoria
de algoritmos possui inspirações oriundas de fenômenos da natureza, tais quais biológico, quí-
mico, etc (GOLDBARG; GOLDBARG; LUNA, 2016). É característico dessa classe basear seu
conjunto solução como uma população, onde cada indivíduo dessa população é uma solução por
si própria. O método de busca das meta-heurísticas evolucionárias pode ser facilmente guiado
pelo domínio do problema sem que precise ser modificado (COELLO; LAMONT; VELDHUI-
ZEN, 2007). Esse aspecto transformou-se em uma vantagem para as MOEA, visto que por
conta disso seu desenvolvimento se tornou simples, bem como seu entendimento e sua visu-
alização. Harman (2012) cita que MOEA é o tipo de meta-heurística mais usado na SBSE.
Portanto, todas as MOEA compartilham um esquema algorítmico, mostrado no Algoritmo 1,
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com poucas variações.
H;Q`BiKQ R, Sb2m/Q+Ʀ/B;Q /2 mK J2i@?2m`őbiB+ 1pQHm+BQM`B
aő/, Fronteira de Pareto.
R BMő+BQ
k população← inicialização da população, conjunto inicial vazio;
j Criação de invíduos que irão compor as primeiras soluções de população;
9 Avaliação de cada indivíduo ∈ população;
8 2M[mMiQ +`Biû`BQ /2 T`/ M½Q iBM;B/Q 7Ï
e Atualização da população atual utilizando operadores evolucionários;
d população_descendente← geração de invidíduos a partir da população atual;
3 Avaliação de cada indivíduo ∈ população_descendente;
N população← seleção dos melhores indivíduos de população_descendente;
Ry }K
RR `2iQ`M J2H?Q`2b BM/Bpő/mQb ;2`/Qb
Rk }K
No algoritmo 1, uma MOEA começa o processo de busca a partir da criação de uma
população inicial (linha 3), que pode ser gerada de diversas formas, podendo ser aleatória ou
com uma estratégia pré-definida. O próximo passo, na linha 4, é a atribuição à cada indivíduo
da população um fitness correspondente, computado a partir das suas variáveis de decisão e
de uma métrica qualquer. Assim, a meta-heurística inicia o processo de busca que se repete
até que um critério de parada seja atingido (linha 5). O procedimento é repetido de forma
similar aos passos iniciais, sendo a diferença consistindo em duas características: 1) operadores
evolucionários (mutação, cruzamento, etc) são utilizados para modficar os indivíduos atuais
e 2) os novos indivíduos, pertencentes a uma população descendente, são gerados a partir da
população anterior à ela. Dessa forma, há um aprimoramento das soluções existentes e a MOEA
mantém a capacidade de explorar novos locais de busca.
O passo descrito na linha 7 é o mesmo desempenhado na linha 3. Após a atribuição do
fitness, os melhores indivíduos descendentes são selecionados e passam a compor a população
inicial (linha 8). Ao final da execução, depois de atingir o critério de parada, é retornado um
conjunto com os melhores indivíduos gerados durante o processo. Nele, nenhum indíviduo
domina um outro, caracterizando, portanto, uma fronteira de Pareto.
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A Otimização por Enxame de Partículas - Particle Swarm Optimization (PSO) (KEN-
NEDY; EBERHART, 1995) - é uma meta-heurística baseada no comportamento social dos
pássaros, quando estes buscam por comida. Devido ao seus bons resultados em problemas
de vários tipos, sobretudo nos quais as variáveis são contínuas (REYES-SIERRA; COELLO,
2006), PSO é largamente usada na literatura, com diversas variantes, algumas delas adaptadas
para problemas com muitos objetivos.
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Um indivíduo de sua população é denominado de partícula, e o seu conjunto, enxame.
Cada uma dessas partículas possui variáveis que computam a sua posição no espaço de busca e a
velocidade da mesma. A posição de cada partícula é atualizada de acordo com a sua experiência
e a sua vizinhança. Para calcular-se a distância, leva-se em conta a velocidade dessa partícula.
A qualidade de uma vizinhança tem um papel importante na qualidade de uma partí-
cula. Além das variáveis já descritas, um indivíduo também possui variáveis relativas à posições
de outras partículas (e dela mesma): pbest, lbest, gbest. A primeira armazena a melhor posição
encontrada pela partícula. A segunda, a melhor posição encontrada em uma dada vizinhança.
A terceira, a melhor posição encontrada dentre todas as partículas. Essas variáveis servem de
apoio pra a atualização do(s) líder(es) de uma partícula. Um líder é um indivíduo usado para
guiar outras partículas em direção a melhores regiões do espaço de busca.
Desde a primeira tentativa de adaptação do PSO para problemas com muitos objetivos,
mais de trinta variantes, que possuem uma abordagem multi-objetiva, foram desenvolvidas.
Dentre elas, destaca-se a Speed-constrained Multi-objective PSO (SMPSO) (NEBRO et al.,
2009). Essa variante se diferencia das outras por incorporar um mecanismo de controle de velo-
cidade à partículas, uma vez que esta poderia se tornar alta demais, resultando em movimentos
errôneos das mesmas. Esse evento, de descontrole de velocidade, é chamado de explosão de
enxame.
Além do mecanismo de controle de velocidade, a SMPSO implementa um operador
de mutação, denominado de "fator turbulência", permitindo uma maior exploração do espaço
de busca. Por último, para guardar as soluções não dominadas até um determinado instante, um
arquivo (representado por uma lista) é implementado. O Algoritmo 2 mostra o ciclo da execução
do SMPSO. Nota-se a semelhança com o Algoritmo 1, que esquematiza o funcionamento das
meta-heurísticas evolucionárias.
H;Q`BiKQ k, Sb2m/Q+Ʀ/B;Q /2 mK J2i@?2m`őbiB+ 1pQHm+BQM`B
aő/, Fronteira de Pareto.
R BMő+BQ
k população← inicialização da população, conjunto inicial vazio;
j líderes← inicialização dos líderes, conjunto inicial vazio;
9 Avaliação de cada indivíduo ∈ população;
8 2M[mMiQ +`Biû`BQ /2 T`/ M½Q iBM;B/Q 7Ï
e Atualização da população atual utilizando operadores evolucionários;
d população_descendente← geração de invidíduos a partir da população atual;
3 Avaliação de cada indivíduo ∈ população_descendente;
N população← seleção dos melhores indivíduos de população_descendente;
Ry }K
RR `2iQ`M J2H?Q`2b BM/Bpő/mQb ;2`/Qb
Rk }K
Todas essas técnicas implementadas fizeram a SMPSO produzir resultados competiti-
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vos, quando comparados a outros algoritmos evolucionários clássicos da literatura. Portanto,
constata-se a adequação e eficiência (em relação a outras variantes do PSO), para a realização
dos experimentos desse projeto de pesquisa.
kX8 S`Q;`K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A Programação genética (KOZA, 1992) é uma técnica usada para a geração automática
de programas, os quais podem serem usados para solução de problemas. Sua representação mais
comum é em forma de árvore, devido a sua natureza recursiva. Desde que GP é uma variante de
Algoritmos Evolucionários, são herdados os operadores capazes de modificar ou gerar soluções.
A Figura 5 ilustra a expressão (a + a) × a estruturada em forma de árvore. As variáveis (a)
são chamados de folhas, uma vez que não possuem ramificações a partir deles, enquanto que os
operadores (+ e ×) são chamados de funções.
O procedimento de geração de uma nova solução é similar ao de uma algoritmo evo-
lucionário. Primeiro, é gerada uma população aleatória. Em seguida, já no processo evolutivo,
duas soluções são selecionadas para a aplicação dos processos de reprodução e mutação. Os
métodos mais comuns para esses processos selecionam um ponto (nó na árvore) para a aplica-
ção do operador, que servirá de referencial na mudança da estrutura da árvore. É comum que a
estrutura da árvore seja alterada apenas na subárvore cuja raiz foi o ponto selecionado. Assim
que a solução é gerada, seu fitness é computado e ela passa a competir com as outras soluções
pela sobrevivência. Ao final, apenas a melhor solução é retornada.
6B;m` 8 Ĝ `pQ`2 T`  2tT`2bb½Q (a+ a)× a
6QMi2, S`ƦT`BQ miQ`
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A Evolução Gramatical, proposta por (O’NEILL; RYAN, 2001), é um tipo derivado
da Programação Genética e, portanto, similar em sua execução. Contudo, enquanto que na
Programação Genética o passo evolucionário se dá na árvore do programa (e, portanto, nos pro-
gramas em si), na GE as alterações são feitas em strings (cromossomos), as quais são mapeadas
em arrays, para a geração de programas. O processo de geração de um programa é denomi-
nado de mapeamento genótipo-fenótipo. Tal mapeamento se dá a partir da manipulação de
strings binárias, as quais representam produções de uma gramática qualquer, escrita na forma
de Backus-Naur.
A Figura 6 mostra como se dá o mapeamento, desde a string até o programa gerado. A
string é análoga ao DNA biológico, e ambos passam pelo processo de transcrição, quando, no
caso da GE, é gerado o array de strings. Para chegar ao fenótipo, o processo de tradução trata
de mapear o valor de cada posição do array para as regras de produção da gramática, até que
seja alcançado um terminal.
6B;m` e Ĝ *QKT`Ï½Q 2Mi`2 Qb bBbi2Kb ;2MûiB+Qb 2  2pQHmÏ½Q ;`KiB+HX
6QMi2, /Ti/Q /2 UPǶL1AGGc _uL- kyyR- TX j8RVX
Uma gramática na forma Backus-Naur (BNF) (NAUR et al., 1997) é expressa através
de regras de substituições. Formalmente, uma gramática na BNF é descrita por uma tupla
(V,
∑
, R, S), onde V é um conjunto finito de variáveis,
∑
é um conjunto finito de terminais,R
é um conjunto finito de produções, as quais podem ser variáveis e terminais, e S sendo a variável
inicial (SIPSER, 2012). Considerando a gramática 2.1, têm-se que V = {< expressao >,<
termo >,< fator >}, ∑ = {a,+,×, (, )}, e S = {< expressao >}. Através dela, é
*TőimHQ kX _2pBb½Q / GBi2`im` kj
possível formar a string que é a representação da expressão usada na Figura 5. As substituições
realizadas estão apresentadas na árvore de transformação da Figura 7.
:`KiB+ kXR Ĝ :`KiB+ ;2`/Q` / 2tT`2bb½Q (a+ a)× aX
⟨2tT`2bbQ⟩ ::= ⟨2tT`2bbQ⟩ ‘Y’ ⟨i2`KQ⟩ | ⟨i2`KQ⟩
⟨i2`KQ⟩ ::= ⟨i2`KQ⟩ ‘t’ ⟨7iQ`⟩ | ⟨7iQ`⟩
⟨7iQ`⟩ ::= (⟨2tT`2bbQ⟩) | a
6B;m` d Ĝ `pQ`2 /2 i`Mb7Q`KÏǤ2b T`  ;2`Ï½Q / 2tT`2bb½Q 8
6QMi2, S`ƦT`BQ miQ`X
Uma solução na GE é comumente representado por um array de bits ou inteiros. Dessa
forma, quaisquer operadores evolucionários, que computam sobre essas representações, podem
ser aplicados nessa fase do processo evolutivo. É comum que pesquisadores que trabalham com
GE ignorem a fase de transcrição da solução (Figura 6) e simplesmente trabalhem diretamente
com o array de inteiros (MARIANI, 2017). Uma representação de solução está expressa pelo
array da Figura 8. Com essa mesma solução, é possível gerar a expressão (a + a) × a através
de seu mapeamento genótipo-fenótipo, usando a gramática 2.1.
6B;m` 3 Ĝ lK bQHmÏ½Q 2tT`2bb TQ` mK ``v /2 BMi2B`QbX
6QMi2, S`ƦT`BQ miQ`X
*TőimHQ kX _2pBb½Q / GBi2`im` k9
Considerando a indexação das posições a partir do 0, o seu respectivo valor, 333, e a
produção inicial < expressao >, o primeiro passo a ser tomado é fazer a contagem de quantas
alternativas a produção em questão possui, duas no total. Em seguida, é computado o módulo
do valor da posição em questão, do array, com a quantidade computada de opções. Assim,
têm-se que 333%2 = 1, e a opção < termo > é escolhida. Dessa forma, a transformação
parcial é:
6B;m` N Ĝ 1tT`2bb½Q TƦb  T`BK2B` i`Mb7Q`KÏ½Q
6QMi2, S`ƦT`BQ miQ`
O processo se repete até que todas as posições do array tenham sido usadas, ou até
que a transformação tenha chegado até o fim. Portanto, a segunda posição, de valor 700, irá
determinar a transformação que ocorrerá na variável mais a esquerda < termo >. Como
< termo > possui duas opções, 700%2 = 0, resultando em:
6B;m` Ry Ĝ 1tT`2bb½Q TƦb b2;mM/ i`Mb7Q`KÏ½Q
6QMi2, S`ƦT`BQ miQ`X
Após percorrer todas as posições, e aplicando as transformações sempre a variável
mais esquerda possível da expressão, o resultado final será a expressão (a + a) × a. O array
da Figura 8 produziu a transformação usando exatamente todos os seus valores. No entanto,
caso todas as posições não tivessem sido usadas, elas simplesmente seriam ignoradas. Se por
ventura todas as posições tivessem sido usadas, mas a expressão estivesse completa, os valores
seriam reusados e o processo continuaria até a expressão ter sido validada totalmente.
kXd >BT2`@>2m`őbiB+b
Hiper-heurísticas são algoritmos que são capazes de gerar outras heurísticas. Podem
ser geradas simples heurísticas, meta-heurísticas, ou até mesmo novas hiper-heurísticas (MA-
RIANI, 2017). Ao invés de procurar boas soluções para um dado problema, as hiper-heurísticas
focam sua busca em gerar novas heurísticas que melhor se ajustam para o problema, alcan-
çando melhores soluções à medida que a busca ocorre. Uma vez que o motor de busca de
uma meta-heurística é altamente dependente de seus parâmetros de entrada, o foco da busca
das hiper-heurísticas é na definição de parâmetros que maximizem a qualidade das soluções
encontradas pelos algoritmos gerados (BURKE et al., 2013).
*TőimHQ kX _2pBb½Q / GBi2`im` k8
Dessa forma, observa-se que Hiper-heurísticas devem ser genéricas o suficiente, ao
passo de que o domínio do problema não pode afetar o seu desenvolvimento. Assim, surgem
diferentes maneiras de classificar uma hiper-heurística, as quais dependem da sua forma de
busca e do retorno gerado (onde o mesmo é usado no processo de busca) (BURKE et al., 2013).
Com relação a forma em que a busca se dá, hiper-heurísticas podem ser divididas entre as que
geram heurísticas e as que selecionam heurísticas. Enquanto que o primeiro tipo aplica técnicas
de geração, o segundo usa informações já existentes para selecionar heurísticas.
Essa forma de classificação pode ainda ser estendida ao se referir a metodologia usada
para a obtenção de soluções, as quais são classificadas como construtivas ou perturbativas.
Heurísticas construtivas funcionam de forma similar a MOEA, inicialmente com um conjunto
vazio de soluções, e a cada iteração novas soluções surgem ou são aprimoradas. As perturba-
tivas começam com soluções geradas inicialmente e vão alterando-as ao longo da execução do
algoritmo.
Por fim, considerando o retorno dado pela hiper-heurística, a classificação varia entre
online e offline. Uma hiper-heurística online usa os resultados já gerados para guiar-se durante
a busca, de forma similar a outras MOEAs, como os algoritmos genéticos, busca tabu, e a
meta-heurística baseada em enxame de partículas. Por outro lado, quando a busca se dá de
forma offline, é comum que o aprendizado se dê apenas durante a fase de treinamento, antes de
resolver os problemas reais. Um exemplo de busca offline é a Programação Genética (SABAR
et al., 2013). A Figura 11 esquematiza as categorias existentes nas hiper-heurísticas.
6B;m` RR Ĝ *i2;Q`BxÏ½Q /2 >BT2`@?2m`őbiB+bX
6QMi2, /Ti/Q /2 U"l_E1 2i HX- kyRj- TX jVX
kXdXR 1b[m2KiBxÏ½Q /2 mK ?BT2`@?2m`őbiB+
Como já especificado, hiper-heurísticas podem gerar meta-heurísticas de forma não
supervisionada. Uma maneira é a partir da busca por parâmetros que otimizem os resultados
obtidos pela devida configuração. Dessa forma, hiper-heurísticas também compartilham o es-
*TőimHQ kX _2pBb½Q / GBi2`im` ke
quema apresentado no algoritmo 1. A cada atualização da população, a função objetivo da
população atual é computada, sobrevivendo apenas as melhores soluções. Estas, por sua vez,
representam uma parametrizagem em cada uma das meta-heurísticas geradas a partir de cada
uma delas.
A comparação entre as meta-heurísticas geradas pode valer-se dos princípios da SBSE.
Mais especificamente, o item 2 (página 17) indica que as funções objetivos podem ser compa-
radas a partir de métricas. Assim, assume-se a fronteira de Pareto FP resultante da meta-
heurística gerada pela parametrizagem (indivíduo) da hiper-heurística. FP é, então, avaliada
por uma métrica I que retornará um valor I(FP ). Caso I seja uma métrica de maximização, as
meta-heurísticas que gerarem os maiores valores I(FP ) prevalecerão. O caso de minimização
é análogo. O algoritmo 3 sumariza toda a esquematização detalhada.
H;Q`BiKQ j, 1b[m2K /2 7mM+BQMK2MiQ /2 mK >BT2`@?2m`őbiB+X
1Mi`/, Arquivo contendo a gramática (GF )
aő/, Melhores parametrizagens geradas pela gramática
R BMő+BQ
k população_hiper← inicialização da população da hiper-heurística;
j meta-heurísticas← mapeamento de população_hiper utilizando a GF;
9 população_meta← execução das meta-heurísticas;
8 Para cada FP ∈ população é assinalado o valor retornado por I(FP );
e 2M[mMiQ +`Biû`BQ /2 T`/ M½Q iBM;B/Q 7Ï
d parents← seleção dos pais;
3 descendentes← cruzamento dos pais;
N Aplicação do operador de corte nos descendentes;
Ry Aplicação do operador de duplicação nos descendentes;
RR Aplicação do operador de mutação nos descendentes;
Rk meta-heurísticas-descendentes← mapeamento dos descendentes utilizando
a GF;
Rj Para cada FP ∈ meta-heurísticas-descendentes é assinalado o valor
retornado por I(FP );
R9 população_meta← seleção dos melhores indivíduos de descendentes;
R8 }K




O projeto de pesquisa foi dividido em fases as quais eram compostas por diferentes
atividades. Com exceção do item Fase 3.1., as atividades são descritas a seguir na ordem em
que foram realizadas.
jXR 6b2b /Q S`QD2iQ
Fase 1. Revisão Bibliográfica da literatura, segundo Kitchenham (2004) e Kitchenham e
Charters (2007).
Fase 1.1. Coleta da literatura relacionada a SBSE;
Fase 1.2. Coleta da literatura relacionada ao SPSP e suas variantes;
Fase 1.3. Coleta da literatura sobre meta-heurísticas, em especial, da Otimização por Enxame
de Partículas, Programação Genética e Evolução Gramatical.
Fase 2. Implementação e adaptação dos algoritmos escolhidos e estudados.
Fase 2.1. Implementação do SPSP, segundo Alba e Chicano (2007);
Fase 2.2. Escrita da gramática do algoritmo de Evolução Gramatical;
Fase 2.3. Implementação do código para Evolução Gramatical;
Fase 2.4. Adaptação da meta-heurística SMPSO para o framework de evolução gramátical.
Fase 3. Realização do experimentos e conclusões.
Fase 3.1. Coleta de base de dados públicas para a realização dos experimentos;
Fase 3.2. Realização dos experimentos.
Fase 4. Escrita do relatório final e de artigos científicos.
jXk *`QMQ;`K /2 iBpB//2b 2 Hi2`ÏǤ2b MQ S`QD2iQ
Durante a realização do projeto, segundo a metodologia apresentada, um cronograma
de atividades foi proposto, seguido e apresentado na Tabela 2. Ao longo do projeto, alterações
no projeto foram feitas, tendo em vista que o autor já havia desenvolvido um ano de Iniciação
Científica no tema, explorando a meta-heurística NCRO. Dessa forma, optou-se por explorar
não somente a meta-heurística de Enxame de Partículas para o problema, mas estender este
trabalho com a investigação de possíveis melhorias e adaptações quando esta meta-heurística é
aplicada a hiper-heurísticas.
*TőimHQ jX J2iQ/QHQ;B k3
h#2H k Ĝ *`QMQ;`K /Q T`QD2iQX
6b2 iBpB@
//2







k s s s
j s s s s
9 s s s s
j R sk s s
9 R s s
kN
9 1tT2`BK2MiQb
O presente capítulo detalha os passos escolhidos para a realização dos testes, procu-
rando validar a hipótese proposta em 1.1. Para tanto, serão descritas as instâncias utilizadas
nos experimentos. Elas representam um projeto de software. Para as hiper-heurísticas, será
explicada a parametrização utilizada, assim como os seus operadores e a gramática usada para
geração do SMPSO. Finalmente, os resultados são comparados a partir da métrica Hipervolume,
a qual avalia a qualidade da fronteira de Pareto gerada.
9XR AMbiM+B /Q aSaS
Uma instância descreve um cenário em um projeto de software. A instância escolhida
foi utilizada pela primeira vez em Alba e Chicano (2007), e representa um projeto de software
composto por 16 tarefas e 8 funcionários. Cada tarefa e funcionário possui características es-
pecíficas, assim como detalhado em 2.2. A escolha deu-se a partir de um balanço entre tempo
de execução e custo computacional, visto que hiper-heurísticas demandam um grande proces-
samento.
9Xk S`K2i`BxÏ½Q / >BT2`@?2m`őbiB+
Uma vez que a hiper-heurística foi construída baseada em um algoritmo genético, seus
operadores foram determinados de acordo com o esquema detalhado na Seção [S]. Eles estão
definidos na tabela 3.
h#2H j Ĝ S`K2i`Qb /2 2t2+mÏ½Q / ?BT2`@?2m`őbiB+X
S`K2i`Q hBTQ
a2H2Ï½Q "BM`v hQm`MK2Mi





hKM?Q / TQTmHÏ½Q 70 BM/Bpő/mQb
LȹK2`Q /2 pHBÏǤ2b /2 Q#D2iBpQ 10.000 pHBÏǤ2b
O operador Binary Tournament é responsável pela seleção de genes (soluções). Ao
selecionar duas soluções de forma aleatória, são comparados entre elas atributos como número
de restrições violadas, valor da função objetivo, entre outros. O cruzamento de soluções dá-
se através do operador Single Point Crossover Variable Length através do sorteio aleatório de
uma posição onde as variáveis anteriores a ela recebem o valor de um indivíduo e todas as
*TőimHQ 9X 1tT2`BK2MiQb jy
posteriores do segundo indivíduo. Prune Mutation e Duplication Mutation desempenham o
papel de diminuir (cortar) e aumentar (replicar) a quantidade de variáveis em uma solução,
respectivamente.
9Xj :`KiB+ miBHBx/
A gramática BNF utilizada nos experimentos é descrita na gramática 4.1. A produção
inicial, < SMPSO >, determina quais serão os parâmetros que serão gerados durante o pro-
cesso de busca. Em ordem: tamanho da população (< swarmSize >), operadores de mutação
(tipo de operador < mutationOperatorPSO > e probabilidade < mutationProbability >),
tipo e tamanho do arquivo (< archive > e < archiveSize >) e metodologia de inicialização
da população (< initialization >).
Todos os valores das produções foram escolhidos para compor a gramática baseado em
testes realizados pela literatura, onde estes são referenciados como valores padrões. O atributo
N denota a quantidade de variáveis de decisões do problema.
:`KiB+ 9XR Ĝ :`KiB+ miBHBx/ MQb 2tT2`BK2MiQb T`  ;2`Ï½Q /2 K2i@
?2m`őbiB+bX
⟨aJSaP⟩ ::= ⟨br`KaBx2⟩ ⟨KiBM;PT2`iQ`bSaP⟩ ⟨`+?Bp2⟩ ⟨BMBiBHBxiBQM⟩
⟨br`KaBx2⟩ ::= 8y | d8 | Ryy | Rk8
⟨KiBM;PT2`iQ`bSaP⟩ ::= ⟨KmiiBQMPT2`iQ`⟩ ⟨KmiiBQMS`Q##BHBiv⟩
⟨KmiiBQMPT2`iQ`⟩ ::= SQHvMQKBH JmiiBQM
| lMB7Q`K JmiiBQM
| aBKTH2 _M/QK JmiiBQM
⟨KmiiBQMS`Q##BHBiv⟩ ::= yXyR | yXyk | yXy8 | yXR | yXk | yX8 | yXd | yX3 | yXN | RXy | RXy f L
⟨`+?Bp2⟩ ::= ⟨}iM2bbbbB;MK2Mi⟩ ⟨`+?Bp2aBx2⟩
⟨`+?Bp2aBx2⟩ ::= y | L | L  RX8 | L  k
⟨}iM2bbbbB;MK2Mi⟩ ::= ⟨`MFBM;ai`i2;v⟩ ⟨/Bp2`bBivai`i2;v⟩
⟨`MFBM;ai`i2;v⟩ ::= |.QKBMM+2 _MF |.QKBMM+2 ai`2M;i? |.QKBMM+2 .2Ti?
| _r 6BiM2bb
*TőimHQ 9X 1tT2`BK2MiQb jR
⟨/Bp2`bBivai`i2;v⟩ ::= |*`Qr/BM; .BbiM+2 |E@i? L2`2bi L2B;?#Q` |/TiBp2 :`B/
| >vT2`pQHmK2 *QMi`B#miBQM
⟨BMBiBHBxiBQM⟩ ::= _M/QK | S`HH2H .Bp2`bB}2/ AMBiBHBxiBQM
O número máximo de iterações do SMPSO gerado irá variar toda vez que o parâmetro
< swarmSize > também variar. Isso acontece, pois, ao fixar um número máximo de iterações,
a comparação tornar-se-ia injusta entre os indivídos da hiper-heurística. Um indíviduo que
gerasse um SMPSO com um maior número de partículas e um número maior de iterações teria
uma possibilidade maior de maximizar a sua função objetivo de acordo com alguma métrica,
como o hipervolume (seção 4.5.1), por exemplo. Portanto, a quantidade de iterações de um
SMPSO gerado é computado a partir da equação 4.1. Nela, a quantidade máxima de iterações






A adoção de uma estratégia possibilita a comparação dos algoritmos e a averiguação
da questão de pesquisa proposta na seção 1.2: É possível obter melhores resultados para o
SPSP utilizando hiper-heurísticas? A estratégia teve em mente que os resultados obtidos são
oriundos de diferentes fontes. Em primeiro lugar, a partir de 9 execuções independentes da
hiper-heurística, obteve-se 9 SMPSOs com configurações diferentes.
Por outro lado, para comparar com uma situação real, foram utilizadas soluções já ob-
tidas por outras meta-heurísticas, estas geradas em trabalhos anteriores do autor deste projeto
(ANDRADE; SILVA; CARVALHO, 2017). São elas: a Nondominated Sorting Genetic Algo-
rithm II (NSGA-II) (DEB et al., 2002) e a Nondominated Sorting Chemical Reaction (NCRO)
(BECHIKH; CHAABANI; SAID, 2015). As suas respectivas parametrizações estão descritas
na tabela 4, sendo que o símbolo − significa que tal algoritmo não possui tal parâmetro em sua
configuração.
9X8 *QKT`Ï½Q /Qb `2bmHi/Qb
Os resultados foram comparados utilizando a métrica hipervolume (BEUME et al.,
2009). Ela serve para computar a qualidade das fronteiras geradas por todas as meta-heurísticas
utilizadas neste trabalho e está detalhada na seção 4.5.1. Já o teste de Kruskal-Wallis foi usado
para determinar se os hipervolumes podem ser considerados diferentes estaticamente. As duas
métricas estão detalhadas a seguir.
*TőimHQ 9X 1tT2`BK2MiQb jk
h#2H 9 Ĝ S`K2i`BxÏ½Q /b K2i@?2m`őbiB+b T`2pBK2Mi2 miBHBx/bX
S`K2i`Q La:@AA L*_P
SQTmHÏ½Q 100 BM/Bpő/mQb 100 BM/Bpő/mQb
JmiÏ½Q SQHBMQKBH- p = 1, 0/L SQHvMQKBH- p = 1, 0/L
_2+QK#BMÏ½Q *`mxK2MiQ #BM`BQ- p = 0, 9 *`mxK2MiQ #BM`BQ- p = 0, 9
a2H2Ï½Q hQ`M2BQ "BM`BQ −
1M2`;B +BMûiB+ BMB+BH − 10.000
hBTQ /2 +QHBb½Q − 0, 5
ht /2 T2`/ /2 2M2`;B +BMûiB+ − 0, 2
GBKB` /2 bőMi2b2 − 0, 0
GBKB` /2 /2+QKTQbBÏ½Q − 0, 0
6QMi2, S`ƦT`BQ miQ`X
9X8XR >BT2`pQHmK2
O Hipervolume computa a área do polígono formado pela fronteira em relação à um
ponto de referência. Essa área quantiza a qualidade da fronteira mediante à sua diversidade e
convergência. Um exemplo está ilustrado na figura 12, onde a área está colorida de cinza. Ela
é formada pela junção dos três pontos da fronteira com o ponto de referência. No exemplo, a
fronteira escolhida é típica de um problema de minimização. Assim, o valor do hipervolume é
maior toda vez que os pontos se aproximam da origem dos eixos.
6B;m` Rk Ĝ >BT2`pQHmK2 /2 mK 7`QMi2B` /2 /mb /BK2MbǤ2bX P TQMiQ /2 `272`āM+B û Q
TQMiQ r 2 Qb TQMiQb / 7`QMi2B` b½Q p(1), p(2), p(3)X
6QMi2, /Ti/Q /2 U6PLa1*c SZl1h1c GƥS1w@A"ơ1w- kyyeV
Para validar estatisticamente os resultados computados pelo hipervolume, foi utilizado
o teste de Kruskal-Wallis. Ele tem como uso principal a verificação de que, dadas três ou mais
populações, se existem diferença estatística entre as mesmas. O teste foi realizado a um nível
de significância de 0, 05.
*TőimHQ 9X 1tT2`BK2MiQb jj
9Xe K#B2Mi2 miBHBx/Q
As devidas implementações aconteceram dentro do frameworkR construído para o tra-
balho realizado em Mariani et al. (2016). Este, por sua vez, é baseado em outro framework, o
jMetalk, escrito na linguagem de programação Java, o qual possui implementados diversos ope-
radores como o de mutação (Polynomial Mutation) e o gerador de número aleatórios (Mersenne
Twister Generator). Dessa forma, foi possível adotar um padrão de desenvolvimento onde cada
funcionalidade desempenhou sua atividade de forma coesa.
Em relação a hiper-heurística, o framework utilizado no trabalho de Mariani et al.
(2016) possibilitou, também, a coesão entre as funcionalidades. A generalização do código per-
mitiu a construção da gramática utilizada neste presente trabalho bem como a implementação
do SMPSO e do SPSP sem que fossem necessárias adaptações difíceis de serem feitas, contri-
buindo com o progresso do tema. Os experimentos foram executados em um cluster equipado
com 12 processadores Intel Xeon Silver 4108 e 16GB de memória RAM.
R .BbTQMőp2H 2K, I?iiTb,ff;Bi?m#X+QKf:BQpMB:mBxxQfDJ2iH:`KKiB+H1pQHmiBQM=
k .BbTQMőp2H 2K, I?iiT,ffDK2iHXbQm`+27Q`;2XM2i=
j9
8 _2bmHi/Qb
Esse capítulo apresenta as comparações entre os resultados já existentes para o SPSP
com as meta-heurísticas NCRO e NSGA-II e todos os SMPSOs gerados pela hiper-heurística
deste trabalho. Para validar os resultados de forma estatística, cada algoritmo foi executado
de forma independentemente um total de 30 vezes. Ao final, as 30 fronteiras geradas foram
juntadas, e os pontos dominados ou repetidos foram excluídos. Esse procedimento permite
que seja possível analisar detalhadamente o desempenho de uma meta-heurística na instância
escolhida do SPSP. Para este trabalho, apenas o NCRO e o NSGA-II não foram submetidos a
esse experimento, uma vez que o mesmo já tinha sido realizado da mesma forma em trabalhos
anteriores.
8XR S`K2i`BxÏ½Q /Qb aJSaPb :2`/Qb
A tabela 5 detalha a parametrizagem de cada um dos 9 SMPSOs gerados pela hiper-
heurística. Cada meta-heurística está denominada de ALG_X , ondeX varia entre [0, 8], totali-
zando os 9 SMPSOs gerados.
h#2H 8 Ĝ S`K2i`BxÏ½Q /Qb aJSaPb ;2`/Qb T2H ?BT2`@?2m`őbiB+X
UV
S`K2i`Q ALGn0 ALGn1 ALGn2 ALGn3 ALGn4
SQTmHÏ½Q 125 125 100 100 125
Ai2`ÏǤ2b 200 200 250 250 200
JmiÏ½Q SQHBMQKBH H2iƦ`B aBKTH2b SQHBMQKBH lMB7Q`K2 SQHBMQKBH
`[mBpQ :`B/ /TiiBpQ :`B/ /TiiBpQ :`B/ /TiiBpQ :`B/ /TiiBpQ :`B/ /TiiBpQ
hKM?Q /Q `[mBpQ 125 150 120 120 150
AMB+BHBxÏ½Q H2iƦ`B H2iƦ`B .Bp2`bB}+/ H2iƦ`B H2iƦ`B
U#V
S`K2i`Q ALGn5 ALGn6 ALGn7 ALGn8
SQTmHÏ½Q 125 100 125 100
Ai2`ÏǤ2b 200 250 200 250
JmiÏ½Q SQHBMQKBH SQHBMQKBH SQHBMQKBH SQHBMQKBH
`[mBpQ :`B/ /TiiBpQ :`B/ /TiiBpQ :`B/ /TiiBpQ *`Qr/BM;
hKM?Q /Q `[mBpQ 150 100 120 125
AMB+BHBxÏ½Q H2iƦ`B H2iƦ`B .Bp2`bB}+/ H2iƦ`B
*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O gráfico apresentado na figura 13 compila todos os pontos dominados gerados de
acordo com a estratégia descrita na seção 4.4. É possível notar que um SMPSO gerado, o
ALG_8, foi o SMPSO que mais apresentou resultados acima dos computados pelo NCRO
e NSGA-II. Vale lembrar que, em trabalhos anteriores realizados pelo autor, foi constatado
a habilidade superior do NCRO, em particular, nessa instância escolhida do SPSP. No geral,
todos os SMPSOs gerados conseguiram dominar um ou mais pontos pertencentes à fronteira do
NCRO e do NSGA-II.
O ALG_8, especificamente, foi o único algoritmo que conseguiu encontrar soluções
viáveis no intervalo com o custo [1, 58 × 106; 1, 61 × 106]. Uma possível explicação está na
escolha do arquivo esclhido, este baseado na distância deCrowding (DEB et al., 2002). Este tipo
de arquivo é um dos mais utilizados na literatura. Isto acontece, pois, uma das suas principais
características é a habilidade de diversificar com mais facilidade as soluções ao longo do espaço
de busca.
Dentre todos os SMPSOs gerados, com exceção doALG_8, o desempenho foi similar.
Essa característica é também observada nas tabelas 5a e 5b, onde alguns dos parâmetros não va-
riaram muito. Por exemplo, só um algoritmo não utilizou o arquivo com o tipo Grid Adaptativo,
e os tamanhos da população variou entre 100 e 125, contribuindo para a geração de uma fron-
teira mais similiar. Em destaque, oALG_6 conseguiu obter bons resultados entre eles quando o
custo do projeto variou no intervalo [1, 62×106; 1, 68×106]. Ainda, é possível perceber que os
SMPSOs gerados que utilizam a mutação polinomial com uma baixa probabilidade de mutação
tendem a obter melhores resultados.
8Xj MHBb2 /Q ?BT2`pQHmK2
É comum que os resultados computados pelo hipervolume reflitam o que foi visto no
gráfico da figura 13. Já que este tem seu valor calculado levando em consideração a diversidade
e a convergência da fronteira, tem como consequência que fronteiras menores ou não esparsas,
por exemplo, acabem tendo um valor final menor. A tabela 6 mostra o valor médio e desvio-
padrão do hipervolume para cada algoritmo na instância do SPSP executada. Os valores estão
no intervalo [0; 1] pois todos os pontos foram normalizados segundo a fórmula 5.1. As variáveis
fmini e fmaxi referem-se, respectivamente, ao menor e maior valor encontrados por todas as
meta-heurísticas no objetivo i. Assim, o ponto de referência escolhido foi o ponto (1, 1).
f(x)i =
(f(x)i − fmini )
fmaxi − fmini
U8XRV
Pela tabela 6, conclui-se que o SMPSO ALG_8 foi o melhor algoritmo dentre todos os
outros executados, seguido pelo NCRO e NSGA-II. O teste de Kruskal-Wallis relatou diferença
*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/Qb je
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/Q TQ` +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 K2i@
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X
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estatísticas entre todos os resultados gerados; ou seja, os algoritmos geraram fronteiras estatis-
ticamentes diferentes. Dessa forma, é verificada a importância que um tipo de arquivo faz no
resultado final de um algoritmo. O arquivo de Crowding se mostrou capaz de manter soluções
variadas, onde estas conseguiram minimizar um objetivo específico de cada vez. Essa caracte-
rística também ressalta a importância de uma fronteira esparsa. Ao tomarmos o NCRO como
exemplo, a sua fronteira foi a que mais conseguiu minimizar os objetivos de duração do projeto.
Entretanto, por não conseguir ter uma fronteira melhor distribuída ao longo do espaço, a área
do polígono acabou ficando deteriorada. Como o ALG_8 conseguiu fazer uma distribuição
melhor, acabou obtendo um hipervolume maior.
Finalmente, a análise dos resultados sugere que a hiper-heurística, com a gramática
definida na seção 4.3 (página 30), foi capaz de apresentar resultados competitivos diantes de
resultados já encontrados na literatura, respondendo de forma positiva a hipótese levantada
na seção 1.1. Novamente, fica comprovada a sensibilidade que meta-heurísticas possuem em
relação aos seus parâmetros. Contudo, ressalvas devem ser feitas acerca dos experimentos:
(1) em um contexto de urgência ou poucos recursos, o engenheiro de software poderia optar
por somente uma execução da hiper-heurística, onde eventualmente um resultado ruim (como
o do ALG_4) poderia ser gerado; (2) cada execução da hiper-heurística demorou cerca de 25
*TőimHQ 8X _2bmHi/Qb jd
h#2H e Ĝ oHQ` +QKTmi/Q /Q ?BT2`pQHmK2 T` +/ H;Q`BiKQ
UV
H;Q`BiKQ L*_P La:AA ALGn0 ALGn1 ALGn2 ALGn3
Jû/B- .2bpBQ 0, 885- 0, 02 0, 8169- 0, 029 0, 677- 0, 056 0, 6801- 0, 050 0, 691- 0, 047 0, 679- 0, 05
U#V
H;Q`BiKQ ALGn4 ALGn5 ALGn6 ALGn7 ALGn8
Jû/B- .2bpBQ 0, 649- 0, 05 0, 660- 0, 058 0, 703- 0, 047 0, 683- 0, 054 0, 922- 0, 02
horas ininterruptas até a sua finalização, ainda que em um computador com bastante recursos
de processamento. Sem um planejamento prévio, ou alguma otimização no algoritmo, o uso da
hiper-heurística pode torna-se inviável.
j3
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Este projeto verificou a aplicação de hiper-heurísticas utilizando o método de evolução
gramatical no SPSP. O tema foi estendido uma vez que o autor já havia explorado a eficiência
do SMPSO para o SPSP em trabalhos anteriores. Dessa forma, até onde se sabe, este é o
primeiro trabalho que aborda o método de evolução gramátical utilizando o SMPSO como
meta-heurística ou o SPSP como tema. O método de evolução gramátical é uma das abordagens
utilizadas por hiper-heurísticas para a geração de meta-heurísticas de forma automatizada.
Problemas como o SPSP são comumente estudados na literatura utilizando a SBSE,
uma metodologia que utiliza meta-heurísticas e métricas de engenharia de software para gerar
soluções de problemas nos mais diversos campos de atuação. As meta-heurísticas são algorit-
mos genéricos que atuam em cima de heurísticas para a geração de resultados, não garantindo,
portanto, soluções ótimas para o problema. Seu resultado final depende dos seus parâmetros,
que definem desde operadores à condições de parada de execução.
O cerne de um algoritmo de evolução gramátical é uma gramática, geralmente na forma
BNF, onde as produções são os diferentes atributos de parâmetros de meta-heurística, e as variá-
veis são os possíveis valores. Dessa forma, a hiper-heurística realiza uma busca evolucionária
na tentativa de achar uma parametrização que maximize os resultados de acordo com alguma
métrica escolhida. A principal motivação para o uso de tais métodos é de que a escolha ma-
nual de parâmetros de execução de uma meta-heurística é feito, em sua maior parte, de forma
empírica, sendo suscetível a erros ou a escolhas não ótimas de valores.
Este trabalho selecionou uma instância do SPSP, onde um possível real cenário é mo-
delado, para que a hiper-heurística encontrasse um SMPSO que maximizasse a métrica hi-
pervolume, a mais utilizada na literatura. Como comparação dos resultados, foram usadas as
fronteiras encontradas por dois algoritmos feitos em testes anteriores, o NCRO e o NSGA-II.
A análise da fronteira permitiu identificar padrões nas execuções, como a similaridade entre
os SMPSOs gerados, e o hipervolume constatou que um dos algoritmos gerados sobressaiu
resultados já existentes na literatura.
Há abordagens a serem investigadas no futuro. Uma delas é fazer com que a hiper-
heurística seja mais eficiente no tocante à complexidade computacional, a fim de minimizar o
consumo de memória e uso do processador. Nesse quesito, cabe um design e uma arquitetura
de software mais robusta a ser definida. Por fim, cabe o incremento da gramática utilizada para
que esta apresente mais valores de parâmetros e torne a busca mais diversificada. Na literatura,
há diversos arquivos e operadores evolucionários que apresentam resultados competitivos e que
podem ser aplicado ao contexto do tema deste trabalho.
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