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Montre´al, Que´bec CANADA H3A 2T8
ABSTRACT: The Feynman-Vernon influence functional formalism is used
to derive the effect of a black body, treated as an environment, on a massless
scalar field in 1+1 dimensions. The black body is modeled as a finite region of
space in which an independent ohmic heat bath is weakly coupled to the field
at every point. A weak coupling approximation is developed which implements
the concept of an ideal black body in the context of quantum field theory. The
calculation takes advantage of the suitability to harmonic oscillators and free fields
of Bargmann-Fock coherent state variables, whose convenience is illustrated by a
preliminary derivation of the thermalization of a single harmonic oscillator by a
heat bath with slowly varying spectral density. The black body model exhibits
absorption, thermal equilibrium, and emission consistent with classical results for
black bodies. It is argued that this model is in fact a realistic description of a
very fine, granular medium, such as lampblack.
† anglin@hep.physics.mcgill.ca
I. INTRODUCTION
Historically, quantum theory began with black body radiation[1]. In retro-
spect, black body radiation is the kind of phenomenon in which one might have
expected to see new physics. The Maxwell-Lorentz theory provided a well-defined
theoretical framework for electromagnetic radiation interacting with matter, and
statistical mechanics provided a model for thermal equilibrium; but the two the-
ories had essentially been developed independently of each other, and so their
joint application to a single problem was a non-trivial test of the two ideas that
stood as the principal achievements of physics in the nineteenth century[2]. And,
in the form of the Hawking effect, a very similar place at the crux of a century’s
major physical theories is still held by black body radiation[3].
Pedagogically, quantum theory typically begins with a quantum system cou-
pled to an external source, treated classically. This source is meant to represent
some sort of environment, not itself directly under investigation, which is cou-
pled to the system under observation. One effectively ignores the environmen-
tal degrees of freedom, and replaces the environmental part of the interaction
Hamiltonian with its expectation value. A thorough understanding of the role of
classical concepts in quantum mechanics is still being sought, of course[4,5], but
part of the explanation for the successes of external source models is that this
external source approximation is accurate to first order in the coupling strength,
and in the most common case of electromagnetic interactions, this coupling is
weak enough that higher order effects may often be neglected.
There are some important situations, however, in which the quantum fluc-
tuations around the expectation value of the coupling operator produce effects on
the observed system that are not small, despite being of second order in a small
coupling constant g. This happens because other parameters enter the problem,
which are large enough to outweigh the smallness of g2. In cases such as these
there may be two kinds of second order terms — non-negligible terms containing
the large parameter, as well as negligible contributions which do not. For exam-
ple, when a previously uncorrelated system and environment are suddenly made
to interact, the second order effects include quantum measurement, in which the
rate at which the wave function collapses is set by the high ultraviolet cut-off
of the interaction with the unobserved environment[6]. On the other hand, a
sufficiently long time scale can also enable the second order terms to drive a sys-
tem into thermodynamic equilibrium with its environment[7,8]. An analogous
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phenomenon will be shown in this paper to explain the fact that the thermal
radiation of a black body, although it is generated via the coupling of photons
to charged matter, is not proportional in intensity to the weak electromagnetic
coupling†.
Second order environmental effects of these kinds are not described by clas-
sical external sources, but may be accurately expressed in the influence functional
formalism of Feynman and Vernon[9]. This formalism has already been used to
examine quantum measurement[6]. In the present paper, it is applied to radiation
and absorption by an ideal black body of finite extent. Inasmuch as we are able
to describe radiation propagating away from a heat source, our results go beyond
the standard equilibrium treatments.
This paper is organized as follows. The problem of a simple harmonic os-
cillator driven to thermal equilibrium by contact (velocity coupling) with a heat
bath is presented first, in the comparatively little-used formalism of the path inte-
gral in Bargmann-Fock coherent state variables. Although these variables are less
familiar than positions and momenta, they are actually particularly well-suited
to problems involving harmonic oscillators, including any calculations involving
free quantum fields. They are introduced here in a demonstration that standard
thermal equilibrium is established, after a sufficiently long time, whenever the
coupling to the bath is weak enough and its spectral density varies slowly enough;
a spectral density obeying a particular “ohmic” power law is not required. For
simplicity, we then assume an ohmic environment with constant spectral density,
and consider a massless quantum field coupled to a heat bath restricted to a finite
region of space. Here the coherent state variables are particularly advantageous,
allowing us to clearly see that this model exhibits uniform absorption and black
body radiation. We then conclude with a discussion of the realism of the model
chosen, the issues raised by our analysis, and some related problems for future
study. An appendix reviews the important justification, originally given by Feyn-
man and Vernon[9], for treating a generic weakly-coupled environment as a bath
of independent harmonic oscillators.
† It is a fact that should be more surprising than it is, that the Stefan-Boltzmann
constant σ =
2π5k4
B
15h3c2
is independent of the elementary charge e.
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II. OSCILLATOR WITH A HEAT BATH
IN BARGMANN-FOCK VARIABLES
A. The Bargmann-Fock path integral
When using path integrals to obtain the time evolution of a quadratic
quantum mechanical system (i.e., one whose action has canonical kinetic terms,
quadratic potentials, and bilinear interactions), the problem may be solved in two
stages. First, one solves an equation of motion with initial and final conditions;
and second, one averages over the initial and final conditions using initial and
final wave functions as weights. These averages may be easy to compute, if the
initial and final states have particularly simple wave functions in the representa-
tion in which the path integral is constructed. For example, in the usual position
representation, position eigenstates are described by delta functions. It turns
out, however, that in the black body problem considered below, describing the
evolution of N-particle states in field variables leads to some integrals over initial
data that are difficult to perform, and whose results are difficult to interpret.
(These integrals are generalized Gaussians, whose exponents involve non-local
kernels that are difficult to invert because of the finite spatial extent of the black
body environment.) Constructing the path integral in a different set of variables,
in which N-particle states have simple representations, avoids this obstacle, and
also makes the final answer quite transparent. These Bargmann-Fock variables
will be introduced here, in the simpler problem of a single harmonic oscillator
coupled to a heat bath, so that this toy model will provide an indication of both
the physics and the formalism of the main problem. The derivation of the path
integral in Bargmann-Fock space is described in a standard text[10], but it will
be reviewed briefly here.
To span a Hilbert space, one chooses bases for both vectors and dual vectors.
Often, one chooses the duals of the ket basis elements to form the basis of bras,
but in general this need not be the case. For example, one may take position
states as a basis for kets, and momentum states as a basis for bras. These bases
are convenient for free particles, but for a harmonic oscillator, there are better
alternatives, namely bases of eigenstates of the annihilation operator (coherent
states).
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Consider the following coherent states as basis elements for bras and kets:
|α〉 =
∞∑
n=0
αn√
n!
|n〉 〈α¯| =
∞∑
n=0
α¯n√
n!
〈n| , (1)
where the |n〉 are harmonic oscillator energy eigenstates, and α and α¯ are complex
numbers (not necessarily complex conjugates of each other). Since a whole 2-
plane of parameter space is larger than needed to span the states of an oscillator,
we constrain α to lie on a line C through the origin, and α¯ to lie on another
line C¯ through the origin, such that C¯ is perpendicular to C. We then have an
expression for the identity operator,
1
2πi
∫
C
dα
∫
C¯
dα¯ e−α¯α |α〉〈α¯| = 1 . (2)
(This relation may be verified by inserting the definitions (1) and using differen-
tiation under the integral sign, treating the expression as a distribution.)
Since |α〉 is an eigenstate of the annihilation operator aˆ, any operator ex-
pressed as a normal-ordered function of creation and annihilation operators has
a simple matrix form in this representation:
〈α¯| :A(aˆ†, aˆ) : |α〉 = A(α¯, α) . (3)
In particular, for a Hamiltonian Hˆ = :H(aˆ†, aˆ) :, we have the following matrix
elements of the infinitesimal time evolution operator:
〈α¯|e−iδt Hˆ |α〉 = e−iδt h(α¯,α) +O(δt2) . (4)
(Throughout this paper we set h¯ = c = 1.) Using (2) and (4), we can derive the
path integral for a transition amplitude in the usual way, by inserting identity
operators between an infinite succession of infinitesimal time intervals. We obtain
the Bargmann-Fock path integral
〈α¯f |e−i
∫
t
0
ds Hˆ(s)|αi〉 =
∫
DαDα¯ δ
(
α(0)− αi
)
δ
(
α¯(t)− α¯f
)
× exp
[
α¯fα(t) + α¯(0)αi
2
+ i
∫ t
0
ds
(
˙¯αα− α¯α˙
2i
−H(α¯, α)
)]
,
(5)
s being used as a time parameter, with α˙ ≡ d
ds
α(s). Note that, according to the
delta functions in (5), α(s) and α¯(s) have only one boundary condition each, at
the initial time s = 0, and the final time s = t, respectively.
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In the case where the Hamiltonian H is quadratic in α and α¯, (5) is equal,
up to a normalization factor, to the value of the integrand when its exponent is
extremized. As usual, this condition is satisfied by imposing the Euler-Lagrange
equations. In this case, the Euler-Lagrange equations are first order, and we find
that only the boundary terms do not vanish on shell. The transition amplitude
therefore simplifies to
〈α¯f |e−i
∫
t
0
dsH(s)|αi〉 = 1
Z
e
1
2
(
α¯fα(t)+α¯(0)αi
)∣∣
0 [quadratic h] , (6)
for some normalization factor Z. The subscript 0 indicates that α(t) and α¯(0) are
endpoint values of the solutions of the Euler-Lagrange equations. For example,
in the case of a harmonic oscillator driven by an external source, with
Hˆ(s) = Ω(aˆ†aˆ+
1
2
) + f(s)aˆ† + f¯(s)aˆ , (7)
where f and f¯ are c-number functions representing the time-dependent source,
these solutions may be obtained by direct integration, without the need for
Green’s functions. The resulting endpoint values will then depend linearly on
the driving sources, as well as on the initial and final conditions:
α(t) = αie
−iΩt + i
∫ t
0
ds e−iΩ(t−s)f(s)
α¯(0) = α¯fe
−iΩt + i
∫ t
0
ds e−iΩsf¯(s) .
(8)
While this paper deals with interactions that cannot be represented by simple
external sources of this type, similar calculations involving quadratic actions,
Euler-Lagrange equations, and boundary values will be performed repeatedly
below.
Because 〈n|α〉 = αn√
n!
, it is easy to obtain transition amplitudes between |n〉
states, without integrating, from (6). One simply notices that
〈α¯f |e−i
∫
t
0
ds Hˆ(s)|αi〉 =
∞∑
m,n=0
α¯mf α
n
i√
m!n!
〈m|e−i
∫
t
0
ds Hˆ(s)|n〉 , (9)
and extracts the co-efficients of the powers of αi and α¯f . In the case of the driven
oscillator, this gives a clear interpretation of the extremum endpoint values in (8).
The terms in α(t) proportional to αi, and in α¯(0) proportional to α¯f , describe
energy-conserving evolution of initial states into final states. The other term in
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α(t) describes excitation of the system, by the driving source, while the other
term in α¯(0) implies absorption by the source. This interpretation is emphasized
here in order to provide some intuition for the results of Section III, in which a
quantum mechanical black body will appear instead of a classical driving force,
but in which the action will still be quadratic. All of the system’s dynamics will
still be expressed in the boundary values of α and α¯ variables.
The basis in which a path integral is expressed determines the type of bound-
ary conditions which the paths must satisfy. For given boundary conditions,
though, one is free to change variables in the path integral. For example, we are
free to re-express (5) as
〈α¯f |e−i
∫
t
0
ds Hˆ(s)|αi〉 =∫
DPDQδ
(
ΩQ(0) + iP (0)−
√
2Ωαi
)
δ
(
ΩQ(t)− iP (t)−
√
2Ωα¯f
)
× exp
[
α¯f [ΩQ(t) + iP (t)] + αi[ΩQ(0)− iP (0)]
2
√
2Ω
+ i
∫ t
0
ds
(
PQ˙−QP˙
2
− h(P,Q)
)]
,
(10)
using the transformation
α =
1√
2Ω
(ΩQ+ iP ) α¯ =
1√
2Ω
(ΩQ− iP ) (11)
and absorbing the constant Jacobian in the new measure. While the integral now
involves familiar-looking P and Q variables, the transformation we have used will
in general make P and Q complex, and the usual P (t) and Q(0) boundary con-
ditions do not apply. They are replaced by conditions on the linear combinations
α and α¯, reflecting the fact that (10) is still a transition amplitude between co-
herent states. The P,Q type of variables will be more convenient for solving the
equations of motion of Section III, while α, α¯ variables will still be better suited
to the initial and final states. In the path integral formalism, there will be no
reason for us not to take the best of both worlds.
B. Oscillator coupled to a heat bath
Consider now a system consisting of a simple harmonic oscillator of natural
frequency Ω, minimally coupled to a heat bath made up of environmental oscil-
lators. This is a toy model, but it is very relevant to more significant problems
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involving free quantum fields. We assume the Hamiltonian operators
Hˆ =HˆSHO + HˆENV
HˆSHO =
1
2
(Pˆ 2 + Ω2Qˆ2) = Ω (aˆ†aˆ+
1
2
)
HˆENV =
1
2
∫ ∞
0
dω I(ω)
(
(
pˆω
I(ω)
− gQˆ)2 + ω2qˆ2ω
)
,
(12)
where aˆ ≡ 1√
2Ω
(ΩQˆ+ iPˆ ), and g is a coupling constant. (We assume that g2 <<
Ω, and will use this fact extensively below.) I(ω) is a dimensionless spectral
density, whose properties will be further discussed below. Up to a rescaling of
the operators, (12) represents the choice of a minimal coupling similar to that
of standard electromagnetism. This choice also has the advantages of making
Hˆ positive definite and of reducing the size of the environmental (additive) re-
normalization of Ω.
We are interested in the behaviour of the observed oscillator alone, and so
we must integrate out of the problem all of the environmental degrees of freedom.
Assume that the initial density matrix for the complete system factorizes:
ρˆ(0) = ρˆ(0)⊗ rˆ(0) , (13)
where ρˆ(0) acts in the Hilbert space of the observed oscillator, and rˆ(0) is the
initial density operator for the environment. The reduced density matrix for the
observed oscillator at time t is then given, in the coherent state basis, by the
propagator equation
ρ(α¯f , α
′
f ; t) ≡ 〈α¯f |ρˆ(t)|α′f〉
=
∫
dαidα¯
′
idξdξ¯
(2πi)2
J(α¯f , α
′
f , α¯
′
i, αi; t)e
−ξ¯αie−α¯
′
i
ξρ(ξ¯, ξ; 0) .
(14)
This equation may be translated into the more familiar language of the energy
basis, by defining the propagator Kklmn in the basis of energy eigenstates, such
that
J(α¯f , α
′
f , α¯
′
i, αi; t) ≡
∑
klmn
Kklmn(t)
α¯′ki α
l
iα¯
m
f α
′n
f√
k!l!m!n!
, (15)
which implies that
ρmn(t) =
∑
k,l
ρkl(0)Kklmn(t) . (16)
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J(α¯f , α
′
f ; α¯
′
i, αi; t) may be obtained explicitly from a path integral similar to
(10):
J(α¯f , α
′
f ; α¯
′
i, αi; t) =
∫
DQDQ′DPDP ′ δ
(
α(0)− αi
)
δ
(
α¯(t)− α¯f
)
× δ
(
α′(t)− α′f
)
δ
(
α¯′(0)− α¯′i
)
ei(A+B+V ) .
(17)
In this expression, A is the action term
A ≡ 1
2
∫ t
0
dsPQ˙−QP˙ − P ′Q˙′ +Q′P˙ ′ − (P 2 − P ′2)− Ω2(Q2 −Q′2) ; (18)
B is the boundary term
B ≡ α¯fα(t) + α¯(0)αi + α¯
′
iα
′(0) + α¯′(t)α′f
2i
, (19)
where the α variables are given in terms of the Q’s and P ’s by (11); and V =
V [Q,Q′] is the influence phase. (The quantity eiV is known as the influence
functional.)
V contains all the information about the heat bath that is relevant to the
observed oscillator. It may be computed in a straightforward manner. (This has
been done using the Lagrangian form of the environmental path integral: the
Lagrangian obtained from HENV is
LENV =
1
2
∫ ∞
0
I(ω)dω
(
q˙2ω + 2gQq˙ω − ω2q2ω
)
, (20)
which is that of the velocity coupled model analysed in Reference [11].) In the
case where the initial state of the bath is thermal at inverse temperature β, one
finds that
V [Q,Q′] =
ig2
2
∫ ∞
0
dω ωI(ω)
∫ t
0
ds
∫ s
0
ds′ (Q−Q′)s
(
(Q−Q′)s′ coth βω
2
cosω(s− s′)
− i(Q+Q′)s′ sinω(s− s′)
)
− g
2
2
∫ ∞
0
dω I(ω)
∫ t
0
ds (Q2 −Q′2)s
≡ i
2
g2
∫ t
0
ds
∫ s
0
ds′ (Q−Q′)s
(
(Q−Q′)s′ν(s− s′)− i(Q+Q′)s′η(s− s′)
)
− µ
2
2
∫ t
0
ds (Q2 −Q′2) .
(21)
9
We use the notation (Q−Q′)s =
(
Q(s)−Q′(s)
)
. The last lines of (21) implicitly
define the quantity µ2 and the functions η and ν.
The exponent i(A+B+V ) in (17) is quadratic, and so (17) is equal up to a
constant factor to the extremized value of the integrand. Extremizing A+B+V
subject to the constraints imposed by the boundary conditions, we find the first-
order Euler-Lagrange equations for the four independent combinations Q± ≡
Q±Q′, P± ≡ P ± P ′:
Q˙−(s) = P−(s) (22)
Q˙+(s) = P+(s) (23)
P˙−(s) = −(Ω2 + µ2)Q−(s)− g2
∫ t
s
ds′Q−(s
′)η(s− s′) (24)
P˙+(s) = −(Ω2 + µ2)Q+(s) + g2
∫ s
0
ds′Q+(s
′)η(s− s′)
+ ig2
∫ t
0
ds′Q−(s
′)ν(s− s′) . (25)
These equations together imply that A + V vanishes; our problem therefore re-
duces to one of endpoint values at the extremum:
J(α¯f , α
′
f , α¯
′
i, αi; t) =
1
Z
ei(A+B+V )
∣∣∣
0
=
1
Z
exp
α¯fα(t) + α¯(0)αi + α¯
′
iα
′(0) + α¯′(t)α′f
2
∣∣∣
0
,
(26)
where Z is a normalization constant. Thus we only need to solve Eqs. (22) –
(25), subject to the boundary conditions
1
2
(
Ω(Q+ +Q−) + i(P+ + P−)
)∣∣∣
s=0
=
√
2Ωαi
1
2
(
Ω(Q+ −Q−)− i(P+ − P−)
)∣∣∣
s=0
=
√
2Ωα¯′i
1
2
(
Ω(Q+ −Q−) + i(P+ − P−)
)∣∣∣
s=t
=
√
2Ωα′f
1
2
(
Ω(Q+ +Q−)− i(P+ + P−)
)∣∣∣
s=t
=
√
2Ωα¯f
(27)
imposed by the delta functions in (17), and find the remaining boundary values
that these solutions determine.
The easiest way to solve these coupled integro-differential equations is to
work in Fourier space. The problem then reduces to finding the precise location
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of a complex resonant frequency, as a pole in Fourier space. To begin, we dif-
ferentiate (22) and substitute it into (24), obtaining a decoupled, second order
integro-differential equation for Q−:
Q¨− + (Ω
2 + µ2)Q− = −g2
∫ t
s
ds′Q−(s
′)η(s− s′) . (28)
We then define the Fourier transform Q−(s) =
1
2πi
∫∞
−∞dωQ
−
ω e
iω(t−s), and use
the definition η(s−s′) =
∫∞
0
dω ωI(ω) sinω(s−s′) (implicit in Eq. (21)) to obtain∫ ∞
−∞
dω eiω(t−s)
[
Q−ω
(
Ω2 − ω2
(
1 + g2λ(ω2)
))
− g
2
2
ωI(|ω|)P
∫ ∞
−∞
dω′
Q−
ω′
ω′ − ω
]
= 0 ,
(29)
where we have combined the µ2 =
∫∞
0
dω I(ω) term with the contribution from
the lower limit of the s′ integral to form the frequency re-normalization term
λ(ω2) ≡ P
∫ ∞
0
dω′
I(ω′)
ω′2 − ω2 . (30)
The P in front of the integral sign denotes the Cauchy principal value. We assume
that λ(ω2) << 1
g2
.
The crux of the problem now appears to be the Hilbert transform in the
rightmost term of (29). The Hilbert transform has the property that
P
∫ ∞
−∞
dω′
ω′ − ω
1
ω′ − (x+ iy) = −iπ sgn(y)
1
ω − (x+ iy) . (31)
With this in mind, we choose the ansatz
Q−ω =
A
ω − (Ω¯ + iγ) (32)
for some Ω¯ and γ > 0 to be determined, and A a constant to be fitted to boundary
conditions. Equation (29) then becomes∫ ∞
−∞
dω
eiω(t−s)
ω − (Ω¯ + iγ)
(
ω2(1 + g2λ)− Ω2 − iπg
2
2
ωI(|ω|)
)
= 0 . (33)
We now invoke our assumption that g
2
Ω
is a small quantity, and require
further that the spectral density I(ω) is always much smaller than Ω
g2
, and is
slowly varying near ω = Ω. With these conditions, we can choose
γ =
πg2
4
I(Ω)
Ω¯ =
Ω√
1 + g2λ(Ω2)
,
(34)
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and take the Q−ω chosen in (32) as the leading term of a Born series in powers of
g2
Ω
†. The first order correction to Q−(s) will then be
Ag2
4πiΩ
∫ ∞
−∞
dω
eiω(t−s)
ω − Ω¯− iγ
(
iπω
2
(
I(Ω)− I(|ω|)
)
+ ω2
(
λ(ω2)− λ(Ω2)
))
×
(
1
ω − Ω¯− iγ −
1
ω + Ω¯− iγ
)
.
(35)
The poles at ±Ω¯ + iγ contribute “corrections” that may be absorbed into the
zeroth order solution. For a wide range of possible spectral densities having
no sharp peaks near ω = Ω, the remaining correction will indeed be small. In
particular, we can have a gradual cut-off at high frequencies, which is typical of
realistic spectral densities.
We can substitute Ω¯ → −Ω¯ and the preceding remarks will remain valid.
With our assumptions about g2 and I(ω), then, we have the approximate solution
to (28)
Q−(s) ≃ AeiΩ¯(t−s)eγ(s−t) + A¯e−iΩ¯(t−s)eγ(s−t) , (36)
valid up to corrections of order γ
Ω
.
This solution is anti-damped, growing exponentially with time. Such be-
haviour is usually considered unphysical, but the usual reasons for forbidding
such solutions do not apply in this case. Despite the fact that Q−(s) is treated
similarly to a position variable, it is really a measure of the departure from diag-
onality in the position basis of the oscillator’s density matrix, and it is Q+ that
represents the oscillator’s mean displacement. Furthermore, (28) is not really a
classical equation of motion, but rather a tool for computing the evolution of a
quantum mechanical system. In classical mechanics, where one’s only boundary
conditions must apply at the initial time, there is no natural way to get finite
results from a “runaway” solution; but in quantum mechanics there is always a
final time, with its own boundary conditions, to which growing solutions may
be made to conform. And in this case, the anti-damped behaviour of (36) is the
essential feature responsible for establishing canonical thermal equilibrium, which
has long been known to occur in the limit where g
2
Ω
→ 0 but γt→∞[8].
† This series may be constructed by replacing I(ω) with a sum over closely spaced
delta functions. (A continuous spectral density is realistic only as an approxima-
tion for such a discrete spectrum, anyway.) Representing the delta functions as
ǫ
(ω−ωn)2+ǫ2 then allows us to use (31) repeatedly, order by order.
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We now turn to Eq. (23), differentiating it and applying (25). We obtain
the damped and driven oscillator equation
Q¨++(Ω
2+µ2)Q+− g2
∫ s
0
ds′Q+(s
′)η(s− s′) = ig2
∫ t
0
ds′Q−(s
′)ν(s− s′) . (37)
The homogeneous part of (37) is simply the equation formed by substituting
(t− s)→ s in (28). We therefore have the free (approximate) solutions
Q0+(s) ≃ Be−iΩ¯se−γs + B¯eiΩ¯se−γs . (38)
The source on the RHS of (37) is given by (36) as
ig2
∫ t
0
ds′Q−(s
′)ν(s− s′) ≃
g2
2
∫ ∞
−∞
dω ω coth
βω
2
I(|ω|)eiωs
(
A
e(iΩ¯−γ)t − e−iωt
ω + Ω¯ + iγ
+ A¯
e(−iΩ¯−γ)t − e−iωt
ω − Ω¯ + iγ
)
.
(39)
For the particular solution, we presume that Q+(s) does behave as a damped
oscillator, and therefore consider the candidate
Qp+(s) =
g2
2
∫ ∞
−∞
dω
ωI(|ω|) coth βω
2
eiωs
(ω + Ω¯− iγ)(ω − Ω¯− iγ)
×
(
A
e−iωt − e(iΩ¯−γ)t
ω + Ω¯ + iγ
+ A¯
e−iωt − e(−iΩ¯−γ)t
ω − Ω¯ + iγ
)
≡
∫ ∞
−∞
dω eiωs(AQAω + A¯Q
A¯
ω ) .
(40)
We examine first the term proportional to A in the LHS of (37):
LHS(A) = A
∫ ∞
−∞
dω eiωs
(
QAω
(
Ω2 − ω2(1 + g2λ)
)
− g
2
2
ωI(|ω|)P
∫ ∞
−∞
dω′
QA
ω′
ω′ − ω
)
≃ A
∫ ∞
−∞
dω eiωs
[
QAω
(
Ω2 − ω2(1 + g2λ)
)
− g
4
4
ωI(|ω|)Ω¯ coth βΩ¯
2
I(|Ω¯|)
× P
∫ ∞
−∞
dω′
ω′ − ω
e−iω
′t − e(iΩ¯−γ)t
(ω′ + Ω¯ + iγ)(ω′ + Ω¯− iγ)(ω′ − Ω¯− iγ)
]
= A
∫ ∞
−∞
dω eiωs
[
QAω
(
Ω2 − ω2(1 + g2λ)
)
+ ig2γω
I(|ω|)Ω¯ coth βΩ¯
2
(e(iΩ¯−γ)t − e−iωt)
(ω + Ω¯ + iγ)(ω + Ω¯− iγ)(ω − Ω¯− iγ)
]
≃ Ag
2
2
∫ ∞
−∞
dω eiωs
e(iΩ¯−γ)t − e−iωt
ω + Ω¯ + iγ
,
(41)
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neglecting terms of O( g2
Ω
). In (41) we have twice used the facts that 1
(ω+Ω¯)2+γ2
is
sharply peaked around ω = −Ω¯, and that ω coth βω
2
I(|ω|) is smooth in the same
region. We have also invoked similar approximations to those used in deriving
(36).
Adding the similar term proportional to A¯, and comparing the sum with (39),
we can see that (40) does indeed satisfy (37) to leading order in g
2
Ω¯
. Evaluating
(40), once again using the fact that 1
(ω±Ω¯)2+γ2 is sharply concentrated, we find
that∫ ∞
−∞
dωQAω e
iωs ≃
− iπg2Ω¯ coth βΩ¯
2
I(Ω¯)
(
e(iΩ¯−γ)(t−s)
4iγΩ¯
− e
(iΩ¯(t−s)−γ(t+s)
4iγΩ¯
+
e(iΩ¯−γ)(t+s)
4Ω¯2
)
.
(42)
But the decaying terms in (42) are solutions to the homogeneous equation, and
may be absorbed into (38). Including the similar term proportional to A¯ (with
a change of sign because coth βΩ¯
2
is odd), we therefore write the approximate
solution
Q+(s) ≃ (Be−iΩ¯s+B¯eiΩ¯s)e−γs−coth βΩ¯
2
(AeiΩ¯(t−s)−A¯e−iΩ¯(t−s))e−γ(t−s) . (43)
Using (36) and (43) in (22) and (23), we find
iP−(s) ≃Ω(AeiΩ¯(t−s)eγ(s−t) − A¯e−iΩ¯(t−s)eγ(s−t))
iP+(s) ≃− Ωcoth βΩ¯
2
(
AeiΩ¯(t−s) + A¯e−iΩ¯(t−s)
)
e−γ(t−s)
+ (Be−iΩ¯s − B¯eiΩ¯s)e−γs .
(44)
We can now impose the boundary conditions of (27):
√
2Ωαi ≃ Ω
(
(1− coth βΩ¯
2
)Ae(iΩ¯−γ)t +B
)
√
2Ωα′f ≃ Ω
(
−(1 + coth βΩ¯
2
)A+Be(−iΩ¯−γ)t
)
√
2Ωα¯f ≃ Ω
(
(1 + coth
βΩ¯
2
)A¯+ B¯e(iΩ¯−γ)t
)
√
2Ωα¯′i ≃ Ω
(
(coth
βΩ¯
2
− 1)A¯e(−iΩ¯−γ)t + B¯
)
.
(45)
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In the thermal limit where e−γt → 0 and g2
Ω
→ 0, these imply
A = −
√
2
Ω
α′f
coth βΩ¯
2
+ 1
A¯ =
√
2
Ω
α¯f
coth βΩ¯
2
+ 1
B =
√
2
Ω
αi
B¯ =
√
2
Ω
α¯′i .
(46)
Using (46) and (11), we now obtain
α(t) = e−βΩ¯α′f
α¯′(t) = e−βΩ¯α¯f
α′(0) = αi
α¯(0) = α¯′i .
(47)
Applying these results to (26), we find the propagator
J =
1
Z
exp
(
α¯′iαi + e
−βΩ¯α¯fα
′
f
)
, (48)
where Z will turn out to be the partition function of the canonical ensemble.
Using (14), we find that the final state of the oscillator has the density matrix
ρ(α¯, α) =
1
Z
exp
(
e−βΩ¯α¯α
)
,
which is the canonical ensemble in coherent state variables, regardless of the initial
state. We may translate this result into the standard energy representation, using
(15) to discern
Kklmn(t) = (1− e−βΩ¯)δkle−mβΩ¯δmn +O(g
2
Ω
) +O(e−γt) ,
which implies that
ρmn(t) ≃ (1− e−βΩ)δmne−mβΩ . (49)
(Although Ω¯ = Ω + O( g2
Ω
), one might be concerned that for low temperatures,
where β becomes arbitrarily large, βg2λ(Ω2) would not be small, so that it would
be wrong to write Ω instead of Ω¯ in (49). But because g2 << Ω, regardless of
temperature, βg2 can only be non-negligible when βΩ is so large that e−βΩ¯ ≃
15
e−βΩ ≃ 0. Hence the distinction between Ω and Ω¯ is not discernible in the final
state, within the limits of our approximations.)
We therefore conclude that a harmonic oscillator, weakly damped by cou-
pling to an environment with slowly varying spectral density, is inexorably driven
to thermal equilibrium on the thermal time scale t ∼ 1
γ
. This extends the result
of Reference [7], where the path integral in position variables was used to obtain
thermalization for a weakly coupled environment with ohmic spectral density. (In
our velocity coupled model, this would be equivalent to constant I(ω). Reference
[7] notes that more general dissipative environments can induce thermalization,
but does not treat them explicitly.) We conclude this section by emphasizing
that, in the case of the single oscillator coupled to a bath, it is the long time
scale that makes the thermal effects of the bath dominate the system, and it is
weak coupling and slowly varying spectral density that effectively prevent the
environment from communicating to the system any information other than its
temperature, and so guarantee the canonical thermal behaviour.
III. BLACK BODY RADIATION
A. Setting up the model
We now present our main result. When a massless field is weakly coupled
to an environment which is confined to a finite region of space, modes with wave-
lengths long compared to the coupling tend to be reflected at the boundaries of
this region, but shorter wavelength quanta may experience negligible reflection.
When the thickness of the region is large compared to the coupling, transmis-
sion through it is also negligible, and the quanta are absorbed — and emitted
as thermal radiation. After the initial time s = 0, when the field and its envi-
ronment are uncorrelated, this radiation propagates outwards from the absorbing
region; but behind a wavefront region whose width is on the order of the inverse
square of the coupling, it is time-independent†. While a coloured environment
† Cooling of the emitting medium is not considered in this section.
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(i.e., one with slowly varying spectral density I(ω)) may be analysed by straight-
forwardly extending the approach of Section II, for simplicity in this Section we
consider an ohmic spectral density (I(ω) = 1). The environment we discuss thus
represents a black body, absorbing all frequencies (above the reflection regime)
indiscriminately.
Also for simplicity, we consider a scalar field in 1 + 1 dimensions; the ex-
trapolation to a vector field in 3 + 1 dimensions is straightforward enough, but
will only be touched on in this paper. We let our spatial co-ordinate x ∈ [−Λ,Λ],
and impose periodic boundary conditions on the field φ. (We will eventually let
Λ→∞, of course, but this infrared regulator will turn out to be convenient.) The
black body is placed at the origin, filling the region −L < x < L with a uniform
medium consisting of independent ohmic heat baths at every point, minimally
coupled to the field‡. The Hamiltonian is
Hˆ =
1
2
∫ Λ
−Λ
dx
(
Πˆ2(x) + ∂xφˆ
2(x)
)
+
∫ L
−L
dx
∫ ∞
0
dω
((
pˆω(x)− gφˆ(x)
)2
+ ω2qˆ2ω(x)
)
.
(50)
Once again, we assume that g2 is very small compared to an infrared cut-off
frequency Ω.
Define creation and annihilation operators by
aˆn =
∫ Λ
−Λ
dx
2
√
|n|π
e−i
npi
Λ
x
(∣∣nπ
Λ
∣∣φˆ(x) + iΠˆ(x)) ,
so that [aˆn, aˆ
†
m] = δmn, and then introduce the Bargmann-Fock variables αn(s)
and α¯n(s). (For the mode n = 0, we are proceeding as though the field had an
infinitesimal IR regulating mass ǫ << π
Λ
, so that
nπ
Λ
→
{ nπ
Λ
, n 6=0
ǫ , n =0 ;
but we will keep this replacement implicit for brevity.) Introduce as well the
primed variables α′n(s), α¯
′
n(s) needed to express a mixed state of the field.
‡ Attaching an independent bath to every point is an approximation, valid for
sufficiently long wavelengths, as discussed in Section IV. Similar models, at zero
temperature, have been discussed in References [12] and [13].
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In this section we once again use a path integral with an influence functional
to derive a propagator, similar to that in (14), but for the density operator of the
scalar field:
ρ[α¯fm, α
′f
n ; t] ≡ 〈α¯fm| ρˆ(t)|α′fn 〉
=
∫ ∞∏
k,l=−∞
dαikdξ¯k
2πi
dα¯′il dξl
2πi
e
−
∑
k
(ξ¯kα
i
k
+α¯′i
k
ξk)
× J [αik, α¯′il , α¯fm, α′fn ; t] ρ[ξ¯k, ξl; 0] ,
(51)
where |α′fn 〉 is shorthand for the infinite tensor product state
∏∞
n=−∞|α′fn 〉, and
likewise for the bra.
The propagator J may be computed from a path integral somewhat similar
to (17):
J [αik, α¯′il , α¯fm, α′fn ; t] =
∫
DφDφ′DΠDΠ′ ei(A+B+V ) , (52)
where the field variables φ(x, s) and Π(x, s) are defined from the Bargmann-Fock
variables according to
αm(s) =
∫ Λ
−Λ
dx
2
√
|m|π
e−im
pix
Λ
(
|mπ
Λ
|φ(x, s) + iΠ(x, s)
)
α¯m(s) =
∫ Λ
−Λ
dx
2
√
|m|π
eim
pix
Λ
(
|mπ
Λ
|φ(x, s)− iΠ(x, s)
)
.
(53)
The primed version of (53) defines φ′ and Π′. The boundary conditions implicit
in (52) are as follows:
αm(0) =
∫ Λ
−Λ
dx
2
√
|m|π
e−im
pix
Λ
(
|mπ
Λ
|φ(x, 0) + iΠ(x, 0)
)
= αim ;
α¯m(t) =
∫ Λ
−Λ
dx
2
√
|m|π
eim
pix
Λ
(
|mπ
Λ
|φ(x, t)− iΠ(x, t)
)
= α¯fm ;
α¯′m(0) =
∫ Λ
−Λ
dx
2
√
|m|π
eim
pix
Λ
(
|mπ
Λ
|φ′(x, 0)− iΠ′(x, 0)
)
= α¯′im ;
α′m(t) =
∫ Λ
−Λ
dx
2
√
|m|π
e−im
pix
Λ
(
|mπ
Λ
|φ′(x, t) + iΠ′(x, t)
)
= α′fm .
(54)
The boundary term B in (52) is most briefly written as
B = 1
2i
∞∑
m=−∞
(
α¯fmαm(t) + α¯n(0)α
i
n + α¯
′i
nα
′
n(0) + α¯
′
n(t)α
′f
n
)
, (55)
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where the boundary values of the α’s may be found from the boundary values of
the φ’s and Π’s using (53). As in Section II, the action term in the path integral
is of the usual pq˙−H form (up to a boundary term), minus a like term in primed
variables:
A =1
2
∫ t
0
ds
∫ Λ
−Λ
dx
(
Πφ˙− φΠ˙− Π′φ˙′ + φ′Π˙′ − Π2 +Π′2 − ∂xφ2 + ∂xφ′2
)
=
1
2
∫ t
0
ds
∫ Λ
−Λ
dx
(
Π+φ˙− +Π−φ˙+ − φ+Π˙− − φ−Π˙+
2
− Π+Π− − ∂xφ+∂xφ−
)
,
(56)
where we introduce the linear combinations φ± = φ± φ′ and Π± = Π±Π′.
Because the heat baths coupled to the field at each point are independent,
the influence phase V is simply an integral of influence phases similar to (21)
(with I(ω) set equal to one and some simplification via integration by parts, as
in Reference [11]):
V = ig
2
8
∫ t
0
ds
∫ t
0
ds′
∫ L
−L
dxφ−(x, s)φ−(x, s
′)
∫ ∞
−∞
dω ω coth
βω
2
eiω(s−s
′)
− πg
2
4
∫ t
0
ds
∫ L
−L
dx φ˙+(x, s)φ−(x, s)
− πg
2
4
∫ L
−L
dxφ+(x, 0)φ−(x, 0) .
(57)
Since we will once again be interested in the case where g2 is small, we will
neglect the last term in (57), on the grounds that it will produce only negligible
perturbations on the solutions to the field equations. The black body is here
assumed to have a uniform initial temperature 1
kBβ
, and the limits on the integral
over ω are meant to be taken to infinity only after all other integrations have been
performed.
The exponent of the integrand in (52) is thus quadratic, and the propagator
J is proportional to the value of the integrand when this exponent is extremized,
subject to the boundary conditions. Once again, A+V vanishes on shell, and the
propagator is given by
J [αik, α¯′il , α¯fm, α′fn ; t] = 1Z e
iB
∣∣
0 . (58)
19
The Euler-Lagrange equations for this extremum are
φ˙−(x, s) = Π−(x, s) (59)
φ˙+(x, s) = Π+(x, s) (60)
Π˙−(x, s) =
d2
dx2
φ−(x, s) +
πg2
2
θ(L− |x|)φ˙−(x, s) (61)
Π˙+(x, s) =
d2
dx2
φ+(x, s)− πg
2
2
θ(L− |x|)φ˙+(x, s)
+
ig2
2
∫ t
0
ds′ φ−(x, s
′)
∫ ∞
−∞
dω ω coth
βω
2
eiω(s−s
′) . (62)
Differentiating (59) and (60), and employing the results in (61) and (62), we
obtain the second order equations
φ¨− − d
2
dx2
φ− − πg
2
2
θ(L− |x|)φ˙− = 0 (63)
φ¨+ − d
2
dx2
φ+ +
πg2
2
θ(L− |x|)φ˙+ =
ig2
2
∫ t
0
ds′ φ−(x, s
′)
∫ ∞
−∞
dω ω coth
βω
2
eiω(s−s
′) . (64)
B. Solving the equations of motion
We will find solutions to (63) and (64) that are complex exponentials in time
and space. We begin with (63), and consider a solution of the form
φ−(x, s) = e
−iks


L+e
ikx + L−e
−ikx x ∈ [−Λ,−L]
M+e
iκx +M−e
−iκx x ∈ [−L,L]
R+e
ikx +R−e
−ikx x ∈ [L,Λ] ,
(65)
where k is a complex frequency to be determined. From (63), we see that κ must
satisfy
κ2 = k2 − iπg
2
2
k = (k − iπg
2
4
)2 ×
(
1 +O( g
4
k2
)
)
. (66)
To be a saddlepoint of the path integral, the solution prescribed by (65)
must be C1 everywhere. We must therefore match both φ− and
d
dx
φ− as we
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approach x = ±L from either side. It is easy to see from the discontinuity in the
wavenumber implied by (66) that there will be reflection at the boundary, with
reflection co-efficient of order g
2
k
. This implies that there is really no such thing
as a perfect absorber, since below some threshold frequency there will always be
significant reflection. Nevertheless, if we restrict our attention to field modes with
frequencies above an infrared cut-off Ω, such that g2 << Ω, then we can neglect
reflection, and consider our black body to absorb perfectly at all frequencies of
interest. Satisfying the periodic boundary conditions at x = ±Λ forces k to
assume a discrete set of values. Imposing these constraints on L±, M±, and R±,
we find the most convenient parametrization of the general solution, above the
IR cut-off, to be given approximately by
φ−(x, s) =
∑
|n|pi
Λ
>Ω
ei
npi
Λ
x
(
Bnfn(x)e
−i|npi
Λ
|s+B¯nfn(−x)ei|npiΛ |s
)
eγs+O(g
2
Ω
) , (67)
where
fn(x) = f(x sgn(n) )
f(x) =


e−(Γ+γ)Le−γx − Λ < x < −L
eΓx − L < x < L
e(Γ+γ)Le−γx L < x < Λ
=
1
f(−x) .
(68)
The attenuation co-efficients γ ≡ πg2
4
L
Λ
and Γ ≡ πg2
4
Λ−L
Λ
are defined so that f is
indeed periodic.
The general solution to the homogeneous part of (64) is of the same form
as φ−(x,−s). The driven solutions, using the source φ−(x, s′) as given by (67),
may be found by the usual Fourier technique. Once again discarding from this
particular solution terms which are actually free solutions, we obtain the general
approximate solution
φ+(x, s) ≃
∑
|npi
Λ
|>Ω
ei
npi
Λ
x
(
Bnfn(−x)e−i|npiΛ |s + B¯nfn(x)ei|npiΛ |s
)
e−γs
−
∑
|npi
Λ
|>Ω
ei
npi
Λ
x coth
β|n|π
2Λ
(
Anfn(x)e
−i|npi
Λ
|s − A¯nfn(−x)ei|npiΛ |s
)
eγs ,
(69)
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where the “≃” means that we have neglected corrections of order g2
Ω
, as well as
all modes with frequency less than Ω.
Using (69) in (59) and (60), and dropping terms of order γ
Ω
, we find also
iΠ−(x, s) ≃
∑
|npi
Λ
|>Ω
∣∣nπ
Λ
∣∣einpiΛ x(Anfn(x)e−i|npiΛ |s − A¯nfn(−x)ei|npiΛ |s)eγs
iΠ+(x, s) ≃
∑
|npi
Λ
|>Ω
∣∣nπ
Λ
∣∣einpiΛ x(Bnfn(−x)e−i|npiΛ |s − B¯nfn(x)ei|npiΛ |s)e−γs
−
∑
|npi
Λ
|>Ω
∣∣nπ
Λ
∣∣einpiΛ x coth β|n|π
2Λ
(
Anfn(x)e
−i|npi
Λ
|s + A¯nfn(−x)ei|npiΛ |s
)
eγs .
(70)
With regard to the neglect of modes below the IR cut-off Ω, note that these
modes still have solutions of the form (65), though with long wavelengths and
non-negligible reflection. When we return to the Bargmann-Fock variables using
(53), therefore, their contribution to the Fourier modes involved in the αm will
be negligible, for |mπ
Λ
| > Ω. Hence the infrared modes are effectively decoupled
from the absorbed modes, and as long as we restrict our final results to αm above
the cut-off, we can use (69) and (70) without concern for the absence or presence
of the infrared contributions.
This last argument hinges on the fact that a complex exponential e(ik±η)x,
with |η| << |k| so that the growth or decay of the function is only significant
over very many wavelengths, is primarily composed of Fourier modes eik
′x with k′
close to k. This statement may be made more explicit by considering the matrix
dmn ≡
∫ Λ
−Λ
dx
2Λ
ei(n−m)
pix
Λ fn(x)
=
e±ΓLei
(n−m)pi
Λ
L − e∓ΓLe−i (n−m)piΛ L
2iΛ
(
1
(n−m)π
Λ
± iγ
− 1
(n−m)π
Λ
∓ iΓ
)
,
(71)
where we take the upper (lower) of the ± signs for n > 0 (n < 0). This matrix is
quasi-diagonal — predominantly concentrated within a distance |m− n| ∼ ΓΛ of
the diagonal. If we let g
2
Ω
→ 0 while keeping ΓL finite, it approaches the Kronecker
delta. In fact, the case where g
2
Ω
eΓL is not small can also be encompassed, since
the large factor eΓL will cancel in our final results, leaving the contributions from
off-diagonal elements of dmn still suppressed by
g2
Ω
. This will also ensure that
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reflection terms ignored in (67) remain negligible, despite the fact that some will
have amplitudes of order eΓL.
The quasi-diagonality of dmn will be of crucial importance in the remainder
of this paper. We will use it to construct an approximation whereby modes of
all frequencies above the IR cut-off are slowly modulated, so that they effectively
vanish in large regions of space, but retain well-defined wavelengths in the regions
where they do not. It is in this manner that we will identify thermal radiation
of all frequencies propagating outwards from our model black body. The “no
reflection” condition that g
2
Ω
<< 1 thus turns out to have additional simplify-
ing consequences far beyond making reflection negligible. As in Section II, it is
weak coupling and slowly varying spectral density that lead to canonical thermal
behaviour; the non-reflectivity of a black body is simply a sign that the weak
coupling limit applies.
We can now re-combine φ± and Π± into the Bargmann-Fock α variables, hav-
ing effectively used the other variables to de-couple the Bargmann-Fock equations
of motion. Combining (69) and (70) with the definition (53), assuming |mπ
Λ
| > Ω,
and then using |n|dmn ≃ |m|dmn, we deduce the following approximate solutions
for the Bargmann-Fock variables:
αm(s) ≃
√
|m|π
∞∑
n=−∞
e−i|
npi
Λ
|s
(
−dmn(coth β|n|π
2Λ
− 1)eγsAn + d∗mne−γsBn
)
α′m(s) ≃
√
|m|π
∞∑
n=−∞
e−i|
npi
Λ
|s
(
−dmn(coth β|n|π
2Λ
+ 1)eγsAn + d
∗
mne
−γsBn
)
α¯m(s) ≃
√
|m|π
∞∑
n=−∞
ei|
npi
Λ
|s
(
d∗mn(coth
β|n|π
2Λ
+ 1)eγsA¯n + dmne
−γsB¯n
)
α¯′m(s) ≃
√
|m|π
∞∑
n=−∞
ei|
npi
Λ
|s
(
d∗mn(coth
β|n|π
2Λ
− 1)eγsA¯n + dmne−γsB¯n
)
.
(72)
Once again, the dotted equality sign indicates that these equations are valid up
to corrections of order g
2
Ω
.
C. Boundary conditions
We must now constrain An, A¯n, Bn, B¯n to meet the boundary conditions of
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(54). We begin with An and Bn. The constraints on αm(0) and α
′
m(t) may be
decoupled by defining
An =
1
coth β|n|π
2Λ
+ 1
∞∑
k=−∞
(
ei|
npi
Λ
|td−1nk e
−γtCk − d−1nkDk
)
Bn =
∞∑
k=−∞
(
ei|
npi
Λ
|td∗−1nk e
γtCk − e−β|kpiΛ |d∗−1nk Dk
)
.
(73)
Using the quasi-diagonality of dmn, we can see that its inverse is given approxi-
mately by
d−1nm
(
1 +O(g
2
Ω
)
)
=
∫ Λ
−Λ
dx
2Λ
ei(n−m)
pix
Λ fn(x) , (74)
since the matrix product
∑
n
dmnd
−1
nk will, for |nπΛ | > Ω, be dominated by contri-
butions where m, n, and k all have the same sign. This allows us to substitute
fn(x)→ fm(x) or fk(x) with negligible error.
The inverse of dmn is thus nearly diagonal as well, and so d
∗−1
nk e
−β |k|pi
Λ ≃
d∗−1nk e
−β |n|pi
Λ (since if β is large enough for Γβ to be non-negligible, then e−βΩ → 0
and the whole term is negligible). This allows us to write the decoupled conditions
αim ≃
√
|m|π
∑
k,n
(
d∗mne
i
|n|pi
Λ
td∗−1nk e
γt − dmne−β
|n|pi
Λ ei
|n|pi
Λ
td−1nk e
−γt)Ck
α′fm ≃
√
|m|π
∑
k,n
(
dmne
−i |n|pi
Λ
td−1nk e
γt − d∗mne−β
|n|pi
Λ e−i
|n|pi
Λ
td∗−1nk e
−γt)Dk .
(75)
We can expand (75) into
αim ≃
√
|m|π
∑
k,n
Ck
∫ Λ
−Λ
dxdy
(2Λ)2
ei(mx−ky)
pi
Λ e−
ipin
Λ
(x−y−t sgn(n) )
×
(
fn(x)fn(−y)eγt − fn(−x)fn(y)e−β
|n|pi
Λ e−γt
)
≃
√
|m|π
∑
k
Ck
∫ Λ
−Λ
dx
2Λ
ei(m−k)
pix
Λ ei|k|
pit
Λ
(
Gm(x, t)− e
−β |m|pi
Λ
Gm(x, t)
)
α′fm ≃
√
|m|π
∑
k
Dk
∫ Λ
−Λ
dx
2Λ
e−i(m−k)
pix
Λ e−i|k|
pit
Λ
(
Gm(x, t)− e
−β |m|pi
Λ
Gm(x, t)
)
,
(76)
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where Gm(x, t) ≡ eγtfm(x)fm(−x+ t sgn(m) ) (continuing f periodically beyond
[−Λ,Λ]). These last two lines are obtained via another quasi-diagonal approxi-
mation: because the dominant contributions to (75) come from the terms where
m, n, and k are all within ΓΛ of each other, and therefore (for |mπ
Λ
| > Ω) all have
the same signs, we can switch fn → fm, and |n| → n sgn(m) or n sgn(k) , and
incur errors of order g
2
Ω
at worst. This type of approximation will be used re-
peatedly hereafter, drastically simplifying several matrix inversions. In effect, the
only reason not to treat dmn as a delta function is that, for large enough t, e
inpi
Λ
t
can vary significantly over its otherwise negligible width. For sufficiently small
g2
Ω
, this quasi-diagonal approximation is accurate and natural. At the quantum
level, the quasi-diagonal approximation is the ideal black body approximation.
Applying this approximation again allows us to invert (76), obtaining
Ck ≃
∑
m
αim√
|m|π
∫ Λ
−Λ
dx
2Λ
ei(k−m)
pix
Λ e−i|k|
pit
Λ
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
Dk ≃
∑
m
α′fm√
|m|π
∫ Λ
−Λ
dx
2Λ
e−i(k−m)
pix
Λ ei|k|
pit
Λ
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
.
(77)
Note that the function Gm(x, t) = G(x sgn(m) , t), where for t > 2L
G(x, t) = f(x)f(−x+ t)eγt =


1 , x ∈ [−Λ,−L]
e
pi
4
g2(L+x) , x ∈ [−L,L]
e
pi
2
g2L , x ∈ [L, t− L]
e
pi
4
g2(L+t−x) , x ∈ [t− L, t+ L]
1 , x ∈ [t+ L,Λ]
(78)
For t < 2L, we have instead
G(x, t) = f(x)f(−x+ t)eγt =


1 , x ∈ [−Λ,−L]
e
pi
4
g2(L+x) , x ∈ [−L, t− L]
e
pi
2
g2t , x ∈ [t− L,L]
e
pi
4
g2(L+t−x) , x ∈ [L, t+ L]
1 , x ∈ [t+ L,Λ]
(79)
As long as L and t are both sufficiently large, the differences between the two
cases (78) and (79) turn out to be insignificant.
25
Applying another quasi-diagonal approximation in combining (72), (73), and
(77), we obtain the boundary values
αm(t) ≃ e−i
|m|pi
Λ
t
√
|m|π
∑
k
αik√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(m−k)
pix
Λ (1− e−β |k|piΛ )
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
+
√
|m|π
∑
k
α′fk√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(k−m)
pix
Λ e−β
|k|pi
Λ
(
Gk(x, t)− 1Gk(x,t)
)
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
α′m(0) ≃ ei
|m|pi
Λ
t
√
|m|π
∑
k
α′fk√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(k−m)
pix
Λ (1− e−β |k|piΛ )
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
+
√
|m|π
∑
k
αik√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(m−k)
pix
Λ
(
Gk(x, t)− 1Gk(x,t)
)
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
.
(80)
In a similar manner, we also obtain
α¯m(0) ≃ e−i
|m|pi
Λ
t
√
|m|π
∑
k
α¯fk√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(m−k)
pix
Λ (1− e−β |k|piΛ )
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
+
√
|m|π
∑
k
α¯′ik√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(k−m)
pix
Λ
(
Gk(x, t)− 1Gk(x,t)
)
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
α¯′m(t) ≃ ei
|m|pi
Λ
t
√
|m|π
∑
k
α¯′ik√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(k−m)
pix
Λ (1− e−β |k|piΛ )
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
+
√
|m|π
∑
k
α¯fk√
|k|π
∫ Λ
−Λ
dx
2Λ
ei(m−k)
pix
Λ e−β
|k|pi
Λ
(
Gk(x, t)− 1Gk(x,t)
)
Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
.
(81)
Using (80) and (81) in (55) and (58), we find the density matrix propagator
J to be given by
J [αik, α¯′im,α¯fm, α′fk ; t] =
1
Z
exp
∑
l,m
(
α¯fl α
i
mTlm + α¯
′i
l α
′f
mT
′
lm + α¯
f
l α
′f
mElm + α¯
′i
l α
i
mAlm
)
,
(82)
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where
Tlm ≃ e−i
|l|pi
Λ
t
∫ Λ
−Λ
dx
2Λ
ei(l−m)
pix
Λ (1− e−β |m|piΛ )
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
T ′lm ≃ ei
|m|pi
Λ
t
∫ Λ
−Λ
dx
2Λ
ei(l−m)
pix
Λ (1− e−β |m|piΛ )
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
Elm ≃
∫ Λ
−Λ
dx
2Λ
ei(m−l)
pix
Λ e−β
|m|pi
Λ
(
Gm(x, t)− 1Gm(x,t)
)
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
Alm ≃
∫ Λ
−Λ
dx
2Λ
ei(l−m)
pix
Λ
(
Gm(x, t)− 1Gm(x,t)
)
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
.
(83)
These matrices are obtained using one new kind of quasi-diagonal approximation,
which may be illustrated by writing
Tlm ≃ e−i
lpi
Λ
t sgn(m)
∫ Λ
−Λ
dx
2Λ
ei(l−m)
pix
Λ (1− e−β |m|piΛ )
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
= e−i
|m|pi
Λ
t
∫ Λ
−Λ
dx
2Λ
ei(m−l)
pix
Λ (1− e−β |m|piΛ )
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
≃ e−i
|m|pi
Λ
t
∫ Λ
−Λ
dx
2Λ
ei(m−l)
pix
Λ (1− e−β |l|piΛ )
Gl(x, t)− e
−β
|l|pi
Λ
Gl(x,t)
= Tml ,
(84)
by substituting x→ x− (x− t sgn(m) ) and observing that Gm(−x+ t sgn(m) ) =
Gm(x, t). (The last step in (84) invokes the kind of quasi-diagonal approximation
already introduced in (74).)
Equations (82) and (83) provide us with the propagator for the density
matrix of the modes above Ω of the massless scalar field, in the presence of a
black body at inverse temperature β, initially uncorrelated with the field. The
integrals in (83) do not seem to have closed form evaluations, but since T , T ′, A,
and E are all matrices formed by adding and multiplying matrices which are quasi-
diagonal, they must themselves also be quasi-diagonal. (The inverse of a quasi-
diagonal matrix is quasi-diagonal; one way of showing that this statement applies
in our case is to consider the massless field as the continuum limit of a lattice,
in which case all the matrices become finite dimensional, and the proposition is
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then elementary. One might be concerned that the diagonal entries of two quasi-
diagonal matrices could cancel when they are added, but the diagonal elements
of the matrices in (83) can be computed, and they are not of order g
2
Ω
.) The
quasi-diagonality of the matrices in (83) will permit us to interpret the black
body propagator J , by calculating some significant quantities to zeroth order in
g2.
C. Physical interpretation of the propagator
For convenience in explaining the significance of (82), we now give names
to some important spatial regions; these regions are illustrated in Figure 1. The
overlapping intervals [−(L + t), L] and [−L, (L + t)] will be referred to as the
left and right shadows of the black body. We define the penetration depth λ to
be the smallest length for which e−
pi
2
g4λ is negligibly small. The shadow regions
[−(L+ t),−(L+ t − λ)] and [(L+ t − λ), (L+ t)] are then called the penumbra,
while [−(L+ t−λ),−L] and [L, (L+ t−λ)] compose the umbra. The edge regions
[−L,−(L−λ)] and [(L−λ), L] are referred to as the skin of the black body, while
[−(L − λ), (L − λ)] forms the core. As long as both t and L are larger than λ,
the differences between the two forms of G(x, t) prescribed by (78) and (79) have
no effect on our identification of these regions, since these differences are clearly
insignificant in (83).
With these relevant regions in mind, a simple interpretation of the propa-
gator is immediately suggested by the forms of the four matrices in (83). We
observe that Gk(x, t) − 1Gk(x,t) vanishes for x outside the shadow of the black
body; it has support within the left shadow for k < 0, and within the right
shadow for k > 0. Emk therefore seems to refer to thermal emission outwards
from the black body, and Amk seems related to absorption of quanta that pass
into it. As well, (1−e−β |k|piΛ )[Gk(x, t)− e
−β
|k|pi
Λ
Gk(x,t)
]−1 effectively vanishes within the
umbral and black body zones, but equals unity outside the shadow. Tmk and T
′
mk
are therefore suggestive of ordinary, free field propagation in the regions causally
disconnected from the black body.
These impressions can be confirmed by some straightforward calculations
involving J . Firstly, we can consider the final state into which the vacuum
evolves under J , and show that all N-point correlation functions for this state
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are the same as those for uniform, unidirectional thermal radiation, as long as all
the N points are within the umbra of the same side of the black body’s shadow.
Secondly, we can show that the uniform thermal state at the temperature of the
black body evolves under J into itself. Finally, we can set the temperature of
the black body to zero, and obtain the “quantum wall effect” whereby quanta are
absorbed by the black body, without reflection. These three special cases suffice
to illustrate that (82) is indeed the correct quantum mechanical description of
the effect of a black body on a massless field.
The final state evolving from initial vacuum is found simply by setting αim =
α¯′im = 0 in (82):
ρ0[α¯m, αk; t] =
1
Z
exp
∑
km
α¯mαkEmk . (85)
The correlation functions for products of operators φˆ(x1)...φˆ(xN)Πˆ(y1)...Πˆ(yM)
may be formed from the expectation values
〈 N∏
n=1
(∑
m
e−i
mpi
Λ
xn aˆ
†
mumn
2Λ
)
M∏
n=1
(∑
m
ei
mpi
Λ
yn aˆmvmn
2Λ
)〉
≡ 〈Oˆ〉 , (86)
where umn, vmn are the factors (
|m|π
Λ
)±
1
2 applicable to either φˆ or Πˆ. This ex-
pectation value may be computed by twice completing “squares”† in a Gaussian
integral:
〈Oˆ〉 =
∫ ∏
j
dαjdα¯jdβjdβ¯j
(2πi)2
e
∑
l
(α¯lβl+β¯lαl)ρ0[α¯l, αm; t]〈β¯j |Oˆ|βj〉
=
[(
N∏
n=1
d
dKn
)(
M∏
n=1
d
dK¯n
)
exp
1
2Λ
N∑
n=1
M∑
m=1
K¯mUmnKn
]
Kn=K¯n=0
,
(87)
where
Umn =
∑
kl
e−i
kpi
Λ
xnukn[(1− E)−1 − 1]klei lpiΛ ymvlm
≃
∑
k
ei
kpi
Λ
(ym−xn)vkmukn
[
1− 1
G2k(xn, t)
]
e−β
|k|pi
Λ
1− e−β |k|piΛ
.
(88)
† Actually, bilinears in Bargmann-Fock variables are not squares, since α¯ and α
are not complex conjugates, but the procedure is exactly analogous to the usual
method of manipulating quadratic exponents.
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We derive this by using quasi-diagonality to write
(1− E)−1kl ≃
∫ Λ
−Λ
dx
2Λ
ei(k−l)
pix
Λ
Gl(x, t)− e
−β
|l|pi
Λ
Gl(x,t)
Gl(x, t)
(
1− e−β |l|piΛ
) . (89)
The expectation value (87) can be computed similarly (and trivially) for
states of uniform, isotropic thermal radiation, as well as for uniform thermal
radiation travelling in one direction only. These states imply U kernels analogous
to that of (88), which are
Umn =
∞∑
k=−∞
ei
kpi
Λ
(ym−xn) 1
eβ
|k|pi
Λ − 1
uniform, isotropic
Umn =
0∑
k=−∞
ei
kpi
Λ
(ym−xn) 1
eβ
|k|pi
Λ − 1
uniform, left-directed
Umn =
∞∑
k=0
ei
kpi
Λ
(ym−xn) 1
eβ
|k|pi
Λ − 1
uniform, right-directed .
(90)
By comparing (88) with (90) and referring to (78), we can therefore see that, as
far as measurements made outside the shadow of the black body are concerned,
the state represented by ρ0[α¯l, αm; t] is indistinguishable from the vacuum; with
measurements made in the left (right) umbra, it is indistinguishable from the
state where only left-moving (right-moving) modes are thermally populated; and
for measurements inside the core of the body, it is indistinguishable from isotropic
thermal radiation. (The asymmetry in (87) between the xn and yn is actually
spurious, since Gl(x, t) differs appreciably from Gl(y, t) only if |x− y| ∼ 1g2 , but
the thermal kernel defined by the sum over ± lπ
Λ
> Ω decays at least as fast as
1
(x−y) . The asymmetry therefore contributes terms of order g
2, which must be
disregarded to be consistent in our ideal black body approximation.)
For our second illustration, we compute the final state which evolves from
the thermal state at the black body temperature. This initial state has density
operator
ρβ[ξ¯m, ξm; 0] =
1
Z
exp
∑
m
e−β
|m|pi
Λ ξ¯mξm , (91)
and using (51), integrating by completing the “square” twice, it evolves into
ρβ[α¯l, αm; t] =
1
Z
exp
∑
lm
α¯l[T · (eβ
|m|pi
Λ −A)−1 · T ′ +E]lmαm . (92)
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We can approximate
(eβ
|m|pi
Λ − A)−1lm ≃
∫ Λ
−Λ
dx
2Λ
ei(l−m)
pix
Λ
Gm(x, t)− e
−β
|m|pi
Λ
Gm(x,t)
Gm(x, t)(eβ
|m|pi
Λ − 1)
, (93)
which leads to
[T · (eβ
|m|pi
Λ −A)−1 · T ′]lm
≃ ei(m−l) sgn(m) pitΛ
∫ Λ
−Λ
dx
2Λ
ei(l−m)
pix
Λ
e−β
|m|pi
Λ (1− e−β |m|piΛ )
G2m(x, t)− e−β
|m|pi
Λ
=
∫ Λ
−Λ
dx
2Λ
ei(m−l)
pix
Λ
e−β
|m|pi
Λ (1− e−β |m|piΛ )
G2m(x, t)− e−β
|m|pi
Λ
.
(94)
We make this last step by again changing variables x→ −(x−t sgn(m) ) (wrapping
around periodically in the domain [−Λ,Λ]). It immediately follows that
[T · (eβ
|m|pi
Λ − A)−1 · T ′ + E]lm ≃ e−β
|m|pi
Λ δlm , (95)
which establishes the fact that
ρβ[α¯m, αm; t] = ρβ[α¯m, αm; 0] +O(g
2
Ω
) ,
as far as modes above the IR cut-off Ω are concerned. The canonical ensemble at
the temperature of the ideal black body is indeed the equilibrium state.
Finally, we can consider the evolution of a one-particle initial pure state,
in the non-emitting case where β → ∞, so that Elm → 0. Changing to the N-
particle basis by extracting the co-efficients of α¯′imα
i
n and α¯
f
mα
′f
n in J |β→∞, we
find that the final state evolving from the initial state
ρˆi =
∑
lm
ψilψ
f∗
m
∣∣ lπ
Λ
〉〈mπ
Λ
∣∣ ,
where | lπ
Λ
〉 denotes the one particle state with momentum lπ
Λ
, has the density
operator
ρˆf = F |0〉〈0|+ (1− F )
∑
l,m
ψfl ψ
f∗
m
∣∣ lπ
Λ
〉〈mπ
Λ
∣∣ , (96)
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where |0〉 denotes the vacuum and
F ≃ 1
Z
∑
lm
ψi∗l Almψ
i
m
ψfl ≃
1√
1− F
∑
m
Tlmψ
i
m
ψf∗m ≃ 1√
1− F
∑
l
ψi∗l T
′
lm .
(97)
In the limit β →∞, we have
Tlm
∣∣
β→∞ ≃ e
−i |l|pi
Λ
t
∫ Λ
−Λ
dx
2Λ
ei(m−l)
pix
Λ
G−l(x, t)
. (98)
This ensures that an initial state localized within the umbra on the left (right) side
of the black body evolves into a state in which right-moving (left-moving) modes
above the IR cut-off are negligibly excited. A state localized within the core of the
black body evolves into one in which no modes above the cut-off are significantly
excited. This then implies that the probability of a signal passing through the
black body is negligible. Note that, when β →∞, we have (A+ T · T ′)lm ≃ δlm.
This shows that the total probability is conserved, while the probability of a
particle being present decreases from one.
Our model and the quasi-diagonal approximation we have used to analyse
it therefore exhibit absorption, thermodynamic equilibrium, and black body ra-
diation. We have presented, in an idealized model in one spatial dimension,
a description from quantum mechanical first principles of the interaction of a
macroscopic black body with a massless quantum field, whose behaviour must
closely resemble that of light.
IV. DISCUSSION
A. Summary
The use of influence functionals to describe the second order effects of an
unobserved environment has not received its due emphasis in texts on quantum
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theory. Among second order effects, there can be some that are enhanced by large
parameters that do not appear at lower orders. These are very important, since
they are apparently responsible for the significant phenomena of quantum mea-
surement and thermal dissipation. As discussed by Feynman and Vernon in their
classic paper introducing influence functionals[9], independent harmonic oscilla-
tors can be used to describe any environment, as long as we are only interested
in effects up to second order in the coupling between environment and observed
system. To this order, a general quantum mechanical environment having allowed
transitions with energy differences ωk is equivalent to a set of harmonic oscillators
with those natural frequencies, with effective coupling strengths proportional to
the matrix elements of the interaction Hamiltonian†[9].
This result is derived in the Appendix. To first order in the coupling, a
generic quantum environment may be treated as a classical source; the first
improvement beyond this treatment, valid to second order in the coupling, is
to model a generic environment as a collection of independent oscillators. Our
treatment of matter as a collection of baths of harmonic oscillators is therefore
not merely a gross idealization, but is actually accurate up to second order in
perturbation theory.
From another viewpoint, though, our model of a free quantum field interact-
ing with first-quantized matter can actually be considered as a way of approach-
ing some non-perturbative physics. The atoms and molecules represented by heat
baths are in reality bound states involving the electromagnetic field. Interacting
fields can effectively have many more degrees of freedom than free fields, because
their Hilbert spaces include arbitrary numbers of bound states. These bound
states couple to the unbound modes, and can have significant effects if they are
present in macroscopic quantities — as in a black body of macroscopic size.
That these effects can be significant despite weak coupling can be starkly
demonstrated by calculating the energy radiated by a black body. From our one
dimensional model in Section III, we find (in the limit where the infrared cutoff
† One might be concerned that, while the dimensionful g2 set the absorption scale
λ in our one-dimensional calculation, in actual spacetime the electromagnetic fine
structure constant αem is dimensionless. In fact, though, the effective couplings
which appear when realistic matter is approximated by harmonic oscillators must
be proportional to dipole moments of molecules, etc., and so will still have the
correct dimensionality.
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is removed) that the outgoing radiation carries energy away at the rate
R = π
2
6β2
=
π2
6h¯k2B
T 2 (99)
making h¯ and the Boltzmann constant kB explicit; T is the black body temper-
ature. This is the one-dimensional, spin zero version of the Stefan-Boltzmann
law,
RB = σT 4 . (100)
The Stefan-Boltzmann constant σ is independent of the electromagnetic coupling;
yet it governs electromagnetic radiation generated by matter. From the analysis
of Section III we can now understand this seeming paradox: because thermal
radiation occurs in situations with microscopically large time and distance scales,
one must perturb separately in g
2
Ω
and e−
pi
2
g2λ. The limit where both these
quantities are small is qualitatively different from the limit where g2 is set exactly
to zero. The Stefan-Boltzmann constant might therefore be said to contain an
“invisible” charge-dependent factor of a form like (1 − e−pi2 g2λ), which would
vanish if the electromagnetic coupling were literally set to zero, but which is
negligibly different from unity for macroscopic black bodies.
The condition that the black body has negligible reflectivity implies that the
spatial growth and decay of the field solutions must be very small compared to
their oscillatory frequency. This in turn implies the validity of the quasi-diagonal
approximation, whereby modes of a given frequency evolve exclusively into modes
of the same frequency, but with spatial modulation that becomes significant over
large enough distances. An approximation of this kind is implicitly being invoked
whenever we speak of light of definite frequency and direction being restricted to
finite regions of space. The prevalence in nature of the weak effective couplings
that justify such concepts is ultimately due to the smallness of the QED coupling†.
The vanishing reflectivity of a black body can thus be thought of as a mere
indicator of the underlying physics of weak coupling.
Compared to the physics of weak coupling, the enhancement of second or-
der effects by macroscopically large parameters such as our λ is certainly a less
† The effective coupling may be even weaker, if small matrix elements are involved
in deriving the independent oscillator heat bath via second order perturbation
theory. The density of degrees of freedom in material media is also a factor. It
does not seem unreasonable to conclude that quantum mechanics is, in its own
way, as medium-dependent as classical optics.
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familiar physical phenomenon. Yet it also permits a powerful type of approxi-
mation, elucidating “qualitative” properties which, like black body radiation and
quantum measurement, have traditionally been treated by axiom rather than by
perturbation. The opacity of a black body can be considered as an indicator that
a “large parameter” approximation is appropriate.
With two very different, very drastic approximations applying at once, it is
little wonder that a non-reflective, opaque object is such a clean theoretical sub-
ject, and why its behaviour is so universal (depending only on temperature). The
highly non-trivial implications of total absorptivity, first deduced from thermo-
dynamic axioms, have now been traced to their microscopic origins in quantum
theory. The results of our seemingly very idealized model, with uncountably
many independent harmonic oscillators coupled to the field at every point, are
thus quite universal. Is this model then more realistic than it at first seems?
B. Justifying the model
Apart from the reduction to one dimension, this model is in fact quite real-
istic. In a disordered collection of many molecules there are very many allowed
transition energies, and the continuous spectrum I(ω) becomes a reasonable ap-
proximation to a discrete spectrum of equivalent oscillators, that will not break
down until one considers a time scale on the order of the inverse of the spectral
spacing. Since a continuous spectrum of harmonic oscillators has infinite heat ca-
pacity, one would expect this time scale to be associated with heating and cooling
of the black body. These important phenomena are not described by our model,
because of our assumption of a continuous spectrum.
In Section III, however, we assumed that there is an independent heat bath
interacting with the field at every point in the black body, so that our model is
continuously dense in space, as well as in frequency. This is a valid approximation
for a discrete model, as long as we consider wavelengths of light long compared
with the lattice spacing. We are therefore certainly only modeling the effect
of matter on light with wavelengths above the X-ray range. In fact, we are
assuming that each heat bath represents a grain or clump of molecules or atoms
that effectively couples to the field at a single point, and so must be of a size less
than the wavelengths of interest. For wavelengths as small as the near ultraviolet
range, this permits us to have on the order of a thousand atoms per heat bath.
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This number of degrees of freedom must still suffice to give an individual heat
bath cooling time scale much longer than our relaxation time scale g−2. Is there
a conflict between our assumptions of continuity in space and frequency?
We can estimate the cooling time scale for a thousand-atom grain by dividing
its classical thermal energy 3
2
NkBT by the rate of energy loss of a spherical, clas-
sical black body of radius two to three nanometers. Using the Stefan-Boltzman
law (100), we find the cooling time to be
τc ∼ 1500kBT
4πr2σT 4
∼ 104T−3 s ·K3 . (101)
We can bound g2 phenomenologically by assuming that our IR cut-off is in the far
infrared, at around 1012 Hz, and by knowing that dark materials can be opaque at
a thickness of around 10−4 metres, giving a range for g−2 of perhaps 10−10 to 10−6
seconds. For temperatures ranging into the thousands of Kelvin, therefore, we
have τc >> g
−2. The continuous spectral density approximation should therefore
not break down for our local heat baths until the processes described in Section III
are well established. At this point issues arise, concerning heat transport within
the medium, that are beyond the scope of this paper. Such issues probably
relate to a further limitation on our model: in considering each heat bath to be
independent of all the others, we are explicitly and qualitatively excluding any
effects involving longer range correlations in matter, such as conduction. Typical
weak dielectrics, on the other hand, should be adequately represented by our
model.
The implicit infrared and ultraviolet cutoffs in our model are not seriously
in conflict with the ohmic spectral density assumed in Section III. Exact con-
stancy of the spectral density is not essential for the results of that Section, since
slowly varying I(ω) leads to similar results with a frequency dependent decay
constant Γ(ω). As long as e−2LΓ(ω) is negligible, the body is effectively uniformly
absorptive.
As far as infrared to near ultraviolet light is concerned, then, the black body
presented in this paper is actually a fairly accurate representation of a medium
composed of closely packed grains, whose size and packing distances are on the
order of a few nanometers, each of which consists of a few thousand atoms. Dense,
fine-grained deposits of carbon atoms occur as lampblack, which has long been
used for making actual black bodies black (although this is partly because it
makes a rough surface — a feature we have not represented). This paper thus
turns out to be about soot.
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C. Issues raised by the model
The problem we have studied presents a new face of the basic quantum
dilemma regarding localization in position and momentum. One may often think
of a black body as thermally exciting outgoing field modes, and absorbing incident
modes, but this is misleading. The positional and directional localization involved
in identifying outgoing and incoming radiation is more subtle than the one-to-one
mapping by which we associate Fourier modes with particle momenta.
This subtlety can be illustrated by sketching the extension of our work to a
black body which is a solid sphere in three dimensions. Choosing spherical polar
co-ordinates, the radial eigenfunctions of the free field Hamiltonian are spherical
Bessel and Neumann functions. While these can be combined into spherical Han-
kel functions, describing incoming and outgoing waves, the Neumann functions
diverge at the origin, and the only physical modes are pure Bessels, represent-
ing standing waves. There are not enough field degrees of freedom, then, to be
decomposed into orthogonal outgoing and incoming modes.
The black body environment surrounding the origin changes the path in-
tegral saddlepoint, and modifies the Euler-Lagrange equations. Taking the zero
angular momentum mode as an example, we find f0(r) =
eikr±Γr
r
− e−ikr∓Γr
r
ap-
pearing in solutions, instead of sin kr
r
. Radial functions that are predominantly
incoming or outgoing (outside the black body) will therefore appear in the three-
dimensional analogue of (83). But the number of orthogonal field modes is not
suddenly doubled, and each of the incoming and outgoing sets of eigenfunctions
could in fact be expanded in terms of the other. There is only a half-line k ∈ [0,∞]
worth of radial degrees of freedom to be described.
This point is one more illustration among many that the wave-particle du-
ality of quantum fields is not completely explained by referring to the expansion
of the field operator in plane waves. While it is convenient for scattering pro-
cesses in negligible gravity, this notion of particles fails to be physical in curved
spaces or accelerating frames; it also requires elaboration (via our quasi-diagonal
approximation) to describe emission and absorption from macroscopic bodies at
rest in flat space. A really satisfactory formulation of particle states would be of
great value, and it has yet to be found.
A second issue is raised by our zero-temperature, purely absorptive limit.
The “quantum wall effect” blocks field excitations from passing through the black
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body, but it does not affect the ground state of the field (as would the reflecting
boundary condition one typically assigns to a conducting plate). This implies that
there is no Casimir effect, at zeroth order in g
2
Ω
and e−
pi
2
g2L, on parallel plates
of non-conducting dielectric[13]. The case of a conducting body, excluded in
this paper, should also admit a similar kind of treatment, with the independent
point heat baths replaced by a gas of free electrons in a box of size 2L. It
would be interesting to study such a model in order to investigate the Casimir
effect without simply imposing boundary conditions, as well as to understand the
important phenomenon of thermal radiation by hot metal.
Finally, we could relax the assumption of continuous spectral density which
implied infinite heat capacity and discarded radiative cooling. As the black body
cooled to low temperatures, we would expect that any information it had absorbed
from the field would be re-emitted, as it approached its unique ground state. This
problem would also provide an interesting comparative model for the evaporation
of a black hole through the Hawking effect. Although a black hole is believed
to undergo radiative heating rather than cooling, the issue of the re-release of
trapped information is common to both black systems.
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APPENDIX: INFLUENCE FUNCTIONAL FOR
A WEAKLY COUPLED ENVIRONMENT
Consider an environment represented by the single degree of freedom q, with
conjugate momentum p. Let this environment be coupled to an observed system,
such that the total Hamiltonian operator is
Hˆ = HˆS + HˆE + ǫ Aˆ(p, q) Qˆ . (102)
The coupling constant ǫ is assumed to be small and dimensionless. HˆS and Qˆ
are operators on the observed system, while HˆE and Aˆ(pˆ, qˆ) are operators in the
unobserved sector.
Let |K〉 denote eigenstates of the environmental Hamiltonian, such that
HˆE|K〉 = EK|K〉, assuming no special form for HE(p, q). We can then in principle
define the q and p representation wave functions ψK(q) = 〈q|K〉 and ΨK(p) =
〈p|K〉. Let the mixed initial state of the environment at time s = 0 be described
by the density operator Rˆ =:R(pˆ, qˆ):, where the colonss imply normal ordering by
placing all pˆ’s to the left of all qˆ’s, so that R(p, q) is the Wigner function 〈p|Rˆ|q〉.
Rˆ has the matrix elements
〈K|Rˆ|L〉 ≡ RKL
in the basis of energy eigenstates. The Wigner function may be expressed in
terms of these matrix elements using wave functions:
R(p, q) =
∑
K,L
ΨK(p)RKL(0)ψ
∗
L(q) . (103)
For the environment with this Hamiltonian and initial state, the influence
phase V [Q,Q′] is given by the path integral
eiV [Q,Q
′] =
∫
dpfdq
′
fdqidp
′
iR(qi, p
′
i) e
− i
h¯
pf q
′
f
×
∫ pf ;t
qi;0
DpDq
∫ q′
f
;t
p′
i
;0
Dp′Dq′ e
i
h¯
∫
t
0
ds
(
(pq˙−p′q˙′)−(HE−H′E)−ǫ(AQ−A′Q′)
)
.
(104)
Here A′ and H ′E are short for A(p
′, q′) and HE(p′, q′).
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This path integral may be computed exactly in the harmonic case where
HE(p, q) =
1
2
(p2 + ω2q2) and A(p, q) = q. We find[9]
V [Q,Q′] ≡ iǫ
2
2h¯ω
∫ t
0
ds
∫ s
0
ds′ (Q−Q′)s
×
(
(Q−Q′)s′ coth βh¯ω2 cosω(s− s
′)− i(Q+Q′)s′ sinω(s− s′)
)
,
(105)
where s and s′ are time variables, (Q − Q′)s ≡ Q(s) − Q′(s), and t is the final
time.
The influence phases for any number of uncoupled and initially uncorrelated
environmental degrees of freedom simply add[9], and if a number of uncoupled
systems are in a thermal state, each will be separately in a thermal state, uncor-
related with the other systems. Consider, therefore, an environment consisting of
a number N of independent harmonic oscillators, possibly having different natu-
ral frequencies ωk and coupling strengths ǫk. If this environment is initially in a
thermal state and uncorrelated with the observed system, it will have an influence
functional of the form
V [Q,Q′] =
i
h¯2
∫ ∞
0
dω I(ω)
∫ t
0
ds
∫ s
0
ds′ (Q−Q′)s
×
(
coth
βω
2
(Q−Q′)s′ cosω(s− s′)− i(Q+Q′)s′ sinω(s− s′)
)
,
(106)
where
I(ω) =
h¯
2
N∑
k=1
δ(ω − ωk) ǫ
2
k
ωk
. (107)
As we have seen in Section II, above, a coupling A(p, q) = p leads to an
influence phase of the same form as (106).
Returning to the environment with only a single degree of freedom, we now
consider the case of general HE(p, q) and A(p, q). As long as the coupling ǫ is
small enough, equation (104) may be approximated perturbatively. To first order
40
in ǫ, we have
eiV [Q,Q
′] =
∫
dpfdq
′
fdqidp
′
iR(qi, p
′
i) e
− i
h¯
pf q
′
f
×
∫ pf ;t
qi;0
DpDq
∫ q′
f
;t
p′
i
;0
Dp′Dq′ e
i
h¯
∫
t
0
ds
(
(pq˙−p′ q˙′)−(HE−H′E)
)
×
(
1− iǫ
h¯
∫ t
0
ds (AQ− A′Q′) +O(ǫ2)
)
= 1− iǫ
h¯
∫ t
0
ds
∑
L,M
RLMAMLe
−iωLMs(Q−Q′)s +O(ǫ2)
= exp
(
− iǫ
h¯
∫ t
0
ds 〈A(s)〉(Q−Q′)s
)
+O(ǫ2) .
(108)
In (108) we use the following notation:
ALM ≡ 〈L|Aˆ|M〉
ωLM ≡ EL − EM
h¯
〈A(s)〉 ≡
∑
L,M
RLMAMLe
−iωLMs .
When we recall that the influence phase appears in any path integral over
observed degrees of freedom as an additional term in the exponent,
e
i
h¯
(
S[Q]−S[Q′]
)
→ e ih¯
(
S[Q]−S[Q′]+V [Q,Q′]
)
,
we can see that the first order term in (108) clearly constitutes a perturbation
to the observed sector action S[Q], with the expectation value 〈A(s)〉 acting as a
classical external source.
Since the first order term leads to effects that are already well studied in the
regime of closed system quantum mechanics, we generally wish to concentrate
on the specifically open quantum behaviour produced by the higher order terms.
If we restrict our attention to environments that are approximately in equilib-
rium, so that RMN =
1
Z
e−βEM δMN , and assume that the expectation value of Aˆ
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vanishes†, then the first non-trivial term in (104) is the second order contribution:
eiV [Q,Q
′] =
∫
dpfdq
′
fdqidp
′
iR(qi, p
′
i) e
− i
h¯
pf q
′
f
×
∫ pf ;t
qi;0
DpDq
∫ q′
f
;t
p′
i
;0
Dp′Dq′e
i
h¯
∫
t
0
ds
(
(pq˙−p′ q˙′)−(HE−H′E)
)
×
(
1− ǫ
2
2h¯2
[∫ t
0
ds (AQ− A′Q′)
]2
+O(ǫ3)
)
= 1− ǫ
2
h¯2
1
Z
∫ t
0
ds
∫ s
0
ds′
∑
L,M
e−βELALMAML(Q−Q′)s
× (Qs′eiωLM (s−s
′) −Q′s′e−iωLM (s−s
′)) +O(ǫ3)
= 1− ǫ
2
h¯2
1
Z
∫ t
0
ds
∫ s
0
ds′
∑
L>M
(e−βEM − e−βEL)ALMAML(Q−Q′)s
×
(
(Q−Q′)s′ coth βh¯ωLM2 cosωLM(s− s
′)
− i(Q+Q′)s′ sinωLM(s− s′)
)
+O(ǫ3) .
(109)
This second order term cannot be represented by any modification of the
action; it contains qualitatively new behaviour characteristic of an open quantum
system. Using the smallness of ǫ2, we can re-write (109) as
V [Q,Q′] =
i
h¯2
∫
dωG(ω;β)
∫ t
0
ds
∫ s
0
ds′ [q(s)− q′(s)]
×
(
coth
βω
2
[q(s′)− q′(s′)] cosω(s− s′)− i[q(s′) + q′(s′)] sinω(s− s′)
)
,
(110)
where the effective spectral density is
G(ω;β) = ǫ2
1
Z
∑
L>M
δ(ω − ωLM)ALMAML(e−βEM − e−βEL) . (111)
The restriction of the environment to a single degree of freedom is actu-
ally irrelevant to the above derivation, and may be considered a mere notational
† By considering a slightly generalized thermal state, we can in fact include first
order external sources together with the second order terms described in this
paper.
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convenience. Comparing (110) and (106), therefore, we see that any weakly cou-
pled environment that is initially uncorrelated with the system and in a thermal
state is equivalent, at a fixed temperature, to a bath composed of independent
harmonic oscillators. It is worth emphasizing that the effective spectral den-
sity G(ω;β) can be temperature dependent, as this fact seems to have escaped
comment heretofore.
In fact, (110) can also apply in a situation where the weak coupling ap-
proximation is not as straightforward, namely the case of a large number N of
independent (i.e., uncoupled and initially uncorrelated) environmental degrees
of freedom, each of which is weakly coupled to the observed system, but not so
weakly that the total effect of the environment has to be small. In this case the
Hamiltonian may be written as
Hˆ = HˆS +
N∑
k=1
(
Hˆk + ǫk Aˆk(pk, qk) Qˆ
)
, (112)
where all of the ǫk are much less than unity.
Assuming again the initial thermal state, with vanishing expectation values
〈Ak(s)〉, we find
eiV [Q,Q
′] =
∫
dpfdq
′
fdqidp
′
i e
− i
h¯
p′
f
qfR(qi, p
′
i)
×
∫ pf ;t
qi;0
DpDq
∫ q′
f
;t
p′
i
;0
DpDq′
×
N∏
k=1
e
i
h¯
∫
t
0
ds
(
(pk q˙k−p′k q˙k ′)−(Hk−H′k)
)
×
(
1− ǫ
2
k
h¯2
[∫ t
0
ds (AkQ−A′kQ′)
]2
+O(ǫ3k)
)
=
N∏
k=1
(
1− ǫ
2
k
h¯2
∫ t
0
ds
∫ s
0
ds′
∫ ∞
0
dωGk(ω;β)
×
(
(Q−Q′)s′ coth βh¯ω2 cosω(s− s
′)
− i(Q+Q′)s′ sin ω(s− s′)
)
+O(ǫ3k)
)
.
(113)
Here Gk(ω;β) is the effective spectral density for the kth environmental degree
of freedom, defined similarly to G(ω;β) in (111).
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In the case of large N , we can now now approximate (113) by perturbing in
1/N . The leading order term may be found by defining ǫ2k =
ηk
N
for finite ηk, and
taking the limit N →∞. In this limit, the product
lim
N→∞
N∏
k=1
(
1− ηk
N
fk
)
= exp−
N∑
k=1
ηkfk ,
and so we see that the influence phase for the environment with a large number
of weakly coupled degrees of freedom is given by
V [Q,Q′] =
(
1 +O(ǫk) +O( 1
N
)
)
× i
h¯2
∫ t
0
ds
∫ s
0
ds′
∫ ∞
0
dω G(ω;β)
×
(
(Q−Q′)s′ coth βh¯ω2 cosω(s− s
′)
− i(Q+Q′)s′ sinω(s− s′)
)
,
(114)
where the effective spectral density is
G(ω;β) =
N∑
k=1
ǫ2kGk(ω;β) . (115)
Equation (114) is, to leading order in ǫk and 1/N , of exactly the same form as
(110) and (106).
For large enough N , quantities such as
∫∞
0
dω G(ω;β) — a crucial term in
derivations of wave function collapse[6] — may be extremely large, even though
the ǫk are all small. It is important to note, therefore, that even though the
coupling of the observed system to each environmental degree of freedom may
be weak, there may be so many such degrees of freedom that their effect on
the system can be large. Equation (114) shows that the approximation of a
generic environment by a bath of independent oscillators does not break down
in this case. We have therefore confirmed that a bath of independent harmonic
oscillators provides an adequate model for a weakly coupled but macroscopically
large environment, capable of inducing drastic effects like quantum measurement.
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