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Abstract
These lecture notes deal with aspects of the theory of actions of
compact quantum groups on C∗-algebras (locally compact quantum
spaces). After going over the basic notions of isotypical components
and reduced and universal completions, we look at crossed and smash
product C∗-algebras, up to the statement of the Takesaki-Takai-Baaj-
Skandalis duality. We then look at two special types of actions, namely
homogeneous actions and free actions. We study the actions which
combine both types, the quantum torsors, and show that more gener-
ally any homogeneous action can be completed to a free action with
a discrete, classical set of ‘quantum orbits’. We end with a combina-
torial description of the homogeneous actions for the free orthogonal
quantum groups.
Introduction
These lecture notes are intended to bring together some general results on
actions of compact quantum groups on C∗-algebras. Their scope is quite
modest: apart from basic material, we will treat the following topics:
• reduced and universal actions,
• crossed and smash products, and
• free and homogeneous actions.
∗Department of Mathematics, Vrije Universiteit Brussel, VUB, B-1050 Brussels, Bel-
gium, email: kenny.de.commer@vub.ac.be
†Supported by the FWO grant G.0251.15N.
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We will not touch upon the theory of actions of compact quantum groups on
von Neumann algebras, which is very similar to and slightly easier than the
one for C∗-algebras, nor will we deal in depth with the Tannaka-Kre˘ın theory
for compact quantum groups and their actions, although some comments will
be spent on it.
We make however the deliberate choice to treat in general and in depth the
case of compact quantum group actions on locally compact quantum spaces,
that is, non-unital C∗-algebras. Indeed, this is a necessity in the last part of
these notes, where homogeneous and free actions are put into correspondence
with each other. Overall, this theory is not much harder than the one for
actions on compact quantum spaces, and certainly much more manageable
than the theory of actions of locally compact quantum groups on locally
compact quantum spaces. Nevertheless, we hope that these notes will provide
the student of operator algebraic quantum groups with a good starting point
towards the latter.
Apart from the preliminary material on compact quantum groups and C∗-
algebras and some results in the later sections, I have tried to make these
notes as self-contained as possible. Most arguments have been written out
completely, as to present the reader with a good appreciation of the tech-
niques involved. Although none of the material in these notes is truly original,
we hope that it will nevertheless prove beneficial to have a single treatment
on compact quantum group actions from a unified point of view.
The precise content of these notes is as follows.
In the first section, we briefly recall the basics of the theory of compact
quantum groups, mainly to introduce the notation that we will adhere to.
In the second section, we introduce Podles´ notion of action of a compact
quantum group on a C∗-algebra, and discuss some elementary properties. In
the third section, we look at the algebraic core of an action and the closely
related isotypical components. In the fourth section, we treat the results
of H. Li on completions of the algebraic core. In the fifth section, we look
at the different C∗-algebraic completions of the crossed and smash product
associated respectively to actions and coactions of compact quantum groups,
and we briefly discuss the Takesaki-Takai-Baaj-Skandalis duality.
We then shift our focus to special classes of actions. In the sixth section,
we discuss the compact quantum group analogue of a homogeneous action,
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treating in detail the theory of F. Boca, and in the seventh section we look at
the analogue in this context of a free action. In the eighth section, we discuss
those compact quantum group actions which are at the same time free and
homogeneous, the so-called compact quantum torsors. In the final ninth
section, we show how general quantum homogeneous actions can be put into
correspondence with free actions whose quantum orbit space is discrete and
classical, and we have a look at quantum homogeneous actions for a particular
class of compact quantum groups, namely the free orthogonal quantum groups
of Van Daele and Wang.
Acknowledgments : These notes are based on the lecture series on compact
quantum groups actions that I presented at the Summer school ”Topological
quantum groups”, Be֒dlewo 2015. I would like to thank Uwe Franz, Adam
Skalski and Piotr So ltan for the invitation and the excellent organisation.
1 Preliminaries
These notes will presuppose a good working knowledge of the basic the-
ory concerning C∗-algebras and Hopf algebras, and more specifically compact
quantum groups. If the reader lacks any of the prior knowledge, he can con-
sult the following sources:
• C∗-algebras: [27],
• Hilbert C∗-modules: [22],
• Hopf algebras: [36],
• Compact quantum groups: [46, 26].
We also refer to the introductory notes on compact quantum groups in this
volume.
Let us comment on our conventions and notations. Will use basic notation
as presented in the introductory notes of this volume, such as leg numbering
notation and Sweedler notation, although we will write the latter without
the summation sign for even more notational reduction, so
∆(h) = h(1) ⊗ h(2).
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For S a subset of a normed space, we write
[S] = closed linear span of S.
For X, Y closed subspaces of a Banach algebra, we write
[XY ] = [{xy | x ∈ X, y ∈ Y }] ,
and the same notation will be used for Banach modules.
We will write a general C∗-algebra as C0(X), and refer to the underlying
symbol X as the underlying locally compact quantum space. When the C∗-
algebra is unital, we write it C(X) and refer to X as the underlying compact
quantum space. When X = X is an actual (locally) compact Hausdorff
space, C(X) (resp. C0(X)) will be the function algebra of complex continuous
functions (vanishing at infinity) on X . For C∗-algebras, the symbol ⊗ will
always refer to the minimal tensor product. For general algebras over the
ground field C, we write ⊗
alg
for the algebraic tensor product over C.
In the rest of this section, we will recall some basic results and introduce
notation concerning Hopf algebras and compact quantum groups, mainly to
reconcile the approaches from pure algebra and operator algebra.
For H = (H,∆) a Hopf algebra, we write ε for the counit, and S for the
antipode. If H is a Hopf ∗-algebra, one automatically has that ε is a ∗-
homomorphism, while S satisfies the important formula
S(S(h)∗)∗ = h, ∀h ∈ H.
For the definition of a compact quantum group, we refer to the introductory
notes of this volume. We will however add to the definition the requirement
that the comultiplication is injective. Indeed, there are at the moment no
known examples of compact quantum groups with the comultiplication not
injective!
The most important result to get all of the theory started is the existence of
the Haar state
ϕG : C(G)→ C
for a compact quantum group G, which we will also refer to as the Haar
measure for the compact quantum group. We denote the GNS-construction
for ϕG by
(L2(G), πred, ξG),
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and we write
C(Gred) = πred(C(G)).
The coproduct on C(G) then descends to a coproduct
∆ : C(Gred)→ C(Gred)⊗ C(Gred).
We refer to Gred as the reduced compact quantum group associated to G. We
note that
x ∈ Ker(πred) ⇔ ϕG(x
∗x) = 0,
and consequently the Haar measure on Gred, which is given as the vector
state associated to ξG, is faithful.
The notion of representation of a compact quantum group is all-important.
By G-representation π for a compact quantum group G we will always mean
a finite-dimensional unitary corepresentation Uπ ∈ B(Hπ) ⊗ C(G) with Hπ
a finite-dimensional Hilbert space.
Notation 1.1. For π a G-representation and ξ, η ∈ Hπ, we write
Uπ(ξ, η) = (ξ
∗ ⊗ 1)U(η ⊗ 1) ∈ C(G).
Here we interpret Hπ ∼= B(C,Hπ), so that
ξ∗Tη = 〈ξ, Tη〉, ξ, η ∈ Hπ, T ∈ B(Hπ).
Theorem 1.2. Let
O(G) = {Uπ(ξ, η) | π a G -representation, ξ, η ∈ Hπ}.
Then
• (O(G),∆) is a Hopf ∗-algebra,
• O(G) is dense in C(G) for the operator norm, and
• the map
δπ : Hπ → Hπ⊗O(G), ξ 7→ Uπ(ξ ⊗ 1)
is an O(G)-comodule, by which we mean
• (id⊗∆) ◦ δπ = (δπ ⊗ id) ◦ δπ,
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• (idHpi ⊗ε)δπ = idHpi .
One can then show that πred is injective on O(G), and that in fact O(G) =
O(Gred). In particular, one obtains the following lemma.
Lemma 1.3. The state ϕG is faithful on O(G):
∀h ∈ O(G), ϕG(h
∗h) = 0 ⇒ h = 0.
In fact, if h ∈ O(G) is positive in C(G) and ϕG(h) = 0, then h = 0.
The following property is called the strong left invariance of the Haar state.
Lemma 1.4. For a ∈ C(G) and h ∈ O(G), we have
(idG⊗ϕG)(∆(a)(1G ⊗ h)) = S
−1(idG⊗ϕG)((1G ⊗ a)∆(h)).
Proof. We have
(idG⊗ϕG)(∆(a)(1G ⊗ h)) = (idG⊗ϕG)(∆(a)(h(2)S
−1(h(1))⊗ h(3)))
= (idG⊗ϕG)(∆(ah(2))(S
−1(h(1))⊗ 1G))
= S−1((idG⊗ϕG)((1G ⊗ a)∆G(h))).
For (O(G),∆), we have the following formulas.
Lemma 1.5. With {ei} an orthonormal basis of Hπ, we have
∆(Uπ(ξ, η)) =
∑
i
Uπ(ξ, ei)⊗ Uπ(ei, η), ξ, η ∈ Hπ .
Moreover,
ε(Uπ(ξ, η)) = 〈ξ, η〉, S(Uπ(ξ, η))
∗ = Uπ(η, ξ).
We can further define direct sums π1 ⊕ π2 and tensor products π1 ⊗ π2 of
G-representations π1 and π2, in a unique way such that Hπ1⊕π2 = Hπ1 ⊕Hπ2
and Hπ1⊗π2 = Hπ1 ⊗Hπ2, and
Uπ1⊕π2(ξ1 ⊕ ξ2, η1 ⊕ η2) = Uπ1(ξ1, η1) + Uπ2(ξ2, η2),
Uπ1⊗π2(ξ1 ⊗ ξ2, η1 ⊗ η2) = Uπ1(ξ1, η1)Uπ2(ξ2, η2).
Let us comment on the following, alternative view on unitaryG-representations.
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Definition 1.6. Let G be a compact quantum group. A finite-dimensional
unitary left G-module, also called finite-dimensional unitary right (C(G),∆)-
comodule, consists of
• a finite-dimensional Hilbert space H and
• a linear map
δ : H → H⊗C(G)
such that
• the right comodule property is satisfied,
(idH⊗∆) ◦ δ = (δ ⊗ idG) ◦ δ,
• δ is isometric,
δ(ξ)∗δ(η) = 〈ξ, η〉1G.
Lemma 1.7. There is a one-to-one correspondence between unitary G-repre-
sentations and unitary G-modules by means of the correspondence
U 7→ δU , δU(ξ) = U(ξ ⊗ 1).
Proof. It is clear that the above sets up a bijective correspondence between
unitary G-modules and isometries U ∈ B(H) ⊗ C(G) satisfying the corep-
resentation property. It is hence sufficient to show that the latter are auto-
matically unitary.
But let U be an isometry satisfying the corepresentation property. Write
P = UU∗, Q = (idB(H)⊗ϕG)P.
Since U is a corepresentation, we find
(idB(H)⊗∆)P = U12P13U
∗
12,
so applying ϕG to the last leg gives
Q⊗ 1G = U(Q⊗ 1G)U
∗.
Multiplying to the right with U shows that Q commutes with U . Since Q is
positive, we find that U is a direct sum of isometric corepresentations on the
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eigenspaces of Q. If we can now show that the eigenspace Ker(Q) is zero, we
are done, since the inequality
Q⊗ 1G = U(Q⊗ 1G)U
∗ ≤ UU∗ = P
shows that P is then a projection bounded from below by an invertible op-
erator, and must hence be the unit.
But if Ker(Q) 6= {0}, we may in fact suppose that Q = 0. Then by definition
(idB(H)⊗ϕG)(UU∗) = 0, so (idB(H)⊗πred)U∗ = 0. But this is a contradiction
since U is isometric.
We remark that the above lemma still holds for locally compact quantum
groups, see [10, Corollary 4.16].
In the following, if π is a representation of G, we denote by δπ the associated
unitary G-module. We will also use the Sweedler notation for comodules, so
δ(ξ) = ξ(0) ⊗ ξ(1), (idH⊗∆)δ(ξ) = ξ(0) ⊗ ξ(1) ⊗ ξ(2), . . .
In the next theorem, we will use the convolution ∗-algebra structure on the
linear dual O(G)∗ of O(G),
(ω ∗ θ)(x) = (ω ⊗ θ)∆(x), ω∗(x) = ω(S(x)∗), ω, θ ∈ O(G)∗, x ∈ O(G).
We then further write
ω ∗ a = (idG⊗ω)∆(a), a ∗ ω = (ω ⊗ idG)∆(a), a ∈ O(G), ω ∈ O(G)
∗.
Theorem 1.8. There exists a unique convolution invertible functional f ∈
O(G)∗ such that
1. Qπ = (idHpi ⊗f)Uπ is positive for each representation π,
2. f−1 ∗ a ∗ f = S2(a) for all a ∈ O(G),
3. with σ(a) = f ∗ a ∗ f , one has that σ is an algebra isomorphism and
ϕG(ab) = ϕG(bσ(a)), ∀a, b ∈ O(G).
One calls σ the modular (or Nakayama) automorphism for ϕG.
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4. For all irreducible π, one has
ϕG(Uπ(ξ, η)Uπ(ζ, χ)
∗) =
〈ξ, ζ〉〈χ,Qπη〉
Tr(Qπ)
,
ϕG(Uπ(ξ, η)
∗Uπ(ζ, χ)) =
〈ζ, Q−1π ξ〉〈η, χ〉
Tr(Qπ)
.
Note that each Qπ is invertible, as f is convolution invertible. If then π is
a unitary representation of G, one obtains by the orthogonality relations a
unitary representation of G on the dual Hπ¯ = H
∗
π by endowing H
∗
π with the
new inner product
〈〈ξ∗, η∗〉〉 = 〈η,Qπξ〉
and the comodule structure
δπ¯(ξ
∗) = δπ(ξ)
∗.
Note that by this definition
Uπ(ξ, η)
∗ = Uπ¯((Q
−1
π ξ)
∗, η∗), S(Uπ(ξ, η)) = Uπ¯((Q
−1
π η)
∗, ξ∗),
while
Qπ¯η
∗ = (Q−1π η)
∗.
For π an arbitrary representation, the number dimq(π) = Tr(Qπ) is called
the quantum dimension of π. One then has for any two G-representations
π, π′ that
• dimq(π ⊕ π′) = dimq(π) + dimq(π′),
• dimq(π ⊗ π
′) = dimq(π) dimq(π
′),
• dimq(π) = dimq(π¯).
One can in fact define for each z ∈ C a functional f z on O(G) such that
(id⊗f z)Uπ = Q
z
π.
The functionals f z, called the Woronowicz characters, satisfy
f z ∗ fw = f z+w, (f z)∗ = f z¯, f z(ab) = f z(a)f z(b), a, b ∈ O(G).
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One can then also define for each z ∈ C automorphisms
σz(a) = f
iz ∗ a ∗ f iz, τz(a) = f
−iz ∗ a ∗ f iz,
so that σ−i = σ and τ−i = S
2. We have that σt and τt are
∗-preserving for
t ∈ R, while in general
τz(g)
∗ = τz¯(g
∗), σz(g)
∗ = σz¯(g
∗), z ∈ C, g ∈ O(G).
Further τz ◦ τw = τz+w, σz ◦ σw = σz+w and
ϕG ◦ σz = ϕG ◦ τz = ϕG, ∀z ∈ C .
Note that for a general O(G)-comodule structure (V, δ) on a finite-dimensional
vector space V , there exists at least one Hilbert space structure on V for
which it is a unitary G-representation. For example, choosing an arbitrary
Hilbert space structure (V, 〈 · , · 〉), one can define
〈〈ξ, η〉〉 = ϕG(δ(ξ)
∗δ(η)),
with respect to which δ becomes a unitary comodule structure.
Definition 1.9 (Space of intertwiners). Let π1 and π2 be two G-representa-
tions. We define the space of intertwiners (or morphisms) between π1 and
π2 as
Mor(π1, π2) = {T : H1 → H2 | δπ2 ◦ T = (T ⊗ idG) ◦ δπ1}
= {T : H1 → H2 | Uπ2(T ⊗ 1G) = (T ⊗ 1G)Uπ1}
⊆ B(H1,H2).
Lemma 1.10. Let π1 and π2 be two G-representations.
• If T ∈ Mor(π1, π2) and T ′ ∈ Mor(π2, π3), then T ′ ◦ T ∈ Mor(π1, π3).
• If T ∈ Mor(π1, π2), then T ∗ ∈ Mor(π2, π1).
The Haar state is also the key to proving the semisimplicity of compact
quantum groups.
Definition 1.11. Let G be a compact quantum group. A G-representation
is called indecomposable if it is not isomorphic to a direct sum of two non-zero
representations.
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A non-zero G-representation π is called irreducible if for any non-zero rep-
resentation π′ the existence of T ∈ Mor(π′, π) with T ∗T = idHpi′ implies
TT ∗ = idHpi .
Proposition 1.12. Let G be a compact quantum group.
• A G-representation is indecomposable if and only if it is irreducible.
• Any G-representation is isomorphic to a direct sum of irreducible re-
presentations.
Definition 1.13. For π an irreducible G-representation, we define
C(G)π = linear span {Uπ(ξ, η) | ξ, η ∈ Hπ}.
By semisimplicity, we have that O(G) is the direct sum of all C(G)π.
Lemma 1.14. Each C(G)π is a finite-dimensional coalgebra of dimension
dim(Hπ)
2, and for π, π′ non-equivalent irreducible representations, one has
that C(G)π and C(G)π′ are orthogonal with respect to
〈g, h〉 = ϕG(g
∗h).
2 Actions of compact quantum groups
Let O(X) be an algebra, and (O(G),∆) a Hopf algebra. We recall that a
coaction of (O(G),∆) on O(X) is an algebra homomorphism
α : O(X)→ O(X)⊗
alg
O(G)
such that
• (idX⊗∆) ◦ α = (α⊗ idG) ◦ α,
• (idX⊗ε) ◦ α = idX.
In case we are dealing with ∗-algebras, we ask that α is ∗-preserving. We will
also use Sweedler notation for coactions,
α(a) = a(0) ⊗ a(1), (idX⊗∆)α(a) = a(0) ⊗ a(1) ⊗ a(2), . . .
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Turning to C∗-algebras and compact quantum groups, we can a priori not
state in general the counit condition. But, as in the definition of a compact
quantum group this condition can be substituted by a density condition
leading to the following definition introduced in [31, Definition 1.4].
Definition 2.1. A (continuous) right action X x G consists of
• a compact quantum group G,
• a locally compact quantum space X, and
• a ∗-homomorphism, called right coaction,
α : C0(X)→ C0(X)⊗ C(G)
such that
• the coaction property holds,
(α⊗ idG) ◦ α = (idX⊗∆) ◦ α,
and
• the following density condition, called Podles´ condition, holds,
[α(C0(X))(1X ⊗ C(G))] = C0(X)⊗ C(G).
In this case, we also write G y C0(X), where sides are changed to mimick
the contravariant nature of taking function algebras.
Unlike for the comultiplication, we do not assume from the outset that the
coaction map α is injective. Indeed, in this case it is easy to give examples
where the injectivity does not hold, see for instance Example 3.20.
Of course, one can as well define the notion of left action of a compact
quantum group on a locally compact quantum space. If G is a compact
quantum group, denote by Gop the compact quantum group determined by
C(Gcop) = C(G), ∆Gcop = ∆
op
G = ς ◦∆,
where
ς : C(G)⊗ C(G)→ C(G)⊗ C(G), g ⊗ h 7→ h⊗ g.
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Then we have a one-to-one correspondence
G
α
y X ↔ X
αop
x G
cop,
where αop = ς ◦ α.
We now give several examples.
Example 2.2. Let G be a compact quantum group. Then G
∆
x G by
∆ : C(G)→ C(G)⊗ C(G).
The following lemma shows that compact quantum group actions reduce to
the ordinary notion of ‘continuous group action on a C∗-algebra’ in the case
of G classical.
Lemma 2.3. Let G be a compact Hausdorff group with a continuous (left)
action α on a C∗-algebra C0(X), that is,
• the map
G× A→ A, (g, a) 7→ αg(a)
is continuous,
• for all g, h ∈ G, αgh = αg ◦ αh,
• each αg is a ∗-automorphism.
Then X x G is a continuous right action (in the sense of Definition 2.1) by
α : C0(X)→ C0(X)⊗ C(G) ∼= C(G,C0(X)), a 7→ (α(a) : g 7→ αg(a)) .
Conversely, all actions X x G arise in this way.
Proof. Assume first that G is just a compact Hausdorff space, without any
group structure. Then the collection of continuous maps G → C0(X) forms
a C∗-algebra C(G,C0(X)) by pointwise multiplication and
∗-structure, with
the uniform norm. By basic functional analysis, one then has a one-to-one
correspondence between
• continuous maps
G× C0(X)→ C0(X), (g, a) 7→ αg(a)
for which each αg is a linear endomorphism, and
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• continuous linear maps
α : C0(X)→ C(G,C0(X)), a 7→ (g 7→ αg(a)).
Moreover, one easily sees that α is a ∗-homomorphism if and only if each αg
is a ∗-endomorphism.
Using a partition of unity for G and the definition of the minimal tensor
product, we furthermore get a ∗-isomorphism of C∗-algebras
C0(X)⊗ C(G)
∼=
→ C(G,C0(X)), a⊗ f 7→ (g 7→ f(g)a).
Assume now that G is a compact Hausdorff group. Since we also have a
∗-isomorphism
C(X)⊗ C(G)⊗ C(G) ∼= C(G×G,C(X)),
it follows from the above and an easy verification that we get a one-to-one
correspondence between
• continuous maps α : G × C0(X) → C0(X) for which each αg is a ∗-
endomorphism, and αgαh = αgh for all g, h ∈ G, and
• ∗-homomorphisms α : C0(X) → C0(X) ⊗ C(G) such that the coaction
property holds.
What remains to be done is to relate the Podles´ condition to G acting by
∗-automorphisms. The latter is easily seen to be equivalent to αe acting by
the identity (where e is the unit of G). But assume that (g, a)→ αg(a) is a
continuous action by ∗-endomorphisms. Then we have a ∗-homomorphism
α˜ : C0(X)⊗ C(G)→ C0(X)⊗ C(G), a⊗ f 7→ α(a)(1⊗ f),
and we see that the Podles´ condition is satisfied if and only if α˜ is surjective.
Now on the level of C0(X)⊗ C(G) ∼= C(G,C0(X)), we have
∀F ∈ C(G,C(X)), α˜(F )(g) = αg(F (g)).
So assume first that αe = idX. Then α˜ has the inverse β˜,
β˜(F )(g) = αg−1(F (g)).
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Hence α˜ is surjective.
Conversely, assume αe 6= idX. This implies αe is a non-trivial idempotent
∗-endomorphism. Put C0(Xe) = αe(C0(X)) 6= C0(X). Then
∀g ∈ G, αg(C0(X)) = αe(αg(C0(X))) ⊆ C0(Xe).
But for a /∈ C0(Xe), we then have that the constant map g 7→ a is not in the
range of α˜, and hence α˜ is not surjective.
Example 2.4. Assume G is a compact Hausdorff group, and X a locally
compact Hausdorff space. Then
X x G continuously ⇔ Gy C0(X), αg(f)(x) = f(x · g).
Example 2.5. Consider the sphere
SN−1 = {z = (z1, . . . , zN) ∈ R
N |
∑
i
z2i = 1},
and let O(N) be the orthogonal group,
O(N) = {u ∈MN (R) | u
tu = IN = uu
t}.
Then SN−1 x O(N) by
(z, u) 7→ zu.
Example 2.6. Consider the Cuntz algebra,
ON = C
∗(V1, . . . , VN | V
∗
i Vj = δij ,
∑
i
ViV
∗
i = 1),
where C∗(·) means ‘the universal C∗-algebra generated by’. Let U(N) be the
unitary group,
U(N) = {u ∈MN (C) | u
∗u = IN = uu
∗}.
Then U(N)y ON by
αu(Vi) =
∑
j
ujiVj .
In particular, by restriction S1 y ON ,
αz(Vi) = zVi.
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Example 2.7 ([3]). Consider the free sphere
C(SN−1+ ) = C
∗(V1, . . . , VN | Vi = V
∗
i ,
∑
i
V 2i = 1).
Then SN−1+ x O(N) by
αu(Vi) =
∑
j
ujiVj .
Example 2.8. LetG be a compact quantum group, and π aG-representation.
Then G y B(Hπ) by the adjoint action
Adπ : B(Hπ)→ B(Hπ)⊗ C(G),
ξη∗ 7→ δπ(ξ)δπ(η)
∗ = Uπ(ξη
∗ ⊗ 1G)U
∗
π .
Note that, for G a compact Hausdorff group with representation π,
(Adπ)g(x) = πgxπ
∗
g , x ∈ B(Hπ).
Example 2.9. If X
α
x G, then we can let G act on the ‘Alexandroff com-
pactification’ C(X•) = C0(X)⊕ C by extending the coaction unitally.
A general method to construct examples of compact quantum group actions
is to complete, in a C∗-algebraic sense, purely algebraic examples. We have
already seen instances of this procedure in Example 2.6 and Example 2.7.
Let us first recall in more detail the notion of universal C∗-envelope.
Definition 2.10. For O(X) a ∗-algebra, we say that O(X) admits a universal
C∗-envelope if for each a ∈ O(X) there exists Ca ≥ 0 such that
‖π(a)‖ ≤ Ca
for all ∗-representations of O(X) as (bounded) operators on some Hilbert
space.
We then write ‖a‖u for the infimum of all possible Ca. One can show that
‖ · ‖u is a submultiplicative norm on O(X)/I, where I is the ideal of all
elements a with ‖a‖u = 0, and that ‖ · ‖u satisfies the C∗-identity.
Definition 2.11. We denote by C0(Xu) the completion of O(X)/I with re-
spect to ‖ · ‖u, and call it the universal C∗-envelope of O(X).
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Example 2.12. Let G be a compact quantum group. Since
‖ρ (U(ξ, η)) ‖ = ‖(ξ∗ ⊗ 1)(id⊗π)(Uπ)(η ⊗ 1)‖ ≤ ‖ξ‖‖η‖
for any ∗-representation ρ of O(G) and any representation π of G, it fol-
lows that O(G) admits a universal C∗-algebraic completion, which we write
Cu(G) = C(Gu).
As O(G) embeds into C(G), it also embeds into C(Gu). Moreover, by its
universal property, C(Gu) inherits a coproduct from O(G), and Gu becomes
a compact quantum group in its own right. We then have canonical, ∆-
preserving, surjective ∗-homomorphisms
C(Gu)
πu
։ C(G)
πred
։ C(Gred).
Note that we still have O(Gu) = O(G).
Lemma 2.13. Let O(X) be a ∗-algebra with a Hopf ∗-algebraic coaction
α : O(X)→ O(X) ⊗
alg
O(G).
Assume O(X) admits a universal C∗-envelope.
Then α extends to coaction
αu : C0(Xu)→ C0(Xu)⊗ C(Gu)
satisfying the Podles´ condition.
Proof. The existence of αu as a
∗-homomorphism is clear by universality. The
fact that αu satisfies the coaction property is then clear by continuity.
To see that αu satisfies the Podles´ condition we compute for a ∈ O(X)
α(a(0))(1X ⊗ S(a(1))) = a(0) ⊗ a(1)S(a(2))
= a(0) ⊗ ε(a(1))1G
= a⊗ 1G.
Hence
α(O(X))(1X ⊗ O(G)) = O(X)⊗
alg
O(G),
and
[αu(C0(Xu))(1Xu ⊗ C(Gu))] = C0(Xu)⊗ C(Gu).
17
We now construct several further actions of compact quantum groups.
Let us first return to actions on the Cuntz algebras from a more coordinate-
free perspective.
Definition 2.14. Let H be a finite-dimensional Hilbert space. The Cuntz
C∗-algebra O(H) is defined by the following universal properties:
• H ⊆ O(H) linearly,
• O(H) is generated by H as a C∗-algebra,
• ξ∗η = 〈ξ, η〉1O(H) for ξ, η ∈ H,
•
∑
i eie
∗
i = 1 for {ei} an orthonormal basis.
For example, we then have ON = O(C
N). The next example was introduced
in [21], see also [16].
Example 2.15. LetG be a compact quantum group, and π aG-representation.
Then we have an action G y O(Hπ) by
απ : O(Hπ)→ O(Hπ)⊗ C(G), ξ 7→ δπ(ξ).
Definition 2.16 ([40]). The free orthogonal quantum group O+N is defined
as the universal C∗-algebra
C(O+N) = C
∗(Uij | 1 ≤ i, j ≤ N,U
∗
ij = Uij and U = (Uij)i,j unitary)
with the coproduct ∆ characterised by
∆(Uij) =
∑
k
Uik ⊗ Ukj.
It is easy to show that O+N is indeed a compact quantum group.
Example 2.17. The compact quantum group O+N acts on the free quantum
sphere SN−1+ by
α(Vi) =
∑
j
Vj ⊗ Uji.
Non-classical quantum groups can also act on classical spaces.
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Definition 2.18 ([43]). The free permutation group Sym+N is defined as the
universal C∗-algebra
C∗(Uij | 1 ≤ i, j ≤ N,U
∗
ij = Uij = U
2
ij and U = (Uij)i,j unitary)
equipped with the coproduct
∆(Uij) =
∑
k
Uik ⊗ Ukj.
It is again easy to show that Sym+N is a compact quantum group.
Example 2.19. Let XN = {1, 2, . . . , N}. Then XN x Sym
+
N by
α : C(XN)→ C(XN)⊗ C(Sym
+
N), δi 7→
∑
j
δj ⊗ Uji.
Here the δj denote the Dirac functions δj(i) = δj,i.
The above phenomenon of quantum groups acting on classical spaces is how-
ever much rarer than that of classical groups acting on quantum spaces, as
shown by the work of D. Goswami and collaborators, see in particular [17].
Some other examples can be found in [2, 20].
As a final example, let us consider duals of discrete groups.
Definition 2.20. Let Γ be a discrete group. We define the compact quantum
group Γ̂u as the universal group C
∗-algebra C(Γ̂u) = C
∗
u(Γ) equipped with
the coproduct
∆(λg) = λg ⊗ λg,
where λg for g ∈ Γ denote the generators of C∗u(Γ).
Example 2.21 (C∗-algebraic bundles and Γ-graded C∗-algebras). Assume
that we have the following data:
• a discrete group Γ,
• Banach spaces Ag = {ag} with associative contractive multiplications
Ag ×Ah → Agh,
• antilinear, involutive, isometric maps ∗ : Ag → Ag−1
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such that
• ‖b∗b‖ = ‖b‖2 for b ∈ Ag,
• b∗b ≥ 0 in (the C∗-algebra) Ae for b ∈ Ag.
Then Γ̂u y A, the universal C
∗-envelope of ⊕gAg with its obvious
∗-algebra
structure, by
α : A→ A⊗ C(Γ̂u), ag 7→ ag ⊗ λg.
Still further important examples will be introduced throughout the remainder
of this article.
3 Isotypical components and algebraic core
The basic results and notions in this section can be found in [31].
Definition 3.1. Let X
α
x G. We define the quantum orbit space
Y = X/G
by the C∗-algebra
C0(Y) = C0(X)
G = {a ∈ C0(X) | α(a) = a⊗ 1G}.
Example 3.2. If G
α
y C0(X), then
C0(Y) = C0(X)
G = {a ∈ C0(X) | αg(a) = a for all g ∈ G}.
Example 3.3. If X
α
x G, then
C0(X)
G = {G-constant continuous functions on X vanishing at infinity}
∼= {continuous functions on Y = X/G vanishing at infinity}.
Other examples of quantum orbit spaces can be constructed from represen-
tation theory.
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Example 3.4. Let π be a G-representation, and let Adπ be the adjoint
action on B(Hπ). Then
B(Hπ)
Adpi = Mor(π, π).
Indeed, this follows immediately from the formula
Adπ(x) = Uπ(x⊗ 1)U
∗
π .
Since the original group action has been quotiented out, quantum orbit spaces
will not have an action anymore by the original quantum group. However,
if there was more symmetry to begin with, taking into account the quantum
group action, the extra symmetry will pass to the quotient.
Definition 3.5. Let X
α
x G and H
β
y X. We say that the actions α and β
commute if
(β ⊗ idG)α = (idH⊗α)β.
Example 3.6. Assume that X
α
x G and H
β
y X commute. Then we have a
continuous action H y X /G by
β|C0(X /G) : C0(X /G)→ C(H)⊗ C0(X /G).
To prove the latter statement, we have to make use of the natural conditional
expectation from C0(X) onto C0(X /G), whereby one ‘integrates the action
out on the fibers over the quotient space’.
Definition 3.7. Let X
α
x G and Y = X/G. The natural conditional expec-
tation onto C0(Y) is the map
EY : C0(X)→ C0(X), a 7→ (idX⊗ϕG)α(a).
Lemma 3.8. The map EY : C0(X)→ C0(X) has range C0(Y) and is
• idempotent,
• completely positive,
• bimodular:
EY(bac) = bEY(a)c, a ∈ C0(X), b, c ∈ C0(Y),
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• non-degenerate: [C0(X)C0(Y)] = C0(X).
The nondegeneracy can be interpreted as the condition that ‘Every point of
X is in an orbit (that is, lies over a point of Y)’.
Proof. • To see that EY(C0(X)) ⊆ C0(Y), we compute
α(EY(a)) = α
(
(idX⊗ϕG)α(a)
)
= (idX⊗ idX⊗ϕG)((α⊗ idG)α(a))
= (idX⊗ idX⊗ϕG)((idX⊗∆)α(a))
= (idX⊗ϕG)(α(a))⊗ 1G
= EY(a)⊗ 1G.
• Trivially, EY(b) = b for b ∈ C0(Y), so in particular EY idempotent.
• The map EY is completely positive since states and ∗-homomorphisms
are completely positive.
• Trivially, EY is C0(Y)-bimodular.
• Non-degeneracy can be shown as follows: if (ui)i is a bounded approx-
imate unit for C0(X), then
∀b ∈ C0(X), EY(ui)b = (idX⊗ϕG)(α(ui)(b⊗ 1G)) →
i→∞
b,
since b⊗ 1G ∈ [α(C0(X))(1X ⊗ C(G))].
Remark 3.9. Any map EY : C0(X) → C0(Y) ⊆ C0(X) of a C∗-algebra
onto a C∗-subalgebra satisfying all conditions in Lemma 3.8 will be called a
conditional expectation.
We can now prove the claim in Example 3.6: if a ∈ C0(X /G), then
β(a) = β(EX /G(a))
= β((idX⊗ϕG)α(a))
= (idH⊗ idX⊗ϕG)((β ⊗ idG)α(a))
= (idH⊗ idX⊗ϕG)((idH⊗α)β(a))
= (idH⊗EX /G)β(a),
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which lies in C(H) ⊗ C0(X /G). Obviously, β|C0(X /G) satisfies the coaction
property, and it satisfies the Podles´ condition since, by the above calculation
[(C(H)⊗ 1)β(C0(X /G))] = (idH⊗EX /G) [(C(H)⊗ 1X)β(C0(X))]
= (idH⊗EX /G)(C(H)⊗ C0(X)) = C(H)⊗ C0(X /G).
Let us now look at some more examples of actions and their associated quan-
tum orbit spaces.
Example 3.10. If G is a compact Hausdorff group and G
α
y C0(X), then
EX/G(a) =
∫
G
αg(a) dµ(g),
where µ is the normalized Haar measure of G.
Example 3.11. If G is a compact group, X a locally compact space with
X
α
x G, then EX/G is indeed integration over orbits,
EX/G(f)(xG) =
∫
G
f(xg) dµ(g).
Example 3.12. For the action S1 y O(H) determined by αz(ξ) = zξ, we
have
EY(ξ1 . . . ξNη
∗
1 . . . η
∗
M) =
∫
S1
zN−M (ξ1 . . . ξNη
∗
1 . . . η
∗
M) dz
= δM,Nξ1 . . . ξNη
∗
1 . . . η
∗
M .
We now define, for an action of a compact quantum group, the notion of an
isotypical component.
Definition 3.13. Let X
α
x G, and let π be a G-representation.
The intertwiner space between π and α is defined as
Mor(π, α) = {T : Hπ → C0(X) | α(Tξ) = (T ⊗ idG)δπ(ξ)}.
When π is irreducible, we call π-isotypical component (or π-spectral subspace)
the subspace
C0(X)π = lin. span {Tξ | ξ ∈ Hπ, T ∈ Mor(π, α)} ⊆ C0(X).
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Note that by its definition each C0(X)π is a C0(Y)-bimodule with
α(C0(X)π) ⊆ C0(X)π ⊗ C(G)π.
Note further that, when X = G, we have indeed that C(G)π is the same
space as was introduced in Section 1. Namely, for each ξ ∈ Hπ, we have that
Tξ : Hπ 7→ C(G)π, η 7→ (ξ
∗ ⊗ idG)δπ(η) = Uπ(ξ, η)
is in Mor(π,∆). Conversely, put
χπ =
∑
i
Tr(Qπ)Uπ(ei, Q
−1
π ei), (3.1)
with ei an orthonormal basis for Hπ. Then for ξ, η ∈ Hπ,
ϕG(Uπ(ξ, η)χ
∗
π) = 〈ξ, η〉,
while ϕG(hχ
∗
π) = 0 for h ∈ C(G)π′ with π
′ inequivalent with π. Hence, for
T ∈ Mor(π,∆),
Tξ = (idG⊗ϕG)(∆(Tξ)(1G ⊗ χ
∗
π)),
which lies in C(G)π by the orthogonality and finite-dimensionality of the
C(G)π′ , and the density of O(G) in C(G).
Lemma 3.14. Each C0(X)π is closed in C0(X) for the C
∗-algebra norm.
Proof. Define χπ ∈ C(G)π as in (3.1), and write
Eπ(a) = (idX⊗ϕG)(α(a)(1X ⊗ χ
∗
π)). (3.2)
We claim that
C0(X)π = {a ∈ C0(X) | Eπ(a) = a},
from which the closedness immediately follows.
Indeed, if T ∈ Mor(π, α), then Eπ(Tξ) = Tξ is immediate.
Conversely, for a ∈ C0(X) and η ∈ Hπ, consider the (linear!) map
T : Hπ → C0(X), ξ 7→ (idX⊗ϕG)(α(a)(1X ⊗ Uπ(ξ, η)
∗)).
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Let {ei} be an orthonormal basis of Hπ. By strong left invariance of ϕG,
α(Tξ) = (idX⊗ idG⊗ϕG)((idX⊗∆)α(a)(1X ⊗ 1X ⊗ Uπ(ξ, η)
∗))
=
∑
i
(idX⊗ idG⊗ϕG)(α(a)13(1X ⊗ Uπ(ei, ξ)⊗ Uπ(ei, η)
∗))
=
∑
i
T (ei)⊗ Uπ(ei, ξ)
= (T ⊗ idG)δπ(ξ),
hence T ∈ Mor(π, α). Since χπ is a linear combination of Uπ(ξ, η)’s, it follows
that Eπ(C0(X)) ⊆ C0(X)π.
Definition 3.15. Let X
α
x G. Then we define the Podles´ subalgebra or
algebraic core of C0(X) to be the set
OG(X) = linear span {C0(X)π | π irreducible} ⊆ C0(X).
Theorem 3.16. The linear space OG(X) is a
∗-algebra, unital if X compact.
Proof. If X is compact, then clearly OG(X) contains the unit since with πǫ
denoting the trivial representation
δǫ : C→ C⊗C(G), 1 7→ 1⊗ 1G
we have that
η : C→ C(G), 1 7→ 1G
lies in Mor(πǫ, α).
In general, we have by linearity and semisimplicity that
OG(X) = {Tξ | π a G -representation, ξ ∈ Hπ, T ∈ Mor(π, α)} ⊆ C0(X).
If then a = Tξ and b = T ′η, andm the multiplication map from OG(X)⊗
alg
OG(X)
to OG(X), we have
ab = m(Tξ ⊗ T ′η),
where m ◦ (T ⊗ T ′) in Mor(π1 ⊗ π2, α) since α is a homomorphism.
Finally, if a = Tξ, then
a∗ = T †(ξ∗),
where T † : η∗ 7→ (Tη)∗ is in Mor(π¯, α) since α is ∗-preserving.
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For example, by the remark above Lemma 3.14, we have O(G) = OG(G).
Proposition 3.17. Let X
α
x G. Then α restricts to a Hopf ∗-algebraic right
coaction
αalg : OG(X)→ OG(X) ⊗
alg
O(G).
Proof. For a = Tξ with ξ ∈ Hπ and T ∈ Mor(π, α), we have a ∈ C0(X)π and
α(a) = α(Tξ) = (T ⊗ idG)δπ(ξ) ∈ C0(X)π ⊗
alg
C(G)π ⊆ OG(X) ⊗
alg
O(G).
The fact that αalg satisfies the coaction property is immediate. To see that
αalg is counital, take a = Tξ with ξ ∈ Hπ and T ∈ Mor(π, α). Then
(idX⊗ε)α(Tξ) = T ((idHpi ⊗ε)δπ(ξ)) = Tξ.
The following theorem is part of [31, Theorem 1.5].
Theorem 3.18. Let X
α
x G. Then OG(X) is dense in C0(X).
Proof. Since
[α(C0(X))(1X ⊗ C(G))] = C0(X)⊗ C(G) ⊇ C0(X)⊗ C,
and since O(G) is dense in C(G), we have that
C0(X) = [{(idX⊗ϕG)(α(a)(1X ⊗ h)) | a ∈ C0(X), h ∈ O(G)}].
But, as follows from the proof of Lemma 3.14, we have
{(idX⊗ϕG)(α(a)(1X ⊗ h)) | a ∈ C0(X), h ∈ O(G)} ⊆ OG(X).
Lemma 3.19. Let X
α
x G. Then EX /G is faithful on OG(X):
∀a ∈ OG(X), EX /G(a
∗a) = 0 ⇒ a = 0.
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Proof. Assume that a ∈ OG(X) with EX /G(a∗a) = 0. For ω a positive
functional on C0(X), we then have
0 = ω(EX /G(a
∗a)) = ϕG((ω ⊗ idG)α(a
∗a)).
Since (ω ⊗ idG)α(a∗a) ∈ O(G) is positive in C(G), it follows from Lemma
1.3 that
(ω ⊗ idG)α(a
∗a) = 0.
Hence, as we are working with the spatial tensor product, α(a∗a) = 0. Ap-
plying the counit to the second leg, we get a∗a = 0, and so a = 0.
From the fact that α(C0(X)π) ⊆ C0(X)π ⊗ C(G)π, we have for π ≇ π′ that
EX /G(a
∗b) = 0, a ∈ C0(X)π, b ∈ C0(X)π′.
Hence,
OG(X) =
∑
π∈Irrep(G)
⊕
C0(X)π,
where the direct sum is over a maximal family of non-equivalent irreducible
representations of G.
In general the coaction map α associated to an action of a compact quantum
group need not be faithful. The following results are taken from [34].
Example 3.20. Let Γ be a non-amenable discrete group, so that C∗u(Γ) ≇
C∗red(Γ). Then
∆ : C∗u(Γ)→ C
∗
u(Γ)⊗ C
∗
red(Γ), λg 7→ λg ⊗ λg
defines a continuous action Γ̂u x Γ̂red, but is non-injective by Fell’s absorp-
tion principle.
However, one can always get rid of this nuissance in a canonical way.
Lemma 3.21. Let X
α
x G. Define C0(X
′) = C0(X)/Ker(α). Then X
α
x G
descends to a continuous action X′
α′
x G, with α′ is injective.
The proof will use in an essential way that ∆ is assumed to be injective!
27
Proof. It is immediate that α′ is a well-defined coaction satisfying the Podles´
condition. To prove injectivity, write ρ : C0(X) → C0(X)/Ker(α) for the
canonical projection map, so that by definition
α′(ρ(a)) = (ρ⊗ idG)α(a).
Assume that α′(ρ(a)) = (ρ ⊗ idG)α(a) = 0. Then for any ω ∈ C(G)∗, we
have ρ((idX⊗ω)α(a)) = 0, hence
0 = α((idX⊗ω)α(a)) = (idX⊗ idG⊗ω)((idX⊗∆)α(a)).
Since ω was arbitrary, and since ∆ is injective by assumption, we have α(a) =
0, and hence ρ(a) = 0.
It is easy to see that the natural map OG(X) → C0(X
′) is injective. The
following proposition shows that we in fact have an isomorphism OG(X) ∼=
OG(X
′).
Proposition 3.22. With C0(X
′) = C0(X)/Ker(α), one has OG(X) = OG(X
′).
Proof. The natural injection OG(X) → C0(X
′) clearly has range in OG(X
′),
as the ∗-homomorphism ρ : C0(X) → C0(X
′) intertwines the coactions. If
however b ∈ C0(X
′)π for an irreducible representation π, pick a ∈ C0(X)
with ρ(a) = b. Then using the map Eπ of (3.2), we have ρ(Eπ(a)) = b by
equivariance of ρ. It follows that we may assume a ∈ C0(X)π ⊆ OG(X).
Hence the map OG(X)→ OG(X
′) is also surjective.
4 Universal and reduced actions
In this section, we show that to any action of a compact quantum group
can be associated canonically an action of its universal completion and its
reduced companion. The results in this section are taken from [23].
Proposition 4.1. Let X
α
x G. Then the Podles´ ∗-algebra OG(X) admits a
universal C∗-algebra C0(Xu).
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Proof. Choose an irreducible representation π and a morphism T ∈ Mor(π, α).
Then for {ei} an orthonormal basis of Hπ, we have
δπ(ei) =
∑
j
ej ⊗ Uπ(ej , ei),
and so, with xT =
∑
i T (ei)T (ei)
∗, we have
α(xT ) =
∑
i,j,k
T (ej)T (ek)
∗ ⊗ Uπ(ej , ei)Uπ(ek, ei)
∗
=
∑
j
T (ej)T (ej)
∗ ⊗ 1G
= xT ⊗ 1G.
It follows that
xT ∈ C0(X/G),
and hence
‖λ(T (ei))‖
2 ≤ ‖xT‖, for all
∗-representations λ of OG(X).
Since OG(X) is the linear span of {Tξ | π, T ∈ Mor(π, α), ξ ∈ Hπ}, we obtain
∀a ∈ OG(X), ‖a‖u = sup{‖λ(a)‖ | λ
∗-representation of OG(X)} <∞.
Theorem 4.2. Let X
α
x G. Then αalg extends to an action
αu : C0(Xu)→ C0(Xu)⊗ C(Gu)
with αu injective. Moreover, we have
• C0(Yu) = C0(Y), where Yu = Xu /Gu and Y = X /G,
• OGu(Xu) = OG(X).
Proof. We have already proven that the action Xu
αu
x Gu is a well-defined
action of Gu in Lemma 2.13.
Note that the counit on O(G) extends to C0(Gu). As αalg is a Hopf algebra
coaction, we obtain
(idX⊗ε)αu(a) = a, ∀a ∈ C0(Xu),
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and in particular αu injective.
Let us now show that C0(Xu) has the same spectral subspaces as C0(X).
Write
πu : C0(Xu)→ C0(X), πu : C(Gu)→ C(G).
Then by construction, one has
(πu ⊗ πu) ◦ αu = α ◦ πu.
From this it follows immediately that for all irreducible representations π of
G, one has
πu(C0(Xu)π) = C0(X)π.
What remains to show is that πu is injective on each C0(Xu)π. Now if an ∈
OG(X) and
an →
n→∞
b ∈ C0(Yu),
we get that
bn := EY(an) = (idX⊗ϕG)α(an) →
n→∞
(idXu ⊗ϕGu)αu(b) = b.
As C0(Y) is a C
∗-algebra and bn ∈ C0(Y), we deduce b ∈ C0(Y). This already
shows C0(Yu) = C0(Y).
Assume now that a ∈ C0(Xu)π with πu(a) = 0. Then
0 = α(πu(a
∗a)) = (πu ⊗ πu)αu(a
∗a) ∈ OG(X) ⊗
alg
O(G).
Applying (idX⊗ϕG), we see that
πu
(
EYu(a
∗a)
)
= 0 ⇒ EYu(a
∗a) = 0.
But as EYu is faithful on OGu(Xu), we obtain a = 0.
We now turn to the construction of the reduced C∗-algebra associated to an
action.
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Definition 4.3. For C0(Y) ⊆ C0(X) a non-degenerate C∗-subalgebra and
EY : C0(X)→ C0(Y)
a faithful conditional expectation, we endow C0(X) with the pre-Hilbert
C0(Y)-module structure
〈a, b〉Y = EY(a
∗b).
We denote L2Y(X) for the Hilbert C0(Y)-module obtained as the completion
of C0(X) with respect to the norm
‖a‖Y =
√
‖〈a, a〉Y‖.
Lemma 4.4. Let X
α
x G with Y = X/G. Then
OG(X) ⊗
alg
O(G)→ OG(X) ⊗
alg
O(G), a⊗ g 7→ α(a)(1X ⊗ g) (4.1)
completes to a unitary map
Uα : L
2
Y(X)⊗ L
2(G)→ L2Y(X)⊗ L
2(G).
Proof. Note that
(EY ⊗ idG)α(a) = EY(a)⊗ 1G, a ∈ C0(X).
Then the map in the lemma is isometric by the following computation: for
a, b ∈ OG(X) and g, h ∈ O(G), we have
〈α(a)(1X ⊗ g), α(b)(1X ⊗ h)〉Y = (EY ⊗ ϕG)((1X ⊗ g
∗)α(a∗b)(1X ⊗ h))
= ϕG(g
∗h)EY(a
∗b)
= 〈a⊗ g, b⊗ h〉Y.
The surjectivity follows from the surjectivity of the map in (4.1), which is a
consequence of αalg being a coaction by a Hopf algebra:
b⊗ h = ε(b(1))b(0) ⊗ h = b(0) ⊗ b(1)(S(b(2))h), b ∈ OG(X), h ∈ O(G).
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Lemma 4.5. The non-degenerate ∗-homomorphism
πred : C0(X)→ L(L
2
Y(X))
obtained as the closure of the left multiplication map for C0(X) satisfies
(πred ⊗ πred)α(a) = Uα(πred(a)⊗ 1L2(G))U
∗
α, a ∈ C0(X)
Moreover, πred is injective on OG(X).
Proof. As EY is positive, it follows that
EY(y
∗x∗xy) ≤ ‖x‖2EY(y
∗y), ∀x, y ∈ C0(X).
This implies that πred is well-defined on C0(X).
To see that Uα implements α, we check that, for a ∈ OG(X),
Uα(πred(a)⊗ 1G) = (πred ⊗ πred)(αalg(a))Uα on OG(X)⊗
alg
O(G).
Finally, as EY is faithful on OG(X), it follows straightforwardly that πred is
injective on OG(X).
Theorem 4.6. Let X
α
x G and write
C0(Xred) = πred(C0(X)).
Then
αred : C0(Xred)→ C0(Xred)⊗ C(Gred) ⊆ L(L
2
Y(X)⊗ L
2(G)),
a 7→ Uα(πred(a)⊗ 1)U
∗
α
defines an injective right coaction Xred
αred
x Gred.
Moreover,
• C0(Yred) = C0(Y),
• OGred(Xred) = OG(X).
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Proof. As Uα implements the coaction αalg on OG(X), it follows immediately
that αred is a well-defined coaction satisfying the Podles´ condition. Also its
injectivity is immediate from the defining formula.
Write
πred : C0(X)→ C0(Xred)
for the canonical quotient map. Then we have by construction that
(πred ⊗ πred) ◦ α = αred ◦ πred.
As πred is faithful on OG(X), we have OG(X) ⊆ OGred(Xred). On the other
hand, if π is an irreducible representation and T ∈ Mor(π, αred), ξ ∈ Hπ,
choose a ∈ C0(X) with πred(a) = Tξ. Then with χπ the element defined by
(3.1), and
b = (idX⊗ϕG)(α(a)(1X ⊗ χ
∗
π)),
we have b ∈ C0(X)π and
πred(b) = (idXred ⊗ϕGred)(αred(πred(a))(1Xred ⊗ χ
∗
π)) = Tξ.
This shows that we have C0(X)π = C0(Xred)π, and in particular OG(X) =
OGred(Xred) and C0(Yred) = C0(Y).
To end, let us consider the case where there is only one completion of OG(X),
which must hence necessarily coincide with the original C0(X). Recall that
G is called coamenable if the canonical surjection map C(Gu) → C(Gred) is
an isomorphism. This is equivalent to C(Gu) having a faithful Haar state or
C(Gred) having a bounded counit, see [5].
Proposition 4.7. Let X x G. If G is coamenable, then C0(X) = C0(Xred) =
C0(Xu).
Proof. In fact, the faithfulness of the Haar state on C(Gu) implies that the
conditional expectation C0(Xu) → C0(X /G) is faithful, which immediately
entails the proposition.
If the compact quantum group G is coamenable, we also have the following
preservation of nuclearity.
Theorem 4.8 ([14]). Let X x G. If G is coamenable, then C0(X) is a
nuclear C∗-algebra if and only if C0(X /G) is a nuclear C
∗-algebra.
33
For the proof we refer to [14]. Note that by replacing X with its one-point
compactification, we may assume that X is compact.
5 Actions and coactions, crossed and smash
products
In this section, we will consider the notion dual to that of action, called
G-coaction or Ĝ-action. We will also consider the algebras associated to
actions and coactions, called respectively the crossed and smash products.
The results in this section are well-known in various contexts, such as alge-
braic (see e.g. [24, Section 1.6]), C∗-algebraic (see e.g. [35, Section 9]) and
von Neumann algebraic (see e.g. [39, Section 2]), but we will give a slightly
idiosynchratic treatment which blends the algebraic and operator algebraic
approaches.
Definition 5.1. Let G be a compact quantum group. A left O(G)-module
∗-algebra (O(X),) consists of a ∗-algebra O(X), endowed with a unital
O(G)-module structure  such that
h (ab) = (h(1)  a)(h(2)  b) and (h a)
∗ = S(h)∗  a∗,
for all a, b ∈ O(X) and h ∈ O(G).
We will use the following terminology.
Terminology 5.2. We say that a left O(G)-module ∗-algebra O(X) corre-
sponds to a right Ĝ-action X x Ĝ. We also refer to the latter as a left
G-coaction.
We will explain some of the terminology in the next examples.
Example 5.3. Let Γ be a discrete group. Write C(Γ̂u) = C
∗
u(Γ), so that
O(Γ̂u) = O(Γ̂) = C[Γ] is the group algebra of Γ. Then a left O(Γ̂)-module
∗-algebra structure on some ∗-algebra O(X) corresponds precisely to a left
action of Γ on the ∗-algebra O(X). If then moreover X is a locally compact
space, a left action of Γ on C0(X) is nothing but a right action X x Γ.
Example 5.4. Let G be a finite quantum group, that is, G is a compact
quantum group with O(G) finite-dimensional. Then the dual O(Ĝ) = O(G)∗
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is a again a compact quantum group with respect to the Hopf ∗-algebra
structure
(ωη)(a) = (ω ⊗ η)∆(a), ω∗(a) = ω(S(a)∗), ∆̂(ω)(a⊗ b) = ω(ab).
It is easy to check that, for O(X) a ∗-algebra, there is a one-to-one corre-
spondence between Ĝ-actions in the sense of Section 2 and Ĝ-actions in the
above sense, by
α : O(X)→ O(X)⊗ O(Ĝ)
m
h  a = (id⊗h)α(a), a ∈ O(X), h ∈ O(G),
where we identified O(G) = O(G)∗∗.
Example 5.5. Let G be a compact quantum group. Then we have the
canonical right Ĝ-action G x Ĝ, given by the O(G)-module ∗-algebra struc-
ture
h  f = h(1)fS(h(2)), h, f ∈ O(G).
We refer to this as the (right) conjugate action of Ĝ.
There is no need to restrict O(X) to be a purely algebraic object, as will
follow from the proof of the following lemma.
Lemma 5.6. Let G be a compact quantum group and C0(X) a C
∗-algebra.
If C0(X) is a left O(G)-module
∗-algebra, we have
lh : C0(X)→ C0(X), a 7→ h a
bounded, for all h ∈ O(G).
Proof. Let π be a unitary representation ofG, and let {ei} be an orthonormal
basis ofHπ. Write eij for the standard matrix units in B(Hπ) with respect to
this basis. Then from the corepresentation property of Uπ and the definining
properties of a module ∗-algebra, we obtain that the map
γπ : C0(X)→ B(Hπ)⊗ C0(X), a 7→ Uπ  a =
∑
i,j
eij ⊗ (Uπ(ei, ej)  a)
is a unital ∗-homomorphism. Hence in particular
‖Uπ  a‖ ≤ ‖a‖, for all a ∈ C0(X).
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But this implies that ‖Uπ(ei, ej) a‖ ≤ ‖a‖ for all i, j and all a ∈ C0(X). As
the Uπ(ei, ej) span O(G) as a vector space, the lemma is proven.
The same argument allows to prove the next corollary.
Corollary 5.7. Assume that the ∗-algebra O(X) admits a universal C∗-
envelope C0(Xu). Then any O(G)-module
∗-algebra structure on O(X) ex-
tends to an O(G)-module ∗-algebra structure on C0(Xu).
We now define the notion of smash product with respect to a right Ĝ-action.
Definition 5.8. Assume that we have a left O(G)-module ∗-algebra O(X).
The algebraic smash product ∗-algebra
O(X⋊Ĝ) = Ĝ ⋉O(X) = O(X)#O(G)
is defined as the tensor product vector space O(X) ⊗
alg
O(G), equipped with
the product
(a⊗ h)(b⊗ g) = a(h(1)  b)⊗ h(2)g
and the ∗-structure
(a⊗ h)∗ = (h∗(1)  a
∗)⊗ h∗(2).
Exercise 5.9. Show that O(X)#O(G) is an associative ∗-algebra.
Notation 5.10. For O(X) a left O(G)-module ∗-algebra, a ∈ O(X) and
h ∈ O(G), we write
ah = a⊗ h = ‘(a⊗ 1G)(1X ⊗ h)’ in O(X)#O(G).
We further write
ha = (h(1)  a)⊗ h(2) = ‘(1X ⊗ h)(a⊗ 1G)’ in O(X)#O(G).
Lemma 5.11. Let X x Ĝ. For all a ∈ O(X) and h ∈ O(G), one has
1. (ah)∗ = h∗a∗,
2. ah = h(2)(S
−1(h(1))  a).
Proof. Exercise.
Lemma 5.12. Assume that X x Ĝ with X a locally compact quantum space.
Then O(X⋊Ĝ) admits a universal C∗-envelope.
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We will denote this universal C∗-algebra as C0(X⋊uĜ).
Proof. If π is a non-degenerate ∗-representation of O(X⋊Ĝ) on a Hilbert
space H, we have a ∗-representation π of O(G) on the pre-Hilbert space
π(O(X⋊Ĝ))H by
π(h)π(bg)ξ = π(hbg)ξ,
and then
π(ah)ξ = π(a)π(h)ξ, ∀a ∈ C0(X), h ∈ O(G), ξ ∈ π(O(X⋊Ĝ))H .
As any ∗-representation of O(G) on a pre-Hilbert space is automatically
bounded, we obtain
‖π(ah)‖ ≤ ‖a‖‖h‖u, a ∈ C0(X), h ∈ O(G).
However, it is not clear if O(X⋊Ĝ) is actually a good ∗-algebra, that is, if
O(X⋊Ĝ) ⊆ C0(X⋊uĜ).
This is the question we deal with next, see Corollary 5.17.
Proposition 5.13. Assume O(X) is a left O(G)-module ∗-algebra. Then
X⋊Ĝ x G by the Hopf ∗-algebra coaction
α : O(X⋊Ĝ)→ O(X⋊Ĝ)⊗ O(G), ah 7→ ah(1) ⊗ h(2).
Proof. Exercise.
We refer to α as the dual action of G on X⋊Ĝ. The following corollary
follows from Lemma 2.13.
Corollary 5.14. If X x Ĝ with X a locally compact quantum space, then
X⋊uĜ x G.
Proposition 5.15. Let X be a locally compact quantum space, and X x Ĝ.
Put
EX : O(X⋊Ĝ)→ C0(X), x 7→ (idX⊗ϕG)α(x),
37
with X ⋊ Ĝ
α
x G. Then
〈x, y〉X = EX(x
∗y)
defines a pre-Hilbert C0(X)-module structure on O(X⋊Ĝ). Moreover, its
completion L2X(X⋊Ĝ) satisfies
L2X(X⋊Ĝ)
∼= L2(G)⊗ C0(X),
isometrically as right Hilbert C0(X)-modules, by means of the map
V : O(X⋊Ĝ)→ L2(G)⊗ C0(X), ha 7→ h⊗ a.
Proof. Note that the range of EX indeed lies in C0(X), since
(idX⊗ϕG)(α(ha)) = (idX⊗ϕG)(∆(h)(a⊗ 1G))
= ϕG(h)a.
Now we compute
〈ha, gb〉X = (idX⊗ϕG)((a
∗ ⊗ 1G)∆(h
∗g)(b⊗ 1G))
= ϕG(h
∗g)a∗b
= 〈h⊗ a, g ⊗ b〉
= 〈V (ha), V (gb)〉.
It follows that indeed O(X⋊Ĝ) is a pre-Hilbert C0(X)-module, and that V
induces a unitary map
L2X(X⋊Ĝ)
∼= L2(G)⊗ C0(X)
which is clearly right C0(X)-linear.
Theorem 5.16. Let G be a compact quantum group, X a locally compact
quantum space, and let X x Ĝ. Then the left multiplication map of O(X⋊Ĝ)
on itself extends to an injective ∗-homomorphism
πred : O(X⋊Ĝ)→ L(L
2
X(X⋊Ĝ)).
Proof. We will use the notation from Proposition 5.15.
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For a ∈ C0(X) and x ∈ O(X⋊Ĝ), we have that
EX(x
∗a∗ax) ≤ ‖a∗a‖EX(x
∗x),
by positivity of EX. Hence, writing Lax = ax, we have
‖Lax‖X ≤ ‖a‖‖x‖X.
It is furthermore easy to see that
〈y, ax〉X = 〈a
∗y, x〉X,
hence La is adjointable with L
∗
a = La∗ . Thus La ∈ L(L
2
X(X⋊Ĝ)).
On the other hand, for h ∈ O(G) we see that
V Lh = (Lh ⊗ 1)V on O(X⋊Ĝ),
where on the right Lh denotes the operation of left multiplication with h on
L2(G). This proves the existence of Lh ∈ L(L2X(X⋊Ĝ)). It is then easily
seen that we obtain a (non-degenerate) ∗-homomorphism
πred : O(X⋊Ĝ)→ L(L
2
X(X⋊Ĝ)), ah 7→ LaLh.
To see that it is injective, assume that πred(x) = 0. Then 〈xx∗, xx∗〉X = 0,
and hence xx∗ = 0. Applying EX, we obtain 〈x∗, x∗〉X = 0, hence x = 0.
Corollary 5.17. Let X be a locally compact quantum space, and let X x Ĝ.
Then
O(X⋊Ĝ) ⊆ C0(X⋊uĜ).
The preceding discussion also allows us to define a reduced smash product,
in the following way.
Definition 5.18. Let X be a locally compact quantum space, and let X x Ĝ.
We define
C0(X⋊redĜ) =
[
πred
(
O(X⋊Ĝ)
)]
⊆ L(L2X(X⋊Ĝ)).
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Exercise 5.19. Show that, with
V : L2X(X⋊Ĝ)→ L
2(G)⊗ C0(X), ha 7→ h⊗ a,
we have for h, g ∈ O(G) and a, b ∈ C0(X) that
V πred(ha)V
∗(g ⊗ b) = hg(2) ⊗
(
S−1(g(1))  a
)
b.
Lemma 5.20. Assume X is a locally compact quantum space and X x Ĝ.
Then
• (X⋊uĜ)/G = X,
• (X⋊redĜ)/G = X,
• OG(X⋊uĜ) = O(X⋊Ĝ),
• OG(X⋊redĜ) = O(X⋊Ĝ).
Proof. Exercise.
Our next goal is to define the crossed product with respect to an action of
a compact quantum group. We first recall the definition and basic structure
theory of the dual ∗-algebra.
Definition 5.21. Let G be a compact quantum group. Then we define
O(Ĝ) = {ϕG( · h) | h ∈ O(G)} ⊆ O(G)
∗,
with O(G)∗ the vector space dual to O(G).
Note that we have as well O(Ĝ) = {ϕG(h · ) | h ∈ O(G)}, by making use of
the modular automorphism σ.
Lemma 5.22. The vector space O(Ĝ) is a ∗-algebra for
(ω · θ)(h) = (ω ⊗ θ)∆(h), ω∗(h) = ω(S(h)∗).
In fact, with {π} a maximal collection of mutually inequivalent unitary re-
presentations of G, we have
O(Ĝ) ∼= ⊕πB(Hπ), ω 7→
∑
π
(idHpi ⊗ω)δπ.
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Note that O(Ĝ) is non-unital, unless G is finite!
Lemma 5.23. Let X be a locally compact quantum space, and X
α
x G. Let
Y = X /G. There is a unique non-degenerate ∗-representation
l : O(Ĝ)→ L(L2Y(X))
such that
lω(a) = (idX⊗ω)α(a), a ∈ OG(X), ω ∈ O(Ĝ).
Recall that L2Y(X) is the completion of OG(X) with respect to
‖a‖Y = ‖EY(a
∗a)‖1/2.
Proof. We first check that lω is well-defined and bounded: for a ∈ C0(X) and
ω ∈ O(Ĝ), we compute
‖lω(a)‖
2
Y = ‖EY((idX⊗ω)(α(a))
∗(idX⊗ω)(α(a)))‖
≤ ‖ω‖‖EY ((idX⊗|ω|)α(a
∗a)) ‖
= ‖ω‖2‖EY(a
∗a)‖
= ‖ω‖2‖a‖2Y.
It is then clear that l is a representation. To see that it is ∗-preserving, we
first observe that, with g, h ∈ O(G), we have in the case X = G that
〈g, lωh〉 = 〈lω∗g, h〉
in L2(G), by strong left invariance. In general, it then follows that l∗ω = lω∗
by using that
α(lωa) = (idX⊗lω)α(a), a ∈ OG(X).
Finally, to see that the representation is non-degenerate, we use that for any
a ∈ OG(X), there exists an ω ∈ O(Ĝ) such that lωa = a, using for example
the elements defined by (3.1).
In the following, we write La = πred(a) for the operator of left multiplication
with a ∈ C0(X) on L2Y(X).
Lemma 5.24. Assume X x G. For a ∈ OG(X) and ω ∈ O(Ĝ),
lωLa = La(0) lω(a(1) · ) in L(L
2
Y(X)).
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Proof. Exercise.
Definition 5.25. Let X
α
x G be an action of G on the locally compact
quantum space X. The crossed product ∗-algebra
O(X⋊G)
is the vector space OG(X) ⊗
alg
O(Ĝ) with the following ∗-algebra structure:
(a⊗ ω)(b⊗ θ) = ab(0) ⊗ ω(b(1) · )θ, (a⊗ ω)
∗ = a∗(0) ⊗ ω
∗(a∗(1) · ).
Again, we leave it to the reader to check that, for example, the multiplication
is associative.
As in the case of smash products, we will use the shorthand notation
aω = a⊗ ω, ωa = a(0) ⊗ ω(a(1) · )
for ω ∈ O(Ĝ), a ∈ OG(X). Then we have for example that
(aω)∗ = ω∗a∗.
Lemma 5.26. The universal C∗-envelope C0(X⋊uG) of O(X⋊G) exists.
Proof. If π is a non-degenerate ∗-representation of O(X⋊G), it follows from
a similar argument as in the proof of Proposition 4.1 that for any a ∈ OG(X),
there exists Ca > 0 such that
‖π(ax)ξ‖ ≤ Ca‖π(x)ξ‖, ∀x ∈ O(X⋊G), ξ ∈ Hπ .
Hence there exists a non-degenerate ∗-representation
π : OG(X)→Hπ
such that
π(a)π(x) = π(ax), a ∈ OG(X), x ∈ O(X⋊G).
Similarly, as any ω ∈ O(Ĝ) lies in a finite-dimensional C∗-algebra, there
exists a non-degenerate
π : O(Ĝ)→ B(Hπ)
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such that
π(ω)π(x) = π(ωx), ∀ω ∈ O(Ĝ), x ∈ O(X⋊G).
It is then clear that in fact
π(aω) = π(a)π(ω), a ∈ OG(X), ω ∈ O(Ĝ),
and so
‖π(aω)‖ ≤ ‖a‖u‖ω‖O(Ĝ).
Definition 5.27. For X x G, we define the full (or universal) crossed prod-
uct C∗-algebra as the universal C∗-envelope C0(X⋊uG) of O(X⋊G).
A similar construction is again possible on the reduced level.
Definition 5.28. The reduced crossed product C∗-algebra C0(X⋊redG) is[
Lα(a)(1⊗ lω) | a ∈ C0(X), ω ∈ O(Ĝ)
]
⊆ L(L2Y(X)⊗ L
2(G)).
Lemma 5.29. We have that C0(X⋊redG) is a C
∗-algebra, with
π : O(X⋊G)→ C0(X⋊redG), aω 7→ Lα(a)(1⊗ lω)
an injective ∗-homomorphism.
Proof. It is easily verified that π is a ∗-homomorphism. To see that it is
injective, assume that
∑
i Lα(ai)(1⊗ lωi) = 0. Then
∀h ∈ O(G),
∑
i
ai(0) ⊗ ai(1)lωih = 0,
hence
∀h ∈ O(G),
∑
i
ai(0) ⊗ ai(1) ⊗ ai(2)lωih = 0,
and ∑
i
ai(0) ⊗ S(ai(1))ai(2)lωih =
∑
i
ai ⊗ lωih = 0.
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In fact, we will show that one always has C0(X⋊uG) ∼= C0(X⋊redG). We
will need some preparations.
We will in the following drop the notation l, and let O(Ĝ) act directly on
L2(G) or L2Y(X). We also let O(X⋊G) act directly on L
2
Y(X)⊗ L
2(G).
We will denote, for π an irreducible representation of G,
pπ = ϕG( ·χ
∗
π) ∈ O(Ĝ),
which is a minimal central projection in O(Ĝ) by the defining property (3.1)
of χπ. Note that pπL
2(G) is then a finite-dimensional vector space.
Lemma 5.30. There exists on
OG(X)⊗
(
pπB(L
2(G))pπ′
)
⊆ L(L2Y(X)⊗ L
2(G))
a unique O(G)-comodule structure απ,π′ such that
x⊗ (yξG)(zξG)
∗ 7→ x(0) ⊗ (y(2)ξG)(z(2)ξG)
∗ ⊗ S−1(y(1))x(1)S
−1(z(1))
∗
for x ∈ OG(X), yξG ∈ pπL2(G) and z ∈ pπ′L2(G). Moreover, the fixed point
subspace of this comodule is precisely pπO(X⋊G)pπ′.
Here we mean by ‘fixed point subspace’ the space of elements satisfying
απ,π′(x) = x⊗ 1G.
Proof. If e
(π)
i denotes an orthonormal basis of Hπ, then it is clear that the
Uπ(e
(π)
i , e
(π)
j )ξG form a basis of pπL
2(G), and hence απ,π′ is a well-defined
map, which is immediately seen to be a comodule map. Assume now that∑
i
xi ⊗ (yiξG)(ziξG)
∗ ∈ OG(X)⊗
(
pπB(L
2(G))pπ′
)
,
with
απ,π′
(∑
i
xi ⊗ (yiξG)(ziξG)
∗
)
=
∑
i
xi ⊗ (yiξG)(ziξG)
∗ ⊗ 1G.
Then also∑
i
xi(0) ⊗ (yi(3)ξG)(zi(3)ξG)
∗ ⊗ yi(2) ⊗ z
∗
i(2) ⊗ S
−1(yi(1))xi(1)S
−1(zi(1))
∗
=
∑
i
xi ⊗ (yi(2)ξG)(zi(2)ξG)
∗ ⊗ yi(1) ⊗ z
∗
i(1) ⊗ 1G.
44
Applying the antipode to the third and fourth factor, and multiplying them
respectively to the left and right of the last factor, we obtain∑
i
xi(0) ⊗ (yiξG)(ziξG)
∗ ⊗ xi(1) =
∑
i
xi ⊗ (yi(2)ξG)(zi(2)ξG)
∗ ⊗ yi(1)z
∗
i(1).
Hence∑
i
xi(0) ⊗ (S(xi(1))yiξG)(ziξG)
∗ =
∑
i
xi ⊗ (S(z
∗
i(1))ξG)(zi(2)ξG)
∗.
But writing ωi = ϕG(z
∗
i · ), an easy computation using strong left invariance
shows
(S(z∗i(1))ξG)(zi(2)ξG)
∗ = lωi.
Hence ∑
i
xi(0) ⊗ (S(xi(1))yiξG)(ziξG)
∗ =
∑
i
xi ⊗ lωi ,
and∑
i
xi ⊗ (yiξG)(ziξG)
∗
=
∑
i
xi(0) ⊗ xi(1)S(xi(2))(yiξG)(ziξG)
∗
=
∑
i
xi(0) ⊗ xi(1)lωi .
This shows that the fixed point subspace of OG(X)⊗ (pπB(L2(G))pπ′) lies in
pπO(X⋊G)pπ′ . We leave the reverse inclusion as an exercise to the reader.
Theorem 5.31. The space O(X⋊G) has a unique C∗-completion.
Proof. As O(X⋊G) =
⋃
p
pO(X⋊G)p with p ranging over all central projec-
tions in O(Ĝ), it is sufficient to show that pO(X⋊G)p is a C∗-algebra for
any such p. In turn, it is hence sufficient to show that pπO(X⋊G)pπ′ is a
closed subspace of C0(X⋊redG) for all irreducible π, π
′.
However, if a ∈ C(G)π′′, then
pπapπ′′ = a(0)ϕG(a(1) · χ
∗
π)ϕG( ·χ
∗
π′),
45
which is zero unless π is a subrepresentation of π′′ ⊗ π′. By Frobenius reci-
procity, the latter only happens when π′′ ⊆ π⊗ π′. As there are only finitely
many such π′′ up to equivalence, we deduce that pπO(X⋊G)pπ′ lies in a finite
direct sum of OG(X)π′′ ⊗ (pπB(L2(G))pπ′). However, by the proof of Lemma
3.14 the latter space is closed in C0(X)⊗(pπB(L2(G))pπ′). As pπO(X⋊G)pπ′
arises as the fixed point subspace of OG(X)⊗ (pπB(L2(G))pπ′) for a contin-
uous comodule structure by Lemma 5.30, it follows that pπO(X⋊G)pπ′ is
closed.
In the following, we will hence write simply X⋊G for the crossed product.
The following proposition is dual to Proposition 5.13.
Proposition 5.32. Let X
α
x G. There is a unique action of Ĝ on X⋊G
such that
h  (aω) = aω( · h), h ∈ O(G), ω ∈ O(Ĝ), a ∈ OX(G).
Proof. It is clear that  defines a unital O(G)-module on O(X⋊G). We
leave it to the reader to check that it is then a module ∗-algebra. It then
follows that it extends to a module ∗-algebra structure on C0(X⋊G) by
Corollary 5.7.
It follows that one can iterate by taking crossed products with alternatingly
G and Ĝ. However, this process essentially stabilizes after the second step.
In the following, we will write B00(L
2(G)) for the ∗-algebra of finite rank
operators on L2(G) with respect to the subspace O(G)ξG. This means that
elements of B00(L
2(G)) are linear combinations of rank one operators of the
form (yξG)(zξG)
∗ for y, z ∈ O(G).
The following theorem goes under the name of the ‘Takesaki-Takai-Baaj-
Skandalis duality’.
Theorem 5.33. Let X be a locally compact quantum space, and X x G.
Then
O(X⋊G⋊Ĝ) ∼= OG(X) ⊗
alg
B00(L
2(G))
equivariantly, where OG(X)⊗
alg
B00(L
2(G))x G by
x⊗ (yξG)(zξG)
∗ 7→ x(0) ⊗ (y(2)ξG)(z(2)ξG)
∗ ⊗ S−1(y(1))x(1)S
−1(z(1))
∗.
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Similarly, if X x Ĝ, then
O(X⋊Ĝ ⋊G) ∼= B00(L
2(G))⊗
alg
OG(X)
equivariantly, where B00(L
2(G)) ⊗
alg
OG(X)x Ĝ by
h (((yξG)(zξG)
∗)⊗ x) = (yS−1(h(1))ξG)(zσ(h
∗
(3))ξG)
∗ ⊗ S−2(h(2))  x.
Proof. We will only sketch a proof, leaving missing details to the reader.
Let X x G. Recall the Woronowicz character f from Theorem 1.8. Write
U : O(G)ξG → O(G)ξG, hξG 7→ (f ∗ S(h))ξG.
Using the properties of f , it is easy to see that U is a unitary involution.
Moreover, if g, h ∈ O(G), we have
UhU∗gξG = g(f ∗ S(h))ξG.
It follows that UO(G)U∗ commutes elementwise with O(G), and moreover
an easy computation reveals that
UhU∗lω = lω( ·h(1))Uh(2)U
∗
on L2(G). It follows that we obtain a ∗-homomorphism
O(X⋊G⋊Ĝ)→ OG(X) ⊗
alg
B(L2(G)), aωh 7→ α(a)(1⊗ lωUhU
∗).
A further easy computation shows that
lϕG(g∗ ·) = (S(g
∗
(1))ξG)(g(2)ξG)
∗, h, g ∈ O(G).
It follows that the above ∗-homomorphism lands in OG(X)⊗
alg
B00(L
2(G)).
To see that it is injective, assume that
∑
aiωihi is sent to zero. We may
assume here that the ai are linearly independent. However, then∑
i
ai ⊗ lωiUhiU
∗ =
∑
i
ai(0)(0) ⊗ S(ai(0)(1))ai(1)lωiUhiU
∗ = 0,
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so all lωiUhiU
∗ = 0. It is easy to check that the latter implies ωi ⊗ hi = 0.
Using that the lωUhU
∗ span B00(L
2(G)), a similar argument allows to con-
clude that the ∗-homomorphism is surjective.
Finally, to see that the ∗-homomorphism is equivariant, note that we can
write the coaction as
x⊗ y 7→ x(0) ⊗
(
Ŵ ∗(y ⊗ x(1))Ŵ
)
,
with Ŵ the unitary defined by
Ŵ (xξG ⊗ ξ) = x(2)ξG ⊗ x(1)ξ.
By what was already done in Lemma 5.30, we are only left with checking
that this implements the proper formula for the coaction on the O(G)-part
of O(X⋊G⋊Ĝ). We leave this computation to the reader.
Similarly, let X x Ĝ. Then on L2X(X⋊Ĝ), we have an action of O(X⋊Ĝ⋊G)
where the O(X⋊G)-part acts by left multiplication and where
lω(ha) = ω(h(2))h(1)a, ω ∈ O(Ĝ).
Translating this to a representation on O(G)ξG⊗OG(X) by means of the uni-
tary V from Proposition 5.15, we find after simplification the ∗-homomorphism
O(X⋊Ĝ ⋊ G)→ B00(L
2(G))⊗
alg
OG(X),
hbϕG( ·g) 7→ (hS
−1(g(1))ξG)(σ(g
∗
(3))ξG)
∗ ⊗ S−2(g(2))  b.
We leave it to the reader to check that this is an equivariant isomorphism.
By the universal property and the nuclearity of the C∗-algebra of compact op-
erators B0(L
2(G)) on L2(G), it follows that one then also has an equivariant
∗-isomorphism
C0(X⋊G⋊uĜ) ∼= C0(Xu)⊗ B0(L
2(G)).
From this, one can then also conclude that
C0(X⋊G⋊redĜ) ∼= C0(Xred)⊗B0(L
2(G)).
In fact, the above is only a very concrete instance of a theorem for regular
locally compact quantum groups, see [1] and [35, Section 9] where the result
is proven in the context of multiplicative unitaries.
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6 Homogeneous actions
In this section and the next, we will treat two specific kinds of actions, namely
homogeneous and free actions. The results of the current section are taken
from [31], [9] and [7]. We assume in this section that X is a compact quantum
space, as this condition is automatically required by the following definition.
Definition 6.1. An action X
α
x G is called homogeneous (or ergodic) if
C(X /G) = C 1X.
It is clear that if X is a compact Hausdorff space and G a compact Hausdorff
group, then X
α
x G is homogeneous if and only if α is transitive (in the
ordinary sense).
The notion of homogeneity is preserved under passing to universal or reduced
actions.
Lemma 6.2. If X
α
x G is homogeneous, then also αu and αred are homoge-
neous.
Proof. We have that
Y = X/G = Xu/Gu = Xred/Gred.
Since Y reduces to a point in the case of homogeneous actions, we obtain in
particular that the conditional expectation EY becomes a state on C(X). We
introduce the adapted notation in the next definition.
Definition 6.3. Let X
α
x G be a homogeneous action. Then we define ϕX
as the unique state on C(X) such that
∀a ∈ C(X), ϕX(a)1X = (idX⊗ϕG)α(a).
The following lemma follows immediately from the definition of ϕX and the
invariance of ϕG on C(G).
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Lemma 6.4. Let X
α
x G homogeneous.Then the state ϕX is invariant:
∀a ∈ C(X), (ϕX ⊗ idG)α(a) = ϕX(a)1G.
We now turn to special classes of homogeneous actions. The terminology is
taken from [31].
Recall first that a compact quantum subgroup H ⊆ G corresponds to a
surjective ∗-homomorphism πH : C(G)→ C(H) such that
(πH ⊗ πH) ◦∆G = ∆H ◦ πH.
Then automatically πH(O(G)) = O(H), and πH ◦ SG = SH ◦ πH for the
respective antipodes.
Definition 6.5. Let X
α
x G. One calls α of quotient type if there exists a
compact quantum subgroup H ⊆ G with corresponding quotient map πH :
C(G)→ C(H) and a ∗-isomorphism
θ : C(X)→ C(H\G) = {g ∈ C(G) | (πH ⊗ idG)∆(g) = 1H ⊗ g}
such that
(θ ⊗ idG) ◦ α = ∆ ◦ θ.
Note that H\G has a natural right G-action, implemented by the coaction
of C(G), as we are in the situation of Example 3.6 with X = G and H acting
on G by
(πH ⊗ idG) ◦∆ : C(G) 7→ C(H)⊗ C(G).
Lemma 6.6. If X
α
x G is of quotient type, then α is homogeneous.
Proof. If H is a compact quantum subgroup and g ∈ C(H\G) satisfies
∆(g) = g ⊗ 1G, then by applying (idG⊗ϕG) we see that g = ϕG(g)1G.
Lemma 6.7. If α is of quotient type, then αu is of quotient type.
Proof. Let θ : C(X) → C(H\G) ⊆ C(G) be equivariant, for some compact
quantum subgroup H ⊆ G. Note that for a ∈ OG(X), we have
θ(a) = (ε⊗ idG)∆(θ(a)) = (ε ◦ θ ⊗ idG)α(a).
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Hence we obtain that θ(OG(X)) ⊆ O(G), and a universal ∗-homomorphism
θu : C(Xu)→ C(Gu).
Let us show that this map is injective. Consider the map
EH\G : O(G)→ OG(H\G), g 7→ (ϕH ◦ πH ⊗ idG)∆(g),
which indeed has the above range since the restriction to each C(G)π is
a right O(G)-comodule map into C(H\G). Let (Hu, πu) be a faithful ∗-
representation of C(Xu). Then by the complete positivity of EH\G, we can
make a new Hilbert space IndG(Hu) by separation-completion of O(G) ⊗
alg
Hu
with respect to
〈g ⊗ ξ, h⊗ η〉 = 〈ξ, (πu ◦ θ
−1)(EH\G(g
∗h))η〉.
It comes with a representation π˜u of C(Gu) such that
π˜u(g)(h⊗ ξ) = gh⊗ ξ, g, h ∈ O(G), ξ ∈ Hu .
Now an easy computation shows that
π˜uθu(a)(1G ⊗ ξ) = θ(a)⊗ ξ = 1G ⊗ πu(a)ξ, a ∈ OG(X).
It follows that also
π˜uθu(a)(1G ⊗ ξ) = 1G ⊗ πu(a)ξ, a ∈ C(Xu).
Since ξ 7→ 1G⊗ ξ is an isometric inclusion of Hu into Ind(Hu), it follows that
θu is injective.
Let us now show that Xu x Gu is of quotient type. By universality, we have
that Hu ⊆ Gu. With πH,u the corresponding quotient map, we then have
1Hu ⊗ θu(a) = (πH,u ⊗ id)∆(θu(a))
for a ∈ OG(X), so by continuity we conclude that C(Xu) ⊆ C(Hu\Gu).
To obtain equality, we have to show that Hu\Gu = (H\G)u. But choose
x ∈ C(Hu\Gu), and choose a sequence xn ∈ O(G) such that xn → x. Then
(ϕHπ ⊗ idG)∆(xn)→ (ϕHuπH,u ⊗ idG)∆(x) = x.
As the left hand side elements are in OG(H\G) for each n, we obtainC((H\G)u) =
C(Hu\Gu).
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On the other hand, it is easy to see that a homogeneous action is not always
of quotient type. For example, let π be an irreducible representation of G
with dimension at least two. Then Adπ is clearly a homogeneous action.
However, it can not be of quotient type, as any O(H\G) admits a character,
the counit of O(G).
As another example, consider G non-coamenable, so that C(Gu) 6= C(Gred).
Then C(Gred) does not admit any characters, so Gred x Gred is not of quo-
tient type! Of course, this latter example can be avoided by slightly relaxing
the definition of quantum subgroup, but it turns out that, in general, the
notion of quotient type is much too strong anyhow. A much larger class of
homogeneous actions is obtained as follows.
Definition 6.8. Let X
α
x G. One calls α embeddable if there exists a faithful
∗-homomorphism
θ : C(X) →֒ C(G)
such that
(θ ⊗ id) ◦ α = ∆ ◦ θ.
Clearly, any action of quotient type is embeddable. On the other hand, by
considering adjoint actions one sees again that homogeneous does not imply
embeddable. When seen as subalgebras of C(G), embeddable actions are
also referred to as (right) coideal C∗-subalgebras.
Lemma 6.9. Let X
α
x G be embeddable. Then also αred is embeddable.
Proof. Let L2(X) be the GNS-space of C(X) with respect to the invariant
state ϕX. By embeddability, we have that the natural inclusion C(X) →
C(G) gives rise to an embedding L2(X) ⊆ L2(G), sending GNS-vector to
GNS-vector.
If now g ∈ O(G), then there exists a unique bounded operator ρ(g) on L2(G)
such that
ρ(g)hξG = hgξG, h ∈ O(G).
Namely, with JG the anti-unitary
JGhξG = σi/2(h)
∗ξG,
we have
ρ(g) = JGσ−i/2(g)
∗JG.
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Hence if a ∈ C(X) is an element which vanishes in C(Xred), then for g ∈
O(G), we have
πred(θ(a))gξG = ρ(g)πred(θ(a))ξG = 0.
It follows that θ descends to an equivariant map C(Xred) → C(Gred), and
hence αred is embeddable.
Embeddable actions can be detected by the existence of at least one classical
point (in the universal setting).
Lemma 6.10. Let X
α
x G be homogeneous. The following are equivalent:
1. αred is embeddable.
2. C(Xu) has a character.
Proof. Assume first that αred is embeddable. Then we have θ(OG(X)) ⊆
O(G), leading to a ∗-homomorphism θu : C(Xu)→ C(Gu). Hence ε ◦ θu is a
character on C(Xu).
Conversely, assume that C(Xu) has a character χ. We obtain an equivariant
∗-homomorphism
θu : C(Xu)→ C(Gu), a 7→ (χ⊗ id) ◦ αu.
This leads to an equivariant ∗-homomorphism
θalg : OG(X)→ O(G),
and
ϕG(θalg(a)
∗θalg(a)) = χ(EY(a
∗a)).
But, by homogeneity, EY takes values in C 1X, so
EY(a
∗a) = χ(EY(a
∗a))1X.
Hence θred : C(Xred) →֒ C(Gred), since EY is faithful on C(Xred).
As an example, let us consider Woronowicz’s quantum SU(2)-groups SUq(2)
[45]. These are determined by a parameter q ∈ R \{0}, and the associated
Hopf ∗-algebra is the universal unital ∗-algebra generated by two elements
α, γ such that
U =
(
α −qγ∗
γ α∗
)
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is unitary. The comultiplication is uniquely determined by requiring that
U is a unitary corepresentation. We note that SUq(2) is coamenable, hence
there is only one C∗-completion of SUq(2).
It can be shown, just as in the case q = 1 which gives the classical group
SU(2), that the irreducible representations of SU(2) can be labelled by the
halfintegers 1
2
N, in such a way that U0 is the trivial representation, U1/2 = U
and
Un ⊗ U1/2 = Un− 1
2
⊕ Un+ 1
2
, n ∈
1
2
N \{0}.
For example, the ‘spin 1-representation’ U1 can be shown to be the 3-dimensional
representation given by the unitary corepresentation
U1 =
 α2 q(1 + q2)1/2γ∗α q2(γ∗)2−(1 + q2)1/2γα 1− (1 + q2)γ∗γ q(1 + q2)1/2α∗γ∗
γ2 −(1 + q2)1/2α∗γ (α∗)2
 .
Choose now x ∈ R and write(
ω−1 ω0 ω1
)
=
(
sgn(q)|q|−1/2 |q|
x−|q|−x
(|q|+|q|−1)1/2
−|q|1/2
)
U1.
Then it is easily seen that the unital algebra generated by ω−1, ω0 and ω1 is
in fact a ∗-algebra, and that this is a right coideal ∗-subalgebra O(S2q,x) of
O(SUq(2)). We call S
2
q,x the Podles´ sphere at parameter x, see [30] (with a
different parametrisation) and [25].
If one writes
X = ω1, Y = X
∗, Z = (|q|+ |q|−1)−1/2ω0 −
|q|x − |q|−x
|q|+ |q|−1
,
then a tedious computation shows that these variables satisfy the relations
X∗ = Y , Z∗ = Z, XZ = q2ZX and
X∗X = (1− |q|x−1Z)(1 + |q|−x−1Z), XX∗ = (1− |q|x+1Z)(1 + |q|−x+1Z).
One can show that these are in fact universal relations for the ∗-algebra
O(S2q,x).
We claim that these quantum homogeneous spaces are not of quotient type.
Indeed, as morphisms between Hopf algebras preserve the antipode, one sees
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that coideal subalgebras of quotient type are invariant under the antipode
squared. However, for O(SUq(2)) one has
S2(α) = α, S2(γ) = q2γ,
and from the commutation relations one sees that this can never be imple-
mented by an automorphism of O(S2q,x).
However, one can consider the case ‘x→∞’, leading to the coideal subalge-
bra O(S2q,∞) generated by(
ω−1 ω0 ω1
)
=
(
0 1 0
)
U1.
It is not difficult to verify that then
O(S2q,∞) = O(S
1\SUq(2)),
where the circle group S1, whose associated Hopf ∗-algebra is the Lorentz
algebra C[z, z−1] with ∗-structure z∗ = z−1, is a quotient group of SUq(2) by
πS1
(
α −qγ∗
γ α∗
)
=
(
z 0
0 z−1
)
.
If we write
X = −
q
(1 + q2)1/2
ω−1, Y = X
∗, Z = −(q + q−1)−1(ω0 − 1),
then we find the universal relations X = Y ∗, Z∗ = Z, XZ = q2ZX and
X∗X = −q−2Z2 + q−1Z, XX∗ = −q2Z2 + qZ.
Let us now return again to general homogeneous actions X x G. Consider
an irreducible representation π of G. Our aim will be to prove Boca’s result
[9, Theorem 17] that C(X)π is finite-dimensional, with dimension bounded by
dimq(π). (In fact, Boca had the upper bound dimq(π)
2, which was improved
to the optimal bound dimq(π) in [37] and [7]).
For T ∈ Mor(π, α) and ξ ∈ Hπ, we will write
Tξ = Uπ(T, ξ).
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Then for S, T ∈ Mor(π, α), it is easy to check that∑
i
Uπ(S, ei)Uπ(T, ei)
∗ ∈ C(X /G) = C 1X,
where {ei} is an orthonormal basis of Hπ. It follows that Mor(π, α) is in a
natural way a pre-Hilbert space with
〈T, S〉 =
∑
i
Uπ(S, ei)Uπ(T, ei)
∗.
We split the proof of Boca’s result into a qualitative and a quantitative part,
and base our proof on the approaches of [7] and [37], see also [12] for the
qualitative part.
Theorem 6.11. If X x
α
G is homogeneous, then all isotypical components
C(X)π are finite-dimensional.
Proof. We first show that the Hilbert space norm and the operator norm on
C(X)π are equivalent. Of course,
〈aξX, aξX〉 ≤ ‖a‖
2, a ∈ C(X)π.
On the other hand, let χπ be the element defined by (3.1), and write ρπ =
σ(χπ). Then we have for a ∈ C(X)π that
a = (idX⊗ϕG)(α(a)(1X ⊗ χ
∗
π)) = (idX⊗ϕG)((1X ⊗ ρ
∗
π)α(a)),
hence
a∗a = ((idX⊗ϕG)((1X ⊗ ρ
∗
π)α(a)))
∗(idX⊗ϕG)((1X ⊗ ρ
∗
π)α(a))
≤ (idX⊗ϕG)(α(a)
∗(1X ⊗ ρπρ
∗
π)α(a))
≤ ‖ρπ‖
2(idX⊗ϕG)α(a
∗a)
= ‖ρπ‖
2〈aξX, aξX〉.
In particular, the pre-Hilbert spaces C(X)πξX come equipped with bounded
anti-linear involutions
S : C(X)πξX → C(X)π¯ξX, aξX 7→ a
∗ξX.
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We will now show that the unit operator on C(X)πξX is compact, hence
C(X)π finite-dimensional.
Consider the isometry
Gα : L
2(X)⊗ L2(X)→ L2(X)⊗ L2(G), aξX ⊗ η 7→ α(a)(η ⊗ ξG).
It is easily seen that this operator splits into isometries
Gπ : C(X)πξX ⊗ L
2(X)→ L2(X)⊗ C(G)πξG.
Write ∑
i
S∗ξi ⊗ ηi = G
∗
π(ξX ⊗ ρπξG),
where ξi ∈ C(X)π¯ and ηi ∈ L2(X). Then we compute, for w ∈ C(X)π and
η ∈ L2(X),
〈
∑
i
S∗ξi ⊗ ηi, wξX ⊗ η〉 = 〈ξX ⊗ ρπξG, α(w)(η ⊗ ξG)〉
= 〈ξX, w(0)η〉ϕG(ρ
∗
πw(1))
= 〈ξX, w(0)η〉ϕG(w(1)χ
∗
π)
= 〈ξX, wη〉
= 〈w∗ξX, η〉.
On the other hand, we also have
〈
∑
i
S∗ξi ⊗ ηi, wξX ⊗ η〉 =
∑
i
〈S∗ξi, wξX〉〈ηi, η〉
=
〈∑
i
〈ξi, w
∗ξX〉ηi, η
〉
.
It follows that
ζ =
∑
i
〈ξi, ζ〉ηi, ∀ζ ∈ C(X)π¯ξX,
and hence the unit operator on C(X)π¯ξX is Hilbert-Schmidt.
The above theorem implies in particular that OG(X) admits a modular au-
tomorphism. Indeed, if π and π′ are not equivalent, then
ϕX(ab
∗) = ϕX(b
∗a) = 0, a ∈ C(X)π, b ∈ C(X)π′.
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It follows that we can find on each (finite-dimensional!) C(X)π a linear map
σX : C(X)π → C(X)π
such that
ϕX(ab
∗) = ϕX(b
∗σX(a)), a, b ∈ C(X)π.
The map σX then extends to a linear endomorphism of OG(X), and the faith-
fulness of ϕX allows one to deduce that σX is an automorphism satisfying
σX(a
∗) = σ−1X (a)
∗.
One then has
ϕX(ab) = ϕX(bσX(a)), ∀a, b ∈ OG(X).
Lemma 6.12. For X
α
x G homogeneous, one has
α(σX(a)) = (σX ⊗ S
−2)α(a), a ∈ OG(X).
Proof. Take a, b ∈ OG(X) and g ∈ O(G). Then, on the one hand,
ϕX(bσX(a)(0))ϕG(gσX(a)(1)) = ϕX(b(0)σX(a)(0))ϕG(gS
−1(b(2))b(1)σX(a)(1))
= ϕX(b(0)σX(a))ϕG(gS
−1(b(1)))
= ϕX(ab(0))ϕG(gS
−1(b(1))).
On the other hand,
ϕX(bσX(a(0)))ϕG(gS
−2(a(1))) = ϕX(a(0)b)ϕG(gS
−2(a(1)))
= ϕX(a(0)b(0))ϕG(gS
−2(a(1)b(1)S(b(2))))
= ϕX(ab(0))ϕG(gS
−1(b(1))).
By faithfulness of ϕX and ϕG, this implies the result.
Corollary 6.13. There exists an invertible positive operator Fπ onMor(π, α)
such that
σX(Uπ(T, ξ)) = Uπ(FπT,Qπξ).
Proof. Define FπT by
(FπT )(ξ) = σX(T (Q
−1
π ξ)),
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which makes sense as a linear map from Hπ to C(X). If we can show that it
is equivariant, we have shown that Fπ exists as an invertible linear map.
From the defining property of f andQπ in Definition 1.8, we have S
−2(Uπ(ξ, η)) =
Uπ(Q
−1
π ξ, Qπη). Hence
α((FπT )(ξ)) = α(σX(T (Q
−1
π ξ)))
= (σX ⊗ S
−2)α(T (Q−1π ξ))
= (σX ◦ T ⊗ S
−2)δπ(Q
−1
π ξ)
= (σX ◦ T ◦Q
−1
π ⊗ idG)δπ(ξ)
= (FπT ⊗ idG)δπ(ξ).
Finally, to see that Fπ is positive, fix T ∈ Mor(π, α) and an orthonormal
basis {ei} of Hπ, and write
Aij = ϕX (Uπ(T, ej)
∗Uπ(T, ei)) .
Then A is a positive matrix. We now compute
〈F−1π T, T 〉 =
∑
i
ϕX(Uπ(T, ei)(σ
−1
X (Uπ(T,Qπei)))
∗)
=
∑
i
ϕX(Uπ(T,Qπei)
∗Uπ(T, ei))
=
∑
i,j
〈Qπei, ej〉ϕX(Uπ(T, ej)
∗Uπ(T, ei))
= Tr(QπA)
≥ 0.
Note that since the Fπ are positive, we can define
σXz (Uπ(T, ξ)) = Uπ(F
iz
π T,Q
iz
π ξ), z ∈ C .
As then, for n ∈ Z and a, b ∈ OG(X),
σX−in(ab) = σ
n
X(ab) = σ
n
X(a)σ
n
X(b) = σ
X
−in(a)σ
X
−in(b),
it follows by analyticity that the σXz form a complex one-parametergroup of
algebra automorphisms of OG(X). A similar analyticity argument shows that
σXz (a)
∗ = σXz¯ (a
∗), a ∈ OG(X).
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Corollary 6.14. With respect to 〈a, b〉 = ϕX(a∗b), the C(X)π are mutually
orthogonal for non-equivalent π. Moreover,
ϕX(Uπ(T, ξ)Uπ(S, η)
∗) =
〈S, T 〉〈η,Qπξ〉
Tr(Qπ)
ϕX(Uπ(S, η)
∗Uπ(T, ξ)) =
〈S, F−1π T 〉〈η, ξ〉
Tr(Qπ)
.
Proof. The first orthogonality relation follows from
ϕX(Uπ(T, ξ)Uπ(S, η)
∗)
=
∑
k,l
ϕX(Uπ(T, ek)Uπ(S, el)
∗)ϕG(Uπ(ek, ξ)Uπ(el, η)
∗)
=
∑
k
ϕX(Uπ(T, ek)Uπ(S, ek)
∗)
〈η,Qπξ〉
Tr(Qπ)
=
〈S, T 〉〈η,Qπξ〉
Tr(Qπ)
.
Also the mutual orthogonality of the different C(X)π follows from this com-
putation. The second orthogonality relation follows from using the concrete
formula and defining property of the modular automorphism.
Definition 6.15. The quantum multiplicity of π in C(X) is defined as
multq(π) =
√
Tr(Fπ)Tr(F−1π ).
We denote mult(π) = dim(Mor(π, α)).
Theorem 6.16. Let X x G be homogeneous. Then for each irreducible
representation π of G, one has
mult(π) ≤ multq(π) ≤ dimq(π).
Proof. Since Fπ is a positive, invertible operator, the inequality mult(π) ≤
multq(π) is immediate.
On the other hand, for T ∈ Mor(π, α), write
T †(ξ∗) = T (ξ)∗, ξ ∈ Hπ .
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Then clearly T † ∈ Mor(π¯, α). We have
Uπ(T, ξ)
∗ = Uπ¯(T
†, ξ∗),
and so
Uπ¯(Fπ¯(T
†), Qπ¯(ξ
∗)) = σX(Uπ¯(T
†, ξ∗)) = (σ−1X (Uπ(T, ξ)))
∗
= Uπ(F
−1
π T,Q
−1
π ξ)
∗ = Uπ¯((F
−1
π T )
†, (Q−1π ξ)
∗).
Since we know dimq(π) = Tr(Qπ¯) = Tr(Q
−1
π ), we must have also Tr(Fπ¯) =
Tr(F−1π ).
It hence suffices to show that Tr(F−1π ) ≤ Tr(Qπ). But choose an orthonormal
basis Ti in Mor(π, α), and an orthonormal basis {ej} in Hπ. Write UX,π =
(Uπ(Ti, ej))i,j, which is a rectangular matrix over C(X). Then(
UX,πU
∗
X,π
)
i,k
=
∑
j
Uπ(Ti, ej)Uπ(Tk, ej)
∗ = 〈Tk, Ti〉 = δi,k.
It follows that UX,π is a coisometry, and so ‖UX,π‖ ≤ 1.
But write
A
(k)
ij = ϕX (Uπ(Tk, ej)
∗Uπ(Tk, ei)) .
Then from the proof of Corollary 6.13, we find that
Tr(F−1π ) =
∑
k
〈F−1π Tk, Tk〉
=
∑
k
Tr(QπA
(k))
≤ Tr(Qπ)‖
∑
k
A(k)‖
≤ Tr(Qπ)‖(
∑
k
(Uπ(Tk, ej))
∗Uπ(Tk, ei))j,i‖
= Tr(Qπ)‖U
∗
X,πUX,π‖
≤ Tr(Qπ).
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Note that in general, there is no connection between mult(π) and dim(π) =
dim(Hπ), the classical dimension of π. Indeed, one can construct examples
where mult(π) > dim(π), see Section 8.
When G = G is a compact Hausdorff group, one can show that ϕX must be
tracial, see [19]. See also [29] for more information concerning growth rates
of the multq(π).
Another consequence of Boca’s theorem is the atomic character of the crossed
product C0(X⋊G).
Theorem 6.17 ([9]). Let X
α
x G be homogeneous. Then there exists a set I
and Hilbert spaces Hi for i ∈ I such that
C0(X⋊G) ∼= ⊕i∈IB0(Hi)
Proof. It follows from the proof of Theorem 5.31 and the finite-dimensionality
of the isotypical components that, for each projection p which is a finite sum
of distinct pπ’s, the
∗-algebra pC0(X⋊G)p is a finite-dimensional C
∗-algebra.
We leave it to the reader to check that this implies that C0(X⋊G) can be
realized as a C∗-subalgebra of a C∗-algebra of compact operators on a Hilbert
space, and must hence be of the above form.
One can ask if the index set I has any other meaning, apart from being
the set of equivalence classes of irreducible representations of C0(X⋊G). It
turns out that there is indeed another interpretation of I as classifying the
equivariant Hilbert modules of C(X). This is sometimes referred to as the
Green-Julg isomorphism, see [41] and [37].
Definition 6.18 ([1]). Let X
α
x G be an action of G on the locally compact
quantum space X. A G-equivariant (right) Hilbert C0(X)-module consists of
a (right) Hilbert C0(X)-module E together with a coaction
α : E → E ⊗ C(G)
satisfying
• the coassociativity condition
(idE ⊗∆)α = (α⊗ idG)α,
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• the density condition
[α(E )(1X ⊗ C(G))] = E ⊗ C(G),
• the compatibility condition
〈α(ξ), α(η)〉X×G = α(〈ξ, η〉X).
Here E ⊗ C(G) is seen as the external tensor product of respectively the
Hilbert C0(X)-module E and the Hilbert C(G)-module C(G).
Lemma 6.19. If E is a G-equivariant Hilbert C0(X)-module, then
α(ξa) = α(ξ)α(a), ξ ∈ E , a ∈ C0(X).
Proof. Note that for g ∈ C(G), ξ, η ∈ E and a ∈ C0(X), one has
〈α(ξ)(1⊗ g), α(ηa)〉X×G = (1X ⊗ g
∗)α(〈α(ξ), aη〉X)
= 〈α(ξ)(1⊗ g), α(a)α(η)〉X×G.
By the density condition, we find α(ηa) = α(η)α(a).
Classically, the notion of equivariant Hilbert C0(X)-module corresponds to
that of equivariant Hilbert space bundle over X.
We will now see that in the case of X homogeneous, there is a one-to-one
correspondence between C0(X⋊G)-representations and equivariant Hilbert
C0(X)-modules.
We begin by showing that any equivariant Hilbert module is a direct sum of
irreducible ones.
Definition 6.20. Let X x G. An equivariant Hilbert module E is called
irreducible if any equivariant Hilbert C0(X)-submodule is either {0} or E .
It is called indecomposable if it is not isomorphic to the direct sum of two
non-trivial equivariant Hilbert C0(X)-modules.
Theorem 6.21. Assume X x G homogeneous. Then any equivariant Hilbert
module E is a direct sum of indecomposable ones. Moreover, if E is indecom-
posable, then it is irreducible, finitely generated projective as a C(X)-module,
and with finite-dimensional isotypical components.
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Proof. First note that we can define the notion of π-isotypical component Eπ
for E , with π an irreducible G-representation. Exactly the same proof as for
Lemma 3.14 shows that each Eπ is closed in norm, and the same proof as for
Theorem 3.18 shows that their linear span is dense in E .
Choose now some π for which Eπ is non-zero, and let V be a non-trivial,
finite-dimensional C(G)-subcomodule of Eπ. Let F be the Hilbert C(X)-
submodule spanned by V . We claim that α restricts to F , and that the
isotypical components of F are finite-dimensional.
The fact that α restricts to F follows immediately from
α(VOG(X)) ⊆ (V OG(X))⊗
alg
O(G).
To see that the spectral subspaces of F are finite-dimensional, note that by
a similar argument as in Lemma 3.14
Fρ =
[
(idE ⊗ϕG)(α(V )α(OG(X))(1X ⊗ χ
∗
ρ))
]
.
However, since α(V ) ⊆ V ⊗ C(G)π, we have (idE ⊗ϕG)(α(η)α(a)(1X ⊗ χ∗ρ))
non-zero for some a ∈ C(X)θ only if ρ is a subrepresentation of π ⊗ θ, which
by Frobenius reciprocity means that θ is a subrepresentation of ρ¯ ⊗ π. As
the C(X)θ are finite-dimensional, this shows that Fρ is finite-dimensional.
We now show that F is complemented in E as an equivariant Hilbert C(X)-
module, and that F is a (finite) direct sum of indecomposable equivariant
Hilbert C(X)-modules. This will clearly imply that E is a direct sum of
indecomposable C(X)-modules.
In fact, let
KG(F ) = {T ∈ K(F ) | α(Tξ) = (T ⊗ idG)α(ξ)},
where K(F ) is the C∗-algebra of compact operators on F . We claim that
KG(F ) is a finite-dimensional C∗-algebra. Clearly, it is a norm-closed alge-
bra, while
〈α(T ∗η), α(ξ)(1X ⊗ g)〉X×G = α(〈η, T ξ〉X)(1X ⊗ g)
= 〈α(η), α(Tξ)(1X ⊗ g)〉X×G
= 〈α(η), (T ⊗ idG)α(ξ)(1X ⊗ g)〉X×G
= 〈(T ∗ ⊗ idG)α(η), α(ξ)(1X ⊗ g)〉X×G
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shows that it is a C∗-algebra. As the elements in KG(F ) are C(X)-linear and
preserve the isotypical components, it follows that each element is determined
by its restriction to the finite-dimensional space Fπ, hence KG(F ) is finite-
dimensional.
Let p be the unit in KG(F ). We want to show that p is the unit operator on
F . However, by considering idF −p, it is sufficient to show that KG(F ) is
non-zero. For this, take η ∈ Fπ a non-zero vector, so α(η) ∈ Fπ ⊗ C(G)π.
Let
T = (idX⊗ϕG)(α(η)α(η)
∗) ∈ K(F ).
Then clearly T is compact, while an easy computation shows that
α(Tξ) = (T ⊗ idG)α(ξ), ∀ξ ∈ E .
If T = 0, then α(η)α(η)∗ = 0 by faithfulness of ϕG on O(G), and hence α(η) =
0. But as Fπ is an O(G)-comodule, we then have η = (idF ⊗ε)α(η) = 0, a
contradiction.
To prove the remainder of the theorem, let E be indecomposable. If F is an
equivariant submodule of E , it follows from the above that it is complemented
in E . Hence E is irreducible. It is finitely generated projective as K(E ) has
a unit by the above arguments.
The next lemma provides a particular way to construct equivariant Hilbert
C(X)-modules, which afterwards we will show produces all of them.
Lemma 6.22. Let Hπ be a representation of G. Then Hπ⊗C(X) is a G-
equivariant Hilbert C(X)-module for the Hilbert C(X)-module structure
〈ξ ⊗ a, η ⊗ b〉X = 〈ξ, η〉a
∗b
and the coaction
απ(ξ ⊗ a) = δπ(ξ)13α(a)23.
Proof. Exercise.
Theorem 6.23. Assume X
α
x G homogeneous. Then any irreducible G-
equivariant Hilbert C(X)-module arises as a G-equivariant Hilbert submodule
of Hπ ⊗C(X) for some irreducible G-representation π.
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Proof. Let E be an irreducible equivariant Hilbert C(X)-module. Take any
representation π such that Eπ 6= {0}, and any non-zero η ∈ Eπ. Endow
C(G)π¯ with any Hilbert space norm making the comodule map
C(G)π¯ → C(G)π¯ ⊗ C(G), g 7→ g(2) ⊗ S
−1(g(1))
unitary. Then it is easy to check that the linear map
T : E → C(G)π¯ ⊗ C(X), ξ 7→ η
∗
(1) ⊗ η
∗
(0)ξ
is a right C(X)-linear map such that
απ¯(Tξ) = (T ⊗ idG)α(ξ).
As T is a linear map between projective, finitely generated Hilbert C(X)-
modules, it must necessarily be adjointable, and the same proof as in The-
orem 6.21 shows that T ∗ is again G-equivariant. It follows that T ∗T ∈
KG(E ) = C idE . As T is clearly non-zero, it follows that we can scale T such
that it is an isometry. This realizes E as a G-equivariant Hilbert submodule
of C(G)π¯ ⊗ C(X).
Now by the orthogonality relations in C(G) we can conclude that C(G)π¯ is a
direct sum of the irreducible unitary representations Hπ. It then follows that
E must also embed as aG-equivariant Hilbert C(X)-submodule ofHπ⊗C(X).
Assume now that E is an irreducible G-equivariant Hilbert C(X)-module for
X
α
x G homogeneous. It follows from the above proofs that we can endow
E ∗ = K(E , C(X)) with an inner product such that
〈ξ∗, η∗〉 idE = (idE ⊗ϕG)(α(ξ)α(η)
∗).
We let L2(E ∗) be the separation-completion of E ∗ with the above inner prod-
uct.
Theorem 6.24. Let X
α
x G homogeneous, and let E be an irreducible G-
equivariant Hilbert C(X)-module. Then there exists a unique irreducible ∗-
representation πE of C0(X⋊G) on L
2(E ∗) such that
πE (aω)η
∗ = a(idE ∗ ⊗ω)(α(η)
∗), a ∈ OG(X), ω ∈ O(Ĝ), η ∈ E .
Moreover, any irreducible C0(X⋊G)-representation arises in this way, and
two irreducible equivariant Hilbert C(X)-modules are isomorphic if and only
if the associated C0(X⋊G)-representations are equivalent.
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Proof. We leave it as an exercise to check that πE exists.
To see that it is irreducible, assume that T is a C0(X⋊G)-intertwiner on
L2(E ∗). Then necessarily T must preserve the finite-dimensional isotypical
components E ∗π ⊆ E
∗. Hence T induces a OG(X)-linear map on
∑
π Eπ by
T ′ξ = (Tξ∗)∗. By the proof of Theorem 6.21, we can write the unit operator
on E as a finite sum
∑
i cijηiη
∗
j with ηi in a fixed Eπ and cij ∈ C. It follows
that for any ξ ∈
∑
π Eπ, we have
T ′ξ =
∑
i
cij(T
′ηi)〈ηj , ξ〉X,
so that T ′ extends to an operator in K(E ). As this extension is clearly still
G-equivariant by continuity, the irreducibility of E implies that T ′ is a scalar.
The same argument shows that inequivalent equivariant Hilbert C(X)-modules
produce inequivalent C0(X⋊G)-representations.
Finally, to see that any irreducible C0(X⋊G)-representation arises in this
way, recall that by definition C0(X⋊G) is faithfully represented on the
Hilbert space L2(X)⊗ L2(G) by
aω 7→ α(a)(idX⊗lω).
However, conjugating this representation by means of the unitary U∗α from
Lemma 4.4, we see that it is equivalent to the representation θ where
θ(aω)(bξX ⊗ gξG) = ω(b(1)g(2))ab(0)ξX ⊗ g(1)ξG, b ∈ OG(X), g ∈ O(G).
In particular, we see that this representation restricts to each L2(X)⊗C(G)π,
and that the latter are direct sums of ∗-representations on L2(X)⊗Hπ by
θπ(aω)(bξX ⊗ η) = ω(b(1)η(1))ab(0)ξX ⊗ η(0), b ∈ OG(X), η ∈ Hπ .
It is hence sufficient to show that each L2(X) ⊗ Vπ¯ is equivalent to a di-
rect sum of representations of the form L2(E ∗). However, consider the G-
equivariant Hilbert C(X)-moduleHπ ⊗C(X). Then we can separate and com-
plete (Hπ⊗C(X))∗ into a Hilbert space L2((Hπ ⊗C(X))∗) with C0(X⋊G)-
representation by means of the inner product
〈(ξ ⊗ a)∗, (η ⊗ b)∗〉 idHpi = 〈a
∗ξX, b
∗ξX〉L2(X)〈ξ
∗, η∗〉Hp¯i
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and the ∗-representation
θ∗π(aω)((ξ ⊗ b)
∗) = ω(b∗(1)ξ
∗
(1))ξ
∗
(0) ⊗ ab
∗
(0),
where a, b ∈ OG(X), ξ, η ∈ Hπ, ω ∈ O(Ĝ). By this construction, we have
L2((Hπ⊗C(X))∗) ∼= ⊕L2(E ∗i ) as C0(X⋊G)-representations if Hπ ⊗C(X)
∼=
⊕Ei. However, we also have that the map
L2((Hπ ⊗C(X))
∗)→ L2(X)⊗Hπ¯, (ξ ⊗ a)
∗ 7→ a∗ξX ⊗ ξ
∗
is a unitary equivalence of the C0(X⋊G)-representations θ
∗
π and θπ¯. This
concludes the proof.
As an example, consider a quantum homogeneous space of quotient type,
X = H\G .
Denote
πH : C(G)→ C(H)
for the quotient map. Define, for π a representation of H,
Hπ 
H
C(G) = {x ∈ Hπ⊗C(G) | (δπ ⊗ idG)x = (idπ ⊗(πH ⊗ idG)∆)x},
which is a closed subspace of the Hilbert C(G)-module Hπ ⊗C(G). Then we
find that
1H ⊗ x
∗y = ((πH ⊗ idG)∆)x
∗y, x, y ∈ Hπ ⊗C(G),
so that x∗y ∈ C(H\G). Together with the coaction
x 7→ (idπ⊗∆)x, x ∈ Hπ 
H
C(G),
this turns Hπ 
H
C(G) into a G-equivariant right Hilbert C(H\G)-module.
Lemma 6.25. If π is irreducible as an H-representation, then Hπ
H
C(G) is
irreducible as a G-equivariant right Hilbert C(H\G)-module. Moreover, two
such G-equivariant Hilbert C(H\G)-modules are equivalent if and only if the
corresponding H-representations are equivalent.
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Proof. It suffices to show that, for π a general H-representation, the only
G-equivariant compact operators on Hπ
H
C(G) are of the form
ξ 7→ (T ′ ⊗ idG)ξ
for T ′ ∈ End(π).
Now, such a G-equivariant compact operator can be represented as left mul-
tiplication with an element
T ∈ B(Hπ)⊗ C(G).
We claim that
(idπ ⊗∆)T = T ⊗ 1G. (6.1)
For this, one first verifies by a small computation that elements of the form
ϕH(ξ(1)πH(S(g(1))))ξ(0) ⊗ g(2) (6.2)
are in Hπ 
H
C(G) for any ξ ∈ Hπ and g ∈ O(G). As O(G)→ O(H) is surjec-
tive, it follows that the right C(G)-module spanned by Hπ 
H
C(G) is dense
in Hπ ⊗C(G). As then (6.1) holds when interpreted as left multiplication
operators on Hπ
H
C(G), it holds as well as left multiplication operators on
Hπ ⊗C(G), implying (6.1).
Applying ϕG to the last leg of (6.1), we find that
T = T ′ ⊗ 1G ∈ B(Hπ)⊗ 1G.
Note now that the linear span of
{(idπ⊗ω)x | x ∈ Hπ 
H
C(G), ω ∈ C(G)∗} (6.3)
determines a subcomodule of Hπ. By irreducibility of Hπ, it must be either
zero or Hπ. However, since πH : C(G)→ C(H) is surjective, the elements of
the form (6.2) can not all be zero, showing that the linear span of (6.3) is
equal to Hπ.
Take now
∑
i ei ⊗ fi ∈ Hπ 
H
C(G). As T preserves Hπ
H
C(G), we find∑
i
δπ(T
′ei)⊗ fi =
∑
i
T ′ei ⊗ (πH ⊗ idG)∆(fi) =
∑
i
(T ′ ⊗ idG)δπ(ei)⊗ fi.
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As the first leg of Hπ 
H
C(G) spans Hπ, we deduce that T ′ is a selfintertwiner
of π.
We will show later, see Corollary 6.32 that all irreducible G-equivariant
Hilbert C(H\G)-modules arise in this way.
Let us now return to general homogeneous actions. Our next goal is to
define a proper type of weak isomorphism between them. We first recall the
following definition.
Definition 6.26. We call two C∗-algebras C0(X) and C0(Y) strongly Morita
equivalent if there exists a full right Hilbert C0(X)-module E together with
an isomorphism C0(Y) ∼= K(E ).
Recall that a Hilbert C0(X)-module E is called full if [〈E , E 〉X] = C0(X).
The above definition can be upgraded to G-spaces.
Definition 6.27. We say that two actions X
αX
x G and Y
αY
x G are G-
equivariantly (strongly) Morita equivalent if there exists a G-equivariant full
right Hilbert C0(X)-module E together with an isomorphism C0(Y) ∼= K(E )
such that
αY(y)αE (ξ) = αE (yξ), ∀y ∈ C0(Y), ξ ∈ E .
Here we have surpressed the notation for the identification of C0(Y) with
K(E ). We call E as above a G-equivariant Hilbert equivalence bimodule be-
tween C0(X) and C0(Y).
Proposition 6.28. Let X
α
x G be homogeneous. Let E be an irreducible G-
equivariant Hilbert C0(X)-module. Then writing C(Y) := K(E ), there exists
a unique homogeneous action Y
α
x G such that E is a G-equivariant Hilbert
equivalence bimodule between C0(X) and C0(Y).
Proof. As E is irreducible, we know already that E is a finitely generated
projective C(X)-module. Hence we can define a unique coaction
α : K(E )→ K(E )⊗ C(G)
such that α(Tξ) = α(T )α(ξ) for all ξ ∈ E and T ∈ K(E ).
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Clearly α satisfies the coaction property. To see that it satisfies the Podles´
condition, note that for ξ ∈ Eπ for some irreducible G-representation π, we
have
ξ ⊗ 1G = ξ(0) ⊗ S
−1(ξ(2))ξ(1).
Hence [(idE ⊗C(G))α(E )] = E ⊗ C(G), and so
[(idE ⊗C(G))α(K(E ))] = [(idE ⊗C(G))α(E )α(E )
∗] = K(E )⊗ C(G).
By irreducibility of E , it follows also immediately that, writing C(Y) = K(E ),
the action Y
α
x G is homogeneous.
The only thing which remains to be shown is that E is full as a right Hilbert
C(X)-module. However, write I = 〈E , E 〉X, which is a G-invariant closed
2-sided ideal in C(X). Then for a non-zero x ∈ Iπ for some irreducible G-
representation π, also (idX⊗ϕG)α(x∗x) ∈ I non-zero. As the latter element
is a non-zero multiple of 1X by homogeneity of X x G, we find I = C(X).
For example, in [11] it was shown that the family of Podles´ spheres is closed
under SUq(2)-equivariant Morita equivalence, and that two Podles´ spheres
S2q,x and S
2
q,y are SUq(2)-equivariantly Morita equivalent if and only if x−y ∈
Z or x+ y ∈ Z.
To end, let us discuss fusion rules for G-equivariant Hilbert modules. These
were introduced for ergodic compact Hausdorff group actions on von Neu-
mann algebras in [44], and extended to compact quantum groups in [37].
Definition 6.29. Let X
α
x G be a homogeneous action. Let {Ei}i∈I be a
maximal collection of irreducible G-equivariant Hilbert C(X)-modules. For
π a G-representation, we call the matrix Mα(π) such that
Hπ⊗Ei ∼= ⊕i,jMα(π)i,jEj
the fusion matrix for π.
Note that since the isotypical components of Hπ ⊗Ei are finite-dimensional
by Theorem 6.21, we haveMα(π)i,j = 0 for all but a finite number of j when i
is fixed. Symmetrically, we have that M(π)i,j = 0 for all but a finite number
of i when j is fixed, by the following proposition.
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Proposition 6.30. If E and F are irreducible G-equivariant Hilbert C(X)-
modules, and π an irreducible G-representation, then E appears as an equi-
variant submodule of Hπ⊗F if and only if F appears as an equivariant
submodule of Hπ¯⊗E .
Proof. Let T be a G-equivariant isometric map F → Hπ¯ ⊗E . Since both
target and range are finitely generated projective C(X)-modules, T has an
adjoint T ∗ which is againG-equivariant. It is then easy to check that we have,
with {ei} an orthonormal basis of Hπ, a G-equivariant right C(X)-linear map
E → Hπ⊗Hπ¯ ⊗E , ξ 7→
∑
i
ei ⊗ e
∗
i ⊗ ξ.
But then also
E →Hπ ⊗F , ξ 7→
∑
i
ei ⊗ T
∗(e∗i ⊗ ξ)
a non-zero G-equivariant right C(X)-linear map. By irreducibility of E , the
latter map must be a scalar multiple of a G-equivariant isometric imbedding.
By the above finiteness property, we can multiply the matrices M(π), and it
is then easy to see that
M(π)M(π′) = M(π ⊗ π′), M(π ⊕ π′) =M(π) +M(π′).
As an example, let us consider the fusion rules for homogeneous actions of
quotient type.
Proposition 6.31. Let H ⊆ G be an inclusion of compact quantum groups.
If π is a G-representation, and π′ an H-representation, then
Hπ ⊗(Hπ′ 
H
C(G)) ∼=
θ
(Hπ|H ⊗Hπ′)
H
C(G).
Here δπ|H = (idHpi ⊗πH)δπ, with πH : C(G)→ C(H) the quotient map. Then
π|H is a representation of H, which we call the restriction of π to H.
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Proof. We leave it to the reader to check that
θ(ξ ⊗ (
∑
i
ηi ⊗ gi)) 7→
∑
i
ξ(0) ⊗ ηi ⊗ ξ(1)gi
is the sought-after G-equivariant isometric isomorphism.
Corollary 6.32. Let H ⊆ G be an inclusion of compact quantum groups.
Then any irreducible G-equivariant Hilbert C(H\G)-module is of the form
Hπ 
H
C(G) for some irreducible H-representation π.
Proof. Let ǫ be the trivial representation ofG. Then by definitionHǫ
H
C(G) =
C(H\G). Hence by Proposition 6.31, we find Hπ ⊗C(H\G) ∼= Hπ|H 
H
C(G).
Since the correspondence π′ 7→ Hπ′ 
H
C(G) is functorial, and since any
G-equivariant C(H\G)-module E appears as a direct summand of some
Hπ ⊗C(H\G) by Theorem 6.23, the corollary follows.
It follows that we can index a maximal collection of mutually inequivalent
irreducible G-equivariant Hilbert C(H\G)-modules by a maximal collection
I = {π} of mutually inequivalent irreducible H-representations. The fusion
rules MH\G(π)π′,π′′ for C(H\G) are then determined by
π|H ⊗ π
′ ∼= ⊕π′′MH\G(π)π′,π′′π
′′,
where π′, π′′ ∈ I.
7 Free actions
In this section, we will consider free actions of compact quantum groups.
Recall that an action of a compact Hausdorff group G on a locally compact
space X is called free if
∀x ∈ X, {g ∈ G | xg = x} = {eG},
that is, the stabilizer group Gx of any point is trivial.
Lemma 7.1. The action X
α
x G is free if and only if
[(C0(X)⊗ 1G)α(C0(X))] = C0(X)⊗ C(G).
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Proof. The action α is free if and only if the continuous map
Can : X ×G 7→ X ×X, (x, g) 7→ (x, xg)
is injective. But this map is injective if and only if the ∗-homomorphism
Can : C0(X)⊗C0(X)→ C0(X)⊗C(G), F 7→ (Can(F ) : (x, g) 7→ F (x, xg))
is surjective. Now note that for f, g ∈ C0(X), we have
Can(f ⊗ g) = (f ⊗ 1G)α(g).
This proves the lemma.
The above lemma is the inspiration for the following definition, introduced
in [15].
Definition 7.2. Let X be a locally compact quantum space, andG a compact
quantum group with X
α
x G. We call α a free action if
[(C0(X)⊗ 1G)α(C0(X))] = C0(X)⊗ C(G).
We now want to give several equivalent characterisations of freeness. The
key will be the notion of the Galois (or canonical) map(s). We will in the
following lemma use the interior tensor product of Hilbert bimodules, see
[22]. Recall from Definition 4.3 that if X
α
x G and Y = X /G, we can form
a right Hilbert C0(Y)-module L
2
Y(X). This carries a representation of C0(X)
and hence also C0(Y) by left multiplication.
Lemma 7.3. Let X
α
x G be an action of G on a locally compact quantum
space X, and write Y = X /G. Then there exists an isometry of Hilbert
C0(Y)-modules
Gα : L
2
Y(X) ⊗
C0(Y)
L2Y(X)→ L
2
Y(X)⊗ L
2(G),
called the Galois (or canonical) isometry, such that
Gα(a⊗ b) = α(a)(b⊗ 1G), a, b ∈ C0(X).
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Proof. This follows from the simple computation
〈α(c)(d⊗ 1G), α(a)(b⊗ 1G)〉Y
= (EY ⊗ ϕG)((d
∗ ⊗ 1G)α(c
∗a)(b⊗ 1G))
= EY(d
∗EY(c
∗a)b)
= 〈c⊗ d, a⊗ b〉Y.
The following theorem gives several equivalent characterisations of freeness.
We will not present the proof here, for which we refer to the literature, see
[12].
We recall thatK(E ) denotes the C∗-algebra of compact operators on a Hilbert
C∗-module. We denote by L(E ) the C∗-algebra of all adjointable operators.
Theorem 7.4. Let X be a locally compact quantum space, endowed with a
compact quantum group action X
α
x G. Then the following are equivalent.
1. The action is free.
2. The Galois map Gα is unitary.
3. The natural ∗-homomorphism
C0(X⋊G)→ L(L
2
Y(X)), aω 7→ Lalω
is a ∗-isomorphism C0(X⋊G) → K(L2Y(X)), i.e. the action is satu-
rated.
The notion of saturated action was introduced in [28] for G an ordinary
compact group, and the equivalence of 1. and 3. above was proven in this
case in [42].
In particular, we deduce from the theorem that freeness does not depend on
which concrete completion of OG(X) one is using.
Example 7.5. Let H ⊆ G be a compact quantum subgroup by
πH : C(G)։ C(H).
Then the action G
α
x H, given by
α = (idG⊗πH) ◦∆ : C(G)→ C(G)⊗ C(H),
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is free.
Proof. Exercise.
The following lemma provides a ‘trivial’ class of free actions.
Lemma 7.6. Let X be a locally compact space, and assume X x Ĝ. Then
(X⋊Ĝ)x G is free.
In the above, X⋊Ĝ refers to any G-equivariant completion of O(X⋊Ĝ).
Proof. We verify the Ellwood condition:
[α(C0(X⋊Ĝ))(C0(X⋊Ĝ)⊗ 1G)] ⊇ α(O(X⋊Ĝ))(O(X⋊Ĝ)⊗ 1G)
⊇ (OG(X)⊗ 1G)∆(O(G))(O(G)OG(X)⊗ 1G)
= OG(X)O(G)OG(X)⊗
alg
O(G)
= O(X⋊Ĝ) ⊗
alg
O(G).
The following theorem from [4] connects the above analytic theory to the
algebraic theory of Galois actions. For more details on the latter, we refer to
[33].
Theorem 7.7. Let X be a compact quantum space, and X
α
x G. Then the
action is free if and only if the algebraic Galois map
Gα : OG(X) ⊗
C(Y)
OG(X)→ OG(X)⊗ O(G), a⊗ b 7→ α(a)(b⊗ 1G)
is an isomorphism.
In the above theorem, OG(X) ⊗
C(Y)
OG(X) is the ordinary algebraic balanced
tensor product (over the algebra C(Y)). It is not clear if the above theorem
still holds for X non-compact.
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8 Quantum torsors
Freeness is in a sense at the opposite of homogeneity. Nevertheless, it turns
out that in the quantum setting, there is a very interesting class of non-trivial
actions which are both free and homogeneous.
Definition 8.1. An action X
α
x G on a compact quantum space is called a
quantum torsor (or Galois object) if
1. α is free,
2. α is homogeneous, and
3. C(X) 6= {0}.
In the classical context, these actions are very easy to describe.
Lemma 8.2. If X is a compact Hausdorff space, and X
α
x G a (quantum)
torsor for a compact Hausdorff group G, then there exists an equivariant
homeomorphism X ∼= G, where G acts on G by right translation.
However, this lemma is no longer true in the quantum setting! The most
famous example is the quantum torus.
Example 8.3. Let θ ∈ [0, 2π]. Put
C(T2θ) = C
∗(U, V | U, V unitary, UV = eiθV U.},
where T2θ is called a quantum torus (at parameter θ). Then T
2
θ x T
2 by
α(w,z)(U) = wU, α(w,z)V = zV.
We claim that this is a free and homogeneous action. Indeed, by the com-
mutation relations, any element in C(T2θ) can be approximated by a linear
combination of elements of the form UnV m with m,n ∈ Z. But an easy
computation shows that∫
T2
α(w,z)(U
nV m) dw dz = δm,0δn,0.
It follows that the conditional expectation
E : C(T2θ)→ C(T
2
θ/T
2)
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has range in the scalars, and so C(T2θ/T
2) = C. This shows that the action
is homogeneous.
To see that it is free, let us write u, v for the canonical generators of C(T2).
Then it is easy to see that the coaction associated to T2θ x T
2 is given by
α : C(T2θ)→ C(T
2
θ)⊗ C(T
2), UmV n 7→ UmV n ⊗ umvn.
Hence, by the commutation relations between U and V , we have
[α(C(T2θ))(C(T
2
θ)⊗ 1)] ⊇ {U
kV l ⊗ umvn | k, l,m, n ∈ Z}.
As the latter set has dense linear span in C(T2θ)⊗C(T
2), it follows that α is
free.
Finally, to have that T2θ is really a quantum torsor, we have to check that T
2
θ
is not trivial. But consider on l2(Z×Z) the unitary operators
Uem,n = em+1,n, Vem,n = e
−imθem,n+1.
Then it is easily checked that U and V satisfy the relations of the generators
U and V of C(T2θ). Hence T
2
θ is not trivial.
The above is an instance of a general construction, whereby Galois objects
are obtained from unitary 2-cocycles on discrete (quantum) groups.
Definition 8.4. LetG be a compact quantum group. A (normalized) unitary
2-cocycle on Ĝ is a functional
ω : O(G)⊗
alg
O(G)→ C
such that, with respect to the convolution ∗-algebra structure on the dual of
O(G)⊗
alg
O(G), the functional ω is a unitary, such that the 2-cocycle condition
is satisfied, meaning that for all g, h, k ∈ O(G),
ω(g(1)h(1), k)ω(g(2), h(2)) = ω(g, h(1)k(1))ω(h(2), k(2)),
and such that ω is normalized, meaning that
ω(1G, g) = ω(g, 1G) = ε(g), ∀g ∈ O(G).
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Note that in the case of G = Γ̂ with Γ a discrete group, this reduces to the
ordinary notion of a cocycle: with ωg,h = ω(g, h) for g, h ∈ Γ ⊆ C[Γ] = O(Γ̂),
the defining relations of ωg,h say that each |ωg,h| = 1 with
ωgh,kωg,h = ωg,hkωh,k, ∀g, h, k ∈ Γ.
Lemma 8.5. Let G be a compact quantum group, and let ω be a unitary 2-
cocycle for G. Define O(G)ω = O(Gω) to be the vector space O(G) equipped
with the new product
g ·
ω
h = ω(g(2), h(2))g(1)h(1)
and the ∗-structure
g# = χω(g
∗
(2))g
∗
(1),
where χω is the functional
χω : O(G)→ C, g 7→ ω
∗(S−1(g(2)), g(1)) = ω(g
∗
(2), S(g(1))
∗).
Then O(G)ω is a unital
∗-algebra with unit 1G.
Proof. We leave it as an exercise to check that the product is associative -
this is in fact equivalent with ω satisfying the cocycle identity. We also leave
it as an exercise to check that 1G is the unit.
It is a bit harder to check that we have a ∗-algebra. Endow O(G) with the
pre-Hilbert space structure
〈a, b〉 = ϕG(a
∗b).
Then we compute that
〈a, g ·
ω
b〉 = ω(g(2), b(2))〈a, g(1)b(1)〉
= ω(g(2), b(2))ϕG(a
∗g(1)b(1))
= ω(g(4), S
−1(a∗(3)g(3))a
∗
(2)g(2)b(2))ϕG(a
∗
(1)g(1)b(1))
= ω(g(3), S
−1(a∗(2)g(2)))ϕG(a
∗
(1)g(1)b)
=
〈
ω(g(3), S−1(a
∗
(2)g(2)))g
∗
(1)a(1), b
〉
.
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We see that the operation πω(g) of left ω-multiplication with g has an adjoint
operator
πω(g)
∗a = ω(g(3), S−1(a
∗
(2)g(2)))g
∗
(1)a(1).
Since πω(g)
∗1G = g
#, it is now sufficient to prove that, for all a ∈ O(G),
πω(g)
∗a = g# ·
ω
a
or alternatively,
ω(g(3), S−1(g(2))S(a(2))∗)g
∗
(1)a(1) = χω(g
∗
(3))ω(g
∗
(2), a(2))g
∗
(1)a(1).
Clearly, it is enough to prove that for all a, g ∈ O(G),
ω(g(2), S−1(g(1))S(a)∗) = χω(g
∗
(2))ω(g
∗
(1), a).
But we have
ω(g(2), S
−1(g(1))S(a)
∗) = ω(g(2), S
−1(g(1))(1)S(a)
∗
(1))
· (ωω∗)(S−1(g(1))(2), S(a)
∗
(2))
= ω(g(2), S
−1(g(1))(1)S(a)
∗
(1))ω(S
−1(g(1))(2), S(a)
∗
(2))
· ω∗(S−1(g(1))(3), S(a)
∗
(3))
(∗)
= ω(g(2)(1)S
−1(g(1))(1), S(a)
∗
(1))ω(g(2)(2), S
−1(g(1))(2))
· ω∗(S−1(g(1))(3), S(a)
∗
(2))
= ω(g(4)S
−1(g(3)), S(a)
∗
(1))ω(g(5), S
−1(g(2)))
· ω∗(S−1(g(1)), S(a)
∗
(2))
(∗∗)
= ω(g(3), S
−1(g(2)))ω
∗(S−1(g(1)), S(a)
∗)
= χω(g
∗
(2))ω(g
∗
(1), a),
where in (∗) we used the 2-cocycle identity for ω, and in (∗∗) the fact that
ω is normalized. This completes the proof.
Lemma 8.6. There exists a left Hopf ∗-algebraic coaction
α : O(Gω)→ O(G)⊗ O(Gω), g 7→ ∆(g).
Proof. Exercise.
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In the following, we show that O(Gω) has a universal C
∗-envelope, and that
Gω is a (left) quantum torsor for G.
Theorem 8.7. Let G be a compact quantum group, equipped with a unitary
2-cocycle ω on Ĝ. Then the universal C∗-envelope C(Gω,u) of O(Gω,u) exists,
and
αu : C(Gω,u)→ C(Gu)⊗ C(Gω,u)
is a free and homogeneous action Gu y Gω,u.
Proof. Since O(Gω) is identical to O(G) as a comodule, it follows that
O(G \Gω) = C. The proof of Proposition 4.1 now shows that O(Gω) admits
a universal C∗-envelope. The resulting coaction αu is then again homoge-
neous.
To see that αu is free, we note that the map
Can : O(Gω)⊗O(Gω)→ O(G)⊗O(Gω), g⊗h 7→ α(g)(1G⊗h) = g(1)⊗g(2) ·
ω
h
is bijective - we leave it to the reader to check that the inverse is given by
Can−1(g, h) = ω∗(g(2), S(g(3))h(2))g(1) ⊗ S(g(4))h(1).
To show now that Gu y Gω,u is a torsor, we have to show that Gω,u is not
trivial.
Proposition 8.8. Let G be a compact quantum group, equipped with a uni-
tary cocycle ω on Ĝ. Then there exists a unique, bounded and faithful ∗-
representation
πω : O(Gω)→ B(L
2(G)), πω(g)hξG = (g ·
ω
h)ξG, g, h ∈ O(G).
Proof. We have already proven in Lemma 8.5 that πω exists as a
∗-representation
on O(G)ξG. It then follows as in the proof of Proposition 4.1 that πω extends
to a representation on L2(G).
Let us now return to general quantum torsors. The following lemma is a
special case of Theorem 7.7.
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Lemma 8.9. Let X
α
x G be a quantum torsor. Then the maps
Canr : OG(X)⊗
alg
OG(X)→ OG(X) ⊗
alg
O(G), a⊗ b 7→ α(a)(b⊗ 1)
and
Canl : OG(X)⊗
alg
OG(X)→ OG(X) ⊗
alg
O(G), a⊗ b 7→ (a⊗ 1)α(b)
are bijective.
Proof. As X
α
x G is free and homogeneous, we have a unitary map
Gα : L
2(X)⊗ L2(X)→ L2(X)⊗ L2(G)
such that
aξX ⊗ η 7→ α(a)(η ⊗ ξG).
We need to show that it restricts to an isomorphism on the algebraic level.
But as we have noted in the proof of Theorem 6.11, Gα splits into unitaries
Gπ : C(X)πξX ⊗ L
2(X)→ L2(X)⊗ C(G)πξG.
If now h ∈ C(G)π, we claim that G∗π(ξX ⊗ hξG) ∈ C(X)π ⊗ C(X)π¯. Indeed,
the isotypical components of C(X) are orthogonal, and for ρ not equivalent
with π¯, we have for b ∈ C(X)π, c ∈ C(X)ρ that
〈G∗π(1X ⊗ hξG), bξX ⊗ cξX〉 = 〈1X ⊗ hξG, b(0)cξX ⊗ b(1)ξG〉
= ϕX(b(0)c)ϕG(h
∗b(1)) = 0,
since C(X)∗π = C(X)π¯. It follows by finite-dimensionality of the C(X)π that
we can write ∑
i
aiξX ⊗ biξX = G
∗
π(ξX ⊗ hξG),
where in the left hand side ai ∈ C(X)π and bi ∈ C(X)π¯. But then we have,
for x ∈ OG(X) arbitrary,
α(ai)(bix⊗ 1G) = x⊗ h.
It follows that Canr is surjective. As Gα is isometric, Canr is also injective.
The second statement concerning Canl follows immediately since
(b⊗ 1)α(a) = (α(a∗)(b∗ ⊗ 1))∗ .
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The quantum torsor condition can also be expressed in terms of the elements
Uπ(T, ξ), introduced in Section 6.
Theorem 8.10. Let X
α
x G be a non-trivial homogeneous action. Then
X
α
x G is a quantum torsor if and only if for each irreducible π, the C(X)-
valued matrices (Uπ(Ti, ej))i,j are unitary, where {ej} is an orthonormal basis
of Hπ and {Ti} an orthonormal basis of Mor(π, α).
Note that in general the (Uπ(Ti, ej))i,j need not be square matrices, but their
unitarity can still be guaranteed by the non-commutativity of C(X).
Proof. We know that each matrix (Uπ(Ti, ej))i,j is a coisometry. If then
X
α
x G is a quantum torsor, it hence suffices to show that (Uπ(Ti, ej))i,j
has a left inverse. But fix a non-zero η ∈ Hπ. As follows from the proof of
Lemma 8.9, we can write
Can−1l (1X ⊗ Uπ(ek, η)) =
∑
i,j
Uπ(T
(j)
k,i , ej)
∗ ⊗ Uπ(Ti, η)
for certain T
(j)
k,i ∈ Mor(π, α). We then have
Canl
(∑
i,j
Uπ(T
(j)
k,i , ej)
∗ ⊗ Uπ(Ti, η)
)
=
∑
i,j,p
Uπ(T
(j)
k,i , ej)
∗Uπ(Ti, ep)⊗ Uπ(ep, η)
= 1X ⊗ Uπ(ek, η).
It follows that (
∑
j Uπ(T
(j)
k,i , ej)
∗)k,i is an inverse to (Uπ(Ti, ej))i,j.
Conversely, if all (Uπ(Ti, ej))i,j are unitary, note that, for a ∈ OG(X),
Canl
(∑
i
aUπ(Ti, ek)
∗ ⊗ Uπ(Ti, ej)
)
= a⊗ Uπ(ej, ek).
It follows that Canl is surjective, and hence X
α
x G free.
The above characterisation allows to give a purely numerical characterisation
of quantum torsors. It also explains the terminology ‘action of full quantum
multiplicity’ for quantum torsors, used in [7] where the following corollary is
proven.
83
Corollary 8.11. Let X
α
x G be a homogeneous action. Then X is a quantum
G-torsor if and only if multq(π) = dimq(π) for all irreducible representations
π of G.
Proof. If all Uπ are unitary, the string of inequalities at the end of the proof
of Theorem 6.16 turn into equalities. Hence Tr(F−1π ) = Tr(Qπ) for all irre-
ducible G-representations π, and multq(π) = dimq(π).
Conversely, if this identity holds for all π, then the estimates for Tr(F−1π ) in
the proof of Theorem 6.16 show that
(idHpi ⊗ϕX)(U
∗
X,πUX,π) = idHpi .
As U∗X,πUX,π is a projection, and as ϕX is faithful on OG(X), it follows that
U∗X,πUX,π is the unit, and hence UX,π a unitary.
It is proven in [7, Section 4] that, on the other hand, we have the equality
mult(π) = dim(π) for all irreducible G-representations π if and only if X =
Gω for some unitary 2-cocycle on Ĝ.
A quantum torsor turns out to actually be a quantum bitorsor in a canonical
way. That is, from the quantum torsor X x G one can construct a new
compact quantum group H and an action H y X such that X is a left
quantum H-torsor and such that the actions of H and G commute. We
will briefly discuss this construction in the following pages. We refer to [32]
for this construction in the setting of Hopf algebras, see also [6], and [7]
for the construction in the setting of compact quantum groups by means of
Tannaka-Kre˘ın techniques.
So, let X
α
x G be a quantum torsor. Consider OG(X
op) = OG(X)
op, the
opposite ∗-algebra of OG(X). We write the elements in OG(X)
op as xop, so
that
xopyop = (yx)op, (xop)∗ = (x∗)op, x, y ∈ OG(X).
For T ∈ Mor(π, α) and ξ ∈ Hπ, we further write
Uπ(ξ, T ) = (Uπ(F
1/2
π T,Q
−1/2
π ξ)
∗)op ∈ OG(X
op)
Note that this formula is inspired by the formula S(Uπ(ξ, η))
∗ = Uπ(η, ξ)
which holds for compact quantum groups, except that the unitary antipode
R(a) = f 1/2 ∗ S(a) ∗ f−1/2 has been changed by the formal operation of
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‘taking the opposite’. To further strengthen this analogy, we will henceforth
also write
S(Uπ(T, ξ)) = Uπ(ξ, T )
∗, S(Uπ(ξ, T )) = Uπ(T, ξ)
∗.
Note however that, in contrast, Uπ(ξ, T ) is antilinear in both ξ and T !
Lemma 8.12. The maps
S : O(X)→ O(Xop), S : O(Xop)→ O(X)
are bijective anti-homomorphisms satisfying
S(S(x)∗)∗ = x.
Proof. The only thing which is not immediately clear is if the S are anti-
homomorphisms. It is sufficient to prove this for S as a map from O(X) to
O(Xop). This follows from the fact that we can write
S(x)op = (idX⊗f
−1)α(σX−i/2(x)),
where f z denote the Woronowicz characters.
Lemma 8.13. For T ∈ Mor(π, α) and ξ ∈ Hπ, one has
S(Uπ(T, ξ)
∗) = Uπ(Qπξ, F
−1
π T ), S(Uπ(ξ, T )
∗) = Uπ(FπT,Q
−1
π ξ).
Proof. We use again the notation T †(ξ∗) = T (ξ)∗. Then it follows from the
computation in the proof of Theorem 6.16 that Fπ¯(T
†) = (F−1π T )
†. Hence
S(Uπ(T, ξ)
∗) = S(Uπ¯(T
†, ξ∗))
= Uπ¯(F
1/2
π¯ T
†, Q
−1/2
π¯ ξ
∗)op
= Uπ¯((F
−1/2
π T )
†, (Q1/2π ξ)
∗)op
= Uπ(F
−1/2
π T,Q
1/2
π ξ)
∗ op
= Uπ(Qπξ, F
−1
π T ).
The other equation follows from S(S(x∗)∗) = x for all x ∈ OG(X).
Lemma 8.14. There is a unique left action G
β
y X
op such that
β(Uπ(ξ, T )) =
∑
i
Uπ(ξ, ei)⊗ Uπ(ei, T ),
for ei an arbitrary orthonormal basis of Hπ.
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Proof. Let R be the unitary antipode on O(G), as recalled just before Lemma
8.12. Then it is easy to verify that R is an anti-homomorphism which com-
mutes with the ∗-operation and such that ∆ ◦R = (R⊗R) ◦∆op. It follows
that we have a left coaction
β : OG(X
op)→ O(G)⊗
alg
OG(X
op), xop 7→ R(x(1))⊗ (x(0))
op.
We leave it to the reader to check that β acts on the Uπ(ξ, T ) as in the
statement of the lemma.
Corollary 8.15. The action G
β
y Xop makes Xop into a left quantum G-
torsor. Moreover, the C(X)-valued matrices (Uπ(ei, Tj))i,j are unitary, with
{ei} an orthonormal basis of Hπ and {Tj} an orthonormal basis ofMor(π, α).
Proof. It follows from the formula for β in the proof of Lemma 8.14 that β
is homogeneous and free. Hence Xop is a left quantum G-torsor.
Moreover, we calculate that
β(
∑
i
Uπ(ei, Tk)
∗Uπ(ei, Tl)) = 1G ⊗
∑
i
Uπ(ei, Tk)
∗Uπ(ei, Tl),
so that
∑
i Uπ(ei, Tk)
∗Uπ(ei, Tl) is a scalar Mkl. But then, using Lemma 8.13
and the orthogonality relations from Corollary 6.14, we find
Mkl = ϕX
(
S(
∑
i
Uπ(ei, Tk)
∗Uπ(ei, Tl))
∗
)
=
∑
i
ϕX(Uπ(FπTk, Q
−1
π ei)
∗Uπ(Tl, ei))
=
∑
i
〈FπTk, F−1π Tl〉〈Q
−1
π ei, ei〉
Tr(Qπ)
= 〈Tk, Tl〉
= δkl.
It follows that (Uπ(ei, Tj))i,j is an isometry. A similar calculation reveals that
ϕX((
∑
i
Uπ(ek, Ti)Uπ(el, Ti)
∗)op) = δkl,
so necessarily (Uπ(ei, Tj))i,j must be a unitary.
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Lemma 8.16. There exists a unital ∗-homomorphism
γ : O(G)→ OG(X
op) ⊗
alg
OG(X), Uπ(ξ, η) 7→
∑
i
Uπ(ξ, Ti)⊗ Uπ(Ti, η),
where Ti is an orthonormal basis of Mor(π, α).
Proof. For g ∈ O(G), write
g[1] ⊗ g[2] = (S
−1 ⊗ id)Can−1l (1X ⊗ g) ∈ O(X
op)⊗
alg
O(X).
Using the antimultiplicativity of S, we see that
(gh)[1] ⊗ (gh)[2] = g[1]h[1] ⊗ g[2]h[2].
Now from the proof of Theorem 8.10, it follows that
Uπ(ξ, η)[1] ⊗ Uπ(ξ, η)[2] =
∑
i
S−1(Uπ(Ti, ξ)
∗)⊗ Uπ(Ti, η)
=
∑
i
(S(Uπ(Ti, ξ))
∗ ⊗ Uπ(Ti, η)
=
∑
i
Uπ(ξ, Ti)⊗ Uπ(Ti, η),
which shows that γ is a well-defined homomorphism.
To see that it respects the ∗-structure, write again T †(ξ∗) = (Tξ)∗. Then it
follows from the orthogonality relations from Corollary 6.14 that 〈T †, S†〉 =
〈S, F−1π T 〉. Hence if {Ti} is an orthonormal basis of Mor(Hπ, α), the set
{(F 1/2π Ti)†} is an orthonormal basis of Mor(π¯, α). Furthermore, by definition
of the contragredient representation we can write
Uπ(ξ, η)
∗ = Uπ¯((Q
−1
π ξ)
∗, η∗).
Hence
γ(Uπ(ξ, η)
∗) =
∑
i
Uπ¯((Q
−1
π ξ)
∗, (F 1/2π Ti)
†)⊗ Uπ¯((F
1/2
π Ti)
†, η∗).
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On the other hand, we have
γ(Uπ(ξ, η))
∗ =
∑
i
Uπ(ξ, Ti)
∗ ⊗ Uπ(Ti, η)
∗
=
∑
i
Uπ(F
1/2
π Ti, Q
−1/2
π ξ)
op ⊗ Uπ¯(T
†
i , η
∗)
=
∑
i
Uπ¯(Q
1/2
π¯ (Q
−1/2
π ξ)
∗, F
−1/2
π¯ (F
1/2
π Ti)
†)⊗ Uπ¯(T
†
i , η
∗)
=
∑
i
Uπ¯((Q
−1
π ξ)
∗, (FπTi)
†)⊗ Uπ¯(T
†
i , η
∗),
which is easily seen to be equal to the expression for γ(Uπ(ξ, η)
∗).
Definition 8.17. Let X
α
x G be a quantum torsor. For T, T ′ ∈ Mor(π, α)
with π irreducible, we define
Uπ(T, T
′) =
∑
i
Uπ(T, ei)⊗ Uπ(ei, T
′) ∈ OG(X) ⊗
alg
OG(X
op),
where ei is an arbitrary orthonormal basis of Hπ. We define O(HX) as the
vector space spanned by the Uπ(T, T
′).
Theorem 8.18. Let X
α
x G be a quantum torsor. Then O(HX) is a unital
∗-algebra. Moreover, there exists a unique Hopf ∗-algebra structure ∆ on
O(HX) such that
∆(Uπ(T, T
′)) =
∑
i
Uπ(T, Ti)⊗ Uπ(Ti, T
′),
for Ti an orthonormal basis of Mor(π, α).
Proof. From the concrete form of the Uπ(T, T
′) and the formulas for α and
β on the Uπ(T, ξ) and Uπ(ξ, T ) respectively, it follows straightforwardly that
O(HX) = {z ∈ OG(X)⊗
alg
OG(X
op) | (α⊗ idXop)z = (idX⊗β)z}.
This shows that O(HX) is a unital
∗-algebra.
To show that ∆ is a well-defined ∗-homomorphism, we note that∑
i
Uπ(T, Ti)⊗ Uπ(Ti, T
′) = (idX⊗γ ⊗ idXop)(α⊗ idXop)Uπ(T, T
′).
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It is clearly coassociative.
Define
ε : O(HX)→ C, Uπ(T, T
′) 7→ 〈T ′, T 〉.
Then ε is a C-linear map, and clearly provides a counit for ∆. It is then
automatically a ∗-homomorphism.
Finally, write
S(Uπ(T, T
′)) =
∑
i
S(Uπ(ei, T
′))⊗ S(Uπ(T, ei)).
We claim that S is a well-defined linear map from O(HX) to itself, providing
an antipode for ∆ on O(HX). Well-definedness follows since
S(Uπ(T, T
′))∗ =
∑
i
Uπ(T
′, ei)⊗ Uπ(ei, T ) = Uπ(T
′, T ).
Theorem 8.10 and Corollary 8.15 now guarantee that, with {Ti} an orthonor-
mal basis of Mor(π, α), the matrix (Uπ(Ti, Tj))i,j is unitary, hence S satisfies
the antipode condition for O(HX).
When O(X) = O(G)ω for some unitary 2-cocycle ω on Ĝ, one can show
that O(G)opω can be identified with O(ωG), which is the vector space O(G)
equipped with the ∗-algebra structure
g ·
ω−1
h = ω∗(g(1), h(1))g(2)h(2),
g◦ = χ˜ω(g
∗
(1))g
∗
(2), χ˜ω(g) = ω(g(2), S
−1(g(1))).
The corresponding right action
O(ωG)→ O(ωG) ⊗
alg
O(G), g 7→ g(1) ⊗ g(2)
then turns it into a right Galois object. From this, it is not difficult to see
that the Hopf ∗-algebra O(HX), defined correspondingly as above for left
Galois objects, is isomorphic to the coalgebra O(G) equipped with the new
∗-algebra structure
g ∗
ω
h = ω∗(g(1), h(1))ω(g(3), h(3))g(2)h(2),
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g† = χ˜ω(g
∗
(1))χω(g
∗
(3))g
∗
(2).
It is not clear whether the closure of O(HX) in C(X) ⊗ C(X
op) defines a
compact quantum group. Indeed, for this it is necessary to show that ∆
extends to this closure, which is equivalent with showing that the map γ
extends to a ∗-homomorphism
γ : C(G)→ C(Xop)⊗ C(X).
However, if we are working either on the universal or the reduced level, there
is no problem.
Theorem 8.19. The Hopf ∗-algebra O(HX) admits a universal completion
C(HX,u), which has the structure of a compact quantum group such that
O(HX) = O(HX,u). The reduced C
∗-algebra C(HX,red) can then be identified
with the closure of O(HX) in C(Xred)⊗ C(X
op
red).
Proof. The universal completion of O(HX) exists, as it is generated by the
matrix entries of the unitary matrices (Uπ(Ti, Tj))i,j. By the universal prop-
erty, we have that the inclusion map from O(HX) to C(X)⊗C(X
op) extends
to C(HX,u), proving that O(HX) embeds in its universal completion. It is
then again standard to show that in fact O(HX) = O(HX,u).
To show that the natural inclusion map from O(HX) to C(Xred) ⊗ C(X
op
red)
extends to an embedding of C(HX,red), it suffices to show that the Haar
state on O(HX) can be realized as a faithful state on C(Xred) ⊗ C(X
op
red).
However, this is easily seen to be achieved by the state ϕX ⊗ ϕXop , where
ϕXop(a
op) = ϕX(a).
It is now easy to continue with O(HX), and to show that for example X has
the left HX-action
Uπ(T, ξ) 7→
∑
i
Uπ(T, Ti)⊗ Uπ(Ti, ξ),
making it into a left quantum HX-torsor. In fact, if we write
Grr = G, Glr = X, Grl = X
op, Gll = HX,
one can construct 8 unital ∗-homomorphisms
∆kij : O(Gij)→ O(Gik)⊗ O(Gkj), i, j, k ∈ {r, l}
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according to the above obvious pattern. The quadruple {Gij} and the octuple
{∆kij} then form a Hopf Galois-system, see [6, 18], and also see [8] for a
description of the total algebra ⊕i,j∈{l,r}O(Gi,j) as a (connected) cogroupoid.
Of course, the compact quantum groups G and HX which are obtained above
have a very close connection to each other. We will not provide proofs for
the following statements, and refer to [7] for more information.
We first introduce the following terminology.
Definition 8.20. Let G and H be two compact quantum groups. We call G
and H monoidally equivalent if there exists a quantum H-G-bitorsor X, that
is, a right quantum G-torsor X
α
x G with a left quantum H-torsor structure
H
β
y X such that the two actions commute.
It can be shown that H is uniquely determined once the quantum G-torsor
X has been specified - namely, it(s algebraic core) must be isomorphic to
HX. On the other hand, there can be many quantum bitorsors linking two
monoidally equivalent compact quantum groups. For example, any of the
quantum tori is a quantum T2-T2-bitorsor.
When X is a quantum H-G-bitorsor, its algebraic core with respect to G is
the same as the one with respect to H, and we denote it then simply by
O(X).
Definition 8.21. Let H
β
y X
α
x G be a quantum H-G-bitorsor. For Hπ a
unitary H-representation, we define
IndG(Hπ) = {x ∈ Hπ ⊗
alg
O(X) | (δπ ⊗ idX)x = (idHpi ⊗β)x}.
Lemma 8.22. The vector space IndG(Hπ) is finite-dimensional, and a uni-
tary G-representation for
〈
∑
i
ξi ⊗ ai,
∑
j
ηj ⊗ bj〉 =
∑
i,j
ϕH(a
∗
i bj)〈ξi, ηj〉,
x 7→ (idX⊗α)x.
Theorem 8.23. Let G and H be two monoidally equivalent quantum groups,
and let H
β
y X
α
x G be a quantum H-G-bitorsor. Then the map
Hπ → IndG(Hπ)
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provides a unitary equivalence between the categories of unitary H-representations
and unitary G-representations. Moreover, we have natural unitaries
IndG(Hπ)⊗ IndG(Hπ′) ∼= IndG(Hπ ⊗Hπ′),
(
∑
i
ξi ⊗ ηi)⊗ (
∑
j
ηj ⊗ bj) 7→ (
∑
i,j
ξi ⊗ ηj ⊗ aibj).
One can then show, in a precise way, that such ‘monoidal equivalences’ be-
tween the representation categories of H and G are (up to equivalence and
isomorphism) classified by the quantum H-G-bitorsors.
As an example we consider the free orthogonal quantum groups (of irreducible
type), introduced in [40]. These compact quantum groups generalize at the
same time the SUq(2) and the O
+
N .
For T a matrix with values in a C∗-algebra, we will write T for the matrix
with T ij = T
∗
ij .
Definition 8.24. Take F ∈ GLn(C) such that FF¯ ∈ R. The (universal) free
orthogonal quantum group O+(F ) is the compact quantum group defined by
the C∗-algebra
C(O+(F )) = C∗(Uij | 1 ≤ i, j ≤ n, U unitary , FUF
−1 = U),
endowed with the unique coproduct such that
∆(Uij) =
∑
k
Uik ⊗ Ukj.
It is easily seen that the above definition makes sense: first of all, we can de-
fine a unital ∗-algebra O(O+(F )) as the universal ∗-algebra generated by the
above generators and relations, and one immediately checks that it becomes
a well-defined Hopf ∗-algebra with the above coproduct. As the generators
assemble into a unitary matrix, the universal enveloping C∗-algebra exists,
and automatically defines a compact quantum group. What is however not
clear is if O(O+(F )) ⊆ C(O+(F )): for this one needs the Tannaka-Kre˘ın
machinery.
The condition on F is made to ensure that the canonical unitary corepre-
sentation U is irreducible. Note further that O+(F ) is unchanged under the
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transformation F 7→ zF for z ∈ C \{0}. We may hence assume that FF¯ = ǫ
with ǫ ∈ {±1}. As O+(F ) is also unchanged under the mapping F 7→ GFG
−1
for G ∈ GL(n), one can easily show by a polar decomposition argument, see
[7, Section 5], that one may always assume F to be of the form
Fǫ,λei = ǫiλieı¯,
where i 7→ ı¯ is an involution on {1, 2, . . . , n}, and with ǫi ∈ {+,−} and λi > 0
satisfying ǫiǫı¯ = ǫ and λı¯λi = 1.
If F = IN is a unit matrix, we find back the O
+
N . These are precisely the free
orthogonal quantum groups which are of Kac type, that is, whose Haar state
is tracial. On the other hand, when F is a 2-by-2-matrix one can restrict to
the case of
Fq =
(
0 |q|1/2
−sgn(q)|q|−1/2 0
)
,
for some q ∈ [−1, 1] \ {0}. In this case C(O+u (Fq)) = C(SUq(2)). As re-
marked before, SUq(2) is coamenable, hence there is only one C
∗-completion
of C(SUq(2)). This is no longer true for the O
+(F ) with dim(F ) ≥ 3.
The following theorem establishes an important relationship between all
O+(F ).
Theorem 8.25. The family {O+(F )} is complete w.r.t. monoidal equiva-
lence. Moreover, O+(F1) is monoidally equivalent with O
+(F2) if and only if
cF1 = cF2, where we write
cF = sign(FF )Tr(F
∗F ).
In particular, O+(F ) is monoidally equivalent to SUq(2) for −q − q−1 =
cF , and it follows that the irreducible representations of any O
+(F ) can be
labeled by the half-integers 1
2
N. The above also gives examples of coamenable
G being monoidally equivalent to non-coamenable H.
It is not hard to give an explicit description of the quantum bitorsor between
two monoidally equivalent O+(F1) and O
+(F2): it is given by
C(O+u (F1, F2)) = C
∗
(
ij
|
1 ≤ i ≤ dim(F1), 1 ≤ j ≤ dim(F2)
U unitary , F1UF
−1
2 = U
)
,
with the obvious coproduct structure. The hard part consists in showing
that this C∗-algebra is not trivial, see [7].
93
9 A duality between free and homogeneous
actions
In this section, we discuss a relation between freeness and homogeneity in a
general context. This goes back to ideas already present in [44].
Let X
α
x G be a homogeneous action, and assume that {Ei}i∈I is a maxi-
mal family of mutually inequivalent G-equivariant right Hilbert G-modules.
Write
C0(Xstab) = K(⊕iEi) = ⊕i,jK(Ei, Ej).
From Section 6, it easily follows that we can endow C0(Xstab) with a coaction
α : C0(Xstab)→ C0(Xstab)⊗ C(G)
such that
α(ξη∗) = α(ξ)α(η)∗, ξ ∈ Ej , η ∈ Ei.
Our goal is to show the following.
Theorem 9.1. Let X
α
x G be a homogeneous action. Then Xstab
α
x G is
free.
Proof. We have to show that
[(C0(Xstab)⊗ 1G)α(Xstab)] = C0(Xstab)⊗ C(G).
For this, it is sufficient to show that
[
∑
i
(E ∗i ⊗ 1G)α(Ei)] = C(X)⊗ C(G).
However, as any Ei appears as a G-equivariant direct C(X)-Hilbert module
summand of some (Hπ⊗C(X), απ), for π a G-representation, it is enough to
show that the linear span over all π of the
((Hπ ⊗OG(X))
∗ ⊗ 1G)απ(Hπ ⊗OG(X))
is dense in C(X)⊗ C(G). But as these elements are of the form
〈v, w(0)〉x
∗y(0) ⊗ w(1)y(1), v, w ∈ Hπ, x, y ∈ OG(X),
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it follows that we can obtain all elements of the form x∗y(0) ⊗ gy(1) with
x, y ∈ OG(X) and g ∈ O(G), and hence all elements of the form x ⊗ g with
x ∈ OG(X) and g ∈ O(G).
Remark that C0(Xstab /G) ∼= c0(I), since K (Ei, Ej)G = δi,j C idEi by irre-
ducibility and mutual inequivalence of the Ei. We hence obtain the following
corollary.
Corollary 9.2. Any homogeneous X x G is G-equivariantly Morita equiv-
alent with a free action Xstab x G such that Xstab /G is a discrete set.
One can in fact show that this gives a one-to-one correspondence between
homogeneous actions, up to equivariant Morita equivalence, and indecom-
posable free actions with a classical discrete set of quantum orbits, up to
equivariant isomorphism. Here an indecomposable action is one which can
not be written as a direct sum of two actions.
Let us discuss some examples. In [13], a classification was provided of all (uni-
versal) homogeneous actions of the free orthogonal quantum groups O+(F )
in terms of certain combinatorial data, which we introduce in the next def-
inition. For full proofs of the remaining results of this section, we refer the
reader to [13].
Definition 9.3. Let δ ∈ R0. A δ-reciprocal random walk consists of a
quadruple (Γ, w, sgn, i) where
• Γ = (Γ(0),Γ(1), s, t) is a graph with source and target maps s and t,
• w is a weight function w : Γ(1) → R+0 ,
• sgn a sign function sgn : Γ(1) → {±1},
• i is an involution e 7→ e on Γ(1) interchanging source and target,
s.t.
• for all e, w(e)w(e¯) = 1,
• for all e, sgn(e)sgn(e¯) = sgn(δ),
• for all v,
∑
s(e)=v
1
|δ|
w(e) = 1.
Note that if δ < 0, the condition sgn(e)sgn(e¯) = sgn(δ) implies that the set
of loops at a vertex must be even. As for the terminology, the ‘reciprocality’
95
refers to the reciprocality of the weight function under the involution, while
the ‘random walk’ part refers to the fact that the normalized weights 1
|δ|
w
provide probability measures on each s−1(v), that is, we are given probabili-
ties to leave a vertex along a certain edge.
The first part of the following lemma is proven by straightforward estimates,
while the second part is a straightforward application of Frobenius-Perron
theory.
Lemma 9.4. Let (Γ, w, sgn, i) be a δ-reciprocal random walk. Let M(Γ) be
the adjacency matrix of Γ. Then
‖M(Γ)‖ ≤ |δ|,
and in particular Γ has bounded degree:
sup
v∈Γ(0)
#{e ∈ Γ(1) | s(e) = v} <∞.
Conversely, if Γ is a graph of bounded degree, then there exists a δ-reciprocal
random walk on Γ for some δ > 0.
We recall that when considering the (irreducible) free orthogonal quantum
groups O+(F ), we may assume that F is of the form Fǫ,λ as discussed above
Theorem 8.25. Here we assume fixed an involution on {1, 2, . . . , n}, signs
{ǫi} and positive numbers λi such that ǫiǫı¯ = ǫ for a constant sign ǫ, and
λiλı¯ = 1.
Definition 9.5. Write cǫ,λ = −ǫ
∑
i λ
2
i . Let (Γ, w, sgn, i) be a cǫ,λ-reciprocal
random walk. Then we define O(X(Γ)) to be the universal ∗-algebra generated
by a copy of the finite support functions on Γ(0), whose Dirac functions we
write δv for v ∈ Γ(0), together with a collection of generators Ue,i for e ∈ Γ(1)
and 1 ≤ i ≤ n, such that
Ue,i = δs(e)Ue,iδt(e)
and ∑
g∈t−1(w)
U∗g,iUg,j = δi,jδw, w ∈ Γ
(0), 1 ≤ i, j ≤ n,
n∑
i=1
Ue,iU
∗
f,i = δe,fδs(e), e, f ∈ Γ
(1),
U∗e,i =
ǫiλi
sgn(e)
√
w(e)
Ue¯,¯ı.
Note that the sums in the above definition are well-defined because Γ has
bounded degree.
Lemma 9.6. There exists a unique Hopf ∗-algebraic coaction
α : O(X(Γ))→ O(X(Γ))⊗
alg
O(O+(Fǫ,λ))
such that α(δv) = δv ⊗ 1G and
α(Ug,i) =
∑
j
Ug,j ⊗ Uji.
Proof. Straightforward.
One can easily verify also that X(Γ) x O+(Fǫ,λ only depends on (Γ, w), and
not on the choice of involution or sign function.
Theorem 9.7. Let X x O+(Fǫ,λ) be homogeneous. Then there exists a
unique cǫ,λ-reciprocal random walk (Γ, w, sgn, i) (up to isomorphism of (Γ, w))
such that
Xstab x O
+(Fǫ,λ) ∼= X
(Γ) x O+(Fǫ,λ)
(more precisely, we have an O+(Fǫ,λ)-equivariant
∗-isomorphism OG(Xstab) ∼=
O(X(Γ)).) Moreover, any cǫ,λ-reciprocal random walk with Γ connected arises
in this way.
In fact, the graph Γ associated to the homogeneous action X
α
x O+(F ) is
nothing but the graph whose vertices are labelled by a set I parametrizing
the irreducible O+(F )-equivariant Hilbert C(X)-modules, and where there
are Mα(π1/2)i,j edges from i to j, where π1/2 is the generating spin 1/2-
representation of O+(F ), and where Mα(π1/2) is the matrix of fusion rules
for X. The precise associated weights on the graph can be obtained from the
modular data of the action.
Let us look at some examples of reciprocal random walks and associated
homogeneous actions.
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Example 9.8. Write the fundamental unitary corepresentation of O+N asso-
ciated to the spin 1/2-representation π1/2 as U
(N). Consider O+N−1 ⊆ O
+
N by
the quotient map
C(O+N)→ C(O
+
N−1), U
(N) 7→
(
U (N−1) 0
0 1
)
.
Then O+N−1\O
+
N is an instance of a quantum homogeneous space of quotient
type. Hence, by the remarks following Proposition 6.31, the graph Γ of
the reciprocal random walk associated to O+N−1\O
+
N has vertices labelled by
N, corresponding to the irreducible representations of O+N−1, and has edges
determined as
•
1
 N−1 ,, •
1
N−1
ll
1

N(N−2)
N−1
,, • · · ·
N−1
N(N−2)
ll
since the restriction of the spin 1/2-corepresentation U (N) of O+N to O
+
N−1
splits by construction as the corepresentation η ⊕ U (N−1), with η the trivial
corepresentation. The weights are then uniquely determined by the fact that
the loops must have weight 1 by the reciprocality relation w(e)w(e¯) = 1, and
the weight of the other edges is determined inductively by the reciprocality
and the random walk condition. It would be interesting to see if O+N−1\O
+
N
is equivariantly isomorphic to the free quantum sphere SN−1+ .
Example 9.9. Assume that (ǫ′, λ′) is such that cǫ,λ = cǫ′,λ′. Then we know
that there is the quantum torsor O+(Fǫ′,λ′, Fǫ,λ) x O
+(Fǫ,λ). Its associated
reciprocal random walk is the graph with one vertex and n edges, equipped
with the weights w(i) = (λ′i)
2. For example, with O+(Fǫ,λ) = SUq(2) and
λ′ = (q1, q
−1
1 , q2, q
−1
2 ) with |q1| + |q1|
−1 + |q2| + |q2|−1 = |q| + |q|−1 and ǫ′ =
(sgn(q), 1, sgn(q), 1), we have the graph
•
q−11

q−12
EE q2eeq1
%%
.
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Example 9.10. For the Podles´ sphere S2q,x x SUq(2), we obtain the recip-
rocal random walk
· · · •
qx+q−x
qx−1+q−x+1
,, •
qx−1+q−x+1
qx+q−x
ll
qx+1+q−x−1
qx+q−x
,, • · · ·
qx+q−x
qx+1+q−x−1
ll
We note that the embeddable quantum homogeneous spaces for SUq(2) were
classified in [37, 38]. In [13], it was shown that there exists q0 < 1 such that
all quantum homogeneous spaces for SUq(2) are equivariantly SUq(2)-Morita
equivalent to an embeddable homogeneous SUq(2)-action when q0 < q ≤ 1.
This result is obtained as a direct consequence of the fact that there exists
δ > 2 such that any graph with norm ≤ δ automatically has norm ≤ 2.
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