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Zusammenfassung
Die Dekohärenz eines transversal versetzten Ionenpakets ist ein wichtiger strahldy-
namischer Vorgang in Synchrotronen und Speicherringen. Ein Versatz kann durch einen
Injektionsfehler nach der Paket-zu-Paket Übergabe zwischen Synchrotronen oder durch
einen extern erzeugten Kraftstoß entstehen. Dekohärenz führt zur transversalen Emit-
tanzvergrößerung, die Strahlverluste und eine Verminderung der Strahlqualität verur-
sachen kann. Um die Aufweitung des Strahls zu verhindern, kann ein transversales
Rückwirkungssystem oder ”Transverse Feedback System” (TFS) verwendet werden. Die
TFS-Dämpfungszeit sollte kürzer sein als die charakteristische Dekohärenzzeit, die stark
durch das Zusammenspiel unterschiedlicher Intensitätseffekte (z. B. Raumladung und
Impedanzen) beeinflusst wird.
Diese Arbeit beschreibt die Entwicklung analytischer Modelle, welche Dekohärenz
und Emittanzvergrößerung unter Berücksichtigung von Chromatizität, Raumladung
und Spiegelladungen innerhalb der ersten Synchrotronschwingungsperiode wieder-
geben. Eine Pulsantwortfunktion unter Berücksichtigung von Intensitätseffekten wird
aus einem Modell für die Strahlübertragungsfunktion abgleitet. Im Falle eines Gleich-
stromtrahls zeigt das zweidimensionale analytische Modell, dass die Raumladung die
Dekohärenz verlangsamt und oberhalb einer Schwellintensität vollständig unterdrückt.
Die Vorhersagen der analytischen Modelle wurden durch Simulationen der Teichlen-
dynamik mit den selbstkonsistenten Raumladungsfeldern bestätigt. Zusätzlich wurde
die Entstehung eines Halos und die Strahlverluste während der Dekohärenz in den
Simulationen beobachtet. Unter Verwendung eines nicht-selbstkonsistenten Teilchen-
Kern-Modells wurden diese Effekte erfolgreich interpretiert.
Das zweidimensionale analytische Modell wurde auf den Fall der Teilchenpakete
erweitert. Die Simulationsergebnisse reproduzieren die analytischen Vorhersagen. Die
Schwellintensitäten der Dekohärenzabschwächung sind höher im Vergleich zum Gleich-
stromtrahl, die Spiegelladungen können aber die Dekohärenz wiederherstellen.
Im Rahmen der Arbeit wurden dedizierte Experimente am SIS18-Synchrotron an der
GSI Darmstadt durchgeführt, die Ergebnisse wurden mit Simulationen und analytischen
Vorhersagen verglichen. Der Beitrag von Nichtlinearitäten und Spiegelladungen ist ver-
nachlässigbar, während die Chromatizität und die Raumladung die Dekohärenz bestim-
men.
Zur Untersuchung der Dämpfungseffizienz eines Rückwirkungssystem wurde ein
umfangreiches TFS-Modul für die numerischen Simulationen entwickelt. Die TFS-
Bandbreite sollte das charakteristische Spektrum des Strahles umfassen, wobei die
Intensitätseffekte berücksichtigt werden müssen. Schwellwerte der Verzögerungsfeh-
ler, die eine Instabilität des Strahls verursachen können, und der Rauschenpegel, der
zur Emittanzvergrößerung führt, wurden bestimmt.
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Abstract
Transverse decoherence of a displaced ion bunch is an important phenomenon in
synchrotrons and storage rings. An offset can be caused by an injection error after
the bunch-to-bucket transfer between synchrotrons or by an externally generated kick.
Decoherence results in a transverse emittance blowup, which can cause particle losses
and a beam quality degradation. To prevent the beam blowup, a transverse feedback
system (TFS) can be used. The damping time should be shorter than the characteristic
decoherence time, which can be strongly affected by the interplay of different intensity
effects (e.g., space charge and impedances).
This thesis describes the development of the analytical models that explain decoher-
ence and emittance growth with chromaticity, space charge, and image charges within
the first synchrotron period. The pulsed response function including intensity effects
was derived from the model for beam transfer functions. For a coasting beam, the two-
dimensional model shows that space charge slows down and above intensity threshold
suppresses decoherence. These predictions were confirmed by particle tracking simu-
lations with self-consistent space charge fields. Additionally, halo buildup and losses
during decoherence were observed in simulations. These effects were successfully in-
terpreted using a non self-consistent particle-core model.
The two-dimensional model was extended to the bunched beams. The simulation
results reproduce the analytical predictions. The intensity threshold of decoherence
suppression is higher in comparison to a coasting beam, image charges can restore
decoherence.
In the present work dedicated experiments were performed in the SIS18 synchrotron
at GSI Darmstadt and the results were compared with simulations and analytical pre-
dictions. The contribution of nonlinearities and image charges is negligible while chro-
maticity and space charge dominate decoherence.
To study the damping efficiency of TFS, a comprehensive TFS module was developed
for simulations. The system bandwidth should cover the characteristic spectrum includ-
ing intensity effects. Delay errors, which can cause a beam instability, and the level of
noise, which results in an emittance blowup, were determined.
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1 Introduction
Since the first half of the 20th century, particle accelerators play an important role for
the development of science and technology in modern society. About two-third of the ac-
celerator systems have applications in industry such as material processing, treatment,
and analysis [1]. Others are widely used for radioisotope production for various medi-
cal tests in nuclear medicine and produce particle beams for cancer therapy [1, 2]. Of
about 30,000 particle accelerators at work worldwide, less than a fraction of a percent
are scientific research and discovery machines [3]. The problem of the finite breakdown
voltage – one of the limiting factors of electrostatic accelerators [4] – initiated the de-
velopment of oscillating field linear particle accelerators (linacs) [5] and different types
of circular accelerators [6]. After the invention of the synchrotron [7, 8, 9] and dis-
covery of the strong-focusing principle [10], it was possible to construct high-energy
high-intensity facilities.
1.1 Synchrotrons
In synchrotrons, each component serves a specific purposes (Fig. 1.1):
• the dipole magnets are used to bend the particle trajectory in a fixed closed-loop
path,
• the quadrupole magnets confine a particle beam in the transverse plane,
• the rf cavities generate the alternating electric field for particle acceleration,
• the septum magnets are used for injection and extraction processes.
During the acceleration process a particle beam moves on the same trajectory by means
of synchronous adjustment of the rf frequency and the magnetic field strength. Particles
pass through rf cavities with a proper phase with respect to the longitudinal electric
field. In this case, it is not possible to accelerate a continuous beam and particles are
grouped longitudinally in a number of bunches.
In the longitudinal plane, particles are confined by the potential imposed by rf cavi-
ties and perform synchrotron oscillations. In the transverse plane, particles pass through
alternating field gradients which lead to transverse oscillations (betatron oscillations)
with a location-dependent amplitude. The number of transverse/longitudinal oscilla-
tions per revolution is called a betatron/synchrotron tune. These single-particle oscilla-
tions are referred as incoherent oscillations.
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Dipole
Quadrupole
Cavity
Septum magnet
Septum magnet
Extraction
Injection
Figure 1.1.: A sketch of a synchrotron. The particle trajectory is bent by dipole magnets.
The transverse focusing is maintained by quadrupole magnets. An accelera-
tion is given by rf cavities. The septum magnets are used for beam transport
source-synchrotron or synchrotron-experiments.
The inability of synchrotrons to accelerate particles from zero kinetic energy requires
an injection of the pre-accelerated particle beams. This can be realized by an acceler-
ator chain containing different structures like particle sources, linacs, and other syn-
chrotrons. For example, at GSI Helmholtzzentrum für Schwerionenforschung GmbH
(GSI), protons (or ions) generated in the ion source are accelerated in the UNIversal
Linear ACcelerator (UNILAC) [11] and transported to the Schwerionensynchrotron 18
(SIS18) [12] for further acceleration. For the upcoming Facility for Antiproton and Ion
Research (FAIR) at GSI (Fig. 1.2), SIS18 will serve as a booster for the Schwerionen-
synchrotron 100 (SIS100) and a single-turn injection scheme will be used [13]. In this
scheme, at the end of the transfer line the bunch is deflected by the special type septum
magnet [15] onto the designed orbit at the center of the kicker. Then the kicker magnet
compensates the remaining angle and the beam follows the designed orbit (Fig. 1.3).
The synchronization errors or beam energy errors result in a non-fully compensated
angle after injection. This is equivalent to the situation in which a whole beam or a
part of the beam experiences the transverse kick that changes the transverse velocity of
all particles. These particles will oscillate collectively following the initial kick. Thus,
additionally to the incoherent oscillations there are coherent oscillations of the beam.
The interplay of both incoherent and coherent oscillations can lead to beam blowup
and particle losses. The former is crucial for the experiments that require dense beams
with small transverse dimensions. The latter can result in activation of the accelerator
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Ion
sources UNILAC
SIS18
C ≈ 216 m
SIS100
C ≈ 1084 m
Figure 1.2.: The SIS18 - SIS100 part of the accelerator chain of the FAIR project at GSI.
Particles generated by the ion sources are accelerated by UNILAC. Reaching
kinetic energy of 11.4 MeV/u they are transported to the booster synchrotron
SIS18. For one of the reference scenario, after the acceleration up to 200
MeV/u 238U28+ bunches are injected to the main synchrotron SIS100. The
experiments are not shown (figure from [14]).
injected bunch
trajectory of injected bunch
designed orbit
source-synchrotron
target-synchrotron
transfer line
kicker magnet
septum magnet
circulating bunches
Figure 1.3.: A sketch of the single-turn injection process. The bunch transported from the
source synchrotron is deflected by the septum magnet. Crossing the designed
orbit at the position of the kicker, its transverse angle is corrected.
components, vacuum degradation, and a quench of superconducting magnets [16, 17,
18, 19].
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1.2 Beam blowup due to decoherence after injection or kick
A particle performing the betatron oscillations moves in the transverse phase space.
The area of the phase space occupied by all particles of the beam is called the trans-
verse beam emittance ε. This quantity describes the beam quality. For example, at any
location in the accelerator the transverse beam size is proportional to
p
ε.
Any particle beam has the energy spread and the finite transverse size defined by
the particle transverse beam emittance. The transverse restoring force of the focusing
magnets depends on the particle energy and can also depend on the transverse position.
A change of the restoring force results in a change of the oscillation frequency. Thus,
the beam has a spread of betatron oscillation frequencies by means of chromaticity and
transverse nonlinearities.
An injection error or an initial kick corresponds to the displacement of the beam in the
phase space. Without frequency spread, the beam will perform coherent oscillations and
the beam emittance will not change. In the presence of a frequency spread, particles will
redistribute in the phase space occupying a larger area, and the transverse emittance
will blow up. Particle mixing in phase space also leads to turn-by-turn reduction of the
total bunch offset. This process is called transverse decoherence.
In different accelerators there are different ranges of the acceptable beam blowup
and losses. For example, at the European Organization for Nuclear Research (CERN),
in the Proton Synchrotron (PS), which has similar beam parameters as SIS100, particle
losses after injection should be below 5%. In the Large Hadron Collider (LHC) [20], the
requirements are more challenging because of high energy stored in the beam (362 MJ
per beam).
1.3 Contribution of intensity effects
New advanced experiments demand high-intensity and high-quality beams. Such
beams should have small transverse emittances and contain a large number of particles.
For low- and medium energy accelerators, collisionless interactions between particles
via self-fields and interaction with beam surroundings become important. They can
be described in terms of transverse space charge and transverse impedances, corre-
spondingly. The space charge forces change the incoherent frequencies in the beam and
produce an additional frequency spread. Transverse impedances change the coherent
frequency and can lead to beam instabilities.
The contribution of both effects is foreseen for the SIS100 synchrotron, because of a
high beam intensity and a large transverse beam size compared to the accelerator beam
pipe. Under these conditions, transverse space charge can significantly change the deco-
herence process. Usage of superconducting magnets defines challenging requirements
for the acceptable beam blowup and losses in the SIS100.
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1.4 Transverse feedback systems
Transverse feedback systems serve two main purposes: to damp beam instabilities
originated from interaction of the beam with its surroundings [21, 22, 23] and to damp
injection errors [24, 25, 26]. The former is considered to be a long term operation
where the characteristic time of the process exceeds or in the order of the synchrotron
period. The latter is described here in more detail.
To damp the injection errors, the transverse feedback systems perform the following
steps during its operation (Fig. 1.4):
• the pick-ups collect the signals induced by a beam with a transverse displacement,
• the detected signals are processed in order to generate the correction signal that
is proportional to the transverse velocity of the beam at the position of the kicker,
• after a time delay, the kicker applies the signal that causes damping of coherent
beam oscillations.
Varying the strength of the correction signal, the characteristic damping time can be
adjusted such that the active damping is faster than the decoherence process. In this
case, the transverse beam emittance can be preserved.
Signal processing unit
Pick-up Kicker
Bunch
Accelerator pipe
Figure 1.4.: The principle of the transverse feedback systems. The transverse displace-
ment of the beam is detected by pick-ups and then transmitted to the signal
processing unit. After the time delay, the correction signal is applied to the
same bunch.
1.5 Current status and motivation
A slower decoherence with chromaticity and space charge was observed during the
injection process of proton bunches in the Proton Synchrotron (PS) at CERN [26]. It
was also demonstrated in particle tracking simulations [27] and was referred as the loss
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of Landau damping [28, 29, 30]. An attempt to describe decoherence in bunches with
space charge was presented in Ref. [31]. The analytical model is based on the space
change tune spread due to variation of the local particle density along the bunch.
Recently, a new approach was applied to describe the long-term behavior of deco-
herence and recoherence following a small initial offset [32, 33]. The initial kick can
be represented as a combination of bunch head-tail eigenmodes, which are prone to
different Landau damping rates. This approach predicts that after a transition time a
mixture of the remaining eigenmodes continues to oscillate, exhibiting a characteristic
time pattern.
The effect of impedances on the decoherence process is discussed in Ref. [34]. The
developed 2D approach for bunches in the case of constant imaginary impedances
shows a slower decoherence for higher beam intensity. Furthermore, this approach
was expanded by the two-particle model in Ref. [35] to obtain bunch offset evolution
in assumption of a small chromaticity tune spread compared to the synchrotron tune.
The emittance growth after an initial offset in the presence of space charge and image
charges was discussed by Reiser [36, 37]. The role of space charge and its interplay with
other intensity effects, which is important for the design of the SIS100 synchrotron as
part of the FAIR project [38], still needs to be clarified.
Most experimental and theoretical work concerning transverse feedback systems are
dedicated to damping of beam instabilities. For example, simulation and theoretical
results describing the efficiency of feedback systems for interplay with chromaticity and
different impedances were recently discussed in Ref. [39]. The damping of injection
errors in the presence of space charge and TFS imperfections has not been studied in
detail.
This work addresses the development of the analytical models for the initial stage
of the decoherence process in intense ion bunches affected by interplay of chromatic-
ity, space charge, and image charges for arbitrary offsets. We also focus on the short
term operation of the transverse feedback systems (i.e. damping of injection errors) in
the presence of space charge and TFS imperfections (limited system bandwidth, delay
errors, and noise).
1.6 Overview of the thesis
In Chap. 2 basic concepts of particle beam dynamics in synchrotrons are introduced.
It builds the theoretical background that is used in this thesis. Consideration of trans-
verse decoherence and emittance blowup due to chromaticity for low-intensity beams
is presented in Chap. 3. Chap. 4 makes the reader familiar with modification of the ini-
tial stage of decoherence due to space charge and image charges. Starting with case of
coasting beams, we develop the model based on the modified pulse response function
to describe the decoherence process. The extended model is applied for the bunched
beams during the initial stage of decoherence where synchrotron motion can be ne-
glected. After the intensity threshold, we demonstrate the significant contribution of
image charges. To validate the analytical models, we use particle tracking simulations
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with self-consistent field calculations. The necessary details of the computational model
are introduced in Chap. 5 and the results are presented in Chap. 6. In simulations we
also show the halo buildup during the decoherence process and derive the particle-core
model in Sec. 6.2.
In Chap. 7 we discuss measurements in the SIS18 synchrotron at GSI. After the de-
scription of the experimental setup, we point out the main effects that contribute to
the decoherence process in our measurements and show comparisons with simulations.
Finally, Chap. 8 makes the reader familiar with an active damping of the injection er-
rors. We describe implementation of transverse feedback system imperfections and their
contribution to the emittance preservation.
The thesis concludes with the summary of results and an outlook in Chap. 9.
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2 Basic beam dynamics and intensity
effects in synchrotrons
2.1 Transverse beam dynamics
In particle accelerators, the motion of a particle with charge q, velocity ~v , and mass
m is governed by the Lorentz force [40]
~F = q
 
~E + ~v × ~B= d~p
dt
, (2.1)
where ~E is the electric field, ~B is the magnetic field, ~p = γm ~v is the particle momentum,
γ= (1−β2)−1/2 is the relativistic factor, β = v/c, and c is the speed of light. In a constant
magnetic field with strength B, a particle circulates around an accelerator with a radius
ρ that satisfies the relation
Bρ =
p
q
. (2.2)
The quantity Bρ – the magnetic rigidity – reflects the energy of the accelerated particles
in the synchrotron. In such accelerators, dipole or bending magnets are used to keep
particles on the closed orbit, defined as a particle trajectory that closes onto itself after
a complete revolution. The reference particle is a particle which moves on the reference
closed orbit through the center of all magnets.
It is convenient to define the coordinate system co-moving with the reference particle
(Fig. 2.1), whose position at given time t is defined as s =
∫ t
0
v0d t˜, where v0 is the veloc-
ity of the reference particle. Then the coordinates of other particles can be expressed by
a vector (x , x ′, y, y ′, z,∆p/p0), where x , y, z are coordinates of the particle, x ′ = dx/ds
and y ′ = dy/ds are derivatives of x and y with respect to s, and ∆p = p − p0 is the
momentum deviation. Without restoring transverse forces, particles with x ′ 6= 0 and
y ′ 6= 0 will travel in transverse direction and will be lost when they reach an accelerator
pipe wall. To avoid this, a series of quadrupole magnets is used for particle focusing.
Starting with the simplified case of ∆p/p0 = 0 and z = 0, transverse particle motion
obeys Hill’s equation,
x ′′(s) + k(s)x(s) = 0, (2.3)
where k(s) is the quadrupole focusing strength. Below, no coupling between transverse
planes and the longitudinal plane is assumed, and for both transverse coordinates x , y
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~ex
~ey
~ez
~v0x
y
z
reference particle
beam particle
reference orbit
Figure 2.1.: The co-moving coordinate system with the reference particle.
one can use the same equations. In most cases x- and y-indices are omitted in this
work for the sake of readability. For synchrotrons k(s) = k(s+ C) is periodic, where C is
the length of the reference closed orbit or the accelerator circumference. The solution
to Eq. 2.3 can be written as
x(s) =
q
εspβ(s) cos (Ψ(s) +ψ0) ,
x ′(s) = −
√√ εsp
β(s)
[α(s) cos (Ψ(s) +ψ0) + sin (Ψ(s) +ψ0)] ,
(2.4)
and a particle performs betatron oscillations. Here, β(s), α(s) = β ′(s) and γ(s) =
(1 + α2(s))/β(s) are the Twiss parameters [41], εsp is the integration constant or the
single-particle emittance, which is discussed below, and ψ0 is the initial phase. The beta
function β(s) defines the particle oscillation amplitude
Æ
εspβ(s) and the betatron phase
Ψ(s) =
∫ s
0
ds˜
β(s˜)
. (2.5)
The number of betatron oscillations per one revolution is defined from Eq. 2.5 by
Q =
1
2pi
∮
ds˜
β(s˜)
, (2.6)
and is called the betatron tune. This parameter is important for accelerator design and
operation. The tune of a reference particle is called the bare tune Q0. The working point
is a choice of Q0,x ,Q0,y , which defines beam quality and beam lifetime in synchrotrons.
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In the presence of field errors, the particle motion can become unstable if tunes fulfill
the resonance condition [42]
k Q x + l Q y = n, (2.7)
where k, l,n are integer numbers, and |k|+ |l| is the order of the resonance. Depending
on beam requirements and machine settings, the working point should be chosen to
avoid resonances of a specific order, where higher order resonances are less destructive.
From Eq. 2.4 the evolution of particle coordinates can be expressed using transport
matrices [41]. The particle coordinates at the position s2 can be obtained from the
coordinates at the position s1 by (x , x ′)Ts2 =M(s2, s1)(x , x
′)Ts1 with a transfer matrix
M(s2, s1) = B(s2)

cos∆Ψ sin∆Ψ
− sin∆Ψ cos∆Ψ

B−1(s1), (2.8)
where ∆Ψ = Ψ(s2)−Ψ(s1) is the phase advance, and the matrices B and its inverse B−1
are defined by
B(s) =
p
β(s) 0
− α(s)p
β(s)
1p
β(s)

and B−1(s) =
 1p
β(s)
0
α(s)p
β(s)
p
β(s)
!
. (2.9)
This approach is widely used for analytical and simulation studies of the beam dynam-
ics.
To explain the meaning of εsp, we combine x(s) and x ′(s) in Eq. 2.4 as
εsp = γ(s)x
2(s) + 2α(s)x(s)x ′(s) + β(s)x ′2(s). (2.10)
As we consider in this work the case without acceleration, εsp is an invariant of particle
transverse motion and defines an ellipse in phase space (x , x ′) shown in Fig. 2.2. To
quantify the beam quality, the rms beam emittance is used, which is the rms value of
single-particle emittances. The rms beam emittance can be calculated using the rms
beam size σx , the rms beam divergence σx ′ , and the correlation σx x ′ ,
ε=
q
σ2xσ
2
x ′ −σ2x x ′ . (2.11)
These quantities are given by central moments:
σ2x = 〈x2〉 − 〈x〉2, (2.12)
σ2x ′ = 〈x ′2〉 − 〈x ′〉2, (2.13)
σx x ′ = 〈x x ′〉 − 〈x〉〈x ′〉, (2.14)
where 〈·〉 denotes a mean value.
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Figure 2.2.: Horizontal phase-space. An ellipse is given by Eq. 2.10 with the area of piεsp.
If an accelerator is composed of linear elements such as dipole and quadrupole mag-
nets, ε is constant according to the Liouville’s theorem. However, for non-stationary
beam distributions the rms beam emittance can grow which is discussed in Sec. 3.3.
Now we consider an off-momentum particle with ∆p/p0 6= 0. This particle oscillates
around a new closed orbit shifted from the reference orbit by the value ∆x(s) =
D(s)∆p/p0, where D(s) is the dispersion function. Then the total path length of the
particle differs from C ,
∆C
C
=
1
C
∮
ds
D(s)
ρ

∆p
p0
= αc
∆p
p0
, (2.15)
where αc is the momentum compaction factor. The momentum deviation provides a
velocity deviation
∆v
v0
=
1
γ2
∆p
p0
, (2.16)
which, together with the change in the path length, results in the shift of an angular
revolution frequency defined using the slip factor η by
∆ω
ω0
= −

1
γ2T
− 1
γ2

∆p
p0
= −η∆p
p0
= −∆T
T0
. (2.17)
Here ω0 = 2pi/T0 and T0 are the angular revolution frequency and the revolution period
of the reference particle, correspondingly, γT =
p
1/αc is the transition-γ, which corre-
sponds to the beam energy where the revolution period is independent of the particle
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momentum. The shift of revolution frequency affects the longitudinal beam dynamics,
which is discussed in the next section.
The momentum deviation affects betatron oscillations because the focusing force
from quadrupole magnets is inversely proportional to a particle momentum [43]. It
results in a change of the betatron tune described by the tune shift
∆Qξ
Q0
= ξ
∆p
p0
, (2.18)
where ξ is the normalized chromaticity. In the absence of higher-order magnets, the
chromaticity mainly comes from the quadrupole magnets. This is usually called the
natural or linear chromaticity. For large ∆p/p0, a particle that satisfies the resonance
condition given by Eq. 2.7 will be lost. To avoid this, sextupole magnets can be used for
chromaticity compensation.
The series of all magnets in the synchrotron is called the lattice. To simplify analysis
and derivations in this work, we use the constant-focusing lattice for the description of
the transverse beam dynamics. In this case, the periodic focusing strength and the beta
function are the constant values
k(s) =

2piQ0
C
2
, and β(s) =
C
2piQ0
, (2.19)
respectively. Then the transfer matrix is simplified from Eq. 2.8 to
MCF(s2, s1) =

cos
 2piQ0
C (s2 − s1)

C
2piQ sin
 2piQ0
C (s2 − s1)

− 2piQC sin
 2piQ0
C (s2 − s1)

cos
 2piQ0
C (s2 − s1)
 , (2.20)
and Eq. 2.3 is simplified to the equation of a harmonic oscillator,
x ′′(s) +

2piQ0
C
2
x(s) = 0. (2.21)
2.2 Longitudinal dynamics
Two type of particle beams can be used in synchrotrons: coasting and bunched beams.
In coasting beams, particles are uniformly distributed along the ring and circulate with
the constant velocity in accordance with their momentum.
In bunches, particles occupy a particular region in the longitudinal phase space
(z,∆p/p0) defined by the rf bucket. The reference particle is synchronized with rf phase
and receives or loses the same energy per each passage through an rf cavity. An off-
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momentum particle performs synchrotron oscillations in the longitudinal plane. For a
sinusoidal electric field, they can be described by synchrotron equations of motion [41]
d∆p
dt
=
ω0qV
2piγmβ2c2
(sinφ − sinφ0), (2.22)
dφ
dt
= hω0η
∆p
p0
, (2.23)
where h is the harmonic number of the rf system, V is the rf voltage, φ0 is the phase
of the reference particle with respect to the rf wave, and φ = φ0 + 2pihz/C is the phase
of the off-momentum particle. Taking a derivative of Eq. 2.23 and substituting ∆p/p0
from Eq. 2.22, we can get the linearized equation for the phase φ
d2(φ −φ0)
dt2
=
hω20qVη
2piγmβ2c2
(sinφ − sinφ0)≈ hω
2
0qVη cos(φ0)
2piγmβ2c2
(φ −φ0) = −ω2s (φ −φ0),
(2.24)
where the angular synchrotron frequency is
ωs =ω0
√√hqV |η cosφ0|
2piγmβ2c2
. (2.25)
Without acceleration, the phase stability condition η cosφ0 < 0 requires φ0 = 0 for the
beams those are below transition with γ < γT and η < 0. The number of synchrotron
oscillations per revolution period is called the synchrotron tune
Qs =
ωs
ω0
. (2.26)
For larger φ, the equation of synchrotron motion is non-linear which results in a
synchrotron tune spread of the beam. In this work, Eq. 2.24 is used for analytical
derivation. The role of rf nonlinearities in simulations and measurements is discussed
in Sec. 6.5.
2.3 Space charge force
So far we discussed single-particle dynamics, in which interactions between particles
and beam interactions with its surroundings are not taken into account. In general, the
full set of Maxwell’s equations coupled with equations of motion should be solved for
a self-consistent treatment of particle dynamics in intense beams. This work focuses on
transverse dynamics of ion bunches, in which the characteristic length of variation of
the charge density along the longitudinal direction is much larger than the transverse
beam size. Thus, in the frame of the reference particle, the longitudinal component of
the electric field can be neglected and the fields contained only in the 2D transverse
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plane can be considered [44]. Locally, the particle distribution in bunches is in good
approximation stationary and fields can be computed by solving the Poisson equation.
To quantify the contribution of self-fields, we start with the case of coasting beams
with a round cross-section in a perfectly conducting round beam pipe. Particles are
uniformly distributed and the beam offset is zero. Following [45], a beam with the total
number of particles Np is approximated as a cylinder with the constant radius a and
uniform density % = λ/(pia2), where λ = Np/C is the linear density (Fig. 2.3). Due to
x
z
y
y
l
x
z
r
r
θ
~Esc
~Bsc
~Bsc
~v0 = β c~ez
beam pipe
a
~Esc
beam
charge density %
current density J
Figure 2.3.: A coasting beam approximated as a cylinder circulating with constant velocity
v0 = β c. The cylindrical volume used for calculation of electric and magnetic
fields is denoted by green lines.
radial symmetry the radial component of the electric field Esc,r can be obtained from
Gauss’s law (integration over volume and surface of a cylinder with radius r < a and
length l) in cylindrical coordinates (r,θ , z)∫ 2pi
0
∫ l
0
Esc,r rdθdz =
∫ r
0
∫ 2pi
0
∫ l
0
%dr˜ r˜dθdz, (2.27)
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where "0 is the vacuum permittivity. The azimuthal component of the magnetic field
Bsc,θ is given by Stock’s law (integration over surface and a path the enclose the cylinder
cross section) ∫ 2pi
0
Bsc,θ rdθ =
∫ 2pi
0
∫ r
0
µ0J r˜dθdr˜ (2.28)
where µ0 is the vacuum permeability, J = q%β c is the current density. The resulting
radial force for r < a is given by Eq. 2.1
Fsc,r = q(Esc,r − vBsc,θ ) = λq
2
2pi"0
(1− β2) r
a2
=
λq2
2pi"0γ2
r
a2
=
qEsc,r
γ2
=
qEsc,r
γ2
, (2.29)
which is linear in r. The factor of 1/γ2 comes from the cancellation of electric and
magnetic parts. Replacing r in Eq. 2.29 by the transverse coordinate x results in the
horizontal force Fsc,x . We can include this force in Eq. 2.21 by expressing x
′′ in terms of
transverse acceleration x¨ ,
x ′′ = d
2x
ds2
=
1
β2c2
d2x
dt2
=
x¨
β2c2
=
1
β2c2
Fsc,x
γm
=
2λrp
γ3β2a2
x , (2.30)
where rp = q2/(4pi"0mc2) is the classical particle radius. The simplified Hill’s equation
including the space charge force is
x ′′(s) +

2piQ0
C
2
− 2λrp
γ3β2a2

x(s) =
x ′′(s) +

2pi(Q0 −∆Qsc)
C
2
x(s)−

2pi∆Qsc
C
2
x(s) = 0
(2.31)
where the space charge tune shift parameter
∆Qsc =
λrpC
2
4pi2γ3β2a2Q0
=
λrpC
8piγ3β2ε
> 0, (2.32)
corresponds to the tune depression of particles Q =Q0−∆Qsc in the coasting beam with
the transverse Kapchinskij-Vladimirskij (KV) distribution [46]. We neglect the last term
by assuming ∆QscQ0.
In heavy ion synchrotrons, the transverse particle distribution is close to a Gaussian
distribution. The strongest tune shift occurs for particles with small amplitudes in the
beam center, and the tune shift decreases for larger amplitudes. This results in an
amplitude dependent space charge tune shift which can be obtained analytically [47,
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48]. The horizontal tune of the particle with emittances εsp,x ,εsp,y in a beam with a
round cross section is given by [48]
Q(εsp,x ,εsp,y) =Q0 − 2∆Qsc
∫ 1/4
0
du

I0
 
εsp,xu
− I1  εsp,xu I0  εsp,yu
exp

(εsp,x + εsp,y)u
 , (2.33)
where Ik is the modified Bessel function of the order k. For a Gaussian transverse
distribution the maximum space charge tune shift is twice larger than for the rms-
equivalent KV beam. The tune distribution obtained from a statistical method [49]
is shown in Fig. 2.4. Here 108 particles are populated according to a Gaussian distri-
bution with long tails (the truncation at 5σx) in both transverse directions creating a
beam with a round cross section. To calculate the tune distribution function, the ana-
lytically calculated tunes of each particle is distributed in 100 bins of equal width in the
range [−2∆Qsc, 0]. The distribution starts with zero at the maximum tune shift −2∆Qsc
because only few particles are at the beam center. We see no particles with the bare
tune Q0 and there is a gap from ≈ 0.25∆Qsc to 0.
In bunches the linear density is not constant. Typically, a transverse size of ion
bunches is a few order of magnitude smaller than the bunch length. One can use
an approximation that a bunch consists of many longitudinal slices which behave in-
dependently of each other. The space charge tune shift of each slice depends on the
local line density. This results in a tune spread along the bunch. As the synchrotron
oscillation period is much longer than the revolution period one can obtain an instan-
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Figure 2.4.: Tune spread due to non-linear space charge in a coasting beam with a Gaus-
sian transverse profile. The blue line is the distribution density, the red line
denotes the average tune, the green lines are shifted from the average tune
by the rms tune spread.
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taneous tune distribution in bunches. For a Gaussian longitudinal distribution and a KV
transverse distribution, the tune distribution is given by [31]
dN
dQ
=

∆Qsc
√√
pi ln

∆Qsc
∆Q
−1
, (2.34)
where in the definition of the space charge parameter (Eq. 2.32) we substitute λ by
the peak linear density in a bunched beam λ0. For a Gaussian transverse beam profile,
the tune distribution can also be obtained by the statistical method [50] if we assume
that the longitudinal motion of particles is frozen (Fig. 2.5). Only few particles have
the strongest tune shift at the bunch center, similarly to the case of coasting beams.
There is no gap near zero tune shifts because of a weak space charge in the bunch
tails. In this work, these numerically obtained tune distributions (Figs. 2.4 and 2.5) are
used to verify the self-consistent space charge solvers for particle tracking simulations
(Sec. 5.3).
The space charge force is an internal force and it does not affect motion of the beam
center. However, each particle oscillates with its own incoherent tune depressed by space
charge. In free space a beam after a transverse kick will perform coherent oscillation with
the coherent tune equal to Q0. In the next section we discuss the effect that changes
coherent beam dynamics.
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Figure 2.5.: Tune spread due to non-linear space charge in bunches with Gaussian longitu-
dinal and transverse profile. The blue line is the distribution density, the red
line denotes the average tune, the green lines are shifted from the average
tune by the rms tune spread.
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2.4 Image charges and impedances
The dynamics of a charged particle beam can be affected by its surroundings. For
a smooth and perfectly conducting wall, this interaction can be evaluated in terms of
image charges. We consider the case of a circular pipe with radius b and a round beam
with radius a. Assuming a  b, a displaced beam is approximated as a line charge qλ
that induces surface charges. They can be represented as an image line charge −qλ
at the distance b2/〈x〉, where 〈x〉 is the average beam displacement (Fig. 2.6). At the
same time, the beam current I = λqβ c induces surface currents that can be represented
as an image current −I at the distance b2/〈x〉. The electric and magnetic fields due to
image charge and current result in a horizontal force which in the beam center is given
by [45]
Fic,x =
λq2(1− β2)
2pi"0
〈x〉
b2 − 〈x〉2 ≈
λq2
2pi"0γ2
〈x〉
b2
. (2.35)
〈x〉
x
y
z
−qλ,−I
b2/〈x〉
qλ, I
b
Figure 2.6.: Coherent oscillation of the beam (the red circle) inside a circular, perfectly
conducting beam pipe, and its image charge and current (the blue circle).
To obtain an equation of beam motion, we average the simplified Hill’s equation
(Eq. 2.21) over the particle distribution and add this force using Eq. 2.30:
〈x ′′〉(s) +

2piQ0
C
2
− 2λrp
γ3β2b2

〈x〉(s) =
〈x ′′〉(s) +

2pi(Q0 −∆Qic)
C
2
〈x〉(s)−

2pi∆Qic
C
2
〈x〉(s) = 0,
(2.36)
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where the image charge tune shift parameter
∆Qic =
λrpC
2
4pi2γ3β2Q0b2
=∆Qsc
a2
b2
, (2.37)
corresponds the coherent tune shift −∆Qic.
In bunches, image charges produce the coherent tune spread along the bunch. This
effect is discussed in more detail in Sec. 4.3.
Generally, interaction of a beam and the accelerator components can be characterized
using the transverse dipole coupling impedance
Z⊥(ω) = − iqβ I〈x〉
∮
ds ~F⊥(ω) = − i
β I〈x〉
∮
ds
 
~E(ω) + ~v × ~B(ω)⊥ , (2.38)
where ~E(ω) and ~B(ω) are the Fourier images of electric and magnetic fields. Due to
transverse impedances a beam can become unstable, which is shortly discussed in the
following section.
2.5 Beam transfer function and Landau Damping
We consider a beam that is excited by a driving force of the angular frequency ω.
The beam transfer function (BTF) is defined as the ratio of the beam response to the
excitation in the frequency domain [51]. Here, we discuss the BTF for the case when
the single particle tune shift is dominated by the linear space charge and chromaticity.
The analytical expression for normalized BTF R is given by [52, 53, 54, 55]
R(Q,δQ,∆Qsc) =

1
R0(Q+∆Qsc,δQ)
− ∆Qsc
δQ
−1
, (2.39)
where BTF is expressed as function of tune Q = ω/ω0, and R0 is the normalized BTF
without space charge. For a Gaussian tune distribution centered at Q0 with the rms tune
spread δQ, R0 is defined using the complex error function w(z) = exp(−z2) [1− erf(−iz)]
as
R0(Q,δQ) = δQ
∫ ∞
−∞
dQ˜
Q˜−Q exp

− (Q0 − Q˜)
2
2δQ2

=
s
pi
2
w

Q0 −Q
δQ
p
2

, (2.40)
where the contribution of the BTF around the tune Q = −Q0 is neglected [56].
In a particle beam, the coherent oscillations can serve as a source of the driving force.
Oscillations of a coasting beam can be represented by a superposition of coherent modes
having spatial and time dependence [56],
xn(s, t)∝ exp

i2pins
C
− iΩt

, (2.41)
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where Ω is the angular frequency of the mode, and n is the mode number. Depending
on the phase velocity, there are two different types of dipole waves: fast waves and slow
waves. A fast wave has a phase velocity higher then the particle’s velocity, and a slow
wave vice versa. The unperturbed angular frequencies of these waves are
Ωfw = (n+Q0)ω0, for fast waves, (2.42)
Ωsw = (n−Q0)ω0, for slow waves. (2.43)
The transverse impedances can change the coherent mode frequency producing the
complex frequency shift. To examine the stability of a particular mode, we use the
dispersion relation [47]. For the slow wave, it is given by
1
R(Q,δQsw,∆Qsc)
= −∆Qcoh
δQsw
, (2.44)
where the coherent tune shift of the mode for the beam with a zero momentum spread
is
∆Qcoh = i
λq2Z⊥(Ωsw)
4pimγQ0
, (2.45)
Here, the tune distribution used in R0 is centered at Q = Ωs/ω0 instead of Q0 and has
the tune spread
δQsw = |ξQ0 +η(n−Q0)| δpp0 . (2.46)
where δp is the momentum spread. To obtain boundary of stability, we first plot
1/R(Q,δQ,∆Qsc) the stability diagram [51], where Q is scanned from −∞ to ∞
(Fig. 2.7). Then we plot the r.h.s. of Eq. 2.44 where the impedance is taken at fre-
quency Ωsw. If this point lies on the side that contains the origin, the mode is stable due
to Landau damping [41, 51, 56]. Otherwise the mode is unstable. Landau damping can
be lost due to space charge that shifts the stability along the real part of ∆Q (the bottom
plot in Fig. 2.7).
The dispersion relation for fast waves can be obtained by changing the sign of the
r.h.s. of Eq. 2.44. The imaginary part of the coherent frequency shift due to impedances
is negative for fast waves because Re[Z⊥(ω)] > 0 for ω > 0 [51]. Thus, fast waves are
always stable.
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Figure 2.7.: Stability diagram 1/R(Q,δQsw,∆Qsc) with (the bottom plot) and without (the
top plot) space charge in the complex plane with ∆Q = Q − Ωsw/ω0 for a
Gaussian frequency distribution centered at frequency Q = Ωs/ω0 and with
the tune spread δQsw. Points are from the r.h.s of the dispersion relation given
by Eq. 2.44.
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3 Transverse decoherence without
intensity effects
After a transverse offset, the amplitude of beam centroid oscillations decays due to
the spread of individual particle frequencies. This process is usually called decoher-
ence or phase-mixing. It can be used for diagnostic purposes (e.g. for chromaticity
measurements [57]), but it can also reduce machine performance. For example, after
the bunch-to-bucket transfer in synchrotrons, decoherence can produce an emittance
blowup. There are different sources of the particle tune spread in a beam: chromaticity,
transverse nonlinearities, rf nonlinearities, space charge, and impedances. In this chap-
ter, we discuss decoherence without intensity effects where the process is governed by
linear chromaticity. We start with the case of decoherence for coasting beams in Sec. 3.1.
For a bunched beam, we include the linear synchrotron motion for calculation of the
bunch offset (Sec. 3.2) and the transverse emittance (Sec. 3.3). Then we describe obser-
vations of decoherence signals for bunches after the transverse kick in Sec. 3.4. Finally,
we show the relation between decoherence of bunched and coasting beams in Sec. 3.5.
3.1 Decoherence of 2D beams and pulse response function
In case of coasting beams with uncoupled transverse planes, the decoherence process
can described as a 1D problem. We consider a beam that has initial offset A0. Without
momentum spread, the beam will perform harmonic oscillations with a constant ampli-
tude. The momentum spread and chromaticity produce the tune spread. The betatron
phases of individual particles will diverge resulting in reduction of the beam amplitude.
The turn-by-turn particle betatron phase is
ψ(N ,∆p) = 2piQ0N + 2piQ0Nξ
∆p
p0
, (3.1)
where N is the turn number. The amplitude of single particle oscillations remains con-
stant in the constant-focusing lattice and the particle phase determines the particle co-
ordinates according to Eq. 2.4 and Eq. 2.19:
x(N ,∆p) = Re
√√εspC
2piQ
exp (iψ(N ,∆p) + iψ0)

. (3.2)
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Assuming a beam with an arbitrary transverse profile and a Gaussian longitudinal dis-
tribution, the beam offset evolution after the initial displacement is defined by
〈x〉(N) = A0Re
∫ +∞
−∞
d∆p
1p
2piδp
exp

− ∆p
2
i
2δp2

exp(iψ(N ,∆p))

= A0 exp
−2(piδQξN)2	 cos(2piQ0N) = A0G0(N), (3.3)
where σz is the rms bunch length, δQξ = |ξ|Q0δp/p0 is the tune spread due to chro-
maticity and momentum spread, and G0(N) is the pulse response function of a coasting
beam with a Gaussian tune distribution [56, 58]. We define the characteristic decoher-
ence time by
Ndec0 = (
p
2piδQξ)
−1, (3.4)
which corresponds to the 1/e-decrease of the oscillation amplitude. The decoherence
processes is faster for the larger parameter δQξ.
For low-intensity beams, the pulse response function can be calculated from the BTF
using the inverse Fourier transform,
G0(N ,δQξ) =
1
4piδQξ
Re
∫ +∞
−∞
dQ R0(Q,δQξ)e
i2piQN

. (3.5)
The symbol Re appears here because we neglected the contribution due to tunes around
−Q0 [56].
3.2 Decoherence of bunched beams
In bunched beams, a particle with the initial momentum ∆pi and the initial longitu-
dinal position zi has a betatron tune that changes turn-by-turn by
Q(N) =Q0 + ξQ0
∆p(N)
p0
=Q0 + ξQ0

∆pi
p0
cos(2piQsN) + zi
2piQs
ηC
sin(2piQsN)

, (3.6)
where linear synchrotron oscillations are considered (see Sec. 2.2). The betatron phase
as a function of N is given by integration of Eq. 3.6 multiplied by 2pi:
ψ(N , zi ,∆pi) = 2piQ0
∫ N
0
dN˜
§
1+ ξ

∆pi
p0
cos(2piQsN˜) + zi
2piQs
ηC
sin(2piQsN˜)
ª
= 2piQ0N +
Q0ξ
Qs

∆pi
p0
sin(2piQsN) + zi
2piQs
ηC
(1− cos(2piQsN))

.
(3.7)
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Using the evolution of the particle coordinate,
x(N , zi ,∆pi) = Re
√√εspC
2piQ
exp(iψ(N , zi ,∆pi) + iψ0)

, (3.8)
we calculate the bunch offset, similarly to Eq. 3.3,
〈x〉(N) = A0Re
∫ +∞
−∞
dzi
∫ +∞
−∞
d∆pi
1
2piσzδp
exp

− z
2
i
2σ2z
− ∆p
2
i
2δp2

exp(iψ(N , zi ,∆pi))

= A0Fξ(N) cos(2piQ0N).
(3.9)
Here the chromaticity parameter is
qξ =
|ξ|Q0
Qs
δp
p0
, (3.10)
and the envelope of beam oscillations is
Fξ(N) = exp
¦−2q2
ξ
sin2(piQsN)
©
. (3.11)
The bunch offset returns to the initial value after the synchrotron period Ns = 1/Qs,
which is called recoherence. For a fixed value of the synchrotron tune, both processes
are fully defined by the chromaticity parameter. A larger qξ leads to a faster decay and
a stronger modulation of the beam oscillation amplitude (Fig. 3.1). For qξ > 1/
p
2, the
characteristic decoherence time is defined from Eq. 3.11 by
Ndec =
Ns
pi
arcsin

1p
2qξ

, (3.12)
which corresponds to the 1/e-decrease of the oscillation amplitude. From Eq. 3.12,
Ndec ≤ Ns/2, and it is decreases for larger qξ.
To obtain evolution of the local beam offset 〈x〉(N , z), we integrate Eq. 3.8 only over
the transverse distribution and particle momenta,
〈x〉(N , z) = A0 exp

−q
2
ξ
sin2(2piQsN)
2

cos

2piQ0N + 2 sgn(ξ) qξ sin
2(piQsN)
z
σz

,
(3.13)
where sgn(x) is the sign function. Chromaticity and momentum spread produce intra-
bunch oscillations which evolve in time (Fig. 3.2). The amplitude of these oscillations
is modulated with the synchrotron frequency and can be suppressed significantly for
large qξ (Fig. 3.3).
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Figure 3.1.: Time evolution of the beam offset after the initial displacement for different
chromatic tune spread and Qs = 0.01. Red lines are for qξ = 1.0, blue lines
are for qξ = 0.5. The solid lines are the bunch offsets (Eq. 3.9) and the dashed
lines are given by Eq. 3.11.
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Figure 3.2.: Decoherence due to momentum spread and chromaticity results in intrabunch
oscillations of the local offset (Eq. 3.13). Beam parameters: Q0 = 4.29, qξ =
1.0, Qs = 0.01.
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Figure 3.3.: Larger chromaticity reduces the amplitude of intrabunch oscillations. Beam
parameters: Q0 = 4.29, qξ = 2.0, Qs = 0.01.
3.3 Emittance growth due to decoherence
Phase-mixing causes a change of the particle distribution in the transverse phase-
space. The combination of magnet field nonlinearities, non-linear rf fields, and in-
tensity effects causes an irreversible emittance blowup. Here, we discuss the emittance
blowup in bunches for the case of chromaticity, linear synchrotron motion, and Gaussian
momentum distribution.
The time evolution of beam size, divergence, and correlation is given by:
σ2x (N) =
εC
2piQ0

1+
K2
2

1+ F4
ξ
(N) cos(4piQ0N)
− K2F2
ξ
(N) cos2(2piQ0N)

, (3.14)
σ2x ′(N) =
ε2piQ0
C

1+
K2
2

1− F4
ξ
(N) cos(4piQ0N)
− K2F2
ξ
(N) sin2(2piQ0N)

, (3.15)
σx x ′(N) = ε
K2
2
F2
ξ
(N) sin(4piQ0N)

1− F2
ξ
(N)

, (3.16)
where K = A0/σ0 is the initial offset normalized by the initial rms beam size
σ0 =
p
ε0C/(2piQ0), and ε0 is the initial rms beam emittance. The substitution of
Eqs. 3.14, 3.15, 3.16 into Eq. 2.11 gives the time evolution of the rms emittance,
ε2(N) = ε20

1+
K2
2

1− F2
ξ
(N)
2 − ε20 K44 F4ξ (N)1− F2ξ (N)2 . (3.17)
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Neglecting the second term, we get the matched equivalent emittance [59]
εequiv(N) =
piQ0
C

σ2x (N) +
C
2piQ0
σ2x ′(N)

= ε0

1+
K2
2

1− F2
ξ
(N)

, (3.18)
which is simply related to the beam oscillation envelope. The maximum difference
between ε(N) and εequiv(N) is about 0.5% for K < 1.
During the decoherence process the transverse emittance blows up and then returns
to the initial value after the synchrotron period because of compensation of the betatron
phase spread (Fig. 3.4). A larger parameter qξ provides a stronger emittance blowup.
For qξ 1 the maximum emittance growth approaches
∆εmax =
ε0K
2
2
=
ε0A
2
0
2σ20
, (3.19)
and it does not depend on the transverse distribution (see, e.g., in Ref. [42]). The
emittance blowup is always reversible for the considered case.
0 50 100 150 200
N (turns)
1.0
1.1
1.2
1.3
1.4
1.5
ǫ(
N
)/
ǫ 0
0.0 0.5 1.0 1.5 2.0
QsN
Figure 3.4.: Time evolution of the rms transverse emittance of the bunch after the initial
offset for different chromatic tune spread and Qs = 0.01 from Eq. 3.17. The
red line is for qξ = 1.0, the blue line is for qξ = 0.5.
3.4 Observation of decoherence
The analytical calculation of the bunch offset evolution in Refs. [60, 61] assumes that
at a certain time all particles experience the same transverse kick independent from the
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longitudinal position. For each time step the transverse bunch offset is calculated as the
average of all particle coordinates. This is called a fixed-time monitoring of the beam
dynamics [62]. A turn-by-turn signal of the bunch offset after the kick is calculated
when the reference particle passes by a Beam Position Monitor (BPM).
In low-energy ion synchrotrons, bunches are longer than the diagnostics or injection
kickers. Applying the constant kick in time, the initial betatron phase of a particle de-
pends on its longitudinal position. In this case, the evolution of the bunch offset is
calculated as the average of the detected local offset over the passage time through
the BPM. This is called a fixed-position monitoring [62]. However, the BPM signals
are given by particles which pass by the BPM with different time delays due to differ-
ent momenta. The observed decoherence in this case is different from the fixed-time
monitoring and Eq. 3.9 is not valid.
To describe decoherence observed at the fixed position, we expand the betatron phase
given by Eq. 3.7 in assumption of a small time delay ∆N ,
ψ(N , zi ,∆pi)≈ψ(N0, zi ,∆pi) + dψdN ∆N
=ψ(N0, zi ,∆pi) + 2pi

Q0 + ξQ0
∆p(N0)
p0

η
∫ N0
0
dN˜
∆p(N˜)
p0
≈ψ(N0, zi ,∆pi) + 2piQ0η
∫ N0
0
dN˜
∆p(N˜)
p0
= 2piQ0N0 +
Q0(ξ+η)
Qs

∆pi
p0
sin(2piQsN0) + zi
2piQs
ηC
(1− cos(2piQsN0))

(3.20)
where N0 is the time when the reference particle pass by the BPM, and the second
order terms of ∆p/p0 are neglected. This equation can be obtained from Eq. 3.7 by a
substitution ξ → ξ + η. Both ways of monitoring are equivalent if we substitute the
parameter qξ in Eq. 3.11 by the effective parameter
qeff =
|η+ ξ|Q0
Qs
δp
p0
, (3.21)
for the fixed-position monitoring. Below we present simulations with the fixed-time
monitoring while using the notation of effective parameter qeff given by Eq. 3.21 for
direct comparisons with the measurements.
3.5 Early decoherence
As discussed above, the initial decoherence is important for the emittance blowup and
is faster than the synchrotron period (Ndec ≤ Ns/2). A long ion bunch can be considered
locally as a coasting beam with the corresponding line density λ(z). Thus, for a time
interval shorter than the synchrotron period, the bunch is a superposition of 2D slices of
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coasting beams. Without intensity effects, it means that we can expect similar behavior
from a coasting beam and a bunched beam during the initial stage of decoherence. We
show this by expanding sin(piQsN) in the time evolution of the beam offset (Eq. 3.9)
with the substitution qξ→ qeff for N  Ns,
〈x〉(N)≈ A0 exp {−2(piδQeffN)} cos(2piQ0N), (3.22)
where the effective tune spread is
δQeff = |η+ ξ|Q0 δpp0 . (3.23)
Thus, we can also define the pulse response function for the bunch beam for N  Ns as
a superposition of pulse response functions of 2D slices (Eq. 3.3),
Gb(N ,δQeff) =
∫ zmax
zmin
G0(N ,δQeff)λ(z)dz∫ zmax
zmin
λ(z)dz
. (3.24)
For large effective spread, a modification of the initial decoherence by the synchrotron
motion is negligible (Fig. 3.5).
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Figure 3.5.: Comparison of decoherence of a bunch and a coasting beam for δQeff = 0.02
and Qs = 0.01.
3.5. Early decoherence 29
4 Decoherence of intense beams
In previous chapter, we discussed the decoherence process and the emittance blowup
following the initial offset when the tune spread is dominated by contribution of chro-
maticity and the slip factor. The additional incoherent tune shift and the tune spread in
the presence of intensity effects impact the single particle dynamics as well as coherent
beam dynamics. Here, we discuss the role of moderate and strong space charge in the
decoherence process as it is foreseen in the SIS100 synchrotron. For higher beam inten-
sities we also consider the contribution of image charges that can be significant for the
thick beams required for the FAIR project.
4.1 2D case "coasting beam"
To understand decoherence in intense ion beams, we start with a case of coasting
beams. As we discussed in Sec. 3.5, decoherence of low-intensity beams due to chro-
maticity is given by the pulse response function (see Eq. 3.3). As the pulse response
function is related to the BTF according to Eq. 3.5, we attempt to obtain a similar
relation in the presence of space charge.
We consider a KV transverse distribution that results in a linear space charge force. It
make sense to revisit the equation of the modified BTF
R(Q,δQeff,∆Qsc) =

1
R0(Q+∆Qsc,δQeff)
− ∆Qsc
δQeff
−1
. (2.39 revisited)
It agrees with simulations for beams with Gaussian transverse distribution and mea-
surements for the space charge strength ∆Qsc ≤ 2δQeff [63, 64]. As the pulse response
function vanishes for N < 0, the real and the imaginary part of the BTF are related by
the Hilbert transform (see [58]),
Im[R(Q,δQeff,∆Qsc)] =H [Re[R(Q,δQeff,∆Qsc)]] = 1
pi
p.v.
+∞∫
−∞
dQ˜
R(Q˜,δQeff,∆Qsc)
Q− Q˜ ,
(4.1)
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which is defined using the Cauchy principal value (denoted here by p.v.). Using this
property and the inverse Fourier transform, we get the pulse response function with
space charge
G(N ,δQeff,∆Qsc) =
1
4piδQeff
Re
∫ +∞
−∞
dQ R(Q,δQeff,∆Qsc)e
i2piQN

=
1
piδQeff
∞∫
0
dQ cos(2piQN) Re [R (Q,δQeff,∆Qsc)] .
(4.2)
It gives a closed form for the time evolution of the average beam offset. Performing nu-
merical integration, we find that space charge results in a slower decoherence (Fig. 4.1).
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Figure 4.1.: Transverse decoherence of the kicked coasting beams with and without space
charge from the model (Eq. 4.2). The solid lines are the turn-by-turn evo-
lution of the beam offset and the dashed lines are the oscillation amplitudes
Abeam (Eq. 4.3). Without space charge the 1/e-decrease of the offset ampli-
tude corresponds to N = Ndec0 ≈ 22.5 turns given by Eq. 3.4 for δQeff = 0.01.
To simplify comparison of decoherence with different space charge strength, we ex-
tract the beam oscillation amplitude calculating the analytic signal
Abeam = A0|G + iH [G]|. (4.3)
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We define a 2D space charge parameter as the ratio of the characteristic tune shift
(Eq. 2.32) to the effective spread (Eq. 3.23),
χ =
∆Qsc
δQeff
. (4.4)
To demonstrate the systematic behavior of decoherence with space charge, we perform
numerical integration Eq. 4.2 varying the space charge strength with finite steps. We
obtain 2D array with values of the offset amplitude (Eq. 4.3) that correspond to different
χ and the turn number N . Then, the values in the array are interpolated for obtaining
the intermediate points (Fig. 4.2).
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Figure 4.2.: Time evolution of the beam oscillation amplitude for 2D beams with different
space charge, δQeff = 0.01, A0 = 0.1σ0. Colors and the solid lines (contour
lines) are given by Eq. 4.2. The vertical white line is Ndec0 = 22.5 turns
(Eq. 3.4).
For χ > 3 we observe the loss of decoherence: after a small reduction the amplitude
of oscillations remains constant. To explain this effect, we use the stability diagram
(1/R) shown in Fig. 4.3. Without impedances the coherent tune shift is zero ∆Q = 0
(the green point). The stability diagram is shifted by space charge (the red line) along
the real part of ∆Q (see Eq. 2.39). When the stability diagram is moved away from
the coherent tune, Landau damping is lost. From our model we see that it is similar
for the loss of decoherence. It can be also interpreted by the deformation of the real
part of the BTF due to space charge (Eq. 2.39). For a larger space charge parameter,
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Figure 4.3.: Stability diagram with and without space charge from Eq. 2.39. The green
point is the coherent tune without impedances.
Re[R] becomes a peaked function with a small width (Fig. 4.4). Integration in Eq. 4.2
with this function yields a slowly decaying pulse response function. On the one hand,
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Figure 4.4.: Deformation of the beam transfer function due to space charge given
by Eq. 2.39.
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the numerical calculation of the green function is difficult for χ > 5. In this case, the
sharp peak of Re[R] has to be evaluated for a set of tunes with high resolution. On
the other hand, we know that for the case of δQeff = 0 which equivalent to χ → ∞
there is no decoherence. It is due to the fact the internal space charge forces do no
affect the collective beam oscillations. Thus, for larger parameter χ, there is a stronger
suppression of decoherence and the oscillation amplitude remains constant.
4.2 Bunched beams
In this section we present an extension of the analytical model (Eq. 4.2) to bunched
ion beams. We focus on the initial stage of decoherence when the synchrotron motion
can be neglected. Thus, as we discussed in Sec. 3.5, a bunch can be considered as a
superposition of independent transverse 2D slices. To calculate the total bunch offset
with space charge, we sum the offsets of the individual slices given by Eq. 4.2, similarly
to Eq. 3.24
Gb,sc(N ,qeff,qsc) =
∫ zmax
zmin
G(N ,Qsqeff,Qsqscλ(z)/λ0)λ(z)dz∫ zmax
zmin
λ(z)dz
, (4.5)
Here, we define the space charge parameter as the ratio of the space charge tune shift
in the center of the rms-equivalent bunch with a transverse KV distribution (Eq. 2.32)
to the synchrotron tune (Eq. 2.26),
qsc =
∆Qsc
Qs
. (4.6)
Below we consider bunches with a Gaussian longitudinal profile.
Performing the numerical integration of Eq. 4.5 for different qsc, we observe a slower
decoherence for stronger space charge (Fig. 4.5), but for qsc > 3qeff decoherence is
still present. It is different from the case of coasting beams, where we observe loss of
decoherence for χ > 3 (see Fig. 4.2). For qsc = 3qeff, decoherence is lost only in the
central slice where the amplitude of the local bunch offset is constant. In other slices
with a weaker space charge, decoherence is present and reduces the local offset. Thus,
the total bunch decreases as addition of the local offsets. For qsc = 15qeff in accordance
with the criteria for the local space charge strength, decoherence is lost for 93% of the
bunch. Unfortunately, this can not be demonstrated because we face the same problem
of the numerical integration which we discussed in Sec. 4.1.
4.3 Influence of image charges
In the previous section, we discussed the decoherence process governed by the inter-
play of chromaticity and space charge. The initial stage of decoherence in bunched
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Figure 4.5.: Decoherence in bunches with space charge. Colors and solid lines are given
by Eq. 4.5 with qeff = 1, and Qs = 0.01. The vertical white line represents
Ndec0 = 22.5 turns (Eq. 3.4).
beams can be also modified by impedances. We consider the effect of imaginary
impedances that produce coherent tune shifts. The role of image charges in the de-
coherence process of coasting beams can be understood using the stability diagram.
Image charges move the coherent tune shift towards the stability diagram shifted by
space charge (Fig. 4.6). It means that image charges partly compensate the effect
of space charge and can restore of Landau damping. In the similar way, the loss of
decoherence can be removed for ∆Qic ≈∆Qsc in coasting beams.
To illustrate the role of image charges in ion bunches, we consider the situation where
qsc qeff and qsc qic, where the image charge parameter is
qic =
∆Qic
Qs
. (4.7)
In this case decoherence is lost for majority of longitudinal slices in the bunch. The
tune shift induced by image charges in each slice can not restore decoherence locally,
but ∆Qic varies along the bunch length. Thus, the bunch offset amplitude decreases
because of the coherent tune spread which mixes betatron phases of different slices and
causes intrabunch oscillations that can be modeled by
〈x〉(N , z) = A0 cos (2piNQcoh(z)) , (4.8)
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Figure 4.6.: Stability diagram with and without space charge from Eq. 2.39. The green
point is the coherent tune shift due to image charges for ∆Qic =∆Qsc.
where Qcoh(z) =Q0 −Qsqicλ(z)/λ0 is the local coherent tune of the slice. For a Gaussian
longitudinal density the local bunch offset is shown in Fig. 4.7.
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Figure 4.7.: Intrabunch oscillations caused by image charges and image currents given
by Eq. 4.8 for qic = 1 and Qs = 0.01.
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To describe the initial stage of decoherence in the presence of image charges, we
neglect the synchrotron motion and consider a bunch as a superposition of longitudinal
slices with different coherent tune shifts. We obtain the pulse response function as
Gb,ic(N ,qic) =
∫ zmax
zmin
cos (2piNQcoh(z))λ(z)dz∫ zmax
zmin
λ(z)dz
. (4.9)
Integration of this equation results in a set of the bunch offset amplitudes that corre-
spond to different qic and the turn number N . Performing the interpolation, we obtain
the systematic behavior of decoherence due to image charges (Fig. 4.8). The contri-
bution of image charges is negligible for qic < 0.5, and decoherence is faster than the
synchrotron period for qic > 1 .
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Figure 4.8.: Decoherence due to image charges. Colors and solid lines are calculated using
Eq. 4.9 for Qs = 0.01
4.4 Model for emittance blowup
Without space charge, the time evolution of emittance can be predicted from the
oscillation envelope using Eqs. 3.17 or 3.18. To describe emittance growth in bunches
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with space charge and image charges, we use Eq. 3.18 in combination with the pulse
response functions derived in previous sections,
∆ε
ε0
=
1
2
A20
σ20

1− Gb,sc + iH [Gb,sc]2 , for space charge, (4.10)
∆ε
ε0
=
1
2
A20
σ20

1− Gb,ic + iH [Gb,ic]2 , for image charges. (4.11)
Using the results of integration of Eq. 4.5 and Eq. 4.9, we get time evolution of the
emittance blowup (Fig. 4.9). If we compare emittance blowup at a fixed N (for example
at N = Ndec0), the model predicts a smaller emittance blowup for stronger space charge.
Intrabunch oscillations due to image charges produce stronger emittance blowup for
larger qic.
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Figure 4.9.: Time evolution of the emittance blowup for decoherence with space charge
given by Eq. 4.10 (the top plot) and for image charges given by Eq. 4.11 (the
bottom plot). The vertical white line is Ndec0 = 22.5 turns (Eq. 3.4).
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5 Simulations
For large accelerator complexes the time slots for measurements usually are limited.
To study the effects for the planned accelerators simulations are used. Using new pow-
erful supercomputers, allows to perform simulation scans for variety of system param-
eters. This allows to investigate new effects that can be further explained by simplified
analytical models. In this work, a new GSI KRONOS cluster [65] was used to perform
extensive simulation scans. Up to 800 cores were simultaneously used to perform the
scans within an adequate time span of 4 hours.
To study the beam dynamics after the transverse kick, we perform simulations using
a code derived from the particle tracking code PATRIC [66]. The transverse distribution
dynamically changes during the decoherence process. This requires us to employ a self-
consistent space charge solver for particle tracking simulations. In Sec. 5.1, we describe
the simulation setup and main steps performed during the simulation run which are
summarized in Fig. 5.1.
5.1 Computational model
A particle beam is represented as an ensemble of macroparticles in 6D phase space,
each macroparticle corresponds to a number of real particles. At the beginning of a sim-
ulation run, particle coordinates are generated with the proper distributions according
to the input parameters. For coasting beams, we use a Gaussian momentum distribu-
tion, and a uniform distribution in z. For bunched beams, a Gaussian distribution of
longitudinal coordinates is used and momenta are generated according the distribution
that is matched to the rf potential. Both types of particle beams have a Gaussian trans-
verse profile. The distributions are truncated according to the certain criteria which are
discussed below.
For the particle tracking, the constant-focusing lattice with bare tunes Q0,x ,Q0,y is
used. The actual accelerator lattice is replaced by a set of identical elements with trans-
port matrices given by Eq. 2.20. The number of elements corresponds to the number of
simulation steps per revolution Nst and defines the time step ∆t = C/(v0Nst) = ∆s/v0.
To perform self-consistent simulations of intense beams, the particle-in-cell method
(PIC) [67] is employed. For every time step, a particle distribution is interpolated
onto a grid. The potential of each grid point is obtained from the solution of the
Poisson equation. Then, the interpolated electric field calculated from the potential
is applied to the particle according to its position. In the general case, it is required
to consider a 3D problem. However, for long ion bunches one can simplify this using
the 2.5D space charge approach [66]. The particle density is interpolated onto a set of
transverse 2D grids that divide the bunch into longitudinal slices (Fig. 5.2). On each 2D
40
Beam initialization 
according to initial 
distributions
Simulation output
Interpolation of
density on grid
Change of Δxʹ, Δyʹ, Δp
due to: chromaticity, rf,
space charge, and
image charges
Electric ﬁeld
calculation
Matrix translation of 
particle coordinates
Figure 5.1.: Flowchart of the particle tracking simulations with a self-consistent space
charge solver.
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Figure 5.2.: Longitudinal slicing of the beam for the 2.5D space charge approach. Accord-
ing to the longitudinal particle position, the particle charge is interpolated
between two neighbor transverse grids.
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grid, the 2D Poisson equation is solved and longitudinal fields are neglected. For coast-
ing beams, in absence of longitudinal fluctuations, the transverse beam profile does not
depend on the longitudinal position. This allows us to reduce the calculation of trans-
verse space charge fields to a 2D problem. To solve Poisson equation on a 2D grid,
the code uses a fast FFT solver [67]. It is combined with the Green function technique
in free space excluding the interaction with beam surroundings [68]. Then, the space
charge force is applied to a particle as a transverse kick
∆x ′sc =
qEsc,x (x , y, z)
mc2β2γ3
∆s, (5.1)
where the electric field is interpolated to the position of the particle. After that, the
interaction with beam surroundings is included via the impedance kick [66]. The kick
due to image charges in a round pipe is given by
∆x ′ic = 2

2piQ0
C
2 ∆Qic
Q0
λ(z)
λ0
xlocal(z)∆s (5.2)
where xlocal is the local offset of the beam, and the kick does not depend on the trans-
verse particle position. The tune shift due to chromaticity is taken into account as a kick
given by
∆x ′
ξ
= −2

2piQ0
C
2
ξ
∆p
p0
x∆s. (5.3)
For the longitudinal tracking in bunches, the kick approximation is applied such that for
each particle z changes by the value
∆z = −η∆p
p0
∆s, (5.4)
and once per turn the cavity kick is applied,
∆p
p0
→ ∆p
p0
− qV
γmc2β2
frf

2pihz
C

, (5.5)
where frf can be either linear or nonlinear function of the particle longitudinal coor-
dinate depending on the rf potential. For coasting beams, the simulations are without
longitudinal tracking, but each particle experiences the chromaticity kick according its
momentum.
Time evolution of the beam offset and the transverse emittance is the standard output
of the simulation run. Both fixed-time and fixed-position monitoring are implemented
and available for simulations of the decoherence process.
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5.2 Number of kicks per turn
In particle tracking simulations we use the kick approximation to model different
effects which modify single-particle motion. In this section, we estimate Nst that is
sufficient for accurate representation of the physical processes. To reproduce the integer
part of the particle tune, the phase advance per simulation step should less then pi. This
gives the first limitation for the required number of steps Nst > 2Q0. In the presence of
space charge or chromaticity, the transverse kick which corresponds to the incoherent
tune shift ∆Q can be represented as a matrix
K=

1 0
− 2piQC 4pi∆QNst 1

. (5.6)
After each simulation step, the particle coordinates change according to the multiplica-
tion of matrices given by Eq. 2.20 and Eq. 5.6
Mst =MCF(s+∆s, s)K=
 
cos

2piQ0
Nst
− 4pi∆QNst sin 2piQ0Nst  C2piQ sin 2piQ0Nst 
− 2piQC

sin

2piQ0
Nst

+ 4pi∆QNst cos

2piQ0
Nst

cos

2piQ0
Nst
 ! . (5.7)
From this matrix we get the effective particle tune
Qeff =
Nst
4pi
Tr [Mst] =
Nst
2pi
arccos

cos

2piQ0
Nst

− ∆Q
Q0
2piQ0
Nst
sin

2piQ0
Nst

, (5.8)
where Tr[Mst] is the trace of the matrix. The difference between Qeff and the expected
tune Q0 +∆Q depends on the number of steps per turn and saturates for Nst > 4piQ0
(Fig. 5.3). This region is preferred for simulations because the saturated error depends
only on the ratio ∆Q/Q0 (Fig. 5.4). To reduce the systematic error in our simulations,
we construct the transfer matrices from the total bare tune instead of using only the
fraction part of the tune.
The discussed calculation of the error assumes the identical kicks for each simulation
step within one turn. This is valid for the tune shifts produced by chromaticity and for
the case of linear space charge force. Considering the Gaussian transverse distribution,
the particles have the amplitude-dependent tune shift. In the beam center the space
charge force is linear and produce the strongest tune depression. In this region the tune
error can be estimated from Eq. 5.8. For particles with larger amplitude the transverse
kick is nonlinear that results in a smaller overall tune shift after one revolution. Thus
they have a smaller tune error of the same order as expected value but with the opposite
sign (Fig. 5.5).
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Figure 5.3.: Tune error as a function of number of cells (Eq. 5.8).
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Figure 5.5.: The saturated systematic error of the particle in the presence of nonlinear
space charge force. The tune shift due to space charge∆Q is given by Eq. 2.33
for εsp,y = 0 and εsp,x = x22piQ0/C .
5.3 Validation
In the following subsections, we discuss the validation examples of the PATRIC code
and requirements for self-consistent simulations of the decoherence process. For the
presented simulation results, we use round beams with different horizontal and verti-
cal bare tunes and transverse emittances. In this case, the both transverse plane are
uncoupled and we can avoid the emittance exchange [69].
5.3.1 Space charge and image charges
To validate the space charge solver, we compare the tune distribution from the sim-
ulations with distributions obtained using the statistical method (Figs. 2.4 and 2.5).
The particle tune is calculated from the particle coordinates using either the One-Turn-
Matrix (OTM) method [70] or the Average Phase Advance (APA) method [71]. The
latter has an advantage that it can be used for case when the space charge tune shift
exceeds the fractional part of the bare tune. However, it requires knowledge of the bare
tune.
The tune distribution depends on the truncation of the beam profile (Fig. 5.6). The
truncation of the distribution changes the transverse field configuration and the peak
transverse density. Starting from 3.5σ0 cut, the tune distribution agrees well with ana-
lytical expectation discussed in Sec. 2.3.
Space charge force calculation depends on the number of macroparticles NM and the
grid resolution. For decoherence simulations, we are interested in the time scale of one
synchrotron period (usually 102−103 turns), where the change of transverse distribution
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Figure 5.6.: Tune distribution obtained from simulations for a round beam with different
truncation of a Gaussian transverse profile. The dashed line is given by the
statistical method discussed in Sec. 2.3. Simulation parameters: Q x ,0 = 4.29,
Q y,0 = 4.27, NM = 106, and Nst = 60.
due to phase-mixing has to be resolved. For most cases in this work, the transverse grid
contains 128×128 cells and covers the beam with the truncation at 3.5σ0. The number
of macroparticles for 2D simulations is NM ∼ 106, and for simulations with bunches
we can use up to 108 macroparticles. To speed up simulations for bunch beams, the
calculations are parallelized via MPI [72]. The macroparticles are distributed between
processors according to their longitudinal position. After the interpolation process, each
processor solves the Poisson equation for the set of transverse grids. The line density
variation results in variation of the space charge strength depending on z. To reproduce
this effect, the sufficient number of transverse grids should be chosen. Depending on
the space charge strength, in our simulations it varies from 40 to 120 grids per bunch.
The truncation of a longitudinal Gaussian distribution affects the local line density
(Fig. 5.7). In simulations, we truncate the longitudinal beam profile at 3σz and the
distribution of particle momenta at 3δp. In this case the tune distribution of particles
in the bunched beam from simulations sufficiently reproduce the analytical expectation
(Fig. 5.8).
For the case of displaced beams, OTM and APA methods are not valid for the tune
calculation because the particle motion is affected by the coherent oscillations. To val-
idate the kick due to the image charges, we apply the initial offset to the 2D beam and
observe the spectrum of the beam oscillations over 1000 turns. We see that the peak of
the spectrum corresponds to the coherent tune shifted due to image charges and image
currents (Fig. 5.9).
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Figure 5.7.: Longitudinal Gaussian distributions with different truncations.
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Figure 5.8.: Tune distribution obtained from simulations for the bunched beam with a
Gaussian truncated transverse (3.5σ0) and longitudinal (3σz) profiles.
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Figure 5.9.: Spectrum of the coherent beam oscillations in the presence of image charges.
Simulation parameters: Q0,x = 4.29, Q y,0 = 3.27, ∆Qic = 0.02.
5.3.2 Transverse decoherence for fixed-time and fixed-position monitoring
In this section, we compare the time evolution of the bunch offset after the initial dis-
placement with analytic expressions presented in Chap. 3. For both fixed-time and fixed-
position monitoring, the bunch offsets from simulations perfectly agree with Eq. 3.9
with the proper substitution of parameter qξ (Fig. 5.10). In this example, for the same
chromaticity ξ < 0 and η < 0, decoherence observed at the fixed position is faster than
decoherence observed at the fixed time.
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Figure 5.10.: Decoherence of the bunch observed using the fixed-time monitoring (the top
plot) and the fixed-position monitoring (the bottom plot). Blue lines repre-
sent the time evolution of the beam offset from particle tracking simulations.
Red dashed lines are given by Eq. 3.9 (the top plot). For the bottom plot,
qξ is substituted by qeff. Simulation parameters: Q0,x = 4.29, Qs = 0.01,
qξ = 1, and qeff = 1.5.
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6 Simulation results
In this chapter we discuss the simulation results and compare with the analytical
predictions (Chap. 4). To cover the different regimes of the decoherence process, the
extensive simulation scans have been carried out using GSI KRONOS cluster [65].
6.1 2D simulations
Starting with the 2D case, we verify the pulse response function with space charge
given by Eq. 4.2. Derived for the linear space charge force, it agrees very well with simu-
lations for a Gaussian transverse distribution for particular beam parameters (Fig. 6.1).
To check an agreement for various strength of space charge, we performed a simulation
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Figure 6.1.: Comparison of decoherence from the model (Eq. 4.2) and 2D simulations.
scan with finite steps of the space charge parameter. We calculate the bunch offset am-
plitude as
p〈x〉2 + 〈x ′〉2(C/(2piQ0))2, and get an interpolated plot from the 2D arrays,
similarly to Fig. 4.2. According to simulation scan for different space charge strength
and the same effective spread, the model and the simulations agree for χ < 2 or for
N < Ndec0 (Fig. 6.2). For stronger space charge (χ > 2), decoherence is faster from
simulations, and for χ > 4 the loss of decoherence is also observed.
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Figure 6.2.: Time evolution of the beam oscillation amplitude for 2D beams with different
space charge, δQeff = 0.01, A0 = 0.1σ0. Colors and the solid lines (contour
lines) are from simulations. Dashed lines are given by Eq. 4.2. The vertical
white line is Ndec0 = 22.5 turns (Eq. 3.4).
It is suggested that this difference is related to the particle excitation by coherent
oscillations of the beam. In simulations we observe that some particles gain large am-
plitudes. They create a halo around the beam core and can be lost depending on the
aperture size. The number of lost particles depends on the combination of space charge
and the kick strength (Fig. 6.3). There are no excited particles for χ < 2 where fast
decoherence is present. The number of lost particles reaches maximum in the transition
region before decoherence is lost and then decreases for stronger space charge. We also
see that larger initial kicks lead to stronger losses. All these observations support the
resonant excitation driven by the space charge force.
6.2 Halo buildup due to coherent oscillations and space charge
Here, we discuss the mechanism of halo buildup and losses observed in our simula-
tions. To describe interaction of a particle with the coherent oscillations of the beam,
we derive a particle-core model, similarly to Wangler at al. [73]. The considered model
is not self-consistent because particles do not affect the beam centroid coordinate x0
given by a simple harmonic equation
x0(N) = A0 cos(2piQ0N). (6.1)
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Figure 6.3.: Beam losses due to transverse excitation by coherent motion with space
charge. The particles with the amplitude above ai = 3.5σ0 + A0 are counted
as lost particles and are removed from further calculations. The losses are
saturated after 250 turn. The simulation scan is performed for δQeff = 0.01.
This corresponds to the case when decoherence is lost (χ > 3) and the beam continu-
ously oscillates after the initial offset A0. The single-particle equation of motion can be
modeled as
d2x
dN 2
+ (2piQ0)
2
 
x − a fsc − a fξ

= 0, (6.2)
where x is the transverse coordinate of a particle. Here, the normalized space charge
force given for a KV transverse distribution with a beam radius a is given by
fsc =
 2∆Qsc
Q0
x−x0
a , |x − x0|< a
2∆Qsc
Q0
a
(x−x0) , |x − x0| ≥ a
(6.3)
and an additional focusing force due to chromaticity is
fξ =
2∆Qξ
Q0
x
a
. (6.4)
The tune shift parameters ∆Qsc and ∆Qξ relate to the single-particle tune Q = Q0 −
∆Qsc +∆Qξ. The particle can be excited if its tune is close to the coherent tune. It is
assumed that the number of excited particles is small, and the field distribution does
not change.
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We solve Eq. 6.2 numerically using the leapfrog method [74] and present the results
using a stroboscopic phase space map of an array of particle trajectories. The strobo-
scopic method accumulates many snapshots of a phase space taken once per oscillation
period. In our case it is taken when the beam offset reaches the maximum value.
The chromaticity alone, and space charge alone, can not lead to a particle excitation.
For example, for all of the 11 testparticles with different ∆Qξ and ∆Qsc = 0, the am-
plitude of oscillations with respect to the closed orbit does not increase(Fig. 6.4). Due
to different tunes particles redistribute in phase space. In the presence of space charge,
the oscillation amplitude is constant with respect the beam center and particles remain
in the beam core (Fig. 6.5).
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Figure 6.4.: Stroboscopic plot for 11 particles for zero space charge. The chromaticity
tune shift∆Qξ in the range of [−0.03,0.03], and all particles have zero initial
amplitude with respect the beam center, A0 = a. The red dashed circle is area
ocupied by the beam in phase space. The plot contains 100 betatron periods.
The numerical solution for combination of effects is demonstrated for the case of
32 particles that have initial conditions x = x0 and x ′ = 0 (Fig. 6.6). In this case,
particles with tunes Q ∈ [4.26,4.27] are exited and leave the beam core because their
incoherent tunes are close to Q0 = 4.29. The rest particles oscillate inside the beam core.
This example demonstrates the resonant excitation by the space charge force which we
observe in the simulations for coasting beams in Sec. 4.1.
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Figure 6.5.: Stroboscopic plot for 11 particles for zero chromaticity, different initial offsets
in the range [0, a], ∆Qsc = 0.05, and A0 = a. The red dashed circle is area
ocupied by the beam in phase space. The plot contains 100 betatron periods.
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Figure 6.6.: Stroboscopic plot for 32 particles with different chromaticity tune shift ∆Qξ
in the range [−0.03,0.03] and ∆Qsc = 0.05, Q0 = 4.29, A0 = a. All particles
have zero initial amplitude with respect to the beam center. The plot contains
800 betatron periods.
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6.3 Simulations for bunched beams
In this section, we compare our simulations for bunches with the extended analytical
model (Eq. 4.5). Without space charge, the beam oscillation amplitude corresponds
to alternating decoherence and recoherence processes (Fig. 6.7). With space charge,
decoherence is slower, recoherence is not related to Qs, and after the transition time we
have the beating of the remaining head-tail modes [33].
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Figure 6.7.: Time evolution of the oscillation amplitude from simulations for bunches with
Gaussian transverse and longitudinal distribution. Bunch parameters: qeff =
1, A0 = σ0, Qs = 0.01.
The simulation scan for different space charge shows that the model agrees well
with simulations for N < Ndec0 as it is for coasting beams (Fig. 6.8). For N > Ndec0
decoherence in simulations is faster than decoherence from the model. The first reason
is the resonant excitation of the particles which leads to fast losses (Fig. 6.9). The
number of lost particles depends on the combination of different parameters: qsc, qeff,
A0, and the aperture radius. It would require a detailed analysis of simulations with a
realistic lattice which is beyond the scope of this work. The second reason of the faster
decoherence in simulations is the synchrotron motion. It produces an additional mixing
of particles which is not included in the extended model.
The time evolution of the emittance from the same simulation scan shows that the
model for emittance growth (Eq. 4.10) sufficiently well reproduces the simulation re-
sults (Fig. 6.10). Without space charge, there is an emittance growth for N < Ns/2. Later
on, the emittance returns to the initial value after by N = Ns as expected from Eq. 3.17.
The pulse response function does not depend on the initial oscillation amplitude, by
definition, but the maximum emittance blowup is directly defined by A0 (see Eq. 3.19).
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Figure 6.8.: Decoherence in bunches with space charge. Colors and solid lines are from
simulations. Dashed contour lines are given by Eq. 4.5. The vertical white
line is Ndec0 = 22.5 turns (Eq. 3.4). Bunch parameters: qeff = 1, A0 = σ0,
Qs = 0.01.
We compare decoherence for different A0 in Fig. 6.11. Simulations with qsc = 4 for
A0 = 0.5σ0 and A0 = 1.0σ0 are almost identical and agree with the model (the dashed
line) for N < Ndec0 (the top plot in Fig. 6.11). For the larger initial offset, decoherence
is a bit faster due to stronger losses. Situation is similar for the emittance: the ana-
lytical approach (Eq. 4.10) reproduces the simulations for N < Ndec0 (the bottom plot
in Fig. 6.11).
We find in simulations that the characteristic decoherence time Ndec depends on qsc
and qeff. According to the simulation scan for different combination of these parameters
for A0 = σ0, decoherence is slower for stronger space charge and the decoherence time
can exceed the synchrotron period (Fig. 6.12). For larger effective spread we have a
faster decoherence. In measurements, if the parameter qeff is known, the decoherence
time will allow to determine the space charge parameter qsc.
6.4 Simulations with image charges
Simulations of decoherence process in the presence of space charge, chromaticity, and
image charges are presented in this section. As we discussed in Sec. 4.2, the numerical
evaluation of Eq. 4.5 is limited by qsc < 5qeff. Simulation for qsc > 15qeff demonstrate
loss of decoherence in bunches (Fig. 6.13). For the fixed ratio of the beam size and the
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Figure 6.9.: Loss rate for different space charge from the simulation scan shown
in Fig. 6.8. The aperture radius is 3.5σ0 + A0.
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Figure 6.10.: Time evolution of the emittance blowup for decoherence with space charge
shown in Fig. 6.8. Colors and solid lines are from simulations for bunches.
Dashed lines are calculated using Eq. 4.10 from the oscillation amplitude
given by Eq. 4.5. The vertical white line is Ndec0 = 22.5 turns (Eq. 3.4).
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Figure 6.11.: Decoherence for different initial kick strength. The top plot is the time evo-
lution of the beam oscillation amplitude. The dashed line is given by Eq. 4.5.
The bottom plot is the time evolution of the emittance blowup. The dashed
line is calculated using Eq. 4.10. The maximum emittance growth with-
out space charge ∆εmax is given by Eq. 3.19. The vertical black line is
Ndec0 = 22.5 turns (Eq. 3.4). Bunch parameters are qsc =4, qeff = 1, and
Qs = 0.01.
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Figure 6.12.: The decoherence time for difference space charge and the effective tune
spread. Beam parameters: A0 = σ0, Qs = 0.01
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Figure 6.13.: Loss of decoherence in bunches with space charge from the simulation scan.
Simulation parameters: qeff = 1, A0 = σ0, and Qs = 0.01.
beam pipe, the tune shift induced by image charges is linearly proportional to the space
charge strength (see Eq. 2.37). We compare the simulation scan shown in Fig. 6.13
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with the simulation scan with included image charges for a/b = 1/5 (Fig. 6.14). We
see that for qic < 0.5 the coherent tune spread is small and decoherence is dominated
by interplay of chromaticity and space charge. For qic > 1, when conditions qsc  qeff
are fulfilled, the decoherence process can be sufficiently reproduced by the model of
coherent tune spread (Eq. 4.9). In the intermediate region, all three effects contribute
to the evolution of the beam offset.
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Figure 6.14.: Decoherence in bunches with space charge and image charges. Colors and
solid lines are from simulations. Dashed lines are given by Eq. 4.9. Simula-
tion parameters: a/b = 1/5, qeff = 1, A0 = σ0, Qs = 0.01.
Time evolutions of the emittance blowup from simulation and from the model
(Eq. 4.11) are compared in Fig. 6.15. In the image charges dominated region, the
initial stage of the decoherence process agrees well with the analytical expectation.
Starting from N > Ns/2 beam blowup is saturated and then reduces due to fast losses
(the bottom plot in Fig. 6.15). This could be also related to the resonant excitation
of particles driven by coherent oscillations and space charge. The more detailed un-
derstanding is a subject of further analysis which is not covered in the present work.
6.5 Simulations with nonlinear rf fields
As we discussed in Chap. 3, without intensity effects, the oscillation amplitude of the
offset beam is modulated by alternating decoherence and recoherence processes. After
each synchrotron period, the betatron phase spread is compensated, and the bunch
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Figure 6.15.: Time evolution of the emittance blowup (the top plot) and losses (the bot-
tom plot) for decoherence with space charge shown in Fig. 6.14. Colors
and solid lines are from simulations for bunches. Dashed lines are calcu-
lated using Eq. 4.11. Simulation parameters: a/b = 1/5, qeff = 1, A0 = σ0,
Qs = 0.01.
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offset returns to the initial value. In the presence of non-linear synchrotron motion, the
phase spread will not be fully compensated that can affect the recoherence processes.
The results of the simulation scan for different bunch length show that the decoherence
process is not affected by rf nonlinearities (Fig. 6.16). Thus, we neglect them also for the
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Figure 6.16.: Decoherence in bunches without space charge for different bunch length
from simulations with sinusoidal rf fields. Bunch parameters: qeff = 1, A0 =
σ0, Qs = 0.01.
initial stage of decoherence with space charge and image charges. A small deference
can be due to a change of the longitudinal beam profile for the match longitudinal
distribution.
6.6 Summary of decoherence simulations in bunches
In general case, it is necessary to compare the space charge tune shift, the coherent
tune shift, and the effective tune spread to understand which effect dominates the initial
stage of the decoherence process. Image charges play no role for qic < 0.5. Space charge
slows down decoherence. If decoherence is lost for majority of longitudinal slices, the
bunch offset amplitude does not change within the first synchrotron period. For the
case where qic ≈ 1, decoherence is governed by interplay of chromaticity, space charge
and image charges. It will be faster than decoherence given only by chromaticity and
space charge. When the conditions qsc  qeff and qic > 1 are fulfilled decoherence is
dominated by image charges.
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7 Measurements
In this chapter, we discuss measurements in the SIS18 synchrotron at GSI Darmstadt
and the comparisons with simulations. For the intensities achieved in the experiments
we show that the initial stage of the decoherence process is mainly governed by the
chromaticity and by space charge.
7.1 Experimental setup
We performed the decoherence measurements for intense ion beams in the SIS18 syn-
chrotron [12] at GSI Darmstadt. In each cycle, four bunches of Ni26+58 ions were stored
at the kinetic energy of 100 MeV/u and kicked transversally with the kick duration of
one turn. The bunch offset signals were simultaneously recorded using 12 BPMs. SIS18
general parameters and settings in our experiments are listed in Tab. 7.1. The number
of particles per beam varied between Np = 1.6× 109 and Np = 4× 109.
7.2 Measurements of beam and machine parameters
To evaluate and compare decoherence signals from measurements, we need to deter-
mine the parameters qsc and qeff. In this section, we briefly discuss the diagnostics and
methods which are used to measure the transverse beam size, the bunch length, and
the machine chromaticity.
7.2.1 Beam position and the longitudinal profile
To measure the beam position, 12 shoe-box pick-ups are available in the SIS18 syn-
chrotron. A BPM consists of two pairs of parallel plates for detection of the horizontal
Machine parameter Symbol Value
Horizontal tune Q0,x 4.29
Vertical tune Q0,y 3.27
Harmonic number h 4
Slip factor η −0.79
Synchrotron tune Qs 4.1× 10−3
Table 7.1.: Machine parameters during the decoherence experiment.
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and the vertical beam position. A particle beam passing by the BPM induces image
charges on each pair of plates. The induced signals are proportional to the local beam
current and to the local beam offset. In the vertical plane, it can be expressed by
Uu(t)∝ λ(t)(1+ Sy ylocal(t)),
Ud(t)∝ λ(t)(1− Sy ylocal(t)), (7.1)
and similarly for the horizontal plane
Ul(t)∝ λ(t)(1+ Sx xlocal(t)),
Ur(t)∝ λ(t)(1− Sx xlocal(t)), (7.2)
where Sy , and Sx are the sensitivities of the pick-up in the vertical and the horizontal
plane, correspondingly. The horizontal local beam offset is then given by
xlocal(t) =
1
Sx
Ul(t)− Ur(t)
Ul(t) + Ur(t)
, (7.3)
and the vertical local beam offset is
ylocal(t) =
1
Sx
Uu(t)− Ud(t)
Uu(t) + Ud(t)
. (7.4)
The sensitivity of all BPM are similar in SIS18 [75]: Sx = 6 × 10−3 mm−1, and Sy =
20× 10−3 mm−1.
Capacitive pick-ups can not transmit the DC component of the signal and are suitable
only for bunched beam measurements [76]. Depending on the low cutoff frequency,
there is a baseline shift in the BPM signals (Fig. 7.1), which has to be removed for the
correct calculation of the bunch offset. After the baseline restoration and normalization
(denoted as Uˆ), the sum signal Uˆu + Uˆd reflects the longitudinal bunch profile, which is
close to a Gaussian distribution in our measurements (Fig. 7.2). The measured value of
the peak line density is used for the estimations of the space charge parameter qsc.
7.2.2 Transverse profile
In SIS18, an Ionization Profile Monitor (IPM) is used for measurements of the trans-
verse beam profile [77, 78]. A particle beam ionizes the residual gas passing through
the IPM, where the transverse electric field accelerates ions towards a micro-channel
plate (MCP) (Fig. 7.3). After the ion impact, MCP emits electrons that hit a wire ar-
ray placed behind it. The wire diameter is 1.5 mm and the center-to-center distance
is 2.1 mm which defines the resolution of measurements. The data are acquired every
10 ms with the recording time of 0.5 ms. In our measurements, the acquisition time
corresponds to about 6000 revolution turns which means that the IPM can not resolve
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Figure 7.1.: The raw BPM signals of the bunches after the transverse kick in SIS18. The
baseline is shifted due to the low frequency cutoff.
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Figure 7.2.: The sum signal from BPM measurements in the vertical plane after the base-
line restoration. The estimated rms bunch length is σz ≈ 5.6 m.
detailed time evolution of the beam size during the decoherence process. The residual
emittance blowup can be observed from the comparison of the beam profiles before and
after the kick for the case of a weak space charge and a strong kick (Fig. 7.4).
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Figure 7.3.: Scheme of the ionization profile monitor operation.
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Figure 7.4.: The transverse beam profile in the horizontal plane before and 6000 turns
after the transverse kick from measurements in SIS18. The dashed lines are
the Gaussian fit. The estimated emittance blowup is ∆ε/ε0 ≈ 0.7.
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For the vertical plane, the transverse emittance can be calculated using the value of
the vertical beta function at the position of IPM βy,IPM,
εy =
σ2y
βy,IPM
(7.5)
where the rms beam size in vertical plane σy is calculated from the beam profile. For
the horizontal plane, the size depends on the momentum spread and the dispersion
function. To calculate emittance, this fact has to be taken into account,
εx =
σ2x
βx ,IPM
− D
2
x ,IPM
βx ,IPM
δp2
p20
(7.6)
where βy,IPM, and Dx ,IPM are the values of the horizontal beta function and the dispersion
function at the position of IPM, correspondingly. For the case of short bunches where
synchrotron motion is linear, the momentum spread of the beam can be estimated from
the bunch length δp/p0 = 2piQsσz/(|η|C). In our measurements, bunches have the
elliptical transverse cross section, which requires us to substitute ε in Eq. 2.32 by (εx +Æ
εxεyQ0,x/Q0,y)/2 for the calculation of the space charge parameter qsc.
7.2.3 Chromaticity measurements
To calculate the effective parameter qeff, we measure the machine chromaticity using
a standard method (e.g. in [79]). We shift the beam energy without changing the lattice
and measure the change of the revolution frequency and the tune shift using Schottky
diagnostics [80].
A finite number of particles causes random fluctuations from the uniform distribution
which are called Schottky noise [81]. The spectrum of the sum signal observed by a
Schottky pick-up – referred as the longitudinal Schottky spectrum – contains revolution
harmonics
ωl = lω0, (7.7)
where l ∈ Z. In bunches, the spectral lines split into a series of the synchrotron satellites
separated by the frequency ωs.
In the experiment, we change the bending radius of the dipole magnets. The mag-
netic field is automatically adapted to keep the constant magnetic rigidity. Then, we
accelerate bunches to the energy that corresponds to the initial magnetic field in the
dipole magnets. Thus, the beam goes on an off-momentum closed orbit and the en-
ergy deviation corresponds to the revolution frequency shift (Eq. 2.17), which can be
measured using the longitudinal Schottky spectrum.
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Considering the case of the low-intensity beam passing by the Schottky pick-up with
zero transverse offset, the spectrum of the delta signal consists of lower and upper Schot-
tky side bands [80],
ω±l = (l ±Q0,frac)ω0. (7.8)
where Q0,frac is the fractional part of the bare tune. For bunches, they are split into
synchrotron satellites corresponding to head-tail modes. The measured frequency of
the central head-tail mode for both sidebands gives the tune
Q0,frac = l
ω+l −ω−l
2ωl
. (7.9)
Plotting the tune shift as a function ∆p/p0, we fit the line with the slope ξ for the
horizontal and the vertical planes (Fig. 7.5). The fitting results are ξx = −1.32, and
ξy = −2.13, which are consistent with previous measurements [64]. The maximum
error of the tune calculation can be estimated as the value of the synchrotron tune
Qs = 3× 10−3, which means that the relative error is less than 10−3.
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Figure 7.5.: Chromaticity measurements at 100 MeV/u. The red squares are the tune
shifts in the vertical plane, the blue squares are the tune shifts in the horizon-
tal plane. The error bars correspond to the marker sizes. The horizontal data
point in the origin is hidden by the vertical data point.
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7.3 Decisive effects of the decoherence process in experiments
The BPM signals of bunches after the transverse kick have been recorded for different
machine and beam settings during the experiments at SIS18 in August 2014. In this
section, we show that in our measurements the decoherence process was governed by
the interplay of chromaticity and space charge.
From the recorded signals after the baseline restoration, we calculate the turn-by-turn
evolution of the horizontal bunch offset as
〈x〉t(N) = 1Sx
∫ NT0+T0/h
NT0
dt

Uˆl(t)− Uˆr(t)

∫ NT0+T0/h
NT0
dt

Uˆl(t) + Uˆr(t)
 , (7.10)
and similarly the vertical bunch offset is
〈y〉t(N) = 1Sy
∫ NT0+T0/h
NT0
dt

Uˆu(t)− Uˆd(t)

∫ NT0+T0/h
NT0
dt

Uˆu(t) + Uˆd(t)
 , (7.11)
where N = 0 corresponds to time when the head of the considered bunch arrives to the
BPM directly after the transverse kick. We see that decoherence of the bunch offset with
space charge is slower than the synchrotron period and the later stage is the beating of
the residual head-tail modes (Fig. 7.6). In general, the signals in the vertical plane
have higher signal-to-noise ration than the signals in the horizontal plane due to a
smaller plate gap. For the natural chromaticity settings in SIS18 qeff,x ≈ qeff,y . Thus,
the difference of decoherence signals for horizontal and vertical planes is because of
different space charge strengths in the elliptical beams. To simplify comparison of the
decoherence signals for different combinations of the beam and machine parameters,
we extract the oscillation amplitude from the calculated bunch offset. In most cases,
the decoherence signals for all four bunches are identical.
From the measured signals for the same machine settings, we see a slower decoher-
ence for the beam with a higher intensity (Fig. 7.7). This is in agreement with the
analytical expectations discussed in Chap. 4. To demonstrate the role of chromaticity,
we compare decoherence for the same beam parameters for the natural (ξx = −1.3,
qeff = 1.3) and the compensated (ξx ≈ 0, qeff = 0.5) chromaticity (Fig. 7.8). Decoher-
ence is slower for a smaller effective parameter qeff similarly to the case without space
charge.
The possible contribution of the transverse nonlinearities can be clarified by the com-
parison of the decoherence for the normal and for the distorted closed orbit (the maxi-
mum distortion is about 10 mm). The closed orbit is calculated by averaging BPM data
over large number of turns (a few 100000 turns). The initial stage does not differ and
the residual oscillations have similar amplitudes (Fig. 7.9).
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Figure 7.6.: Time evolution of the bunch offset in the vertical plane (the top plot) and the
horizontal plane (the bottom plot) from BPM measurements at SIS18 after a
transverse kick calculated by Eq. 7.11 and Eq. 7.10, respectively. One turn
corresponds to 1.7µ and the kick results in the initial offset A0 ≈ 4 mm that
is similar for both planes.
According to analytical predictions (Sec. 4.3) and simulation scans (Sec. 6.4), image
charges can change the initial stage of decoherence process for qic > 0.5. We estimate
the maximum value of the parameter qic from the beam parameters and the average
radii of the SIS18 beam pipe for the horizontal and the vertical planes: bx = 100 mm
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Figure 7.7.: Comparison of the vertical decoherence for the same machine settings and
different intensities from the measurements in SIS18. The estimated space
charge parameters: qsc ≈ 5 (the red line), and qsc ≈ 2 (the blue line).
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Figure 7.8.: The horizontal decoherence with space charge from measurements in SIS18:
the blue line is for the natural chromaticity (ξx = −1.3), the red line is for
the compensated chromaticity (ξx ≈ 0).
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Figure 7.9.: The vertical decoherence with space charge from measurements in SIS18 for
different closed orbit.
gives qic,x = 0.05, and by = 70 mm gives qic,y = 0.15. We conclude that image charges
can be neglected for our observations.
Decoherence can be also modified by rf nonlinearities depending on the bunch length
which is especially important for the later stage of decoherence and recoherence pro-
cesses [33]. According to simulation results discussed in Sec. 6.5, rf nonlinearities can
be neglected for the initial stage of decoherence process. Only the recoherence process
and the further beating of head-tail modes are affected.
7.4 Experimental results and comparisons with simulations
In the previous section, we showed that the initial stage of the decoherence process
in our measurements was governed by chromaticity and space charge. This means
that simulations that include space charge and chromaticity kicks should be sufficient
to reproduced the obtained experimental results. This can be done within the first
synchrotron period, but the later stage of decoherence and recoherence processes is
defined by interplay of different effects discussed above.
Performing simulations with the input beam parameters estimated from the measure-
ments, we see that the decoherence process in simulations is faster than the decoher-
ence process in measurements (Fig. 7.10). This indicates that qsc is underestimated
because the parameter qeff can be accurately calculated from the momentum spread
and chromaticity. We argue that the observed difference is due to the uncertainty in
the transverse beam size measurements at SIS18 which was also the case in previous
works [55, 33]. To prove this, we take the results of simulation scans for qeff estimated
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Figure 7.10.: Example of fitting of simulations to the measurements. The estimated pa-
rameters from measurements: qsc = 1.8, qeff = 1.3. The green line is from
simulations with the estimated qsc.
from measurements and different qsc, and fit the time evolution of the bunch offset
amplitude with a free parameter qsc (Fig. 7.10).
Simulations reproduce decoherence for the natural and the compensated chromatic-
ity (Fig. 7.11). Here we also see that if the condition qsc qeff is fulfilled, the oscillation
amplitude practically does not decrease during the first synchrotron period due to the
loss of decoherence.
In simulations, we set A0 = σ0 which corresponds to the case when the decoher-
ence does not depend on the initial kick (see Fig. 6.11). This agrees with measure-
ments where we also observed a weak dependence of decoherence on the kick strength
(Fig. 7.12). Only for the strongest kick (the black line) decoherence is a bit faster.
This can be related to the losses which are observed for the case of large initial off-
sets (Fig. 7.13). In our measurements, the number of lost particles depends on space
charge and the kick strength which can be due to a resonance excitation of particles
discussed in Sec. 6.2. A detailed comparison of the particle losses in simulations and
measurements can be as subject of a dedicated study which is not covered in this work.
We verify the systematic behavior of the decoherence with space charge by comparing
of the decoherence time (Fig. 7.14). The different combination of parameters qsc and
qeff is obtained by varying the beam intensity and the bunch length. The measured de-
coherence time agrees very good with the decoherence time obtained from simulations.
As expected, for larger space change parameter the decoherence process is slower. We
observed also that the decoherence time approaches the synchrotron period for qsc = 9
and qeff. For higher effective parameter qeff, we observe a faster decoherence.
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Figure 7.11.: Decoherence for the fixed beam parameters and different chromaticity set-
tings from measurements in SIS18: the solid blue line for the natural chro-
maticity (ξx = −1.3, qeff = 1.3), the solid red line the compensated chro-
maticity (ξx ≈ 0, qeff = 0.5). The dashed lines are from simulations with the
fitted qsc.
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Figure 7.12.: Decoherence with space charge from measurements in SIS18 for different
kick strength that correspond to different value of the initial amplitude A0.
The estimated parameters: qsc = 9 (fit), qeff = 1.8, and Qs = 2.4× 10−3.
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Figure 7.13.: Example of the time evolution of the sum BPM signal from the vertical plates
normalized by the value before the kick for different intensities. Approx-
imately 10% of the particles are lost during the first synchrotron period
for qsc = 9 (fit). The estimated parameters: qeff = 1.8, A0 = 7mm, and
Qs = 2.4× 10−3.
7.4. Experimental results and comparisons with simulations 75
3 4 5 6 7 8 9 10
qsc
0.2
0.4
0.6
0.8
1.0
Q
s
N
de
c
qeff =1.3
qeff =1.6
qeff =1.8
Figure 7.14.: Summary of the decoherence measurements in SIS18. The points corre-
spond to the decoherence time obtained from the measured signals for
different combinations of machine and beam parameters. Lines are the
characteristic decoherence time from simulations for A0 = σ0.
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8 Transverse feedback systems
In previous chapters, we discussed decoherence and emittance blowup in ion beams
for different combination of space charge, chromaticity, and image charges. To preserve
the beam quality, transverse feedback systems can be used. In this chapter, we start with
a short description of basic principles of transverse feedback systems (TFS) (Sec. 8.1).
For the optimal parameters TFS should damp bunch oscillations after the initial offset
and prevent the emittance blowup. The efficiency of TFS can be reduced by the limited
bandwidth, time delay errors, and noise. The simulation model of a realistic digital
TFS implemented in the PATRIC code is described in Sec. 8.2. Simulation results for
damping of the injection errors are presented Sec. 8.3.
8.1 Basics of a transverse feedback system
To damp beam oscillations after the injection error, the detected BPM signals are pro-
cessed and transmitted to a kicker. The correction signal should be applied to the same
part of the beam that generated the pick-up signals. This can be obtained by the proper
delay which in some cases corresponds to several revolution turns. Following [82],
we consider a simplified situation when the beam passes through the pick-up with the
maximum transverse offset. If the phase advance between the pick-up and the kicker is
∆ΨP−K = pi/2, the correction kick proportional to the measured displacement causes the
change of the beam trajectory in the transverse phase space (Fig. 8.1). After one turn
the amplitude of oscillations is corrected by
∆x = −g x , (8.1)
where g is the feedback gain. Using a smooth approximation for the kick one can write
a differential equation
dx
dN
= −g x , (8.2)
which corresponds to a damping with the characteristic time 1/g expressed in turns.
Taking into account that the beam passes by BPM with different betatron phase, we get
an additional factor 1/2 for the damping time due to TFS
Ndamp =
2
g
. (8.3)
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Figure 8.1.: The bunch trajectory in the normalized phase space.
For the case ∆ΨP−K 6= pi/2, to apply the correction kick, we combine the beam offsets
of two consecutive turns (xN and xN+1) as
∆x ′CK,N+1 =
g2piQ0
C
(κ1xN+1 + κ2xN ). (8.4)
To obtain correction coefficients κ1 and κ2, we express coordinates of the beam at the
position of the kicker (x , x ′)TK,N+1 via the beam coordinates at the positions of the pick-up
(x , x ′)TP,N+1 and (x , x
′)TP,N using transfer matrices from Eq. 2.20. Then we rewrite x
′
K,N+1
using xP,N+1, xP,N , multiply by a factor −g2piQ0/C , and we get
κ1 = − cos(2piQ0(Nwait + 1) +∆ΨP−K)sin(2piQ0) ,
κ2 =
cos(2piQ0Nwait +∆ΨP−K)
sin(2piQ0)
.
(8.5)
Here, Nwait is the number of waiting turns for which the correction kick is postponed.
Analytical estimations of the emittance blowup in the presence of active damping are
discussed in Ref. [83]. In case of an ideal TFS, the emittance growth is
∆εTFS
ε0
=
1
2
A20
σ20

1
1+ Ndec/Ndamp
2
. (8.6)
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This equation was derived in assumption of Ndamp  Ndec and an exponential decay
of the oscillation amplitude due to decoherence A(N) = A0 exp(−N/Ndec). To preserve
beam quality, the active damping should be faster than the characteristic decoherence
time. Below we describe the simulation model that includes the TFS imperfections. It
is used for study of the TFS efficiency for damping of oscillations after injection errors.
8.2 TFS simulation model in PATRIC
In this work, we developed and implemented a TFS model in the PATRIC code
(Fig. 8.2). During the first turn, macro-particles are kicked at the fixed position passing
Self-consistent 
pariticle tracking
Initial oﬀset
Kicker at ﬁxed position
with delay errors
Analytic pick-upNoise
TFS signal processing:
ADC, signal storage, 
correction signal
calculation, jitter, DAC
Pick-up signal 
processing:
high-pass ﬁlter,
low-pass ﬁlter,
notch ﬁlter
Figure 8.2.: Flowchart of the self-consistent particle tracking simulations with a transverse
feedback system.
through the excitation kicker. For simplicity the kick is applied at the position where
the BPM signals will be generated. Then, calculation of the pick-up signals, TFS signal
processing, and the kicker are included to the self-consistent particle tracking described
in Chap. 5.
8.2.1 Pick-up signal processing
To model the analog BPM signals, we use the following method. At the beginning
of the turn, we interpolate particles on two longitudinal grids with weights x and x ′,
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correspondingly. Using the grids with high resolution that expressed by Nz (the number
of points per turn), we get the longitudinal distributions of the dipole moments dx (z)
and dx ′(z). To get the normalized delta signal at the pick-up uN at the turn N , we use
the combination
uN [i] = dx

C
2
− iC
Nz

cos

2piQ0i
Nz

+ dx ′

C
2
− iC
Nz

sin

2piQ0i
Nz

C
2piQ0
, (8.7)
which is similar to the matrix translation of the coordinates to the position of the pick-
up placed at s = C/2 (Fig. 8.3). Here i ∈ [0,Nz − 1] is the index that corresponds to a
sample of the quasi-analog signal.
Nz0
u
dx
dx'
"analog"
sample
i
0.5  i/Nz
0.50.5
0
z/C
0.5 0 0.5
z/C
0.5  i/Nz
Fixed-position signal
Fixed-time signal
Fixed-time signal
+
Figure 8.3.: Analytical calculation of the pickup signal at turn N . To obtain the normalized
delta pick-up signal u, the values of the dipole moments dx (z) and dx ′(z) are
combined with the proper coefficients.
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In TFS, notch filters or closed orbit suppressors are used to remove the revolution fre-
quency harmonics from the pick-up signals [84, 85]. Without filtering, the offset of the
closed orbit in the pick-up causes the change of the overall closed orbit in the machine,
depending on g, and can result in a saturation of the kicker amplifiers. The notch filter
can be implemented as the difference between the signals obtained by successive turns,
uout,N [i] = uin,N [i]− uin,N−1[i]. (8.8)
where uout,N and uin,N are the output and input signals at the turn N , correspondingly.
Such filters remove information about the longitudinal profile of the beam which means
that the sum signal can not be transmitted through the TFS signal processing unit.
To model a bandwidth limited system, we use a cascade of the first order high-pass
(HPF) and low-pass filters (LPF) after the notch filter. They can be implemented by
recurrence relations
uout,N [i] = κHPFuout,N [i − 1] +κHPF(uin,N [i]− uin,N [i − 1]), (8.9)
uout,N [i] = (1−κLPF)uout,N [i − 1] + κLPFuin,N [i]. (8.10)
Here the coefficient for the high-pass filter
κHPF =
§
2pi
QL
Nz
+ 1
ª−1
, (8.11)
is defined by a low cutoff frequency QL normalized by the revolution frequency. Simi-
larly, for the low-pass filter we have
κLPF =
§
1
2pi
Nz
QH
+ 1
ª−1
, (8.12)
where QH is a high cutoff frequency normalized by the revolution frequency.
8.2.2 TFS signal processing
An analog signal from the pick-up has to be sampled for the digital signal processing
using analog-to-digital converter (ADC). In PATRIC, a quasi-analog delta signal with the
high time resolution Nz is sampled with a lower frequency. We consider that the high
cutoff frequency QH is defined by the sampling rate, and the number of samples per turn
is
NSAMP = 2QH =
Nz
NTS
, (8.13)
where NTS is the number of time samples corresponding to a single digital sample.
Depending on the number of waiting turns, Nwait + 1 sampled signals are stored. The
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signals of two last consecutive tuns are combined in the correction signal using Eq. 8.4.
In the presence of the notch filter, the phase advance in Eq. 8.5 should be substituted
by
∆ΨP−K ←∆ΨP−K +piQ0 − pi2 , (8.14)
and the coefficients κ1, κ2 should be divided by the factor 2sin(piQ0).
As we discussed in Subsec. 8.2.1, the sum signal from the pick-up is suppressed by the
notch filter. It means that the correction signal is proportional to the dipole moment of
the dx ′ at the position of the kicker but not to the local offset of x
′. In our simulations,
the delta pick-up signals are normalized by the maximum line density of the bunch.
Thus, the processed signal in the bunch center reflects the local offset.
To model time delay errors, we consider the contribution of the constant delay ∆zCD,
and the random delay due to a jitter. The latter can change the duration of the signal
corresponding to a single digital sample when it is transmitted to the digital-to-analog
converter (DAC). We implement a jitter as a random variation of the sample length
NTS + δNRD, where the delay amplitude δNRD is generated according to a Gaussian dis-
tribution. Then, the correction signal passes through DAC which is modeled as the
low-pass filter with the cutoff frequency QH (Eq. 8.13).
The combination of low-pass filters in the pick-up signal processing and DAC produces
a time delay and a deformation of the signal shape (Fig. 8.4). The resulting time delay
is about ∆zCD = C/NSAMP which is taken into account in the simulation scans.
8.2.3 TFS kicker and noise
The analytical pick-up described in Subsec. 8.2.1 is used for calculation of the correc-
tion signal at the beginning of the turn. The kicker placed at the fixed position applies
the correction signal each simulation step. The kick strength is interpolated according
to the longitudinal position of the particle that passes through the kicker taking into
account the constant delay.
White noise in the TFS model is applied at two stages of the feedback loop: after the
calculation of the delta pick-up signal and after the TFS signal processing. We quantify
the noise amplitude Anoise expressed in meters, which for the pick-up corresponds to a
set of random values in the range [−1,1] multiplied by Anoiseλ0. For the kicker signal,
the multiplication factor is Anoise2piQ0/C .
8.3 Simulations with TFS
In this section, we discuss the role of different types of TFS imperfections. Start-
ing with the low-intensity case we find that system bandwidth, constant delay errors,
and noise could significantly reduce the TFS efficiency. The input parameters used in
simulation scans are summarized in Tab. 8.1. They correspond to the characteristic
decoherence time Ndec0 ≈ 56 turns and the damping time Ndamp = 60 turns.
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Figure 8.4.: Example of deformation of the correction signal due the combination of the
low-pass filters from the pick-up signal processing and DAC. The signal is gen-
erated for a bunch with the constant local offset and a Gaussian longitudinal
profile.
Simulation parameter Symbol Value
Horizontal tune Q0,x 4.29
Vertical tune Q0,y 3.27
Effective spread qeff 1
Synchrotron tune Qs 4× 10−3
TFS gain g 0.033
Circumference C 216 m
Rms bunch length σz ≈ 4.3 m
Table 8.1.: Parameters used for simulations with the TFS damping.
8.3.1 Limited bandwidth and sampling rate
We expect a reduction of the TFS efficiency when the bunch spectrum is not covered
by the system bandwidth. Turn-by-turn bunch spectrum without intensity effects can be
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calculated from the local bunch offset given by Eq. 3.13. The position of the maximum
in the spectrum can be estimated as
Qib(N) =
Cqeff
2piσz
(1− cos(2piQsN)) =Qbqeff(1− cos(2piQsN)), (8.15)
where the characteristic bunch frequency is
Qb =
C
2piσz
. (8.16)
Both frequencies are normalized by the revolution frequency. The time evolution of the
intrabunch spectrum calculated as Fourier transform of the local bunch offset (Eq. 3.13)
is shown in Fig. 8.5. The spectrum is moving toward the higher frequencies for N < Ns/2
and then returns back to the origin.
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Figure 8.5.: Turn-by-turn bunch spectrum given by Fourier transform of the local bunch
offset (Eq. 3.13) for qeff = 1 and Qb = 8. The solid black line is given
by Eq. 8.15, and the dashed black line is given by Eq. 8.16.
High frequency cutoff
The role of the high cutoff frequency is presented in the simulation scan for QL = 0,
different QH, and the corresponding sampling rate NSAMP = 2QH (Fig. 8.6). A TFS with
a high sampling rate can damp beam oscillations and prevent the emittance blowup.
The TFS efficiency can be strongly reduced for QH < 2Qbqeff (the solid line). In this
case, intrabunch oscillations can not be sufficiently resolved due to a low sampling rate.
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When the high cutoff frequency is below the characteristic bunch frequency (QH < Qb),
only one sample per bunch can be used for the calculation of the correction signal.
Low frequency cutoff
To study the impact of the low cutoff frequency, we performed simulation scan for a
TFS with a high sampling rate (QH = 512) and different QL. In general, a higher value
of QL results in a slower damping (Fig. 8.7). There are three characteristic ranges of
frequencies with different TFS performance. The transverse oscillations can be damped
and the transverse emittance can be preserved within the first synchrotron period for
QL < Qb (the dashed white line). In this case, the damping is maintained by significant
contribution of high-frequency intrabunch oscillations to the correction signal. The TFS
efficiency can be strongly reduced for QL > 2Qbqeff (the solid line). The frequencies of
the intrabunch oscillations are significantly suppressed by the high-pass filter. In the
intermediate region, the damping is still possible within two synchrotron periods.
8.3.2 Delay errors
Starting with the random delay errors, we consider the case where TFS bandwidth
does not limit damping efficiency (QH = 128 and QL = 0). For Nz = 1024 and NSAMP =
256, we performed scan for δNRD ∈ [0,NTS]. The results show a minor effect from
random delay errors (Fig. 8.8). This can be understood by the fact that the bunch
spectrum does not contain such high frequencies given short random delay errors.
In the previous section we showed that without space charge TFS can damp initial
oscillations and can prevent the emittance blowup if the system bandwidth covers the
full spectrum of the intrabunch oscillations. To examine the contribution of the constant
delay error ∆zCD, we consider a TFS with a broad bandwidth QL = 0 and QH = 512. The
simulation scan for ∆zCD ∈ [−σz ,σz] is presented in Fig. 8.9. Small delay errors do not
affect the TFS efficiency. For ∆zCD/σz ≈ ±1/2qeff (the black lines), the TFS makes beam
unstable which leads to a strong emittance blowup. As the kick is proportional to the
dipole moment dx ′ , the effect of anti-damping is significant when the central part of
the bunch experience the strong kick. For longer delays (∆zCD/σz > 1), the bunch is
kicked by a weak correction signal and damping is negligible. In this case, we observe
the decoherence process and the following recoherence process.
8.3.3 Contribution of noise
As we discussed in Sec. 8.2, white noise is applied at two stages of the feedback
loop and characterized by the amplitude Anoise. Here we discuss simulations for Anoise
linearly proportional to the TFS gain. To clarify the contribution of the noise in TFS, we
performed a simulation scan (Fig. 8.10) for the following parameters: QL = 0, QH = 512,
∆zCD = 0, δNRD = 0, and Anoise/A0 ∈ [0.02,0.25].
A TFS with a large gain results in a fast reduction of the oscillation amplitude and
suppresses recoherence. The strong noise leads to a fast emittance blowup during the
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Figure 8.6.: Damping of coherent oscillations after the initial offset using TFS for different
high cutoff frequencies. The top plot is the time evolution of the offset ampli-
tude, and the bottom plot is the time evolution of the emittance blowup. The
lowest high cutoff frequency isQH = 4. The solid black lines areQH = 2qeffQb,
and the dashed black lines are QH = Qb. Simulation parameters are qsc = 0,
qic = 0, qeff = 1, Qb = 8, Qs = 4× 10−3, QL = 0, and Ndamp = 60.
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Figure 8.7.: Damping of coherent oscillations after the initial offset using TFS with differ-
ent low cutoff frequency. The top plot is the time evolution of offset ampli-
tude, and the bottom plot is the time evolution of the emittance blowup. The
solid black lines are QL = 2qeffQb, and the dashed black lines are QL = Qb.
Simulation parameters are qsc = 0, qic = 0, qeff = 1, Qb = 8, Qs = 4× 10−3,
QH = 512, and Ndamp = 60.
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Figure 8.8.: Damping of coherent oscillations after the initial offset using TFS with differ-
ent amplitudes of jitter. The top plot is the time evolution of offset amplitude,
and the bottom plot is the time evolution of the emittance blowup. Simula-
tion parameters are qsc = 0, qic = 0, qeff = 1, Qb = 8, Qs = 4× 10−3, QL = 0,
QH = 128, Ndamp = 60, and Nz = 1024.
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Figure 8.9.: Damping of coherent oscillations after the initial offset using TFS with differ-
ent constant delays. The top plot is the time evolution of offset amplitude, and
the bottom plot is the time evolution of the emittance blowup. The solid black
lines are ∆zCD/σz = ±1/2qeff. Simulation parameters are qsc = 0, qic = 0,
qeff = 1, Qb = 8, Qs = 4× 10−3, QH = 512, Ndamp = 60, and Nz = 1024.
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damping of the transverse oscillations. Then, the noise in the TFS contributes to the
further emittance blowup.
For the TFS with a small gain (Ndamp ≈ Ndec), the amplitude of the beam oscillations
reduces due to interplay of the TFS and decoherence. This results in an initial emittance
blowup that reaches a maximum at N ≈ Ndec0 (the black vertical line in Fig. 8.10). The
TFS with a high sampling rate can reduce this emittance blowup by further damping of
intrabunch oscillations for qeff = 1. The contribution of noise is negligible in this case.
The initial emittance blowup due to decoherence and the TFS is small in the interme-
diate region. The TFS can not effectively damp the intrabunch oscillations due to the
contribution of the noise in this case.
8.3.4 Role of space charge and image charges
According to the analytical model and the simulation study discussed in Chap. 4
and Chap. 6, space charge slows down the decoherence process which require a smaller
TFS gain to damp the injection error and preserve the beam quality. We compare the
simulation scan for different high cutoff frequencies shown in Fig. 8.6 with a similar
scan in the presence of the moderate space charge and weak image charges (Fig. 8.11).
A TFS with a high sampling rate can sufficiently damp oscillations following by the
injection error or the initial kick and prevent the emittance blowup. The TFS efficiency
is reduced for QH < Qb, similarly to the case without space charge. The intrabunch
oscillations, which are partly suppressed by space charge, are affected by contribution
of image charges. This results in a characteristic range of high cutoff frequencies where
the TFS efficiency is still limited (in this example the QH < qeffQb). For even stronger
image charges (qic > 1) decoherence can be faster than the synchrotron period and the
coherent tune spread enchances intrabunch oscillations. To maintain damping, the high
cutoff frequency of the TFS should be increased.
In the presence of space charge and image charges, a beam can also be unstable for
particular values of the time delay errors (Fig. 8.12). The unstable regions are not sym-
metric in contrast to the case without intensity effect (Fig. 8.9). This can be understood
form the asymmetry of the local bunch offset observed in simulations with space charge
and image charges (Fig. 8.13). The local offset is affected by the resonance particle ex-
citation due to coherent oscillations and space charge which was discussed in Sec. 6.2.
Particles gain large transverse amplitudes in the regions where the resonance condition
is fulfilled (the incoherent frequency is close the coherent frequency).
8.3.5 Conclusions from the simulation with TFS
In this chapter we discussed the simulation results for the TFS with imperfections.
They can be summarized as following:
• the TFS efficiency can be significantly reduced for the case when the system band-
width does not cover the characteristic width of the bunch spectrum,
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Figure 8.10.: Damping of coherent oscillations after the initial offset using TFS with dif-
ferent gain and noise amplitude. The top plot is the time evolution of off-
set amplitude, and the bottom plot is the time evolution of the emittance
blowup. The solid black lines correspond to Ndec0 ≈ 56 turns. Simulation
parameters are qsc = 0, qic = 0, qeff = 1, Qs = 4 × 10−3, QH = 512, and
Nz = 1024.
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• the TFS with the constant delay errors can make a bunch unstable,
• random delay errors due to a jitter do not affect damping efficiency,
• the strong noise in the system results in emittance blowup even if the bunch
oscillations are damped,
• space charge and image charges changes the speed of the decoherence process
and the shape of intrabunch oscillations. This affect the requirements for the
system gain and bandwidth.
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Figure 8.11.: Damping of coherent oscillations after the initial offset using TFS with dif-
ferent high cutoff frequency. The top plot is the time evolution of the off-
set amplitude, and the bottom plot is the time evolution of the emittance
blowup. The lowest high cutoff frequency is QH = 4. The solid black lines
are QH = 2qeffQb, and the dashed black lines are QH = Qb. Simulation pa-
rameters are qsc = 8, qic = 0.32, qeff = 1, Qb = 8, Qs = 4×10−3, QL = 0, and
Ndamp = 60. For comparison see Fig. 8.6.
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Figure 8.12.: Damping of coherent oscillations after the initial offset using TFS with dif-
ferent constant delays. The top plot is the time evolution of offset amplitude,
and the bottom plot is the time evolution of the emittance. The solid black
lines are ∆zCD/σz = ±1/2qeff. Simulation parameters: qsc = 25, qic = 1,
qeff = 1, Qs = 4 × 10−3, QH = 512, Ndamp = 60, and Nz = 1024. For
comparison see Fig. 8.9.
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Figure 8.13.: Intrabunch oscillations in the presence of space charge and image charges.
The top plot represents the local offset xlocal along the bunch, and the bot-
tom plot represents the dipole moment dx along the bunch. Simulation
parameters: qsc = 25, qeff = 1, qic = 1, Qs = 4× 10−3, and Qb = 8.
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9 Conclusions and Outlook
Decoherence causes the transverse emittance blowup of injected ion bunches in syn-
chrotrons. A detailed understanding of the initial stage of decoherence for intense
beams is necessary to determine requirements of transverse feedback systems, which
are used to preserve the beam quality.
In the present work decoherence and emittance blowup are studied with a focus on
interplay of chromaticity, space charge and image charges for bunched beams. Without
intensity effects the relation of the transverse emittance and the oscillation amplitude
following an arbitrary initial offset is given by the matched equivalent emittance. We
find that a similar relation can be used for intense ion bunches with a modified beam
oscillation amplitude during the initial stage of the decoherence process.
For coasting beams, we showed in particle tracking simulations and in our analytical
model that the addition of space charge in the pulse response function slows down
decoherence process. If the space charge tune shift is larger than the effective tune
spread, space charge leads to the loss of decoherence. In the initial stage of decoherence
the analytical model reproduces the particle tracking simulations and later deviations
can be explained by beam losses and beam halo buildup due to resonant excitation of
particles. The latter was illustrated in particle tracking simulations and in a particle-
core approach, where we observed the excitation driven by space charge and coherent
oscillations. The particles are in resonance when the incoherent tune is close to the
coherent tune.
The 2D approach was extended to bunched beams as a longitudinally sliced model
with different analytical expressions depending on the effective tune spread parameter
qeff, the space charge parameter qsc, and the image charge parameter qic. In general
there is a slower decoherence for stronger space charge. Image charges play no role
for qic < 0.5. For qsc  qeff, decoherence is lost for majority of longitudinal slices, and
the bunch offset amplitude does not change within the first synchrotron period. The
decoherence process is dominated by image charges when the conditions qsc  qeff
and qic > 1 are fulfilled. In this case, the bunch offset amplitude decreases due to the
coherent tune spread along the bunch. In the intermediate region (qic ≈ 1, qsc > qeff),
decoherence is governed by interplay of chromaticity, space charge and image charges.
Simulation results reproduce the analytical expectations in all regimes.
The results of the dedicated experiments in the SIS18 synchrotron at GSI Darmstadt
were presented in this work. The decoherence signal were stored for different combina-
tions of machine and beam parameters. It was found that transverse and longitudinal
nonlinearities play a minor role in the SIS18 synchrotrons. For the intensities achieved
in the experiments it is shown that image charges can be neglected. The main contrib-
utors to the initial stage of decoherence process can be identified as chromaticity and
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space charge. Comparing the time evolution of the beam offset we find that the agree-
ment between measurements and particle tracking simulations is good with the space
charge parameter as a free fitting parameter. The measurements confirm the analytical
expectations and the simulation results. The estimated space charge tune shift from
the measured beam parameters differs from the value given by fitting simulations. This
systematic discrepancy is due to uncertainty in the transverse beam size measurements
which was the case in previous works [33, 55, 64].
Finally, the damping efficiency of transverse feedback systems was studied in parti-
cle tracking simulations. The TFS model with imperfections (a limited bandwidth of
the system, delay errors, and noise) was implemented in the PATRIC code. The TFS
efficiency can be significantly reduced if the TFS bandwidth does not cover the char-
acteristic width of the bunch spectrum. Delay errors can make a bunch unstable. For
a certain signal-to-noise ratio, a TFS produces an additional emittance blowup. Space
charge and image charges change the speed of the decoherence process as well as the
shape of intrabunch oscillations. This affects the requirements for the TFS gain and the
TFS bandwidth.
Further research could focus on experimental studies of decoherence and emittance
blowup for specific beam parameters in existing accelerator facilities. In general, the ini-
tial stage of decoherence is governed by a combination of different effects. For example,
important contributors could be transverse nonlinearities or longitudinal nonlinearities
in long bunches.
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Q0 Bare betatron tune
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ωl s
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g Feedback gain
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Ndamp turn Damping time due to TFS
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i Index
dx m Dipole moment of x
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QL Low cutoff frequency
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NSAMP Sampling rate
NTS Number of time samples per digital sample
∆zCD m Constant delay error
δNRD turn Random delay error
Anoise m Noise amplitude
Qib Normalized frequency of intrabunch oscillations
Qb Normalized characteristic bunch frequency
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WORK EXPERIENCE
Computational Electromagnetics Laboratory, 01.10.2013 – present
TU Darmstadt and GSI Darmstadt, Germany 
PhD student
-  study of  the  emittance blowup of  the  ion  bunches  after  the  single  turn  injection in
presence of space charge and image charges.
- study of active damping of the injection errors in synchrotrons with realistic transverse
feedback systems.
Accelerator physics' department, 01.08.2011 – 23.09.2011
GSI Darmstadt, Germany 
Summer student
- simulation study of transport of laser accelerated ion beams. 
Plasma physics' department Lab.10, 2009 – 2013
BINP SB RAS, Novosibirsk, Russia 
Laboratory assistant 
- simulation study of laser wakefield acceleration within a narrow metal capillary.
- study of electron beam generation in a diode with a plasma anode in the Gas-Dynamic
Trap.
- development of diagnostics based on an interference filter for measurements of plasma
parameters.
- preparation of grant applications and grant reports (project 14.B37.21.0784 supported by
The Ministry of education and science of Russia).
SCHOLARSHIPS AND GRANTS
- Scholarship for PhD research, TU Darmstadt 01.10.2013 – 28.02.2017
- Scholarship of Dynasty Foundation 2013
- Scholarship of academician A.D. Sakharov 2010 – 2013
- Scholarship of the Academic Council of NSU 2010 – 2012
- Scholarship of Baker Hughes 2011 – 2012
- Scholarship of the Government of Novosibirsk Region 2012
- Grant for participation in 31st Summer Student Program at GSI Darmstadt 2011
PUBLICATIONS
- I. Karpov, V. Kornilov, O. Boine-Frankenheim. Early transverse decoherence of bunches
with space charge, Phys. Rev. Accel. Beams 19, 124201 (2016).
- I. Karpov, V. Kornilov, O. Boine-Frankenheim. Emittance growth in bunches with space
charge due to damping of transverse oscillations,  volume 2015-1 of  GSI Report.  GSI
Helmholtzzentrum für Schwerionenforschung, Darmstadt, 2015.
- I. Karpov, V. Kornilov, O. Boine-Frankenheim. Transverse decoherence of ion bunches
with space charge and feedback system, Proceedings of HB2014, East-Lansing, MI, USA,
2014.
ORAL PRESENTATIONS
-  I.  Karpov, V. Kornilov, O.  Boine-Frankenheim.  Transverse  decoherence  with  space
charge, in the DPG Spring meeting, Darmstadt, 2016.
- I. Karpov, V. Kornilov, O. Boine-Frankenheim. Emittance growth in bunches with space
charge due to damping of transverse oscillations, in  EuCARD2/XBeams Workshop on
Space Charge, Oxford, 2015.
-  I. Karpov, V. Kornilov, O. Boine-Frankenheim. Transverse decoherence and emittance
growth of ion bunches with space charge, in the DPG Spring meeting, Wuppertal, 2015.
-  I.  Karpov. Decoherence of kicked beams with space charge, in HGS-HIRe Graduate
Days, Nonnenau, 2015.
SCHOOLS AND COURSES
- CERN Accelerator school, Intensity Limitations in Particle beams, CERN, Switzerland, 
2015.
- CERN Accelerator school, Advanced Accelerator Physics, Warsaw, Poland, 2015.
- HGS-HIRe Soft skill courses I,II,III, Buchenau, Germany, 2014 - 2015.
- CERN Accelerator school, Introduction to Accelerator Physics, Prague, Czech Republic,
2014.
- HGS-HIRe Lecture Week on Accelerator Physics, Ronneburg, Germany, 2014.
COMPUTER SKILLS
- Programming: C/C++, Python, Cython, MPI, Shellscript (Bash).
- Scientific Computing: Parallelization (MPI), Slurm, Lustre, Numpy, Mathematica, 
Particle tracking simulations (PATRIC, PyORBIT, MAD-X).
PERSONAL DETAILS
- Date of birth: 25.06.1990
- Citizenship: Russian, Polish 
- Languages: Russian (native), English (fluent), Polish (fluent), German (intermediate) 
- Hobbies: Salsa, Aikido, triathlon, running
