Abstract-Movement Primitives (MPs) have been widely used over the last years for learning robot motion tasks with direct Policy Search (PS) reinforcement learning. Among them, Probabilistic Movement Primitives (ProMPs) are a kind of MP based on a stochastic representation over sets of trajectories, which benefits from the properties of probability operations. However, the generation of such ProMPs requires a set of demonstrations to capture motion variability.
I. INTRODUCTION
Movement Primitives (MPs) are a common approach to characterize motion in robotics, usually as a compact representation that easily permits learning tasks based on changes in their parameters. Over the last years, Dynamic Movement Primitives (DMPs) have been widely used for motion representation and learning [1] , [2] . However, DMPs are a deterministic approach to motion representation, thus they are not capable of representing motion variability. In contrast, the recently proposed ProMPs [3] approach is capable of capturing the variance of a set of demonstrations to a robot of the same task, and then reproducing the trajectory with the same variance over time, thanks to a stochastic model-based linear feedback controller.
The ProMPs representation allows the use of probabilistic operations such as conditioning a trajectory to a certain viapoint, and blending several trajectories, among others [3] . The adaptability of such ProMPs can be extended through a model with context variables, i.e., environmental elements that can be encoded with a variable, as a via-point position, goal position, initial position, etc. These contextual representations are then suitable for contextual reinforcement learning This work is partially funded by CSIC projects MANIPlus (201350E102) and TextilRob (201550E028) , and by the European project I-DRESS (PCIN-2015-147) 1 Institut de Robòtica i Informàtica Industrial, CSIC-UPC, Barcelona, Spain. E-mail: acolome@iri.upc.edu, torras@iri.upc.edu. via direct Policy Search (PS) [4] , [5] , [6] , [7] or through hierarchical representations [8] . In the case of ProMPs, the contextual parameters can be inserted by reparametrizing the trajectory weights with the context variables, as in [9] . However, ProMPs usually require a set of demonstrations to be trained, and to fully characterize their covariance, a number of samples equal to, at least, the number of parameters, is recommended. However, in robots as the Barrett WAM robot (see Fig. 1 ) with 7 DoF, using ProMPs, often a few hundreds of parameters are needed to appropriately fit a trajectory. Therefore, having a full-ranked covariance matrix during training is impractical. For this reason, in this paper we propose to build a framework for easily initializing ProMPs with synthetic data, and build a conditioning dataset in order to easily map context variables to motion parameters. This can be used for both exploiting its features by executing such contextualized trajectories, or improving through contextual PS.
Moreover, in this paper we also propose an obstacle avoidance framework for ProMPs. Obstacle avoidance is usually an important matter when learning trajectories with movement primitives, and it is often difficult to adapt trajectories to avoid contact with elements present in the environment. While some approaches clustered a series of recorded trajectories to help avoiding obstacles [10] , DMPs can also adapt by setting potential functions in the acceleration domain [2] . In the case of ProMPs, we analytically impose a certain distance from the robot trajectory to the obstacle, while minimizing the differences wrt. the original trajectory. The resulting optimization problem can be solved fast by quadratic solvers available online, like the YALMIP solver [11] .
In Section II, we will define the basic elements of ProMPs used throughout this paper. Section III is devoted to the contextual ProMPs and we present the obstacle avoidance with ProMPs in Section IV. Finally, some conclusions and future prospects are sketched.
II. PROBABILISTIC MOVEMENT PRIMITIVES (PROMPS)

A. Definition
ProMPs are a general approach to learn and encode a set of similar motion trajectories that present time-dependent variances over time as seen in Fig. 2 . Given a number of basis functions per DoF, N f , ProMPs use a N f × 2 timedependent matrix Φ t = [φ t ,φ t ] to encode position and velocity, φ t being the vector of normalized kernel basis functions (e.g., uniformly distributed Gaussian basis function over time). Thus, the position and velocity state vector y t can be represented as
where y ∼ N (0, Σ y ) is a zero-mean Gaussian noise and the weights ω are also treated as random variables with a distribution
This distribution can be fitted, given a set of demonstration trajectories τ k = {y k t } t=1..Nt , k = 1..N k , by obtaining the weights ω k of each demonstration through least squares. Subsequently, the parameters of the distribution θ = {µ ω , Σ ω , Σ y }, Σ y being the state covariance, are fitted by means of a maximum likelihood estimate, i.e., we compute the sample mean and the sample covariance of ω. Then the probability of observing a trajectory τ can be expressed as the product of all timestep probabilities p (y t ; θ)
Due to the probabilistic representation, the ProMPs approach can represent motion variability while keeping other MP properties such as rescalation and linear representation wrt. parameters. It also allows for other operations such as modulation via probabilistic conditioning and combination by product [3] .
In addition, ProMPs also come with a model-based stochastic controller that reproduces the encoded trajectory distribution. In Fig. 2 , we show the average and standard deviation of a ProMP and different sample trajectories from its distribution.
B. Conditioning and blending of ProMPs
As shown in [3] , ProMPs allow the use of probability operations to merge or condition trajectories. In order to assign a via-point, the ProMP represented as θ = {µ ω , Σ ω } can be conditioned to go through the operational space point y t with covariance Σ t at timestep t, resulting in a new set of ProMP Gaussian parameters θ cond = {µ
Moreover, trajectories can be combined or blended by using the probability product (see [3] for more details). For the purpose of this paper, we consider the combination of two trajectories, i.e., their intersection. Given two trajectories with the same Gaussian basis functions and parameters θ 1 = {µ 1 , Σ 1 }, θ 2 = {µ 2 , Σ 2 }, their combination/intersection is obtained as:
These combinations of ProMPs can also be used to sequentially condition several via-points. If two or more viapoints are conditioned by sequentially using Eqs. (4) and (5), conditioning the second point over the result of the first conditioning usually results in a trajectory that does not necessarily preserve the first conditioned point. For this reason, in case of more than one conditioned point, it is more robust to apply Eqs. (4), (5) independently to each point wrt. the original ProMP parameters, and then combine all the resulting conditioned trajectories with Eqs. (6), (7). In Fig. 3 , we see the effect of this procedure.
C. Contextual ProMPs
Context variables usually represent elements of the task at hand that can be measured and, therefore, the robot can be told to adapt to such changing situation, the typical case being a changing via-point in a trajectory. In PS, many algorithms already consider such context variables [4] , [5] , Fig. 3 . Sequential conditioning of a ProMP with several via-points. The original trajectory (in black in the top row) is conditioned to three points, the resulting conditioned trajectories applying Eqs. (4), (5) to each point are shown in red, overlapping the original trajectory. The bottom row shows the result of applying Eqs. (6), (7) sequentially to combine the three conditioned trajectories to obtain a trajectory that goes through all the three conditioned points. [6] . The application of context variables to ProMPs can be done by having a large covariance in the context part of the trajectory and then conditioning the ProMP to it with Eqs. (4) (5), or by reparametrizing the parameters with context variables (denoted s), using µ ω (s) = µ ω + K ω s, where K ω is a matrix mapping the context variables into the trajectory mean parameter [9] . However, this representation does not encode a desired covariance change. Therefore, we studied better ways of representing context-dependent ProMP parameters, which will be described in next section.
III. DEMONSTRATION-FREE CONTEXTUAL PROMPS
As mentioned in the previous section, we aim at finding a good mapping from context variables into ProMPs parameters. Moreover, while demonstrations can generate a highly valuable ProMP initialization, they are not fully necessary in many cases, where the initial and final points of the trajectory are known, and so are a number of interest points, which are considered to be those points of the trajectory that can be contextualized, or are mandatory via-points.
In the case of a demonstration-free trajectory, we will initialize the trajectory, given an initial and a final position, by calculating the minimum-jerk trajectory between those positions. With the obtained trajectory, we will fit the initial ProMP mean µ ω . And we will set the initial ProMP covariance Σ ω arbitrarily, usually by setting Σ ω = KI N f ·d , where K is the variance along each one of the parameters of the trajectory, and N f is the number of Gaussian kernels used per each one of them. The resulting trajectory will be similiar to the intial one used for the example in Fig.3 , shown in black in the background of the top row.
A. Trajectory interest points
Besides an initial and a final position, we will set a number N p of interest points. These points are the ones where we will allow context variables to change a trajectory and are tagged by the timestamp at which they occur. As an example, Fig.  3 has three interest points, located at t = 0, 0.5, 1. These points will be separated as fixed points or variable points. While fixed points will never change and are hard via-points, exploration interest points will be parametrized by a context variable that will reparametrize the ProMP depending on its value.
1) Fixed points
We will condition the initial min-jerk trajectory through the fixed points with a corresponding variance by using Eqs. (4) (5), and (6), (7) if more than one fixed point is set. The variance imposed will usually be small. Given Σ t = Φ T t Σ ω Φ t the variance from the initialization at time t, we can set the imposed variance as Σ t = λ 2 Σ t , where λ is a scalar, usually around λ = 10 −2 in order to reduce the variance of such via-point.
2) Exploration points
Exploration points will be treated similarly to fixed points, with the difference that, for each interest point to contextualize, p = 1..N e p , we will sample trajectories artificially to build a relation model with the ProMPs parameters, as explained next in Section III-B.
B. Synthetic data generation
Once the ProMP has been initialized by setting an initial position, a final position, and all the Gaussian kernels with their initial weight covariance matrix, and it has been conditioned to the fixed interest points, we will build the mapping from the context variables, i.e., exploration interest points, to the trajectory weights. In order to do so, we will generate a certain amount of synthetic data. Under the assumption that the desired operational space covariance matrix Σ tp will always be that of the initial trajectory multiplied by a scalar, i.e., Σ tp = λ In order to generate synthetic data, we will define an exploration ratio σ λ , so that λ p ∼ U [0, σ λ ] is a uniform distribution. Similarly, we will use
We will generate a number N data of sample trajectories, and fit a contextual ProMP as described in the following section III-C.
C. Contextual ProMPs fitting
When trying to fit a contextual ProMP model, we started by the one defined in [9] , and expanded it so as to better represent covariance. In order to fit the trajectory mean, we define the context-dependent ProMP mean as in [9] :
where µ 0 ω is the initial ProMP mean after conditioning the fixed interest points. K ω is a matrix that mapsŝ into the new mean weights by using the pseudoinverse operator †:
Moreover,ŝ includes the powers of the values of s up to a degree α, representing a polynomial fitting of the mean.
In order to capture the covariance properly, given
, we know from Eq. (37) in [12] , that the transferred effect of the variance Σŝ will be K ω ΣŝK ω . However, the transferred effect of ξ remains unknown and, if not considered, a variance that we might expect to be smaller that Σ 0 ω would actually be larger. Therefore, we will fit a model of the form
where Λ p are matrices with the size of Σ ω that we will fit through least squares: 
where vec is the vectorization of a matrix, and then
where vec −1 is the inverse operation of the vectorization (transforming the vectorized matrix into a matrix again).
The procedure for fitting the model provided by Eqs. (10) and (12) is summarized in Algorithm 1.
IV. OBSTACLE AVOIDANCE FOR PROMPS
Another feature to be added to ProMPs is the capability of avoiding obstacles in a trajectory. While obstacle avoidance has been studied through different perspectives on DMPs [2] , its application on ProMPs is not as clear. In [13] , a collision-free ProMP is learned by maximizing the distance to the obstacle while staying close to the data by using the demonstrated data. Here, we propose a method for obtaining a collision-free trajectory within the ProMP distribution obtained directly from the ProMP parameters, which can be obtained without the need of data samples.
When trying to avoid an obstacle located at a position y o , a simple approach can be to condition the ProMP so as to go through a point which is at a certain threshold distance D from it. However, there are infinite many solutions of points at a distance D of an obstacle. Therefore, a criterion for deciding which one to take is needed. In our case, given a ProMP characterized by θ = {µ ω , Σ ω }, we find a weight ω such that is as close as possible to the mean trajectory µ ω , while at a distance D from the obstacle at a certain time t, corresponding to the closest point of the trajectory to the obstacle. However, this might result in a trajectory with very low probability wrt. the ProMP. Therefore, we also limit the Mahalanobis distance (usually with one or two standard deviations) in order to obtain a trajectory within the distribution. Therefore, we will find the solution ω of:
where M is a metric matrix that will be used to prioritize the dimensions in which we want to avoid the obstacle, and will usually be defined as a diagonal matrix Fig. 4 , we show the behavior of the proposed obstacle avoidance framework for a 2-dimensional ProMP with N f = 12 Gaussians per DoF. We initialized the trajectory with one fixed point at t = 0.5, resulting in the ProMP in yellow, with initial position 0.0 and final position 0.4 for each DoF. We simulated N data = 500 trajectories, with σ λ = 0.2 and used a third-order fitting (α = 3). We obtained the model in Eqs. (10) , (12) and conditioned to a new point, resulting in the black ProMP. Then, with the same obstacle (in red), using a distance D = 0.15 and Mahalanobis distance of b = 1 standard deviation, we can see the results of the optimization. Those are the same when using the Mahalanobis constraint or not in the first case, where both components have equal importance. However, if we give more importance to the x component in a 8 : 1 ratio (middle column), the green line (without the Mahalanobis constraint) presents a very large deviation from the mean conditioned trajectory (in black). Using the Mahalanobis constraint in this case results in a trajectory with less deviation from the mean. If all responsibility for avoiding the obstacle is given to the first component (right column), we cannot find a solution with the Mahalanobis constraint, due to it being more than one standard deviation away from the mean, as is the green line.
To conclude, in the case of an already contextualized ProMP that we want to use to avoid obstacles, considering the ProMP parameters θ = {µ ω , Σ ω } and the result- Fig. 1 . X and Y components of the generated trajectories. Plots on the left show the initial trajectory with a fixed point at t = 0 (in black), and conditioned to an exploration point in t = 8 (in blue). On the right we see the X and Y components of the same trajectories, and the result after using obstacle avoidance (in discontinuous green) on the contextual trajectory to avoid two obstacles (red dots) in the Y domain.
ing parameters after using the model in Eqs. (10), (12) ,
in the system defined in Eq. (15). The application to several obstacles can be performed by solving independently the system in Eq. (15), adding one constraint for each obstacle present:
We also tested the proposed methods in this paper in the set-up in Fig. 1 , where the Barrett WAM arm had to follow a nominal straight-line, consisting on a 2-dimensional trajectory on the X-Y plane with a fixed initial point and a variable end point. Using our approach, we conditioned the end point to be 10cm away and then added two obstacles (small bottles) observed by a Kinect camera. The resulting well-conditioned obstacle-avoiding trajectories were computed by giving all the priority to the Y component, and are shown in Fig. 5 . Real-robot execution can be seen at http://www.iri.upc.edu/groups/ perception/#ProMPobstacles.
V. CONCLUSIONS
In this paper, we presented a framework for generating Probabilistic Movement Primitives (ProMPs) with context variables, without the need of a large number of human demonstrations. While a few demonstrations can be used to obtain an initial guess of a motion encoded as a ProMP, its generalization to context variables often requires a much larger number of motion samples. The proposed method for defining interest points, sampling them and building a model efficiently saves a lot of effort to the user.
Moreover, we proposed an obstacle avoidance method for ProMPs, based on a quadratic optimization with a small computational cost. The application of such obstacle avoidance over a conditioned trajectory was tested in both simulated and real-robot experiments, showing the correct conditioning of the trajectory by using the synthetic model, as well as the effectiveness of the method in avoiding obstacles. While the method scales well to higher dimensions, a deeper study on the effect of the ratio matrix M in Eq. (15) will be developed further in the future.
