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OVERLAPPING SELF-AFFINE SETS OF KAKEYA TYPE
ANTTI KA¨ENMA¨KI AND PABLO SHMERKIN
Abstract. We compute the Minkowski dimension for a family of self-affine
sets on R2. Our result holds for every (rather than generic) set in the class.
Moreover, we exhibit explicit open subsets of this class where we allow over-
lapping, and do not impose any conditions on the norms of the linear maps.
The family under consideration was inspired by the theory of Kakeya sets.
1. Introduction
An iterated function system (IFS) on Rd is a finite collection of strictly con-
tractive self-maps f1, . . . , fκ. A classical result, formalized by Hutchinson [11]
(although the crucial idea goes back to Moran [18]), states that for every IFS
there is a unique nonempty compact set E ⊂ Rd for which
E =
κ⋃
i=1
fi(E).
When the mappings are similitudes (or conformal) and the pieces fi(E) do not
overlap much, the Hausdorff dimension of E is easily determined by the contrac-
tion ratios of the mappings fi, see for example [11], [16], and [14]. In the present
article, we assume that the mappings fi are affine; in this case the set E is called
a self-affine set. In addition, we do not require any non-overlapping condition.
Dropping either the conformality or separation hypothesis makes the problem of
estimating dimension dramatically more complicated. The main feature of our
work is that we are able to drop both, while obtaining results which are valid
everywhere, not just generically.
The so-called singular value function plays a prominent roˆle in the study of
the dimension of self-affine sets. Following [3, Proposition 4.1], the singular value
function leads to a notion of the singular value dimension, which serves as an
upper bound for the upper Minkowski dimension, see [1] and [3]. Falconer [3] (see
also [22]) proved that assuming the norms of the linear parts to be less than 1
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upper bound is sharp, and also equals the Hausdorff dimension, for Ldκ-almost
every choice of translation vectors. Here Ldκ denotes the Lebesgue measure
on Rdκ. Falconer and Miao [7] have recently shown that the size of the set of
exceptional translation vectors is small also in the sense of Hausdorff dimension.
The self-affine carpets of McMullen [17] show that one cannot replace “almost all”
by “all”, even if the pieces do not overlap. Furthermore, it follows from examples
in [2] that the 1
2
bound on the norms is essential. These counterexamples are of
a very special kind, and it is therefore of interest to find families of self-affine
sets for which one can loose these assumptions.
A result into this direction was obtained by Hueter and Lalley in [10], where it
is proven that for an explicit open class of self-affine sets, the Hausdorff dimension
is indeed given by the singular value dimension, as long as the pieces fi(E) are
disjoint. In their result the norms may be greater than 1
2
, but it follows from
their hypotheses that the singular value dimension is less than 1. In a different
direction, it was recently proven in [12] that for a randomized version of self-affine
sets the natural analogue of Falconer’s formula holds almost surely regardless of
the norms. See also [9], [13], [8], [20], and [6] for other recent results on the
dimensional properties of self-affine sets.
For a fixed κ and d, the class of all IFSs consisting of κ affine maps on Rd
inherits a natural topology from Aκd , where Ad = GLd(R)×Rd is identified with
the vector space of all invertible affine mappings on Rd. We will say that a family
of affine IFS’s is robust if it is open in this topology, and that a property is stable
if the set of IFS’s where it holds is robust.
We define a class of self-affine sets in which we allow overlapping and the
norms of all the maps can be arbitrarily close to 1; see §3 for the details. We
show that in this class the Minkowski dimension coincides with the singular
value dimension (Theorem 3.3), and it can be defined dynamically as the zero of
a certain pressure function. Even though the family is not itself robust, in §6 we
will exhibit robust subsets which preserve all the interesting properties. This is
the first instance where the equality of Minkowski dimension and singular value
dimension is established for a robust family, without requiring any separation
assumptions. Moreover, we prove that the Minkowski dimension is a continuous
function of the generating maps within this family.
The inspiration for our work arose from the theory of Kakeya sets. Recall
that a subset of Rd is called a Kakeya set (sometimes also a Besicovitch set) if it
contains a unit segment in every direction. The long-standing Kakeya conjecture
asserts, in one of its many forms, that the Hausdorff dimension of a Kakeya
set in Rd is precisely d. This is wide open for d ≥ 3; however, for d = 2 it is
known to be true, and indeed the proof is not difficult, see for example [25]. This
result implies that the overlap between segments pointing in different directions
is small, in the sense that the dimension of the union of all segments is the same
as if there was no overlap at all. We strove to construct a family of self-affine sets
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in which the cylinder sets are aligned in different directions, so that the possible
overlaps between them would not affect the dimension calculations. Although
the technical details may obscure it somewhat, it may be useful to keep this basic
idea in mind while going through the definitions and proofs.
The paper is structured as follows. In §2, we introduce some standard notation
and present some preliminary facts on self-affine sets. The family of self-affine
sets of Kakeya type is defined in §3, where Theorem 3.3, the main result of
the paper, is stated. The proof of Theorem 3.3 is contained in §4. In §5, we
study projections of self-affine sets, as part of our preparation to obtain explicit
examples of self-affine sets of Kakeya type. These examples are introduced in §6,
where we finish our discussion with some remarks and open questions.
2. Self-affine sets
Throughout the article, we use the following notation: Let 0 < α < 1 and
I = {1, . . . , κ} with κ ≥ 2. Put I∗ = ⋃∞n=1 In and I∞ = IN. For each i ∈ I∗,
there is n ∈ N such that i = (i1, . . . , in) ∈ In. We call this n as the length of
i and we denote |i| = n. The length of elements in I∞ is infinity. Moreover, if
i ∈ I∗ and j ∈ I∗∪ I∞ then with the notation ij we mean the element obtained
by juxtaposing the terms of i and j. For i ∈ I∗, we define [i] = {ij : j ∈ I∞}
and we call the set [i] a cylinder set of level |i|. If j ∈ I∗ ∪ I∞ and 1 ≤ n < |j|,
we define j|n to be the unique element i ∈ In for which j ∈ [i]. We also denote
i− = i||i|−1. With the notation i⊥j, we mean that the elements i, j ∈ I∗ are
incomparable, that is, [i]∩ [j] = ∅. We call a set A ⊂ I∗ incomparable if all of its
elements are mutually incomparable. Finally, with the notation i ∧ j, we mean
the common beginning of i ∈ I∗ and j ∈ I∗, that is, i ∧ j = i|n = j|n, where
n = min{k − 1 : i|k 6= j|k}.
Defining
|i− j| =
{
α|i∧j|, i 6= j
0, i = j
whenever i, j ∈ I∞, the couple (I∞, | · |) is a compact metric space. We call
(I∞, | · |) a symbol space and an element i = (i1, i2, . . .) ∈ I∞ a symbol. If there
is no danger of misunderstanding, we will also call an element i ∈ I∗ a symbol.
Define the left shift σ : I∞ → I∞ by setting
σ(i1, i2, . . .) = (i2, i3, . . .). (2.1)
The notation σ(i1, . . . , in) means the symbol (i2, . . . , in) ∈ In−1. Observe that
to be precise in our definitions, we need to work with “empty symbols”, that is,
symbols with zero length, which will be denoted by ∅.
The singular values 1 > ||A|| = α1(A) ≥ · · · ≥ αd(A) > 0 of a contractive
invertible matrix A ∈ Rd×d are the square roots of the eigenvalues of the positive
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definite matrix A∗A, where A∗ is the transpose of A. The normalized eigenvec-
tors of A∗A are denoted by θ1(A), . . . , θd(A). These eigenvectors together with
singular values give geometric information about the matrix A. For example, let
v be the unit vector with direction equal to the major axis of the ellipse A(B),
where B is any ball. By definition, the direction of v is the image under A of a
vector which maximizes |Ax| over all x in the unit ball. But θ1(A) is precisely
such a vector since |Ax|2 = A∗Ax ·x. Thus, explicitly, v = A(θ1(A))/α1(A). For
more detailed information, the reader is referred to [24, §V.1.3].
For a contractive invertible matrix A ∈ Rd×d, we define the singular value
function to be
ϕt(A) = α1(A) · · ·αl(A)αl+1(A)t−l,
where 0 ≤ t < d and l is the integer part of t. For t ≥ d, we put ϕt(A) =(
α1(A) · · ·αd(A)
)t/d
= | det(A)|t/d.
For each i ∈ I, fix a contractive invertible matrix Ai ∈ Rd×d such that ||Ai|| ≤
α < 1. Clearly the products Ai = Ai1 · · ·Ain are also contractive and invertible
as i ∈ In and n ∈ N. Denoting α = mini∈I αd(Ai) > 0, for each t, δ ≥ 0 we have
ϕt(Ai)α
δ|i| ≤ ϕt+δ(Ai) ≤ ϕt(Ai)αδ|i| (2.2)
whenever i ∈ I∗. According to [24, Corollary V.1.1] and [3, Lemma 2.1], the
following holds for all t ≥ 0:
ϕt(Aij) ≤ ϕt(Ai)ϕt(Aj) (2.3)
whenever i, j ∈ I∗.
Given t ≥ 0, we define the topological pressure to be
P (t) = lim
n→∞
1
n
log
∑
i∈In
ϕt(Ai). (2.4)
The limit above exists by the standard theory of subadditive sequences since for
each t ≥ 0, using (2.3),∑
i∈In+m
ϕt(Ai) ≤
∑
i∈In+m
ϕt(Ai|n)ϕ
t(Aσn(i)) =
∑
i∈In
ϕt(Ai)
∑
j∈Im
ϕt(Aj)
whenever n,m ∈ N. Moreover, as a function, P : [0,∞) → R is continuous and
strictly decreasing with limt→∞ P (t) = −∞: For t, δ ≥ 0 and n ∈ N, we have,
using (2.2),
δ logα + 1
n
log
∑
i∈In
ϕt(Ai) ≤ 1n log
∑
i∈In
ϕt+δ(Ai) ≤ δ logα+ 1n log
∑
i∈In
ϕt(Ai).
Letting n → ∞, we get 0 < −δ logα ≤ P (t) − P (t + δ) ≤ −δ logα. Since
P (0) = log κ, we have actually shown that there exists a unique t > 0 for
which P (t) = 0. The singular value dimension is defined to be the zero of the
topological pressure. See also [3, Proposition 4.1].
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Theorem 2.1. Suppose that for each i ∈ I there is an invertible matrix Ai ∈
Rd×d with ||Ai|| ≤ α. If for given t ≥ 0 there exists a constant D ≥ 1 such that
D−1ϕt(Ai)ϕt(Aj) ≤ ϕt(Aij)
whenever i, j ∈ I∗ then there exists a Borel probability measure µ on I∞, a
constant c ≥ 1, and 1 > λ1(µ) ≥ · · · ≥ λd(µ) > 0 such that
c−1e−|i|P (t)ϕt(Ai) ≤ µ([i]) ≤ ce−|i|P (t)ϕt(Ai) (2.5)
whenever i ∈ I∗ and
lim
n→∞
αk(Ai|n)
1/n = λk(µ)
for µ-almost all i ∈ I∞ and for every k ∈ {1, . . . , d}.
Proof. Using the assumptions, (2.2), and (2.3), the existence of a Borel prob-
ability measure µ satisfying (2.5) follows from [14, Theorem 2.2] by a minor
modification. More precisely, in [14] it was assumed that the parameter t is an
exponent, but an examination of the proof reveals that this fact is not required.
Using [14, Theorem 2.2], (2.3), and Kingman’s subadditive ergodic theorem [23],
the limit
Et(µ) = lim
n→∞
1
n
logϕt(Ai|n)
exists for µ-almost every i ∈ I∗ and for every t ≥ 0. Setting now λk(µ) =
exp
(
Ek(µ)− Ek−1(µ)) for k ∈ {1, . . . , d}, we have finished the proof. ¤
It may appear that the assumption of Theorem 2.1 is very strong. However,
it is implied by some simple geometrical conditions; see Remark 4.2. Observe
also that even if the measure satisfying (2.5) did not exist, the latter claim of
Theorem 2.1 remains true for the natural measure found in [13, Theorem 4.1].
If for each i ∈ I an invertible matrix Ai ∈ Rd×d with ||Ai|| ≤ α and a transla-
tion vector ai ∈ Rd are fixed, then we define a projection mapping pi : I∞ → Rd
by setting
pi(i) =
∞∑
n=1
Ai|n−1ain
as i = (i1, i2, . . .). Using the triangle inequality, we have
|pi(i)− pi(j)| ≤
∞∑
n=|i∧j|+1
|Ai|n−1ain − Aj|n−1ajn|
≤
∞∑
n=|i∧j|+1
2αn−1max
i∈I
|ai| = 2maxi∈I |ai|
1− α |i− j|
for every i, j ∈ I∞. The mapping pi is therefore continuous.
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We define E = pi(I∞) and call this set a self-affine set. Observe that the
compact set E is invariant under the affine mappings Ai + ai, that is,
E =
κ⋃
i=1
(Ai + ai)(E). (2.6)
This is an immediate consequence of the fact that
pi(ii) = (Ai + ai)
∞∑
n=1
Ai|n−1ain = (Ai + ai)pi(i)
whenever i ∈ I∞ and i ∈ I. In fact, by [11, §3.1], there are no other nonempty
compact sets satisfying (2.6) besides E. If there is no danger of misunderstanding,
the image of a cylinder set
pi([i]) = (Ai1 + ai1) · · · (Ain + ain)(E) = Ai(E) + Ai|n−1ain + · · ·+ ai1 ,
as i = (i1, . . . , in) ∈ In, will also be called a cylinder set, and we will denote
Ei = pi([i]). When we want to emphasize the dependence of E on the affine
mappings, we will say that E is the invariant set of the affine IFS {Ai + ai}i∈I .
3. Self-affine sets of Kakeya type
In this section, we introduce self-affine sets of Kakeya type. Working in R2, we
state that the Minkowski dimension of such a set is the zero of the topological
pressure, see (2.4). Given a set A ⊂ Rd, the upper and lower Minkowski dimen-
sions are denoted by dimM(A) and dimM(A), respectively. For the definition,
see [15, §5.3]. If dimM(A) = dimM(A), then the common value, the Minkowski
dimension, is denoted by dimM(A). For θ ∈ Sd−1 = {x ∈ Rd : |x| = 1} and
0 ≤ β ≤ pi, we set
X(θ, β) = {x ∈ Rd : cos(β/2) < |θ · x|/|x|, x 6= 0} ∪ {0}.
The closure of a given set A is denoted by A and with the notation Ld, we mean
the Lebesgue measure on Rd.
Definition 3.1. Suppose that for each i ∈ I there are a contractive invertible
matrix Ai ∈ R2×2 with ||Ai|| ≤ α < 1 and a translation vector ai ∈ R2. The
collection of affine mappings {Ai + ai}i∈I is called an affine iterated function
system of Kakeya type, and the invariant set E ⊂ R2 of this affine IFS a self-
affine set of Kakeya type, provided that the following two conditions hold:
(K1) There exist θ ∈ S1 and 0 < β < pi/2 such that
Ai
(
X(θ, β)
) ⊂ X(θ, β), (K1a)
A∗i
(
X(θ, β)
) ⊂ X(θ, β) (K1b)
whenever i ∈ I and
Ai
(
X(θ, β)
) ∩ Aj(X(θ, β)) = {0} (K1c)
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for i 6= j.
(K2) There exists a constant % > 0 such that
L1({θ1(Ai) · x : x ∈ E}) ≥ %
for all i ∈ I∗.
Let us make some remarks on these conditions. Our goal is to make the self-
affine set look, at a given finite scale, roughly like a rescaled Kakeya set (except
that instead of having segments in every direction, there are segments only in a
Cantor set of directions). The roˆle of the conditions (K1a) and (K1c) is to ensure
that cylinder sets are aligned in different directions. Notice the analogy between
these conditions and the Hypothesis 3 (“separation”) in [10]. The hypothesis
(K1b) is of technical nature. We underline that (K1a), (K1b), and (K1c) are all
stable properties.
The projection condition (K2) is needed so that cylinder sets do not have too
many “holes” and one can approximate them by neighborhoods of segments. It
is the only one of the assumptions which involves the translation vectors {ai}i∈I
in addition to the linear maps {Ai}i∈I . In particular, (K2) implies that the
Hausdorff dimension of E is at least one. Hence if t is such that P (t) = 0, then
t ≥ 1 by [3, Proposition 5.1]. An analogous, but stronger, projection condition
was introduced by Falconer in [4]. We remark that in that article, unlike in
our case, the open set condition is also required. The projection condition is
obviously satisfied if the invariant set is connected. Unfortunately, determining
when a self-affine set is connected in a stable way is a very difficult problem, even
when the linear parts commute, see for example [21]. In §5, we introduce easily
checkable, stable conditions which imply the projection condition.
We do not need analogues of either Hypothesis 2 (“distortion”) or Hypothesis
5 (“strong separation”) used in [10]. In that article, Hypothesis 2 plays a crucial
roˆle in guaranteeing that the invariant set has dimension less than 1. By our
observation that t ≥ 1, it cannot possibly hold in our setting. In a sense, our
examples are more purely self-affine, since both singular values are involved in the
dimension calculations, while in [10] the dimension depends only on the largest
one. We stress that our results are only for the Minkowski dimension; estimating
the Hausdorff dimension in our setting appears to be a very difficult problem.
Before stating our main result, we formulate and prove a Kakeya-type estimate
which is a crucial ingredient of the proof. Even though it is a minor variant of
[25, Proposition 1.5], complete details are provided for the convenience of the
reader.
Proposition 3.2. Let R1, . . . , RM ⊂ R2 be rectangles of size α1 × α2, with
α1 > α2. Suppose that the angle between the long sides of any two rectangles
is at least α2/α1. If F ⊂ R2 and τ > 0 are such that L2(F ∩ Ri) ≥ τα1α2 for
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every i ∈ {1, . . . ,M}, then
L2(F ) ≥ Mτ
2α1α2
2
√
2pi log(2piα1/α2)
.
Proof. Given two rectangles Ri and Rj, let us denote the (smaller) angle between
their long sides by(Ri, Rj). Since α2/α1 ≤ (Ri, Rj) ≤ pi/2, a simple geometric
inspection yields α2/α1 + (Ri, Rj) ≤ 2(Ri, Rj) ≤ √2pi sin((Ri, Rj)/2) =√
2piα2/ diam(Ri ∩Rj) and hence
L2(Ri ∩Rj) ≤ α2 diam(Ri ∩Rj) ≤
√
2piα22
α2/α1 +(Ri, Rj)
whenever i 6= j. Thus we have
M∑
j=1
L2(Ri ∩Rj) ≤
dpiα1
2α2
e∑
j=0
√
2piα22
α2/α1 + jα2/α1
≤ 2
√
2piα1α2 log(2piα1/α2) (3.2)
whenever i ∈ {1, . . . ,M}. Here with the notation dxe, we mean the smallest
integer greater than x. Since, by using Ho¨lder’s inequality,
(Mτα1α2)
2 ≤
( M∑
i=1
L2(F ∩Ri)
)2
=
(∫
R2
χF
M∑
i=1
χRidL2
)2
≤
(∫
R2
χ2FdL2
)(∫
R2
( M∑
i=1
χRi
)2
dL2
)
= L2(F )
M∑
i=1
M∑
j=1
L2(Ri ∩Rj),
the claim follows by applying (3.2). Here χA denotes the characteristic function
of a given set A. ¤
We can now state the main result of this article.
Theorem 3.3. Suppose E ⊂ R2 is a self-affine set of Kakeya type and P (t) = 0.
Then
dimM(E) = t ≥ 1.
In particular, dimM is a continuous function when restricted to the class of affine
IFS’s of Kakeya type.
Let us sketch the main idea of the proof; full details are postponed until §4.
To compute the Minkowski dimension, we need to estimate the area of the set
E(δ) for small δ > 0, where E(δ) is the δ-neighborhood of E. In order to do
this we, take a small r and decompose E as a union of cylinders {Ei} with
ϕt(Ai) ≈ r (where t is the singularity dimension). The condition (K2) implies
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that the projection of Ei onto the major axis of the ellipse AiB + ai (where B
is some large ball) has positive Lebesgue measure with a uniform lower bound.
Hence it follows that for large K the Kα2(Ai)-neighborhood of Ei intersects a
rectangle Ri, with small side comparable to α2(Ai) and long side comparable to
α1(Ai), in a set of area comparable to α1(Ai)α2(Ai).
At this point we would like to apply the Kakeya-type estimate of Proposition
3.2. However, for this we need all the rectangles to have the same sizes, while
α1(Ai) and α2(Ai) may take many different values. We deal with this with the
help of Theorem 2.1: with respect to the measure µ given by that theorem, the
values of α1(Ai) and α2(Ai) are roughly constant for “most” symbols i. More
precisely, we will obtain that αk(Ai) ≈ ϕt(Ai)γk ≈ rγk for many symbols i, where
γ1 + (t− 1)γ2 = 1. Also, due to the Gibbs property of µ expressed in (2.5), the
number of symbols i with ϕt(Ai) ≈ r is comparable to r−1.
By (K1c), the angle between the long sides of two of the rectangles Ri and Rj
in the construction are sufficiently separated. Hence we can apply Proposition 3.2
and conclude that the union of all such rectangles has Lebesgue measure which
is, up to a logarithmic factor, the same as if the union was disjoint. Therefore,
letting δ ≈ rγ2 we conclude
L2(E(δ)) & rγ1+γ2−1+ε ≈ δ2−t+ε,
where ε > 0 is arbitrarily small, which gives the desired lower estimate (the upper
estimate is well known). The latter claim of the theorem is now an immediate
consequence of the next lemma.
Lemma 3.4. Suppose that for each i ∈ I there is a contractive invertible matrix
Ai ∈ R2×2 such that the condition (K1a) is satisfied. Then (A1, . . . , Aκ) is a
continuity point for the singular value dimension.
Proof. After an appropriate rotation we can assume, without loss of generality,
that θ = 1√
2
(1, 1) in the condition (K1a). This implies that for each i ∈ I, the
coefficients of Ai are either all strictly positive or all strictly negative, and this
property is preserved under small perturbations. Since multiplying by the scalar
−1 does not affect the singular values of Ai for i ∈ I∗, we will assume that for
each i ∈ I, the matrix Ai has coefficients bounded below by some δ > 0. Note
that, since Ai is contractive, all of its coefficients are bounded above by 1.
If M1,M2 ∈ R2×2 and c ∈ R, by M1 < M2 we mean that the inequality holds
for each coefficient, and by c < M1 we will mean that all coefficients of M1 are
strictly greater than c. In the same way we define M1 > M2 and c > M1. Note
that if 0 < M1 < M2, then α1(M1) < α1(M2) by the Perron-Frobenius Theorem.
Fix 0 < ε < δ, and suppose that for each i ∈ I there is a matrix Bi ∈ R2×2 such
that
−ε < Ai −Bi < ε.
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Let ε1 = ε/δ, and note that
(1− ε1)Ai < Bi < (1 + ε1)Ai.
Iterating this, we get that if i ∈ In, then
(1− ε1)nAi < Bi < (1 + ε1)nAi,
and hence
(1− ε1)nα1(Ai) < α1(Bi) < (1 + ε1)nα1(Ai). (3.3)
A straightforward calculation shows that, for i ∈ I,
| det(Ai)| − 8ε < | det(Bi)| < | det(Ai)|+ 8ε,
whence, letting
ε2 = max
i∈I
8ε| det(Ai)|−1,
we obtain
(1− ε2)| det(Ai)| < | det(Bi)| < (1 + ε2)| det(Ai)|.
Recall the definition of the pressure function given in (2.4). Let PA and PB
denote the pressures corresponding to the matrices {Ai}i∈I and {Bi}i∈I , respec-
tively. Let t be such that PA(t) = 0, and let s be such that PB(s) = 0. Our goal
is to show that s→ t as ε ↓ 0.
Let D = maxi∈I | det(Ai)|. Pick any D′ ∈ (D, 1), and suppose ε is so small
that D + 8ε < D′. If s ≥ 2, then it is easy to see that the pressure is given by
PB(s) = log
(∑
i∈I
| det(Bi)|s/2
)
≤ log κ− s
2
| logD′|.
Using this, we see that
s ≤ max(2 log κ/| logD′|, 2) =: T.
Since, forM ∈ R2×2, α2(M) = | det(M)|/α1(M), we obtain from (3.3) and the
multiplicativity of the determinant that, for i ∈ In,
λn1ϕ
s(Ai) < ϕ
s(Bi) < λ
n
2ϕ
s(Ai), (3.4)
where
λ1 = (1− ε1)(1 + ε1)−1(1− ε2)T/2,
λ2 = (1 + ε1)(1− ε1)−1(1 + ε2)T/2.
In order to see that (3.4) holds, it is convenient to consider the cases 0 ≤ s < 1,
1 ≤ s < 2, and 2 ≤ s ≤ T separately. From (3.4), we obtain
PA(s) + log(λ1) ≤ PB(s) ≤ PA(s) + log(λ2),
yielding
PA(s) ∈ [− log(λ2),− log(λ1)].
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Since PA is a continuous, strictly decreasing function, so is its inverse P−1A . But
λ1, λ2 → 1 as ε → 0, so the continuity of P−1A implies that s → t as ε ↓ 0. This
is exactly what we wanted to show. ¤
4. Proof of the main result
This section is dedicated to the proof of Theorem 3.3. We first collect several
lemmas which will be used in the proof. These lemmas are geometric conse-
quences of Definition 3.1. We remark that some of these lemmas are analogous
to results in [10].
Lemma 4.1. Suppose that for each i ∈ I there is a contractive invertible ma-
trix Ai ∈ R2×2 such that the conditions (K1a) and (K1b) are satisfied. Then
|Aix| ≥ cos(β)α1(Ai)|x| for all x ∈ X(θ, β) and all i ∈ I∗. Moreover, α1(Aij) ≥
cos2(β)α1(Ai)α1(Aj) whenever i, j ∈ I∗.
Proof. Let i ∈ I∗, x ∈ X(θ, β), and write x = x1θ1(Ai) + x2θ2(Ai). We may
assume that |x| = 1. Since θ1(Ai) is, by definition, the eigenvector of A∗iAi
corresponding to the largest eigenvalue, it follows from (K1a), (K1b), and the
Perron-Frobenius Theorem that θ1(Ai) ∈ X(θ, β) and |x1| = x · θ1(Ai) ≥ cos(β)
(note that the Perron-Frobenius Theorem is usually stated for matrices preserv-
ing the positive cone, but it holds for any cone by a change of coordinates).
Therefore
|Aix|2 = |A∗iAix · x| = α1(Ai)2x21 + α2(Ai)2x22 ≥ α1(Ai)2 cos2(β)
giving the first claim.
The second claim follows immediately since
α1(Aij) ≥ |AiAjθ| ≥ cos(β)α1(Ai)|Ajθ| ≥ cos2(β)α1(Ai)α1(Aj)
whenever i, j ∈ I∗. ¤
Remark 4.2. Suppose that for each i ∈ I there is a contractive invertible matrix
Ai ∈ R2×2 such that the conditions (K1a) and (K1b) are satisfied. It follows
immediately from Lemma 4.1 that there exists a constant D ≥ 1 such that for
every t ≥ 0
D−1ϕt(Ai)ϕt(Aj) ≤ ϕt(Aij)
whenever i, j ∈ I∗. In fact, D = cos−2(β) works.
Lemma 4.3. Suppose that for each i ∈ I there is a contractive invertible matrix
Ai ∈ R2×2 such that the conditions (K1a) and (K1b) are satisfied. Then
(i) the angle between the vectors Ai
(
θ1(Ai)
)
and Aix is at most a constant
times α2(Ai)/α1(Ai) for every i ∈ I∗ and x ∈ X(θ, β).
If in addition the condition (K1c) is satisfied, then
(ii) the angle between the vectors Aix and Ajy is at least a constant times
α2(Ai∧j)/α1(Ai∧j) for every i, j ∈ I∗ and x, y ∈ X(θ, β).
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Proof. We first prove (i). Fix i ∈ I∗. Let x ∈ S1 ∩X(θ, β) and denote by γ the
(smaller) angle between Aix and the major axis of the ellipse Ai
(
B(0, 1)
)
, that
is, the vector Ai
(
θ1(Ai)
)
. Since, by Lemma 4.1, we have |Aix| ≥ cos(β)α1(Ai),
it follows that | sin(γ)| ≤ α2(Ai)/
(
cos(β)α1(Ai)
)
. We conclude
|γ| ≤ pi
2
| sin(γ)| ≤ pi
2 cos(β)
α2(Ai)/α1(Ai).
Next we show (ii). Write i = ki′ and j = kj′, where k = i∧j, and notice that
i′ and j′ start with different symbols. Therefore it follows from (K1c) that there
exists a constant c > 0 (independent of i and j) such that the angle between Ai′x
and Aj′y is at least c for any x, y ∈ X(θ, β). Hence it will be enough to prove the
following claim: Given c1 > 0 there is c2 > 0 such that if x, y ∈ S1 ∩X(θ, β) and
|x − y| ≥ c1, then the angle between Akx and Aky is at least c2α2(Ak)/α1(Ak)
for all k ∈ I∗.
To prove the claim consider the triangle with vertices 0, Akx,Aky. Denote
the angle at 0 by γ. By Lemma 4.1, the sides containing 0 have lengths be-
tween cos(β)α1(Ak) and α1(Ak), while by the assumption, the length of the
third side is at least c1α2(Ak). We compute the area of the triangle in two
ways. On the one hand, it is |Akx||Aky| sin(γ)/2 ≤ α1(Ak)2 sin(γ)/2. Since
one of the other two angles of the triangle must be at least pi/6 (otherwise
γ > 2pi/3 and there is nothing to prove), the area of the triangle is also at least
cos(β)c1α1(Ak)α2(Ak) sin(pi/6)/2. By comparing these two estimates, the claim
follows. The proof is complete. ¤
In [10, §3], it is claimed that (K1a) implies that the matrices Ai are strict
contractions acting on the space of lines through the origin with positive slope,
where the metric is the smaller angle between them. This assertion is wrong, as
the following example shows: let
A =
(
1 ε
ε ε
)
.
Let ` be the line through the origin and (ε, 1) and let `′ be the line through the
origin and (2ε, 1). Then a simple calculation shows that the angle between the
lines A` and A`′ is of the order of ε−1 times the angle between ` and `′ as ε ↓ 0.
However, the next lemma, and in particular (4.1), shows that [10, Proposition
3.1] is still correct.
Lemma 4.4. Suppose that for each i ∈ I there is a contractive invertible matrix
Ai ∈ R2×2 such that the condition (K1a) is satisfied. Then there exist constants
C ≥ 1 and 0 < η < 1 such that
α2(Ai) ≤ Cη|i|α1(Ai)
whenever i ∈ I∗.
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Proof. Let us first show that there exists C0 ≥ 1 and 0 < η < 1 such that
Ai
(
X(θ, β)
) ⊂ X(Aiθ/|Aiθ|, C0η|i|β) (4.1)
whenever i ∈ I∗. Denote the space of all lines through the origin which are
contained in X(θ, β) by P(θ, β). The smaller angle between any two lines `1, `2
will be denoted by (`1, `2). Since the maps Ai are not necessarily contractions
with respect to the metric , we will make use of a different, but equivalent,
metric. This metric is used in some proofs of the Perron-Frobenius Theorem, see
for example [19, Lemma 3.4].
Let `0 be a line through the origin which is not contained in X(θ, β), and such
that (`0, `) < pi/2 for all ` ∈ P(θ, β). Define d : P(θ, β)2 → R by setting
d(`1, `2) =
∣∣log tan((`0, `1))− log tan((`0, `2))∣∣
as `1, `2 ∈ P(θ, β). It is easy to verify that d is indeed a metric and, moreover,
there is a constant C0 ≥ 1 such that
C
−1/2
0 (`1, `2) ≤ d(`1, `2) ≤ C1/20 (`1, `2), (4.2)
for all `1, `2 ∈ P(θ, β). This is true since log tan has a bounded derivative on a
compact subset of (0, pi/2). We claim that the maps Ai acting on P(θ, β) are
uniformly contractive with respect to d. To prove this, we may fix i ∈ I and
assume that
Ai =
(
a b
c d
)
.
Moreover, after an appropriate rotation we can assume that `0 is the x-axis,
and all elements of P(θ, β) have positive slope. Hence a, b, c, d are nonzero and
have the same sign. We will denote the slope of ` ∈ P(θ, β) by s(`). After this
normalization, we have
d(Ai`1, Ai`2) = | log
(
s(Ai`1)
)− log(s(Ai`2))|,
where
s(Ai`) =
c+ ds(`)
a+ bs(`)
for any ` ∈ P(θ, β). In order to verify the claim, it suffices to show that the
derivative of the function g : R → R, g(s) = log c+des
a+bes
, is strictly less than 1 in
absolute value. It is straightforward to see that
|g′(s)| = |ad− bc|e
s
(a+ bes)(c+ des)
attains its maximum value at s0 =
1
2
log ac
bd
. Some elementary algebra shows that
|g′(s0)| = |ad− bc|
ad+ bc+ 2
√
abcd
< 1
which is exactly what we wanted.
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Using the claim and (4.2), we see that there exists 0 < η < 1 such that
(Ai`1, Ai`2) < C0η|i|(`1, `2),
for any i ∈ I∗ and `1, `2 ∈ P(θ, β). Taking `1, `2 as the two lines which make up
the boundary of X(θ, β), the assertion (4.1) follows.
To finally prove the lemma, notice that for each i ∈ I∗, we have
L2(Ai(B(0, 1) ∩X(θ, β))) = L2(B(0, 1) ∩X(θ, β)) det(Ai)
= βα1(Ai)α2(Ai).
On the other hand, using (4.1), we have
L2(Ai(B(0, 1) ∩X(θ, β))) ≤ L2(B(0, α1(Ai)) ∩X(Aiθ/|Aiθ|, C0η|i|β))
= Cη|i|βα1(Ai)2
for some constant C ≥ 1. Comparing the two last displayed formulas yields the
result. ¤
Now we are ready to prove the main theorem.
Proof of Theorem 3.3. The upper bound dimM(E) ≤ t holds in general, for ex-
ample, see [1] and [3]. Since (K2) implies dimH(E) ≥ 1, it is enough to prove
that dimM(E) ≥ t. The continuity assertion will then follow from Lemma 3.4.
Recalling Remark 4.2, let µ, 1 > λ1(µ) ≥ λ2(µ) > 0, and c,D ≥ 1 be as in
Theorem 2.1. Fix 0 < ε ≤ 1
2
c−2D−1α ≤ 1
2
. Using Egorov’s Theorem, we find an
integer n0 and a compact set K ⊂ I∞ so that µ(I∞ \K) < ε and
λk(µ)
n(1+ε) ≤ αk(Ai|n) ≤ λk(µ)n(1−ε)
whenever i ∈ K, k ∈ {1, 2}, and n ≥ n0. Denoting
γk =
log λk(µ)
log λ1(µ)λ2(µ)t−1
as k ∈ {1, 2}, we notice that γ1 + (t− 1)γ2 = 1 and
ϕt(Ai|n)
γk(1+ε)/(1−ε) ≤ αk(Ai|n) ≤ ϕt(Ai|n)γk(1−ε)/(1+ε) (4.3)
whenever i ∈ K, k ∈ {1, 2}, and n ≥ n0. Since ε can be arbitrarily small, (4.3)
together with Lemma 4.4 imply that γ1 < γ2.
For r > 0 define
Z(r) = {i ∈ I∗ : ϕt(Ai) ≤ r < ϕt(Ai−)},
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and notice that the set Z(r) is incomparable for every r > 0. Denote also
ZK(r) = {i ∈ Z(r) : [i] ∩K 6= ∅}. Since
(cD)−1α
∑
i∈Z(r)\ZK(r)
r ≤ c−1
∑
i∈Z(r)\ZK(r)
ϕt(Ai)
≤
∑
i∈Z(r)\ZK(r)
µ([i]) ≤ µ(I∞ \K) < ε,
and, similarly, ∑
i∈Z(r)
r ≥
∑
i∈Z(r)
ϕt(Ai) ≥ c−1,
it follows that
#ZK(r) ≥ (c−1 − εcDα−1)r−1 ≥ 12c−1r−1. (4.4)
Hence, choosing r > 0 small enough so that |i| ≥ n0 for every i ∈ Z(r) and
denoting ξ = mink∈{1,2}(D−1α)3γk , it follows from (4.3) that
ξrγk(1+4ε) ≤ αk(Ai) ≤ rγk(1−2ε) (4.5)
whenever i ∈ ZK(r) and k ∈ {1, 2}.
Fix i ∈ I∗. Let vi be the unit vector with direction equal to the major axis of
the ellipse Ai
(
B(0, 1)
)
. Explicitly, vi = Ai
(
θ1(Ai)
)
/α1(Ai). Since
vi · Aix = A∗ivi · x = α1(Ai)θ1(Ai) · x,
for each x ∈ E, it follows from (K2) that L1({vi ·x : x ∈ Ei}) ≥ %α1(Ai). Hence
there exists a constant T ≥ 1 so that for each i ∈ I∗ there is a rectangle Ri of
size α1(Ai)×α2(Ai) with long side parallel to Ai
(
θ1(Ai)
)
such that the Tα2(Ai)-
neighborhood of Ei intersects Ri in a set of L2-measure at least %α1(Ai)α2(Ai).
Using Lemma 4.3(ii) and (4.3), we get that there exists a constant 0 < ω′ < 1
such that if i, j ∈ ZK(r), i 6= j, and |i ∧ j| ≥ n0, then the angle between the
long sides of the rectangles Ri and Rj, denoted by (Ri, Rj), is at least
ω′α2(Ai∧j)/α1(Ai∧j) ≥ ω
′ϕt(Ai∧j)γ2(1+ε)/(1−ε)
ϕt(Ai∧j)γ1(1−ε)/(1+ε)
≥ ω′rγ2(1+4ε)−γ1(1−2ε).
If |i ∧ j| < n0 then, using Lemma 4.3(ii) again,
(Ri, Rj) ≥ ω′α2(Ai∧j)/α1(Ai∧j) ≥ ω′αn0/αn0 .
(Recall that α ≤ αd(Ai) ≤ α1(Ai) ≤ α for all i ∈ I). Thus, in either case, if
i, j ∈ ZK(r), i 6= j, then
(Ri, Rj) ≥ ωrγ2(1+4ε)−γ1(1−2ε), (4.6)
where ω = ω′αn0/αn0 < 1.
In order to apply Proposition 3.2, all the rectangles must have the same size.
Let
α′1 = r
γ1(1−2ε) r
γ2(1−2ε)
ωrγ2(1+4ε)
≥ rγ1(1−2ε)
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and let also α′2 = r
γ2(1−2ε) (bear in mind that both α′1 and α
′
2 depend on r).
It follows from (4.5) that each rectangle Ri, with i ∈ ZK(r), is contained in a
rectangle R′i of size α
′
1×α′2 with long side still parallel to Ai
(
θ1(Ai)
)
. Moreover,
by (4.6), the angle between any two such rectangles is at least α′2/α
′
1.
Let δ = Trγ2(1−2ε). We write E(δ) for the δ-neighborhood of E. Using
(4.5) once again, notice that, whenever i ∈ ZK(r), E(δ) contains a Tα2(Ai)-
neighborhood of Ei ⊂ E. Hence E(δ) intersects each rectangle Ri, and therefore
also each rectangle R′i, in a set of L2-measure at least
%α1(Ai)α2(Ai) ≥ %ξrγ1(1+4ε)ξrγ2(1+4ε) = τα′1α′2,
where
τ = %ξ2r(γ1+γ2)(1+4ε)
ωrγ2(1+4ε)
rγ1(1−2ε)rγ2(1−2ε)rγ2(1−2ε)
= %ξ2ωr6ε(γ1+2γ2).
We can now apply Proposition 3.2 to the set E(δ) and the family {R′i : i ∈
ZK(r)} to obtain, for every r > 0 small enough, that
L2(E(δ)) ≥ #ZK(r)τ(τα′1α′2)
2
√
2 log(2piα′1/α
′
2)
≥
(
1
2
c−1r−1
) (
%ξ2ωr6ε(γ1+2γ2)
) (
%ξ2r(γ1+γ2)(1+4ε)
)
2
√
2 log(2piω−1rγ1(1−2ε)−γ2(1+4ε))
=
(4
√
2c)−1%2ξ4ωrγ1+γ2−1+ε(10γ1+16γ2)
log(2piω−1rγ1−γ2−ε(2γ1+4γ2))
,
where in the second displayed line we used (4.4). Recalling the definition of δ,
we estimate
dimM(E) = lim inf
δ↓0
(
2− logL
2
(
E(δ)
)
log δ
)
≥ 2− lim sup
r↓0
(
log
(
(4
√
2c)−1%2ξ4ωrγ1+γ2−1+ε(10γ1+16γ2)
)
log(Trγ2(1−2ε))
− log log(2piω
−1rγ1−γ2−ε(2γ1+4γ2))
log(Trγ2(1−2ε))
)
= 2− γ1 + γ2 − 1 + ε(10γ1 + 16γ2)
γ2(1− 2ε) ,
provided that γ1−γ2−ε(2γ1+4γ2) < 0. By our earlier remark that γ1 < γ2, this
can be achieved by starting with a very small ε > 0. Since γ1 − 1 = (1 − t)γ2,
we conclude, by letting ε ↓ 0, that
dimM(E) ≥ 2−
γ1 + γ2 − 1
γ2
= t,
as desired. ¤
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5. On the projection condition
Of all the conditions in the definition of a self-affine set of Kakeya type, the
projection condition (K2) is the only one which cannot be checked directly. In
this section we prove easily verifiable criteria which will be used to produce
examples where (K2) holds.
We introduce some notation. Given a set F ⊂ Rd and e ∈ Rd, we will denote
F · e = {x · e : x ∈ F}.
The convex hull of F will be denoted by conv(F ). Recall that a matrixM ∈ Rκ×κ
with nonnegative coefficients is irreducible if for all 1 ≤ i, j ≤ κ there is n > 0
such that Mnij > 0. Finally, the identity matrix on R2×2 will be denoted by Id2.
We state two simple lemmas for later reference.
Lemma 5.1. If {Ii : i ∈ I∗} is a collection of closed intervals such that for any
i ∈ I∗ ⋃
i∈I
Iii = Ii,
then ∞⋂
k=0
⋃
i∈Ik
Ii = I∅.
Proof. Immediate by induction. ¤
Lemma 5.2. Suppose I1, . . . , Iκ are closed intervals. If the adjacency matrix
M ∈ Rκ×κ defined as
Mij =
{
1, if Ii ∩ Ij 6= ∅,
0, otherwise,
is irreducible, then
⋃κ
i=1 Ii is an interval.
Proof. Left to the reader. ¤
The following proposition, which may be of independent interest, provides
a simple criterion to guarantee that all the projections of a self-affine set are
intervals. Even though our application will be in R2, we state the result for
affine IFS’s on Rd since the proof is the same.
Proposition 5.3. Suppose that for each i ∈ I there are a contractive invertible
matrix Ai ∈ Rd×d with ||Ai|| ≤ α < 1 and a translation vector ai ∈ Rd. If the
adjacency matrix M ∈ Rκ×κ defined as
Mij =
{
1, if conv(Ei) ∩ conv(Ej) 6= ∅,
0, otherwise,
is irreducible, then E · e = conv(E) · e for all e ∈ Rd and, in particular, E · e is
an interval or a single point.
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Proof. We will repeatedly use the fact that the action of taking convex hulls
commutes with affine maps. As a first instance of this, observe that for any
i ∈ I∗,
Ai
(
conv(E)
)
+ ai = conv(Ei), (5.1)
where
ai =
|i|∑
n=1
Ai|n−1ain . (5.2)
Let D denote the Hausdorff distance. Notice that (5.1) implies
D
(
conv(Ei), Ei
) ≤ α1(Ai)D(conv(E), E).
Therefore
lim
k→∞
D
(⋃
i∈Ik
conv(Ei), E
)
= 0,
which in turn yields that
E · e =
∞⋂
k=1
⋃
i∈Ik
conv(Ei) · e.
Hence in order to prove the proposition it is enough to show that the family
{conv(Ei) · e : i ∈ I∗} verifies the hypothesis of Lemma 5.1 for all e ∈ Rd. We
will do so by induction on |i|. Denote Ii = conv(Ei) · e as i ∈ I∗, and note that
Ii∩Ij 6= ∅ whenever conv(Ei)∩ conv(Ej) 6= ∅. Since the matrix M was assumed
to be irreducible, the hypothesis of Lemma 5.2 is met, whence J∅ :=
⋃
i∈I Ii is
an interval, and thus equal to its convex hull. On the other hand, since
E · e ⊂ J∅ ⊂ conv(E) · e = conv(E · e),
we have conv(J∅) = conv(E) · e. Hence J∅ = conv(E) · e, and this settles the
case |i| = 0. Now assume the case |i| = k has been proven, and let i be a
symbol of length k + 1. Write Ji =
⋃
i∈I conv(Eii) · e and i = jj, where j ∈ I
and |j| = k. Then
Ji =
⋃
i∈I
(
Aj
(
conv(Eji)
)
+ aj
) · e = Aj(⋃
i∈I
conv(Eji)
)
· e+ aj · e
=
(⋃
i∈I
conv(Eji)
)
· A∗je+ aj · e.
By the inductive hypothesis, this is an interval. On the other hand, Ji contains
Ei ·e and is contained in conv(Ei) ·e, whence its convex hull must be conv(Ei) ·e.
This shows that Ji = Ii, which is what we wanted to prove. ¤
Proposition 5.3 is useful because one can check whether it holds by simply
plotting the self-affine set E, say using a computer program. It also yields a
very simple algebraic criterion which guarantees that all linear projections are
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stably intervals, as the next corollary shows. Given x, y ∈ R2, we will denote
[x, y] = {λx + (1− λ)y : 0 ≤ λ ≤ 1} and (x, y) = [x, y] \ {x, y}. Furthermore, if
i ∈ I then with the notation i∞, we mean the symbol (i, i, . . .) ∈ I∞.
Corollary 5.4. Suppose that for each i ∈ I there are a contractive invertible
matrix Ai ∈ R2×2 with ||Ai|| ≤ α and a translation vector ai ∈ R2. Denote by E
the invariant set of the affine IFS Φ = {Ai + ai}i∈I and let
xi = pi(i1
∞) = ai +
∞∑
n=0
AiA
n
1a1,
yi = pi(iκ
∞) = ai +
∞∑
n=0
AiA
n
κaκ,
(5.3)
as i ∈ I. If the adjacency matrix M ∈ Rκ×κ defined as
Mij =
{
1, if (xi, yi) ∩ (xj, yj) is a single point,
0, otherwise,
is irreducible, then for each affine IFS Φ′ sufficiently close to Φ there is a constant
% > 0 such that E ′ · e is an interval having length at least % for all e ∈ R2. Here
E ′ is the invariant set of Φ′.
Proof. Denote byM ′ the adjacency matrix corresponding to the system Φ′. Since
the property that (xi, yi) intersects (xj, yj) in a single point is stable, we see that
M ′ij ≥Mij if Φ′ is sufficiently close to Φ. In particular,M ′ is irreducible whenever
M is. Thus it is enough to verify the result for the original system Φ. It follows
from the assumptions that E is not contained in a line. Thus there exists % > 0
such that conv(E) contains a ball of radius %. Since trivially (xi, yi) ⊂ conv(Ei),
the proof is finished by Proposition 5.3. ¤
We next present a different, but also stable and easily checkable, condition
that guarantees that the projection condition (K2) is met. Let Q2 denote the
family of all vectors v ∈ R2 with strictly positive coefficients and define a partial
order ≺ on R2 by setting x ≺ y if and only if y − x ∈ Q2. With the notation
x ¹ y we mean that x ≺ y or x = y.
Lemma 5.5. Suppose that for each i ∈ I there are a contractive invertible matrix
Ai ∈ R2×2 with ||Ai|| ≤ α and a translation vector ai ∈ R2. If Ai has strictly
positive coefficients for all i ∈ I and the points xi, yi defined in (5.3) satisfy
xi ≺ xi+1 ≺ yi ≺ yi+1 (5.4)
whenever i ∈ {1, . . . , κ−1}, then there is a constant % > 0 such that E ·e contains
an interval of length (yκ − x1) · e ≥ % for all e ∈ Q2.
Proof. The proof runs parallel to that of Proposition 5.3. Given i ∈ I∗, write
`i = Ai([x1, yκ]) + ai,
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where ai is given by (5.2). We set A∅ = Id2 and a∅ = (0, 0). Observe that
D(`i, Ei)→ 0 as |i| → ∞,
whence
lim
k→∞
D
(⋃
i∈Ik
`i, E
)
= 0,
which in turn yields that
E · e ⊃
∞⋂
k=1
⋃
i∈Ik
`i · e.
Thus we only need to prove that the family {`i ·e : i ∈ I∗} verifies the hypothesis
of Lemma 5.1 for all e ∈ Q2. Denoting Ii = `i · e as i ∈ I∗, we will prove by
induction on |i| that
Ii =
⋃
i∈I
Iii =
(
Ai([x1, yκ]) + ai
) · e, (5.5)
for all e ∈ Q2. Consider the case |i| = 0 first. Note that, for i ∈ I,
xi = Aix1 + ai, yi = Aiyκ + ai.
Hence `i = [xi, yi]. From (5.4) we get that x1 ¹ xi ≺ yi ¹ yκ for i ∈ I, whence⋃
i∈I
[xi, yi] · e ⊂ [x1, yκ] · e. (5.6)
On the other hand, from (5.4) we see that xi ≺ yi+1 and xi+1 ≺ yi. Since
x · e < y · e whenever x ≺ y and e ∈ Q2, we get
[xi, yi] · e ∩ [xi+1, yi+1] · e 6= ∅, (5.7)
whenever i ∈ {1, . . . , κ−1}. From (5.6) and (5.7), and recalling that `i = [xi, yi],
we get (5.5) in the case |i| = 0. The inductive step follows the same pattern as
in Proposition 5.3; details are omitted. ¤
6. Examples and remarks
We are now ready to state easily checkable conditions which guarantee that
an affine IFS is stably of Kakeya type. Explicit examples follow below. In the
following theorem, we will use the convention that [x, y] = [y, x] if x > y.
Theorem 6.1. Suppose that for each i ∈ I there are a contractive invertible
matrix Ai ∈ R2×2 with ||Ai|| ≤ α and a translation vector ai ∈ R2. Assume
further that for each i ∈ I there are real numbers ui, vi, wi, zi > 0 such that
Ai =
(
ui vi
wi zi
)
and the following two conditions hold:
(X1) The intervals [wi/ui, zi/vi] are pairwise disjoint for every i ∈ I.
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(X2) The affine IFS {Ai+ai}i∈J , where J ⊂ I has at least two elements, verifies
either the hypotheses of Corollary 5.4 or the hypotheses of Lemma 5.5.
Then the affine IFS Φ = {Ai + ai}i∈I is stably of Kakeya type. In particular,
the Minkowski dimension of the invariant set is given by the zero of the pressure
formula (2.4), and is continuous on a neighborhood of Φ.
Proof. Using Theorem 3.3, we only need to show that (K1) and (K2) hold for
any small perturbation of Φ. Since both (X1) and (X2) are stable properties, it
is in fact enough to check that Φ is of Kakeya type.
Let θ = 1√
2
(1, 1). Since the Ai have strictly positive coefficients, both Ai and
A∗i map the cone X(θ, pi/2) into X(θ, β
′) for some β′ < pi/2. Hence there exists
β < pi/2 such that both (K1a) and (K1b) hold.
Suppose that (K1c) does not hold for Φ. Then there is s > 0 and i, j ∈ I such
that i 6= j and
(1, s) = Ai(x, y) = Aj(x
′, y′),
for some x, y, x′, y′ > 0. Some simple algebra shows that
s =
wix+ ziy
uix+ viy
=
wjx
′ + zjy′
ujx′ + vjy′
,
whence s ∈ [wi/ui, zi/vi] ∩ [wj/uj, zj/vj], which contradicts (X1).
Let F be the invariant set of Ψ = {Ai + ai}i∈J . It is clear that F ⊂ E. If Ψ
verifies the conditions of Corollary 5.4, then (K2) is immediately satisfied for Ψ
and hence also for Φ. Likewise, if Ψ satisfies the hypotheses of Lemma 5.5, then
(K2) holds for Φ. This is true since θ1(Ai) has positive coordinates thanks to the
Perron-Frobenius Theorem. The proof is complete. ¤
We remark that finding an explicit neighborhood to which Theorem 6.1 applies
is an elementary, if tedious, exercise.
Example 6.2. We consider our first specific example. Let
A1(r, ε) =
(
r r + ε
ε r
)
, A2(r, ε) =
(
r ε
r + ε r
)
.
The affine IFS {A1(r, 0) + a1, A2(r, 0) + a2} was studied in [2], where it is
proven that the singularity dimension is 1 when r = 1/3. This IFS does not
verify (K1a); however, {A1(r, ε) + a1, A1(r, ε) + a2} does satisfy (X1), and hence
(K1), for all small ε > 0.
Figure 1 depicts the invariant set when r = 0.4, ε = 0.1 and the translations are
a1 = (−0.3,−0.3) and a2 = −a1. For these values of the parameters the spectral
radius of the matrices Ai(r, ε) is approximately 0.624 > 1/2; thus Falconer’s
Theorem does not apply. However, the conditions of Corollary 5.4 are clearly
met (this can be verified algebraically without effort). Thus, by Theorem 6.1, this
is stably a self-affine set of Kakeya type. We remark that by picking appropriate
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Figure 1: A self-affine set of Kakeya type.
values of r and ε one can obtain examples where the norms of the maps are
arbitrarily close to 1.
Notice that the invariant set resembles a union of approximately equally long
segments pointing in different directions, underlining the Kakeya-type structure.
Also observe that this particular example appears to be overlapping, although
proving this rigorously looks very difficult.
Lemma 6.3. Suppose that for each i ∈ {1, 2} there is a contractive invertible
matrix Ai ∈ R2×2 with strictly positive coefficients and ||Ai|| ≤ α, such that the
condition (X1) is satisfied. Let
B2 =
∞∑
n=0
An2 = (Id2 − A2)−1.
If both A1B2 − Id2 and (Id2 − A1)B2 have strictly positive coefficients, then for
any vector a2 with strictly positive coefficients, the affine IFS {A1, A2 + a2} is
stably of Kakeya type.
Proof. Notice that B2 has strictly positive coefficients. The points defined in
(5.3) are now x1 = 0, y1 = A1B2a2, x2 = a2, and y2 = B2a2. Suppose a2 ∈ Q2. It
is clear that x1 ≺ x2. Moreover, x2 ≺ y1 whenever A1B2−Id2 has strictly positive
coefficients, and y1 ≺ y2 whenever (Id2 −A1)B2 has strictly positive coefficients.
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Thus we have shown that the hypotheses of Lemma 5.5 hold, whence the lemma
is immediate from Theorem 6.1. ¤
Example 6.4. As a concrete example, let
A1 =
(
0.35 0.40
0.30 0.35
)
, A2 =
(
0.40 0.45
0.45 0.50
)
. (6.1)
A straightforward calculation shows that A1B2 − Id2 and (Id2 − A1)B2 have
positive coefficients. Hence, by Lemma 6.3, the affine IFS {A1, A2 + a2}, as well
as any small perturbation, is of Kakeya type for any a2 ∈ Q2. In particular, the
Minkowski dimension of the invariant set of this IFS is constant for all a2 ∈ Q2.
Example 6.5. As a final example, we exhibit an affine IFS of Kakeya type with
an arbitrary number of maps. Choose κ ≥ 3 and let A1, A2 be as in Example
6.4. For j ∈ {3, . . . , κ}, we define
Aj =
(
1
2
1
2
1
3j−1
1
3j
)
.
Note that {A1, . . . , Aκ} satisfies (X1). Thus Theorem 6.1, applied with J =
{1, 2}, implies that for any a2 ∈ Q2 and any a3, . . . , aκ ∈ R2, the affine IFS
{A1, A2 + a2, A3 + a3, . . . , Aκ + aκ}
is stably of Kakeya type.
We finish the paper with some questions and remarks.
Remark 6.6. (1) Our techniques do not extend easily to higher dimensions. One
source of technical difficulties is having to deal with more than two singular
values, but the main obstruction is of course that the Kakeya conjecture is open
for dimension d ≥ 3, and no analogue of Proposition 3.2 is known. We remark,
however, that Lemma 4.1 does hold, with the same proof, in higher dimensions,
although one needs to replace the cone X(θ, β) by a cone which is, after a change
of coordinates, Qd∪−Qd. Here Qd is the family of all vectors v ∈ Rd with strictly
positive coefficients. Note that in R2 both classes of cones agree, but not in higher
dimensions. This observation will be useful in the appendix.
(2) We do not know if our results hold for nonlinear perturbations of the affine
IFS’s we study. In studying nonlinear, nonconformal IFS’s one usually needs
to assume the so-called “1-bunching” condition, which guarantees that certain
kind of bounded distortion holds, and therefore allows control of the shape of the
cylinder sets; see for example [5]. For a linear map A, 1-bunching is equivalent
to α2(A) >
(
α1(A)
)2
. This is exactly Hypothesis 2 in [10] and, as remarked in
§3, it cannot hold in our setting. More specifically, 1-bunching appears to be
necessary to extend Lemma 4.3 to nonlinear maps.
(3) Computing the singularity dimension of an arbitrary affine IFS is a very
difficult problem. Recently Falconer and Miao [6] succeeded in finding a closed
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formula in the case all the matrices are upper triangular but, as they indicate, in
general it is very hard to even obtain good numerical estimates. In our setting,
one could use Lemma 4.1 to obtain rigorous upper and lower bounds, but the
convergence is extremely slow.
(4) It would be of interest to find more general conditions for the validity
of (K2). In particular, is it true that, when κ = 2, (K2) holds whenever the
singularity dimension is strictly larger than 1?
(5) Falconer’s theorem shows that the equality of Hausdorff dimension and
singular value dimension of a self-affine set is typical from the point of view
of measure, at least when the norms of the linear maps do not exceed 1
2
, but
does not say anything about the topological structure of the exceptional set. In
every known counterexample, the linear parts of the affine maps commute; this
is of course a nowhere dense condition. Our results provide some support to the
conjecture that Minkowski dimension and singular value dimension agree for an
open and dense family of affine IFS’s.
Acknowledgement. PS wishes to thank Nuno Luzia and Boris Solomyak for help-
ful conversations and comments.
Appendix A. Tractable self-affine sets
It was recently proved in [14] that the positivity of the Hausdorff measure is
equivalent to a specific separation condition in a setting going beyond the confor-
mal case. Working on Rd, we define a nontrivial class of affine IFS’s having this
property. With the notation Ht, we mean the t-dimensional Hausdorff measure,
see [15, §4], and Qd is the family of all vectors v ∈ Rd with strictly positive
coefficients.
Definition A.1. If for each i ∈ I there are a contractive invertible matrix
Ai ∈ Rd×d with ||Ai|| ≤ α < 1 and a translation vector ai ∈ Rd then the
collection of affine mappings {Ai + ai : i ∈ I} is called a tractable affine iterated
function system and the invariant set E ⊂ Rd of this affine IFS a tractable self-
affine set provided that the condition (K1a) is satisfied for the cone Qd ∪ −Qd
and the set E is not contained in any hyperplane of Rd.
We remark that we do not assume the separation condition (K1c). To motivate
the use of the cone Qd ∪ −Qd, recall the explanation in Remark 6.6(1). The
condition on hyperplanes is simply a non-degeneracy assumption.
We shall show that on a tractable self-affine set the diameter of a cylinder is
comparable to the corresponding largest singular value. For the proof, we need
the following linear algebraic lemma.
Lemma A.2. Suppose there is a matrix A ∈ Rd×d such that
A
(Qd ∪ −Qd) ⊂ Qd ∪ −Qd.
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Then there exist a hyperplane H such that for each w ∈ Rd \H there is n0 ∈ N
with Anw ∈ Qd ∪ −Qd whenever n ≥ n0.
Proof. Let {λ1, . . . , λd} be the spectrum of A, where |λ1| ≥ . . . ≥ |λn|. By the
Perron-Frobenius Theorem, λ1 is real and positive, and λ1 > |λ2|. Moreover,
if v is the Perron eigenvector associated to λ1 then v ∈ Qd ∪ −Qd. Let H be
the hyperplane spanned by all the other eigenvectors of A (this is a well-defined
hyperplane since λ1 is a simple, real eigenvalue). Note that H is invariant under
A.
Fix w ∈ Rd \H and write w = w1v + h, where w1 6= 0 and h ∈ H. We have
Anw = w1λ
n
1v + (A|H)n(h) = λn1
(
w1v + λ
−n
1 (A|H)n(h)
)
(A.1)
for every n ∈ N. Choose |λ2| < µ < λ1 and δ small enough so that B(w1v, δ) ⊂
Qd ∪ −Qd. Since the spectral radius of A|H is |λ2|, we find n0 ∈ N such that
|(A|H)n(h)| < µn|h| and (µ/λ1)n|h| < δ whenever n ≥ n0. Recalling (A.1), we
conclude that Anw ∈ Qd ∪ −Qd for n ≥ n0. The proof is finished. ¤
Lemma A.3. Suppose the collection of affine mappings {Ai + ai : i ∈ I} is a
tractable affine IFS. Then there exists a constant C ≥ 1 such that
C−1α1(Ai) ≤ diam
(
Ei
) ≤ Cα1(Ai)
whenever i ∈ I∗.
Proof. The diameter of Ei is at most a constant times α1(Ai) in general, so we
only need to prove the other direction. Fix i ∈ I and let H be the hyperplane
given by Lemma A.2 applied to the matrix Ai. By the tractability, the self-affine
set E is not contained in any translate of H. Therefore, the arithmetic difference
E − E is not contained in H and we can find two different points x, y ∈ E such
that y − x /∈ H. Applying Lemma A.2, we find n such that y′ − x′ ∈ X(θ, β),
where
y′ = (Ai + ai)ny ∈ E, x′ = (Ai + ai)nx ∈ E.
By Remark 6.6(1) and Lemma 4.1, there exists a constant δ > 0 such that
diam
(
Ei
) ≥ |Aiy′ − Aix′| ≥ δ|y′ − x′|α1(Ai).
The proof is complete. ¤
We introduce in the following definition a natural separation condition to be
used on tractable self-affine sets. Given a tractable affine IFS, define for r > 0
Z(r) =
{
i ∈ I∗ : diam(Ei) ≤ r < diam(Ei−))}
and if in addition x ∈ E, set
Z(x, r) = {i ∈ Z(r) : Ei ∩B(x, r) 6= ∅}.
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Definition A.4. We say that a tractable self-affine set E satisfies a ball condition
if there exists a constant 0 < δ < 1 such that for each x ∈ E there is r0 > 0 such
that for every 0 < r < r0 there exists a set {xi ∈ conv
(
Ei
)
: i ∈ Z(x, r)} such
that the collection {B(xi, δr) : i ∈ Z(x, r)} is disjoint. If r0 > 0 above can be
chosen to be infinity for every x ∈ E then the tractable self-affine set E is said
to satisfy a uniform ball condition. Here with the notation conv(A), we mean
the convex hull of a given set A.
Now we are ready to prove our result concerning tractable self-affine sets.
Theorem A.5. Suppose E is a tractable self-affine set and P (t) = 0 for some
0 < t ≤ 1. Then E satisfies the (uniform) ball condition if and only if Ht(E) > 0.
Proof. Notice first that if 0 < t ≤ 1 then by Lemma A.3, the topological pressure
defined in (2.4) is the same as the topological pressure defined in [14, (3.1)].
Observe that 0 < diam
(
Ei
) ≤ α|i| diam(E) for each i ∈ I∗. According to
Remark 6.6(1) and Lemma 4.1, there is a constant δ > 0 for which α1(Aij) ≥
δα1(Ai)α1(Aj) whenever i, j ∈ I∗. Hence, using Lemma A.3 again, we find a
constant D ≥ 1 such that
D−1 ≤ diam
(
Eij
)
diam
(
Ei
)
diam
(
Ej
) ≤ D
for every i, j ∈ I∗. Since Eii ⊂ Ei as i ∈ I∗ and i ∈ I, we have shown that
the collection of compact sets {Ei : i ∈ I∗} satisfies the assumptions (M1)–(M3)
introduced in [14, §3].
Using Lemma A.3 once again, we see that there exists a constant C ≥ 1 such
that |Aix − Aiy| ≤ C diam
(
Ei
)|x − y| for every x, y ∈ E and for each i ∈ I∗.
Therefore, by [14, Lemma 5.1] and [14, Corollary 3.10], the proof is finished. ¤
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