We develop a one-Newton-step-per-horizon, online, lag-L, model predictive control (MPC) algorithm for solving discrete-time, equality-constrained, nonlinear dynamic programs. Based on recent sensitivity analysis results for the target problems class, we prove that the approach exhibits a behavior that we call superconvergence; that is, the tracking error with respect to the full horizon solution is not only stable for successive horizon shifts, but also decreases with increasing shift order to a minimum value that decays exponentially in the length of the receding horizon.
I. INTRODUCTION
M ODEL predictive control (MPC), also known as receding horizon control or moving horizon control, is a central paradigm of modern engineering. It meets the specialized control needs of power plants and petroleum refineries, and has now been widely used in industrial areas such as food processing, automotive transportation, metallurgy, and artificial intelligence (AI). We refer to [1] - [5] for other industrial applications of MPC and [6] - [10] for brief surveys.
A simplified version of nonlinear MPC, which excludes the inequality constraints (that could nonetheless be approximated by penalty in this framework), aims to solve the following discrete-time, equality-constrained, nonlinear dynamic programming (NLDP), P 0:N (d):
where x k ∈ R nx is the state variable, u k ∈ R nu is the control variable, d k ∈ R n d is the reference variable; g k : R nx×nu×n d → R and f k : R nx×nu×n d → R nx are the cost function and the dynamic function for stage k, respectively;
x 0 , also denoted as d −1 , is the initial state variable; and N is the temporal horizon length, which is supposed to be large. We assume g k , f k are twice continuously differentiable throughout S. Na is with the Department of Statistics, University of Chicago, Chicago, IL 60615, USA (email: senna@uchicago.edu).
M. Anitescu is with the Mathematics and Computer Science Division, Argonne National Laboratory, Lemont, IL 60439, USA (email: an-itescu@mcs.anl.gov). the paper; and some other extra conditions, such as local Lipschitz continuity, will be imposed later. Problem (1) is parameterized by d = d −1:N −1 = (x 0 ; d 0 ; . . . ; d N −1 ), which is also the input problem data. Here, we use semicolons in f k , g k to separate input variables and decision variables.
One of the central issues in solving (1) is the time to solution: the control policy u k must be known before time k so it can be applied. For long horizons N this is impossible. Moreover, the reference d comes into the system as a data stream and is rarely known at time 0 all the way to N . Consequently, an MPC approach, which we will set up in detail in section III, solves much shorter horizon problems (see (7) ): starting at time n 1 , it first solves a subproblem within [n 1 , n 2 ], then advances the computation time by lag L, incorporates the solution with new data, solves a subsequent subproblem from n 1 +L to n 2 +L, and repeats the process. Despite the reduction in computation brought about by the shrinking of the time horizon, however, for complex systems with large state spaces and multiple characteristic time scales the resulting nonlinear programs are still too expensive. To address this issue, several authors have proposed solving the MPC approximately as a-in effect-parametric nonlinear equation. In this online optimization approach, one solves only a few Newton iterations (and, sometimes, only one iteration) for the reduced-horizon problems before shifting the horizon by L stages (see [11] - [13] ). Under some conditions on the data and the system, one can show that, if started close enough to the original solution, the approach stably tracks the trajectory of the exact MPC policy (see [13] ) and, if the controller stabilizes, the solution of the original, long-horizon problem (1) .
In this work, we improve on this result by proving that, when initialized close enough to the solution of (1), not only does the online optimization approach track the solution of (1), as would be expected from the parametric optimization inspired analysis [11] , [13] but it actually improves on the error for successive horizon shifts up to a minimum value that decays exponentially with the length of the receding horizon. We call such a phenomenon superconvergence, by analogy to a situation by the same name in finite elements where certain methods exhibit better convergence at particular points in the domain (the mesh nodes) compared to others [14] .
One of the key ingredients in proving this result is the recent sensitivity analysis on long-horizon NLDP established in [15] . In that result authors showed that for NLDP (1) that satisfies the second-order sufficient condition (SOSC) and controllability condition at a solution uniformly in N , perturbing d k results in a perturbation of the optimal solution that decays exponentially fast away from k. Their analysis is built on a convexification procedure proposed by [16] . Exponential decay of the sensitiv-arXiv:2001.03707v1 [math.OC] 11 Jan 2020 ity is a key ingredient for showing fast convergence of several methods for solving dynamic programs. For instance, in the off-line (where all of d k are available at one time, as occurs, for example in electricity planning) linear-quadratic case, where g k (x k , u k ; d k ) = (x k − d k ) T Q k (x k − d k ) + u T k R k u k with Q k , R k 0, u k is bound constrained, and f k is affine, the authors in [17] showed that exponential decay of sensitivity helps quantify the convergence properties of temporal decomposition. To that end, the time horizon is decomposed into multiple intervals, and two consecutive intervals are overlapped with 2b stages. The authors proved that exponential decay of the sensitivity induces exponential convergence of the solution in b, and the solution is computed independently for each interval and concatenated over the entire horizon. Moreover, [18] showed similar results for (1) under restrictive conditions. For online solutions to (1) (where only M + 1 components of d k+j , j = 0, 1, . . . , M can be known at time k), the authors proved in [19] that, under similar setup as [17] but with extra path constraints, the exponential decay of sensitivity induces a lag-L MPC strategy to converge to the solution of the fullhorizon problem exponentially fast with respect to the recedinghorizon length.
Our problem is more challenging because of nonlinearity and possible nonconvexity. The key to proving superconvergence of one-Newton-step online optimization approaches is to recognize that, under uniform second-order sufficient (uniform SOSC) and controllability conditions, the one-step error recursion consists of two components: perturbation error, which originates in the fact that some of the information used in the current Newton step has never been iterated on before (since new data always is coming into the system from the terminal horizon end), and algorithmic error, which controls how fast the Newton step itself would converge on the full-horizon problem. The former is controlled by exponential decay of sensitivity considerations from [15] , whereas the latter automatically contributes to higherorder terms as the procedure iterates. For suitably large L, our fast lag-L online MPC strategy achieves the exponential convergence rate in M , but only in the middle stages of the problem (the vast majority of them). While the approach itself is unrelated to temporal decomposition ideas from [17] , [18] , [20] , the buffer zone (i.e., lag L) we use to suppress the perturbation error is motivated by that technique, so we will occasionally refer to temporal decomposition ideas in this paper. Structure of the paper: In section II, we introduce some definitions and assumptions as preparation and then propose our MPC strategy in section III. We analyze the convergence guarantee of the proposed strategy in section IV, and we summarize numerical experiments and conclusions in section V and section VI, respectively. Notations: Throughout the paper, we use boldface fonts to denote column vectors and regular fonts to denote either scalars or matrices. Given a positive integer k, we let [k] = {0, 1, . . . , k} be the index set from 0 to k. For integers k 1 < k 2 , we abuse interval notations and let [k 1 , k 2 ], [k 1 , k 2 ), (k 1 , k 2 ], (k 1 , k 2 ) be corresponding integer sets. For example, we have (k 1 , k 2 ) = {k 1 +1, . . . , k 2 −1}. We also use ∨ (∧) to represent max (min) between two scalars. As usual, · and · represent floor and ceiling functions that map a real number to the greatest preceding or the least succeeding integer, respectively. For any two positive quantities a, b, we write a b if they are in the same order, namely, a ≤ cb and b ≤ ca for some constant c. We let (a 1 ; a 2 ; . . .) denote a long column vector by stacking {a i } together. Similarly, diag(A 1 , A 2 , . . .) is the block diagonal matrix with each block being specified by matrix
We use · to denote the 2 -norm for vector and the operator norm for matrix. For any vector-valued function f : R n1 → R n2 , we let ∇f ∈ R n1×n2 be its gradient. When evaluating a function or matrix, we always use semicolon to separate the given variables.
We also reserve the following notations for specific usage. I is the identity matrix whose dimension is clear from the context; x = x 0:N = (x 0 ; . . . ; x N ) (similar for u, d) is the ordered state (control, reference) variables; z = (x 0 ; u 0 ; . . . ; x N −1 ; u N −1 ; x N ) is the ordered decision variables over the entire horizon; and n z = (N +1)n x +N n u is its dimension. We may also write z = (x, u) and z k = (x k , u k ) (z N = x N ) when connecting each to its component. Further, we let N , M , and L be the length of the entire horizon, single receding horizon, and lag, respectively.
II. PRELIMINARIES
In this section, we summarize definitions that will be used frequently later , and we introduce the second-order sufficient condition (SOSC) and controllability condition.
Define the Lagrange function of Problem (1) as
where
is the Lagrange multiplier vector with λ k being associated with the k-th constraint in (1) . Using (2), we define Jacobian and Hessian matrices next. Definition 1. Given an evaluation primal-dual point (z, λ; d),
. Subsequently, the evaluation point of A k , B k is suppressed for simplicity. We define the Hessian as
). For ease of notation, we use Q N for H N interchangeably. Note that L k depends on λ k−1 linearly; hence H k does not depend on λ k−1 . Further, we splice all blocks and define the corresponding matrices for the entire horizon:
H(z, λ0:N−1; d0:N−1) = diag(H0, . . . , HN−1, HN ).
Here, G ∈ R (N +1)nx×nz and H ∈ R nz×nz . Given G, we let Z(z 0:N −1 ; d 0:N −1 ) ∈ R nz×N nu be the matrix whose columns are orthonormal and span the null space of G. Then, the reduced Hessian matrix evaluated at (z, λ 0:N −1 , d 0:N −1 ) is given by
We may drop the evaluation point (z, λ 0:N −1 ; d 0:N −1 ) hereinafter. For example, the reference variable, d, is always the same and need not be updated. Note, however, that all the above definitions do not depend on the first Lagrange multiplier, λ −1 , and the initial condition, d −1 .
SInce G has full row rank at any evaluation point, the linear independence constraint qualification (LICQ) is guaranteed. To characterize the system flexibility, we define the following controllability matrix.
Definition 2 (Controllability matrix). Given an evaluation primal point (z; d), for any stage k ∈ [N − 1] and evolution length t ∈ [1, N − k], we define the controllability matrix as
Based on these two definitions, we are ready to introduce the (uniform) SOSC and the controllability condition in the next two assumptions.
Assumption 1 (Uniform SOSC). For a prespecified d and a primal-dual solution (z , λ ) = (z (d), λ (d)) of P 0:N (d) in (1), we assume
for some γ H independent from N . Assumption 2 (Controllability condition). There exist constants γ C , t > 0, independent from N , such that ∀k ∈ [N − t]
where Ξ k,t k is evaluated at (z k:k+t k −1 ; d k:k+t k −1 ). Although SOSC is sufficient but not necessary, it is widely assumed in sensitivity analysis since (z , λ ) can be guaranteed to be a strict local solution of P 0:N (d). Thus, the directional directives of (z (d), λ (d)) with respect to d are well defined, and Taylor expansions of KKT conditions exist. See Theorem 5.53 in [21] as an example.
Assumption 2 is borrowed from [15] , [17] , [19] (with slight modification). In principle, it guarantees that the linearized dynamic system, x k+1 = A k x k + B k u k , can be controlled in at most t stages: for any initial state x k and terminal state x k+t k , one can bridge them by setting u k:k+t k −1 properly. In fact, there are several equivalent statements of Assumption 2. For example, in both [17] and [19] the authors considered a truncation of an infinite-horizon linear-quadratic problem. They assumed (4) to hold for any k ∈ [N − 1] since they have access to {A k , B k } ∞ k=N . Alternatively, in [15] the authors assumed (4) for k ∈ [N − 1] and t k ∈ [1, (N − k) ∧ t]. Comparing with these related works, we simplify the condition further by considering k ∈ [N − t] only, since for k ∈ (N − t, N − 1] the dynamics can evolve only t − 1 stages at most, so that the controllability on the tail is not essential. We mention that the results from [15] , [17] , [19] all hold if we use Assumption 2 in place of their controllability assumptions.
Under Assumptions 1 and 2 and extra boundedness conditions (that we introduce later), the authors of [15] established the sensitivity result for (1) . It showed that if d( ) = d + e i is the perturbation of d at stage i, with e i being any unit vector with support on stage i, then z k d( ) − z k (d) decays exponentially in terms of |k − i|. By the uniformity in Assumptions 1 and 2, the decay rate is a function of γ H , γ C , t and is independent from N as well. Our work is built on this result but used differently from in the original reference. Basically, we focus on the local convergence of MPC strategy around (z , λ ). We first define our neighborhood concept.
where ⊗ denotes Cartesian product. When k 2 = N , we adjust it to (z k1:N , λ k1:N −1 ). Furthermore, for point (z , λ 0:N −1 ) and integer M , we define the M -neighborhood of (z , λ 0:N −1 ) as
In other words, N ,M (z , λ 0:N −1 ) consists of vectors (z, λ 0:N −1 ) for which M consecutive components are perturbed around those of (z , λ 0:N −1 ). Note that this set is a union of relative neighborhoods, but it is not a topological neighborhood. It does not contain an open set around (z , λ 0:N −1 ), in contrast with N (z , λ 0:N −1 ), which does.
Recall that all quantities defined in Definitions 1 and 2 are not related to λ −1 , the multiplier associated to the initial condition. Thus, considering a neighborhood around it is not necessary. We sometimes drop the subscript of λ 0:N −1 and abuse the notation λ, whose index range will be clear from context. For simplicity, we also let N (z k1:k2 ) = {z k1:k2 :
To end this section, we extend Assumptions 1 and 2 to the M -neighborhood of (z , λ ).
Assumption 3 (Uniform SOSC in M -neighborhood). We assume ∀ z, λ ∈ N ,M (z , λ )
Assumption 4 (Controllability condition in -hypercube). There exist constants γ C , t > 0, independent from N , such that, ∀k ∈ [N − t], condition (4) holds for any evaluation point z k:k+t k −1 ∈ N (z k:k+t k −1 ).
For fixed N , Assumptions 3 and 4 are implied by Assumptions 1 and 2 once {f k , g k } are twice continuously differentiable, but they further assume the respective parameters to be uniform in N . For conciseness, we do not change the notation for γ H , γ C between assumptions. We note that in Assumption 3 we require uniform SOSC to hold only in N ,M (z , λ ) instead of in N ,N (z , λ ). Recall that M is the length of a single receding horizon, which is much smaller than N and does not grow with N . Essentially, Assumption 3 means SOSC is robust to perturbations on every M consecutive stages.
In the next section, we formalize the subproblem on each receding horizon and propose our MPC strategy. The usefulness of these assumptions will become apparent in section IV.
III. FAST LAG-L ONLINE MPC STRATEGY
In our setup, each receding horizon has length M , and two successive horizons have lag L. The total number of horizons we have is given by
Note that the last horizon may have shorter length. Furthermore, the initial and terminal stages of each horizon are given by
Therefore, the entire horizon is further decomposed by
For simplicity, we assume M = SL for some integer S > 2. We now define two important quantities.
Definition 4. (a) Given any stage k ∈ [N ], we let T k ∈ [1, T ] be the index of the last subproblem that contains the stage k. By simple calculation,
(b) Given subproblem i ∈ [1, T ] and stage k ∈ [n 1 (i), n 2 (i)], we let s(k, i) denote the number of times that stage k was "scanned," that is, was part of an active receding-horizon before subproblem i. In particular,
Based on this definition, we can further define a critical quantity, s k := s(k, T k ), which characterizes the total number of times that stage k is scanned before its last occurrence as we advance the process. One can immediately see that as k moves from 0 to N , s k increases from 0 to S − 1 and then decreases to 0 again. At most, s k will increase or decrease by 1 each time. We will assume T ≥ S − 1, which is the case of interest (since we are in the regime N M ). Then s N = 0; s k = s − 1 for k ∈ [n 1 (s), n 1 (s + 1) ∪ [n 1 (T ) + M − n 1 (s + 1), (n 1 (T ) + M − n 1 (s)) ∧ N and s ∈ [1, S − 1]; and s k = S − 1 for k ∈ [n 1 (S), n 1 (T ) + L . We plot s k in Figure 1 to make it more intuitive. Since the middle stages from n 1 (S) to n 1 (T ) + L are scanned by S subproblems, we expect that the increased number of Newton steps experienced by them will result in a smaller error relative to the exact MPC solution, compared with stages closer to the endpoints of the overall time horizon. We also mention that, for general M , s k for middle stages k will vary between M L − 1 and M L . We build on this setup, defining subproblems within each receding horizon. Suppose a guess point
is the extended reference variable. We deliberately use different notations for the initial state since in our procedurex n1(i) is inherited from the previous subproblem. Compared with classical MPC, in Problem (7) we modify the terminal objective by including the corresponding dual function and an extra quadratic term. We note that the scale parameter µ does not depend on a specific i. Later, we will set it globally such that all subproblems can be uniformly analyzed and enjoy similar properties. As usual, when i = T (i.e., n 2 (i) = N ), all modifications should be reinstated, and we simply use g N (x N ) as the terminal objective.
Remark 1. The subproblem (7) can be set up differently under stronger assumptions. For example, when g k , f k are separable with respect to the state and control, one need not specify u 0 n2(i) in the terminal objective; when g n2(i) is strongly convex, one can let λ 0 n2(i) = 0 and µ = 0 (see [12] ); when
to make x n2(i) be fixed without violating LICQ. All these modifications make (7) well defined in specific cases. In our general case, λ 0 n2(i) and µ are needed to ensure that SOSC for (1) at the solution induces SOSC for (7) .
We have following definitions for the subproblem i, for i ∈ [1, T ], analogous to Definition 1.
Definition 5. We letx i = x n1(i):n2(i) ,ũ i = u n1(i):n2(i)−1 , λ i = λ n1(i)−1:n2(i)−1 be the aggregated primal and dual variables;z i = (x i ,ũ i ) = (x n1(i) ; u n1(i) ; . . . ; x n2(i) ) be the ordered primal variables. The Lagrange function of the i-th subproblem is given by
Further, given an evaluation point (z i ,λ i ;d i ), we define the Jacobian and Hessian matrices as
Furthermore, let Z i denote the matrix that spans the null space of G i with orthonormal columns. The reduced Hessian is given by
and ReH i , we may replace superscript i by n 1 (i) : n 2 (i) to explicitly indicate the horizon location. We now set the stage for proposing the fast lag-L online MPC strategy. Starting from the first subproblem
, we calculate the Newton step by solving the following linear system,
and then update the iterate as
Then, we move to subproblem P 2 (d 2 ). For general
, where x Id k,i (similar for u, z, λ) denotes the state iterate of stage k in subproblem i, with Id = 1 indicating the output and Id = 0 indicating the input. Then,z 0
Using the tuple (z 0 i ,λ 0 i ,d i ), we calculate the Newton's direction (∆z i , ∆λ i ), as shown in (8) , and update the iterate to get (z 1 i ,λ 1 i ), as shown in (9) . The outputs are given by (see
Algorithm 1 Fast Lag-L Online MPC Strategy
Order the iterates in lines 7-8 properly, and definez 0
Note that based on "output-input" transition in (10), the initial constraint of each subproblem is always attained.
The complete "one Newton step per receding horizon" algorithm is presented in Algorithm 1. We next make a few remarks about Algorithm 1.
Remark 2. To make Algorithm 1 well defined, we need the KKT matrix in (8) , evaluated at (z 0 i ,λ 0 i ;d i ), to be nonsingular for any i ∈ [1, T ]. In fact, this is guaranteed by LICQ + SOSC; see Lemma 16.1 in [22] . By the structure of G i in Definition 5, we know that LICQ always holds. To show (uniform) SOSC requires two steps. (i) We need show that the algorithm is stable in the sense that all iterates in all subproblems stay in the neighborhood N (z ,λ ), where (z ,λ ) denotes the truncated true solution. This suggests that the initial point will not jump out of the neighborhood, where we have no conclusions on the behavior of objective in the reduced space.
(ii) We need to show that SOSC for a subproblem can be inherited from the full problem. In particular, if the reduced Hessian for the full problem is lower bounded at one point, then the reduced Hessian at the corresponding truncated (receding horizon problem) point is also lower bounded, provided µ is chosen properly (and uniformly). Details are provided in the next section.
Remark 3. In (9), we choose a step size of one in all iterations since we are interested in the local behavior of online MPC. As is common in such setups, we assume (z 0 , λ 0 ) is sufficiently close to (z , λ ) 1 such that Newton's method already arrives at the second (quadratically convergent) phase.
A similar setup is studied in Algorithm 18.1 in [22] . Some extensions on (9) , such as incorporating with an Armijo or Wolfe backtracking line search, are worth studying as well.
Remark 4. We adopt two critical techniques in Algorithm 1. (a) "Discard the tail": for each subproblem i, the initial point within stages [n 2 (i − 1), n 2 (i)] are set to (z 0 , λ 0 ). But one big difference from typical MPC strategies is that we also let (z 0 , λ 0 ) initialize stages within (n 2 (i − 1) − L, n 2 (i − 1)], the last L stages of (i − 1)th subproblem. Thus, we discard iterates z 1 n2(i−1)−L+1:n2(i−1),i−1 (same for λ) when moving to the ith subproblem. (b) "Stop early": for each stage k, our output (ẑ k ,λ k ) is set to be the initial point of the last subproblem that is going to update the stage k, instead of the updated point. More specifically, we use z 0 k,T k (same for λ), instead of z 1 k,T k , as the final output. Both these algorithmic strategies are adopted for similar reasons. We aim to show that middle points in the horizon see the benefit of multiple Newton steps but that the terminal values can have a precision no better than one Newton iteration, which may subsequently affect the precision of the entire process. To improve accuracy, we discard those iterates that are updated just once on the tail. The usefulness of this strategy will be seen in the analysis of the next section.
IV. LOCAL CONVERGENCE ANALYSIS
In this section, we carry out a theoretical analysis of Algorithm 1. We will show that the proposed algorithm converges exponentially with respect to M , the receding-horizon length, and that carrying out only one Newton iteration per receding horizon significantly reduces the computational requirements. Throughout the analysis, we assume that (z 0 , λ 0 ) ∈ N (z , λ ) is a fixed, known point and is used when specifyingd i , shown in (7) .
A sketch of our technical analysis is as follows.
, then the uniform SOSC holds provided µ is set large enough. (b) We delve into Newton's iteration and derive the one-step error recursion. Based on the recursion, we can further study the stability of the MPC strategy. (c) We derive the local convergence rate for all stages based on the preceding two steps. To clarify, (z i ,λ i ) denotes the solution of (1) truncated on subproblem i, that is,
Similarly,d i = x ni ; d ni:mi ; z mi ; λ mi denotes the underlying true data. We target the preceding three steps in the following three subsections. We now state boundedness and regularity assumptions on Problem (1).
Assumption 5 (Upper boundedness condition). There exists
Assumption 6 (Lipschitz continuity). There exists a constant Υ L such that for any k and (z 0
Assumption 5 is also assumed in [15] , [17] , [19] . It restricts the problem data to having uniform boundedness property. Assumption 6 is also standard in analyzing Newton's method. See, for example, equation (9.31) in [23] . It always holds if {f k , g k } are thrice continuously differentiable. Similar to Assumptions 3 and 4, Assumptions 5 and 6 assume uniformly over the entire horizon and are required only in the neighborhood of the solution of (1).
A. SOSC for subproblems
Let us consider the i-th subproblem and suppose (z 0 i ,λ 0 i ) ∈ N (z i ,λ i ). We note that G i , H i in Definition 5 are submatrices of G, H in Definition 1 (except the last block matrix of H i ). However, Z i , the matrix that spans the null space of G i , is not a submatrix of Z, thus complicating the analysis.
The following lemma shows that truncating the horizon from the left maintains SOSC. Proof. It suffices to show that for any w k:N = (p k:N , q k:
we have w T k:N H k:N w k:N ≥ γ H w k:N 2 . Here, H k:N = diag(H k , . . . , H N ) and {A j , B j , H j } j are evaluated at (z k:N , λ k:N −1 , d k:N −1 ). Because the constraints in (14) are a subset of the ones in the full problem, we complement w k:N by w 0:k−1 with w 0:k−1 = (p 0:k−1 , q 0:k−1 ) = (p 0 ; q 0 ; . . . ; p k−1 ; q k−1 ) = (0; 0; . . . ; 0; 0) and let w = (w 0:k−1 ; w k:N ). Then, we have G(z 0:N −1 ; d 0:N −1 )w = 0. Further,
where the equalities on two sides are due to the setup of w 0:k−1 and the inequality is due to the premise of our lemma. This completes the proof.
From Lemma 1, we see that one can always extend a vector backwards in time by filling it with zero while keeping it in the null space as the problem size gets larger. However, the same property does not hold forward in time. Therefore, we rely on the controllability condition to make sure that a forward extension (which is needed for SOSC in the reduced problem), while not zero, can vanish in a few time steps. We first present an immediate deduction based on Lemma 1. 
Proof. Let us write out each stage explicitly. Since (z 0
We extend the pair (z 0 T ,λ 0 T ) forward by filling with the primal-dual solution. In particular, we letz = (z 0:n1(T )−1 ;z 0 T ) and
where the last relation comes from (5) . By Assumption 3, we know ReH(z,λ; d) γ H I. Using Lemma 1 with k = n 1 (T ), we finish the proof.
Next, we consider the first T − 1 horizons. The following theorem suggests that subproblems can inherit uniform SOSC from the full problem provided µ is uniformly large enough.
Theorem 1 (SOSC for subproblems). Suppose Assumptions 3, 4, and 5 hold.
(where Υ is defined in Assumption 5) we have
From Theorem 1, we prove that SOSC for subproblems holds in the same neighborhood provided that the scale parameter µ is set larger than the stated threshold. Moreover, the lower bound of the reduced Hessian is still γ H . Consequently, we know that KKT matrices in (8) are invertible in the neighborhood. See Lemma 16.1 in [22] for a simple proof. We emphasize that µ is set globally and independent from the horizon location; hence all subproblems have common properties. In the next subsection, we focus on the error recursion of the Newton step and derive the stability of our MPC strategy.
Remark 5. The parameter µ may enlarge the upper bound of the Hessian matrices. However, the uniform boundedness condition in Assumption 5 still holds for subproblems, since the threshold does not grow with i (i.e. µ need not go to infinity).
B. One-step error recursion
We focus on the Newton iteration and analyze how errors in each stage get updated by it. We prove the stability of our MPC strategy and, combining with consequences of SOSC, show it can be carried out successfully. Here, by successfully we mean that the initial point (z 0 i ,λ 0 i ) is indeed in the neighborhood that ensures the nonsingularity of the KKT matrix.
One of the key results we establish is the structure of the KKT inverse, which is implied by the results in [15] . For ease of presentation, we partition the KKT matrix into several blocks. We study the full problem first and then illustrate how to apply the same results on each subproblem. Fig. 2 . Operator norm trend for KKT inverse. We plot the decay trend for all blocks in K −1 . The darker the color, the larger the magnitude. Definition 6. Given the evaluation point (z, λ, d) (λ −1 and d −1 are not needed), we define the KKT matrix by
We partition its inverse as
is the (i, j)-block corresponding to stage i in the row and stage j in the column. Analogously, K −1 (i,j),2 ∈ R (nx+nu)×nx and K −1 (i,j),3 ∈ R nx×nx . We can also define similar partitions for K i (z i ,λ i ;d i ), the KKT matrix for subproblem i. Its blocks are denoted by (K i ) −1 (j1,j2),h with h = 1, 2, 3. The next lemma characterizes the structure of K −1 . Lemma 2 (Structure of KKT inverse). For any point (z, λ) such that the uniform SOSC (3), controllability condition (4), and upper boundedness condition (13) hold, we have
for some constants Υ K > 0, ρ ∈ (0, 1), independent from N .
Proof. See Appendix A-B.
Lemma 2 shows that the inverse of the KKT matrix has exponential decay in the sense that the operator norm of each (i, j)-block decreases exponentially as |i − j| increases. We note that the first n x columns in K −1 ·,2 , K −1 ·,3 correspond to the perturbation on the initial condition. To make the inverse visible, we plot the structure of the bounds from Lemma 2 in Figure 2 .
In Lemma 2, Υ K and ρ are functions of Υ, γ H , γ C , t, which are independent from the horizon length N . Therefore, the same decay trend can be applied on dynamic programs for any length provided three conditions hold: uniform SOSC, controllability condition, and upper boundedness condition. The next corollary suggests that the same argument holds for subproblems.
Corollary 2. Suppose Assumptions 3, 4, and 5 hold and µ satisfies (15) . Then, for any i ∈
for some global constants Υ K and ρ ∈ (0, 1). 
. This verifies (4) . For the upper boundedness, we note that A k , B k is bounded by Υ. Because of the extra quadratic term in the objective of (7) , each block in the Hessian is bounded by Υ+µ. By (15) , we know that the lower bound of µ, µ(Υ, γ C , t), is independent from N . Thus, the uniform upper boundedness condition (13) also holds. Combining all these observations and applying Lemma 2, we complete the proof. Remark 6. We use the same notations for Υ K , ρ in Lemma 2 and Corollary 2. However, since the upper bound of subproblems, Υ + µ(Υ, γ C , t), is different from the one for the full problem, Υ, constants Υ K , ρ are actually different. We do not make this distinction in this paper since we always deal with subproblems.
Remark 7. We mention that the provable decay structure in Corollary 2 is not symmetric, as shown in Figure 2 (see the bottom right block). But we can rescale Υ K by Υ K /ρ to make it symmetric.
We then establish the error recursion. For i ∈ [1, T ] and Id = 0 or 1, we define Ψ Id
for the definition of superscript Id, see the discussion before (10)). The result is presented in the next theorem.
Theorem 2 (One-step error recursion). Under the same setup of Corollary 2 and also supposing that Assumption 6 holds, we have that for i ∈ [1, T ], Algorithm 1 satisfies
perturbation error (16) for some constant Υ C and ρ ∈ (0, 1).
Proof. See Appendix A-C.
We ignore the error recursion of λ Id n1(i)−1,i − λ n1(i)−1 although it has the same result as (16) , because T n1(i)−1 = i−1 (cf. Definition 4); that is, the output error for stage n 1 (i) − 1 is provided by the (i − 1)-th subproblem. We see from (16) that the updated error, Ψ 1 ·,i , consists of two components: algorithmic error and perturbation error. The algorithmic error comes from the Newton iteration, which enjoys the customary quadratic convergence, whereas the perturbation error occurs because the data needed at either end of the horizon is not the solution of (1). On the other hand, the exponential decay of the sensitivity of the solution of (1), proved in [15] , ensures that the perturbation effect of the horizon truncation decays exponentially from both sides. This explains our strategy of discarding the recedinghorizon endpoint estimates between iterations and indicates that the horizon truncation effects will be negligible in the middle stages.
Remark 8. Two extreme cases correspond to the one without perturbation error and the one without algorithmic error, respectively. First, without doing any horizon truncation, one can show that (1) is linear-quadratic with {g k } being quadratic and {f k } being linear, then one can show that (since one-step Newton attains the optimal)
Using this inequality, we can further extend the results in [19] . A detailed discussion is presented in the next subsection. Returning to (16) , we observe that we cannot provably guarantee that the error on the boundary gets improved by doing a one-step Newton iteration. Specifically, if k is close to either n 1 (i) or n 2 (i), then Ψ 1 k,i Ψ 0 k,i . Therefore, using certain lag L is critical for Algorithm 1 coupled with the strategy described in Remark 4.
The next theorem characterizes the stability of this lag-L MPC strategy.
Theorem 3 (Stability). Under the setup of Theorem 2, suppose L and satisfy
Then ∀i ∈ [1, T − 1]
Proof. By the "discard the tail" technique as in (10) and (11), it suffices to show that (z 0 j1:j2,i+1 , λ 0 j1:j2,i+1 ) ∈ N (z j1:j2,i+1 , λ j1:j2,i+1 ) with j 1 = n 1 (i + 1) and j 2 = n 2 (i + 1) − 2L. Since j 1 = n 1 (i) + L and j 2 = n 2 (i) − L, and
we need only show Ψ 1 j1:j2,i ≤ . For any k ∈ [j 1 , j 2 ], by (16) in Theorem 2, we get
The last inequality is due to the condition ρ L ≤ . For any h ∈ [n 1 (i), n 2 (i)],
Combining the above equations, we get
The quantity κ in (18) can be interpreted as the condition number of the problem. It is fully characterized by the quantities of the problem. (18) also indicates that, in practice, the optimal lag choice should satisfy ρ L 1/κ, i.e. L log κ/ log(1/ρ).
Using the stability property in Theorem 3 and combining with uniform SOSC guarantee in Theorem 1, we can show that Algorithm 1 can be carried out successfully, in the sense that series of subproblems are well defined and satisfy the same error recursion rule.
Theorem 4. Consider using Algorithm 1 to solve (1). Suppose Assumptions 3, 4, 5, 6 and conditions on µ, L, in (15) and (18) hold. Then, for any i ∈ [1, T ], the KKT matrix in (8) is nonsingular, and the error recursion in (16) holds as well.
Proof. We apply Theorems 1, 2 and 3 iteratively. N (z , λ ) , by Theorem 1, uniform SOSC holds for P 1 (d 1 ). Thus, K 1 is invertible, and (16) holds for P 1 (d 1 ). By stability in Theorem 3, (z 0 2 ,λ 0 2 ) ∈ N (z 2 ,λ 2 ). Again, using Theorem 1, we know that uniform SOSC can be applied to P 2 (d 2 ). Thus, the invertibility of K 2 and (16) are guaranteed for the second problem. Repeating the rationale for all stages and noting that the bounds on the relevant parameters of each subproblem do not change, we finish the proof.
Up to this point we have established the one-step error recursion and the stability of Algorithm 1. Based on these results, we can now state our local convergence rate result. 
C. Local convergence rate
In this subsection we study the local convergence rate for each stage. We note that some adjacent stages should have similar rates. For example, stages in [0, L) are iterated only once in the first subproblem, hence we can group them together to analyze. Similarly, stages in [L, 2L) are iterated twice in the first two subproblems, and they can be grouped together. We formalize this inner grouping structure in the following definition. ] characterize the groups in Figure  3 . By our output setup in (12) , the convergence rate at stage k is characterized by Ω s k . Thus, in what follows, we focus only on {Ω s } s∈[S−1] ; in particular, we are more interested in Ω S−1 .
Theorem 5 (Local convergence rate). Under the setup in Theorem 4, we have
Proof idea. We only need analyze the first S subproblems, more specifically, the dashed part in Figure 3 . Proof. See Appendix A-D.
We can interpret Theorem 5 from two perspectives. First, when L log κ/ log(1/ρ), our algorithm achieves the exponential convergence rate with respect to the number of "scans"; in other words, the error of each stage k decays exponentially in s k (see Definition 4 for s k ). This matches the results in [18] where the authors applied the procedure based on a temporal decomposition technique. Our algorithm is more efficient, however, since we only require approximately solving each receding horizon. Second, we plug in ρ L and have
Here, κ 1/L ρ := ρ < 1 whenever κ < 1. Thus, when the initial guess, (z 0 , λ 0 ), is close enough to the true value (radius bounded by reciprocal of condition number), our MPC strategy converges exponentially in terms of the receding-horizon length for vast majority, middle stages. This result matches the results in [19] for the linear-quadratic problem. Remark 9 (Comparison with the linear-quadratic problem; balance between algorithmic error and perturbation error). Suppose {g k } are quadratic and {f k } are linear. Then, as mentioned in Remark 8, the error recursion reduces to (17) . Based on (17), we extend the results in [19] by incorporating the error of the Lagrange multipliers. For general nonlinear functions {g k , f k }, we have a trade-off between the algorithmic error and perturbation error. At the beginning, the algorithmic error is the dominant term since the perturbation occurs only on the tail. Thus, errors for stages in [0, L) are on the order of 2 ρ 2L , instead of ρ M −L in the linear-quadratic case. Since the algorithmic error decreases quadratically, however, after a few steps the perturbation error will dominate. Overall, we achieve an exponential rate with respect to the receding length.
V. SIMULATION
In this section, we apply Algorithm 1 on long-horizon dynamic programs to validate the theoretical results we established in section IV. The efficiency and superiority of fast online MPC strategies have been probed in [12] , where the authors also discussed how to numerically solve Newton's step. We will not go into such details here.
Specifically, we let n x = n u = n d = 1 and consider the following problem:
x 0 = 0 that Assumptions 3, 4, 5, and 6 all hold for: the controllability condition is satisfied with t = 1 and γ C = 1; the uniform boundedness condition is satisfied with Υ = 1 ∨ 4 + 2|C 1 | ∨ 2|C 2 |; the Lipschitz condition is satisfied with Υ L = 4; and the uniform SOSC is also satisfied provided C 1 −2 > 4|C 2 |. In fact, the Hessian of Problem (20) has two components. One is diag(4−4 cos 2(x k −d k ) , 0), which is positive semidefinite in whole space; the other is diag(2C 1 −4, −2C 2 ). As discussed in Remark 3.2 in [15] , when
Simulation setting: We consider three setups summarized in Table I . As shown in the table, the entire horizon length varies from 5000 to 40000. For each N , we implement Algorithm 1 four times with different receding-horizon lengths. The fullhorizon solution that is used in the computation of the error was obtained by solving (20) with the JuMP/Julia package and the IPOpt solver. Throughout the experiment the initial point is set as (z 0 , λ 0 ) = (0, 0), and the parameter µ is fixed at 10. Result summary: For each case, we present four figures:
(a) Solution trajectory:x k v.s. k,û k vs. k,λ k vs. k. We expect to see the trajectories solved by Algorithm 1 approximate to the true trajectory in the middle stages, although some divergences may exist at the two ends. To make the figure readable, we plot only the first 100 stages. (b) Group error trend: log(max k∈[n1(i),n1(i)+L) Ψ 0 k,T k ) v.s. i. For any i ∈ [1, N/L], the stages in [n 1 (i), n 1 (i + 1)) are grouped together since they are scanned the same number of times (see the definition of s k in Definition 4). Among N/L groups, the iteration number for the first S(= M/L) groups is increasing by one to S − 1, while for the last S groups it is decreasing by one to zero. The middle groups are all iterated on S −1 times. From this figure, we expect to see that the trajectories for all choices of M are stable in the middle and decrease or increase linearly at the tail ends, as suggested by Theorem 5. (c) We zoom in Figure 4 (b) at the left and right horizon ends to check the linearity (in log plot) with respect to group i, which certifies the exponential convergence with respect to the iteration count. (d) Error against receding horizon length: log Ω S−1 v.s. M .
We expect to see linear decay in the log plot, as predicted by Theorem 5. Simulation results for the three cases are shown in Figure 4 , 5, and 6, respectively. They are all consistent with expectations. Fig. 4 . Simulation result for Case 1. We see from (a) that the middle stages are more and more precise as M increases, although all trajectories lose precision at the horizon tail. From (b) we see that the errors for the middle groups are stable for all trajectories, since they have the same iteration times. From (c) we recover the linear decay with respect to the iteration count. From (d) we recover the linear decay with respect to the receding horizon length. All figures are implied by Theorem 5. 
VI. CONCLUSION
In this paper, we analyze a one-Newton-step-per-horizon online lag-L MPC approach. We prove that it exhibits a phenomenon that we call superconvergence. That is, when initialized close enough to the solution of (1), not only does the online optimization approach track the solution of (1), but it actually decreases the tracking error as the receding horizon moves forward to a minimum value, which decays exponentially in the length of the receding horizon provided that the lag L is suitably large. Our approach is based on three key steps. (i) We modify the terminal objective for subproblems to make sure that the full-horizon problem satisfying SOSC induces the MPC problem satisfying SOSC for a suitable, uniform parameter µ. (ii) We derive the one-step error recursion based on the structure of the KKT inverse. By this recursion, the error consists of two parts: algorithmic error and perturbation error. (iii) Based on the previous two steps, we prove that the proposed algorithm enjoys exponential convergence in terms of the receding-horizon length. As a practical matter, one may not be interested in getting very high accuracy at the cost of increasing the MPC horizon but our analysis elucidates the asymptotic behavior with respect to it, which may guide the selection of key parameters for MPC. To the best of our knowledge, the theoretical guarantee from this paper for online nonlinear MPC was unknown prior to our work.
We note several potential extensions to this work. In particular, having to provide an estimate of the dual variable in the MPC subproblem in (7) is inconvenient, although we emphasize that it is hard to see an alternative if we want to assume SOSC for the full horizon problem only. In our example in section V, ignoring that term worked fine, but we would like to identify larger classes of problems for which we can drop that term or, as an alternative, determine other regularization or multiplier estimation mechanisms for (7) . Moreover, we have not tackled here the issue of global convergence (to a stationary point) of the approach. It would be worth analyzing the performance of the proposed MPC strategy when combined with backtracking line search or when exact second-derivative calculations are replaced by structured quasi-Newton approaches. Finally, we aim to extend the analysis to the case where the control and states may have constraints, as was done in [19] . Analogous to Lemma 1, it suffices to show that for anyw i = p n1(i):n2(i) , q n1(i):n2(i)−1 = p n1(i) ; q n1(i) ; . . . ; p n2(i)−1 ; q n2(i)−1 ; p n2(i) satisfying
:n2(i)−1 ; and H i n2(i) , defined in Definition 5, is evaluated at x 0 n2(i),i , u 0 n2(i) , λ 0 n2(i) , d n2(i) . Given suchw i , we extend it on both sides such that the extended vector stays in the null space of the full problem. According to the proof of Lemma 1, we extend forward by filling with 0. In particular, we let
Correspondingly, we fill the evaluation point with a local solution: (z 0:n1(i)−1 , λ 0:n1(i)−1 ). As for the forward-in-time extension, we have following two cases. Case 1: n 2 (i) ≥ N − t. In this case, since the system can evolve at most t − 1 stages backward, we can easily control it. Specifically, we let q n2(i):N −1 = 0 and
Further, the evaluation point is extended byz n2(i)+1:N = z n2(i)+1:N andλ n2(i)+1:N −1 = λ n2(i)+1:N −1 . To summarize, the whole horizon vector is given by
0; 0; . . . ; 0; 0;w i p n1(i) ; q n1(i) ; . . . ; p n2(i) ; 0;
, and the evaluation point is given bȳ
Based on this complement, G(z 0:
For the left-hand side term, by the definition of H i in Definition 5,
where the inequality is due to Assumption 5. Plugging in (23) and using γ H w 2 ≥ γ H w i 2 , we get
On the other hand, by (22) , boundedness of {A j } N −1 j=n2(i) in Assumption 5, and the condition that N − n 2 (i) ≤ t, we get
Together with (24), this implies
In this case, we use the controllability condition to do the forward-in-time extension. In particular, we first set q n2(i) = 0 and p n2(i)+1 as in (22) . Then, we apply the following linear dynamics recursively:
Thus, we have ∀l ≥ 1
For these matrices, {A j , B j } n2(i)+l j=n2(i)+1 are evaluated at the local solution. Let l = t n2(i)+1 with t n2(i)+1 defined in Assumption 4. We set q n2(i)+1:n2(i)+t n 2 (i)+1 as    q n 2 (i)+t n 2 (i)+1
. . .
where Ξ = Ξ n2(i)+1,t n 2 (i)+1 . Given (27), we calculate p k for k ∈ [n 2 (i) + 2, n 2 (i) + 1 + t n2(i)+1 ] using (26) with l = 1, . . . , t n2(i)+1 . Then, p n2(i)+1+t n 2 (i)+1 = 0. Further, we let q n2(i)+1+t n 2 (i)+1 :N −1 = 0 and p n2(i)+2+t n 2 (i)+1 :N = 0. In summary, the full-horizon evaluation point is same as in Case 1, while the null space vector in this case is w = .
By construction, it follows that G(z 0:N −1 ; d 0:N −1 )w = 0, so (23) also holds. Let us bound the magnitude of the forward-intime extension. Note that
Therefore, by (27) and Assumption 4,
For {p k } n2(i)+t n 2 (i)+1 k=n2(i)+1
, we have p n2(i)+1 ≤ Υ p n2(i) and, by (26) and (28),
Thus,
Combining this inequality with (28), we get q n 2 (i)+1:n 2 (i)+t n 2 (i)+1 2 + p n 2 (i)+1:n 2 (i)+t n 2 (i)+1
On the other hand,
Combining with (23), we get
So in this case we need µ ≥ ΥΥ . Note that this condition implies the one in Case 1. To simplify it, without loss of generality, we assume Υ ≥ √ 2/(
. This completes the proof.
B. Proof of Lemma 2
Let us focus on solving Kb = a, where b = (w; β) and a = (v; α) with w = (p, q) and v = (l, r) being the variables ordered by stages. Then, the magnitude of each block of K −1 can be reflected from the magnitude of b if one sets a properly. Note that Kb = a is the first-order necessary condition of the following linear-quadratic problem:
where {A k , B k , H k } are evaluated at (z, λ; d), and β in b are the Lagrange multipliers. Since SOSC holds for this problem, the point that satisfies the first-order necessary condition is indeed its global solution. Thus, b is the optimal primal-dual solution of this problem. Since (3), (4) and (13) 
if (l j ; r j ; α j ) = 1 and (l h ; r h ; α h ) = 0 for h = j. Also, (p i ; q i ; β i−1 ) ≤ Υ K ρ i if α −1 = 1 and other components in a are zero. Using the above result, we further bound all blocks as follows. For i, j ∈ [N ], we let (l j ; r j ) = 1 (when j = N , we let l N = 1) and let α j together with (l h ; r h ; α h ) for h = j be zero. Then, (p i ; q i ) = K −1 (i,j),1 (l j ; r j ) ≤ Υ K ρ |i−j| . Since (l j ; r j ) can be any unit vector,
Analogously, we let α −1 = 1 and other components in a be zero. Then ∀i ∈ [N ] (q N is not present)
(31) By letting α j = 1 for j ∈ [N − 1],
(32) Combining results in (30), (31), (32), we complete the proof.
C. Proof of Theorem 2
We take the ith subproblem as an example. All matrices are evaluated at the initial point (z 0 i ,λ 0 i ) by default. By (8)- (9) and noting that KKT matrix, K i , is invertible due to Corollary 1, Theorem 1, and LICQ (see Remark 2), we get
Plugging into (33), we get
Let us denote W i η z 0 i −z i ;λ 0 i −λ i = (∆w; ∆β) and, as in Appendix A-B, ∆w = (∆p n1(i) ; ∆q n1(i) ; . . . ; ∆p n2(i) ) and ∆β = (∆β n1(i)−1 ; . . . ; ∆β n2(i)−1 ). We also let ∆w k = (∆p k ; ∆q k ) for k ∈ [n 1 (i), n 2 (i)−1] and ∆w n2(i) = ∆p n2(i) . Using the matrix partition in Definition 6 for W i η , we have ∀k ∈ [n 1 (i), n 2 (i) − 1] ∆w k = (∆p k ; ∆q k )
Here, the first equality is due to block matrix multiplication algebra and the fact that (W i η ) (k,n1(i)−1),2 = 0; the first inequality is due to Assumption 6. In particular,
For k = n 2 (i), by Definition 5 and Assumption 6, we get
Analogously, we deal with ∆β. First, ∆β n1(i)−1 = 0, since
(37) We then simplify the first term in (34). To ease notations, we denote (v ; α ) := ∇z i L i ; ∇λ i L i with v = (l n1(i) ; r n1(i) ; . . . ; l n2(i) ) and α = (α n1(i)−1 ; . . . ; α n2(i)−1 ). As usual, we let v k = (l k ; r k ). By the expression of L i in Definition 5 and the first-order necessary condition on (z i ,λ i ; d i ), we have v n1(i):n2(i)−1 = 0, α n1(i):n2(i)−1 = 0.
(38)
For l n2(i) , we let u η n2(i) = ηu 0 n2(i) + (1 − η)u n2(i) (similarly for λ η n2(i) ) and define (we ignore d n2(i) )
Using ∇ x n 2 (i) L n2(i) = 0 as the first-order necessary condition, we get
, λ n2(i)−1 , λ η n2(i) ) and A η n2(i) = A n2(i) (x n2(i) , u η n2(i) ). By Assumption 5 and the fact that (z 0 n2(i) , λ 0 n2(i) ) ∈ N (z n2(i) , λ n2(i) ), we get
Finally, by definition, we have α n1(i)−1 = ∇ λ n 1 (i)−1 L i = x n1(i) −x 1 n1(i),i−1 = x n1(i) −x 0 n1(i),i . The last equality is from (10) . Together with (35)-(39) and plugging into (34), taking integral over η, and using the structure of (K i ) −1 in Corollary 2, we have ∀k ∈ [n 1 (i), n 2 (i)] (z Id n2(i),i = x Id n2(i),i )
where Υ 1 := 2Υ K Υ L ∨ (4Υ + µ)Υ K . Similarly, we bound multipliers. For k ∈ [n 1 (i), n 2 (i) − 1],
ρ |k−j 1 | (Ψ 0 j 1 ,i ) 2 + n 2 (i)−1 j 2 =n 1 (i) ρ |k+1−j 2 | (Ψ 0 j 2 ,i ) 2 + Υ K ρ n 2 (i)−k (4Υ + µ) + Υ K ρ k+1−n 1 (i) x 0 n 1 (i),i − x n 1 (i) ≤ Υ 2 n 2 (i) j=n 1 (i) ρ |k−j| (Ψ 0 j,i ) 2 + ρ n 2 (i)−k + ρ k−n 1 (i) x 0 n 1 (i),i − x n 1 (i) ,
where Υ 2 = 2Υ K Υ L ρ ∨ Υ K (4Υ L + µ) ≥ Υ 1 and the last inequality is due to ρ |k+1−j2| ≤ ρ |k−j2| /ρ. Combining (40)-(41) and noting that Ψ 1 k,i ≤ z 1 k,i − z + λ 1 k,i − λ k , we define Υ C = 2Υ 2 and then complete the proof.
D. Proof of Theorem 5
We first define some notations. Let Ω i s = max k∈O i s Ψ 0 k,i , κ = κ/3, and let the sequence {δ s } s be defined as δ 0 =δ 1 = 3 ,δ 2 =κ(δ 1 ) 2 ,δ s =κ s−2 (δ 1 ) s−1 , ∀s ≥ 3.
Sinceκδ 1 ≤ 1,δ s is nonincreasing. In what follows, we will prove Ω s ≤ δ s ≤δ s for some sequence {δ s } s , where δ s is defined using {δ j } s−1 j=0 . Starting from the first subproblem, one can easily see Ω 1 0 ≤ 3 := δ 0 ≤δ 0 . Moving to the second subproblem, we have Ω 2 0 ≤ δ 0 ≤δ 0 and Ω 2 1 ≤ 3 := δ 1 ≤δ 1 (due to the stability in Theorem 3). For the third subproblem, we still have Ω 3 0 ≤ δ 0 ≤ δ 0 , Ω 3 1 ≤ δ 1 ≤δ 1 , since (z 0 k,3 , λ 0 k,3 ) = (z 0 k , λ 0 k ) ∈ N (z k , λ k ) for k ∈ O 3 0 ∪ O 3 1 . Further, by (16) , ρ |k−j|
where the second inequality is due to (19) . Note that
Thus, we have Ω 3 2 ≤ δ 2 ≤δ 2 . Next, we move to the 4th subproblem. Since the iterates on the tail are set to (z 0 k , λ 0 k ) (the same as for the third subproblem), Ω 4 0 ≤ δ 0 ≤δ 0 , Ω 4 1 ≤ δ 1 ≤δ 1 . Further, we claim that Ω 4 2 ≤ δ 2 . In fact, we have that 
and bounding the right-hand side term follows the same derivation as bounding max k∈[n1(2)+L,n2(2)−L) Ψ 1 k,2 in (42), because Ω 3 2 ≤δ 2 ≤δ 1 (thus, bounds on the third subproblem can be degraded to the ones on the second subproblem). For bounding Ω 4 3 , by (16), we get 
Using the definition of δ 2 in (42), we have
Here, the first inequality is due to δ 2 ≤δ 2 ; the second inequality is due toδ 2 ≤δ 1 ; and the third inequality is due toδ 2 ≤δ 1 and =δ 1 /3. Using the relation δ 3 ≤δ 3 , we can further show that Ω 5 s ≤ δ s , for s = 0, 1, 2, 3, since bounds for the 4th subproblem can be degraded to the ones for the third (the same reason as (43)). We can also bound Ω 5 4 similarly. In general, for s ≥ 2, we apply (16) (Ω s s−1−h ) 2 max k∈[n 1 (s)+L, n 2 (1)) n 2 (h+1)−1
Here, the second inequality uses the fact that Ω s 1 = Ω s 0 ("discard the tail" technique). For s ≥ 3, we rewrite δ s−1 as
Combining these two displays, we obtain
where the first inequality uses the condition δ s−1 ≤δ s−1 and ρ L ≤ and the second inequality uses the fact thatδ s−1 ≤δ s−2 .
Then, we only need check δ s ≤δ s for s ≥ 4. For s = 4,
For s ≥ 5, we have (δ s−2 ) 2 =κ 2s−8 (δ 1 ) 2s−6 = κ s−3 (δ 1 ) s−2 · 3κ s−5 (δ 1 ) s−5 ≤ 3 δ s−1 . Hence,
Until now, we have shown that a nonincreasing sequence {δ s } controls δ s , which is the upper bound of Ω s+1 s . We only need show that Ω s , ∀s, is also bounded by δ s (we partially demonstrated this in (43)). In fact, Ω s = max i∈ [ and results in an upper bound δ s , since the (i − 1)th subproblem (which is used to bound Ω i s ) can be degraded to have the same error structure as the (i − 2)th subproblem (which is used to bound Ω i−1 s ); see (43) for an example. Therefore, Ω s ≤ δ s ≤δ s . This completes the proof.
