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ABSTRACT
Video content constitutes today a large part of the data traffic
on the Internet. This is allowed by the capillary spreading of
video codec technologies: nowadays, every computer, tablet
and smart phone is equipped with video encoding and decod-
ing technologies. As a matter of fact, the video content often
exists in different formats, that, even though they can be in-
compatible to each other, still have a significant mutual redun-
dancy. The incompatibility prevents an efficient exploitation
of the scalability, which on the other hand is a very important
characteristic when it comes to efficient network use.
An interesting alternative to classical scalable video is to
use distributed video coding (DVC) for the enhancement lay-
ers. In the envisaged scenario, clients have different decoders
for the base layer, adapted to the characteristics of their de-
vice. However they can share the same enhancement layer,
since DVC allows encoding frames independently from the
reference that will be employed at the decoder.
This approach has been considered in the past in order
to improve temporal and spatial scalability. In this work we
review the existing approaches, improve them using more re-
cent DVC techniques and perform a new analysis for the emerg-
ing multi-view applications.
1. INTRODUCTION
The Internet is an heterogeneous collection of networks, where
users can have different resources in terms of memory and
computational complexity. Today the largest part of the Inter-
net traffic is related to video applications such as video con-
ference, video streaming, downloading and sharing. A trivial
way to take into account the different requests of the users is
to encode the different versions of a video at different qual-
ities and store all the versions on a video server. Then, only
one of these versions is sent to each user. Obviously, among
the different versions of the same video there will be a huge
redundancy. Scalable video coding (SVC) [1] has been de-
veloped as an extension of H.264/AVC for encoding the dif-
ferent versions of the video by eliminating redundancies as
much as possible. SVC enables to encode the video once,
but the users can choose the parameters of the video by se-
lecting only a subset of the bit stream used for encoding the
video. Then, the bit stream is divided in a base layer (that con-
sists in the layer at lowest quality) and several enhancement
layers, that are sent to the user only if requested. There are
three main types of scalability: temporal, spatial and qual-
ity. The temporal scalability enables the user to decode the
video at lowest frame rate and then progressively enhance the
frame rate. This is possible using hierarchical B-frames such
as in H.264/AVC. Spatial scalability enables the user to de-
code the video at different spatial resolutions. Quality scal-
ability means that for each enhancement layer that is sent,
the PSNR of the decoded image w.r.t. the base layer one in-
creases. However, besides these “classical” forms of scala-
bility, today new ones appear, associated to the emerging for-
mats such as multi-view video (MVV) [2], [3] and multi-view
video-plus-depth (MVD) [4]: we may have view scalability
when a subset of the total views is decodable without having
to decode all the views, and component scalability when the
the access to one component (texture or depth) does not rely
on the decoding of the other.
One of drawbacks of classical scalable approaches is that
each enhancement layer is strictly dependent from the previ-
ous ones. Moreover, an enhanced layer cannot be decoded, if
the previous one is not correctly received and decoded. In or-
der to make each layer independent of the others, [5], [6], [7]
and [8] propose to apply Distributed Video Coding (DVC) for
encoding the video. DVC is based on distributed source cod-
ing [9, 10]. In this paradigm, dependent sources are indepen-
dently encoded but jointly decoded. Under some constraints
on the statistical characteristics of the sources, the loss in
terms of rate-distortion performance is negligible w.r.t. clas-
sical joint source coding. Concerning scalability, this means
that with DVC we can encode the different layers indepen-
dently. Then, the decoding is independent from which in-
formation is available at the decoder side. In this way, we can
have different base layers sharing the same enhancement layer
encoded in DVC. This can allow remarkable bandwidth sav-
ings, above all when many different codecs are considered.
Due to the different video coding techniques present nowa-
days on a network, (for example H.264/AVC with its different
profiles, HEVC, MPEG-2, MPEG-4), it would be necessary
to encode the enhancement layer of the video in all these for-
mats, if its base layer is in the same format. On the contrary,
if DVC is used, one only version of the enhancement layer is
sufficient for all the users independently of the technique used
for the base layer.
In this paper, we also analyse the RD performance when
scalable DVC is applied on view domain in the context of
multiview distributed video coding. Moreover, several so-
lutions are possible that allow view scalability: of course,
a trivial solution is using the same single view encoder on
each view (Simulcast); a more effective approach is based
on the use of the multiview extension of H.264/AVC, called
H.264/MVC. In this work, we compare the performance of
multiview scalable DVC w.r.t. these classical approaches for
view scalability.
The paper is structured as follows. In Section 2, we pro-
vide a state-of-the-art about scalable video coding, distributed
video coding and scalable DVC. In Section 3, we describe in
detail our analysis and comparison, and we conclude the pa-
per in Section 4.
2. BACKGROUND IN SCALABILITY AND DVC
2.1. Temporal Scalability in H.264/AVC (SVC)
The scalable extension of H.264/AVC [1] has been proposed
in order to take into account the different resources in terms
of memory and complexity of the user, for temporal, spatial
and quality scalability. Let us consider a video stream divided
into a base layer (BL) and in n enhancement layers. The base
layer consists of only I frames or P-frames, whose reference
frame is in the BL. The n enhancement layers can be ob-
tained by introducing hierarchical B-frames. The B-frames
of the l-th enhancement layer can be obtained by using as ref-
erence the frames of the previous enhancement layers (from 1
to l− 1). With a simple dyadic structure, if the original video
is at f frames per second (fps), the BL layer is at f/N fps,
where N = 2n and the l-th enhancement layer will be at 2l f
N
fps. The H.264/SVC standard also allows a flexible (i.e. non-
dyadic) definition of temporal dependencies between frames.
2.2. DVC and DISCOVER interpolation algorithm
In this section we describe one of the most popular frame-
works for DVC, the Stanford codec [11]. In this codec, the
video stream is split into Key Frames (KFs) and Wyner-Ziv
Frames (WZFs). Borrowing the terminology from the predic-
tive video coding context, a KF and all the following WZFs
before the next KF are said to form a group of pictures (GOP).
Hence the distance between two successive KFs is called GOP
size. The KFs are INTRA coded (i.e. without motion estima-
tion and compensation). The Wyner-Ziv Frames are fed into
a systematic channel coder. The systematic part is discarded
and the parity bits are sent to the decoder. At the decoder
side, an estimation of the Wyner-Ziv Frame is needed. It can
be obtained by interpolation of the already decoded frames.
This estimation is called Side Information (SI) and it can be
considered as a noisy version of the true WZF. The chan-
nel decoder must correct these estimation errors by using the
parity bits. Then, the encoding of the WZFs is completely
independent from how the KFs have been encoded and de-
coded. The European project DISCOVER [12] implemented
the Stanford architecture and defined effective tools for cod-
ing the KFs and the WZFs. It has become the reference tech-
nique for distributed monoview and multiview video coding.
In DISCOVER the SI is generated by a linear motion interpo-
lation algorithm of the closest frames available at the decoder
side. In a previous work [13], we have proposed a high order
motion interpolation (HOMI) based on 4 images. This algo-
rithm improves the RD performance of classical interpolation
techniques.
2.3. Scalable DVC
One of the drawbacks of SVC is that each layer depends strictly
from the previous ones. With DVC, the different layers can be
encoded and decoded independently. This means that the base
layer can be encoded with any technique without affecting
the decoding of the WZFs. In particular, the temporal scala-
bility is intrinsic in DVC. Indeed, the procedure of encoding
and decoding for GOP sizes larger than two is very similar
to the structure of hierarchical B-frames of H.264/AVC. Let
us consider a GOP size equal to 4. Then, let Ik−2 and Ik+2
be two consecutive KFs. These frames are used for the es-
timation of the WZF at instant k. Once this frame has been
decoded, the frame Ik is available at the decoder side. It can
be used along with the KFs for obtaining the estimation of
the WZFs at the instants k − 1 and k + 1. Tagliasacchi et
al. [8] proposed a temporal scalable DVC for the PRISM
codec. In this scheme the base layer has been obtained by
H.263+/INTRA. The enhancement layer had been obtained
by using algorithms for linear motion interpolation. In [5] and
[6] a comparison of temporal scalable DVC w.r.t H.264/AVC
has been performed. Moreover, for DVC coding they used an
overlapped block motion compensation based side informa-
tion generation module and an adaptive virtual channel noise
model module. They obtained that the RD performance of
scalable DVC improves the performance of H.264/INTRA
but does not surpass the RD of SVC. Then, they suggest to
use DVC only if there are some constraints in terms of com-
plexity and memory at the encoder side. The independence of
the enhancement layer w.r.t. the base layer for DVC has been
emphasized by [5] and [7]. Indeed, also if we change the
anchor frames, the enhancement layers does not change for
DVC. On the contrary, another enhancement layer is needed
each time that the INTRA Frames of H.264/AVC are coded
in a different manner. The quality scalability is also auto-
matically obtained with DVC: the parity bits generated by the
encoder are used for improving the quality of the side infor-
mation. Then, the more parity bits are sent to the decoder,
the better the quality of the decoded frames is. Each set of
parity bits progressively improves the PSNR of the decoded
WZFs. Solutions for spatial scalability have been proposed
by [5] and [14].
In [15] and [16] the temporal scalability is extended for
multiview video coding. Ozbek et al. [15] suppose to have
two cameras : the right view is temporally predicted and the
left view is predicted from the right one. They extend this
structure for multiview by supposing that only one view cam-
era depends from itself and the other ones are predicted by
this reference view. Drose et al. [16] suppose that only a
central camera is coded independently of the other ones. The
temporal stream is coded with a certain GOP structure. In the
position of the I frames, the frames of the other cameras are P-
frames depending on the frames of the central camera, as the
view progressive architecture of H.264/MVC [2]. The other
frames are coded only by exploiting temporal correlation.
3. SYSTEM PERFORMANCE ANALYSIS
Let us consider now the works of [5] and [6]: we perform here
a performance analysis of DISCOVER w.r.t. some relevant
video coding standards: H.264/AVC, H.264/AVC with a low
complexity profile, the emerging HEVC. The low-complexity
profile of H.264/AVC is obtained by switching off the rate
distortion optimization.
In our use-case, we have to send the different bit streams
of the different standards. If a user having the BL of H.264/AVC
cannot decode the B-frames encoded with HEVC and vicev-
ersa. For these reasons, it is necessary to send the EL bit-
streams of H.264/AVC and HEVC. But if we suppose that
all the users have a DVC decoder, the enhancement layers
can be coded with a Wyner-Ziv codec, and thus one bitstream
is sufficient for all the users. We have extended the tempo-
ral scalable video coding along the view axis in multiview
video. We suppose that we have K cameras. One camera out
of V is a Key camera. The other ones are Wyner-Ziv cam-
eras. The base layer consists of sending only the Key views.
The other views are hierarchical encoded, as in the temporal
domain, as depicted in Fig. 1. Let us suppose that one out
of four cameras is a Key camera and let 0 and 4 be two of
these cameras. Then, in the first enhancement layer, the view
number 2 is sent and for the second layer the cameras 1 and
3 are sent. This structure is used both for the DVC codec
and for H.264/MVC. If the DVC DISCOVER is not used, in
order to take into account that some users can not have the
H.264/MVC decoder, we are forced to encode and store also
a simulcast version of this video, where each camera is inde-
pendently coded. For this reasons, the performance of scal-
able multiview distributed video coding are compared w.r.t.
H.264/MVC and H.264/Simulcast.
In order to perform a complete analysis of the different
methods for scalable video coding, we suppose that we have
two scenarios. In the first scenario, the users have different
decoders: we suppose that each video stored on the video
server is coded in H.264/AVC, H.264/AVC low-complexity
(with no RD optimization) and HEVC. Even if the base layers
1 and 2 are compatible, the corresponding enhancement lay-
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Fig. 1. Example of multiview SVC with V = 4
ers will not be, since they are predicted w.r.t. possibly differ-
ent images. In this context we are then obliged to send all the
base layers and all the enhancement layers. Another scenario
is that only the base layer is INTRA coded with H.264/AVC
or HEVC, and the enhancement layers are encoded with the
DISCOVER DVC scheme. These means that the enhance-
ment layers are independent from the base layer available for
each user. For the scalable monoview we have considered the
MPEG sequences party scene and BQSquare, respectively at
spatial resolutions of 832× 480 and 416× 240. Their frame
rates are of 60 fps and 50 fps respectively. We have consid-
ered a GOP size of 4, and then we can suppose that we have a
base layer and two enhancement layers. The frame rate for the
base layer is respectively 12.5 fps and 15 fps. We have then
considered DISCOVER with the base layer (that means the
KFs) encoded with H.264/AVC, with HEVC and H.264/AVC
(low complexity). We have performed a rate-distortion anal-
ysis of DVC w.r.t. the scenario where we are obliged to send
H.264/AVC, HEVC and H.264/AVC low complexity (see Tab. 1)
and we have obtained up to 23.58% of bit reduction and up
to 3.54 dB of PSNR improvement. Indeed, when standard
video techniques are used for the enhancement layers, we are
obliged to encoded these layers with all the considered stan-
dard. With DVC, since the enhancement layers are indepen-
dent of the BL, we can use the same set of parity bits inde-
pendently of which BL is available to the user.
In the context of multiview video coding, we have consid-
ered the Xmas sequence at 480 × 640 spatial resolution and
we have compared the RD performance of DVC w.r.t. Simul-
cast+H.264/MVC (see Fig. 2 and 3). Indeed, if some users
have not the H.264/MVC codec, we are forced to send on the
net also the Simulcast version, where all the views are inde-
pendently encoded.
4. CONCLUSIONS AND FUTURE WORKS
In this paper we have performed an analysis in terms of RD
performance for temporal scalable DVC w.r.t. classical scal-
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able techniques. In contrast with the classical case, enhance-
ment layers in DVC are independent from the BL. Then, if
different users have different decoders, using DVC, the same
parity bits will be sufficient to decode the enhancement lay-
ers independently of the codec used for the base layer, thus
achieving a noticeable bandwidth saving. We have extended
our analysis also to multiview video coding, in order to take
into account that some users can have the H.264/MVC codec
and others may not have it. Then, we should send also the
Simulcast version of this video. If DVC is used, we can avoid
to send these two versions.
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