ABSTRACT Motivation: Expressed Sequence Tags (ESTs) are next to cDNA sequences as the most direct way to locate in silico the genes of the genome and determine their structure. Currently ESTs make up more than 60% of all the database entries. The goal of this work is the development of a new program called DNA Intelligent Analysis for ESTs (DIANA-EST) based on a combination of Artificial Neural Networks (ANN) and statistics for the characterization of the coding regions within ESTs and the reconstruction of the encoded protein.
INTRODUCTION
The most direct way to characterize the coding regions of genomes and provide reliable information for structural annotation of genes in genomic sequences still remains the analysis of sequences from cDNA libraries. As a consequence of their contribution to rapid gene discovery, full and partial cDNA sequences have been generated in very large numbers, both in public and private sectors. Expressed Sequence Tags (ESTs) make up currently more than 60% of all the database entries and EST sequencing projects have already started to have a major impact on biomedical research, by accelerating the identification of new genes of interest as potential targets for drug discovery, and by providing target sequences for genome wide expression profiling.
Unlike high quality finished genome sequences, which are double-strand and multiple-pass, cDNA and EST sequences are mostly single-strand, single-pass sequences which contain sequencing errors. Errors may result in nucleotide substitutions, insertions or deletions, leading to frame-shifts while analyzing these sequences (States and Botstein, 1991; Posfai and Roberts, 1992; Claverie, 1993) . The analysis of ESTs is further complicated by the fact that they are usually 300-600 nucleotides long, originate from different parts of the cDNA, and may include only sequences of non-translated regions.
Although the number of novel cDNA and EST sequences is growing very rapidly few programs (apart from clustering algorithms) have been developed for their annotation.
The most common way to find frame-shift errors in coding sequences is the use of similarity searches between target sequences and other known sequences on the DNA and protein level (States and Botstein, 1991; Posfai and Roberts, 1992; Guan and Uberbacher, 1996; Birney et al., 1996) . However there also exist a small number of programs which identify sequencing errors based only on statistic analysis (Fichant and Quentin, 1995; Xu et al., 1995) . Xu et al. (1995) used hexamer in frame occurrences to predict the coding frame and dynamic programming to locate the exact position of the errors. The algorithm was mainly designed to work on genomic sequences and in combination with gene prediction programs. Fichant and Quentin (1995) used the frequency of dicodons in the DNA sequence in combination with correspondence analysis for the prediction of the coding frame and a selection of heuristic rules for the exact location of the error position.
One of the programs specially designed for finding the coding regions in ESTs is ESTScan (Iseli et al., 1999) , which uses a new type of Hidden Markov Model (HMM) and can deal with the possibility of errors in the analyzed sequence. However, this program does not include a feature for special recognition of the start and the end of the coding region and can therefore miss the exact location of a start or a stop codon.
The goal of this work is to investigate a new method for the analysis of EST nucleotide sequences. The programs makes use of the experimentally verified data for fulllength cDNA and corresponding EST sequences and provides a holistic set of compact and efficient tools that can help in different steps of the nucleotide sequence analysis. In addition to the frame-shift tolerant coding c Oxford University Press 2001 region recognition, this program also performs recognition of the start codon (or Translation Initiation Site, TIS) and stop codon at the end of the coding region.
The algorithm is based on a combination of ANN and statistics. An ANN is basically a computer program that detects patterns and correlations in data. In applications with regard to nucleotide or amino acid analysis, it can learn to recognize and classify a sequence pattern by increasing the emphasis placed on important information and ignoring irrelevant information. ANN-training incorporates both positive and negative information, that means in this case DNA sequences with and without the feature of interest. Furthermore, ANNs are able to detect secondand higher-order correlations in patterns, an approach that can find more complex correlations than a method based simply on the frequency of occurrence of nucleotides at certain positions. A preconceived model is not required, because ANN automatically determines which residues and which positions are important (Hirst and Sternberg, 1992) .
MATERIALS
In order to obtain a validated data set, the first step of data collection was made using the protein database Swissprot, rather than a genomic database. All the human proteins whose starts were sequenced at the amino acid level were manually collected (by Amos Bairoch, personal communication). The next step was to retrieve the fulllength mRNAs for these proteins for which the TIS was now indirectly experimentally verified. 475 corresponding human cDNAs, completely sequenced and annotated, were found. The average size of the cDNAs length was 1617 nucleotides. Out of these 475 cDNAs, three-quarters were used for the extraction of the training data, here called the training gene-pool, One quarter was used for extraction of the test data, here called the test genepool. For the full design of the modular structure of the algorithm, several datasets were constructed. These datasets were used for:
• the training of the ANNs, called the ANN-training set,
• the evaluation of the generalization performance of the ANNs during the training, called the ANN-evaluation set and,
• the final testing of the performance of a trained ANN, called the ANN-test set.
ANN-training and evaluation sets were extracted from the training gene pool, while the ANN-test set was extracted from the test gene pool. In the last step of the algorithm, different modules were integrated into one approach.
In the second step a search through the EMBL database was made for EST entries corresponding to these cDNAs.
The search results gave 242 ESTs for the training dataset and 127 for the test dataset. The average length of the selected ESTs was 592 nucleotides. Through the alignment of the corresponding ESTs and cDNAs it was possible to determine for each EST two characteristics, (a) if it was identifed as a non-coding or as coding region, and (b) on which strand it was coding and whether it contained start or stop codons. This dataset was used for training and determining the parameters of the EST analysis algorithm.
Consensus-ANN
For the consensus-ANN a window 12 nucleotides long was used. This sequence includes the positions from −7 to +5, where +1 is the position of the first nucleotide of an ATG triplet. Each cDNA sequence provides only one positive data example for TIS. Consequently, only a relatively small amount of data was used to train this ANN (325 positive and 325 negative examples). The negative examples were collected from the UTR and coding regions. All negative examples had an ATG at the 8th position of the selected sequence-window. The input is presented to the network through the universal encoding system, where each nucleotide is transformed into a binary 4-digit string ( Figure 1) . A number of different feed forward ANN architectures were tested during the training procedure:
• feed forward nets without hidden units (perceptron),
• feed forward nets with hidden units, and
• feed forward nets with hidden units and short cut connections (direct connections from the input to the output units).
In the second and third case, a number of different hidden units were tested (results not shown). The ANN with the highest score according to the correlation coefficient measure was chosen. This was the ANN with short cut connections and two hidden units. In this case, the training was performed with cascade correlation (Fahlman and Lebiere, 1990) . In cascade correlation, training starts with a perceptron, which is an ANN with weights only between the input and the output units. After a number of iterations, a group of the weights freeze (stop changing) and a hidden unit is added. In the remaining iteration, the new weights are trained to learn examples which had not been successfully taught in the first steps of the training.
The performance of TIS prediction on the test set has an accuracy of 76.4%, where the accuracy is taken to be the average of the prediction on the positive and the negative data. 
Coding-ANN
In the second step, an ANN was trained for the recognition of the coding region. In this case the window size of the sequences used was 54 nucleotides in length. For the training of this second ANN it was possible to extract multiple positive data from every gene. Positive examples were extracted from the coding region and always started with the first nucleotide of a codon (in frame). Negative examples were extracted from the non-coding regions randomly and from those windows out of the coding region, which start with the second and third nucleotide of a codon (window out of frame). Here, a possible homology between training and test data could influence the result. For this reason, such homologies between the training and test genes were eliminated through pair-wise alignment with the full Smith-Waterman algorithm. Only the genes from the training pool with less than 70% homology to the genes of the test pool were used for extracting the training data-a total of 282 genes. From these genes, 700 positive and 700 negative sequence regions were extracted. An additional 500 regions (50% positive-50% negative) were extracted from the test gene pool for testing the performance of the coding-ANN.
Previous investigation has shown that preprocessing the data through a coding measure can significantly improve the performance of the ANN . A variety of coding measure methods exists. The best results are obtained by applying the codon usage statistic to the sequence window. With other words the number of all different codons (64) on the sequences window of 54 nucleotides were calculated. The counting starts with the first nucleotide of the window, counting all nonoverlapping codons.
This results in a transformation of the sequence window to a vector of 64 units. Each unit gives the frequency (normalized) of the corresponding codon appearing in the window (Figure 2) .
If the window starts with the first nucleotide of a codon, the ANN has a high score (close to 1), otherwise the score is low (close to 0).
The training is done with the algorithm Resilient Backpropagation (RPROP; Riedmiller and Braun, 1993 , an improved version of the classical Backpropagation), applied to a feed forward ANN.
The main differences between RPROP and Backpropagation are:
• the change of the weights depends only on the sign of the potential derivation of the error and not on its size;
• the weight update phase incorporates the current gradient and the gradient of the previous step; and
• every weight has its own learning parameter for the changing of the weight value.
The experiments show that RPROP yields to an improvement in generalization performance of around 2% over the Backpropagation algorithm. A neural network with two hidden units was experimentally defined to give the best performance . The performance of coding-ANN on the test set has an accuracy of 84%, where the accuracy is taken to be the average of the prediction on the positive and the negative data.
Frame-ANN
For the development of a frame sensitive module an ANN is trained with the same procedure as described in the Section Coding-ANN. In the same way, the sequence window was transformed into a 64 vector units, which then was used as an input to the ANN. The only difference between the two procedures is in the composition of the training data. While the positive dataset is the same (windows extracted from the coding region in frame), the negative data are in this case only extracted out of the coding region starting with the second and third nucleotide of a codon.
The prediction accuracy of the frame-ANN increases from 84 to 87.5% in comparison with the coding-ANN. The better prediction leads to a better estimation of the transaction between two frames.
Generalization of the ANNs
One of the critical issues in the training of an ANN is determining the appropriate moment to stop training. If the training of the ANN is long, this can decrease the global error of the training set, but on the other hand may also lead to over-training the ANN. In the latter case, the ANN is taught the characteristic of individual examples and not their global characteristics.
In order to avoid this, only 2/3 of the examples of the training set are used for training; the remaining 1/3 are used for evaluating the performance of the ANN following every iteration. Once the performance of the evaluation group of examples starts to decrease, the ANN is stopped. As mentioned in the dataset section, the extraction of the evaluation examples is made from genes belonging to the training pool rather than from the test pool.
All the training of the ANNs is performed by the Stuttgarter Neural Network Simulator (SNNS), publicly available from the University of Stuttgart, Germany (Zell et al., 1993) .
INTEGRATED METHOD
For the prediction of the coding regions in ESTs all three modules are integrated in one approach.
In the first step the frame-ANN is applied on a sliding window along the sequence. If the sequence is derived from a coding region without sequencing errors the output will be a number series with a high score in every third position. This is the position of the first nucleotide of a codon. If a deletion or insertion occurs, this periodicity will get disturbed. In the ideal case the numeric chain of a nucleotide sequence will be the alternation of 100, starting with 1 (for example: 100100100 · · · 100100). In the second step of the algorithm the ideal chain of the sequence gets aligned-using a dynamic programming approach-with the real score values in order to maximize the overall coding score potential (which, in this case, is calculated by multiplying the values of the two sequences). Finally, retracing back the path of the best alignment (the alignment with the best score) it is possible to locate the frame changes. This method is similar with the approach described in Xu et al. (1995) . In order to avoid a frequent frame-switching it is necessary to introduce a frame-change penalty. Only frame-changes longer than 60 nucleotides are allowed. In other words a new frame change is allowed only if this new frame is active for more than 60 nucleotides. However, it is possible for the user to change the frame-switching penalty and experiment with different parameters. A higher penalty will give a more accurate coding region prediction and a better strand prediction. A lower penalty will give a more accurate reconstruction of the protein sequence encoded in an EST.
In the following step the coding potential along the sequence is calculated by using the information of the leading frame in every region. More precisely the coding score of the sequence is calculated by adding the coding score of every window in the leading frame. If the sequence gives a high coding score the search continues for the determination of the start and/or the stop codon. For the recognition of the coding start the consensus-ANN is used to calculate a score for every ATG (putative TIS). In addition the non-coding/coding potential around every ATG is calculated by building the difference between all coding scores (calculated by the coding ANN) of in-frame 60 positions before and after the ATG. If the product of the consensus score and the non-coding/coding difference is above a certain threshold (here 0.2) and the ATG is on the leading frame, the ATG is characterized as TIS.
Stop codons are permitted on the predicted coding region. Possible ends of the coding sequence are determined by the presence of stop codons in a local coding frame. Local coding frame means that the frame of the stop-codon has a high score for 60 nucleotides before the stop codon.
The output of the program gives the start and the end of the coding region, the coding score of the coding region, the score for the predicted TIS and the strand on which the coding region is determined. For every subsequence that is characterized by continuous coding frame, the coding potential and the translated amino acid sequence is given. At the end of the output the whole sequence of the suggested protein is printed.
RESULTS AND DISCUSSION
The program was evaluated with a set of 127 ESTs. 109 sequences contained coding regions. The combination of all the above methods gives an accuracy of 89.7% for prediction of both coding and non-coding nucleotides in the EST test dataset, containing a total of 146 648 nucleotides.
For 101 out of the 109 sequences that contain coding regions the program was able to detect the correct coding strand. Out of the 18 sequences with no coding regions was able to detect 7 as non-coding at all. For 77 out of the 96 sequences that were predicted as coding, the program was able to detect the exact start of the coding region. This could be a translation initiation start-site or just the start of the sequence. For 29 sequences out of the 127 the program was able to detect the correct end of the coding region. Table 1 presents the predicted coding regions of the program for a subset of the test-set sequences. The third and fifth columns indicate the correct and the predicted strand, the fourth column the true start and end of the coding regions and the sixth column the predicted start and end of the coding region. The second column gives the length of the EST.
A graphical representation of the prediction along an EST with a frame-shift around the position 270 is given in the last figures. Figure 5 illustrates the graphical output of the program for prediction of TIS, Figure 3 shows the prediction along the sequence with the frame-ANN and Figure 4 shows the prediction with the coding-ANN.
For practical use of the program the output contains not only the suggested amino acid sequence (including the automatic correction of the frame-shifts), but also a quality prediction for every subpart of the sequence. This makes it possible for the user to start functional analysis from the amino acid sequences which are predicted with the highest score and are most likely to be correct.
On a comparison with ESTscan a set of 107 ESTs was used. The sensitivity (cp/cp + fn) for ESTScan was 88.7% and of DIANA-EST 86.5%. The specificity (cp/cp + fp) of the prediction was for ESTScan 87.3% and of DIANA-EST 79.6%. The accurate prediction of the start of the coding region (plus order minus 10 nucleotides) was correct for 37 sequences predicted by ESTScan and 76 predicted by DIANA-EST. The correct prediction of the end of the coding region was predicted in 43 cases correct from ESTscan and for 56 sequences correct from DIANA-EST.
The software we are presenting here is a useful additional tool for the functional analysis of ESTs. In functional analysis of ESTs it is common that domain predictions are made on the six frame translations of the sequences. This leads to a very high number of false positive hits. Additionally it is possible that domains located at a frame transition (include a frame-shift) will not be predicted through functional analysis tools. Using the program described here it is possible to run the search only on predicted and frame-shift corrected protein sequences.
Although all the training and test sets of the method presented here is derived from human sequences it is possible to retrain the same method for the analysis for ESTs derived from other species. Furthermore, we believe this program to be a good addition for the analysis of ESTs with ESTScan. The fact that the two programs are based on different mathematical models (HMM for ESTScan and ANN for DIANA-EST) makes their use complementary.
This work is currently in progress and there is poten- tial for improving the results by different steps of the algorithm, like cooperating similarity search with protein databases.
