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On a variance for twins of k−free numbers in arithmetic
progressions ∗
Zaizhao MENG
In this paper, we give a new upper bound of Barban-Davenport-Halberstam type for
twins of k−free numbers in arithmetic progressions.
1 Introduction
In recent years, Bru¨dern and others [1,2] have made a breakthrough in the circle method.
They give successful treatment, through the circle method, of binary additive problems
involving k−free numbers. Their results depend upon the variance for k−free numbers
(or twins of k−free numbers) in arithmetic progressions.
In this paper, we give new results on the variance for twins of k−free numbers in arith-
metic progressions. Such result is analogous to the Barban-Davenport-Halberstam theo-
rem for the primes in arithmetic progressions.
Let µk(n) be the characteristic function of the k−free numbers,
µk(n) =
∑
dk|n
µ(d), (1.1)
where µ(n) is the Mo¨bius function.
Let
Ak(x; q, a) =
∑
n≤x
n≡a(mod q)
µk(n)µk(n + 1) (1.2)
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g(q, a) =
∞∑
u,v=1
(uk ,q)|a,(vk ,q)|a+1
µ(uv)
ukvk
(q, ukvk) (1.3)
By Lemma 3.1 in [2], we have
Ak(x; q, a) = q
−1g(q, a)x+O(x
2
k+1
+ε).
We consider the variance
Yk(x,Q) =
∑
q≤Q
q∑
a=1
| Ak(x; q, a)− q−1g(q, a)x |2 . (1.4)
In [2], Bru¨dern, Perelli and Wooley obtained
Yk(x,Q)≪ x
2
k
+εQ2−
2
k + x
4
k+1
+ε, 1 < Q ≤ x. (1.5)
In this paper, we obtain the following
THEOREM. Suppose that 1 < Q ≤ x and that k is an integer with k ≥ 2. Then
Yk(x,Q)≪ x
1
k
+εQ2−
1
k
−ε + x1+
2
k logQ+ x
3
2
+ 1
2k
+ε.
Actually, the first term is Q2( xQ)
1
k
+ε. For k > 2, this result is superior to (1.5) when
Q≫ x 34 .
We have
Yk(x,Q) = S1(x,Q) − 2xS2(x,Q) + x2S3(x,Q) (1.6)
where
S1(x,Q) =
∑
q≤Q
q∑
a=1
A2k(x; q, a), (1.7)
S2(x,Q) =
∑
q≤Q
q∑
a=1
Ak(x; q, a)q
−1g(q, a), (1.8)
S3(x,Q) =
∑
q≤Q
q∑
a=1
q−2g(q, a)2. (1.9)
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We notice that the function g(q, a) does not depend only on q and (a, q), unlike most
sequences investigated before.
In section 2-3, we discuss S2(x,Q) and S3(x,Q), these depend on the solutions of the
corresponding congruences. In section 4-7, we discuss S1(x,Q) by the Hardy-Littlewood
method on the line of Vaughan[9]. In section 8, we discuss the singular series S(n).
In section 9-10, we use the Hurwitz Zeta function to discuss the generating function of
S(uv). In section 11, we use a trick to avoid the difficulty of calculating some constants
and then we obtain the Theorem.
Notation: Let k > 1 denote a positive integer. Throughout, ε is a sufficiently small
positive number, the implicit constants in Vinogradov’s notation ≪, and in Landau’s
O-notation, will depend at most on k, ε unless it is pointed out depend upon the corre-
sponding parameters. n ≡ a(mod q) may be written as n ≡ a(q). The greatest common
divisor and the least common multiple of integers a, b are denoted by (a, b) and [a, b]
respectively; µ(n) denotes the Mo¨bius function and τ(n) denotes the divisor function;
[w] denotes the integer part of w and e(α) = exp(2πiα);
q∑
a=1
′
means (a, q) = 1. The
letter p denotes a prime number, and write pt ‖ n when pt | n but pt+1 † n. Let x denote
a sufficiently large real number and Q be a positive real number with 1 < Q ≤ x.
2 The formula for S2(x,Q)
For fixed positive integers u, v, q, r, s, let
J1 =
q∑
a=1
(uk,q)|a,(vk ,q)|a+1
∑
n≤x,n≡a(mod q)
rk|n,sk|n+1
1, s0 = (
(uk, q)
(rk, uk, q)
,
rk
(rk, q)
). (2.1)
LEMMA 2.1.We have
J1 =
(rk, uk, q)s0
rksk(uk, q)(vk, q)
(sk,
rk(uk, q)(vk, q)
(rk, uk, q)
)x+O(1),
provided that
(
(uk, q)(rk, q)
(rk, uk, q)
, (vk, q)) = (
(uk, q)
(rk, uk, q)s0
, sk) = (r, s) = (q, u, v) = 1. (2.2)
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Proof. We use an idea of [4]. Let n = rkb, a = (uk, q)c, then
J1 =
q(uk ,q)−1∑
c=1
(vk ,q)|(uk,q)c+1
∑
rkb≤x
rkb≡(uk,q)c(mod q),sk|rkb+1
1, (r, s) = (q, u, v) = 1. (2.3)
Now,
rk
(rk ,q)
b ≡ (uk,q)c
(rk,q)
(mod q
(rk ,q)
), (rk, q) | (uk, q)c.
Since (u
k,q)(rk,q)
(rk,uk,q)
= [(uk, q), (rk, q)] | q, we write c = (rk,q)
(rk ,uk,q)
d, then
J1 = #{1 ≤ b ≤ xr−k, 1 ≤ d ≤ q(r
k,uk,q)
(uk ,q)(rk,q)
: (vk, q) | (uk, q) (rk,q)
(rk ,uk,q)
d+ 1,
rk
(rk ,q)
b ≡ (uk,q)
(rk,q)
(rk ,q)
(rk,uk,q)
d(mod q
(rk,q)
), sk | rkb+ 1.}
We have
rk
(rk, q)
b ≡ (u
k, q)d
(rk, uk, q)
(mod
q
(rk, q)
),
hence
rk
(rk ,q)
(rk,uk,q)
(uk ,q)
b ≡ d(mod q
(rk,q)
(rk,uk,q)
(uk,q)
),
and
(uk, q)
(rk, uk, q)
| r
k
(rk, q)
b. (2.4)
Write b = (u
k,q)
(rk ,uk,q)s0
b1, then
J1 = #{1 ≤ (u
k,q)
(rk ,uk,q)s0
b1 ≤ xr−k, 1 ≤ d ≤ q(r
k ,uk,q)
(uk,q)(rk ,q)
: (vk, q) | (uk, q) (rk,q)
(rk ,uk,q)
d+ 1,
rk
(rk ,q)s0
b1 ≡ d(mod q(r
k,uk,q)
(rk,q)(uk,q)
), sk | rk (uk,q)
(rk ,uk,q)s0
b1 + 1.}
We have
(uk, q)(rk, q)
(rk, uk, q)
d ≡ −1(mod (vk, q)), (2.5)
and
(
(uk, q)(rk, q)
(rk, uk, q)
, (vk, q)) = 1, (2.6)
(vk, q) | q(r
k, uk, q)
(uk, q)(rk, q)
, (2.7)
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(
(uk, q)
(rk, uk, q)s0
, sk) = 1. (2.8)
We write
d = d1 +m(v
k, q), 1 ≤ d1 ≤ (vk, q), 0 ≤ m < q(r
k,uk,q)
(vk ,q)(uk ,q)(rk,q)
,
then
rk
(rk, q)s0
b1 ≡ d1 +m(vk, q)(mod q(r
k, uk, q)
(rk, q)(uk, q)
) (2.9)
rk
(rk, q)s0
b1 ≡ d1(mod (vk, q)). (2.10)
If a prime p | (v, q), then p | v, p | q, p † u, again if p | rk
(rk,q)s0
, then p | r, hence,by (2.6)
p | ( (uk ,q)(rk,q)
(rk,uk,q)
, (vk, q)) = 1, this is a contradiction.
We deduce that
((vk, q),
rk
(rk, q)s0
) = 1. (2.11)
Now the congruence (2.10) has a unique solution modulus (vk, q).
Let b1 = b0 + t(v
k, q), 1 ≤ b0 ≤ (vk, q), by (2.7) and (2.9)
rk(vk, q)
(rk, q)s0
t ≡ d1 − r
k
(rk, q)s0
b0 +m(v
k, q)(mod
q(rk, uk, q)
(rk, q)(uk, q)
). (2.12)
Also, we have
rk(uk, q)
(rk, uk, q)s0
(vk, q)t ≡ −1− r
k(uk, q)
(rk, uk, q)s0
b0 (mod s
k). (2.13)
By (2.7), (2.10) and (2.12),
rk
(rk, q)s0
t ≡ (d1 − r
k
(rk, q)s0
b0)(v
k, q)−1 +m(mod
q(rk, uk, q)
(rk, q)(uk, q)(vk, q)
), (2.14)
and
d1 ≡ r
k
(rk, q)s0
b0 (mod (v
k, q)). (2.15)
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By (2.5),
(uk, q)(rk, q)
(rk, uk, q)
d1 ≡ −1(mod (vk, q)). (2.16)
By (2.14), we only want to count the number of t satisfying (2.13) and
(uk, q)
(rk, uk, q)s0
(b0 + t(v
k, q)) ≤ xr−k,
that is
t ≤ x(r
k, uk, q)s0
rk(uk, q)(vk, q)
− b0
(vk, q)
. (2.17)
By (2.5), (2.15) and (2.16),
(uk, q)rk
(rk, uk, q)s0
b0 ≡ −1(mod (vk, q)). (2.18)
Consequently, by(2.13) and (2.18),
((vk, q), sk) | 1 + (u
k, q)rk
(rk, uk, q)s0
b0. (2.19)
By (2.3), (2.8) and (2.19), we have
(sk,
rk(uk, q)(vk, q)
(rk, uk, q)s0
) | 1 + (u
k, q)rk
(rk, uk, q)s0
b0.
By (2.13) and (s, s0) = 1, we obtain
rk(uk ,q)(vk ,q)
(rk,uk,q)
(sk, r
k(uk,q)(vk ,q)
(rk,uk,q)
)−1t
≡ (−s0 − r
k(uk ,q)
(rk ,uk,q)
b0)(s
k, r
k(uk,q)(vk ,q)
(rk,uk,q)
)−1 (mod sk(sk, r
k(uk,q)(vk ,q)
(rk ,uk,q)
)−1).
Therefore, the number of t is
x(rk, uk, q)s0
rk(uk, q)(vk, q)
(sk(sk,
rk(uk, q)(vk, q)
(rk, uk, q)
)−1)−1 +O(1),
that is
J1 =
(rk, uk, q)s0
rksk(uk, q)(vk, q)
(sk,
rk(uk, q)(vk, q)
(rk, uk, q)
)x+O(1).
The lemma follows.
Now,we give the formula for S2(x,Q).
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S2(x,Q) =
∑
q≤Q
q−1
∞∑
u,v=1
µ(uv)
ukvk
(q, ukvk)
q∑
a=1
(uk,q)|a,(vk ,q)|a+1
∑
n≤x
n≡a(mod q)
µk(n)µk(n+ 1)
=
∑
q≤Q
q−1
∞∑
u,v=1
µ(uv)
ukvk
(q, ukvk)
∑
rk≤x
sk≤x+1
µ(r)µ(s)J1.
By Lemma 2.1,
S2(x,Q) = S2A(x,Q) + S2B(x,Q), (2.20)
where
S2A(x,Q) =
∑
q≤Q
q−1
∞∑
u,v=1
µ(uv)
ukvk
(q, ukvk)
∑
rk≤x,sk≤x+1
(2.1),(2.2)
µ(r)µ(s) (r
k,uk,q)s0
rksk(uk,q)(vk ,q)
(sk, r
k(uk,q)(vk ,q)
(rk,uk,q)
)x,
S2B(x,Q)≪
∑
q≤Q
q−1
∞∑
u,v=1
µ(uv)
ukvk
(q, ukvk)
∑
rk≤x
sk≤x+1
1,
and
∑
rk≤x,sk≤x+1
(2.1),(2.2)
means u, v, r, s, q satisfy (2.1) and (2.2).
We give upper bound for S2B(x,Q) first.
S2B(x,Q)≪ x 2k
∞∑
m=1
µ2(m)τ(m)
mk
∑
q≤Q
q−1(q,mk)
≪ x 2k
∞∑
m=1
µ2(m)τ(m)
mk
∑
t|mk
∑
q≤Q
(q,mk)=t
q−1(q,mk)≪ x 2k
∞∑
m=1
µ2(m)τ(m)
mk
∑
t|mk
∑
qt≤Q
q−1,
hence
S2B(x,Q)≪ x
2
k logQ. (2.21)
By ( (u
k,q)
(rk ,uk,q)
, r
k
(rk,q)
(rk,q)
(rk,uk,q)
) = ( (u
k ,q)
(rk ,uk,q)
, r
k
(rk,uk,q)
) = 1, we have
s0 = (
(uk, q)
(rk, uk, q)
,
rk
(rk, q)
) = 1. (2.22)
Since (u, v) = 1, the conditions (2.2) and (2.22) are equivalent to
(r, v, q) = (s, u, q) = (s, r) = 1. (2.23)
By (2.2),
S2A(x,Q) = x
∑
q≤Q
q−1
∞∑
u,v=1
µ(uv)
ukvk
∑
rk≤x,sk≤x+1
(2.23)
µ(r)µ(s)r−ks−k(sk, vk, q)(rk, uk, q). (2.24)
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The summations of r, s can be completed to ∞.
S2A(x,Q) = c1(Q)x+ S2A0 , (2.25)
where
c1(Q) =
∑
q≤Q
q−1
∞∑
u,v=1
µ(uv)
ukvk
∞∑
r,s=1
(2.23)
µ(r)µ(s)r−ks−k(sk, vk, q)(rk, uk, q), (2.26)
and
S2A0 ≪ x
∑
q≤Q
q−1
∞∑
u,v=1
1
ukvk
(
∑
rk>x
sk≤x+1,(r,s)=1
r−ks−k(sk, vk, q)(rk, uk, q) +
∑
r≥1
sk>x+1,(r,s)=1
r−ks−k(sk, vk, q)(rk, uk, q)) = S2Aa + S2Ab, say.
S2Aa ≪ x
∑
q≤Q
q−1
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k(sk, vk, q)
∑
t|u
∑
rk>x
(r,u)=t,(r,s)=1
r−k(tk, q)
≪ x ∑
q≤Q
q−1
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k(sk, vk, q)
∑
t|u,(t,s)=1
(tk, q)t−k
∑
tkrk>x
r−k.
Now∑
t|u,(t,s)=1
(tk, q)t−k
∑
tkrk>x
r−k
≪ ∑
t|u,(t,s)=1
tk≤x
(tk, q)t−k(x
1
k t−1)1−k+
∑
t|u
tk>x
(tk, q)t−k ≪ x 1k−1 ∑
t|u,(t,s)=1
tk≤x
(tk, q)t−1+
∑
t|u,(t,s)=1
tk>x
(tk, q)t−k.
Hence
S2Aa ≪ x
∑
q≤Q
q−1
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k(sk, vk, q)(x
1
k
−1 ∑
t|u,(t,s)=1
tk≤x
(tk, q)t−1+
∑
t|u,(t,s)=1
tk>x
(tk, q)t−k)
≪ S2Aa1 + S2Aa2, say.
Firstly, we estimate S2Aa1,
S2Aa1 ≪ x 1k
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k
∑
t|u,(t,s)=1
tk≤x
t−1
∑
q≤Q
q−1(sk, vk, q)(tk, q)
≪ x 1k
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k
∑
t|u
tk≤x
t−1
∑
q≤Q
q−1(sktk, q)
≪ x 1k
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k
∑
t|u
tk≤x
t−1
∑
j|sktk
∑
qj≤Q
q−1 ≪ x 1k logQ,
hence
S2Aa1 ≪ x
1
k logQ. (2.27)
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Secondly, as the estimate of S2Aa1, we have
S2Aa2 ≪ x
∑
q≤Q
q−1
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k(sk, vk, q)
∑
t|u,(t,s)=1
tk>x
(tk, q)t−k
≪ x
∞∑
u,v=1
1
ukvk
∑
sk≤x+1
s−k
∑
t|u,(t,s)=1
tk>x
∑
q≤Q
q−1(sk, vk, q)(tk, q)t−k
≪ x logQ
∞∑
v=1
1
vk
∑
sk≤x+1
s−kτ(sk)(x
1
k )1−2k+ε,
hence
S2Aa2 ≪ x
1
k
−1+ε logQ. (2.28)
By (2.27) and (2.28),
S2Aa ≪ x
1
k logQ+ x
1
k
−1+ε logQ. (2.29)
In the same manner we have
S2Ab ≪ x
1
k logQ+ x
1
k
−1+ε logQ. (2.30)
By (2.29) and (2.30),
S2A0 ≪ x
1
k logQ+ x
1
k
−1+ε logQ. (2.31)
By (2.20), (2.21), (2.25) and (2.31), we obtain
S2(x,Q) = c1(Q)x+O(x
2
k logQ), (2.32)
where c1(Q) is given by (2.26).
3 The formula for S3(x,Q)
By (1.3) and (1.9),
S3(x,Q) =
∑
q≤Q
q∑
a=1
q−2
∞∑
u,v=1
(uk ,q)|a,(vk ,q)|a+1
µ(uv)
ukvk
(q, ukvk)
∞∑
r,s=1
(rk,q)|a,(sk,q)|a+1
µ(rs)
rksk
(q, rksk).
(3.1)
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Let
∆ = #{1 ≤ a ≤ q : (uk, q) | a, (rk, q) | a, (vk, q) | a+ 1, (sk, q) | a+ 1}. (3.2)
Then
(u, s, q) = (v, r, q) = 1,
and
∆ = #{1 ≤ m ≤ q
[(uk, q), (rk, q)]
: m[(uk, q), (rk, q)] + 1 ≡ 0(mod [(vk, q), (sk, q)])},
therefore,
([(uk, q), (rk, q)], [(vk , q), (sk, q)]) = 1,
and
∆ =
q
[(uk, q), (rk, q)][(vk , q), (sk, q)]
=
q(rk, uk, q)(sk, vk, q)
(uk, q)(rk, q)(vk, q)(sk, q)
. (3.3)
Hence, by (3.1), (3.2) and (3.3),
S3(x,Q) = c1(Q), (3.4)
where c1(Q) is given by (2.26).
4 Lemmas for S1(x,Q)
As Vaughan had done in [9], our proof of the theorem uses the Hardy-Littlewood method(see
[8]) and depends heavily on [2] where the bounds for
S(α) = Sk(α) =
∑
n≤x
µk(n)µk(n+ 1)e(nα), (4.1)
and related expressions, are obtained.
Let R = x1/2+τ , where τ = τk is a sufficiently small positive number(2ε < τ <
1
10k ), and
let M denote the union of the intervals
M(q, a) = {α :| qα− a |≤ R−1}, (4.2)
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with 1 ≤ a ≤ q ≤ x/R and (q, a) = 1, and M = (R−1, 1 +R−1]\M.
LEMMA 4.1.We have
∫
M
| S(α) |2 dα≪ x 1k+εR1− 1k + x2+εR 2k−3 + x 4k+1+1+εR−2.
Proof. This is Theorem 2 of [2] by taking Q = x/R, we note that M ⊆ (R−1, 1 + R−1],
the interval (Q−1, 1 +Q−1] of [2] may be replaced by (R−1, 1 +R−1].
Let
K(α) =
∑
u≤Q
∑
v≤x/u
e(uvα). (4.3)
When Q ≤ √x define
Kq(α) =
∑
u≤Q/q
∑
v≤x/qu
e(quvα), (4.4)
Hq(α) =


∑
u≤Q
q†u
∑
v≤x/u
e(uvα), (q > 1),
0, (q = 1).
(4.5)
When Q >
√
x define
Kq(α) =
∑
u≤√x/q
(
∑
v≤x/qu
e(quvα) +
∑
√
x<v≤min(Q,x/qu)
e(quvα)), (4.6)
Hq(α) =


∑
u≤√x
q†u
(
∑
v≤x/u
e(uvα) +
∑
√
x<v≤min(Q,x/u)
e(uvα)), (q > 1),
0, (q = 1).
(4.7)
We have the following results on these functions(see the section 2 of Vaughan [9]).
LEMMA 4.2. Suppose that Q ≤ x and q ∈ N . Then
K(α) = Kq(α) +Hq(α).
Proof. This is Lemma 2.9 of [9].
LEMMA 4.3. Suppose that (a, q) = 1 and | qα− a |≤ q−1. Then
K(α)≪ (xq−1 + q) log x.
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Proof. This is Lemma 2.10 of [9].
LEMMA 4.4. Suppose that (a, q) = 1, q ∈ N and α = a/q + β. Then
Kq(α) = Kq(β)≪
∑
u≤√x/q
x
qu+ x‖quβ‖ .
Moreover, if | β |≤ 1/(2√x), then
Kq(α)≪ x log x
q + qx | β | .
Proof. This is Lemma 2.11 of [9].
LEMMA 4.5. Suppose that (a, q) = 1, q ∈ N and | qα− a |≤ 1/(2√x). Then
Hq(α)≪ (min(Q,
√
x) + q) log x.
Proof. This is Lemma 2.12 of [9].
By Dirichlet’s theorem on diophantine approximation, Lemma 4.1 and Lemma 4.3,
sup
M
| K(α) |≪ R log x (4.8)
and∫
M
| S(α) |2 K(α)dα≪ x 1k+εR2− 1k + x2+εR 2k−2 + x 4k+1+1+εR−1
≪ x1+ 1k− τ2 + x 12+ 4k+1− τ2 . (4.9)
By (1.2) and (1.7),
S1(x,Q) =
∑
q≤Q
∑
m,n≤x
m≡n(mod q)
µk(n)µk(n + 1)µk(m)µk(m+ 1)
= 2
∑
q≤Q
∑
m<n≤x
m≡n(mod q)
µk(n)µk(n+ 1)µk(m)µk(m+ 1) + [Q]
∑
n≤x
µk(n)µk(n + 1).
Hence
S1(x,Q) = 2SA(x,Q) + [Q]
∑
n≤x
µk(n)µk(n + 1) (4.10)
where
SA(x,Q) =
∑
q≤Q
∑
m<n≤x
m≡n(mod q)
µk(n)µk(n+ 1)µk(m)µk(m+ 1). (4.11)
12
By (4.1), (4.3) and (4.11),
SA(x,Q) =
∫ 1+R−1
R−1
| S(α) |2 K(α)dα =
∫
M
| S(α) |2 K(α)dα+
∫
M
| S(α) |2 K(α)dα.
(4.12)
By (4.9) and (4.12),
SA(x,Q) =
∫
M
| S(α) |2 K(α)dα +O(x1+ 1k− τ2 + x 12+ 4k+1− τ2 ). (4.13)
By (1.3)
g(q, a) =
∞∑
n=1
µ(n)
(nk, q)
nk
ψk(n; q, a), (4.14)
where ψk(n; q, a) denotes the number of pairs u, v of natural numbers with uv = n, (u, v) =
1, (uk, q) | a, (vk, q) | a+1. For fixed a, q, the function ψk(n; q, a) is multiplicative in n,
hence
g(q, a) =
∏
p
(1− (p
k, q)
pk
ψk(p; q, a)).
Let
f(q) =
∏
p|q
(1− 2
pk
)−1, h(q, a) =
∏
p|q
(1− (p
k, q)
pk
ψk(p; q, a)), (4.15)
then, by (3.8) of [2],
g(q, a) = ̺f(q)h(q, a), (4.16)
where
̺ =
∏
p
(1− 2
pk
). (4.17)
By (3.9) and (3.10) of [2], we have
h(q, a) =
∏
p|q
(pk,q)|a(a+1)
(1− (p
k, q)
pk
), (4.18)
and for co-prime natural numbers q1, q2
h(q1q2, a) = h(q1, a)h(q2, a), (4.19)
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h(q, a) is a multiplicative function of q.
We need the following sums of Gaussian type
G(q, a) =
q∑
b=1
g(q, b)e(
ab
q
), H(q, a) =
q∑
b=1
h(q, b)e(
ab
q
), (4.20)
which by (4.16) are related by
G(q, a) = ̺f(q)H(q, a). (4.21)
As in [2], we introduce the following function
H(q) =
q∑
a=1
(a,q)=1
| H(q, a) |2 . (4.22)
We define
I(β) =
∑
n≤x
e(βn), S∗(α) = S∗(α; q, a) = q−1G(q, a)I(α − a
q
), (4.23)
∆(α) = ∆(α; q, a) = S(α)− S∗(α). (4.24)
Let
M(q, a;T ) = {α : | qα− a |≤ T/x}, (4.25)
andM(T ) denote the union of the intervals M(q, a;T ) with 1 ≤ a ≤ q ≤ T and (q, a) = 1,
then
M(2T )\M(T ) =
⋃
T<q≤2T
a≤q,(a,q)=1
{α : | qα− a |≤ T/x}
⋃
q≤T
a≤q,(a,q)=1
{α : T/x <| qα− a |≤ 2T/x}.
and
M = M(x/R) j M(1)
⋃
1≤2j≤x/R
M(2j+1)\M(2j). (4.26)
Hence, as the proof of Lemma 4.2 in [1],
∫
M
| S∗(α)∆(α) | dα≪ log x max
1≤T≤x/R
(U∗1 (T ))
1/2(U∗2 (T ))
1/2+
∫
M(1)
| S∗(α)∆(α) | dα,
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(4.27)
where
U∗1 (T ) =
∫
M(2T )\M(T )
| S∗(α) |2 dα, U∗2 (T ) =
∫
M(2T )
| ∆(α) |2 dα. (4.28)
LEMMA 4.6. Suppose that 1 ≤ T ≤ 12
√
x. Then
∫
M(T )
| S(α)− S∗(α) |2 dα≪ T 3− 2kx 2k−1+ε + x 4k+1−1+εT 2.
Proof. This is Lemma 5.1 of [2].
LEMMA 4.7. Suppose that 1 ≤ 2T ≤ 12
√
x. Then
∫
M(2T )\M(T )
| S∗(α) |2 dα≪ xT 1k−1+ε.
Proof. This is Lemma 5.2 of [2].
LEMMA 4.8. We have
∫
M
| S(α) − S∗(α) |2 dα≪ x2+εR 2k−3 + x 4k+1+1+εR−2.
Proof. By taking T = x/R in Lemma 4.6, the lemma follows.
LEMMA 4.9. We have
∑
q≤x/R
q∑
a=1
′
∫
M(q,a)
| ∆(α; q, a) |2 Hq(α)dα≪ x
5
2
+εR
2
k
−3 + x
3
2
+ 4
k+1
+εR−2.
Proof. By Lemma 4.5 and Lemma 4.6, the lemma follows.
LEMMA 4.10. We have
∫
M(1)
| S∗(α)∆(α) | dα≪ x 2k+1+ε.
Proof. By Cauchy-Schwarz inequality and Lemma 4.6∫
M(1) | S∗(α)∆(α) | dα≪
∫ 1+1/x
1−1/x | S∗(α)∆(α) | dα
≪ ∫ x−10 | S∗(α)∆(α) | dα≪ (∫ x−10 | S∗(α) |2 dα)1/2(∫ x−10 | ∆(α) |2 dα)1/2
≪ x 12 (x 2k−1+ε + x 4k+1−1+ε)1/2 ≪ x 2k+1+ε,
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the lemma follows.
By (4.28), Lemma 4.6 and Lemma 4.7,
U∗1 (T )≪ xT
1
k
−1+ε, U∗2 (T )≪ T 3−
2
kx
2
k
−1+ε + x
4
k+1
−1+εT 2. (4.29)
Hence, by (4.26), (4.27), (4.29) and Lemma 4.10,∫
M
| S∗(α)∆(α) | dα ≪ log x max
1≤T≤x/R
(xT
1
k
−1+ε)1/2(T 3−
2
kx
2
k
−1+ε + x
4
k+1
−1+εT 2)1/2 +
x
2
k+1
+ε
≪ x1+ 12k+εR 12k−1 + x 2k+1+ 12k+ 12+εR− 12k− 12 + x 2k+1+ε.
Combining these with Lemma 4.5,∑
q≤x/R
q∑
a=1
′ ∫
M(q,a) | S∗(α; q, a)∆(α; q, a)Hq(α) | dα
≪ x 32+ 12k+εR 12k−1 + x1+ 2k+1+ 12k+εR− 12k− 12 + x 12+ 2k+1+ε. (4.30)
LEMMA 4.11. We have
∑
q≤x/R
q∑
a=1
′
∫
M(q,a)
| ∆(α; q, a) |2| K(α) | dα≪ x1+ 1k− τ2 + x 12+ 4k+1− τ2 .
Proof. We use the method of (4.8) in [9]. LetM0(1, 1) = {α :| α−1 |≤ 1/x} and for j ≥ 1
Mj(q, a) =
{ {α : 2j−1x−1 <| qα− a |≤ 2jx−1}, when q ≤ 2j−1;
{α :| qα− a |≤ 2jx−1}, when 2j−1 < q ≤ 2j .
Mj =
⋃
1≤a≤q≤2j
(a,q)=1
Mj(q, a).
Choose J so that 2J−1 < x/R ≤ 2J . For 1 ≤ a ≤ q ≤ x/R, (a, q) = 1,
then
M(q, a) ⊆ ⋃
0≤j≤J
q≤2j
Mj(q, a), M ⊆
⋃
0≤j≤J
Mj .
By Lemme 4.4, when α ∈Mj(q, a) with 1 ≤ a ≤ q ≤ 2j , (a, q) = 1,
Kq(α)≪ 2−jx log x. (4.31)
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By Lemma 4.6 and (4.31),∑
q≤x/R
q∑
a=1
′ ∫
M(q,a) | ∆(α; q, a) |2| Kq(α) | dα≪ x
2
k
+ε( xR )
2− 2
k + x
4
k+1
+ε( xR )
≪ x2+εR 2k−2 + x1+ 4k+1+εR−1. (4.32)
By Lemma 4.2, Lemma 4.9 and (4.32), the lemma follows.
By (4.23), (4.24) and Lemma 4.2, when α ∈M(q, a),
| S(α) |2 K(α) =| S∗(α; q, a) |2 K(α)
+ 2(ℜ(S∗(α; q, a)∆(α; q, a)))(Kq(α) +Hq(α))+ | ∆(α; q, a) |2 K(α).
By (4.13), (4.30) and Lemma 4.11,
SA(x,Q) = SA1(x,Q) + SA2(x,Q) +O(x
1+ 1
k
− τ
2 + x
1
2
+ 4
k+1
− τ
2 ), (4.33)
where
SA1(x,Q) =
∑
q≤x/R
q∑
a=1
′
∫
M(q,a)
| S∗(α; q, a) |2 K(α)dα, (4.34)
SA2(x,Q) = 2
∑
q≤x/R
q∑
a=1
′
∫
M(q,a)
(ℜ(S∗(α; q, a)∆(α; q, a)))Kq(α)dα,
by (4.21) and (4.23)
SA2(x,Q) = 2̺
∑
q≤x/R
q−1f(q)
q∑
a=1
′
∫ 1/qR
−1/qR
(ℜ(H(q, a)I(β)∆(a
q
+β; q, a)))Kq(β)dβ. (4.35)
5 The estimate of SA2(x,Q)
LEMMA 5.1. We have
q∑
b=1
h(q, b)
∑
r|q
µ(
q
r
)g(r, b) = q−1
q∑
b=1
h(q, b)
q∑
a=1
′G(q, a)e(
−ab
q
).
Proof. By (4.20) and
q∑
a=1
′e(anq ) =
∑
r|(q,n)
rµ( qr ),
q−1
q∑
b=1
h(q, b)
q∑
a=1
′G(q, a)e(−abq )
= q−1
q∑
b=1
h(q, b)
q∑
a=1
′e(−abq )
q∑
t=1
g(q, t)e(atq )
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= q−1
q∑
b=1
h(q, b)
∑
r|q
rµ( qr )
q∑
t=1
r|t−b
g(q, t).
Hence
q−1
q∑
b=1
h(q, b)
q∑
a=1
′G(q, a)e(
−ab
q
) = q−1
∑
r|q
rµ(
q
r
)
q∑
b=1
h(q, b)
q∑
t=1
r|t−b
g(q, t). (5.1)
By (4.14),
q∑
t=1
t≡b(r)
g(q, t) =
∞∑
n=1
µ(n)
(nk, q)
nk
q∑
t=1
t≡b(r)
ψk(n; q, t), (5.2)
where
ψk(n; q, t) = #{u, v ≥ 1 : uv = n, (u, v) = 1, (uk, q) | t, (vk, q) | t+ 1 }.
Write t = b+ rl, q = rm, and l runs through complete residues modulus m, we want to
count the number of l.
We have
(uk, rm) | b+ rl, (vk, rm) | b+ 1 + rl.
Let
(uk, r) = r1, (v
k, r) = r2, (r1, r2) = 1,
then
r1 | b, r2 | b+ 1,
(u
k
r1
,m) | br1 + rr1 l, (v
k
r2
,m) | b+1r2 + rr2 l.
These congruences have a unique solution of l modulus (u
k
r1
,m)(v
k
r2
,m), therefore the
number of l is m
(u
k
r1
,m)( v
k
r2
,m)
= mr1r2
(uk ,r1m)(vk ,r2m)
.
Since (r1, r2) = (r1, v) = (r2, u) = 1, the number of l is
mr1r2
(uk ,r1r2m)(vk ,r1r2m)
= mr1r2
(nk,r1r2m)
.
Hence
q∑
t=1
t≡b(r)
g(q, t) =
∞∑
n=1
µ(n) (n
k ,q)
nk
∑
u,v
∗ mr1r2
(nk,r1r2m)
,
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where
∑
u,v
∗ means (uk, r) = r1 | b, (vk, r) = r2 | b+1, uv = n, (u, v) = 1, u, v ≥ 1, q = rm.
Let r = r1r2∆, then
(q, nk) = (r1r2∆m,u
kvk) = (r1r2∆m,u
k)(r1r2∆m, v
k) = (r1∆m,u
k)(r2∆m, v
k)
= r1r2(∆m,
uk
r1
)(∆m, v
k
r2
).
Since (u
k
r1
, r2∆) = (
vk
r2
, r1∆) = 1, we have (∆,
uk
r1
vk
r2
) = 1,
hence
(q, nk) = r1r2(m,
uk
r1
)(m, v
k
r2
) = (r1r2m,u
k)(r1r2m, v
k) = (r1r2m, (uv)
k).
So, by (5.1) and (5.2),
q−1
q∑
b=1
h(q, b)
q∑
a=1
′G(q, a)e(−abq ) =
∑
r|q
µ( qr )
q∑
b=1
h(q, b)
∞∑
n=1
µ(n) 1
nk
∑
u,v
∗ rmr1r2
q
=
∑
r|q
µ( qr )
q∑
b=1
h(q, b)
∞∑
n=1
µ(n) 1
nk
∑
u,v
∗r1r2 =
∑
r|q
µ( qr )
q∑
b=1
h(q, b)
∞∑
n=1
µ(n) (n
k,r)
nk
ψk(n; r, b),
by (4.14), the lemma follows.
Write
L =
q∑
a=1
′
H(q, a)∆(
a
q
+ β; q, a),
then, by (4.20) and (4.24),
L =
q∑
b=1
h(q, b)
q∑
a=1
′
e(−abq )∆(
a
q + β; q, a)
=
∑
n≤x
(µk(n)µk(n+1)
q∑
b=1
h(q, b)
q∑
a=1
′
e(aq (n− b))− q−1
q∑
b=1
h(q, b)
q∑
a=1
′
G(q, a)e(−abq ))e(βn).
Write
U(y) =
∑
n≤y
(µk(n)µk(n+ 1)
q∑
b=1
h(q, b)
q∑
a=1
′
e(aq (n− b))− q−1
q∑
b=1
h(q, b)
q∑
a=1
′
G(q, a)e(−abq ))
= U1(y)− U2(y).
and using e(nβ) = e(xβ)− 2πiβ ∫ xn e(yβ)dy, we have
L = U(x)e(xβ) − 2πiβ
∫ x
1
U(y)e(yβ)dy. (5.3)
We estimate U1(y) first.
Write
E(x; q, a) = Ak(x; q, a) − q−1g(q, a)x. (5.4)
We have
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U1(y) = U1([y]) =
q∑
b=1
h(q, b)
∑
n≤[y]
µk(n)µk(n+ 1)
∑
r|(q,n−b)
rµ( qr )
=
∑
r|q
rµ( qr )
q∑
b=1
h(q, b)
∑
n≤[y]
r|n−b
µk(n)µk(n+ 1)
=
∑
r|q
µ( qr )
q∑
b=1
h(q, b)g(r, b)[y] +
∑
r|q
rµ( qr )
q∑
b=1
h(q, b)E([y]; r, b),
and
U2(y) =
∑
n≤[y]
q−1
q∑
b=1
h(q, b)
q∑
a=1
′
G(q, a)e(−abq )
= q−1
q∑
b=1
h(q, b)
q∑
a=1
′
G(q, a)e(−abq )[y].
We need an obvious result on Yk(x,Q).
LEMMA 5.2. For all Q,x, we have
Yk(x,Q)≪ x2 logQ+Q2.
Proof. By (1.4) and g(q, a)≪ 1,
Yk(x,Q)≪
∑
q≤Q
q∑
a=1
(x/q + 1)2 ≪ ∑
q≤Q
q∑
a=1
(x2q−2 + 1)≪ x2 logQ+Q2,
the lemma follows.
By Lemma 5.1, we have
U(y) =
∑
r|q
rµ( qr )
q∑
b=1
h(q, b)E([y]; r, b).
Hence
L≪∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([x]; r, b) | + | β | ∫ x1 ∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([y]; r, b) | dy.
By (4.35), Lemma 4.4 and I(β)≪ x/(1 + x | β |)
SA2(x,Q)≪
∑
q≤x/R
q−1
∫ 1/qR
0
x
(1+xβ)
x log x
q(1+xβ)(
∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([x]; r, b) |
+ β
∫ x
1
∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([y]; r, b) | dy)dβ ≪ ∫ R−10 x2 log x(1+xβ)2M(β)dβ,
where
M(β)≪
∑
q≤x/R
q≤1/βR
q−2(
∑
r|q
rµ2(
q
r
)
q∑
b=1
h(q, b) | E([x]; r, b) | +β
∫ x
1
∑
r|q
rµ2(
q
r
)
q∑
b=1
h(q, b) | E([y]; r, b) | dy).
(5.5)
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When r | q, we have
q∑
b=1
| E(y; r, b) |= qr−1
r∑
b=1
| E(y; r, b) |, then
∑
q≤x/R
q≤1/βR
q−2
∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([x]; r, b) |≪ ∑
r≤x/R
r∑
b=1
| E([x]; r, b) | ∑
q≤x/R
r|q
q−1
≪ log x ∑
r≤x/R
r−1
r∑
b=1
| E([x]; r, b) | .
By Cauchy inequality and (1.5),∑
q≤x/R
q≤1/βR
q−2
∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([x]; r, b) |
≪ log x( ∑
r≤x/R
r∑
b=1
r−2)1/2(
∑
r≤x/R
r∑
b=1
| E([x]; r, b) |2)1/2
≪ log3/2 x(x 2k+ε( xR )2−
2
k + x
4
k+1
+ε)1/2 ≪ x1+εR 1k−1 + x 2k+1+ε,
this contributes to SA2(x,Q)
≪ (x1+εR 1k−1 + x 2k+1+ε) ∫ R−10 x2 log x(1+xβ)2 dβ
≪ x log x(x1+εR 1k−1 + x 2k+1+ε)≪ x2+εR 1k−1 + x1+ 2k+1+ε.
For the second term of M(β), we have∑
q≤x/R
q−2β
∫ x
1
∑
r|q
rµ2( qr )
q∑
b=1
h(q, b) | E([y]; r, b) | dy
≪ β ∫ x1 log x ∑
r≤x/R
r−1
r∑
b=1
| E([y]; r, b) | dy
≪ β ∫ x/R1 log x ∑
r≤x/R
r−1
r∑
b=1
| E([y]; r, b) | dy + β ∫ xx/R log x ∑
r≤x/R
r−1
r∑
b=1
| E([y]; r, b) | dy.
By Cauchy inequality and Lemma 5.2,
β
∫ x/R
1 log
3/2 x(
∑
r≤x/R
r∑
b=1
| E([y]; r, b) |2)1/2dy
≪ β ∫ x/R1 log3/2 x(y2 log x+ ( xR )2)1/2dy
≪ x2R−2β log2 x,
this contributes to SA2(x,Q)
≪ x2R−2 log2 x ∫ R−10 x2 log x(1+xβ)2 βdβ ≪ x2R−2 log4 x.
By Cauchy inequality and (1.5),
β
∫ x
x/R log x
∑
r≤x/R
r−1
r∑
b=1
| E([y]; r, b) | dy
≪ β ∫ xx/R log3/2 x(x 2k+ε( xR )2− 2k + x 4k+1+ε)1/2dy ≪ β(x2+εR 1k−1 + x1+ 2k+1+ε),
this contributes to SA2(x,Q)
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≪ x2+εR 1k−1 + x1+ 2k+1+ε.
Consequently,
SA2(x,Q)≪ x2+εR
1
k
−1 + x1+
2
k+1
+ε + x2R−2 log4 x. (5.6)
6 The estimate of SA1(x,Q)
By (4.2), (4.23) and (4.34),
SA1(x,Q) =
∑
q≤x/R
q∑
a=1
′ ∫ 1/2
−1/2 q
−2 | G(q, a)I(β) |2 K(aq + β)dβ −
∑
q≤x/R
q∑
a=1
′ ∫
1/qR≤|β|≤1/2 q
−2 | G(q, a)I(β) |2 K(aq + β)dβ
= SB(x,Q)− SC(x,Q), (6.1)
say.
We consider SC(x,Q) first. By Lemma 4.4,
SC(x,Q)≪
∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∫1/qR≤|β|≤1/2min(x2, β−2) ∑
u≤√x
x
u+x‖u a
q
+uβ‖dβ
≪ ∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤√x
∫
1/qR≤|β|≤1/2
xβ−2
u+x‖u a
q
+uβ‖dβ
≪ ∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤√x
∫
u/qR≤|γ|≤u/2 u
xγ−2
u+x‖u a
q
+γ‖dγ.
Now,
ux
∑
0<|j|≤u/2
∫
j−1/2≤γ≤j+1/2
γ−2
u+x‖u a
q
+γ‖dγ ≪ ux
∑
0<|j|≤u/2
∫
−1/2≤γ≤1/2
j−2
u+x‖u a
q
+β+j‖dβ
≪ ux ∑
0<|j|≤u/2
j−2
∫
−1/2≤γ≤1/2
1
u+x|β|dβ ≪ u log x.
Hence
SC(x,Q)≪
∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤√x
u log x
+
∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤√x
∫
u/qR≤|γ|≤1/2 u
xγ−2
u+x‖u a
q
+γ‖dγ
= SC1(x,Q) + SC2(x,Q), say.
By Lemma 4.2 of [2], for any Q ≥ 1,
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∑
Q<q≤2Q
q−2f2(q)H(q)≪ Q 1k−1+ε. (6.2)
Hence
SC1(x,Q)≪ x log x
∑
q≤x/R
q−2f2(q)H(q)≪ x log x. (6.3)
LEMMA 6.1. We have
SC2(x,Q)≪ x
3
2
+ 1
2k
+2τ .
Proof. We have
SC2(x,Q)≪
∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤√x
x
∫
u/qR≤|γ|≤1/2 γ
−2dγ
≪ ∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤√x
x qRu
≪ xR log x ∑
q≤x/R
q−1
q∑
a=1
′ | G(q, a) |2 .
By partial summation and (6.2),
SC2(x,Q)≪ xR log x
∑
q≤x/R
q−1H(q)f(q)2 ≪ xR( xR )
1
k
+ε ≪ x 32+ 12k+2τ ,
the lemma follows.
By Lemma 6.1 and (6.3),
SC(x,Q)≪ x
3
2
+ 1
2k
+2τ .
Hence
SA1(x,Q) = SB(x,Q) +O(x
3
2
+ 1
2k
+2τ ). (6.4)
7 The estimate of SB(x,Q)
We have∫ 1/2
−1/2 | I(β) |2 K(aq + β)dβ =
∑
n1,n2≤x
∑
uv≤x,u≤Q
n1−n2+uv=0
e(uv aq ).
By (6.1),
SB(x,Q) =
∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤Q
∑
v≤x/u
e(uv aq )
∑
m,n≤x
n=m+uv
1.
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Hence
SB(x,Q) =
∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2
∑
u≤Q
∑
v≤x/u
e(uv
a
q
)[x− uv]. (7.1)
By (6.2),∑
u≤Q
∑
v≤x/u
(x− uv) ∑
q>x/R
q−2
q∑
a=1
′ | G(q, a) |2
≪ ∑
u≤Q
∑
v≤x/u
(x− uv)(x/R) 1k−1+ε ≪ (x/R) 1k−1+ε ∑
u≤Q
u
∑
v≤x/u
(x/u− v)
≪ (x/R) 1k−1+ε ∑
u≤Q
u(x/u)2 ≪ x 32+ 12k+2τ ,
and∑
q≤x/R
q−2
q∑
a=1
′ | G(q, a) |2 ∑
u≤Q
∑
v≤x/u
1≪ x log x.
Hence
SB(x,Q) =
∑
u≤Q
∑
v≤x/u
(x−uv)S(uv)+O(x 32+ 12k+2τ ) = SE(x,Q)+O(x
3
2
+ 1
2k
+2τ ), (7.2)
where
S(n) =
∞∑
q=1
q∑
a=1
′q−2 | G(q, a) |2 e(an
q
), (7.3)
SE(x,Q) =
∑
u≤Q
∑
v≤x/u
(x− uv)S(uv). (7.4)
8 The formula for S(n)
Write
J(q) = J(q;n) =
q∑
a=1
′ | H(q, a) |2 e(an
q
), (8.1)
then, by (4.21) and (7.3),
S(n) = ̺2
∞∑
q=1
q−2f(q)2J(q).
By (6.2), S(n) converges absolutely.
LEMMA 8.1. For any natural numbers q1, q2, (q1, q2) = 1, we have
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J(q1q2) = J(q1)J(q2),
the function J(q) is multiplicative.
Proof. By (4.19) and h(q, a+mq) = h(q, a), write a = a1q2 + a2q1, b = b1q2 + b2q1,
J(q1q2)
=
q1∑
a1=1
′
q2∑
a2=1
′ |
q1∑
b1=1
′h(q1, b1q2)e(a1q2b1q1 ) |2 e(a1nq1 ) |
q2∑
b2=1
′h(q2, b2q1)e(a2q1b2q2 ) |2 e(a2nq2 )
=
q1∑
a1=1
′ |
q1∑
b1=1
′h(q1, b1q2)e(a1q2b1q1 ) |2 e(
a1n
q1
)
q2∑
a2=1
′ |
q2∑
b2=1
′h(q2, b2q1)e(a2q1b2q2 ) |2 e(
a2n
q2
)
= J(q1)J(q2),
the lemma follows.
We need to give a formula for J(pt), here p is a prime number and t ≥ 1 .
We have
J(pt) =
pt∑
a=1
| H(pt, a) |2 e(an
pt
)−
pt∑
a=1
p|a
| H(pt, a) |2 e(an
pt
) = J1(p
t)− J2(pt), (8.2)
where
J1(p
t) =
pt∑
a=1
| H(pt, a) |2 e(an
pt
),
J2(p
t) =
pt∑
a=1
p|a
| H(pt, a) |2 e(an
pt
).
LEMMA 8.2. When t > k
J(pt) = 0.
Proof. When t > k, by (4.20),
J1(p
t) =
pt∑
a=1
|
pt∑
b=1
h(pt, b)e(abpt ) |2 e(anpt )
=
pt∑
b1,b2=1
h(pt, b1)h(p
t, b2)
pt∑
a=1
e(a(b1−b2)pt )e(
an
pt )
= pt
pt∑
b1,b2=1
b1−b2+n≡0(pt)
h(pt, b1)h(p
t, b2)
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= pt
pt∑
b=1
h(pt, b)h(pt, b+ n).
Also
J2(p
t) =
pt∑
b1,b2=1
h(pt, b1)h(p
t, b2)
pt∑
a=1
p|a
e(a(b1−b2+n)pt )
=
pt∑
b1,b2=1
h(pt, b1)h(p
t, b2)
pt−1∑
a=1
e(a(b1−b2+n)pt−1 )
= pt−1
pt∑
b1,b2=1
b1−b2+n≡0(pt−1)
h(pt, b1)h(p
t, b2).
By (3.9) of [2], for t > k, one has h(pt, a) = h(pt, b) whenever a ≡ b(mod pk).Hence
J2(p
t) = pt−1
pt∑
b=1
h(pt, b)h(pt, b+ n)
pt∑
b2=1
b2≡b+n(pt−1)
= pt
pt∑
b=1
h(pt, b)h(pt, b+ n) = J1(p
t),
therefore
J(pt) = J1(p
t)− J2(pt) = 0,
the lemma follows.
From now on, we suppose 1 ≤ t ≤ k.
By (4.7) of [2],
h(pt, a) =
{
1− pt−k, if pt | a(a+ 1),
1, otherwise.
(8.3)
For fixed pt, n, write
Φ1 = Φ1(p
t) = #{b : pt | b(b+ 1), b = 1, 2, ..., pt},
Φ2 = Φ2(p
t) = #{b : pt | b(b+ 1), pt | (b+ n)(b+ n+ 1), b = 1, 2, ..., pt}, (8.4)
Φ3 = Φ3(p
t) = #{b : pt † b(b+ 1), pt | (b+ n)(b+ n+ 1), b = 1, 2, ..., pt},
Φ4 = Φ4(p
t) = #{b : pt † b(b+ 1), b = 1, 2, ..., pt},
Φ5 = Φ5(p
t) = #{b1, b2 : pt | b1(b1+1), pt | b2(b2+1), b1−b2+n ≡ 0(pt−1), b1, b2 = 1, 2, ..., pt}.
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(8.5)
LEMMA 8.3. Suppose that 1 ≤ t ≤ k. Then
J1(p
t) = p2t − 4p2t−k + p3t−2kΦ2.
Proof. As in the proof of Lemma 8.1 and Lemma 8.2, by (8.3),
J1(p
t) = pt
pt∑
b=1
h(pt, b)h(pt, b+ n) = pt(JA + JB),
where
JA =
pt∑
b=1
pt|b(b+1)
(1− pt−k)h(pt, b+ n), JB =
pt∑
b=1
pt†b(b+1)
h(pt, b+ n).
Firstly, we deal with JA.
We note that Φ1 = 2, Φ3 = 2− Φ2,Φ4 = pt − 2.
By (8.3),
JA = (1− pt−k)2Φ2 + (1− pt−k)
pt∑
b=1
pt|b(b+1),pt†(b+n)(b+n+1)
1
= (1− pt−k)2Φ2 + (1− pt−k)(2− Φ2) = 2(1− pt−k) + (1− pt−k)(−pt−k)Φ2,
hence
JA = 2(1− pt−k)− pt−k(1− pt−k)Φ2.
Now, we deal with JB . By (8.3),
JB = (1− pt−k)Φ3 +Φ4 − Φ3 = pt − 2− pt−kΦ3 = pt − 2− pt−k(2− Φ2),
hence
JB = p
t − 2− 2pt−k + pt−kΦ2.
Therefore
J1(p
t) = pt(2(1−pt−k)−pt−k(1−pt−k)Φ2+pt−2−2pt−k+pt−kΦ2) = p2t−4p2t−k+p3t−2kΦ2,
the lemma follows.
LEMMA 8.4. We have
J2(p) = p
2(1− 2p−k)2.
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Proof. By (4.20) and (8.2),
J2(p) = (
p∑
b=1
h(p, b))2,
and
p∑
b=1
h(p, b) =
p∑
b=1
p|b(b+1)
(1− p1−k) +
p∑
b=1
p†b(b+1)
1 = 2(1− p1−k) + p− 2 = p− 2p1−k.
Hence
J2(p) = p
2(1− 2p−k)2,
the lemma follows.
LEMMA 8.5. Suppose that 1 < t ≤ k. Then
J2(p
t) = pt−1(pt+1 − 4pt−k+1 + p2t−2kΦ5).
Proof. By (4.20) and (8.2),
J2(p
t) = pt−1M,
where
M =
pt∑
b1,b2=1
b1−b2+n≡0(pt−1)
h(pt, b1)h(p
t, b2).
By (8.3), we obtain
M =MA +MB ,
where
MA =
pt∑
b1=1
pt|b1(b1+1)
pt∑
b2=1
b1−b2+n≡0(pt−1)
(1− pt−k)h(pt, b2),
MB =
pt∑
b1=1
pt†b1(b1+1)
pt∑
b2=1
b1−b2+n≡0(pt−1)
h(pt, b2).
Again, by (8.3) and (8.5),
MA =MA1 +MA2,
where
MA1 = (1− pt−k)2Φ5,
MA2 = (1− pt−k)(Φ6 − Φ5),
and
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Φ6 = #{b1, b2 : pt | b1(b1 + 1), b1 − b2 + n ≡ 0(pt−1), b1, b2 = 1, 2, ..., pt} = 2p.
Hence
MA2 = (1 − pt−k)(2p − Φ5),
and
MA = (1− pt−k)2Φ5 + (1− pt−k)(2p − Φ5) = 2p(1− pt−k)− pt−k(1− pt−k)Φ5.
Write
Φ7 = #{b1, b2 : pt † b1(b1 + 1), b1 − b2 + n ≡ 0(pt−1), b1, b2 = 1, 2, ..., pt},
Φ8 = #{b1, b2 : pt † b1(b1 +1), pt | b2(b2 +1), b1 − b2 + n ≡ 0(pt−1), b1, b2 = 1, 2, ..., pt},
then
Φ7 = p(p
t − 2), Φ8 = 2p− Φ5.
By (8.3),
MB =MB1 +MB2,
where
MB1 = (1− pt−k)Φ8, MB2 = Φ7 − Φ8.
Hence
MB = (1− pt−k)Φ8 +Φ7 − Φ8 = p(pt − 2)− pt−kΦ8 = p(pt − 2)− pt−k(2p − Φ5).
We obtain
MB = p(p
t − 2)− 2pt−k+1 + pt−kΦ5,
and
M = 2p(1− pt−k)− pt−k(1− pt−k)Φ5 + p(pt − 2)− 2pt−k+1 + pt−kΦ5
= pt+1 − 4pt−k+1 + p2t−2kΦ5,
the lemma follows.
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LEMMA 8.6 We have
Φ2 =


1, if pt | n(n+ 1), pt † n(n− 1),
1, if pt † n(n+ 1), pt | n(n− 1),
2, if pt | n(n+ 1), pt | n(n− 1),
0, if pt † n(n+ 1), pt † n(n− 1).
Proof. By (8.4),
Φ2 = #{b : pt | b(b+ 1), pt | (b+ n)(b+ n+ 1), b = 1, 2, ..., pt},
the condition pt | b(b + 1) means b = pt, pt − 1. If pt | n(n + 1),then b = pt satisfies the
condition pt | (b + n)(b + n + 1); If pt | n(n − 1),then b = pt − 1 satisfies the condition
pt | (b+n)(b+n+1); If pt †n(n+1) and pt †n(n− 1), then neither b = pt nor b = pt− 1
satisfies the condition pt | (b+ n)(b+ n+ 1). The lemma follows.
LEMMA 8.7 We have
if t = 1, then Φ5 = 4; if 1 < t ≤ k, then
Φ5 =


2, if pt−1 | n,
2, if pt−1 † n, pt−1 | (n+ 1), pt−1 | (n− 1),
1, if pt−1 † n, pt−1 | (n+ 1), pt−1 † (n− 1),
1, if pt−1 † n, pt−1 † (n+ 1), pt−1 | (n− 1),
0, if pt−1 † n, pt−1 † (n+ 1), pt−1 † (n− 1).
Proof. By (8.5),
Φ5 = #{b1, b2 : pt | b1(b1 + 1), pt | b2(b2 + 1), b1 − b2 + n ≡ 0(pt−1), b1, b2 = 1, 2, ..., pt},
we need to count the number of b1, b2 that satisfy the conditions (∗): pt | b1(b1 + 1), pt |
b2(b2 + 1), b1 − b2 + n ≡ 0(pt−1).
We have b1, b2 = p
t, pt − 1.
If t = 1, then Φ5 = 4 is valid. We suppose that t > 1.
If pt−1 | n, then b1 = b2 = pt and b1 = b2 = pt − 1 satisfy the conditions (∗);
If pt−1 † n, pt−1 | (n+ 1), pt−1 | (n− 1), then b1 = pt, b2 = pt − 1 and b1 = pt − 1, b2 = pt
satisfy the conditions (∗);
If pt−1 † n, pt−1 | (n + 1), pt−1 † (n − 1) , then only b1 = pt, b2 = pt − 1 satisfies the
conditions (∗); if pt−1 † n, pt−1 † (n + 1), pt−1 | (n − 1) then only b1 = pt − 1, b2 = pt
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satisfies the conditions (∗);
if pt−1 †n, pt−1 † (n+1), pt−1 † (n− 1) then there are not b1, b2 satisfy the conditions (∗).
The lemma follows.
LEMMA 8.8 Suppose that 1 ≤ t ≤ k. Then
J(pt) = p3t−2k−1(pΦ2 − Φ5).
Proof. By (8.2), Lemma 8.3 and Lemma 8.4,
J(p) = J1(p)− J2(p) = p2 − 4p2−k + p3−2kΦ2 − p2(1− 2p−k)2 = p2−2k(pΦ2 − 4).
We suppose 1 < t ≤ k. By (8.2), Lemma 8.3 and Lemma 8.5,
J(pt) = J1(p
t)− J2(pt) = p2t − 4p2t−k + p3t−2kΦ2 − pt−1(pt+1 − 4pt−k+1 + p2t−2kΦ5)
= p3t−2k−1(pΦ2 − Φ5),
the lemma follows.
By Lemma 8.1, Lemma 8.2 and Lemma 8.8,
S(n) = ̺2
∏
p
(1 +
k∑
t=1
p−2tf(pt)2J(pt)) = ̺2
∏
p
(1 +
k∑
t=1
p−2t( p
k
pk−2)
2p3t−2k−1(pΦ2 − Φ5))
= ̺2
∏
p
(1 + (pk − 2)−2
k∑
t=1
pt−1(pΦ2 −Φ5)),
that is
S(n) = ̺2
∏
p
∆p, (8.6)
where
∆p = 1 + (p
k − 2)−2
k∑
t=1
pt−1(pΦ2 − Φ5). (8.7)
Write
Π1 =
∏
p|n(n+1)
∆p, Π1A =
∏
p|n(n+1)
p|n(n−1)
∆p, Π1B =
∏
p|n(n+1)
p†n(n−1)
∆p, Π1 = Π1AΠ1B , (8.8)
Π2 =
∏
p†n(n+1)
∆p, Π2A =
∏
p†n(n+1)
p|n−1
∆p, Π2B =
∏
p†n(n+1)
p†n−1
∆p, Π2 = Π2AΠ2B , (8.9)
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then
S(n) = ̺2Π1AΠ1BΠ2AΠ2B . (8.10)
For fixed n, p, we write
pβ1 ‖ n, pβ2 ‖ n+ 1, pβ3 ‖ n− 1.
We consider Π1A first.
LEMMA 8.9 We have
Π1A =
∏
p|n
pk†n
(1− 4(pk − 2)−2) ∏
pk|n
(1 + 2(pk − 2)−1) ∏
2k |n+1
or2k|n−1
(1 + (2k − 4)(2k − 2)−2)×
∏
2k†n+1
2k†n−1,2†n
(1− 4(2k − 2)−2).
Proof. We have
Π1A =
∏
pk†n
p|n
∆p
∏
pk|n
∆p
∏
2†n
∆2. (8.11)
If p | n(n+ 1), p | n(n− 1) and p † n, then p = 2, β1 = 0, min(β2, β3) = 1.
Hence, by Lemma 8.6 and Lemma 8.7,
Φ2(2) = 2,Φ5(2) = 4, and then 2Φ2(2)− Φ5(2) = 0.
When 1 < t ≤ k, 2 † n,
Φ2(2
t) =
{
1, if t ≤ max(β2, β3),
0, if t > max(β2, β3).
Φ5(2
t) =


2, if t = 2,
1, if 2 < t ≤ max(β2, β3) + 1,
0, if t > max(β2, β3) + 1.
Write β = max(β2, β3) ≥ 2. We have
2Φ2(2
t)− Φ5(2t) =


0, if t = 2,
1, if 2 < t ≤ β,
−1, if t = 1 + β,
0, if 1 + β < t ≤ k.
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Hence
∆2 =


1 + (2k − 2)−2( ∑
3≤t≤β
2t−1 − 2β), if β < k,
1 + (2k − 2)−2 ∑
3≤t≤k
2t−1, if β ≥ k.
Then
∆2 =
{
1− 4(2k − 2)−2, if β < k,
1 + (2k − 4)(2k − 2)−2, if β ≥ k. (8.12)
We suppose that p | n(n+ 1), p | n(n− 1) and p | n, then β2 = β3 = 0.
By Lemma 8.6 and Lemma 8.7,
pΦ2(p)− Φ5(p) = 2p − 4,
Φ2(p
t) =
{
2, if pt | n,
0, if pt † n,
and for 1 < t ≤ k,
Φ5(p
t) =
{
2, if pt−1 | n,
0, if pt−1 † n.
Hence
pΦ2(p
t)− Φ5(pt) =


2p − 2, if t ≤ β1
−2, if t = 1 + β1,
0, if 1 + β1 < t ≤ k.
Then
∆p =


1 + (pk − 2)−2(2p − 4) + (pk − 2)−2( ∑
2≤t≤β1
pt−1(2p− 2)− 2pβ1), if β1 < k,
1 + (pk − 2)−2(2p − 4) + (pk − 2)−2( ∑
2≤t≤k
pt−1(2p − 2)), if β1 ≥ k.
Consequently
∆p =
{
1− 4(pk − 2)−2, if 1 ≤ β1 < k,
1 + 2(pk − 2)−1, if β1 ≥ k. (8.13)
By (8.11), (8.12) and (8.13), the lemma follows.
Secondly, we consider Π1B .
LEMMA 8.10 We have
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Π1B =
∏
pk†n+1
p|n+1,p†n−1
(1− 4(pk − 2)−2) ∏
pk|n+1
p†n−1
(1 + (pk − 4)(pk − 2)−2).
Proof. We have p | n(n + 1), p † n(n − 1), β1 = β3 = 0, β2 ≥ 1, and by Lemma 8.6 and
Lemma 8.7,
pΦ2(p)− Φ5(p) = p− 4,
for 1 < t ≤ k,
Φ2(p
t) =
{
1, if pt | n+ 1,
0, if pt † n+ 1,
Φ5(p
t) =
{
1, if pt−1 | n+ 1,
0, if pt−1 † n+ 1,
then
pΦ2(p
t)− Φ5(pt) =


p− 1, if t ≤ β2
−1, if t = 1 + β2,
0, if 1 + β2 < t ≤ k,
and
∆p =


1 + (pk − 2)−2(p− 4) + (pk − 2)−2( ∑
2≤t≤β2
pt−1(p− 1)− pβ2), if β2 < k,
1 + (pk − 2)−2(p− 4) + (pk − 2)−2( ∑
2≤t≤k
pt−1(p − 1)), if β2 ≥ k.
Consequently
∆p =
{
1− 4(pk − 2)−2, if 1 ≤ β2 < k,
1 + (pk − 4)(pk − 2)−2, if β2 ≥ k. (8.14)
By (8.8) and (8.14), the lemma follows.
Now, we consider Π2. By p † n(n+ 1), Lemma 8.6 and Lemma 8.7,
Φ2(p
t) =
{
1, if pt | n− 1,
0, if pt † n− 1, (8.15)
and for 1 < t ≤ k
Φ5(p
t) =
{
1, if pt−1 | n− 1,
0, if pt−1 † n− 1. (8.16)
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LEMMA 8.11 We have
Π2A =
∏
p†n(n+1)
pk†n−1,p|n−1
(1− 4(pk − 2)−2) ∏
p†n(n+1)
pk|n−1
(1 + (pk − 4)(pk − 2)−2).
Proof. We have p † n(n+ 1), p | (n− 1), β1 = β2 = 0, β3 ≥ 1, and by Lemma 8.6, Lemma
8.7, (8.15) and (8.16),
pΦ2(p)− Φ5(p) = p− 4,
and for 1 < t ≤ k, by (8.15) and (8.16),
pΦ2(p
t)− Φ5(pt) =


p− 1, if t ≤ β3
−1, if t = 1 + β3,
0, if 1 + β3 < t ≤ k,
and
∆p =


1 + (pk − 2)−2(p− 4) + (pk − 2)−2( ∑
2≤t≤β3
pt−1(p− 1)− pβ3), if β3 < k,
1 + (pk − 2)−2(p− 4) + (pk − 2)−2( ∑
2≤t≤k
pt−1(p − 1)), if β3 ≥ k.
Consequently
∆p =
{
1− 4(pk − 2)−2, if 1 ≤ β3 < k,
1 + (pk − 4)(pk − 2)−2, if β3 ≥ k. (8.17)
By (8.9) and (8.17), the lemma follows.
LEMMA 8.12 We have
Π2B =
∏
p†n(n+1)(n−1)
(1− 4(pk − 2)−2).
Proof. We have p † n(n + 1)(n − 1), β1 = β2 = β3 = 0, and by Lemma 8.6, Lemma 8.7,
(8.15) and (8.16),
pΦ2(p)− Φ5(p) = −4,
and for 1 < t ≤ k,
Φ2(p
t) = 0, Φ5(p
t) = 0,
and
pΦ2(p
t)− Φ5(pt) = 0, and ∆p = 1− 4(pk − 2)−2,
the lemma follows.
LEMMA 8.13 We have
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S(n) = ̺2
∏
p|n
pk†n
(1− 4(pk − 2)−2) ∏
pk|n
(1 + 2(pk − 2)−1) ∏
2k|n+1
or2k |n−1
(1 + (2k − 4)(2k − 2)−2)×
∏
2k†n+1
2k†n−1,2†n
(1− 4(2k − 2)−2) ∏
pk†n+1
p|n+1,p†n−1
(1− 4(pk − 2)−2) ∏
pk|n+1
p†n−1
(1 + (pk − 4)(pk − 2)−2)×
∏
p†n(n+1)
pk†n−1,p|n−1
(1− 4(pk − 2)−2) ∏
p†n(n+1)
pk|n−1
(1+ (pk − 4)(pk − 2)−2) ∏
p†n(n+1)(n−1)
(1− 4(pk − 2)−2).
Proof. By Lemma 8.9, Lemma 8.10, Lemma 8.11, Lemma 8.12 and (8.10), the lemma
follows.
LEMMA 8.14 We have
S(n) = ̺2
∏
p 6=2
(1−4(pk−2)−2) ∏
2k|n+1
or2k|n−1
(1+(2k−4)(2k−2)−2) ∏
2k†n+1
2k†n−1,2†n
(1−4(2k−2)−2)×
∏
2|n
2k†n
(1− 4(2k − 2)−2) ∏
2k |n
(1 + 2(2k − 2)−1) ∏
pk |n
p 6=2
pk−2
pk−4
∏
pk|n+1
p 6=2
pk−3
pk−4
∏
pk|n−1
p 6=2
pk−3
pk−4 .
Proof. By Lemma 8.13 and∏
p†n(n+1)(n−1)
(1− 4(pk − 2)−2) = ∏
p 6=2
(1− 4(pk − 2)−2) ∏
p|n(n+1)(n−1)
p 6=2
(1− 4(pk − 2)−2)−1,
the lemma follows at once.
9 The function G(u; s)
By (7.4),
SE(x,Q) =
1
2πi
∫
(2)
∑
u≤Q
∞∑
v=1
S(uv)(uv)−s
xs+1
s(s+ 1)
ds, (9.1)
where
∫
(2) means
∫ 2+i∞
2−i∞ .
Write
G(u; s) =
∞∑
v=1
S(uv)v−s, ℜs > 1,
then
SE(x,Q) =
∑
u≤Q
1
2πi
∫
(2)
u−sG(u; s)
xs+1
s(s + 1)
ds. (9.2)
Let
G1(u, s) =
∞∑
v=1
2k |uv
S(uv)v−s, G2(u, s) =
∞∑
v=1
2|uv,2k†uv
S(uv)v−s,
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G3(u, s) =
∞∑
2†uv,v=1
2k†uv+1,2k†uv−1
S(uv)v−s, G4(u, s) =
∞∑
2†uv,v=1
2k|uv+1or2k |uv−1
S(uv)v−s,
then
G(u; s) = G1(u, s) +G2(u, s) +G3(u, s) +G4(u, s). (9.3)
As in [3], for integer a, let
ξk = e
2pii/k = e( 1k ), ζ(s; ξ
a
k) =
∞∑
m=1
ξamk m
−s, ζ(s; a, k) =
∑
n≡a(k)
n−s,ℜs > 1,
and for 0 < a ≤ 1, let ζ(s, a) =
∞∑
n=0
(n+ a)−s,ℜs > 1.
When 1 ≤ a ≤ k, we have ζ(s; a, k) = k−sζ(s, ak ).
For odd integer, we define the multiplicative functions g1(d), g2(d) as follows
g1(p
t) =
2
pk − 4 , g2(p
t) =
1
pk − 4 , t ≥ 1, p > 2, (9.4)
then
µ(d)2g1(d)≪ τ(d)d−k, µ(d)2g2(d)≪ d−k. (9.5)
For fixed u, d1, d2, d3 and ℜs > 1, write
H1(s) = H1(s;u, d1, d2, d3) =
∑
2k|uv,dk
1
|uv
dk2 |uv+1,dk3 |uv−1
v−s,
H2(s) = H2(s;u, d1, d2, d3) =
∑
2|uv,dk
1
|uv
dk2 |uv+1,dk3 |uv−1
v−s,
H3(s) = H3(s;u, d1, d2, d3) =
∑
dk
1
|uv
dk2 |uv+1,dk3 |uv−1
v−s,
H4(s) = H4(s;u, d1, d2, d3) =
∑
2k |uv+1,dk
1
|uv
dk2 |uv+1,dk3 |uv−1
v−s,
H5(s) = H5(s;u, d1, d2, d3) =
∑
2k |uv−1,dk1 |uv
dk2 |uv+1,dk3 |uv−1
v−s.
By Lemma 8.14 and (9.4),
S(n) = ̺2
∏
p 6=2
(1− 4(pk − 2)−2) ∏
2k|n+1
or2k |n−1
(1 + (2k − 4)(2k − 2)−2)×
∏
2k†n+1
2k†n−1,2†n
(1− 4(2k − 2)−2) ∏
2|n
2k†n
(1− 4(2k − 2)−2) ∏
2k |n
(1 + 2(2k − 2)−1)×
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∑
dk1 |n
(d1,2)=1
µ(d1)
2g1(d1)
∑
dk2 |n+1
(d2,2)=1
µ(d2)
2g2(d2)
∑
dk3 |n−1
(d3,2)=1
µ(d3)
2g2(d3).
If we write
h(d1, d2, d3) = µ(d1d2d3)
2g1(d1)g2(d2)g2(d3),
then, by (9.5),
h(d1, d2, d3)≪ τ(d1)d−k1 d−k2 d−k3 , (9.6)
and
S(n) = ̺2
∏
p 6=2
(1− 4(pk − 2)−2) ∏
2k|n+1
or2k |n−1
(1 + (2k − 4)(2k − 2)−2)×
∏
2k†n+1
2k†n−1,2†n
(1− 4(2k − 2)−2) ∏
2|n
2k†n
(1− 4(2k − 2)−2) ∏
2k |n
(1 + 2(2k − 2)−1)×
∑
(d1d2d3,2)=1
dk1 |n,dk2 |n+1,dk3 |n−1
h(d1, d2, d3).
(9.7)
LEMMA 9.1 For ℜs > 1, we have
G1(u, s) = ̺
2
∏
p 6=2
(1 − 4(pk − 2)−2)(1 + 2(2k − 2)−1) ∑
(d1d2d3,2)=1
h(d1, d2, d3)H1(s),
G2(u, s) = ̺
2
∏
p 6=2
(1−4(pk−2)−2)(1−4(2k−2)−2) ∑
(d1d2d3,2)=1
h(d1, d2, d3)(H2(s)−H1(s)),
G3(u, s) = ̺
2
∏
p 6=2
(1−4(pk−2)−2)(1−4(2k−2)−2) ∑
(d1d2d3,2)=1
h(d1, d2, d3)(H3(s)−H2(s)−
H4(s)−H5(s)),
G4(u, s) = ̺
2
∏
p 6=2
(1− 4(pk − 2)−2)(1+ (2k − 4)(2k − 2)−2) ∑
(d1d2d3,2)=1
h(d1, d2, d3)(H4(s)+
H5(s)),
G(u; s) = ̺2
∏
p 6=2
(1− 4(pk − 2)−2) ∑
(d1d2d3,2)=1
h(d1, d2, d3)(2
k+1(2k − 2)−2H1(s) +
(1− 4(2k − 2)−2)H3(s) + 2k(2k − 2)−2H4(s) + 2k(2k − 2)−2H5(s)).
Proof. By (9.3) and (9.7), the lemma follows.
We only consider the case: µ(d1d2d3)
2 = 1, (d2d3, u) = 1. Write
2kdk1u
(u, 2kdk1)
b1 ≡ 1(mod dk2),
2kdk1u
(u, 2kdk1)
b2 ≡ 1(mod dk3), (9.8)
38
{
dk3d
k
3 ≡ 1(mod dk2),
dk2d
k
2 ≡ 1(mod dk3),
(9.9)
A1 ≡ −b1dk3dk3 + b2dk2dk2 (mod dk2dk3), 1 ≤ A1 ≤ dk2dk3 , (A1, d2d3) = 1, (9.10)
dk1u
(u, dk1)
b5 ≡ 1(mod dk2),
dk1u
(u, dk1)
b6 ≡ 1(mod dk3), (9.11)
A3 ≡ −b5dk3dk3 + b6dk2dk2 (mod dk2dk3), 1 ≤ A3 ≤ dk2dk3 , (A3, d2d3) = 1, (9.12)
dk1u
(u, dk1)
b7 ≡ 1(mod 2kdk2),
dk1u
(u, dk1)
b8 ≡ 1(mod dk3), (9.13)
{
dk3(d
k
3) ≡ 1(mod 2kdk2),
2kdk2(2
kdk2) ≡ 1(mod dk3),
(9.14)
A4 ≡ −b7dk3(dk3)+b82kdk2(2kdk2) (mod 2kdk2dk3), 1 ≤ A4 ≤ 2kdk2dk3 , (A4, 2d2d3) = 1, (9.15)
dk1u
(u, dk1)
b9 ≡ 1(mod dk2),
dk1u
(u, dk1)
b10 ≡ 1(mod 2kdk3), (9.16)
{
2kdk3{2kdk3} ≡ 1(mod dk2),
dk2{dk2} ≡ 1(mod 2kdk3),
(9.17)
A5 ≡ −b92kdk3{2kdk3}+ b10dk2{dk2} (mod 2kdk2dk3), 1 ≤ A5 ≤ 2kdk2dk3 , (A5, 2d2d3) = 1.
(9.18)
LEMMA 9.2 For ℜs > 1, we have
H1(s) =
(u,2kdk1 )
s
2ksdks1
ζ(s;A1, d
k
2d
k
3), H3(s) =
(u,dk1)
s
dks1
ζ(s;A3, d
k
2d
k
3),
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H4(s) =
(u,dk1)
s
dks1
ζ(s;A4, 2
kdk2d
k
3), H5(s) =
(u,dk1 )
s
dks1
ζ(s;A5, 2
kdk2d
k
3).
Proof. We have
2k | uv, dk1 | uv, dk2 | uv + 1, dk3 | uv − 1.
Write a =
2kdk1
(u,2kdk1)
, v = av1, then
uav1 ≡ −1(mod dk2), uav1 ≡ 1(mod dk3).
By (9.8) and (9.9),
{
v1 ≡ −b1(mod dk2),
v1 ≡ b2(mod dk3),
hence, by (9.10), we obtain v1 ≡ A1(mod dk2dk3) and
H1(s) = a
−s ∑
v1≡A1(dk2dk3)
v−s1 = a
−sζ(s;A1, dk2d
k
3).
Similarly, the formulas for H3(s),H4(s) and H5(s) follow from (9.11),(9.12),(9.13),(9.14),
(9.15),(9.16),(9.17) and (9.18), and the lemma follows.
We use the following results of [3].
Let G(s) = −i(2π)s−1Γ(1− s), then
ζ(s; a, k) = G(s)k−s(e
1
2
ipisζ(1− s; ξak)− e
−1
2
ipisζ(1− s; ξ−ak )). (9.19)
By Lemma 9.1 and Lemma 9.2(ℜs > 1),
G(u; s) = ̺2
∏
p 6=2
(1− 4(pk − 2)−2) ∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)×
{2k+1(2k − 2)−2 (u,2kdk1)s
2ksdks1
ζ(s;A1, d
k
2d
k
3)
+(1− 4(2k − 2)−2) (u,dk1)s
dks1
ζ(s;A3, d
k
2d
k
3)
+2k(2k − 2)−2 (u,dk1)s
dks1
ζ(s;A4, 2
kdk2d
k
3)
+2k(2k − 2)−2 (u,dk1 )s
dks1
ζ(s;A5, 2
kdk2d
k
3)}.
(9.20)
We take (9.20) as the analytic continuation of G(u; s),ℜs > 1k − 1, and G(u; s) has at
most one simple pole at s = 1.
Write
G(1)(u, s) =
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
(u,2kdk1 )
s
2ksdks1
ζ(s;A1, d
k
2d
k
3),
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G(3)(u, s) =
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
(u,dk1)
s
dks1
ζ(s;A3, d
k
2d
k
3),
G(4)(u, s) =
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
(u,dk1)
s
dks1
ζ(s;A4, 2
kdk2d
k
3),
G(5)(u, s) =
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
(u,dk1)
s
dks1
ζ(s;A5, 2
kdk2d
k
3),
then
G(u; s) = ̺2
∏
p 6=2
(1− 4(pk − 2)−2)2k+1(2k − 2)−2G(1)(u, s)
+̺2
∏
p 6=2
(1− 4(pk − 2)−2)(1− 4(2k − 2)−2)G(3)(u, s)
+̺2
∏
p 6=2
(1− 4(pk − 2)−2)2k(2k − 2)−2G(4)(u, s)
+̺2
∏
p 6=2
(1− 4(pk − 2)−2)2k(2k − 2)−2G(5)(u, s).
(9.21)
10 The formula for SE(x,Q)
Let T > 1, by (9.2),
SE(x,Q) =
∑
u≤Q
1
2pii(
∫ 2+i∞
2+iT +
∫ 2+iT
2−iT +
∫ 2−iT
2−i∞)u
−sG(u; s) x
s+1
s(s+1)ds.
We have∑
u≤Q
1
2pii(
∫ 2+i∞
2+iT +
∫ 2−iT
2−i∞)u
−sG(u; s) x
s+1
s(s+1)ds≪
∑
u≤Q
u−2x3T−1 ≪ x3T−1,
therefore
SE(x,Q) =
∑
u≤Q
1
2πi
∫ 2+iT
2−iT
u−sG(u; s)
xs+1
s(s + 1)
ds+O(x3T−1) = A+O(x3T−1), (10.1)
where
A =
∑
u≤Q
1
2pii
∫ 2+iT
2−iT u
−sG(u; s) x
s+1
s(s+1)ds.
Let 1k − 1 + τ ≤ σ < 0, by residue theorem
A =
∑
u≤Q
1
2pii
∫ σ+iT
σ−iT u
−sG(u; s) x
s+1
s(s+1)ds+
∑
u≤Q
1
2pii
∫ σ−iT
2−iT u
−sG(u; s) x
s+1
s(s+1)ds
+
∑
u≤Q
1
2pii
∫ 2+iT
σ+iT u
−sG(u; s) x
s+1
s(s+1)ds+Ress=0,1(
∑
u≤Q
u−sG(u; s) x
s+1
s(s+1)).
LEMMA 10.1 For fixed 1k − 1 + τ ≤ σ ≤ 2, | t |≥ 1 and s = σ+ it, we have the Stirling
formula
Γ(s) =
√
2πe−
pi
2
|t|| t |σ− 12 eit(log|t|−1)eλ ipi2 (σ− 12 )(1 +O(| t |−1)),
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where λ = 1 if t > 0, and λ = −1 if t < 0; and
G(u; s)≪| t | + | t |1−σ , 1
k
− 1 + τ ≤ ℜs ≤ 2, | t |≥ 1.
Proof. The first part is the Corollary 3.3.3 of [5], or see 4.42 of [6].
By Theorem 7.1.1 of [5], for −1 < ℜs ≤ 2, y ≥ 0
ζ(s, a) =
∑
0≤n≤y
1
(n+a)s +
(y+a)1−s
s−1 +
y−[y]− 1
2
(y+a)s − s
∫∞
y
u−[u]− 1
2
(u+a)s+1 du.
When ℜs ≥ 12 , we choose y = 1, then
ζ(s, a) = a−s + (1 + a)−s + (1+a)
1−s
s−1 − 12(1 + a)−s − s
∫∞
1
u−[u]− 1
2
(u+a)s+1
du,
hence
ζ(s, a)≪ a−σ+ | t |, | t |≥ 1.
When 1k − 1 < ℜs ≤ 12 , we choose y =| t |≥ 1, then
ζ(s, a)≪ a−σ + ∑
1≤n≤|t|
1
(n+a)σ+ | t |1−σ + | s
∫∞
|t|
u−[u]− 1
2
(u+a)s+1
du |,
by partial integrations,
| s ∫∞|t| u−[u]− 12(u+a)s+1 du |≪| t |1−σ + | t |2| t |−σ−1≪| t |1−σ .
We have
ζ(s, a)≪ a−σ+ | t | + | t |1−σ , 1k − 1 + τ ≤ ℜs ≤ 2, | t |≥ 1.
By (9.6), (9.21) and 1 ≤ A1, A3, A4, A5 ≪ dk2dk3 ,
G(u; s)≪ 1+ | t | + | t |1−σ, 1
k
− 1 + τ ≤ ℜs ≤ 2, | t |≥ 1,
the lemma follows.
By Lemma 10.1,∑
u≤Q
1
2pii
∫ σ−iT
2−iT u
−sG(u; s) x
s+1
s(s+1)ds,
∑
u≤Q
1
2pii
∫ 2+iT
σ+iT u
−sG(u; s) x
s+1
s(s+1)ds≪ x3Q1−σT−
1
k ,
therefore
A =
∑
u≤Q
1
2pii
∫ σ+iT
σ−iT u
−sG(u; s) x
s+1
s(s+1)ds
+Ress=0,1(
∑
u≤Q
u−sG(u; s) x
s+1
s(s+1)) +O(x
3Q1−σT−
1
k ).
(10.2)
Write
B1 =
∑
u≤Q
1
2pii
∫ σ+iT
σ−iT u
−sG(1)(u, s) x
s+1
s(s+1)ds,
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then, by (9.19),
B1 =
∑
u≤Q
1
2pii
∫ σ+iT
σ−iT u
−s ∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
(u,2kdk1 )
s
2ksdks1
ζ(s;A1, d
k
2d
k
3)
xs+1
s(s+1)ds
=
∑
u≤Q
1
2pii
∫ σ+iT
σ−iT u
−s ∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
(u,2kdk1 )
s
2ksdks1
G(s)(d2d3)
−ks(e
1
2
ipisζ(1 − s; ξA1
dk2d
k
3
) −
e
−1
2
ipisζ(1− s; ξ−A1
dk2d
k
3
)) x
s+1
s(s+1)ds = B11 +B12, say.
We have∫ σ+iT
σ−iT u
−s (u,2kdk1)s
2ksdks1
G(s)(d2d3)
−kse
1
2
ipisζ(1− s; ξA1
dk2d
k
3
) x
s+1
s(s+1)ds
=
∞∑
m=1
∫ σ+iT
σ−iT u
−s (u,2kdk1 )s
2ksdks1
G(s)(d2d3)
−kse
1
2
ipisξA1m
dk2d
k
3
m−(1−s) x
s+1
s(s+1)ds
= e
1
2
ipiσxσ+1iu−σ (u,2
kdk1 )
σ
2kσdkσ1
(d2d3)
−kσ ∞∑
m=1
ξA1m
dk2d
k
3
m−1+σ
∫ T
−T u
−it (u,2kdk1)it
2ktidkti1
G(σ+it)(d2d3)
−ktie−
1
2
pitmit×
xit
(σ+it)(1+σ+it)dt,
and∫ T
−T u
−it (u,2kdk1 )it
2ktidkti1
G(σ + it)(d2d3)
−ktie−
1
2
pitmit x
it
(σ+it)(1+σ+it)dt
≪ (∫ T1 + ∫ −1−T )u−it (u,2kdk1)it2ktidkti1 G(σ + it)(d2d3)−ktie− 12pitmit xit(σ+it)(1+σ+it)dt+ 1.
Let 1 ≤ T1 ≤ T2 ≤ 2T1. By Lemma 10.1,∫ T2
T1
u−it (u,2
kdk1)
it
2ktidkti1
G(σ + it)(d2d3)
−ktie−
1
2
pitmit x
it
(σ+it)(1+σ+it)dt
= −i ∫ T2T1 u−it (u,2kdk1)it2ktidkti1 (2π)σ+it−1
√
2πe−
pi
2
tt1−σ−
1
2 e−it(log t−1)e−
ipi
2
(1−σ− 1
2
)(1 +O(t−1))×
(d2d3)
−ktie−
1
2
pitmit x
it
(σ+it)(1+σ+it)dt≪ T
− 3
2
−σ
1 ,
and∫ T2
T1
uit
(u,2kdk1)
−it
2−ktid−kti1
G(σ − it)(d2d3)ktie 12pitm−it x−it(σ−it)(1+σ−it)dt
= −i(2π)σ− 12 e ipi2 ( 12−σ) ∫ T2T1 uit (u,2kdk1)−it2−ktid−kti1 (2π)−itt1−σ− 12 eit(log t−1)(1 +O(t−1))×
(d2d3)
ktim−it x
−it
(σ−it)(1+σ−it)dt
= i(2π)σ−
1
2 e
ipi
2
( 1
2
−σ) ∫ T2
T1
uit
(u,2kdk1 )
−it
2−ktid−kti1
(2π)−itt−
3
2
−σeit(log t−1)(d2d3)ktim−itx−itdt+O(T
− 3
2
−σ
1 ).
Write
B =
∫ T2
T1
uit
(u,2kdk1)
−it
2−ktid−kti1
(2π)−itt−
3
2
−σeit(log t−1)(d2d3)ktim−itx−itdt =
∫ T2
T1
t−
3
2
−σeiF (t)dt,
where
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F (t) = t log u− t log(u, 2kdk1) + kt log(2d1d2d3)− t log(2π) + t(log t− 1)− t log(mx).
F ′′(t) = t−1,
therefore, by Lemma 4.4 of [7] and by partial integrations,∫ T2
T1
eiF (t)dt≪ T
1
2
1 , B ≪ T−1−σ1 .
Hence
∫ T
−T
u−it
(u, 2kdk1)
it
2ktidkti1
G(σ + it)(d2d3)
−ktie−
1
2
pitmit × x
it
(σ + it)(1 + σ + it)
dt≪ 1,
and, by (9.6),
B11 ≪
∑
u≤Q
xσ+1u−σ ≪ xσ+1Q1−σ.
The same proof works for B12, then
B12 ≪ xσ+1Q1−σ,
we obtain ∑
u≤Q
1
2πi
∫ σ+iT
σ−iT
u−sG(1)(u, s)
xs+1
s(s+ 1)
ds≪ xσ+1Q1−σ.
Similarly, we deduce
∑
u≤Q
1
2πi
∫ σ+iT
σ−iT
u−sG(j)(u, s)
xs+1
s(s + 1)
ds≪ xσ+1Q1−σ, j = 3, 4, 5.
By (9.21),
∑
u≤Q
1
2πi
∫ σ+iT
σ−iT
u−sG(u; s)
xs+1
s(s + 1)
ds≪ xσ+1Q1−σ. (10.3)
Let T →∞, by (10.1), (10.2) and (10.3),
SE(x,Q) = Ress=0,1(
∑
u≤Q
u−sG(u; s)
xs+1
s(s + 1)
) +O(xσ+1Q1−σ). (10.4)
We have
Ress=1(
∑
u≤Q
u−sG(u; s)
xs+1
s(s + 1)
) = c2(Q)x
2, (10.5)
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where c2(Q) =
1
2
∑
u≤Q
u−1Ress=1G(u; s), c2(Q) is independence of x.
We need the value ζ(0; a, k) = 12 − ak , 1 ≤ a ≤ k.
Ress=0(
∑
u≤Q
u−sG(u; s)
xs+1
s(s + 1)
) = x
∑
u≤Q
G(u; 0). (10.6)
LEMMA 10.2 We have∑
u≤Q
G(1)(u, 0) = c31Q+O(Q
1
k
+ε),
∑
u≤Q
G(3)(u, 0) = c33Q+O(Q
1
k
+ε),
∑
u≤Q
G(4)(u, 0) = c34Q+O(Q
1
k
+ε),
∑
u≤Q
G(5)(u, 0) = c35Q+O(Q
1
k
+ε),
where c31, c33, c34, c35 are independence of Q.
Proof. We only consider the case (di, dl) = 1, i 6= l.
∑
u≤Q
G(1)(u, 0) =
∑
u≤Q
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)ζ(0;A1, d
k
2d
k
3)
=
∑
u≤Q
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)(
1
2 −A1d−k2 d−k3 ).
(10.7)
We have∑
u≤Q
(m,u)=1
1 = Q
∑
t|m
µ(t)t−1 +O(τ(m)),
then∑
u≤Q
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
1
2 =
1
2
∑
(d1d2d3,2)=1
h(d1, d2, d3)
∑
u≤Q
(d2d3,u)=1
1
= 12
∑
(d1d2d3,2)=1
h(d1, d2, d3)(Q
∑
t|d2d3
µ(t)t−1 +O(τ(d2d3))),
therefore, by (9.6),
∑
u≤Q
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)
1
2
=
1
2
Q
∑
(d1d2d3,2)=1
h(d1, d2, d3)
∑
t|d2d3
µ(t)t−1+O(1). (10.8)
Write
C =
∑
u≤Q
(d2d3,u)=1
A1 =
∑
u≤Q
(d2d3,u)=1
{−b1dk3dk3 + b2dk2dk2}′,
where A1 = {−b1dk3dk3 + b2dk2dk2}′ means 1 ≤ A1 ≤ dk2dk3 , (A1, d2d3) = 1.
Let (u, 2kdk1) = j, u = ju1, then, by (9.8),(9.9) and (9.10),
2kdk1u1b1 ≡ 1(mod dk2), 2kdk1u1b2 ≡ 1(mod dk3),
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and
C =
dk2∑
j1=1
′
dk3∑
j2=1
′{−j1dk3dk3 + j2dk2dk2}′
∑
j|2kdk1
D,
where
D = #{u1 : u1 ≤ Qj−1, (u1, 2kdk1j−1) = 1, 2kdk1u1j1 ≡ 1(mod dk2),
2kdk1u1j2 ≡ 1(mod dk3)}.
D =
∑
t|2kdk1j−1
µ(t)
∑
u≤Qj−1t−1
u2kdk1tj1≡1(mod dk2),u2kdk1tj2≡1(mod dk3 )
1 =
∑
t|2kdk1 j−1
µ(t)
∑
u≤Qj−1t−1
u≡J(mod dk2dk3)
1,
where
J ≡ 2kdk1tj1dk3dk3 + 2kdk1tj2dk2dk2 (mod dk2dk3), and 1 ≤ J ≤ dk2dk3 . (10.9)
We have
∑
u≤Qj−1t−1
u≡J(mod dk2dk3)
1 =


Qj−1t−1d−k2 d
−k
3 +O((Qj
−1t−1d−k2 d
−k
3 )
1
k
+ε), if dk2d
k
3 ≤ Qj−1t−1,
1, if dk2d
k
3 > Qj
−1t−1 ≥ J,
0, if dk2d
k
3 ≥ J > Qj−1t−1.
Therefore∑
u≤Q
∑
(d2d3,u)=1
(d1d2d3,2)=1
h(d1, d2, d3)A1d
−k
2 d
−k
3
=
∑
(d1d2d3,2)=1
h(d1, d2, d3)d
−k
2 d
−k
3
dk2∑
j1=1
′
dk3∑
j2=1
′{−j1dk3dk3+j2dk2dk2}′
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)
∑
u≤Qj−1t−1
u≡J(mod dk2dk3 )
1
=
∑
(d1,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)
∑
dk2d
k
3≤Qj−1t−1
h(d1, d2, d3)d
−k
2 d
−k
3 ×
dk2∑
j1=1
′
dk3∑
j2=1
′{−j1dk3dk3 + j2dk2dk2}′(Qj−1t−1d−k2 d−k3 +O((Qj−1t−1d−k2 d−k3 )
1
k
+ε))
+
∑
(d1,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)
∑
dk2d
k
3>Qj
−1t−1
h(d1, d2, d3)d
−k
2 d
−k
3
dk2∑
j1=1
′
dk3∑
j2=1
1≤J≤Qj−1t−1
′{−j1dk3dk3+
j2d
k
2d
k
2}′.
By (9.6),∑
(d1,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)
∑
(d2d3,2)=1
dk2d
k
3≤Qj−1t−1
h(d1, d2, d3)d
−k
2 d
−k
3 ×
dk2∑
j1=1
′
dk3∑
j2=1
′{−j1dk3dk3 + j2dk2dk2}′(Qj−1t−1d−k2 d−k3 +O((Qj−1t−1d−k2 d−k3 )
1
k
+ε))
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= Q
∑
(d1d2d3,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)j−1t−1h(d1, d2, d3)d−2k2 d
−2k
3
dk2d
k
3∑
a=1
′a+O(Q
1
k
+ε),
we note that : if tj > Q, this will produce the error term O(1), therefore the above
formula is valid.
By (9.6) and (10.9),∑
(d1,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)
∑
dk2d
k
3>Qj
−1t−1
h(d1, d2, d3)d
−k
2 d
−k
3 ×
dk2∑
j1=1
′
dk3∑
j2=1
1≤J≤Qj−1t−1
′{−j1dk3dk3 + j2dk2dk2}′
≪ ∑
(d1,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)2
∑
dk2d
k
3>Qj
−1t−1
h(d1, d2, d3)d
−k
2 d
−k
3 d
k
2d
k
3Qj
−1t−1
≪ Q ∑
(d1,2)=1
∑
j|2kdk1
∑
t|2kdk1j−1
µ(t)2j−1t−1
∑
dk2d
k
3>Qj
−1t−1
h(d1, d2, d3)≪ Q 1k+ε.
Hence, by (10.7) and (10.8),
∑
u≤Q
G(1)(u, 0) = c31Q+O(Q
1
k
+ε),
where c31 is independence of Q.
Similarly, by the same method, we can obtain∑
u≤Q
G(3)(u, 0) = c33Q+O(Q
1
k
+ε),
∑
u≤Q
G(4)(u, 0) = c34Q+O(Q
1
k
+ε),
∑
u≤Q
G(5)(u, 0) = c35Q+O(Q
1
k
+ε),
where c33, c34, c35 are independence of Q, the lemma follows.
Consequently, for 1k − 1 + τ ≤ σ < 0, by Lemma 10.2, (9.21), (10.4), (10.5) and (10.6),
SE(x,Q) = c2(Q)x
2 + c3xQ+O(x
σ+1Q1−σ + xQ
1
k
+ε),
by choosing σ = 1k − 1 + τ < 0, we deduce
SE(x,Q) = c2(Q)x
2 + c3xQ+O(x
1
k
+τQ2−
1
k
−τ + xQ
1
k
+ε), (10.10)
where c2(Q) is independence of x , and c3 is independence of x,Q.
47
11 Proof of the Theorem
When k = 2, the Theorem follows from Lemma 5.2. We suppose that k > 2.
We also note that R = x
1
2
+τ . By (4.33), (5.6), (6.4), (7.2) and (10.9),
S1(x,Q) = 2c2(Q)x
2+2c3xQ+[Q]
∑
n≤x
µk(n)µk(n+1)+O(x
1
k
+τQ2−
1
k
−τ +x
3
2
+ 1
2k
+2τ )
(11.1)
By Theorem 1 of [4], ∑
n≤x
µk(n)µk(n+ 1) = ̺x+O(x
2
k+1 ),
where ̺ is defined by (4.17).
Hence, by (1.5), (1.6), (2.32), (3.4) and (11.1),
Yk(x,Q) = c4(Q)x
2 + c5xQ+O(x
1
k
+τQ2−
1
k
−τ + x
3
2
+ 1
2k
+2τ ),
and
c4(Q)x
2 + c5xQ+O(x
1
k
+τQ2−
1
k
−τ + x
3
2
+ 1
2k
+2τ )≪ x 2k+εQ2− 2k + x 4k+1+ε, (11.2)
where c4(Q) is independence of x , and c5 is independence of x,Q. (11.2) is valid for all
1 < Q ≤ x.
For fixed Q, we divide both sides of (11.2) by x2 and let x → ∞, we deduce c4(Q) = 0
for all Q > 1.
hence
Yk(x,Q) = c5xQ+O(x
1
k
+τQ2−
1
k
−τ + x
3
2
+ 1
2k
+2τ ),
and
c5xQ+O(x
1
k
+τQ2−
1
k
−τ + x
3
2
+ 1
2k
+2τ )≪ x 2k+εQ2− 2k + x 4k+1+ε, (11.3)
We divide both sides of (11.3) by xQ , by choosing Q = x
5
6 and let x → ∞, we obtain
c5 = 0.
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Consequently,
Yk(x,Q) = O(x
1
k
+τQ2−
1
k
−τ + x
3
2
+ 1
2k
+2τ ),
since τ is a sufficiently small positive number, the Theorem follows at once.
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