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Abstract
When using stochastic gradient descent (SGD) to solve large-scale machine learn-
ing problems, a common practice of data processing is to shuffle the training data,
partition the data across multiple threads/machines if needed, and then perform
several epochs of training on the re-shuffled (either locally or globally) data. The
above procedure makes the instances used to compute the gradients no longer
independently sampled from the training data set, which contradicts with the ba-
sic assumptions of conventional convergence analysis of SGD. Then does the
distributed SGD method have desirable convergence properties in this practical
situation? In this paper, we give answers to this question. First, we give a math-
ematical formulation for the practical data processing procedure in distributed
machine learning, which we call (data partition with) global/local shuffling. We
observe that global shuffling is equivalent to without-replacement sampling if the
shuffling operations are independent. We prove that SGD with global shuffling
has convergence guarantee in both convex and non-convex cases. An interesting
finding is that, the non-convex tasks like deep learning are more suitable to apply
shuffling comparing to the convex tasks. Second, we conduct the convergence
analysis for SGD with local shuffling. The convergence rate for local shuffling is
slower than that for global shuffling, since it will lose some information if there’s
no communication between partitioned data. Finally, we consider the situation
when the permutation after shuffling is not uniformly distributed (We call it insuffi-
cient shuffling), and discuss the condition under which this insufficiency will not
influence the convergence rate. Our theoretical results provide important insights to
large-scale machine learning, especially in the selection of data processing methods
in order to achieve faster convergence and good speedup. Our theoretical find-
ings are verified by extensive experiments on logistic regression and deep neural
networks.
1 Introduction
Stochastic gradient descent (SGD) is a widely-used optimization technology in many applications,
especially in deep learning, due to its simplicity and good empirical performances [19, 5, 8]. The
goal of SGD is to minimize the empirical risk, which is defined as the averaged loss of a model over
n training samples. By exploiting the additive nature of the empirical risk function, SGD estimates
the full gradient of the model over all the training samples by using only a subset or a random
sample of the training data and updates the model towards the negative direction of the estimated
gradient (stochastic gradient). In large-scale applications (i.e., n is large), SGD benefits from lower
∗This work was done when the first and third author were visiting Microsoft Research Asia.
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computational complexity at each iteration although it may require more iterations to converge than
the full gradient descent method (GD), mainly due to the non-negligible influence (i.e., variance)
introduced by the stochastic strategy.
In the literature, the theoretical properties of SGD, especially its convergence rate, has been well
studied. A common assumption used in these studies is the (i.i.d.) sampling of the training data when
estimating the full gradient, which can ensure that the stochastic gradient is an unbiased estimator of
the full gradient [19, 5, 12]. Recently, several literatures work on the convergence properties of SGD
when the training data is shuffled or without-replacement sampled in sequential setting. However, to
the best of our knowledge, there is no previous analysis for SGD with the practical data processing in
the parallel setting.
In practice, with the emergence of large-scale data and complex models like deep neural networks,
one single machine becomes insufficient to store all the training data and the sequential training
process becomes unacceptably slow. As a consequence, in recent years, distributed machine learning
has become a trend. A widely-used data processing method for distributed machine learning is as
follows: (1) shuffle the training data, (2) evenly partition the data into non-overlapping subsets and
allocate each subset to a local worker (either a thread or a machine), (3) do SGD training (with
necessary communications between workers to ensure global consensus of the learned model), (4)
reshuffle the dataset after each training epoch, either locally or globally. 2. If it is done globally,
repeat (2) and (3). If it is done locally, repeat (3). For ease of discussion, we refer to the above
data processing procedure as (data partition with) shuffling, and that with global shuffling or local
shuffling after each epoch as global shuffling or local shuffling, respectively.
Compared with i.i.d sampling, data partition with shuffling forces the algorithm to process more
different training instances. Intuitively, this leads to a model with better empirical performance
[13][20]. Shuffling algorithms aim to produce a random permutation. A widely used shuffling
algorithm is Fisher-Yates shuffle, whose asymptotic complexity is O(n). It is equivalent to without-
replacement sampling. Fisher-Yates shuffle may introduce potential bias and implementation errors
to make the permutation are not uniformly distributed in practice [11]. There are also other shuffling
algorithms like Top-to-Random shuffle and Riffle shuffle [16]. In this paper, we refer sufficient
shuffling (or shuffling) to a shuffling algorithm which produces a permutation distributed from
uniform distribution. Sufficient shuffling is an ideal case. In practice, shuffling algorithms may
produce potential bias [11]. If the shuffling is insufficient, how it effects the training procedure is
a problem. If it won’t effect too much, we can neglect the potential bias directly or design more
efficient shuffling algorithms for large-scale learning tasks with some bias.
In this paper, we aim to provide the convergence guarantee for distributed SGD with the practical data
partition with shuffling, discuss its speedup condition, and compare it with i.i.d sampling. First, we
give the explicit mathematical description of data partition with global/local shuffling. We observed
that, without-replacement sampling is one of the methods to produce a random permutation and
all the data partition with sufficient global shuffling in the parallel setting is equivalent to without-
replacement sampling if the shuffling operations are independent. Based on that, we prove the
convergence rates of distributed SGD in both convex and non-convex cases with global shuffling. We
have the following conclusions for global shuffling. (1) For convex and strongly-convex cases, if the
number of epochs is relatively small with respect to the difficulty of optimizing the objective function
(e.g. the condition number is large in the strongly-convex case), global shuffling is comparable to
i.i.d sampling. If the training goes on several epochs, global shuffling has speedup guarantee. 3 (2)
In the non-convex case, under the mild condition that the number of training epochs is smaller than
the size of training data, global shuffling is comparable with sampling, and at the same time a linear
speedup can be achieved. These conclusions suggest that, shuffling is especially suitable for the
difficult non-convex NN models in terms of convergence rate.
Second, based on our convergence analysis for global shuffling, we prove a convergence rate for local
shuffling in both convex and non-convex cases. For the non-convex case, the convergence rate of
local shuffling is comparable with that of global shuffling; for the easier convex case, it is worse than
global shuffling. The reason is, comparing to global shuffling, since it will lose some information if
2If the training data can be centrally stored, global shuffling is widely used, where the entire training data set
is shuffled after each epoch. Otherwise, local shuffling is preferred to save communication cost, where each
local worker randomly shuffles its own subset of training data after each epoch. [3, 2, 1]
3We will explain the reason for the nonoverlap of the two conditions later.
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there’s no communication between partitioned data. These disadvantages are more significant for the
easier convex optimization tasks.
Finally, we prove a convergence rate of distributed SGD with insufficient global/local shuffling. In
addition, we will get a shuffling result by much smaller amounts of complexity, which is although
not sufficient, but very close to the random shuffling. We prove that, if the insufficient error of the
shuffling can be upper bounded by
√
bM/n (for global shuffling) or M
√
b/n (for local shuffling),
where n is the size of the training data, b is the local mini-batch size and M is the number of local
computation nodes, the insufficiency of the shuffling will not influence the convergence rate.
We conduct experiments on logistic regression and neural networks. The empirical results are
consistent with our theoretical findings, which indicates that our theoretical analysis lays down a
good foundation for SGD training in practice.
2 Distributed SGD with shuffling and related work
2.1 Distributed SGD with shuffling
In this section, we will briefly introduce distributed SGD, describe data partition with random
shuffling, and discuss its relationship with sampling strategy. Suppose that we have a training data
set S = {(x1, y1), ..., (xn, yn)} with n instances i.i.d. sampled from Z = X d × Y according to the
underlying distribution P . The goal is to learn a good prediction model h(w) ∈ F : X d → Y
which is parameterized by w. The prediction accuracy for instance (x, y) is measured by a loss
function f(y, h(w, x)). Stochastic Gradient Descent (SGD) [19, 5, 24] is a very popular optimization
algorithm, which aims to minimize the empirical risk F (w) = 1
n
∑n
i=1 f(yi, h(w, xi)) on the training
data. For simplicity, we denote f(yi, h(w, xi)) as fi(w). In each iteration, SGD updates the model
parameter w towards the negative direction of the stochastic gradient, i.e., wt+1 = wt − ηt∇fit(wt),
where ηt is the learning rate and it is a randomly sampled training instance.
The most commonly used sampling methods are i.i.d. sampling [19][9] and without-replacement
sampling [23][4]. The mathematical description for i.i.d. sampling is P (it = j) = 1/n,∀j ∈ [n]
and for without-replacement sampling is P (it = j) = 1/(n − t + 1), ∀j ∈ [n]/{i1, · · · , it−1}. In the
literature of convergence analysis on SGD, most works assume i.i.d. sampling [19, 12, 6, 17, 9]. Only
very recently, a convergence rate of SGD with without-replacement sampling is analyzed [23] by
using transdunctive Rademacher complexity, in the case that the number of epochs is equal to one.
In large-scale machine learning, if the number of data is large and the full data cannot be stored by one
local worker, the training process is very time-consuming. To utilize multiple computational nodes to
speed up the training process, distributed machine learning algorithms are designed [24][17][8][21]
and distributed SGD is widely-used for the optimization. Distributed SGD could be implemented in
either a synchronous or an asynchronous manner. In this paper, we will focus on the synchronous
implementation due to its popularity and promising performance in practice [17, 9]. 4 To be specific,
at iteration t, local worker m computes the gradient over a local subset of instances bmt with size b
and all the local gradients are averaged to update the model parameter, i.e.,
wt+1 = wt − ηt · 1
Mb
M∑
m=1
∑
i∈bmt
∇fi(wt). (1)
However, we would like to point out that the local subset of instances bmt in practical distributed
machine learning is neither i.i.d. sampled nor in a without-replacement manner. A widely-used
strategy for distributed machine learning is as follows:
(1) Shuffle the training data [n] into σ([n]), where σ is a random permutation operator.
(2) Evenly partition the shuffled training data σ([n]) into M parts in order, i.e., Dm ,
{σ([n])(m−1)n/M+1, · · · , σ([n])(m)n/M}, where m ∈ [M ]. Allocate the subset Dm to local worker m.
(3) Do SGD training, with the instances sequentially processed in Dm. That is, bmt = Dm(t) :={σ([n])(m−1)n/M+(t−1)b+1, · · · , σ([n])(m−1)n/M+tb}.
4Our results can be extended to the asynchronous implementation, with some extensive efforts. We leave that
for the future work.
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(4) Reshuffle the data globally when all the data have been processed but the training curve does not
converge yet and go back to step (1), or reshuffle the data locally and go back to step (3). Specifically,
we perform a random permutation on the local data Dm into σm(Dm) and continue the SGD training.
For ease of presentation, we call the above data allocation strategy in distributed SGD data partition
with shuffling and refer to its two versions in step (4) as global shuffling and local shuffling respectively.
Furthermore, we denote the data steam in the S epochs on M local workers as RSg([n];S,M) and
RSl([n];S,M) respectively. More details could be found in Algorithm 1. Random shuffling aims to
let each permutation of [n] have equal probability, which means that the distribution of the random
variable σ([n]) is uniform among all the permutations of [n]. If it is the case, we call it sufficient
shuffling. In the rest of the paper, we regard the shuffling as sufficient shuffling if it does not point out
that the shuffling is insufficient. We observe that data partition with sufficient random shuffling is
equivalent to without-replacement sampling if the shuffling operations are independent (as shown by
Proposition 1.1 in Appendix), which is helpful for us to prove the convergence rate.
Algorithm 1 Distributed SGD with Random Shuffling
Require: initial vector w10 , size of local mini-batch b, number of iterations T = n/bM for each
epoch, number of epochs S, number of local workers M .
Ensure: wS or w¯S = 1
TS
∑S
s=1
∑T
t=1 w
s
t
for s = 1, 2, ..., S do
ws+10 = w
s
T .
Option 1: For master: Randomly shuffle the full data and partition them intoM non-overlapped
subsets, then allocate the m-th subset to the m-th local worker.
Option 2: For local work m: Randomly shuffle the local data Dm.
for t = 0, 1, ..., T do
For local worker m:
Pull wst from the master.
Compute ∇fDsm(t)(wst ) =
∑
i∈Dsm(t)∇fi(w
s
t ) and push it to the master.
For master:
Update wst+1 = wst − ηst · 1bM
∑M
m=1∇fDm(t)s(wst ).
end for
end for
2.2 Related Work
Shamir has studied SGD with without-replacement sampling with one epoch in sequential setting by
using transductive Rademacher Complexity in [23]. Our target is distributed SGD with global shuf-
fling (equivalent to without replacement sampling with multiple epochs), local shuffling, insufficient
shuffling in parallel setting. In addition, we have also studied non-convex case which is not studied in
[23]. [20] investigated SGD with without-replacement sampling for least means square optimization
and showed that the convergence rate of SGD with without-replacement sampling is faster than i.i.d
sampling by using arithmetic-geometric mean inequality. However, the results are only suitable for
least mean squares optimization. [13] has studied SGD with random shuffling. The convergence rate
depends on the times of reshuffling, but there’s no explicit description on how the size of training data
or the number of iterations influence the convergence rate. Our results show that the convergence rate
of distributed SGD with shuffling is related to the number of epochs (the times of reshuffling), the
number of training data, the number of local machines and the number of mini-batch size. Moreover,
we also study the convergence rates for distributed SGD with local shuffling methods and insufficient
shuffling methods, which are not contained in the related works.
3 Convergence analysis of distributed SGD with global shuffling
In this section, we will analyze the convergence rate of distributed SGD with global shuffling, for both
convex and non-convex cases. In order to perform the convergence analysis, we take the following
commonly used definitions and assumption in optimization [19][14][12][18].
Definition 3.1 F (w) is L-Lipschitz about w if |F (w1) − F (w2)| ≤ L||w1 − w2||, ∀w1, w2. F (w) is
ρ-smooth about w if F (w1) ≤ F (w2) + 〈∇F (w2), w1 − w2〉+ ρ2‖w1 − w2‖2.
4
Definition 3.2 F (w) is convex about w if F (w1) ≥ F (w2) + 〈∇F (w2), w1−w2〉. F (w) is µ-strongly
convex about w with positive coefficient µ if F (w1) ≥ F (w2) + 〈∇F (w2), w1 − w2〉+ µ2 ‖w1 − w2‖2.
Assumption 1: ‖∇F (w)‖2 ≤ G2 and ‖∇fi(w)‖2 ≤ B2, ∀w, i.
We use κ = ρ/µ to denote the condition number. In our analysis, we use transductive Rademacher
Complexity [10] as a tool (whose definition is shown in Definition 3.1 in the Appendix) to show the
convergence rate for distributed SGD with global shuffling in both convex and non-convex cases. The
detailed proofs of convex and nonconvex cases are shown in the Appendix due to space limitation.
3.1 The strongly-convex case
The following theorem shows the convergence rate of distributed SGD with global shuffling in the
strongly convex case.
Theorem 3.3 Suppose the objective function is strongly convex and smooth, and Assumption 1 holds.
Then distributed SGD with global shuffling RSg([n], S,M) and learning rate ηst = 2µ((s−1)T+t) where
T = n
bM
, has the following convergence rate :
E‖wS − w∗‖2 ≤ O
(
min
{
bM
Sn
,
κ2(bM)2 logSn
(Sn)2
+
κ2bM logn
Sn2
}
+
logn
n
)
.
The main idea of the proof is as follows. Due to the non-i.i.d property brought by shuffling, there is
bias and the variance becomes large. The variance can be further decomposed to the bias between
shuffling and i.i.d sampling, which is upper bounded by using transductive Rademacher Complexity,
and the variance of a subset of data, which can be bounded by using Theorem B in page 208 [22].
Based on the above theorem, we analyze the conditions for: (1) achieving the same convergence
rate with distributed SGD with i.i.d sampling; (2) the speedup compared with sequential SGD
with shuffling.5 To be specific, the convergence rate for distributed SGD with i.i.d sampling is
O
(
min{ bM
Sn
, b
2M2κ2 logn
(Sn)2
}+ 1
Sn
)
(Shown in Theorem 7.1 in Appendix). If the additional terms logn
n
and κ
2bM logn
Sn2
in the bound for distributed SGD does not dominate the bound, then the convergence
rate for global shuffling are comparable with that for sampling. Assume that sequential SGD needs
S epochs to achieve a target training accuracy. If distributed SGD needs αS epochs to achieve
the same accuracy as sequential SGD, its speedup ratio is M/α because the calculation time for
distributed SGD is about M times faster than sequential SGD. If the term logn
n
dominate the bound,
both distributed SGD and sequential SGD has dominated term logn
n
. Thus it will achieve linear
speedup. Thus we have the following corollary.
Corollary 3.4 If S ≤ bMκ2
n
, the convergence rate of distributed SGD with global shuffling
RSg([n], S,M) is comparable with distributed SGD with i.i.d sampling. If S ≥ bM max{1, κ2n },
distributed SGD with global shuffling RSg([n], S,M) achieves at least linear speedup compared with
the sequential SGD with RSg([n], S, 1).
3.2 The convex case
The following theorem shows the convergence rate of distributed SGD with global shuffling in the
convex case, which extends Corollary 1 in [23] to the mini-batch and multi-epoch case.
Theorem 3.5 Suppose the objective function is convex and L-Lipschitz, and Assumption 1 holds.
Then distributed SGD with global shuffling RSg([n], S,M) and learning rate ηst =
√
L
((s−1)T+t) where
T = nbM , has the following convergence rate: EF (w¯
S)− F (w∗) ≤ O
{
1√
nS
+ Mb
nS
+
√
1
n
}
.
Please note that the convergence rate of distributed SGD with i.i.d sampling is O
(√
1
nS
+ bM
nS
)
[17]
for nS effective passed data. With the similar analysis in strongly-convex case, we have the following
corollary.
5The results ignore the log term.
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Corollary 3.6 If S ≤ Mb√
n
, the convergence rate of distributed SGD with global shuffling
RSg([n], S,M) is comparable with distributed SGD with i.i.d sampling. If S > Mb√n , distributed
SGD with global shuffling RSg([n], S,M) achieves linear speedup compared with the sequential SGD
with RSg([n], S, 1).
3.3 Non-convex case
The following theorem characterizes the convergence rate of distributed SGD with global shuffling
for non-convex objective functions.
Theorem 3.7 Suppose the objective function is non-convex and ρ-smooth, and Assumption 1
holds. By setting η = min
{
1√
ST
·
√
2(F (w10)−F (w∗))
3ρB2
bM (1+
584 log T
T )
, 1
6ρ
}
where T = nbM , distributed SGD with
global shuffling RSg([n], S,M) has the following convergence rate: 1TS
(∑S
s=1
∑T
t=1 ‖∇F (wst )‖2
)
≤
O
(√
(F (w10)−F (w∗))ρ
Sn
+ log (n)
n
)
.
Considering the convergence rate for distributed SGD with i.i.d sampling in non-convex cases is
O
(√
1/Sn
)
[12], we have the following corollary based on the above theorem.
Corollary 3.8 If S < n, the convergence rate of distributed SGD with global shuffling RSg([n], S,M)
is comparable with distributed SGD with i.i.d sampling. If S < n, distributed SGD with global shuf-
fling RSg([n], S,M) achieves linear speedup compared with the sequential SGD with RSg([n], S, 1).
3.4 Conclusions
We have the following conclusions based on all the results in convex and non-convex cases. (1)
For convex and strongly-convex cases, if the training is insufficient with respect to the difficulty of
optimizing the objective function (e.g. the number of epochs is not very large in the convex case and
the condition number is large in the strongly-convex case), global shuffling is comparable to sampling.
If the training is sufficient relatively, global shuffling has speedup guarantee. It is interesting that the
condition to achieve speedup contradict the condition to achieve the comparable performance with
i.i.d sampling for both convex and strongly convex cases. It is because that the speedup condition for
distributed SGD in convex cases is strong, either with shuffling or sampling. The intuitive explanation
is that the convergence rate is fast in convex cases and its speedup is limited.
(2) In the non-convex case, under the mild condition that the number of epochs is smaller than the
number of training data, global shuffling is comparable with i.i.d. sampling, and at the same time
a linear speedup can be achieved. These conclusions suggest that, shuffling, which is much more
efficient for large data in deep learning in terms of computational complexity, is also especially
suitable for the difficult non-convex NN models in terms of convergence rate.
4 Convergence rate of distributed SGD with local shuffling
Compared to global shuffling, local shuffling method will lose some information because there’s no
data communication between local workers. It is efficient to implement and saves communication
time. However, the convergence rate will be slowed down. The negative impact brought by local
shuffling is reflected by the term which measures the unbiasedness caused by the non-i.i.d property
of shuffling. This term should be bounded by transductive Rademacher Complexity. If we use local
shuffling instead of global shuffling, the upper bound of the term is determined by the local training
size n/M instead of the global training size n. Intuitively, the information gain brought by the data
decreases because there’s no data communication between local workers. The following theorem
gives the convergence rates of distributed SGD with local shuffling in the convex and non-convex
cases.
Theorem 4.1 Conditioned on the partition, the expected convergence rate of distributed SGD with
local shuffling in the convex and Lipschitz case is similar to the results given in Theorem 3.5, with the
term
√
1
n replaced by
√
M
n ; in the strongly convex and smooth case is similar to the results given in
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Theorem 3.3, with the term lognn replaced by
M logn
n ; in the non-convex and smooth case is similar to
the results given in Theorem 3.7, with the term lognn replaced by
M logn
n .
Discussion: From the above theorem, we can see that by using local shuffling, the convergence rate
for the convex cases will be dominated by the local training size. Enlarging the number of machines
and the number of epochs will not help to improve the convergence rate. For the non-convex case,
the convergence rate is relatively slower, thus the negative influence brought by local shuffling will
not dominate the convergence rate. However, the speedup condition becomes S < nM , which is M
times worse than that for global shuffling. Saying that, the condition is still easy to be satisfied in
most practical situations.
5 Convergence rate of distributed SGD with insufficient shuffling
As we know that sufficient shuffling is an ideal case. In general, the shuffling is insufficient. We
introduce shuffling error (A,n), where A is the shuffling algorithm to measure the gap between
sufficient and insufficient shuffling. The shuffling error is defined as the total variation distance
between output distribution vpi([n])(A,n) from shuffling algorithm A and the uniform distribution
upi([n]), where pi([n]) is the permutation set contained all the permutation on the n training instances.
We put its explicit formulation in the Appendix (Definition 2.1).
The following proposition establishes the gap between the conditional distribution of t-th minibatch
under the uniform distribution and the distribution after insufficient shuffling. The difference for the
conditional probability can be upper bounded by the shuffling error (A,n).
Proposition 5.1 Denote P·|t(Bm,m ∈ [M ]) as the conditional probability P·(Dm(t+ 1) = Bm,m ∈
[M ]|Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]). If the shuffling error (A,n) ≤ bMn , then for
t+ 1 < T , we have |Pv|t(Bm,m ∈ [M ])− Pu|t(Bm,m ∈ [M ])| ≤ 4n(A,n)n−bMt .
We consider the situation when the shuffling method is not sufficient by using Proposition 5.1 as a
bridge. The following theorem gives the convergence rates for insufficient global shuffling in both
the convex and non-convex cases. The results for insufficient local shuffling are just similar, and we
omit it due to space restrictions.
Theorem 5.2 Suppose Assumption 1 holds. Distributed SGD with insufficient global shuffling
Rg([n];S,M) and learning rate in convex and L-Lipschitz continuous case has the following
convergence rate, EF (w¯S) − F (w∗) ≤ O
{
1√
Sn
+ bM
Sn
+
√
1
n
+ (A,n) lnn
}
. Set the learning rate
ηst =
2
µ((s−1)T+t) in strongly convex and smooth case, it has the following convergence rate,
E‖wS − w∗‖2 ≤ O
(
logn
n
+ n(A,n)
2
bM
)
+O
(
min
{
bM
Sn
, κ
2(bM)2 log Sn
(Sn)2
+ κ
2bM logn
Sn2
+ κ
2n(A,n)2
SbM
})
.
Set η = min
{
1√
ST
√
2(F (w10)−F (w∗))
3ρB2
bM (1+
584 log T
T )
, 1
6ρ
}
in non-convex case, it has the following convergence rate
1
TS
(∑S
s=1
∑T
t=1 ‖∇F (wst )‖2
)
≤ O
(√
1
Sn
+ logn
n
+ n((A,n))
2
bM
)
.
Discussion: From the above theorem, we can get that if (A,n) ≤
√
bM
n
, the terms related to shuffling
error (A,n) will not dominate the bounds, and therefore insufficiency of the global shuffling algorithm
will not influence the convergence rate. Similarly, we can get that if (A, n
M
) ≤ M
√
b
n
, the insufficiency
of the local shuffling will not influence the convergence rate.
6 Experiments
In this section, we report some experimental results to validate our theoretical findings. We con-
ducted experiments on two tasks: logistic regression and fully connected neural networks, whose
objective functions are logistic loss and cross-entropy loss respectively. In addition, we used an L2
regularization term with λ = 1/
√
n during the training process. The logistic regression experiments
are conducted on RCV1 [7] dataset. We set the local minibatch size b = 5 and the learning rate
ηt = a1 ∗
√
1/(t+ a2) with coefficients a1 and a2. We tuned a1 and a2 and report the best results.
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(a) (b) (c) (d)
Figure 1: Speedup for global shuffling in both convex and non-convex cases: Fig(a)(c) are the
objective function value curves and (b)(d) are the speedup ratios.
(a) (b) (c) (d)
Figure 2: Fig (a)(b) are the comparisons of i.i.d sampling and global shuffling; Fig (c)(d) are the
comparison of global shuffling and local shuffling.
We used a fully connected neural networks with three hidden layers with 64× 32× 16 hidden nodes
in each layer. We trained this neural network on CIFAR-10 [15]. The local minibatch size is set to be
b = 20 and the learning rate η = [0.5, 0.05, 0.005].
We first show the speedups with respect to the number of machines for distributed SGD with global
shuffling. For each task, we report two figures. One corresponds to the value of the objective function
w.r.t. the total passes of data among all workers. The other corresponds to the speedup ratios w.r.t.
the number of workers. For Fig. 1(b) and 1(d), the horizontal axis of each figure corresponds to the
number of local workers and the vertical axis corresponds to the speedup when the target training
error (F (wt)− F (w∗) ≤ 10−10) is achieved. Fig.1(a) and 1(b) show the results for logistic regression.
From the figure we can see that the objective function is about to converge when S = 1. It is clear
that the speedup ratio is decreasing as the number of threads becomes larger, which is consistent with
our discussion in section 3.2. Fig.1(c) and 1(d) show the results for neural networks. We can see the
speedup ratio is nearly linear, which is consistent with the discussion in section 3.3.
Then we compare the convergence rate for distributed SGD with i.i.d sampling and global shuffling.
Fig.2(a) shows the results for logistic regression and Fig.2(b) shows the results for neural networks.
Both logistic regression and neural networks achieve similar convergence rate, which is consistent
with our discussion in section 3.2 and section 3.3.
Finally, we compare the convergence rate for global shuffling and local shuffling. Fig.2(c) shows the
results for logistic regression. We can see that the two shuffling methods achieve similar convergence
rate. It is because logistic regression converges with S = 1. Fig.2(d) shows the results for neural
networks. From the figure, we can see that the convergence rate for global shuffling is faster than that
for local shuffling, which is consistent with the discussions in section 4.
7 Conclusion
In this paper, we have conducted a in-depth analysis on the convergence properties of distributed
SGD with random shuffling, in both convex and nonconvex cases. Our results show that, in most
cases, the convergence rate for random shuffling is comparable to that for i.i.d sampling, and can
achieve good speedup ratios. We verify our theoretical findings using the experiments on logistic
regression and fully connected neural networks. In the future, we plan to study the convergence
8
rate of other optimization algorithms with random shuffling, and design new data allocation strategy
which can have even better the convergence properties.
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8 Appendix
8.1 Relationship between random shuffling and sampling
Proposition 8.1 If each times of random shuffling is sufficient, and the partition is in order or random, the
conditional distribution of the t-th minibatch after RSg([n];S,M) equals that after doing without-replacement
sampling, i.e.,
P(Dm(t+ 1) = Bm,m ∈ [M ]|Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) = 1
T − t ,
where Bm,m ∈ [M ] are non-overlapped subsets of the full data and T = n/Mb.
Proof: For n instances, the number of different permutations is n!. We denote each permutation as pik([n]), k ∈
[n!]. σ([n]) is a random variable distributed on {pi1([n]), · · · , pik([n]), · · · , pin!([n])}. We denote pik([n]) =
{pik(t), t ∈ [n]} where pik(t) is the t-th element in permutation pik([n]). If the random shuffling is sufficient,
we have pk = P(σ([n]) = pik) = 1n! , ∀k ∈ {1, · · · , n!}. We use I[·] to denote the indicator function, then we
have
P(Dm(t+ 1) = Bm,m ∈ [M ]|Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) (2)
=
P(Dm(t+ 1) = Bm,m ∈ [M ], Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ])
P(Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) (3)
=
∑
k∈[n!] pkI[{pik((m−1)n/M+tb+1),··· ,pik((m−1)n/M+(t+1)b)}=Bm,m∈[M ]]∑
k∈[n!] pkI[{pik((m−1)n/M+(j−1)b+1),··· ,pik((m−1)n/M+jb)}6=B1,···BM ,m∈[M ],j∈[t]]
(4)
=
(n− bM)!
n!
· n!
(n− bM)!(n− tbM) (5)
=
1
n− tbM =
1
T − t , (6)
which is equal to the distribution of without-replacement sampling over [n]. 
8.2 Relationship between random shuffling and insufficient sampling
Definition 8.2 The shuffling error (A, h, n) is defined as the total variation between upi([n]), which is the
uniform distribution on the sets consisted by all the permutations pi([n]), and vpi([n])(A,h,n), which is the
distribution after shuffling the n data using algorithm A with h operators,i.e.,
(A, h, n) = ‖upi([n]) − vpi([n])(A,h,n)‖TV := 1
2
∑
pii([n])∈pi([n])
|upii([n]) − vpii([n])(A, h, n)|. (7)
The following proposition establishes the gap between the conditional distribution of t-th minibatch under the
uniform distribution and the distribution after insufficient shuffling. The difference for the conditional probability
can be upper bounded by the shuffling error (A,n).
Proposition 8.3 Denote P·|t(Bm,m ∈ [M ]) as the conditional probability P·(Dm(t + 1) = Bm,m ∈
[M ]|Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]). If the shuffling error (A,n) ≤ bMn , then for t+ 1 < T ,
we have
|Pv|t(Bm,m ∈ [M ])− Pu|t(Bm,m ∈ [M ])| ≤ 4n(A,n)
n− bMt . (8)
Proof: Firstly, we have Pu(Dm(t+ 1) = Bm, ,m ∈ [M ], Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) =
bM
n
and Pu(Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) = n−tbMn because u is the uniform distribution.
Let A1 = {k : pik((m − 1)n/M + tb + 1), · · · , pik((m − 1)n/M + (t + 1)b)} = Bm,m ∈ [M ]} and
A2 = {k : pik((m−1)n/M+(j−1)b+1), · · · , pik((m−1)n/M+ jb)} 6= B1, · · ·BM ,m ∈ [M ], j ∈ [t]}
and denote p1 = Pv(Dm(t + 1) = Bm, ,m ∈ [M ], Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) =
10
∑
k∈A1(pv,k) and p2 = Pv(Dm(1), · · · , Dm(t) 6= B1, · · · , BM ,m ∈ [M ]) =
∑
k∈A2(pv,k). By the
definition of ‖u− v‖TV , we have
∣∣p1 − 1n ∣∣ ≤ 2(A,n) ≤ bMn and ∣∣p2 − n−tbMn ∣∣ ≤ 2(A,n) ≤ bMn . Then
we have for t+ 1 < n,
|Pv|t(i)− Pu|t(i)| ≤
∣∣∣p1
p2
− bM/n
(n− tbM)/n
∣∣∣ (9)
=
∣∣∣p1 · n−tbMn − p2 · bMnn−tbM
n
· p2
∣∣∣ (10)
≤
∣∣∣p1 − bMn
p2
∣∣∣+ bM
n− tbM
∣∣∣p2 − n−tbMn
p2
∣∣∣ (11)
≤n− tbM + bM
n− tbM ·
2(A,n)
p2
(12)
≤n− tbM + bM
n− tbM ·
2(A,n)
n−tbM
n
− bM
n
(13)
≤4n(A,n)
n− tbM , (14)
where inequality 13 is based on
∣∣p2 − n−tbMn ∣∣ ≤ bMn .
8.3 Transductive Rademacher Complexity
Definition 8.4 Let V be a set of vectors v = (v1, · · · , vn) in Rn. Let s, u be positive integers such that
s+ u = n, and denote p := su
(s+u)2
∈ (0, 0.5). We define the transductive Rademacher ComplexityRs,u(V)
as
Rs,u(V) =
(
1
s
+
1
u
)
· Er1,··· ,rn
(
sup
v∈V
n∑
i=1
rivi
)
, (15)
where r1, · · · , rn are i.i.d. random variables such that ri = 1 with probability p, ri = −1 with probability p
and ri = 0 with probability 1− p.
The following lemma in [23] provides an upper bound for the transductive Rademacher complexity.
Lemma 8.5 Let V = {vi, i ∈ [n]; vi ≤ B}, we haveRs,u(V) ≤
√
2
(
1√
s
+ 1√
u
)
B.
In order to prove the convergence rates of distributed SGD with random shuffling, we first show the following
lemmas which extend Lemma 1 and Corollary 2 in [23] into the mini-batch case.
Lemma 8.6 Let σ be a random permutation over {1, · · · , n} chosen uniformly at random variables conditioned
on σ(1), · · · , σ(tb)6, which are independent of σ(tb + 1), · · · , σ(n). Let sa:b = 1b+1−a
∑b
i=a si. Then, we
have ∀t > 1,
E
[
1
n
n∑
i=1
si − 1
b
b∑
j=1
sσ(tb+j)
]
=
tb
n
· E[s1:tb − stb+1:n] (16)
Proof:
E
[
1
n
n∑
i=1
si − 1
b
b∑
j=1
sσ(t+j)
]
=E
[
1
n
n∑
i=1
si − 1
Cbn−tb
· 1
b
· Cb−1n−tb+1
n∑
i=tb+1
si
]
(17)
=
tb
n
· E[s1:tb − stb+1:n] (18)
Lemma 8.7 Suppose S ⊂ [−B,B]n for some B > 0. Let σ be a random permutation over {1, · · · , n}. Then
we have
E(sup
s∈S
(s1:tb − stb+1:n)) ≤ Rtb,n−tb(S) + 12B( 1√
tb
+
1√
n− tb )√
E
[
sup
s∈S
(s1:tb − stb+1:n)
]2
≤
√
2Rtb,n−tb(S) + 12
√
2B(
1√
tb
+
1√
n− tb ).
6For simplicity, we denote σ([n]) as σ and σ([n])t as σ(t).
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8.4 Convergence rate of global shuffling
8.4.1 Strongly-convex case
In order to prove the main theorem, we firstly prove a lemma to show the convergence rate for SGD with global
shuffling RSg([n], 1, 1).
Lemma 8.8 Suppose that Assumption 1 holds. Distributed SGD with global random shuffling RSg([n], 1, 1)
and learning rate ηt = 4µt for strongly convex and smooth objective function has convergence rate
E‖wt − w∗‖2 ≤ O
(
min
{
κ2 log t
t2
,
1
t
}
+
log t
bt
)
. (19)
Proof:
Let At = wt − w∗ and gD(t)(w) = 1b
∑
i∈bt ∇fi(w), where bt is the t-th minibatch.
Firstly we decompose the term by using Assumption 1 as
E‖At+1‖2 (20)
=‖At‖2 − 2ηtE〈gD(t)(wt), At〉+ η2tE‖gD(t)(wt)‖2 (21)
=‖At‖2 − 2ηt〈∇F (wt), At〉+ 2ηtE〈∇F (wt)− gD(t), At〉+ 3η2tE‖gD(t) −∇ftb+1:n(wt)‖2 (22)
+ 3η2tE‖∇ftb+1:n(wt)−∇F (wt)‖2 + 3η2t ‖∇F (wt)‖2 (23)
≤‖At‖2 − 2ηt〈∇F (wt), At〉+ 3η2t ‖∇F (wt)‖2 + 3η2tE‖gD(t) −∇ftb+1:n(wt)‖2 (24)
+ 2ηtE〈∇F (wt)− gD(t), At〉+ 3η2tE‖∇ftb+1:n(wt)−∇F (wt)‖2 (25)
Using strongly convex assumption, we have
−〈∇F (wt), At〉 ≤ −(F (wt)− F (w∗) + µ
2
‖wt − w∗‖2) ≤ −µ‖wt − w∗‖2. (26)
For the first term of Eq.(25), using the AM-GM inequality, we have
E〈∇F (wt)− gD(t), At〉 ≤ µ
2
‖At‖2 + 1
2µ
E‖∇F (wt)−∇ftb+1:n(wt)‖2 (27)
Using Lemma 8.6 and Lemma 8.7, we can bound the second term in above equation and Eq.(25) as follows,
E‖∇F (wt)− gD(t)‖2 = E‖∇f1:bt −∇fbt+1:n‖2 (28)
≤ 2(2 + 12
√
2)2B2 · b
2t2
n2
(
1
tb
+
1
n− tb
)
(29)
For the last term in Eq.(25), it is bounded by using Theorem B in page 208 [22] as
E‖gD(t) −∇F (wt)‖2 ≤ (n− (t+ 1)b)B
2
b(n− tb) ≤
B2
b
. (30)
Putting Eq.(26), Eq.(27), Eq.(30) in Eq.(20), we get
E‖At‖2 ≤ (1− µηt
2
)‖At‖2 + 3η2tG2 + 3η
2
tB
2
b
+ (3η2t +
ηt
µ
)
b2t2
n2
(
1
tb
+
1
n− tb
)
584B2 (31)
If we set ηt = 4µt , we can get
E‖At‖2 ≤(1− 2
t
)‖At‖2 + 48G
2
µ2t2
+
48B2
bµ2t2
+ 584B2
(
48
µ2t2
+
4
µ2t
)
b2t2
n2
(
1
tb
+
1
n− tb
)
(32)
≤(1− 2
t
)‖At‖2 + 48G
2
µ2t2
+
48B2
bµ2t2
+ 584B2
(
48
µ2t
+
4
µ2
)(
1
n(T − t)
)
(33)
(34)
We have
1
n
(
1
t(T − t) +
t∑
j=3
j − 2
j
1
(j − 1)(T − (j − 1))
)
≤ 1
nt(t− 1)
∫ t
1
x
T − xdx ≤
T log t
nt2
=
log t
bt2
(35)
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and
1
n
(
1
T − t +
t∑
j=3
j − 2
j
1
T − (j − 1)
)
≤ 1
nt
∫ t
1
x
T − xdx ≤
log t
bt
. (36)
By induction we can get
E‖wt − w∗‖2 ≤ O
(
G2
t
+
B2
tb
+
log t
tb
)
. (37)
By the smoothness assumption, we have ‖∇F (wt)‖2 ≤ ρ2‖wt − w∗‖2 ≤ O
(
κ2
t
)
, which is a decreasing
sequence. We can further improve the bound by exchange ‖∇F (wt)‖2 ≤ G2 into ‖∇F (wt)‖2 ≤ O
(
κ2
t
)
.
Then we can get
E‖At‖2 ≤(1− 2
t
)‖At‖2 +O
(
G2κ2
µ2t3
)
+
48B2
bµ2t2
+ 584B2
(
48
µ2t
+
4
µ2
)(
1
n(T − t)
)
. (38)
By induction, we have
E‖wt − w∗‖2 ≤ O
(
min
{
κ2 log t
t2
,
1
t
}
+
log t
bt
)
. (39)

It is trivial to extend the results in RSg([n], 1,M) case by replace b with Mb. Based on the above lemma, we
can get the following results in RSg([n], S,M) case by applying induction from s = 1 to S.
Theorem 8.9 Suppose the objective function is strongly convex and smooth, and Assumption 1 holds. Then
distributed SGD with global shuffling RSg([n], S,M) and learning rate ηst = 2µ((s−1)T+t) where T =
n
bM
,
has the following convergence rate :
E‖wS − w∗‖2 ≤ O
(
min
{
bM
Sn
,
κ2(bM)2 logSn
(Sn)2
+
κ2bM logn
Sn2
}
+
logn
n
)
.
Proof: At the s+ 1 stage, the learning rate ηst = 4µ((s−1)T+t) , we have
E‖wST − w∗‖2
≤
(
1− 2
ST
)
‖wST−1 − w∗‖2 +
(
48G2
µ2(ST )2
)
+
48B2
bMµ2(ST )2
+ 584B2
(
48
µ2(ST )2
+
4
µ2(ST )
)(
T − 1
n(T − (T − 1))
)
≤ ((S − 1)T − 1)((S − 1)T )
(ST − 1)(ST ) E‖w
S−1
T − w∗‖2 +
48(B2/bM +G2)T
µ2(ST )(ST − 1)
+ 584B2
(
48 log T
µ2(ST − 1)(ST )b +
4(S − 1)T log T
µ2(ST − 1)(ST )bM
)
Thus by induction, we have
E‖wST − w∗‖2
≤ (S − 1)
2
S2
E‖wS−1T − w∗‖2 +A
1
S(ST − 1) +B
log T
(ST − 1)(ST )bM + C
(S − 1) log T
(ST − 1)SbM
≤O
(
min
{
κ2 log T
S2T 2
,
1
S2T
}
+
log T
bMTS2
)
+A
1
ST
+B
log T
bMST 2
+ C
log T
bMT
,
where A = 48(B
2/bM+G2)
µ2
, B = 584·48B
2
µ2
and C = 584·4B
2
µ2
. Thus we have
E‖∇F (wST )‖2 ≤ O
(
κ2
ST
+
κ2 log T
n
)
(40)
Then we use Ineq.(40) to refine the term 1
ST
, we have
E‖wST − w∗‖2 (41)
≤O
(
min
{
κ2 log T
S2T 2
,
1
S2T
}
+
1
nS
+
log T
nS2
+
log T
STn
+
log T
n
)
+O
(
min
{
1
ST
,
κ2
ST 2
+
κ2
STn
})
(42)
≤O
(
min
{
1
ST
,
κ2 logST
S2T 2
+
κ2 log T
STn
}
+
log T
n
)
(43)
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Since we denote wST as w
S and n = bMT , we have the results in the theorem. 
Based on the above theorem, we have the following corollary.
Corollary 8.10 If S ≤ bMκ2
n
, the convergence rate of distributed SGD with global shuffling RSg([n], S,M)
is comparable with distributed SGD with i.i.d sampling. If S ≥ bM max{1, κ2
n
}, distributed SGD with
global shuffling RSg([n], S,M) achieves at least linear speedup compared with the sequential SGD with
RSg([n], S, 1).
Proof:
If S ≤ bMκ2
n
, the term O( 1
ST
) will dominate the bound. Therefore, the convergence rate of distributed SGD
with global shuffling is comparable with that with with-replacement sampling (See Theorem 8.18.).
For distributed SGD, we assume that each local worker has the same computation efficiency and the communica-
tion cost is negligible. If we want to achieve linear speedup, the term 1
n
should dominate the bound. This can be
guaranteed, if S ≥ bM max{1, κ2
n
}.
8.4.2 Convex case
Theorem 8.11 Suppose the objective function is convex and L-Lipschitz, and Assumption 1 holds. Then
distributed SGD with global shuffling RSg([n], S,M) and learning rate ηst =
√
L
((s−1)T+t) where T =
n
bM
,
has the following convergence rate: EF (w¯S)− F (w∗) ≤ O
{
1√
nS
+ Mb
nS
+
√
1
n
}
.
Proof: Following the proof of Theorem 1 in [23], we have
E
[
1
TS
S∑
s=1
T∑
t=1
F (wst )− F (w∗)
]
(44)
=E
[
1
TS
S∑
s=1
T∑
t=1
(
F (wst )− 1
M
M∑
m=1
fDsm(t)(w
s
t )
)]
+ E
[
1
TS
S∑
s=1
T∑
t=1
(
1
M
M∑
m=1
(fDsm(t)(w
s
t )− fDsm(t)(w∗))
]
.
(45)
The upper bound for the second term in Ineq.(45) comes from the regrets for mini-batch sgd [9], i.e.,
E
[
1
TS
S∑
s=1
T∑
t=1
(
1
M
M∑
m=1
(fDsm(t)(w
s
t )− fDsm(t)(w∗))
]
≤ O
(√
1
bMTS
+
1
TS
)
= O
(√
1
nS
+
bM
nS
)
.
(46)
By using Lemma 8.5, Lemma 8.6 and Lemma 8.7, we have the upper bound for the first term in Ineq.(45) is
E
[
1
TS
S∑
s=1
T∑
t=1
(
F (wst )− 1
M
M∑
m=1
fDsm(t)(w
s
t )
)]
(47)
≤ (2 + 12
√
2)B
TS
S∑
s=1
∫ T
t=1
tMb
n
(
1√
tbM
+
1√
n− tbM
)
dt (48)
≤O
(
1√
n
)
(49)
Combining Ineq.(46) and Ineq.(49), we can get the results.
Corollary 8.12 If S ≤ Mb√
n
, the convergence rate of distributed SGD with global shuffling RSg([n], S,M)
is comparable with distributed SGD with i.i.d sampling. If S > Mb√
n
, distributed SGD with global shuffling
RSg([n], S,M) achieves linear speedup compared with the sequential SGD with RSg([n], S, 1).
Proof:
Based on the above theorem, we can see that if the number of epochs S ≤ Mb√
n
, the extra term
√
1
n
will not
dominate the bound. Thus distributed SGD with global shuffling is comparable with with-replacement sampling.
If S > Mb√
n
, the term Mb
nS
will not dominate the bound and then distributed SGD with global shuffling achieves
linear speedup.
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8.4.3 Nonconvex case
Theorem 8.13 Suppose the objective function is non-convex and ρ-smooth, and Assumption 1 holds.
By setting η = min
{
1√
ST
·
√
2(F (w10)−F (w∗))
3ρB2
bM (1+
584 log T
T )
, 1
6ρ
}
where T = n
bM
, distributed SGD with
global shuffling RSg([n], S,M) has the following convergence rate: 1TS
(∑S
s=1
∑T
t=1 ‖∇F (wst )‖2
)
≤
O
(√
(F (w10)−F (w∗))ρ
Sn
+ log (n)
n
)
.
Proof: We simply proof the case M = 1 and the results can be extend to any M > 1 by replacing b to Mb.
Conditioned on the previous information w1, · · · , wS−1, DSm,m ∈ [M ], using the smooth condition, we have
EF (wSt ) (50)
≤F (wSt−1) + E〈∇F (wSt−1), wSt − wSt−1〉+ ρ
2
E‖wSt − wSt−1‖2
=F (wSt−1)− ηtE〈∇F (wSt−1), gDS(t)(wSt−1)〉+
ρη2t
2
E‖gDS(t)(wSt−1)‖2
≤F (wSt−1)− ηt‖∇F (wSt−1)‖2 − ηtE〈∇F (wSt−1), gDS(t)(wSt−1)−∇F (wSt−1)〉 (51)
+
3ρη2t
2
E‖gDS(t)(wSt−1)−∇ftb:n−tb(wSt−1)‖2 (52)
+
3ρη2t
2
E‖∇ftb:n−tb(wSt−1)−∇F (wSt−1)‖2 + 3ρη
2
t
2
‖∇F (wSt−1)‖2
≤F (wSt−1)− ηt‖∇F (wSt−1)‖2 + ηt
2
‖∇F (wSt−1)‖2 + ηt
2
E‖gDS(t)(wSt−1)−∇F (wSt−1)‖2
+
3ρη2t
2
E‖gDS(t)(wSt−1)−∇ftb:n−tb(wSt−1)‖2 +
3ρη2t
2
E‖∇ftb:n−tb(wSt−1)−∇F (wSt−1)‖2 (53)
+
3ρη2t
2
‖∇F (wSt−1)‖2
Using Eq.(29), we have E‖gDS(t)(wSt−1)−∇F (wSt−1)‖2 and E‖∇ftb:n−tb(wSt−1)−∇F (wt)‖2 are all upper
bounded by 2(2 + 12
√
2)2B2 · b2t2
n2
(
1
tb
+ 1
n−tb
)
, which is equal to 2(2+12
√
2)2B2t
n(T−t) .
Rearrange Eq.(50), we can get(
ηt
2
− 3ρη
2
t
2
)
‖∇F (wSt−1)‖2 (54)
≤F (wSt−1)− EDS(t)F (wSt ) +
3ρη2tB
2
2b
+
(
3ρη2t
2
+
ηt
2
)
· 2(2 + 12
√
2)2B2t
n(T − t) (55)
We set η to be a constant, and sum the above inequality from s = 1 to S, and t = 1 to T , then we get
(
1
2
η − 3ρη
2
2
) · 1
TS
S∑
s=1
T∑
t=1
‖∇F (wst )‖2
≤ F (w
1
0)− F (w∗)
ST
+
3ρη2B2
2b
+
(
3ρη2
2
+
η
2
)
×
(
1
T
T∑
t=1
2(2 + 12
√
2)2B2t
n(T − t)
)
.
By simple calculation, we have 1
nT
∑T
t=1
(
t
T−t
)
≤ log T
bT
.
Let η ≤ 1
6ρ
, we have 1
2
η − 3ρη2
2
≥ η
4
. Then we have
1
TS
(
S∑
s=1
T∑
t=1
‖∇F (wst )‖2‖2
)
(56)
≤4(F (w
1
0)− F (w∗))
η(ST + t)
+
6ρηB2
b
+ 2(2 + 12
√
2)2B2 (6ρη + 2) · log T
bT
(57)
=
4(F (w10)− F (w∗))
η(ST + t)
+
6ρηB2
b
(
1 +
584 log T
T
)
+ 1168B2 · log T
bT
(58)
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Let η = min
{
1√
ST
·
√
2(F (w1)−F (w∗))
3ρB2
b (1+
584 log T
T )
, 1
6ρ
}
, we have
1
TS
(
S∑
s=1
T∑
t=1
‖∇F (wst )‖2
)
(59)
≤2
√
6(F (w10)− F (w∗))ρB2
b(ST + t)
·
(
1 +
584 log T
T
)
+ 1168B2 · log T
bT
(60)
≤O
(√
(F (w10)− F (w∗))ρ
bTS
+
log T
bT
)
. (61)
By replacing b with bM , and using n = bMT , we can get the results in the theorem. 
Based on the above theorem, we have the following corollary.
Corollary 8.14 If S < n, the convergence rate of distributed SGD with global shuffling RSg([n], S,M)
is comparable with distributed SGD with i.i.d sampling. If S < n, distributed SGD with global shuffling
RSg([n], S,M) achieves linear speedup compared with the sequential SGD with RSg([n], S, 1).
Proof:
According to [12], the convergence rate for distributed SGD with with-replacement sampling in the nonconvex
case is O
(√
1
Sn
)
. When the first term is dominant, i.e., S < n (the epoch number is smaller than the data size,
which is very likely to hold in practice), its order is the same with the convergence rate for global shuffling.
When S < n, the convergence rate for global shuffling is in the order 1√
Sn
. That is, distributed SGD with global
shuffling can achieve linear speedup in the non-convex case.
8.5 Convergence rate of local shuffling
Theorem 8.15 Conditioned on the partition, the expected convergence rate of distributed SGD with local
shuffling in the convex and Lipschitz case is similar to the results given in Theorem 3.5, with the term
√
1
n
replaced by
√
M
n
; in the strongly convex and smooth case is similar to the results given in Theorem 3.3, with the
term logn
n
replaced by M logn
n
; in the non-convex and smooth case is similar to the results given in Theorem 3.7,
with the term logn
n
replaced by M logn
n
.
Proof sketch: The proof technique for the theorem is similar to that used to prove the results for global random
shuffling. Here we just explain their differences.
The first term we need to check is the variance term. For local random shuffling, conditioned on the partition,
the variance term becomes
E[ 1
M
M∑
m=1
gDm(t)(wt)−
1
M
M∑
m=1
∇fmtb+1:n(wt)]2
=
1
M2
[
M∑
m=1
E[gDm(t)(wt)−∇fmtb+1:n(wt)]2 +
∑
m1 6=m2
2cov(gDm1 (t)(wt), gDm2 (t)(wt))].
Conditioned on the partition, we have
∑
m1 6=m2 2cov(gDm1 (t)(wt), gDm2 (t)(wt)) = 0 because they are i.i.d
sampled from the underlying distribution P. Thus, conditioned on the partition, the variance term can be upper
bounded by B
2
Mb
.
The second term we need to check is the terms which are related to transductive Rademacher Complexity. The
term E[ 1
M
∑M
m=1 gDm(t)(wt)−∇F (wt)] will be changed as follows, if we use local random shuffling instead
of global random shuffling, E[ 1
M
∑M
m=1 gDm(t)(wt)−∇F (wt)] = 1M
∑M
m=1 E[gDm(t)(wt)−∇Fm(wt)] ≤
O( tb
n/M
( 1√
tb
+ 1√
n/M−tb ). From the above calculation, we can see that the term E[
1
M
∑M
m=1 gDm(t)(wt)−
∇F (wt)] will be influenced by changing n to n/M , which means that it is determined by the local training size
n/M instead of the global training size n. 
8.6 Insufficient shuffling
The following lemma generalizes Lemma 3.3 for insufficient shuffling.
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Lemma 8.16 Let σ˜ be a random permutation over {1, · · · , n} after insufficient shuffling with shuffling error
(A,n) ≤ b
n
and ‖si‖ ≤ B. Then
E
[
1
n
n∑
i=1
si − 1
bM
M∑
m=1
b∑
j=1
sσ˜m(t+j)
]
≤ tbM
n
· E[s1:tbM − stbM+1:n] + 4nB(A,n)
n− tMb . (62)
Proof:
E
[
1
n
n∑
i=1
si − 1
bM
M∑
m=1
b∑
j=1
sσ˜m(t+j)
]
=E
[
1
n
n∑
i=1
si − 1
bM
M∑
m=1
b∑
j=1
sσm(t+j)
]
+ E
[
1
bM
M∑
m=1
b∑
j=1
sσm(t+j) −
1
bM
M∑
m=1
b∑
j=1
sσ˜m(t+j)
]
≤ tbM
n
· E[s1:tbM − stbM+1:n] +B|Pv|t(Bm,m ∈ [M ])− Pu|t(Bm,m ∈ [M ])|
≤ tbM
n
· E[s1:tbM − stbM+1:n] + 4nB
n− tbM ,
where the last inequality is using Proposition 2.2.
Theorem 8.17 Suppose Assumption 1 holds. Distributed SGD with insufficient global shuffling Rg([n];S,M)
and learning rate in convex and L-Lipschitz continuous case has the following convergence rate, EF (w¯S)−
F (w∗) ≤ O
{
1√
Sn
+ bM
Sn
+
√
1
n
+ (A,n) lnn
}
. Set the learning rate ηst = 2µ((s−1)T+t) in strongly con-
vex and smooth case, it has the following convergence rate, E‖wS − w∗‖2 ≤ O
(
logn
n
+ n(A,n)
2
bM
)
+
O
(
min
{
bM
Sn
, κ
2(bM)2 log Sn
(Sn)2
+ κ
2bM logn
Sn2
+ κ
2n(A,n)2
SbM
})
.
Set η = min
{
1√
ST
√
2(F (w10)−F (w∗))
3ρB2
bM (1+
584 log T
T )
, 1
6ρ
}
in non-convex case, it has the following convergence rate
1
TS
(∑S
s=1
∑T
t=1 ‖∇F (wst )‖2
)
≤ O
(√
1
Sn
+ logn
n
+ n((A,n))
2
bM
)
.
Proof: Following the proof of Theorem 3.5, Theorem 3.3 and Theorem 3.7, and using Lemma 8.16 to replace
Lemma 8.6, we can get the results.
8.7 With-replacement sampling: strongly convex case
Theorem 8.18 Suppose that Assumptions 1 holds. Distributed SGD with with-replacement sampling with
mini-batch size b, M machines, and S epochs in strongly convex case has convergence rate
E‖wS − w∗‖2 ≤ O
(
min
{
bM
nS
,
κ2(bM)2 logSn
(Sn)2
}
+
1
Sn
)
(63)
Proof: At t+ 1-th iteration, we have:
E‖wt+1 − w∗‖2 (64)
≤‖wt − w∗‖2 − 2Ebt〈wt+1 − wt, wt − w∗〉+ Ebt‖wt+1 − wt‖2 (65)
=‖wt − w∗‖2 − 2ηt〈∇F (wt), wt − w∗〉+ η2tEbt‖∇fbt(wt)‖2 (66)
≤‖wt − w∗‖2 − 2ηt
(
F (wt)− F (w∗) + µ
2
‖wt − w∗‖2
)
(67)
+ η2tEbt‖∇fbt(wt)−∇F (wt)‖2 + η2t ‖∇F (wt)‖2 (68)
≤(1− 2ηtµ)‖wt − w∗‖2 + η2t ‖∇F (wt)‖2 + η
2
tB
2
bM
(69)
≤(1− 2ηtµ)‖wt − w∗‖2 + η2t
(
B2
bM
+G2
)
(70)
Let ηt = 1µt , we have
E‖wt+1 − w∗‖2 ≤
(
1− 2
t
)
‖wt − w∗‖2 + B
2/bM +G2
t2µ2
(71)
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By induction, we have
E‖wt − w∗‖2 ≤ B
2/bM +G2
tµ2
. (72)
By using the smooth condition, we have
E‖∇F (wt)‖2 ≤ ρ2E‖wt − w∗‖2 ≤ ρ
2(B2/bM +G2)
tµ2
. (73)
By putting Ineq.(73) into Ineq.(69), we have
E‖wt+1 − w∗‖2 (74)
≤
(
1− 2
t
)
‖wt − w∗‖2 + 1
t2µ2
· ρ
2(B2/bM +G2)
tµ2
+
B2
bMµ2t2
(75)
≤
(
1− 2
t
)
‖wt − w∗‖2 + ρ
2(B2/bM +G2)
t3µ4
+
B2
bMµ2t2
(76)
≤ B
2
bMµ2t
+
κ2(B2/bM +G2) log t
t2µ2
(77)
Thus we have
E‖wt+1 − w∗‖2 ≤ O
(
min
{
1
t
,
κ2 log t
t2
}
+
1
bMt
)
. (78)
Let t = Sn
bM
, we can get the result in the theorem. 
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