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Spherical Centroid Bodies
Florian Besau, Thomas Hack,
Peter Pivovarov, Franz E. Schuster
Abstract. The spherical centroid body of a centrally-symmetric convex body
in the Euclidean unit sphere is introduced. Two alternative definitions – one
geometric, the other probabilistic in nature – are given and shown to lead
to the same objects. The geometric approach is then used to establish a
number of basic properties of spherical centroid bodies, while the probabilistic
approach inspires the proof of a spherical analogue of the classical polar
Busemann–Petty centroid inequality.
1. Introduction
For an origin-symmetric convex body K (that is, a compact, convex set with
nonempty interior) in an n-dimensional linear vector space, the centroids of the
intersections of K with half-spaces through the origin form the surface of its
centroid body ΓK. In the case n = 3, this construction first explicitly appeared
in a paper by Blaschke [6], where he conjectured that the ratio of the volume
of a body to that of its centroid body attains its maximum for ellipsoids. This
conjecture was confirmed by Petty [49] (who also coined the name centroid bodies),
by reinterpreting Busemann’s random simplex inequality [8] as what would become
known as the Busemann–Petty centroid inequality. Combining it with the famous
Blaschke–Santalo´ inequality, leads to an isoperimetric inequality for the product of
the volumes of a body and its polar centroid body, called the polar Busemann–Petty
centroid inequality. An Lp analogue of the latter inequality was established by
Lutwak and Zhang [33], who showed that it provides an Lp extension of the
Blaschke–Santalo´ inequality. A stronger Lp Busemann–Petty centroid inequality
was obtained later in [34] and [10] (see also, [21, 27, 31, 32, 36, 40, 54] for
further generalizations).
The definition of centroid bodies implies that the operator Γ commutes with
all non-degenerate linear transformations. Therefore, both the Busemann–Petty
centroid inequality and its polar version belong to the affine geometry of convex
bodies, where, in particular, they were very recently used to establish a series of
affine invariant Sobolev-type inequalities (see [14, 23–25, 39]). In fact, such affine
isoperimetric and analytic inequalities have proven to be significantly more powerful
than their Euclidean counterparts (see e.g., [22, 35, 53]). But it is not just the
impact of these isoperimetric inequalities that would make it difficult to overstate
the importance of the notion of centroid bodies; it is also the fact that they have
naturally appeared in many different contexts ranging from asymptotic geometric
analysis (see e.g., [7, 29, 38, 42]), geometric tomography (see e.g., [18, 28, 52]),
and integral geometry (see e.g., [20, 30]) to recently even Finsler geometry (see [1])
and information theory (see [48]).
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This article belongs to a line of research of recent origins, dealing with the
question of which affine constructions and isoperimetric inequalities from linear
vector spaces allow for generalizations to other spaces of, say, constant curvature
(then no longer compatible with the affine group but rather the isometry group of
the respective space). The starting point for these investigations was the proof of a
spherical counterpart of one of the best known affine isoperimetric inequalities, the
Blaschke–Santalo´ inequality, by Gao, Hug, and Schneider [17]. Since this seminal
paper appeared, considerable efforts have been invested to obtain further results in
the same spirit (see [2–5, 12, 41, 51]). However, despite these substantial inroads,
this area of research is still in its infancy with several important threads left open.
Here, we attack one of these threads by introducing a spherical analogue of the
centroid body of a centrally-symmetric convex body in the Euclidean unit sphere.
For our (first) definition of spherical centroid bodies, we mimic Blaschke’s geometric
approach to centroid bodies in linear vector spaces laid out at the beginning of this
introduction. Combining our geometric definition with the gnomonic projection,
naturally leads to centroid bodies (in the tangent linear space) with respect to a
specific weight. These weighted centroid bodies will allow us to deduce several basic
properties of spherical centroid bodies such as continuity in the Hausdorff metric
and injectivity as well as the fact that, like in the linear setting, all spherical centroid
bodies are C2-smooth and have everywhere positive Gauß curvature.
Weighted centroid bodies and their associated isoperimetric inequalities have
only recently become critical tools in high-dimensional probability, where they are
used to establish important small-ball probabilities for marginals of probability
measures (see [13, 44, 47]). Sharp volume inequalities for weighted centroid bodies
and their polars were first established in [43] and [11, 45], the latter of which are
based on random approximations of these bodies (see Lemma 3.9 for details). The
obtained results for empirical analogues of centroid bodies yield stronger stochastic
dominance inequalities and are part of a research program going back to [45] aimed
at proving random extensions of classical inequalities from convexity such as the
Brunn-Minkowski inequality and its relatives (see [46] for more information).
With our first main result we show that, as in the linear setting, there is an
alternative probabilistic approach towards spherical centroid bodies. Hereby, they
are obtained from the spherical convex hull of centroids of uniformly distributed
random points in the given convex body by letting the number of points tend to
infinity. Similarly, by considering randomized weighted centroid bodies, we are
able to establish our second main result, a sharp spherical polar Busemann–Petty
centroid inequality.
In order to state our results more precisely, let Sn denote the unit n-sphere
of Euclidean space Rn+1, where we always assume that n ≥ 2. For u ∈ Sn, we
write S+u = {v ∈ S
n : u · v ≥ 0} for the closed hemisphere centered around u and
Su := S
n ∩ u⊥ for its boundary.
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A set A ⊆ Sn is called (spherically) convex, if radA := {λu : λ ≥ 0, u ∈ A}
is convex in Rn+1. We call K ⊆ Sn a (spherically) convex body if K 6= Sn is
closed, convex, and has nonempty interior (with respect to Sn) and we say K is
proper if K is contained in some open hemisphere. Finally, for A ⊆ Sn, we denote
its interior and boundary relative to Sn by intA and bdA, respectively, and its
spherical centroid by cs(A) whenever it exists (see Section 2 for details).
Definition. For a convex body K ⊆ Sn which is centrally-symmetric with center
e ∈ Sn, we define its spherical centroid body ΓsK by
bdΓsK := {cs(K ∩ S
+
u ) : u ∈ Se}.
In Section 3 we show that ΓsK is indeed a well defined proper spherically convex
body which is centrally-symmetric with the same center as K. Our main tool to
see this, is the well known gnomonic projection. In order to recall its definition, we
denote by Rnu the linear subspace in R
n+1 orthogonal to u ∈ Sn. Then the gnomonic
projection (with respect to u), is defined by
gu : int S
+
u → R
n
u, gu(v) =
v
u · v
− u.
It is particularly useful in spherical geometry since it maps proper convex bodies
in int S+u to convex bodies in R
n
u. More importantly for our purposes, we will show
that spherical centroid bodies are mapped by the gnomonic projection to centroid
bodies with respect to the following weight function,
ψ : Rn → R+, ψ(x) =
(
1 + ‖x‖2
)−n+2
2 .
Here, ‖·‖ denotes the standard Euclidean norm in Rn. In order to state the definition
of weighted centroid bodies (in linear vector spaces), let H+u = {x ∈ R
n : u · x ≥ 0}
denote the closed halfspace in Rn with exterior normal u ∈ Sn−1. Then, for an even
finite Borel measure µ on Rn with positive density and an origin-symmetric convex
body L ⊆ Rn, the µ-centroid body ΓµL of L can be defined by
bdΓµL := {cµ(L ∩H
+
u ) : u ∈ S
n−1}. (1.1)
Here, we write cµ for the center of mass with respect to µ. In Section 3, we then
show that for a proper convex body K ⊆ Sn centered around e ∈ Sn, the following
critical relation holds,
ge(ΓsK) = Γτ̂ ge(K), (1.2)
where τ̂ is the absolutely continuous measure on Rne (w.r.t. Lebesgue measure) with
density ψ. While relation (1.2) already allows us to establish a number of basic
properties of spherical centroid bodies, we also consider them under a different,
probabilistic perspective to justify our definition on the one hand, and to gain a
deeper understanding of this new notion on the other hand.
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In the linear setting, the probabilistic approach towards centroid bodies was first
noted in [45], and can be described as follows. Given an origin-symmetric convex
body L ⊆ Rn and N ∈ N independent random points X1, . . . , XN distributed
uniformly in L, define the (random) convex body
Γ(X1, . . . , XN) :=
1
N
N∑
i=1
[−Xi, Xi] = conv {c(±X1, . . . ,±XN)}, (1.3)
where [−Xi, Xi] denotes the line segment joining ±Xi, the sum is the standard
Minkowski addition, and c(x1, . . . , xN) denotes the usual centroid of finitely many
points in Rn. The crucial observation from [45] is that Γ(X1, . . . , XN) converges
almost surely in the Hausdorff metric to the centroid body ΓL as N tends to infinity.
Although there is no natural analogue of Minkowski addition on Sn, both the
convex hull and centroids of finite point sets do have natural counterparts. In order
to mimic definition (1.3) on Sn, we can therefore use the second equation in (1.3),
but here we replace −v with the geodesic reflection of v about a point e ∈ Sn, that
is, v 7→ ve := −v + 2(v · e)e, and use the abbreviation v(e) for {v, ve}.
Definition. For a proper finite set {u1, . . . , uN} ⊆ S
n contained in int S+e for some
e ∈ Sn, we define
Γs,e(u1, . . . , uN) := conv
{
cs
(
u
(e)
1 , . . . , u
(e)
N
)}
.
Our first main result is a spherical version of the random approximation result
for centroid bodies from [45].
Theorem 1. Let K ⊆ Sn be a spherically convex body which is centrally-symmetric
with center e ∈ Sn. If U1, . . . , UN are independent random unit vectors distributed
uniformly in K, then
Γs,e(U1, . . . , UN)→ ΓsK
almost surely in the spherical Hausdorff metric as N tends to infinity.
In order to prove an isoperimetric inequality for spherical centroid bodies w.r.t.
spherical Lebesgue measure σ, we can use (1.2) and consider the pushforward
measure σ̂ of σ under gnomonic projection of the weighted centroid bodies Γτ̂ L.
By refining ideas and techniques from [11], we are able to show that for any origin-
symmetric convex body L ⊆ Rn,
σ̂ (Γ◦τ̂ L) ≤ σ̂
(
Γ◦τ̂ B
τ̂
L
)
, (1.4)
where Γ◦τ̂ L denotes the usual polar body of Γτ̂ L in R
n (see Section 2) and B τ̂L is
the Euclidean ball in Rn centered at the origin such that τ̂ (B τ̂L) = τ̂(L).
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By pulling (1.4) back to Sn with the inverse gnomonic projection, we obtain
our second main result, a spherical polar Busemann–Petty centroid inequality. In
order to state it, let τ be the absolutely continuous measure on Sn (w.r.t. to σ) with
density u 7→ |e · u| (then, τ̂ is the pushforward of τ under gnomonic projection).
Moreover, for a spherically convex body K ⊆ Sn centered around e ∈ Sn, we write
K∗ = {u ∈ Sn : u · v ≤ 0 for all v ∈ K} for the spherical polar of K and CτK for the
spherical cap centered at e such that τ(K) = τ(CτK).
Theorem 2. If K ⊆ Sn is a spherically convex body which is centrally-symmetric
with center e ∈ Sn, then
σ(Γ∗sK) ≤ σ(Γ
∗
sC
τ
K).
2. Background material
In the following we first recall basic definitions and facts from spherical geometry.
However, the main part of this section is devoted to the gnomonic projection and
spherical centroids as well as their interplay for which we prove several auxiliary
results needed in the next sections. As a general reference for this section we
recommend [2] and [19].
The usual spherical distance between two points on the n-dimensional Euclidean
unit sphere Sn is given by ds(u, v) = arccos(u · v), u, v ∈ S
n. For r > 0 and A ⊆ Sn,
we write Ar for the set of all points with distance at most r from A. In particular,
we denote by Cr(u) := {u}r the spherical cap of radius r ≥ 0 centered at u ∈ S
n.
The Hausdorff distance between closed sets A,B ⊆ Sn is given by
δs(A,B) = min{0 ≤ r ≤ π : A ⊆ Br and B ⊆ Ar}.
We write K(Sn) for the space of spherically convex bodies endowed with the
Hausdorff metric. As usual, the convex hull of A ⊆ Sn is the intersection of
all convex sets in Sn that contain A. For 0 ≤ k ≤ n, a k-sphere S in Sn is a
k-dimensional great sub-sphere of Sn. Clearly, every k-sphere S is convex.
For e, v ∈ Sn, the (geodesic) reflection of v about e is given by
ve := −v + 2(v · e)e.
A subset A ⊆ Sn is called centrally-symmetric with center e ∈ Sn, if Ae = A. Let
Kc(S
n) denote the subspace of K(Sn) of all centrally-symmetric spherically convex
bodies in Sn. Clearly, if K ∈ Kc(S
n) has center e ∈ Sn, then K ⊆ S+e . Moreover, if
K is proper, we have K ⊆ int S+e .
The following lemma contains a few useful properties of the spherical Hausdorff
metric which we require later on.
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Lemma 2.1. For m ∈ N, let Cm, C ⊆ S
n be closed and K,L ∈ K(Sn) such that
δs(K,L) <
pi
2
. Then the following statements hold:
(a) The sequence Cm converges to C in the spherical Hausdorff metric if and only
if it does so in the Hausdorff metric of the ambient space Rn+1;
(b) δs(K,L) = δs(bdK, bdL);
(c) δs(K,L) = δs(K
∗, L∗).
Proof. Statement (a) is a consequence of the fact that ‖u−v‖ ≤ ds(u, v) ≤
pi
2
‖u−v‖
for all u, v ∈ Sn, that is, of the equivalence of the spherical and the Euclidean
distance in the ambient space.
In order to see (b), we use that for ds(x,K) <
pi
2
, there exists a unique point
p(K, x) in K such that ds(x, p(K, x)) < ds(x, y) for all y ∈ K. From this, (b) follows
by the same argument as in the linear setting (see, e.g., [50, Lemma 1.8.1]).
Finally, a proof of (c) was, for example, given in [19, Hilfssatz 2.2]. 
We turn now to one of the most important tools in spherical convexity, the
gnomonic projection. First, recall that for e ∈ Sn, the gnomonic projection with
respect to e is given by
ge : int S
+
e → R
n
e , ge(v) =
v
e · v
− e.
In the following, we write ̺e : R
n+1 → Rn+1 for the orthogonal reflection about
R
n
e in R
n+1 and we let K(int S+e ) and K(R
n
e ) denote the spaces of convex bodies in
int S+e and R
n
e endowed with the respective Hausdorff metrics. Moreover, recall that
for K ∈ K(Rne ) containing the origin in its interior, the polar body of K is defined
by K◦ = {x ∈ Rne : x · y ≤ 1 for all y ∈ K}. Our next lemma contains several well
known properties of the gnomonic projection, the proofs of which can be found,
e.g., in [2] and [17].
Lemma 2.2. For e ∈ Sn, the gnomonic projection ge : int S
+
e → R
n
e has the
following properties:
(a) The map ge is a bijection with inverse given by
g−1e : R
n
e → int S
+
e , g
−1
e (x) =
x+ e
‖x+ e‖
.
(b) If S ⊆ Sn is a k-sphere, 0 ≤ k ≤ n − 1, such that S ∩ int S+e is non-empty,
then ge(S ∩ int S
+
e ) is a k-dimensional affine subspace of R
n
e . Conversely, g
−1
e
maps k-dimensional affine subspaces of Rne to k-hemispheres in int S
+
e .
(c) The map ge induces a homeomorphism between K(int S
+
e ) and K(R
n
e ).
(d) For every u ∈ int S+e , we have ge(u
e) = −ge(u).
(e) For every K ∈ K(int S+e ) containing e in its interior, ge(̺eK
∗) = ge(K)
◦.
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For our purposes it is important to know the push-forwards of certain measures
on Sn under gnomonic projection. These are the content of the following lemma.
Lemma 2.3. Let e ∈ Sn and let ge : int S
+
e → R
n
e be the gnomonic projection.
(a) The push-forward σ̂ := ge#σ under ge of spherical Lebesgue measure σ is
absolutely continuous with density given by ξ(x) = (1 + ‖x‖2)−
n+1
2 .
(b) For u ∈ int S+e , we have u · e = φ(ge(u)), where φ(x) = (1 + ‖x‖
2)−
1
2 .
(c) The push-forward τ̂ := ge#τ under ge of the absolutely continuous measure τ
on S+e with density u 7→ e · u is also absolutely continuous with density given
by ψ(x) = (1 + ‖x‖2)−
n+2
2 .
Proof. In order to see (a), we need the Jacobian of the inverse g−1e at x ∈ R
n
e . It
was, for example, calculated in [3, Proposition 4.2] and is given by
Jg−1e (x) = (1 + ‖x‖
2)−
n+1
2 = ξ(x).
Thus, by the area formula (see e.g., [37, Theorem 8.1]), we have
σ(A) =
∫
ge(A)
(1 + ‖x‖2)−
n+1
2 dx,
for every Borel set A ⊂ int S+e , which proves (a).
Statement (b) follows from Pythagoras’ theorem, since ‖ge(u)‖
2 + 1 = (u · e)−2,
and, finally, combining (a) and (b) yields statement (c). 
Next, we discuss the notion of centroids for certain subsets of the unit sphere
which we use in this paper (for other notions of centroids on Sn, cf. [16]).
Definition. For {u1, . . . , uN} ⊆ S
n and a Borel subset A ⊆ Sn such that σ(A) > 0,
we define their respective spherical centroids by
cs(u1, . . . , uN) :=
∑N
i=1 ui∥∥∥∑Ni=1 ui∥∥∥ and cs(A) :=
∫
A
u dσ(u)∥∥∫
A
u dσ(u)
∥∥
whenever they exist, that is, whenever the denominators are non-zero.
While this definition of spherical centroids makes use of the vector space
structure of the ambient space, it is well known that both cs(u1, . . . , uN) and
cs(A) can also be defined (with more complicated formulae) intrinsically, that is,
by making use only of the metric structure of the sphere (see e.g., Galperin [16],
where he also characterized cs by a set of natural properties).
In order to carry out explicit computations later on, we combine now the
gnomonic projection with spherical centroids. To this end, we need to consider
centroids in Rn with respect to arbitrary densities.
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Definition. For {x1, . . . , xN} ⊆ R
n and a positive function f : Rn → R+, let
cf (x1, . . . , xN ) :=
1∑N
i=1 f(xi)
N∑
i=1
f(xi)xi. (2.1)
For an absolutely continuous measure µ on Rn and a bounded Borel subset A ⊆ Rn
such that µ(A) > 0, we define the µ-centroid of A by
cµ(A) :=
1
µ(A)
∫
A
x dµ(x). (2.2)
Our next lemma is critical for the proof of relation (1.2) and Theorem 1. Here
and in the following, we use again the notation from Lemma 2.3.
Lemma 2.4. If {u1, . . . , uN} ⊆ int S
+
e for some e ∈ S
n, then
ge(cs(u1, . . . , uN)) = cφ(ge(u1), . . . , ge(uN)). (2.3)
If A ⊆ int S+e is a Borel subset such that σ(A) > 0, then
ge(cs(A)) = c τ̂ (ge(A)). (2.4)
Proof. By Lemma 2.3 (b) and definition (2.1), relation (2.3) follows from
ge
(
N∑
i=1
ui
)
=
∑N
i=1 ui∑N
i=1 ui · e
− e =
∑N
i=1(ui · e)
(
ui
ui·e
− e
)
∑N
i=1 ui · e
=
1∑N
i=1 φ(xi)
N∑
i=1
φ(xi)xi,
where xi = ge(ui), 1 ≤ i ≤ N . In order to prove (2.3), we use again the area formula
(see e.g., [37, Remark 8.3]) to obtain
ge(cs(A)) =
∫
A
u dσ(u)
e ·
∫
A
u dσ(u)
− e =
∫
ge(A)
g−1e (x)Jg
−1
e (x) dx∫
ge(A)
e · g−1e (x)Jg
−1
e (x) dx
− e.
Since for x ∈ Rne , we have ‖x+ e‖
2 = 1+ ‖x‖2, and by the proof of Lemma 2.3 (a)
Jg−1e (x) = ξ(x), we conclude that
ge(cs(A)) =
∫
ge(A)
(x+ e)ξ(x) dx∫
ge(A)
e · (x+ e)ξ(x) dx
− e =
∫
ge(A)
(x+ e) dτ̂ (x)∫
ge(A)
1 dτ̂(x)
− e
=
1
τ̂(ge(A))
∫
ge(A)
x dτ̂ (x) = c τ̂ (ge(A)).

We conclude this section by collecting a number of properties of spherical
centroids for quick later reference.
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Proposition 2.5. Let {u1, . . . , uN} ⊆ S
n and Km, K ∈ K(S
n), m ∈ N, such that
their spherical centroids exist. Then the map cs has the following properties:
(a) It is continuous, that is, if ui,m → ui for 1 ≤ i ≤ N and Km → K, m ∈ N, in
the spherical Hausdorff metric, then
cs(u1,m, . . . , uN,m)→ cs(u1, . . . , uN) and cs(Km)→ cs(K).
(b) It is O(n+ 1)-equivariant, that is, for every ϑ ∈ O(n+ 1), we have
cs(ϑu1, . . . , ϑuN) = ϑcs(u1, . . . , uN) and cs(ϑK) = ϑcs(K).
(c) It is proper, that is, cs(K) ∈ intK.
(d) It is consistent, that is, if U1, . . . , UN are independent random variables
uniformly distributed in K, then
cs(U1, . . . , UN )→ cs(K)
almost surely as N tends to infinity.
Proof. Property (a) is trivial in the discrete case and follows for convex bodies from
the continuity of spherical volume in the Hausdorff topology on convex bodies (see
e.g., [19, Hilfssatz 2.4]) since∣∣∣∣∫
Km
u dσ(u)−
∫
K
u dσ(u)
∣∣∣∣ ≤ σ(Km△K)→ 0.
Property (b) is also trivial in the discrete case and for convex bodies a simple
consequence of the O(n + 1)-invariance of spherical Lebesgue measure and the
transformation rule for integrals.
In order to see (c), note that u ∈ intK if and only if w · u < 0 for all w ∈ K∗.
Now since w·cs(K) < 0 for all w ∈ K
∗, by definition, we obtain the desired property.
Finally, since σ(bdK) = 0 and intK is proper, we may assume for the proof of
(d) thatK ⊂ int S+e for some e ∈ S
n. Then, by Lemma 2.3 (a), the random variables
Xi := ge(Ui), 1 ≤ i ≤ N , are independent and identically distributed according to
1ge(K)
σ̂(ge(K))
σ̂.
Moreover, by Lemma 2.4, we have
ge(cs(U1, . . . , UN)) =
1∑N
i=1 φ(Xi)
N∑
i=1
φ(Xi)Xi.
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But, by the strong law of large numbers (see e.g., [15, Theorem 8.3.5]),
N∑
i=1
φ(Xi)→
∫
ge(K)
φ(x) dσ̂(x) = τ̂ (ge(K))
and
N∑
i=1
φ(Xi)Xi →
∫
ge(K)
φ(x)xi dσ̂(x) =
∫
ge(K)
x dτ̂ (x)
almost surely as N →∞. Since, by the continuous mapping theorem, the product
of almost surely convergent sequences of random variables converges almost surely
to the product of their limits, we obtain from another application of Lemma 2.4,
ge(cs(U1, . . . , UN))→
1
τ̂(ge(K))
∫
ge(K)
x dτ̂ (x) = c τ̂ (ge(K)) = ge(cs(K)),
almost surely as N →∞, which, by Lemma 2.2 (c), yields property (d). 
3. Centroid bodies
In the first part of this section we discuss the definition and properties of
weighted centroid bodies in linear vector spaces. The second part is devoted
to spherical centroid bodies and their basic properties. We also establish a few
auxiliary results required for the proof of Theorem 1.
We begin with a definition of weighted centroid bodies of arbitrary convex bodies
in Rn, different from the one for origin-symmetric bodies given in the introduction
(Lemma 3.3 below shows that the two definitions coincide on origin-symmetric
convex bodies). To this end, recall that a convex body K ∈ K(Rn) is uniquely
determined by the values of its support function h(K, u) = max{u · x : x ∈ K},
u ∈ Sn−1, and that every even, positive, and sublinear function on Rn is the support
function of an origin-symmetric convex body in Rn (see e.g., [50, Theorem 1.7.1]).
Definition. For {x1, . . . , xN} ⊆ R
n and a positive function f : Rn → R+, define
h(Γf(x1, . . . , xN), u) :=
1∑N
i=1 f(xi)
N∑
i=1
|u · f(xi)xi|. (3.1)
For a finite Borel measure µ on Rn with positive density and L ∈ K(Rn), define the
µ-centroid body of L by
h(ΓµL, u) :=
1
µ(L)
∫
L
|u · y| dµ(y). (3.2)
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Note that, by our assumption on µ, ΓµL is an origin-symmetric convex body for
every L ∈ K(Rn). While Γf(x1, . . . , xN ) is, in general, always an origin-symmetric,
compact, convex set, it has non-empty interior if and only if span {x1, . . . , xN} = R
n.
It is also worth noting that when µ is taken to be Lebesgue measure, (3.2) defines
Blaschke’s classical centroid body (of the not necessarily origin-symmetric) body
L. In the following, when f ≡ 1 in (3.1), we simply write Γ(x1, . . . , xN ) and use
h([−z, z], u) = |u · z| for every z ∈ Rn, to see that, in this case,
Γ(x1, . . . , xN ) =
1
N
N∑
i=1
[−xi, xi].
Our first goal is to relate weighted centroid bodies with weighted centroids. In
the discrete case this is the content of the following easy lemma.
Lemma 3.1. Let {x1, . . . , xN} ⊆ R
n be a finite subset and assume that f : Rn → R+
is even. Then
Γf (x1, . . . , xN ) = conv {cf(±x1, . . . ,±xN )} .
Proof. Since for arbitrary z1, . . . , zN ∈ R
n, we have
N∑
i=1
[−zi, zi] = conv{±z1 ± · · · ± zN},
we obtain
Γf (x1, . . . , xN) = conv
{
±f(x1)x1 ± · · · ± f(xN)xN∑N
i=1 f(xi)
}
.
But, since f is even, this is equal to conv {cf(±x1, . . . ,±xN )}. 
In contrast to Γf(x1, . . . , xN), which is, as a Minkowski sum of line segments,
always a polytope, our next lemma shows that the boundary of ΓµL exhibits higher
regularity. For the classical centroid body this was first proved by Petty [49] and
we follow his arguments closely (see also, [26, Theorem 1.2] for a recent variant).
In order to state the result precisely, recall that a convex body L is said to be of
class C2+ if the boundary of L is a C
2 submanifold of Rn with everywhere positive
Gauß curvature.
Lemma 3.2. Let µ be a finite Borel measure on Rn with positive bounded density
and L ∈ K(Rn). Then ΓµL is of class C
2
+. In particular, it is strictly convex.
Proof. We first want to show that h(ΓµL, ·) is twice differentiable. To this end, we
compute its directional derivative at x ∈ Rn in the direction u ∈ Sn−1 by
lim
t→0+
h(ΓµL, x+ tu)− h(ΓµL, x)
t
=
1
µ(L)
(∫
L∩H+x
u · y dµ(y)−
∫
L∩H−x
u · y dµ(y)
)
.
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Consequently, the gradient of h(ΓµL, ·) exists and is given by
∇h(ΓµL, ·)(x) =
1
µ(L)
(∫
L∩H+x
y dµ(y)−
∫
L∩H−x
y dµ(y)
)
.
In order to compute second derivatives at x¯ ∈ Rn, we choose an orthonormal
coordinate frame {e1, . . . , en} such that x¯ = (0, . . . , 0, x¯n)
T, where x¯n > 0 (see
e.g., [9, p. 57]). Since ∇h(ΓµL, ·)(x) is 0-homogeneous in x, it follows that
∂2h(ΓµL, ·)
∂ei∂en
(x¯) = 0
for 1 ≤ i ≤ n. Letting x = (0, . . . , 0, xj, 0, . . . , 0, x¯n)
T for j < n, we get for i, j < n,
∂h(ΓµL,·)
∂ei
(x)− ∂h(ΓµL,·)
∂ei
(x¯)
xj
=
2
xjµ(L)
(∫
L∩H+x ∩H
−
x¯
yi dµ(y)−
∫
L∩H−x ∩H
+
x¯
yi dµ(y)
)
. (3.3)
In order to compute the limit xj → 0 in (3.3), we make the change of variables
y1 = v1, . . ., yn−1 = vn−1, and yn = vj tan vn. The Jacobian of this transformation
is given by J(v) = vj sec
2 vn. Note that it is negative on L∩H
−
x ∩H
+
x¯ when xj > 0
and on L ∩H+x ∩H
−
x¯ when xj < 0. Letting α := arctan(|xj|/x¯n),
H(vn) :=
{
yn = (tan vn)yj for xj < 0,
yn = −(tan vn)yj for xj > 0,
and L±(vn) := L ∩H(vn) ∩H
±
ej
for vn > 0, the right hand side of (3.3) becomes
2
x¯nµ(L) tanα
(∫ α
0
sec2 vn ϕ
+(vn) dvn +
∫ α
0
sec2 vn ϕ
−(vn) dvn
)
, (3.4)
where
ϕ±(s) :=
∫
L±(s)
vivj fµ(v1, . . . , vn−1, vj tan s) dv1 · · ·dvn−1
with fµ being the density of µ. In order to compute the limit α → 0 in (3.4), we
use that, by the mean value theorem, for every function ζ which is continuously
differentiable near 0 such that ζ(0) = 0 and every ϕ continuous near 0,
lim
α→0
1
ζ(α)
∫ α
0
ζ ′(s)ϕ(s) ds = ϕ(0).
Taking here ζ(s) := tan s, ϕ = ϕ±, and letting α → 0 in (3.4) as well as changing
back to the variables y1, . . . , yn−1, we obtain
lim
xj→0
∂h(ΓµL,·)
∂ei
(x)− ∂h(ΓµL,·)
∂ei
(x¯)
xj
=
2
x¯nµ(L)
∫
L∩Hx¯
yiyj fµ(y1, . . . , yn−1, 0) dy1 · · · dyn−1,
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provided we can show that ϕ± is continuous near 0. But since L ⊆ BR for some
Euclidean ball BR of radius R in R
n and for every s0 ∈ (0, ε), L
±(s) → L±(s0) in
the Hausdorff metric in Rn as s→ s0, it is not difficult to see that
|ϕ±(s)− ϕ±(s0)| → 0.
ej
en
x¯x
H+x¯
H−x¯
H−x
H+x
L
+ (vn)
vn
L+(0)
L ∩H+x¯ ∩H
−
x
L ∩H−x¯ ∩H
+
x
α
α
L
Figure 1: Sketch for the proof of Lemma 3.2
Letting A := (hij)
n−1
i,j=1 denote the Hessian matrix of h(ΓµL, ·) at x¯ ∈ R
n (w.r.t.
{e1, . . . , en−1}), we can now conclude that for any b ∈ R
n−1 \ {0},
b ·Ab =
2
x¯nµ(L)
∫
L∩Hx¯
(b · y)2 fµ(y1, . . . , yn−1, 0) dy1 · · · dyn−1 > 0,
that is, A is a positive-definite matrix. Since x¯ was arbitrary, it is well known
(cf. [50, Section 2.5]), that this implies that ΓµL is of class C
2
+ 
The following lemma shows that (1.1) and (3.2) define the same convex bodies
in the case of an even measure and an origin-symmetric convex body L.
Lemma 3.3. Let µ be a finite even Borel measure on Rn with positive density and
assume that L ∈ K(Rn) is origin-symmetric. Then
bdΓµL = {cµ(L ∩H
+
u ) : u ∈ S
n−1}.
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Proof. Since µ is even and L origin-symmetric, we have for u ∈ Sn−1,
h(ΓµL, u) =
1
µ(L)
∫
L
|u · y| dµ(y) =
2
µ(L)
∫
L∩H+u
u · y dµ(y)
= u ·
1
µ(L ∩H+u )
∫
L∩H+u
y dµ(y) = u · cµ(L ∩H
+
u ).
Thus, by the definition of support functions, cµ(L ∩ H
+
u ) ∈ bdΓµL. Since ΓµL is
strictly convex by Lemma 3.2, all boundary points are obtained in this way. 
We also note that if L in Lemma 3.3 is not origin-symmetric, then a similar
computation shows that every boundary point of ΓµL is a convex combination of
cµ(L ∩H
+
u ) and −cµ(L ∩H
−
u ) for u ∈ S
n−1 (cf. [18, Section 9.1]).
We now turn our focus towards spherical centroid bodies and first recall their
definition: For K ∈ Kc(S
n) with center e ∈ Sn, its spherical centroid body is defined
by
bdΓsK := {cs(K ∩ S
+
u ) : u ∈ Se}.
Note that since K has nonempty interior, cs(K ∩ S
+
u ) exists for every u ∈ Se.
Moreover, since K ⊆ S+e , Proposition 2.5 (c) implies that bd ΓsK is contained in
int S+e and, hence, we can consider its gnomonic projection.
Proposition 3.4. Let K ∈ Kc(S
n) have center e ∈ Sn and let ge : int S
+
e → R
n
e
denote the gnomonic projection. Then
ge(bd ΓsK) = bdΓτ̂ ge(K ∩ int S
+
e ).
Proof. Let us first assume that K is proper, that is, K = K ∩ int S+e . Then, by
Lemma 2.4, we have
ge(bdΓsK) = {cτ̂ (ge(K ∩ S
+
u )) : u ∈ Se}.
But since ge(K ∩ S
+
u ) = ge(K) ∩ H
+
u for every u ∈ Se, τ̂ is even, and ge(K) is
origin-symmetric, it follows from Lemma 3.3 that
ge(bd ΓsK) = {cτ̂ (ge(K) ∩H
+
u ) : u ∈ Se} = bdΓτ̂ ge(K).
Now, if K is not proper, then ge(K ∩ int S
+
e ) is a closed, convex, and origin-
symmetric set in Rne with nonempty interior which is unbounded. However, since
τ̂ has finite first moments, that is,
∫
Rn
yi dτ̂ (y) < ∞ for all 1 ≤ i ≤ n, (3.2) still
makes sense and defines a convex body Γτ̂ ge(K ∩ int S
+
e ) in R
n
e .
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Moreover, since the density function ψ of τ̂ is radially symmetric, radially
decreasing (see Section 4 for definitions), and satisfies∫
Rn−1
yiyj ψ(y1, . . . , yn−1, 0) dy1 · · ·dyn−1 <∞
for all 1 ≤ i, j ≤ n − 1, it is not difficult to show that Lemma 3.2 also holds for
Γτ̂ ge(K ∩ int S
+
e ) (the key is to prove continuity near 0 of the respective functions
ϕ± from (3.4)), and, therefore, so does Lemma 3.3. Consequently, since removing
sets of measure zero does not affect centroid computations, the arguments from the
first part of the proof yield the desired relation also for nonproper K. 
As a consequence of Proposition 3.4 and the properties of the gnomonic
projection, we obtain that the spherical centroid body map is, in fact, well defined.
Corollary 3.5. Let K ∈ Kc(S
n) have center e ∈ Sn and let ge : int S
+
e → R
n
e denote
the gnomonic projection. Then ΓsK ∈ Kc(S
n) is proper and has center e. Moreover,
ge(ΓsK) = Γτ̂ ge(K ∩ int S
+
e ).
Proof. Since Γτ̂L is an origin-symmetric convex body in R
n for any (possibly
unbounded) closed, convex set L ⊆ Rn with nonempty interior, the statement
follows from Proposition 3.4 and Lemma 2.2. 
With the following proposition we collect several basic properties of the spherical
centroid body map.
Proposition 3.6. The spherical centroid body map Γs : Kc(S
n) → Kc(S
n) has the
following properties:
(a) It is O(n+ 1)-equivariant, that is, Γs(ϑK) = ϑΓsK for all ϑ ∈ O(n+ 1);
(b) It is continuous;
(c) It is injective on bodies of equal spherical volume;
(d) ΓsK is of class C
2
+ for every K ∈ Kc(S
n).
Proof. Property (a) is an immediate consequence of Proposition 2.5 (b) and the
definition of ΓsK.
In order to prove (b), let Km, K ∈ Kc(S
n) such that Km → K in the spherical
Hausdorff metric. In addition, let us first also assume that all Km and K have the
same center e ∈ Sn. In this case, it follows that Km ∩ S
+
u → K ∩ S
+
u for all u ∈ Se
and thus, by Proposition 2.5 (a),
cs(Km ∩ S
+
u )→ cs(K ∩ S
+
u ). (3.5)
Now note the following two consequences of (3.5):
(i) For every v = cs(K ∩ S
+
u ) ∈ bdΓsK, there exists a sequence vm ∈ bdΓsKm
such that vm → v, namely vm = cs(Km ∩ S
+
u ).
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(ii) For every convergent subsequence vml → v with vml ∈ bdΓsKm, we have
v ∈ bdΓsK. Indeed, since vml = cs(S
+
uml
∩ Kml) for some uml ∈ Se and
Se is compact, we find a subsequence (which we again call uml) such that
uml → u ∈ Se and, thus,
v = lim
l→∞
cs
(
S
+
uml
∩Kml
)
= cs(S
+
u ∩K) ∈ bdΓsK.
Moreover, the sequence bdΓsKm ⊂ S
n is bounded in Rn+1.
It is well known (cf. [50, p. 69]) that (i) and (ii) imply bdΓsKm → bdΓsK in the
Hausdorff metric in Rn+1. Consequently, by Lemma 2.1 (a) and (b), ΓsKm → ΓsK
in the spherical Hausdorff metric.
It remains to settle the case where the bodies Km have center em ∈ S
n and
K has center e ∈ Sn. Clearly, the convergence Km → K implies that em → e as
m→∞. In the following, we make use (twice) of the fact that if ϑm, ϑ ∈ O(n+ 1)
and Km, K ∈ Kc(S
n), then ϑm → ϑ and Km → K imply ϑmKm → ϑK in the
spherical Hausdorff metric. To apply this, note that since em → e, there exists a
sequence ϑm ∈ O(n + 1) such that ϑmem = e and ϑm → Id. Hence, ϑmKm → K
and, since all ϑmKm have center e, property (a) and the first part of the proof of
(b) imply
ϑmΓsKm = Γs(ϑmKm)→ ΓsK.
Making use a second time of the above fact, now for ϑ−1m → Id, yields ΓsKm → ΓsK
which completes the proof of (b).
In order to prove the injectivity property (c), let K,L ∈ Kc(S
n) such that
ΓsK = ΓsL and assume w.l.o.g. that τ(K) ≤ τ(L). Since ΓsK and ΓsL have the
same center as K and L, respectively, it follows that K and L have the same center,
say e ∈ Sn. Moreover, by using polar coordinates, we have
h(Γτ̂ ge(K ∩ int S
+
e ), u) =
∫
Sn−1
|u · v|
1
τ(K)
∫ ρ
ge(K∩int S
+
e )
(v)
0
rn
(1 + r2)
n+2
2
dr dv,
where ρge(K∩intS+e ) denotes the (possibly infinite) radial function of K ∩ int S
+
e .
Hence, by our assumption that ΓsK = ΓsL, Corollary 3.5, and the injectivity
of the spherical cosine transform on even functions (cf. [18, Theorem C.2.1]), we
conclude that
1
τ(K)
∫ ρ
ge(K∩int S
+
e )
(v)
0
rn
(1 + r2)
n+2
2
dr =
1
τ(L)
∫ ρ
ge(L∩int S
+
e )
(v)
0
rn
(1 + r2)
n+2
2
dr
for all v ∈ Sn−1. Thus, since t→
∫ t
0
rn(1+r2)−
n+2
2 dr is strictly increasing, it follows
that ρge(K∩int S+e )(v) ≤ ρge(L∩int S+e )(v) for all v ∈ S
n−1 or, equivalently, K ⊆ L. Hence,
if K and L have equal spherical volume, they must coincide.
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Finally, for the proof of (d) assume thatK ∈ Kc(S
n) has center e ∈ Sn. Since the
restriction of ge to any spherical cap of radius α <
pi
2
is a diffeomorphism onto some
Euclidean ball in Rne , the boundary of ΓsK is a C
2 submanifold by Lemma 3.2 (and
its extension to unbounded convex sets discussed in the proof of Proposition 3.4).
Moreover, it follows from [3, Lemma 4.4] that the spherical Gauß curvature of ΓsK
at u ∈ Sn vanishes precisely when the one of Γτ̂ ge(K∩int S
+
e ) vanishes at ge(u) ∈ R
n
e .
Hence, Lemma 3.2 and its extension complete the proof. 
Before we continue, we remark that, like Blaschke’s classical centroid body map
(cf. [32]), it is not difficult to see that Γs is not monotone under set inclusion.
In the last part of this section, we establish a couple of auxiliary results
concerning the discrete spherical centroid bodies defined in the introduction,
Γs,e(u1, . . . , uN) = conv
{
cs
(
u
(e)
1 , . . . , u
(e)
N
)}
,
which are used in Theorem 1 to approximate spherical centroid bodies of convex
bodies. (Recall that here, {u1, . . . , uN} ⊆ int S
+
e for some e ∈ S
n and u(e) = {u, ue}.)
Note that, by definition and Lemma 2.5, Γs,e(u1, . . . , uN) ∈ Kc(S
n) has center e
and is proper. Lemma 2.5 also implies that the map Γs,e is continuous and O(n+1)-
equivariant. Moreover, as a direct consequence of Lemma 2.2 (d), Lemma 2.4, and
Lemma 3.1 we obtain for its gnomonic projection the following.
Corollary 3.7. For e ∈ Sn, let ge : int S
+
e → R
n
e denote the gnomonic projection
and {u1, . . . , uN} ⊆ int S
+
e . Then
ge(Γs,e(u1, . . . , uN)) = Γφ(g(u1), . . . , g(uN)).
Recall that our definition of Γs,e(u1, . . . , uN) was motivated by relation (1.3) for
discrete centroid bodies in a linear vector space. However, in the linear setting,
there is an alternative way to express these Γ(x1, . . . , xN ), for x1, . . . , xn ∈ R
n,
namely,
Γ(x1, . . . , xN) =
1
N
N∑
i=1
[−xi, xi] = {c(y1, . . . , yN) : yi ∈ [−xi, xi], 1 ≤ i ≤ N}.
By mimicking this approach on the sphere, we define, {u1, . . . , uN} ⊆ int S
+
e ,
Γ˜s,e(u1, . . . , uN) := {cs(v1, . . . , vN) : vi ∈ [u
e
i , ui], 1 ≤ i ≤ N},
where [uei , ui] denotes the geodesic segment connecting u
e
i and the geodesic reflection
of ui about e. These new sets are, in general, not spherically convex. However, there
is the following interesting relation between them and Γs,e(u1, . . . , uN).
Proposition 3.8. For e ∈ Sn and any {u1, . . . , uN} ⊆ int S
+
e , we have
Γs,e(u1, . . . , uN) = conv Γ˜s,e(u1, . . . , uN).
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Proof. Let ge : int S
+
e → R
n
e denote gnomonic projection. Then, by Lemma 2.2, it
suffices to prove that
ge(Γs,e(u1, . . . , uN)) = conv ge(Γ˜s,e(u1, . . . , uN)).
But, by Lemma 3.7 and Lemma 2.4, this is equivalent to
Γφ(x1, . . . , xN) = conv {cφ(y1, . . . , yN) : yi ∈ [−xi, xi], 1 ≤ i ≤ N} , (3.6)
where xi = ge(ui), 1 ≤ i ≤ N . In order to prove (3.6), note that, by Lemma 3.1,
Γφ(x1, . . . , xN ) = conv {cφ(±x1, . . . ,±xN )}
⊆ conv {cφ(y1, . . . , yN) : yi ∈ [−xi, xi], 1 ≤ i ≤ N} .
Thus, it only remains to prove the reverse inclusion. To this end, recall that for
z1, . . . , zN ∈ R
n and v ∈ Sn,
h(Γφ(z1, . . . , zN), v) =
1∑N
i=1 φ(zi)
N∑
i=1
φ(zi)|v · zi|.
Using ∇φ(x) = −φ(x)3x, a straightforward computation yields
d
dλ
∣∣∣∣
λ=1
h(Γφ(λz1, . . . , zN), v) =
‖z1‖
2φ(z1)
3(∑N
i=1 φ(zi)
)2 N∑
i=1
φ(zi)
[
|v · z1|
‖z1‖2
+ |v · zi|
]
> 0.
Repeating this computation for z2, . . . , zN shows that for any v ∈ S
n−1, the function
(z1, . . . , zN) 7→ h(Γφ(z1, . . . , zN), θ) is radially increasing in every coordinate. By
applying this fact to each coordinate successively, we obtain for all yi ∈ [0, xi],
1 ≤ i ≤ N , and every v ∈ Sn−1,
h(Γφ(y1, . . . , yN), v) ≤ h(Γφ(x1, . . . , xN), v),
that is, Γφ(y1, . . . , yN) ⊆ Γφ(x1, . . . , xN). But, since both sets are origin-symmetric,
this inclusion also holds for all yi ∈ [−xi, xi], 1 ≤ i ≤ N . In particular,
cφ(y1, . . . , yN) ∈ Γφ(y1, . . . , yN) ⊆ Γφ(x1, . . . , xN).
Since Γφ(x1, . . . , xN) is convex, this concludes the proof. 
In Section 5, we present the proof of Theorem 1, showing that the discrete
centroid bodies Γs,e(u1, . . . , uN) approximate ΓsK, when u1, . . . , uN are chosen
randomly from K. By Proposition 3.8, the same holds true for the bodies
conv Γ˜s,e(u1, . . . , uN). Our final result of this section is a critical ingredient in the
proof of these facts and based on a variant of the proof of [45, Corollary 5.2].
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Lemma 3.9. Let µ, ν be finite, absolutely continuous Borel measures on Rn and let
f denote the density of µ with respect to ν. Then, for L ∈ K(Rn) and independent
random vectors X1, . . . , XN on R
n, identically distributed according to 1L
ν(L)
dν, we
have
Γf (X1, . . . , XN)→ ΓµL
almost surely in the Hausdorff metric as N →∞.
Proof. By the strong law of large numbers (see e.g., [15, Theorem 8.3.5]), we have
1
N
N∑
i=1
f(Xi)→
1
ν(L)
∫
L
f(x) dν(x) =
µ(L)
ν(L)
and
1
N
N∑
i=1
|y ·Xi|f(Xi)→
1
ν(L)
∫
L
|y · x|f(x) dν(x) =
1
ν(L)
∫
L
|y · x| dµ(x)
almost surely for every y ∈ Rn as N → ∞. Since the product of almost surely
convergent sequences of random variables converges almost surely to the product
of their respective limits, we conclude
h(Γf(X1, . . . , XN), y) =
1∑N
i=1 f(Xi)
N∑
i=1
|y ·Xi|f(Xi)
→
1
µ(L)
∫
L
|y · x| dµ(x) = h(Γµ(L), y),
almost surely for every y ∈ Rn. This proves the desired statement, since pointwise
convergence of support functions is equivalent to the convergence of the respective
bodies in the Hausdorff metric (see e.g., [50, p. 54]). 
Finally, we note that Lemma 3.9 holds true for any closed and unbounded convex
set L in Rn as long as µ has finite first moments (so that ΓµL exists).
4. Further auxiliary results
In this shorter section, we recall additional notions and results required in the
proof of Theorem 2. In particular, we discuss a crucial result from [11] about
the expected behavior of certain random functionals under symmetric decreasing
rearrangements.
To this end, first recall that a function f : Rn → R+ is called radially symmetric,
if f(x) = f¯(‖x‖) for all x ∈ Rn for some f¯ : R+ → R+. The function f is called
radially decreasing, if for every v ∈ Sn−1, the functions fv : R
+ → R+, fv(r) = f(rv),
are decreasing.
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For a bounded Borel set A ⊆ Rn we write in the following A⋆ to denote the
open Euclidean ball centered at the origin such that vol(A⋆) = vol(A). Then,
for an integrable function f : Rn → R+, its symmetric decreasing rearrangement
f⋆ : Rn → R+ is defined by
f⋆(x) =
∫ ∞
0
1{f>t}⋆(x) dt.
Note that the function f⋆ is radially symmetric, radially decreasing, and satisfies∫
Rn
f(x) dx =
∫
Rn
f⋆(x) dx. (4.1)
Hence, the symmetric decreasing rearrangement of a probability density is again
a probability density. For a random vector X in Rn distributed according to a
probability density f , we therefore writeX⋆ for the random vector in Rn distributed
according to f⋆.
The following theorem is the special case of [11, Theorem 4.2], where we take
r = 0 and C = 1
N
BN∞, the rescaled ℓ
N
∞ unit ball.
Theorem 4.1 (Cordero-Erausquin et al. [11, Theorem 4.2]). Let µ, ν be finite,
absolutely continuous Borel measures on Rn such that the density of ν is radially
symmetric and radially decreasing. Then, for L ∈ K(Rn) and independent random
vectors X1, . . . , XN in R
n, identically distributed according to 1L
µ(L)
dµ, we have
E [ν (Γ◦(X1, . . . , XN))] ≤ E [ν (Γ
◦(X⋆1 , . . . , X
⋆
N))] .
Recall that Γ◦(X1, . . . , XN) denotes the polar of the origin-symmetric convex
body Γ(X1, . . . , XN). We also note that the proof of Theorem 4.1 from [11] was
given for densities bounded by one. However, it goes through verbatim in the case
of arbitrary bounded probability densities.
Next, following ideas from [11], we apply a bathtub-type argument to transform
the rearrangement inequality from Theorem 4.1 into a randomized isoperimetric
inequality. To this end, recall that for L ∈ K(Rn) and a finite Borel measure µ on Rn,
we write BµL for the Euclidean ball centered at the origin such that µ(L) = µ(B
µ
L). In
addition, we use in the following Z1, . . . , ZN to denote independent random vectors
in Rn which are identically distributed according to
1B
µ
L
µ(BµL)
dµ.
Theorem 4.2. Let µ, ν be finite, absolutely continuous Borel measures on Rn such
that the density of µ is radially symmetric and radially decreasing. Then, for
L ∈ K(Rn) and independent random vectors X1, . . . , XN on R
n, identically
distributed according to 1L
µ(L)
dµ, we have
E [ν (Γ◦(X⋆1 , . . . , X
⋆
N))] ≤ E [ν (Γ
◦(Z1, . . . , ZN))] .
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Proof. If fµ denotes the density of µ, then, by (4.1), we have∫
Rn
(1Bµ
L
fµ)(x) dx = µ(B
µ
L) = µ(L) =
∫
Rn
(1Lfµ)(x) dx =
∫
Rn
(1Lfµ)
⋆(x) dx.
Since fµ is radially symmetric, there exists fµ : R
+ → R+ such that fµ(‖x‖) = fµ(x)
for all x ∈ Rn. Hence, denoting by rµL the radius of the ball B
µ
L and using polar
coordinates, we see that∫ rµ
L
0
fµ(r)r
n−1 dr =
∫ ∞
0
(1Lfµ)⋆(r)r
n−1 dr. (4.2)
Now, define a function α : R+ → R by
α(r) :=
(
1[0,rµ
L
](r)fµ(r)− (1Lfµ)⋆(r)
)
rn−1.
Then, by (4.2) and the fact that (1Lfµ)
⋆ ≤ fµ (because fµ is radially symmetric
and radially decreasing), α has the following two properties
(i)
∫ ∞
0
α(r) dr = 0 (ii) α(r)
{
≤ 0 for r > rµL,
≥ 0 for r ≤ rµL.
Combining (i) and (ii), it follows that for any radially decreasing F : Rn → R+, we
have ∫ ∞
0
F (r)α(r) dr =
∫ ∞
0
(F (r)− F (rµL))α(r) dr ≥ 0
or, equivalently by the definition of α, that∫ ∞
0
F (r)(1Lfµ)⋆(r)r
n−1 dr ≤
∫ rµ
L
0
F (r)fµ(r)r
n−1 dr.
Transferring back to cartesian coordinates, this inequality becomes∫
Rn
F (x)(1L(x)fµ(x))
⋆ dx ≤
∫
Rn
F (x)1Bµ
L
(x)fµ(x) dx.
Now, given F : (Rn)N → R+ that is radially decreasing in each coordinate, we can
apply the above inequality coordinatewise and use Fubini’s theorem to obtain∫
(Rn)N
F (x1, . . . , xN)
N∏
i=1
(
1L(xi)
µ(L)
fµ(xi)
)
⋆
dx1 · · · dxN
≤
∫
(Rn)N
F (x1, . . . , xN)
N∏
i=1
1B
µ
L
(xi)
µ(L)
fµ(xi) dx1 · · ·dxN .
Finally, putting F (x1, . . . , xN) = ν(Γ
◦(x1, . . . , xN)) yields the desired inequality. 
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5. Proofs of the main results
The careful preparations of the last two sections allow us now to complete the
proofs of Theorems 1 and 2 almost effortlessly. The end of this final section contains
a couple of concluding remarks and natural open problems concerning spherical
centroid bodies.
We begin with the proof of Theorem 1 and also recall the statement for the
reader’s convenience.
Theorem 5.1. Let K ∈ Kc(S
n) have center e ∈ Sn. If U1, . . . , UN are independent
random unit vectors distributed uniformly in K, then
Γs,e(U1, . . . , UN)→ ΓsK
almost surely in the spherical Hausdorff metric as N →∞.
Proof. Let us first assume that K is proper, that is, K ⊆ int S+e , and let again
ge : int S
+
e → R
n
e denote the gnomonic projection. Putting Xi := ge(Ui), 1 ≤ i ≤ N ,
the independence and uniform distribution of the Ui together with Lemma 2.3 (a),
implies that the Xi are independent random vectors in R
n
e , identically distributed
according to
1ge(K)
σ̂(ge(K))
dσ̂.
Moreover, by Lemma 2.3, we have
φ(x) = (1 + ‖x‖2)−
1
2 =
(1 + ‖x‖2)−
n+2
2
(1 + ‖x‖2)−
n+1
2
=
dτ̂
dσ̂
.
Hence, by Lemma 3.9, we obtain
Γφ(X1, . . . , XN)→ Γτ̂ (ge(K))
almost surely in the Hausdorff metric as N → ∞. Applying now g−1e and using
Lemma 2.2 and Corollaries 3.5 and 3.7, we arrive at the desired statement
Γs,e(U1, . . . , UN)→ ΓsK.
If K is not proper, then we still have K ⊆ S+e , and, since K \ int S
+
e is a set of
measure zero, we may assume that U1, . . . , UN lie in int S
+
e . Thus, as in the first
part of the proof, it follows from Lemma 3.9 and the remark directly following it,
that
Γφ(X1, . . . , XN)→ Γτ̂
(
ge(K ∩ int S
+
e )
)
,
where, as before, Xi := ge(Ui), 1 ≤ i ≤ N . Applying g
−1
e and using Corollaries 3.5
and 3.7 yields again the desired result. 
As an immediate consequence of Theorem 5.1 and Proposition 3.8, we note the
following:
22
Corollary 5.2. Let K ∈ Kc(S
n) have center e ∈ Sn. If U1, . . . , UN are independent
random unit vectors distributed uniformly in K, then
conv Γ˜s,e(U1, . . . , UN)→ ΓsK
almost surely in the spherical Hausdorff metric as N →∞.
We turn to the proof of Theorem 2 which is based on the following proposition
of independent interest.
Proposition 5.3. Let µ, ν be finite, absolutely continuous Borel measures on Rn
such that their densities are radially symmetric and radially decreasing. Then, for
an origin-symmetric convex body L ∈ K(Rn), we have
ν(Γ◦µL) ≤ ν(Γ
◦
µB
µ
L).
Proof. Let X1, . . . , XN and Z1, . . . , ZN be two families of independent random
vectors in Rn such that each family is identically distributed according to
1L(x)
µ(L)
dµ(x) and
1B
µ
L
(x)
µ(BµL)
dµ(x),
respectively. Then, combining Theorems 4.1 and 4.2, we obtain
E [ν (Γ◦(X1, . . . , XN))] ≤ E [ν (Γ
◦(Z1 . . . ZN))] . (5.1)
Now, by Proposition 3.9, we know that Γ(X1, . . . , XN) → Γµ(L) almost surely in
the Hausdorff metric as N →∞. Moreover, since taking the polar body and ν are
continuous on origin-symmetric convex bodies in Rn (see [11, Lemma 5.2]), we also
have that
ν (Γ◦(X1, . . . , XN))→ ν
(
Γ◦µL
)
almost surely as N → ∞. Since ΓµL has nonempty interior, there exists r > 0
such that, for N large enough, we have rBn2 ⊆ Γ(X1, . . . , XN) almost surely and,
hence, ν (Γ◦(X1, . . . , XN)) ≤ ν
(
1
r
Bn2
)
almost surely. Therefore, by the theorem of
dominated convergence, we conclude that
E [ν (Γ◦(X1, . . . , XN))]→ E
[
ν
(
Γ◦µL
)]
= ν
(
Γ◦µL
)
and, by the same arguments,
E [ν (Γ◦(Z1, . . . , ZN))]→ E
[
ν
(
Γ◦µB
µ
L
)]
= ν
(
Γ◦µB
µ
L
)
.
Thus, by letting N →∞ in (5.1), we obtain the desired inequality. 
We are now in a position to prove Theorem 2:
Theorem 5.4. If K ∈ Kc(S
n) has center e ∈ Sn, then
σ(Γ∗sK) ≤ σ(Γ
∗
sC
τ
K).
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Proof. Let us first assume that K is proper, that is, K ⊆ int S+e , and let again
ge : int S
+
e → R
n
e denote gnomonic projection. Since, by Lemma 2.3, the push-
forwards ge#σ =: σ̂ and ge#τ =: τ̂ have radially symmetric and radially decreasing
densities, an application of Proposition 5.3 to the origin-symmetric convex body
ge(K) yields
σ̂ (Γ◦τ̂ ge(K)) ≤ σ̂
(
Γ◦τ̂ B
τ̂
ge(K)
)
= σ̂ (Γ◦τ̂ ge(C
τ
K)) . (5.2)
Thus, using Corollary 3.5, the desired inequality
σ(Γ∗sK) ≤ σ(Γ
∗
sC
τ
K)
follows by applying g−1e to (5.2).
If K ∈ Kc(S
n) is nonproper, then we still have K ⊆ S+e , and we can choose a
sequence Km ∈ Kc(S
n) of proper convex bodies with center e such that Km → K
in the spherical Hausdorff metric. Moreover, by the first part of the proof, we
know that σ(Γ∗sKm) ≤ σ(Γ
∗
sC
τ
Km
) for all m ∈ N. But, since σ, τ , and Γs are
continuous on Kc(S
n) (the latter by Proposition 3.6 (b)), and taking the polar is
continuous on proper bodies in Kc(S
n) (recall that ΓsL is proper for all L ∈ Kc(S
n)
by Corollary 3.5), we obtain the desired inequality by letting m→∞. 
We conclude the article with three remarks concerning possible extensions and
improvements of Theorem 2. We begin by discussing a version for not necessarily
centrally-symmetric bodies. To this end let K ∈ K(Sn) be proper and assume that
K ⊆ int S+w for some w ∈ S
n or, equivalently, that w ∈ −intK∗. Moreover, let τw
denote the absolutely continuous measure on Sn with density u 7→ |u · w| and let
τ̂w := gw#τw denote its pushforward under gnomonic projection gw : intS
+
w → R
n
w.
If we define the spherical centroid body of K by
gw(ΓsK) = Γτ̂wgw(K), (5.3)
then the arguments leading up to Theorem 2 yield the inequality
σ(Γ∗sK) ≤ σ(Γ
∗
sC
τw
K ).
However, we are reluctant to use (5.3) as definition for ΓsK, since, on the one hand,
it is not intrinsic and, on the other hand, there is the question what would be a
natural choice for w ∈ −intK∗? Of course, this choice should coincide with the
center for centrally-symmetric bodies, like, for example, the centroid cs(K). But we
do not know whether cs(K) ∈ −intK
∗ for every proper K ∈ K(Sn), when n ≥ 3.
Our second remark concerns a possible version of Theorem 2, where CτK is
replaced by CσK , that is, the inequality
σ(Γ∗sK) ≤ σ(Γ
∗
sC
σ
K). (5.4)
This would be a stronger isoperimetric inequality than Theorem 2, since CτK ⊆ C
σ
K
for every K ∈ Kc(S
n) with center e ∈ Sn and equality holds if and only if K is
already a cap centered at e.
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A possible approach to establishing (5.4) is via a spherical analogue of inequality
(5.1). More precisely, if U1, . . . , UN and V1, . . . , VN are independent random unit
vectors uniformly distributed in K and CσK , respectively, is it true that
E[σ
(
Γ∗s,e(U1, . . . , UN )
)
] ≤ E[σ
(
Γ∗s,e(V1, . . . , VN)]
)
? (5.5)
A combination of inequality (5.5) with Theorem 1 would then yield (5.4).
Finally, let us state the most interesting and probably hardest open problem
concerning spherical centroid bodies – a spherical analogue of the Busemann–Petty
centroid inequality:
Open Problem. If K ∈ Kc(S
n), then
σ(ΓsK) ≥ σ(ΓsC
σ
K). (5.6)
Let us emphasize that inequality (5.6) would not only imply Theorem 2, by
combining (5.6) with the spherical Blaschke–Santalo´ inequality from [17], but the
stronger inequality discussed in the above remark. Moreover, (5.6) would also imply
the classical Busemann–Petty centroid inequality by considering spheres with radii
going to infinity and rescaling.
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