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We consider the problem of efficient information retrieval in asymmetric
communication environments where multiple clients with limited resources
retrieve information from a powerful server who periodically broadcasts its
information repository over a communication medium. The cost of a retrieving
client consists of two components: (a) access time, defined as the total
amount of time spent by a client in retrieving the information of interest, and
(b) tuning time, defined as the time spent by the client in actively listening
to the communication medium, measuring a certain efficiency in resource
usage. A probability distribution is associated with the data items in the
broadcast, representing the likelihood of a data item’s being requested at any
point of time. The problem of indexed data broadcast is to schedule the data
items interleaved with certain indexing information in the broadcast so as to
minimize simultaneously the mean access time and the mean tuning time.
Prior work on this problem thus far has focused only on some special cases.
In this paper we study the indexed data broadcast problem in its full
generality and design a broadcast scheme that achieves a mean access time
of at most (1.5+=) times the optimal and a mean tuning time bounded by
O(log n).  2000 Academic Press
1. INTRODUCTION
We study the problem of efficient information retrieval in asymmetric communi-
cation environments. A communication environment is said to be asymmetric if
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the availableneeded communication capacity from the information source to the
information recipient is much larger than the communication capacity that is
availableneeded in the reverse direction. A representative example is the com-
munication environment in which multiple mobile clients retrieve information from
a server base-station over a wireless channel. The pull-based model used in the
traditional clientserver information retrieval systems, where clients retrieve data by
making individual requests to the server, is poorly suited for such environments. An
alternative model is the so-called push-based model, whereby the server broadcasts
(pushes) its information repository onto the communication medium and multiple
clients simultaneously retrieve the specific information of individual interest. This
latter model has been extensively studied in the information systems community
(sometimes under the name of broadcast disks) and is the model of choice for many
asymmetric settings [1, 5, 13].
While the broadcast approach is effective in disseminating massive amounts of
information to multiple clients, an individual client looking for certain data items
may be required to actively listen to the medium for indefinitely long periods of
time. From a client’s perspective, the cost of this information retrieval process can
be viewed as being composed of two distinct components: (a) the total time elapsed
from the moment a client requesting a data item tunes in to the medium to the time
when the required data item is received and (b) the total time spent by the client
actively listening to the communication medium. We refer to the first component as
the access time and the second as the tuning time. The distinction between these two
lies in the fact that the clients (such as the laptop computers in the context of
wireless mobile computing) are assumed to be able to switch between the resource-
consuming active mode and the resource-conserving doze mode. Since listening
to the medium requires a client to be in the active mode, the server may provide
certain indexing information in the broadcast so as to enable the clients to lapse into
the doze mode during periods when no relevant information is being broadcast.
(For example, the server may broadcast periodically as the indexing information a
list of the keys of the data items to be broadcast in the coming period so that a
client, upon receiving the list, can check the list to see whether or not the key of
the requested item is in the list. If it is, then the client can keep listening and
retrieve the item in the coming period. Otherwise, the client can first doze off and
then wake up after this period when new indexing information comes in.) Therefore,
so to speak, the tuning time forms a measure of the efficient utilization of certain
important resources in the process of information retrieval (such as the limited power
supply of mobile laptop computers).
The objective of this paper is to study the design of efficient broadcast schemes
(i.e., protocols between the server and the clients) in which the server broadcasts
data items interleaved with indexing information so as to minimize both the
average access time and the average tuning time.
1.1. The Model and the Problem
We consider the single channel broadcast model in which a server (information
provider) periodically broadcasts various data items (sequences of bits) over a fixed
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channel and the clients (information receivers) tune in to the channel and extract
the data of interest.
Let n be the total number of data items to be broadcast. We specify that each
item j is uniquely identified by its key (index), denoted key( j), which is a distinct
number between 1 and n assigned by the server. The clients can search for data
items in the retrieval process only by making key comparisons.
Remark. The assignment of the keys to the data items is done by the server
during the broadcast scheduling. We shall assume here that this assignment is also
known to the clients. Although the validity of this assumption is not important for
the theoretical results of this paper, it is critical for a practical implementation of
the scheme under a scenario where the schedule may be dynamically varying. We
assure a careful reader that this assumption is in fact easily supported by natural
ways of implementing our scheme. However, since the implementation details
are beyond the scope of the present paper, we will not further address this issue
here.
A broadcast consists of a sequence of item buckets, each of uniform size L bits.
We assume that each bucket can hold up to log n keys. Since the key of any data
item takes log n bits, we have Llog2 n. The assumption is reasonable since, for
instance, buckets of 1 KB can be used for broadcasts of 290 data items.
The set of buckets of a broadcast is classified into two classes, data buckets and
index buckets, where data buckets are used to contain data items and index buckets
are used to contain certain indexing information such as a list of the keys of a set
of data items. For ease of exposition, we assume without loss of generality that each
data bucket of a broadcast contains exactly one complete data item. (Thus a data
item is simply a sequence of L bits.)
We consider exclusively the broadcast that consists of repetitions of a broadcast
cycle. We will often refer to a broadcast cycle as just a broadcast for convenience.
The time required to broadcastreceive a bucket is assumed to be one unit of time,
and we will measure both the access time and the tuning time in terms of the time
units.
A probability distribution p =( p1 , p2 , ..., pn) is associated with the data items in
the broadcast, where the probability pj associated with data item j represents the
likelihood of the item’s being requested by the clients (independently) at any point
of time (or the popularity of the item). The distribution is assumed to be known
to the server prior to the broadcast: It either may be known as statistical data or
can adaptively change from cycle to cycle in the broadcast. But it is fixed for any
particular cycle and the scheduling of one cycle depends solely on the distribution.
Mean access time and mean tuning time. The access time of a request is defined
to be the time elapsed from the moment the request is made (i.e., the moment when
a client looking for a data item tunes in to the channel) to the time when the
requested item is received by the client. The mean access time of a broadcast is the
expected access time of a request (randomly chosen according to the distribution p)
averaged over all possible moments of making the request. That is, if we denote by
N the total number of buckets in a broadcast cycle and by W(t, j) the access time
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of a request for item j that is made at time t in a broadcast cycle, then the mean
access time of the broadcast is
ACC=
1
N
:
N
t=1
:
n
j=1
p j W(t, j).
The tuning time of a request is the amount of time spent on listening to the channel
from the moment when the request is made to the time when the requested item is
received, where by listening we mean that the client is in the resource-consuming
active mode. Observe that the access time is given by the sum of the time spent in
the doze mode and the tuning time. The mean tuning time of a broadcast is defined
analogously: if we denote by T (t, j) the tuning time of a request for item j that is
made at time t in a broadcast cycle, then the mean tuning time of the broadcast is
TUNE=
1
N
:
N
t=1
:
n
j=1
p jT (t, j).
Indexed data broadcast. An indexed data broadcast scheme consists of two pro-
tocols: a server protocol followed by the server to schedule the broadcast consisting
of data items (in data buckets) interleaved with indexing information (in index
buckets) and a client protocol followed by the clients to retrieve information in the
broadcast (by switching between the active mode and the doze mode depending on
the relevance of the information received). The problem, which we refer to as the
indexed data broadcast problem, is to design an indexed data broadcast scheme that
minimizes both the mean access time and the mean tuning time.
1.2. Related Work and Our Results
There are some obvious similarities between the problem of information retrieval
in the afore-mentioned push-based broadcast model and the problem of classical
database search. For example, any search in either problem is accomplished by key
comparisons. However, we point out here a fundamental difference between these
two problems. To retrieve an information item in the classical database search, the
search may always begin at a certain well-defined location of choice in a data struc-
ture, say, the root of a balanced search tree for instance. A lot of work has been
done to minimize the access time in this setting (see, for instance, [15, 10, 18, 16]).
In contrast, however, in the broadcast model, the client begins its search based only
on the information that is being broadcast at the moment it tunes in. This constitutes
a unique aspect of the indexed data broadcast problem. One of the contributions
of our work is to introduce new ideas to deal with this aspect of the problem.
Related work. Using data broadcast as an information dissemination mechanism
has been studied in both the network model [11, 6] and the wireless model [8]
since the mid 1980s. Much of the previous work has focused mainly on the problem
of minimizing the mean access time in the model where broadcast consists solely of
data items. In [21] and [4], an optimal condition on the mean access time for this
case was shown. Anily et al. gave a factor of two approximation algorithm for mean
578 KHANNA AND ZHOU
access time minimization [3]. Recently, Bar-Noy et al. [4] showed that the mean
access time minimization problem is NP-complete even in this simpler model.4
They proposed an approximation scheme that achieves a 98-approximation ratio.
It is not known whether the problem of minimizing the mean access time is Max
SNP-hard. It is also not known whether the techniques of Bar-Noy et al. could be
used to minimize both the mean access time and the mean tuning time simultaneously.
Some other related work can be found in [2, 7, 9, 12, 19, 20].
The problem of indexed data broadcast was first formalized by Imielinski et al.
in [13]. They considered the simplest case where the distribution over data items
is uniform and studied some easy broadcast schemes that achieve (1+=)-approxi-
mation to mean access time and Wlog nX mean tuning time, where n is the number
of data items. Note that information-theoretic reasons imply that mean tuning time
must be 0(log n) in the uniform distribution case. Indexed data broadcast in the
multichannel model has also been considered. Using O(log n) channels, an indexing
scheme that achieves O(log n) mean tuning time was presented in [17].
Our results. To our knowledge, there has been no prior work giving guaranteed
good performance for the problem of indexed data broadcast with arbitrary distri-
butions over data items. In this paper, we study for the first time the problem of
indexed data broadcast in its full generality, in which the distribution over data
items is arbitrary, and prove the following main result.
Theorem 1. For each =>0, there is an indexed data broadcast scheme that
achieves mean access time at most (1.5+=) times the optimal plus an additive
O(log n) term and mean tuning time upper bounded by O(log n(= log =&1)).
We remark that for almost all the distributions of interest, the mean access time
needed is super-logarithmic. (For example, for any distribution which has a linear
number of probabilities of value 0( 1n), the optimal mean access time is 0(n) as we
will see by Lemma 2.) Therefore the O(log n) additive term in the mean access time
approximation is essentially negligible. We further remark that the constants hidden
in the complexities of the scheme are small and the scheme itself is fairly easy to
implement.
1.3. Organization of the Paper
The remainder of this paper is organized as follows. In Section 2, we present in
detail the construction of the broadcast scheme and establish some useful properties.
In Section 3, we analyze the performance of our scheme and prove the main result
of the paper, namely, Theorem 1.
2. THE INDEXED DATA BROADCAST SCHEME
In this section, we present the construction of our indexed data broadcast scheme
and examine some of its basic properties. As mentioned in Section 1.1, an indexed
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4 The NP-hardness proof of [4] requires that the sum of the p i ’s is strictly less than 1. It is not known
if the case where this sum is required to be 1 is NP-hard.
data broadcast scheme consists of two protocols: a server protocol followed by the
server to schedule the broadcast and a client protocol followed by the clients to
retrieve information in the broadcast. Since the broadcast is scheduled by the
server, it is typical that once the server protocol is completed, the client protocol
would follow accordingly.
In what follows, we discuss the constructions of these two protocols in detail.
For our discussion, we assume that pj1n10 for all 1 jn; this assumption is
without loss of generality as we indicate next. If it were not so, then we increase the
pj ’s that are less than 1n10 to 1n10. This causes an increase of at most 1n9 in the
total probability. We then perturb the largest probability in the distribution by this
tiny amount to make the distribution well-defined, i.e., pj1n10 and nj=1 p j=1.
It is not difficult to verify that this adjustment (essentially) does not affect the
evaluation of the mean access time and the mean tuning time. We remark here that
the threshold of 1n10 is not important and it can be replaced by any reasonably
small polynomial.
We denote by [n] the set of integers [1, 2, ..., n] and all logarithms are to the
base 2.
2.1. The Server Protocol
Our construction of the server protocol can be broadly divided into three
components:
1. the scheduling of the data items;
2. the design of the indexing mechanism; and
3. the scheduling of the broadcast that contains both the data and the indices.
The scheduling of the data items aims to minimize the mean access time while
designing the indexing mechanism seeks to minimize the mean tuning time. The
objective of scheduling the broadcast is to interleave the data items as scheduled
in (1), and the indices as designed in (2), so as to minimize both the mean access
time and the mean tuning time. We discuss next the construction of each of these
components and examine some of its properties.
2.1.1. Scheduling of the Data Items
The problem of scheduling only the data items to minimize the mean access time
has been studied extensively over the past few years. It was shown in [14] that in
order to achieve the minimum mean access time, the broadcast should be arranged in
a way that the instances (appearances) of each data item are equally spaced. The
following lemma of [21] gives a quantitative characterization of the optimal scheduling
of data items and serves as the starting point in the construction of our schedule:
Lemma 2. Let d j*=(ni=1 - p i )- p j . Then the mean access time is at least
ACC*= 12 :
n
j=1
pj (d j*+1)= 12+
1
2 \ :
n
i=1
- pi+
2
.
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In fact, ACC* is achievable if all d j*’s are integral and it is possible to place exactly
d j*&1 data items between every two consecutive appearances of item j in the
broadcast (i.e., equal spacing is possible with respect to d j*’s).
One serious limitation of the above result is that equal spacing may not be
achievable by any schedule, e.g., some d j* may not be integral. In fact, even if all
d j*’s are integral, the problem of minimizing the mean access time has been shown
to be NP-complete by Bar-Noy et al. [4] who also presented a 98-approximation
algorithm for this problem. However, it is not known whether the resulting
sequence of data items can be used for simultaneously minimizing the mean access
time and the mean tuning time.
To overcome the above-mentioned problems, we first shift the optimal distance
sequence d j* by some small amount so that the resulting sequence of distances,
which we call a feasible sequence, becomes nicer in the sense that all distances in
the sequence are integral, equal spacing is achievable, and, moreover, the increase
in the mean access time is small.
Definition 3. A sequence of distances d1 , d2 , ..., dn is said to be feasible if it
satisfies the following two requirements:
v each dj is an integral power of 2; and
v nj=1 1d j1.
In what follows, we first describe the procedure Shifting that shifts the optimal
distance sequence d j* to a feasible sequence. Next we exhibit the procedure to
schedule data items according to the feasible sequence of distances that results from
Shifting. Then we describe the procedure to assign keys to the data items. We
examine some properties achieved by these procedures at the same time.
Throughout the rest of the paper, we assume without loss of generality that
p1p2 } } } pn . (1)
Then following Lemma 2, we have d j*=(ni=1 - p i )- p j and therefore
d1*d2* } } } dn*.
Shifting. For integral i1, let Si=[ j # [n] | 2i&1<d j*2i ] and S$i=[ j # Si |
2i&1<d j*(43) 2i&1] (thus S$i/Si ). Let K be the largest integer such that SK is
nonempty. Since elementary calculus shows that nj=1 - pj - n , and we assumed
that pj1n10 for all j, it follows that d j*n6 and therefore KW6 log nX. The shifting
procedure is as follows:
Procedure. Shifting
Input: optimal distance sequence (d1*, d2*, ..., dn*), where d1*d2* } } } dn*.
For each 1iK,
1. for each j # Si , if j # Si"S$i then set d $j=2i. Otherwise,
2. suppose j1< j2< } } } < jp are the indices (subscripts j of d j*) in S$i . Set
d $jl=2
i if l is odd and d $jl=2
i&1 otherwise.
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Let d9 =(d1 , d2 , ..., dn) be the sorted sequence of distances d $j ;
Output: d9 .
In other words, for each Si , 1iK, if for an index j # S i , d j* is big, i.e., more
than (43) 2i&1, then we shift it to the next power of 2. For the set of d j*’s where
j # S$i , i.e., d j*’s are small, we shift them up and down alternately to the closest
powers of 2. Finally we sort the shifted sequence.
Let us show that the output sequence is feasible. For this we need some defini-
tions. Let X1 be the set of indices j such that d $j is shifted in Step (1). In Step (2),
we pair up the set of indices in S$i into pairs ( j2k&1 , j2k) for k=1, ..., w
p
2 x, with one
possible singleton exception jp for the case that p is odd ( jp is the largest index
in S$i ). Let X2 be the set of indices that is paired up in Step (2) and let X3 be the
set of indices that has no matched pair in Step (2). It is clear that (X1 , X2 , X3) is
a partition of [n].
Lemma 4. The output sequence d9 of Shifting is feasible.
Proof. Each dj is a power of 2 by definition. So it suffices to show that
nj=1 1d j 1. We will show that for each i=1, 2, 3,  j # Xi 1d $j j # Xi 1d j*. Since
ni=1 1d $j=
n
j=1 1d j (sequence of dj is just the sorted sequence of d $j ) and
nj=1 1d j*=1 (by Lemma 2), this will clearly complete the proof.
For i=1 and 3, the statement is immediate since each such d $j is obtained by
shifting d j* to the next integral power of 2. For i=2, we note that X2 consists of
disjoint matched pairs and for each such pair i, i+1 # X2 (i is odd), if i, i+1 # S$k
for some 1kK then, by the description of Step (2), we have 1d $i+1d $i+1=
12k&1+12k. But this is at most 1di*+1d*i+1 since di*, d*i+1(43) 2k&1 by the
definition of S$k . K
Data scheduling. Suppose d9 =(d1 , d2 , ..., dn), where d1d2 } } } dn , is the
feasible sequence of distances output by procedure Shifting. For 1 jn, let ?(i)
be such that the distance in d9 corresponding to data item i is d?(i) . Procedure
Shifting first maps the optimal distance di* corresponding to data item i to d $i and
then to d?(i) (by sorting) in the output sequence. By definition, d?(i)2di*. It is clear
that ? is a permutation on [n] and dj is the distance in d9 that corresponds to data
item ?&1( j). Let us now describe the scheduling procedure.
Procedure ScheduleData
Input: d9 =(d1 , d2 , ..., dn), where d1d2 } } } dn and d9 is feasible.
1. Initialize an array Q[1 ..N0] of N0 empty data buckets, where N0=dn ;
2. For j=1 to n, if the first available (empty) bucket in array Q is at posi-
tion t, then we assign data item ?&1( j) to the set of buckets at positions t+ldj ,
l=0, 1, ..., w(N0&t)dj x. (Such an empty bucket always exists in Q since d9 is
feasible and thus nj=1 1d j1.)
Output: Q.
Lemma 5. In the schedule Q output by procedure ScheduleData, each data item
is exactly equally spaced.
582 KHANNA AND ZHOU
Proof. It is clear from the description of the procedure that, to prove the
lemma, all we need is to show that the above procedure is well defined, i.e., no two
data items are assigned to the same bucket by the procedure.
Suppose this is not the case. Then let ?&1( j) be the first data item whose alloca-
tion causes a collision with an earlier allocated data item ?&1(i) for some i< j. Let
ti<tj be the starting positions of data item ?&1(i) and data item ?&1( j), respec-
tively. Then there exist li and lj such that t i+l idi=t j+l jd j . On the other hand,
since i< j we know that didj ; moreover, since each dk is an integral power of 2
we know that dj is a multiple of di . Therefore, it must be the case that tj&t i is a
multiple of di as well. However, following Step 2 in the procedure, all such positions
as tj in Q (positions of the form ti+ldi ) must have already been occupied by data
item ?&1(i) before item ?&1( j) is scheduled. This contradicts the assumption that
tj is the starting position of data item ?&1( j). K
Remark. If there are empty buckets in Q when the scheduling is complete, we
can delete them.
Next we examine the mean access time achieved by the scheduling.
Lemma 6. Let us denote by ACC0 the mean access time of the broadcast
scheduled by ScheduleData(d9 ), where d9 =(d1 , d2 , ..., dn) is feasible. Then
ACC0=
1
2 :
n
j=1
p j (d?( j)+1)(1.5+o(1)) ACC*+O(log n).
To establish the lemma, we begin with the following proposition.
Proposition 1. Let i, i+1 (i odd ) be two indices in X2 that are paired up. Then
3
2 ( pi di*+ pi+1d*i+1)pi d?(i)+ pi+1d?(i+1) .
Proof. Following the description of procedure Shifting and the definition of X2 ,
we have that i, i+1 # S$k for some k # [K ] and that d?(i)=2k and d?(i+1)=2k&1.
Moreover, by assumption, we have di*d*i+1 and thus pipi+1 . Denote pi p i+1
by :. Then d*i+1=- : di* (by Lemma 2) and therefore, 1:169 since 2k&1
di*d*i+1(43) 2k&1.
Now to establish the proposition, it suffices to show that 32 (:d i*+- : di*)
:2k+2k&1. Since di*2k&1, the preceding inequality is implied by 32 (:+- : )
2:+1, which in turn can be easily verified to hold for 1:4. The proposition
follows. K
Proof of Lemma 6. Since d9 is feasible, ScheduleData on d9 gives an equal-spacing
schedule by Lemma 5 and so by Lemma 2, we have:
ACC0=
1
2 :
n
j=1
p j (d?( j)+1)= 12+
1
2 :
3
i=1
:
j # Xi
p j d?( j) .
To complete the proof, it is sufficient to show that, for i=1, 2,  j # Xi pj d?( j) is
upper bounded by 32  j # Xi pj d j*; and for i=3, it is either o(ACC*) or O(log n).
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For the case i=1, this follows from the fact that for each j # X1 , we have d?( j)
3
2d j* by the definition of X1 and Step (1) of procedure Shifting. For the case i=2,
this follows from Proposition 1 since X2 solely consists of disjoint matched pairs as
in the proposition.
For the case i=3, we first notice that by the pairing up procedure, each S$i may
contribute at most 1 element to X3 . Therefore we have |X3|KW6 log nX. Now,
:
j # X3
pj d?( j)2 :
j # X3
pj d j*
=2 \ :
n
i=1
- pi + :j # X3 - pj
2(- 2ACC*)(- W6 log nX).
So if ACC*=|(log n), the contribution of the above summation to the mean
access time is o(ACC*). Otherwise, ACC*=O(log n) and it contributes an additive
term of O(log n). K
Key assignments. Our key assignment to the data items i is defined to be
key(i)=?(i)
(equivalently, key(?&1( j))= j). That is, the keys of the data items i are ordered
according to their corresponding distances d?(i) in d9 .
Let us examine a property of this key assignment that will be useful for our sub-
sequent analysis. First we need a definition.
Definition 7. An interval-partition of a (multi)subset S of [n] is a partition of
S into disjoint intervals of integers. Such a partition is said to be minimal if there
are no two intervals in the partition whose union is also an interval.
It is readily seen that the minimal interval-partition of a set S is unique. We
define the number of intervals in the minimal interval-partition of S to be the inter-
val partition number of S. For example, the minimal interval-partition of S=[7, 6,
9, 3, 5, 1, 6, 2, 7] is ([1, 3], [5, 7], [9, 9]). So the interval partition number of S
is 3.
Lemma 8. Suppose d1d2 } } } dn is a feasible sequence of distances. Let J be
an arbitrary subsequence of consecutive data items in Q resulting from Schedule
Data(d1 , d2 , ..., dn), and let TJ[n] be the set of keys assigned to the data items
in J. Then the interval partition number of TJ is at most 2K, where K=log dn .
To prove the lemma, we begin with the following observation.
Proposition 2. For each j # [n], the starting position of data item ?&1( j) in Q
is at most dj .
Proof. Consider the interval I formed by the first dj buckets in the array Q. For
each i< j, the number of appearances of data item ?&1(i) in I is at most dj di .
Therefore, at the time when we start allocating data item ?&1( j), there can be at
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most dj  j&1i=1 1di data items that have already been allocated in I. But this is less
than dj by the assumption that d9 is feasible and therefore there must be an empty
bucket in I which can be used as the starting position for data item ?&1( j). K
Proof of Lemma 8. Let us partition the set [n] of keys of n data items into K
intervals I1 , ..., IK such that, for each 1iK and each j # Ii , we have d j=2i. First,
we note that the set of keys in each I i forms an interval following our key assign-
ment (the keys of the data items are ordered according to their corresponding
distances in d9 ). We will show that after Step 2 in the scheduling, for each 1iK,
the data items with keys in Ii appear in Q in a round-robin fashion. That is, suppose
Ii=[k, k+1, ..., k+l ], then the corresponding data items of these keys in Ii appear
in Q in the order of ?&1(k), ?&1(k+1), ..., ?&1(k+l ), ?&1(k), ?&1(k+1), ...,
?&1(k+l ), etc. Then it is straightforward to see, by our key assignment, that each
Ii can contribute at most two intervals in the minimal interval-partition of TJ . Since
we have K such Ii ’s, these can contribute for a total of at most 2K intervals in the
minimal interval-partition of TJ . This will complete the proof of the lemma.
By Proposition 2, we know that for each j # Ii , the starting position of data item
?&1( j) is at most dj=2i. Since d j is the distance between consecutive appearances
of data item ?&1( j) in Q after Step 2, each such item ?&1( j) appears exactly once
in the first 2i buckets in Q. Moreover, since the starting position of each data item
is always chosen to be the first available bucket and it proceeds in the order of the
keys, the data items ?&1( j) corresponding to the keys j # I i appear in Q in order.
Now Lemma 5 guarantees that the same pattern of these items appears in the next
2i buckets and so on, which forms a round-robin. K
2.1.2. The Indexing Mechanism
We use a balanced q-ary broadcast tree (q is to be determined) defined as
follows: A balanced q-ary broadcast tree is a complete q-ary tree whose leaves are
the data buckets in Q (we assume without loss of generality that the length of Q
is an integral power of q). The internal nodes of the tree contain the indexing
information, in which each internal node v consists of two domains:
v a storage scheme that stores the ranges of the keys associated with the data
items contained in the leaves of the subtree rooted at v;
v a pointer to the first internal node w visited after v in a depth-first traversal
of the broadcast tree excluding the nodes in the subtree of v. (The pointer is stored
as a time offset indicating how long from now w would be broadcast.)
Remark. In the case that v has no succeeding nodes except those in its subtree,
its pointer would point to the root of the broadcast tree for the next broadcast
cycle.
In the storage scheme defined by the first domain of an internal tree node v, we
use the data structure of a balanced tree (for example) to store the intervals in the
minimal interval partition of the set of keys associated with the data items
contained in the leaves of the subtree rooted at v. Then, in spite of the fact that the
total number of distinct keys associated with the leaves contained in a subtree may
be as large as 3(n), Lemma 8 guarantees that the interval partition number of such
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a set of keys is at most 2K. Since to specify any interval [a, b] needs only to store
its two endpoints a and b, and each key can be specified using log n bits, this takes
a total of O(K log n) space.
An internal tree node consists of a sequence of index buckets that contains the
above storage scheme of the first domain plus the pointer defined by the second
domain, which is contained in the last bucket of the sequence. The total amount of
storage needed by any internal node is thus bounded by O(K log n). Since each
bucket in a broadcast is of uniform size L, we have:
Proposition 3. Each internal node of the broadcast tree can be stored in
r=O((K log n)L) buckets.
By assumption KW6 log nX and Llog2 n; thus we have r=O(1).
We refer to the broadcast of a leaf of the tree as a data burst and the broadcast
of an internal node of the tree an index burst. While a data burst involves the
broadcast of merely one (data) bucket, an index burst typically spans several
(index) buckets in a broadcast. However, the number of buckets in any index burst
is upper bounded by r=O(1) following the above proposition. We specify that all
the buckets contained in any single index burst are broadcast consecutively in
order.
2.1.3. Scheduling the Broadcast
A broadcast cycle, denoted B, is generated by a preorder traversal of the broad-
cast tree. A broadcast schedule is simply an infinite sequence of the broadcast
cycles.
2.2. The Client Protocol
2.2.1. Description of the Protocol
We now describe the client protocol used by the clients to retrieve a specific data
item. By assumption (see the remark in Section 1.1), the key of the requested item
is known to the client. In what follows, we assume that each bucket in a broadcast
contains a (1-bit) flag indicating whether it is a data bucket or an index bucket and
that each index bucket contains a flag indicating whether or not it is the first bucket
of an index burst.
When a client tunes in to the broadcast, three possible scenarios arise:
1. The client is in the midst of receiving a sequence of data bursts. In this
case, the client compares its search key j against the keys of the data items being
broadcast. If the client finds a match, it simply downloads the data bucket and
tunes off. Otherwise, it stays tuned in for the next burst.
2. The client finds the first bucket of an index burst. In this case, the client
checks if the key j belongs to one of the key ranges specified in the index burst and
then proceeds as follows:
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(a) If the key j indeed belongs to one of the ranges, the client stays tuned
in for the next burst. Otherwise, if the next burst is a data burst, the client proceeds
as in Step (1); else it repeats Step (2).
(b) If the key j does not belong to any range specified in the current index
burst, the client records from the terminal index bucket the time offset t (the pointer)
for the broadcast of the next index burst and dozes off until then. (The time t
indicates the earliest time from now that the server may broadcast the indexing
information of an item not in the subtree.) The client repeats Step (2) upon waking
up.
3. The client is in the midst of receiving an index burst. It waits until the
beginning of the next burst. If the burst is a data burst then it proceeds as in Step (1);
otherwise (it finds the first bucket of an index burst) it proceeds as in Step (2).
2.2.2. Basic Properties of the Protocol
Since the factor contributed by a single burst to the access time and the tuning
time is negligible, we assume from here on that the client always tunes in to the
broadcast at the beginning of a burst. We start with some definitions.
Let R=R(B) denote the q-ary broadcast tree for the broadcast cycle B and let
NB denote the length of a broadcast cycle B, i.e., the total number of buckets in B.
Suppose that data item j is requested by a client at time t in B. Let v=v(t) be the
node of R that is broadcast at time t and let w=w(t, j) be the leaf of R (data
bucket) containing data item j that is nearest to v in the future broadcast after time t.
Denote by p= p(t, j) the least common ancestor of v and w in R. Let cv and cw be
the children of p on the path Pv from p to v and the path Pw from p to w, respec-
tively. For each node u{cv on the path Pv , we denote by SR(u) the set of siblings
that lie to the right of u; and we set SR(cv) to be the set of children of p that lie
between cv and cw (excluding cv and cw). Define A(t, j) to be the union of SR(u)
over all the nodes u on Pv . Similarly, for each node u{cw on the path Pw , we
denote by SL(u) the set of siblings that lie to the left of u; and we define D(t, j) to
be the union of SL(u) over all the nodes u{cw on Pw . Set E(t, j) to be the set of
nodes on the path Pw . Finally, let V(t, j) be the (disjoint) union of A(t, j), D(t, j),
and E(t, j).
We say that the client probes a node v in R if the client is in the active mode at
the time when node v is broadcast.
Proposition 4. If data item j is requested at time t in a broadcast cycle B then
the set of nodes of R(B) that the client probes is exactly V(t, j).
Proof. Recall the fact that the broadcast of B does a preorder traversal on R(B)
and recall the pointer-jumping step, Step 2b, in the algorithm. It is then not difficult
to see that the client first probes the nodes in A(t, j) in a left-to-right and ascending
fashion; next it reaches node cw whose subtree contains the desired data bucket;
then the client probes the nodes in D(t, j) _ E(t, j) in a left-to-right and descending
fashion till it locates the leaf node w containing data item j. K
587ON INDEXED DATA BROADCAST
Corollary 9. Suppose that a client looking for data item j tunes in at time t in
the broadcast. Then the client always succeeds in retrieving the first occurrence of
data item j after time t in the broadcast.
3. PERFORMANCE ANALYSIS
In this section we analyze the indexed data broadcast scheme as described in
Section 2. We prove the main result, Theorem 1, the proof of which will be derived
from the two lemmas stated below. Recall that the length of the data schedule Q
(the number of the leaves in the broadcast tree) is N0 and that r bounds the number
of buckets needed to store the indexing information contained in an internal node.
We denote by h the height of the q-ary broadcast tree. Then, by definition,
h=logq N0 .
Lemma 10. The mean access time ACC of the broadcast is at most
\1+2rq + ACC0+
hr+1
2
,
where ACC0 is as defined in Lemma 6.
Lemma 11. The mean tuning time TUNE of the broadcast is at most
4qr logq :
n
j=1
- p j +(h+2q) r.
First let us see that together these lemmas imply our main result. By Proposition 3,
we have that r=O(1). Also by the definition of N0 , we have N0=dn2dn*2n6.
Now we can choose the parameter q to be W3r=X and thus h=logq N0=O(log n).
So by Lemma 6 and Lemma 10, we have
ACC=(1.5+=) ACC*+O(log n).
Also using the fact that nj=1- pj - n for any probability distribution, and
Lemma 11, we get
TUNE=O(log n(= log =&1)).
This completes the proof of the main theorem.
3.1. Proof of Lemma 10
Recall that d?( j) is the distance between any two consecutive appearances of data
item j in the data schedule Q. Then nj=N0 d?( j) is the total number of appearances
of data item j in broadcast cycle B. We denote by d ij , i=1, ..., nj , the distance
between the i th and (i+1)st appearances of data item j in B, where d njj is the dis-
tance from the last appearance of data item j in B to its first occurrence in the next
cycle. It is clear that for any j # [n], NB=
nj
i=1 d
i
j .
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Let W(t, j), where 1tNB and j # [n], be the amount of time elapsed from the
moment t (in a broadcast cycle) when the request for data item j is made to the
time when data item j is received. By Corollary 9, if t is between the i th and
(i+1)st appearances of data item j in B and the distance from t to the (i+1)st
appearance of data item j is k, then W(t, j)=k. It is then straightforward to show
that for any j
:
NB
t=1
W(t, j)= :
nj
i=1
:
d ij
k=0
k.
So we have:
ACC=
1
NB
:
NB
t=1
:
n
j=1
pj W(t, j)
=
1
NB
:
n
j=1
pj :
nj
i=1
:
d ij
k=0
k
=
1
2
:
n
j=1
pj
nji=1 d
i
j (d
i
j+1)
nji=1 d
i
j

1
2
:
n
j=1
pj (max
nj
i=1
(d ij+1)).
However, for any j # [n] and 1inj , d ij is at most (2d?( j) q+h) r+d?( j) , since
within an interval of d?( j) data buckets in a broadcast, there can be at most
(2d?( j) q+h) index bursts each of length at most r (buckets). Thus we have
ACC
1
2
:
n
j=1
pj ((2d?( j) q+h) r+d?( j)+1)
=
1
2
:
n
j=1
pj \\1+2rq + d?( j)+hr+1+

1
2 \1+
2r
q +\ :
n
j=1
pj (d?( j)+1)++hr+12
=\1+2rq + ACC0+
hr+1
2
,
where the last equality is by Lemma 6. K
3.2. Proof of Lemma 11
Let T (t, j), where 1tNB and j # [n], be the amount of time units spent by
the client listening to the channel from the moment t (in a broadcast cycle) when
the request for data item j is made to the time when data item j is received. Then
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TUNE=
1
NB
:
NB
t=1
:
n
j=1
pj T (t, j)
 :
n
j=1
pj max
t
T (t, j).
So it suffices to give an upper bound on maxt T (t, j).
Following Proposition 4, it is easy to see that T (t, j) is the number of time units
spent on listening to (or equivalently, broadcasting) the nodes in V(t, j). In fact,
since the number of time units needed to broadcast any node in the tree is at
most r, we have T (t, j)r |V(t, j)|. In what follows, we will first give an upper
bound on |V(t, j)|. In fact, we will exhibit an upper bound }( j) on |V(t, j)| that
does not depend on t. Then it is clear that maxt T (t, j)r maxt |V(t, j)|r}( j).
Following the notation in Section 2.2, |V(t, j)|=|A(t, j)|+|D(t, j)|+|E(t, j)|.
We will give an upper bound on each term in the summation.
First we observe that for every two nodes u1 and u2 in A(t, j) _ D(t, j), the set
of leaves in the subtree rooted at u1 and the set of leaves in the subtree rooted at
u2 are disjoint; moreover, data item j is not contained in any of these leaves. Let
x be the node on the path Pv at the highest level in the tree such that SR(x), the
set of siblings that lie to the right of x, is nonempty. Let us use l to denote the level
of x in the tree, level 0 containing the root. Then by the above observation, we have
that ql<d?( j) . It is straightforward to show that |A(t, j)|(q&1)(l+1), which is
then at most (q&1)(logq d?( j)+1). A similar argument shows that we can upper
bound |D(t, j)| by the same amount. Moreover, it is clear that |E(t, j)|h. So,
overall, we can upper bound |V(t, j)| by
h+2(q&1)(logq d?( j)+1),
which we denote by }( j) and which does not depend on t as desired. Finally we
have:
TUNE :
n
j=1
pj max
t
T (t, j)
 :
n
j=1
pj r}( j)
= :
n
j=1
pj r(h+2(q&1)(logq d?( j)+1))
 :
n
j=1
pj r(h+2(q&1)(logq 2d j*+1))
 :
n
j=1
pj r(h+2q(logq d j*+1))
=2qr \logq :
n
j=1
- p j + :
n
j=1
pj logq
1
- pj++(h+2q) r
4qr logq :
n
j=1
- p j +(h+2q) r,
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where the third inequality follows from the definition of ?( j) and the last inequality
follows from the convexity of the logarithm function. K
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