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Abstract—Performance evaluation and anomaly detection in 
complex systems are time consuming tasks based on analyzing, 
similarity analysis and classification of many different data sets 
from real operations. This paper presents an original 
computational technology for unsupervised incremental 
classification of large data sets by using a specially introduced 
similarity analysis method. First of all the so called compressed 
data models are obtained from the original large data sets by a 
newly proposed sequential clustering algorithm. Then the data 
sets are compared by pairs not directly, but by using their 
respective compressed data models. The evaluation of the pairs is 
done by a special similarity analysis method that uses the so 
called Intelligent Sensors (Agents) and data potentials. Finally a 
classification decision is generated by using a predefined 
threshold of similarity. The applicability of the proposed 
computational scheme for anomaly detection, based on many 
available large data sets is demonstrated on an example of 18 
synthetic data sets. Suggestions for further improvements of the 
whole computation technology and a better applicability are also 
discussed in the paper. 
Keywords - anomaly detection, compressed data models, 
sequential clustering; incremental classification; similarity 
analysis; intelligent sensors 
I.  INTRODUCTION  
Performance evaluation and anomaly detection of large 
complex systems and machines, such as trucks, buses, cars, 
excavators etc. are very important engineering activities that 
are quite challenging from a research point of view. Here a 
variety of clustering and classification algorithms are most 
often applied, which use different concepts of similarity 
analysis in order to produce plausible results from comparing 
the large data sets.  
Generally speaking, the classification and pattern 
recognition problems, as well as various methods and 
algorithms for their solution are well presented and discussed 
in the literature [1-7]. However in the most often cases the 
problem is viewed as an off-line classification of preliminary 
given data set (patterns). Then the typical task is to classify 
every single pattern from the given data set as belonging to one 
or another class. This is actually the case of supervised 
classification.  
In the practical area of anomaly detection and performance 
evaluation the problem is stated somewhat differently, in a 
sense of unsupervised classification. Here we usually have 
many large data sets available, with each of them representing 
the real operation of one machine for a limited period of time 
(e.g. one day operation). Then it is needed to discover which of 
the machines runs in a faulty mode, i.e. to perform the anomaly 
detection in an incremental way, by examining all the available 
data sets one by one and discovering the levels of dissimilarity 
between them.   
In this paper we present a special two-stage computation 
scheme for solving the problem of incremental classification, 
The first stage is information compression of the “raw 
operation data” representing the operation of a certain machine 
into a respective compressed data model, which consists of a 
small number of model parameters. For this purpose we use in 
this paper an original sequential clustering algorithm, which is 
able to extract the clusters as a sequence in decreasing order of 
the cluster volumes. The second stage is the incremental 
classification decision, which is based on an originally 
proposed method for similarity analysis that uses the so called 
Intelligent Sensors.  
All the computational details of the proposed incremental 
classification procedure, as well as an example based on 
synthetic data sets are given in the sequel of the paper.  
II. THE PROPOSED INCREMENTAL CLASSIFICATION 
SCHEME 
First of all we assume that there is a data acquisition 
procedure for gathering a large number of process data for the 
current operation of the machine (Bus, Truck etc.) during a 
limited period of time (e.g. a few hours or a full day operation). 
Since the obtained data set typically consists of very large 
number of data, it is inconvenient to keep all the original data 
for direct comparison with other data sets for analysis and 
classification purposes. Therefore we propose here a data 
compression procedure that replaces the original data set with 
much smaller number of representative values that keep 
approximately the main characteristics (density distribution) of 
the original data set. For such purpose we use here a novel 
sequential clustering algorithm, explained in details in Section 
III of the paper. This algorithm produces the so called 
Compressed Data Model (CDM), which is kept as 
representative model of the original process data set for each 
operation.  
The next step is to compare all gathered data sets by pairs. 
Here this is performed not by direct comparison of the original 
“raw” data sets, but rather by using their respective CDMs. 
 This comparison is done by another original procedure for 
Similarity Analysis, explained in Section IV of the paper. 
The block diagram of the proposed two-step incremental 
classification of process data is presented in Fig. 1. 
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Figure 1.  The proposed Incremental Classification Procedure. 
The proposed procedure for Incremental Classification uses 
the CDM of each available process data set for comparison and 
classification. As seen from Fig. 1, it keeps the current status of 
all classification results in a kind of Knowledge Base (KB) that 
contains the CDMs of all new classes that have been extracted 
so far. 
The incremental classification procedure consists of steps, 
each of them being performed when a new process data set 
from the current operation of the machine is available. 
Therefore it is not exactly a real time procedure, but rather 
online computation that is performed, when a new data set is 
available. 
In order to start, the incremental classification procedure 
needs at least one CDM to be available and saved in the KB. 
This CDM represents one available class (one typical operation 
of the machine). Then during each step of the classification, a 
new process data set is submitted from the acquisition 
procedure and is first compressed by the sequential clustering, 
in order to create the respective CDM for this operation. After 
that the CDM is compared on similarity against all the existing 
CDMs in the KB, by using the similarity analysis procedure, 
explained in Section IV of the paper. Finally, a Classification 
Decision is made, according to a predetermined similarity 
Threshold, as shown in Fig. 1. According to this binary 
classification decision, the current operation (saved as current 
CDM) could be classified as Existing (Old) Class (existing 
operation), or as New Class (new operation), which forms a 
new item in the KB, thus enlarging its contents by one.  
It is seen that the proposed classification is an incremental 
procedure, allowing the Knowledge Base to gradually grow, if 
a new data set with a low enough similarity to all currently 
existing CDMs in KB is discovered.  
The result from the similarity analysis procedure in Fig. 1 is 
the so called Dissimilarity ,D 1 D 0≤ ≤ . It is obvious that 
D 0→  refers to very similar data sets, while D 1→  means 
that the data sets are far apart from each other (very different 
operations).  
All the computational details for the incremental 
classification are given in Sections III and IV of the paper.   
III. SEQUENTIAL CLUSTERING FOR CREATING THE 
COMPRESSED DATA MODELS 
As seen from Fig. 1, the first step before the similarity 
analysis and classification of the process data is to reduce the 
large amount of the “raw data” information in the original data 
set. We refer to such computation step as Data Compression. 
Our idea for data compression is to use the original large data 
set: [ ]1 2, ,..., ,i i i iKx x x i 1,2,...,M= =x that consist of M data in 
the K-dimensional input space for creating a respective 
Compressed Data Model. Then the parameters of this CDM are 
further on used as representative values of the original process 
data set.  
Such data compression can be performed by using different 
unsupervised competitive learning algorithms, such as 
clustering algorithms [1,2], Neural-Gas and its modifications 
[8,9,10], Support Vector Machines [11] and Self-Organizing 
Maps  [12,13] etc. All these algorithms try to find the most 
appropriate positions of the preliminary fixed number of N 
clusters (neurons) in the K-dimensional data space so that the 
resulting group of clusters resembles as much as possible the 
density distribution of the original data in the same space. The 
clusters can be viewed as information granules, which make a 
kind of generalization of the raw data, as discussed in [14].  
The most often used clustering algorithms, such as the very 
popular Fuzzy C-means clustering [1,2] and also some other 
unsupervised learning algorithms use the concept of 
Simultaneous Clustering. This means that the number Nc of the 
clusters is predetermined and available before the calculations.  
The real problem here is that this number is rarely known in 
advance, which leads to obtaining some implausible solutions 
that have smaller or larger number of clusters than the real ones. 
To alleviate this problem various criteria for optimal clustering 
have been introduced and often used, such as the Dunn’s Index 
[15], Davies-Bouldin Index [16], and some others. However 
all these criteria give a posterior solution of the clustering 
problem, in a sense that the optimal number of clusters N* is 
known after performing unnecessary computation of many 
possible solutions.  
Another problem with the simultaneous clustering methods 
is that the extracted clusters are not arranged in any special 
(increasing or decreasing) order of their characteristics (i.e. size, 
volume) but rather randomly, depending on the initial 
conditions.  
Another group of clustering algorithms uses the idea of 
Sequential Clustering. Here the number of clusters is not 
predetermined, but the clusters are gradually extracted (one 
 after another) in a kind of sequence, according to a given 
criterion, until appropriate stopping conditions are satisfied.  
The clear advantages of such computation strategy for 
clustering are twofold. First, there are no redundant 
computations for unnecessary large number of clusters. Second, 
the clusters are extracted in an ordered sequence, starting with 
the most significant cluster (e.g. the cluster with the largest 
volume) and proceeding to the least significant (the smallest) 
cluster. Such process produces a clearer and more physically 
understandable structure of the original data set.  
One of the most famous and original sequential clustering 
algorithm is the Mountain Clustering [17,18] with some of its 
versions and modifications [19,20]. The general concept here is 
to use of the so called mountain (or potential) function, in order 
to estimate the current areas of highest density in the data space. 
This function decreases gradually in a sequence with each new 
extracted cluster. This algorithm is easy to implement, but has 
some problems with the proper selection of the parameters 
(especially the width) of the new subtracted mountain function, 
after the extraction (and removal) of the current cluster. 
The C-Fuzzy Decision Trees [21] is another approach to 
sequential data clustering, which uses the depth-and-breadth 
tree expansion, where each node of the tree represents the 
current extracted cluster. This algorithm finally produces a 
growth pattern of the cluster-based tree structure.        
In this paper we use the idea of our previously proposed 
sequential clustering algorithm in [22], which needs relatively 
small number of tuning parameters and has proven to be robust 
in proper discovering of noisy clusters. As a result of the 
computations, the clusters are automatically arranged in 
decreasing order of their sizes (volumes). The computational 
details of this clustering algorithm are given below.  
We suppose that a data set of M process data in the K-
dimensional space is available. Our objective is to extract the 
centers (prototypes) [ ]1 2, ,..., ,i i i iKc c c i 1,2,...,n= =C of a 
sequence of clusters, arranged in decreasing order of their 
volumes , ,...,SV s 1,2 n= , i.e. 1 2 ... nV V V≥ ≥ ≥ .  
The cluster volume SV can be defined in different ways, 
but in general this is a measure of the density of the cluster or 
a measure of the size of the cluster in the K-dimensional data 
space. This measure is defined in the sequel of the paper.  
The typical clustering algorithms are from the group of the 
unsupervised learning algorithms, but in our proposed 
sequential clustering algorithm we solve a direct optimization 
problem, namely maximizing the cluster volume SV . Therefore 
we are dealing here with a supervised learning algorithm. 
We define the so called Cover Function Hi, which is a 
standard Gaussian function with a current location of the center 
denoted as c and a fixed (predefined) width σ as follows:  
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 The Cover Function calculates the proximity level between 
the data point ix and the current center c of the function. Here 
iH 0→  refers to Low Proximity (far distance between the 
center c  and the data point ix ), while iH 1→ means High 
Proximity (short distance between c and ix ).  
Then the volume V of the current cluster is defined by the 
following function, which sums the weighted proximities of all 
data ix  to the current c location of the cover function, as 
follows: 
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Here [ ], , ...,iP 0,1 i 1,2 M∈ = is a kind of weight 
parameter, called Power (Capacity) of the data point ix . The 
natural assumption is that at the beginning of the computation 
process all data have a full power (full capacity), as follows: 
, , ...,iP 1.0 i 1,2 M= = .  
Once a cluster s is extracted from the data set, then the 
power of all data points is reduced by the following recursive 
calculation:    
( ), ,...,i i i i i iP P P H P 1 H i 1,2 M= − = − =         (3) 
Then the problem of finding the current cluster 
, , ...s s 1,2=  becomes the optimization problem of 
maximizing the volume V of the cluster, computed by (2) at 
each step of the sequential clustering procedure.  
A simple physical model that explains the main idea of the 
proposed clustering algorithm is to use a “moving cup” with a 
fixed shape (i.e. a Cover Function (1) with a fixed spreadσ ) in 
the K-dimensional space, and try to accumulate the heaviest 
Vmax amount of “material” (data points) under the cup. Then 
the location of the cup in the space represents the center of the 
current extracted cluster.   
Here it is obvious that the type and accuracy of the 
optimization algorithm used for the cup moving would affect 
the accuracy of the solution Vmax, as well as the total 
computation time. However this does not change the general 
idea of the proposed sequential algorithm.  
Here, as in our previous work [22], we also use the popular 
Particle Swarm Optimization (PSO) algorithm [23] with 
Inertia Weight. We have modified the original PSO algorithm 
to include constraints in the process search space. The 
computational details are omitted here because of space 
limitations. In all further simulations we have assumed the 
following parameters for the PSO: number of particles Np = 
12; Inertia weight parameter, linearly decreasing from 
61 .ω = to 0.4ω = and the maximal number of Iterations: 
Iter = 600.  In our modification of the PSO algorithm, if the 
criterion V is stabilized within a small predetermined threshold, 
the algorithm terminates automatically, thus completing a less 
number of iterations and saving computation time. 
 At each step , , ...s s 1 ,2= of the sequential clustering, a 
new cluster is being extracted, when the PSO algorithm 
terminates. Then the average capacity AC of all data points, as 
well as the total volume TV of all s currently extracted clusters 
can be calculated, as follows:  
1
M
s
s i
i
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= ∑    and   
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s
s i
i
TV V
=
= ∑       (4) 
Here siP is the remaining capacity of the i-th data after the 
end of the s-th step (i.e after extracting the s-th cluster), 
calculated by (3).  
When performing the proposed sequential clustering, the 
following trends can be easily noticed, namely: sAC 0→  and 
sTV M→ with s → ∞ . They provide us with the following 
idea for a meaningful stopping criterion of the sequential 
clustering process. If we need to compress the original data set 
into a respective CDM with a predetermined (small) 
information loss ε , we have to perform the sequential 
clustering in s steps (clusters), until the following inequality is 
hold:   
  ( )sTV M 1 ε≤ −                                  (5) 
In all further computations we have used the above 
stopping criterion with 0.03ε = . For the example of 18 data 
sets that are further on analyzed in Section V, the use of this 
criterion hade led to extraction of number of clusters s in the 
range [ ]s 11,22∈  with a predefined width of the Cover 
Function 0.07σ = . 
Fig. 2 depicts a numerical example of a test process data set 
with M = 900 data. The above proposed sequential clustering 
algorithm was performed with 0.03ε =  and 0.07σ = , and it 
resulted in extracting s = 21 clusters, shown in the next Fig. 3.      
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Figure 2.  Example of test Process Data Set. 
The large curve symbols in Fig. 3 denote the 4 extracted 
clusters with the largest volumes. The proper extraction of 
these clusters can be visually confirmed by noticing that their 
locations are placed correctly within the four areas with the 
largest density of the original data from Fig. 2.  
Volumes V of the extracted clusters gradually decrease 
when the number s of extracted clusters increases, as shown in 
Fig. 4. for several different assumed widths σ of the Cover 
Function (2). Also, the average capacity AC of all 900 data 
decreases monotonously with increasing the number s of 
clusters, as shown in Fig. 5 for the same variations of the 
widths σ of the Cover Function. 
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Figure 3.  Results from the Sequential Clustering of  the test data set in Fig. 2. 
The 4 large curve symbols denote the clusters with the largest volumes. 
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Figure 4.  The cluster volumes V are almost monotonously decreasing with 
increasing the number of steps (clusters) s.  
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Figure 5.  The average capacity of all data are monotonously decreasing with 
increasing the number of steps (clusters) s.  
It becomes clear now that the data compression method that 
uses the above sequential clustering algorithm is a lossy 
compression, since it does not utilize the full amount of 100% 
information from all data, but rather uses ( )1 ε− of it, 
according to the stopping criterion (5). However, this 
information loss can be controlled by appropriate choice of the 
levelε . It is also obvious that smaller values of ε lead to a 
larger computation time.  
As for the compression rate, it can be computed in the 
following way. The original (raw) data set consists of M K-
dimensional data points, i.e. there are M K× data items in 
total. When this data set is processed (compressed) by the 
sequential clustering algorithm, we only need to keep the 
respective model parameters, namely: the number of clusters s ; 
 the assumed widthσ of the Cover Function; the volumes of all 
clusters , ,...,iV i 1,2 s= and the Cluster Coordinates: 
, ,...,oi i 1,2 s=x  that have the same dimension K, as the 
original data. This makes totally: ( )s K 1 2× + + data to be 
saved for each data set, instead of the original number 
of K M× data items. Since M is normally a large number of 
original process data and s is usually a much smaller number of 
extracted clusters, the efficiency of the proposed compression 
method from a memory viewpoint is obvious.   
The next step in the overall algorithm for incremental 
classification from Fig. 1 is to evaluate the similarity between 
all pairs of data, as discussed in the next Section of the paper.  
IV. SIMILARITY ANALYSIS OF DATA SETS BY USING 
COMPRESSED DATA MODELS  
All process data sets that have to be compared to each other 
in order to find the difference between them could be 
considered as data clouds with different and unstructured 
(arbitrary) shape in the K-dimensional space, and with different 
data distribution. Therefore an appropriate and robust method 
for plausible similarity analysis of such data clouds with 
diverse shape and size in the multidimensional space is highly 
required.  
In this paper we present an original idea for similarity 
analysis that uses the concept of Intelligent Sensors (IS). These 
sensors are also called Agents A in the sequel of the paper.  
The idea is to locate a fixed number of Na agents in the K-
dimensional space that calculate (estimate) the so called Data 
Potential DP of the whole data set at the location of the given 
agent. Since we suppose that the original data set is no more 
available, we have to use the respective CDM for calculating 
the DP for each agent. Then the dissimilarity degree between a 
given pair of data sets could be calculated as a difference in the 
estimated data potentials of all available Na agents for these 
two data sets. The details are given below.  
Let us denote the set of all agents as 1 2{ , ,..., }Na=A a a a , 
where 
aN = A . It is assumed that each agent , ...,i ai 1,2, N=a  
has fixed coordinates in the K-dimensional data space. In the 
most typical case, the agents could be located at equal 
distances from each other (a grid-like location). Such case is 
illustrated in the example of Fig. 6. for two data sets , named as 
Data set 7 and Data set 17, with number of agents: Na = 100 .  
The data potential iDP at the location of the i-th agent is 
calculated as a summation of the values of the cover functions 
(1) for this location, scaled by the normalized cluster 
volumes , ,...,jRV j 1,2 s= , i.e.  
( )2 2
1
exp 2 ,
s
i j j i a
j
DP RV i 1,2,...,Nσ
=
= − − =∑ c a       (6) 
Here jc denotes the location of the j-th extracted cluster 
and ja is the location of the i-th agent in the process space.  
The original cluster volumes , ,...,jV j 1,2 s= have to be 
normalized to respective jRV , in order to assure a fair 
comparison of compressed data sets that may contain different 
number of data. This normalization is performed simply as:    
1
[ ], ,...,
s
j j l
l
RV V V 0,1 j 1,2 s
=
= ∈ =∑          (7) 
It should be noted that the width σ in (6) is the same, as 
used in (1) and (2) from Section III for the data compression 
procedure and s  in (6) and (7) denotes the final number of the 
extracted clusters by the sequential clustering. 
For clarity, the next Fig. 7 illustrates the calculation of the 
data potential (6) by one agent (one Intelligent Sensor), at its 
fixed location x in the one-dimensional space by assuming that 
the CDM of the original data set consist of just s = 3 extracted 
clusters, denoted as C1, C2 and C3. 
The 3-dimensional plot of the DP of the original Data Set 7 
from Fig. 6a), calculated by (6) from the respective CDM is 
illustrated in Fig. 8. It is seen from this figure that the data 
potential represents in a plausible way the real density 
distribution of the original data set from Fig. 6a).  
It is clear that agents with different locations in the process 
space will produce (estimate) different data potentials DP by 
using the same data set and its respective CDM. This fact is 
used here to compute the dissimilarity degree Dif(S1,S2) 
between a given pair of data sets {S1,S2}, by using their 
respective compressed data models CDM1 and CDM2. A 
simple way of such computation is given in (8), by taking the 
mean of all absolute differences between the DP, measured by 
all available sensors Na, that is:   
1 2
1
(S1,S2)
Na
S S
i i a
i
Dif DP DP N
=
= −∑              (8) 
a) 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Data Set 7 100 Agents
 
b) 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Data Set 17 100 Agents
 
Figure 6.  Example of locating 100 agents (100 Intelligent Sensors) in the 
two-dimensional data space for two different data sets.  
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Figure 7.  Example illustrating calculation of the Potential (6) for one agent, 
(one Intelligent Sensor) with location at x.   
 
Figure 8.  3-dimensional plot of the data potential (6) for Data Set 7 from Fig. 
6a), computed by using the respective compressed data model.  
As example, the difference between the data sets 7 and 17, 
shown in Fig. 8, is computed by (8) as: Dif(7,17) = 3.35.  
From the above explained idea for similarity analysis of 
complex data sets, it becomes clear that the number of assumed 
agents Na, as well as their locations in the data space may 
change the result (8) for the similarity (i.e the dissimilarity 
degree Dif(S1,S2)). This fact can be understood by looking at 
Fig. 6 and imagine that the number of agents (Na = 100 in the 
figure) is 2 times bigger or 2 times smaller. Obviously a bigger 
number of agents would produce more plausible evaluation of 
the similarity between these two data sets. Finding the 
“optimal” number of agents is obviously a subjective problem, 
which solution depends on the trade-off between the desired 
accuracy of comparison and the affordable computation time.     
It would be a good idea to convert the dissimilarity level 
Dif(S1,S2), computed by (8) into a normalized dissimilarity 
0 1D≤ ≤ . This could be achieved, for example, after some 
practical considerations about the “most possible or expected 
difference” between any pair of data sets, which could be used 
to determine the upper boundary of the dissimilarity level. 
Because this is a problem dependent case, we did not do such 
normalization in this paper.    
V. COMPUTATION STEPS OF THE INCREMENTAL 
CLASSIFICATION 
 The final and the most important step in Fig. 1 of Section II 
is the incremental classification decision. As mentioned before, 
the incremental classification consists of sequential steps, and 
at each of them the CDM of the new (unchecked) data set is 
compared to all the CDMs in the Knowledge Base (KB).   
 At each step the so called minimal dissimilarity min
pD  is 
calculated by (8) between the CDM of the new submitted data 
set q and the CDM of a certain data set p from the KB. Then, if 
min
pD Th≤ (a given threshold), decision is made that the data 
set q belongs to the class p in the KB is made. In the opposite 
case of min
pD Th> , the data set q is classified as a new class, 
which is saved in the KB as a new entry that enlarges the 
contents of the KB by one.  
 The KB is first initialized, so that to contain at least one 
known class before the incremental classification. This class 
represents a known data set that is called Core Data Set.   
VI. CLASSIFICATION RESULTS RFOM SYNTHETIC DATA 
SETS  
The above explained steps of the incremental classification 
from Fig. 1 are illustrated in this Section by using 18 two-
dimensional artificially generated data sets, each of them with 
900 normalized data. The data sets are numbered from 1 to 18 
and have clearly visible cluster structure. For example, each of 
the data sets from 1 to 12 has four clusters that vary by size and 
location in the 2-dimensional data space. Each of the remaining 
6 data sets, numbered from 13 to 18 have 5 clusters that also 
vary by size and location in the space.  
The presumption, when generating all these synthetic data 
sets was that each of them may represent a certain operation of 
a single machine (e.g. a Car, Bus, Truck etc.) for a limited 
period of time – several hours or a full day operation. Then the 
practical problem is to classify the data sets in an unsupervised 
way so that to discover whether all of them belong to the same 
class (normal condition), or there are some data sets (machines, 
vehicles) that may have deviated from the normal operation 
conditions and thus could be classified as faulty machines. Note 
that there could be several different types of faulty conditions 
that should also be classified and distinguished from the typical 
normal conditions.   
 Because of space limitations of the paper, the following 
Fig. 9 shows only 6 of the whole set of 18 data sets and some 
other data sets are shown further on as results of the 
classification.  
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Figure 9.  Example of six synthetic data sets (from the complete set of 18 
data set), representing the daily operation of different machines (vehicles). 
They have been used for testing the proposed incremental classification.   
First of all, a pair-wise comparison of all data sets (a total 
number of (18 x 17)/2 = 153 pairs) was performed for two 
different number of agents, namely Na = 81 and Na = 100 
agents, and the results are shown in Fig. 10. 
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Figure 10.  Pair-wise comparison of all 18 data sets, made by using two 
different numbers of agents, namely Na = 81 and Na = 100. They indicate 
that the results from the relative comparison are not changed.     
From this figure it becomes clear that the relative 
comparison results are not changed, i.e. the number of agents 
mainly affects the absolute values of the dissimilarity degrees, 
but not the relative results. The calculations shown in Fig. 10 
have been also used for approximately defining the threshold 
Th for the incremental classification, already discussed in 
Section V.   
The data sets pair {7,9} with the minimal dissimilarity of D 
= 0.8657 and the data set pair {12,18} with the maximal 
dissimilarity of D = 4.6862 are marked by two ball-type curve 
symbols in Fig. 10. These pairs are depicted in Fig. 11 and Fig. 
12 respectively for the purpose a visual confirmation of the 
results.  
The incremental classification of all 18 data sets has been 
performed 3 times, by assuming 3 different data sets, as Core 
Data Sets, namely: Data Set 1, Data Set 5 and Data Set 7. All 
the remaining 17 data sets are considered as new sets and are 
submitted in a sequence of 17 classification steps (one by one), 
as seen from the Table. An equal threshold of Th = 3.0 has 
been assumed for all 3 classifications and the results are shown 
in Table I.  
The results from the incremental classification are shown 
by two numbers in the column named Class/D in Table I. They 
denote the decision of the incremental classification, namely 
the class, to which the new data set from the current step 
belongs, and its dissimilarity level to the core data set of this 
class.  
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Figure 11.  The most Similar Data Sets: 7 and 9  (D = 0.8657)  
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Figure 12.  The most Different Data Sets: 12 and 18 (D = 4.6862)    
The interpretation of the results from Table I is as follows:  
- When the Core Data Set 1 is assumed in the 
beginning, two new classes, namely 5 and 13 are 
discovered. And while 5 is a “lonely class” (containing its 
own data set only), the new class 13 has 5 other data sets, 
associated to it, namely the data sets 14,15,16,17 and 18. 
The core class 1 has 10 data sets, associated to it, namely 
the data sets 2,3,4,6,7,8,9,10,11 and 12. Then a “soft” 
conclusion can be made that the classes 1, 5 and 13 are 
apart from each other.  
TABLE I.  CLASSIFICATION RESULTS FROM ALL 18 DATA SETS 
 
Step 
No. 
Core Data  
Set 1 
Core Data  
Set: 5 
Core Data 
Set: 7 
New 
Set 
Class/ 
D 
New 
Set 
Class/ 
D 
New 
Set 
Class/ 
D 
1 2 1/1.97 1 1/0.00 1 7/1.45
2 3 1/2.02 2 1/1.97 2 7/1.65
3 4 1/2.57 3 1/2.02 3 7/1.38
4 5 5/0.00 4 1/2.57 4 7/1.76
5 6 1/2.59 6 1/2.59 5 7/2.67
6 7 1/1.45 7 1/1.45 6 7/2.08
7 8 1/2.42 8 1/2.43 8 7/1.92
8 9 1/1.19 9 1/1.19 9 7/0.87
9 10 1/1.51 10 1/1.52 10 7/1.28
10 11 1/2.54 11 1/2.54 11 7/1.80
11 12 1/2.22 12 1/2.22 12 7/1.68
12 13 13/0.00 13 13/0.00 13 13/0.00
13 14 13/1.55 14 13/1.55 14 13/1.55
14 15 13/2.23 15 13/2.23 15 13/2.23
15 16 13/1.66 16 13/1.66 16 13/1.66
16 17 13/1.66 17 13/1.66 17 13/1.66
17 18 13/1.73 18 13/1.73 18 13/1.73
 
- When the Core Data Set 5 is assumed at the start of 
the classification, all the remaining 17 data sets are 
classified into two new classes, namely the class 1 with 10 
data sets (members) and class 13 (with 5 members). The 
core class 5 has no members (except itself). These results 
 actually repeat the previous classification results, with the 
Core Data Set 1 and lead to the same conclusion. 
- When the Core Data Set 7 is assumed at the start of 
the classification, the results are slightly different, namely 
only one new class 13 has been discovered (with 5 
members). All the other data sets become members of the 
core class 7. These results suggest that the class 7 stays 
somewhere between the classes 1 and 5 in the two previous 
classifications and incorporates a large number of similar 
data sets (11 members in total). This can be regarded as a 
kind of compromise solution of the classification problem, 
under the assumed threshold of Th = 0.3.  
The general conclusion from the above 3 incremental 
classifications  is that Data Set 5 stays somewhat apart from all 
other data sets and therefore might be an indicator for a kind of 
anomaly (faulty condition) of the respective machine (system) 
under investigation.  
VII.  CONCLUSIONS  
The proposed incremental classification scheme in this 
paper can be considered as a two-step computational procedure. 
The first step is the data compression, based on sequential 
clustering, which produces compact CDMs from the respective 
large original data sets. The second step is the actual 
incremental classification that is based on the specially 
proposed similarity analysis method, which uses a fixed 
number of so called Intelligent Sensors (Agents).  
Our experience from many numerical examples gives us a 
confidence that the whole computational procedure for 
similarity analysis and classification is robust one and produces 
plausible results. It can be successfully used for classification 
of data sets with not only cluster structures, but also with other 
data structures, including linear, nonlinear and more complex 
structures in the data space.  
There are also some important issues that have to be solved 
in the further research in order to improve the performance of 
the whole computational procedure. This includes refining the 
current optimization algorithm for the sequential clustering and 
finding a plausible way for normalizing the threshold that is 
used for the incremental classification.  
Large number of data sets, obtained from real operations of 
multiple vehicles (Buses) is under consideration now for a 
possible real application of the proposed classification method 
for anomaly detection in complex systems.  
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