We study a real-world production warehousing case, where the company always faces the challenge to find available space for its products and to manage the items in the warehouse. To resolve the problem, an integrated strategy that combines warehouse layout with the capacitated lot-sizing problem is presented, which have been traditionally treated separately in the existing literature. We develop a mixed integer linear programming model to formulate the integrated optimization problem with the objective of minimizing the total cost of production and warehouse operations. The problem with real data is a large-scale instance that is beyond the capability of optimization solvers. A novel Lagrangian relax-and-fix heuristic approach and its variants are proposed to solve the large-scale problem. The preliminary numerical results from the heuristic approaches are reported.
Introduction
The warehouse layout problem is one of the key issues in warehouse management, which involves all stages of a supply chain. An effective warehouse layout can distinctly reduce the operation costs. The storage location assignment problem addressed in this paper is to determine the locations for different items in a warehouse; thus we consider warehouse layout and storage location assignment as interchangeable in this research. Production planning is the process of determining how to use and allocate the resources efficiently to satisfy the customer demands. The capacitated lot-sizing problem is a medium-term production planning, which decides how much to produce for each product so that the total cost of production, setup, and inventory is minimized. Usually, warehouse layout problems and production planning are analyzed separately. However, while warehouse space is one of the key resources for production, enhancing the utilization of the space can improve the production output and increase the manufacturer's profit.
Our research is motivated by a real-world production warehousing problem. We perform the study at a food company that processes and packages rice products. The company always faces the challenges of finding available space for their products and managing the items in the warehouse. The lack of coordination between production planning and warehouse management leads to significant inefficiency in both departments. Thus we investigate a production planning that considers the warehouse space resource and a warehouse layout with new storage assignment. In essence, we propose an integrated strategy to combine the capacitated lot-sizing problem with warehouse layout problem so that production process and warehousing can be coordinated effectively.
The warehouse layout problem and the capacitated lot-sizing problem have been studied extensively in research.
However, to our knowledge, these two problems have been addressed separately in the current literature and they have not been considered together in a mathematical model. Jans and Degraeve (2008) review the modeling for industrial lot-sizing problems and discuss the four extensions of lot-sizing models. It is indicated in their discussion on new research directions that the integration of lot-sizing, scheduling, and storage constraints affects the planning and scheduling. Buschkühl et al. (2010) presents a review of four decades of research on dynamic capacitated lot-sizing and focuses on modeling and algorithm for the problems. Although they highlight that production planning is strongly related to the layout type and organizational structure of a production system, the warehouse layout is not taken into account in their reviewed literature on the capacitated lot-sizing problem.
Existing literature indicates that most of the lot-sizing problems are hard to solve. Zhang and Lai (2010) review the multi-level warehouse layout problem with a dedicated storage policy without considering the lot-sizing problem.
Various researchers have combined the warehouse layout problem with different inventory models such as Economic Order Quantity (EOQ) models (e.g., Chu and Chu (2008) , Wilson (1997) , and Malmborg and Deutsch (1988) ), and the replenishment policy models (e.g., Hassini (2008) , and Kulturel et al. (1999) ). It is noted that in existing research where the warehouse layout problem and inventory models are considered joinly, only static inventory models are utilized. The model presented in this paper not only combines a storage location assignment problem with dynamic inventory, but also takes into account production planning. To our knowledge, the dynamic joint multi-item storage location assignment combined with production planning has not been considered in the current literature.
The main contributions of the work include: 1) a new integrated strategy that combines storage location assignment and the capacitated lot-sizing problem, which were solved separately in previous research; 2) a new mixed integer programming (MIP) model for the joint problem; furthermore the model is dynamic, while previous models that have combined the storage location assignment problem with inventory models are static; 3) a novel Lagrangian relax-and-fix heuristic approach and its variants for solving the integrated optimization of production planning and warehouse layout problem, 4) a real-world industrial production warehouse problem, which is solved with the proposed methods and the results obtained could be applied to coordinate the production and warehousing at other similar facilities.
The remainder of the paper is organized as follows. Section 2 provides literature review on the warehouse layout and the capacitated lot-sizing problem. A real-world problem and its background are presented in Section 3. A mixed integer linear programming model is presented in Section 4. Lagrangian decomposition and coordination is introduced in Section 5. A Lagrangian relax-and-fix heuristic approach is proposed in Section 6. The two variants of the Lagrangian relax-and-fix heuristic method are discussed in Section 7.
The computational results for test problems and the preliminary numerical results from the proposed Lagrangian methods for the industrial problem are reported in Section 8. Section 9 concludes the paper with a discussion of future work.
2
Literature review
The storage location assignment/warehouse layout problem
Extensive literature has been conducted on warehouse design and operations, which examined the different operations, components and areas of improvement in warehousing. Here we review some existing work and literature related to warehouse layout problem and comparisons of different storage assignment policies. For a comprehensive review of research on warehouse operations, we refer readers to Gu et al. (2007 Gu et al. ( , 2010 and Francis et al. (1992) . The warehouse layout problem is to determine the physical location in storage departments/zones for incoming items while taking into consideration the storage structure, the capacity and the storage/retrieve process and requirement. An efficient warehouse layout can reduce material handling cost and improve space utilization (De Koster et al. (2007) , and Gu et al. (2007) ).
According to the different rules used to assign items in a warehouse, a warehouse system can implement different layout policies, i.e., storage assignment policies. De Koster et al. (2007) space utilization achieved with dedicated storage. Zeng et al. (2002) examined a short term-and long-term plan to show different alternatives for reducing the time spent filling customer orders. For the short-term plan they used an activity-based storage philosophy. Petersen and Aase (2004) examined static random storage, volume-based storage, and class-based storage policies, and used a simulation model to compare the policies in a warehouse environment. It was shown that when the number of order increased, the percentage of savings for using each policy decreased. Muppani and Adil (2008) concluded that if classes were formed considering only handling costs, a dedicated storage assignment policy would produce the lowest costs, and if classes were formed based on space costs, then a completely randomized storage assignment policy yielded the lowest cost solution. However, they pointed out that when handling costs and space costs were considered together, a class-based storage assignment policy was optimal. Pohl et al. (2011) investigated the storage assignment in unit-load warehouses with non-traditional aisles, and concluded that warehouse design parameters that perform best under random storage also perform well under turnover-based storage. Çelk and Süral (2014) studied order picking performance under random and turnover-based storage policies in fishbone aisle warehouses. They provided simple heuristics for fishbone layouts and performed computational experiments in order to compare the performances of fishbone and traditional layouts under optimal routing. Guo et al. (2016) investigated the impact of required storage space on the warehouse performance with random, full turnover -based and class-based storage policies.
In the recent years, the class-based storage policy has attracted considerable attention. Larson et al. (1997) examined a class-based warehouse layout. The aim was to achieve effective use of floor space. The model developed by Muppani and Adil (2007) examined the implementation of a class-based storage assignment policy and its effect on storage space and material handling costs, and the model was solved using a branch and bound algorithm. Nishi and Konishi (2010) proposed beam search heuristics for optimization of floor-storage warehousing systems. Pan et al. (2014) proposed a model to estimate a travel time for a high-level picker-to-part system with class-based storage policies. Pan et al. (2015) studied the order batching problem in a pick-and-pass warehousing system.
Capacitated Lot-sizing Problem (CLSP)
The capacitated lot-sizing problem (CLSP) is one of the most important and difficult problems in production planning (Karimi et al. (2003) ). The capacitated lot-sizing problem was considered to be NP hard by Florian and Klein (1971) and Bitran and Yanesse (1982) . Many exact and heuristic solution methods have been developed to solve CLSP. Here we only provide a brief review of existing work on CLSP that takes into account inventory and warehouse capacity. For the comprehensive reviews of the models and algorithms on CLSP, the reader is referred to Karimi et al. (2003) , and Robinson et al. (2009) .
The CLSP has been considered with bounded inventories and direct application to the warehouse environment. Love (1972) was the first to examine a bounded inventory problem. Page and Paul (1976) considered the problem of maintaining inventory for multiple products when there is a restriction on the maximum inventory investment or on the maximum amount of warehouse space. Gutierrez et al. (2002) examined a relevant class of production inventory systems when the inventory levels were bounded. Liu and Tu (2008) examined a production planning problem where the inventory capacity was the limiting factor. They formulated the model and developed an algorithm that was considered to be O (T 2 ). The capacitated lot-sizing problem with bounded inventory has also been extended to include multiple products, e.g., Pochet
and Wolsey (1991), Absi and Kedad-Sidhoum (2008) , Nascimento et al. (2010) . Hwang and Kang (2016) studied the lot-sizing problem with backlogging for stepwise transportation cost.
Warehouse capacity or layout can be a critical resource or issue of CLSP (Zhang et al. 2012 ). Chu and Chu (2008) examined the single item dynamic lot-sizing model with bounded inventory and outsourcing.
The inventory was bounded by the storage capacity of the warehouse. Transchel and Minner (2009) analyzed the replenishment of multiple products to satisfy dynamic demand when the warehouse capacity or the available inventory budget was limited. A savings-based heuristic was suggested for the warehouse scheduling problem, and three simple approaches to the replenishment of multiple products with dynamic demand and limited warehouse capacity were developed. Buschkühl et al. (2010) indicated that production planning and particularly lot-sizing is strongly relevant to the layout type and organizational structure, but no warehouse layout has been considered in the lot-sizing problem in their reviewed literature.
This literature review shows that previous research has been conducted for establishing the need to coordinate storage assignment with inventory control, and there are some studies combining storage assignment with static EOQ and replenishment policies. Extensive research has been devoted to the storage location assignment problem and the capacitated lot-sizing problem separately. However, to our knowledge, no work has been reported that combines the storage location assignment problem with the capacitated lot-sizing problem. The study on the integration of the two problems is motivated by a real-world case where there is a limited production warehouse space. In the next section, the real-world problem and background information are introduced.
The Problem and Background
In the real-world production and warehousing problem, the company aims to reorganize their warehouse and determine if they have enough space to store each product to meet customer demand, while keeping up with current company operations and allowing for future growth. Figure 1 In the production area, there are eight production lines. The production planner decides on the lot size of all items at each period with capacity limits. The planning is concerned with production costs, setup costs, and inventory costs during the planning horizon. Setup costs are related to the amount of time an operator would spend preparing a machine for production. The operator is paid per hour and the salary is determined by the amount of time that the operator needs to perform the setup operation. This data is taken from the time study that was conducted, and the cost for each setup varies depending on the production line and the type of item that is going to be produced. Inventory is determined by the number of items that are in the warehouse at the end of the period. Demand is forecasted and known. However, the current production planning does not consider the availability of the warehouse space, which could lead to infeasible solutions that would exceed the warehouse capacity.
The transportation cost is incurred whenever a product is carried by a forklift truck from the production area to the storage locations. Each storage location has its own individual address that items could be delivered to, and the cost is proportional to the transportation distance in feet by the forklift operator from the production area to that specific storage location.
A dedicated storage assignment policy is used to organize the warehouse space, by assigning locations to each item. A dedicated storage assignment policy also has industrial relevance to the warehouse as it allows order pickers to become familiar with item locations, and it typically reduces the material handling costs. The optimal storage locations are determined based on cost: this cost is proportional to the transportation distance in feet by the forklift operator during the placement and retrieval of items in the warehouse. The cost is based on the wage of the operator, order processing, labeling, and shrink wrapping of the items.
The travel costs associated with the movement of product from the storage locations to the output point and from the production area to the storage locations are calculated based on operator travel. The only difference is the starting and ending points which alter the cost of travel. Therefore, in most cases the distance from the production area to the storage locations differs from the distance from the storage locations to the loading/output point.
At the output point, the demand is the order from the customers for each item and is considered as the pull mechanism in the item flow process. The forecasted demand, which is known, determines how many items would flow to the loading point at each period to be shipped to customers. This is where the item's flow ended in the model.
The challenge faced by the company is the difficulty in finding available space during periods when the products are transferred from production area to the warehouse. Occasionally, because of misplaced items due to employee errors or lack of visibility, the operator cannot find the items to be picked up even though they are available, which leads to extra production. Several solution approaches are investigated, including reorganizing the warehouse and increasing visibility. More importantly, a proposal to combine the production planning with the storage location assignment is presented and leads to this research. It is noted that the storage location assignment can be adjusted annually, which is actually the practical way in the company. Thus the time horizon for both production planning and storage location assignment is one year.
This paper develops an integrated strategy that combines a dedicated storage location assignment with the capacitated lot-sizing problem into a single mathematical model that minimize the total cost of travel, reserved storage space, handling, production, inventory holding, and setup costs. The formulation of the problem is developed in the next section.
Model

Model Assumptions
The basic assumptions of this model are as follows:
 Demand is forecasted and known, and shortages are not permitted.
 A dedicated warehouse layout policy is utilized.
 The time horizon for both production planning and storage location assignment is the same. For the real-world problem, the horizon is one year.
 All items are stored and moved on pallets. Pallets are considered to be the same size, weight, and geometric configuration and these factors had no effect on the storage and handling costs.
 A discrete number of warehouse storage locations are used.
 Items are delivered and retrieved using a single-command forklift truck.
 One unit of item accounted for a column of three pallets.
 There is one general production area that products come from, and has one output point.
 Costs associated with the placement and retrieval are directly proportional to the transportation distance.
 All costs of production, set up, and holding are known, and the value of variable unit space is set to 1.
 Setup costs are proportional to the time spent by the operator to prepare for each production.
Notations
The parameters of the proposed model include the number of items, storage locations, the planning horizon, forecasted demand, as well as the costs of production, setup, storage, handling, travel costs, and reservation cost. The notations for those parameters are defined as the following.
Indices:
i : the index of an item.
t : the index of a period within the planning horizon l : the index of a storage location within the warehouse.
The parameters used in the model are:
R l : Unit cost of reserving storage location l.
O l : Unit cost of moving a column of any item from storage location l to the output point.
P l : Unit cost of moving a column of any item from the production area to storage location l.
ℎ : Unit inventory cost of holding item i at period t.
: Variable unit production cost of item i at period t.
: Unit setup cost of item i at period t.
: The amount of required demand of item i in period t. This parameter denotes the demand of each item, which varies from product to product and period to period.
: The variable capacity of item i at period t. f t : A key resource constraint on production, for example, budget, production, labor, etc.
M : A big number, used for logic constraints.
The problem includes lot-sizing decision and storage location assignment. The following are the decision variables of the model:
: The quantity of item i produced during period t.
: The inventory level for item i at the end of period t.
: 1, if item i is produced during period t; 0, otherwise.
: 1, if item i is moved from the production area and placed in storage location l during period t; 0, otherwise.
: 1, if item i is requested (by demand) from location l during period t; 0, otherwise.
: 1, if item i is inventoried in location l during period t; 0, otherwise : 1, if location l is reserved for item i for the planning horizon; 0, otherwise.
Note: Each location can only hold one unit at a time.
Formulation
The integrated problem is formulated as the following mixed integer programming model.
Objective Function
The objective function is divided into four terms: the first term is the cost of reserving locations for items, in a dedicated storage policy. The second term is the cost associated with the travel of products from the production area to assigned storage locations. The third term is the cost associated with the transportation of products from the storage locations to the output point, which occurs once a product is demanded during a given time period. The fourth term is all the costs associated with production planning, production, setup, and holding inventory. The objective is to find the optimal production planning and the best locations of the products in order to minimize the total costs.
Constraints
Constraints (2) limit the number of items that could be assigned to a reserved location to one. They ensure that a location can only be reserved by one item.
Constraints in (3) ensure that at most one item can be requested at each storage location in each period.
Constraints in (4) state at most one item can be moved from production area to a specific storage location l in period t.
Constraints in (5) state that at most one item can be inventoried at each storage location in each period.
Constraints (6) state that the number of products requested from storage locations during period t is equal to the demand of that product during period t.
Constraints (7) ensure that then number of products moved from production area to the warehouse in a period is the same as what produced in the period.
Constraints (8) state that all the locations that items remain in at the end of time period t are consistent with the inventory at the end of time period t.
Constraints in (9) state that items could only be retrieved from locations which they have previously been moved in from production area or inventoried.
Constraints in (10) state that when moving an item from production area to the warehouse, the item is only can be placed at an available storage location. Therefore, no item could be assigned to a location where an item has already been inventoried in the previous period.
Constraints (11) are the flow balance of an item from the production area to a storage location, and from the storage location to the output point.
Constraints (12) ensure that items are only retrieved from locations that had been reserved for them.
Constraints (13) ensure that items are only placed in locations that had been reserved for them.
Constraints (14) ensure that items are only inventoried in locations that have been reserved for them.
Constraints (15) are production capacity restrictions. The constraints ensure that the number of each item produced multiplied by the variable capacity of each item did not exceed any key resource during the planning horizon.
Constraints (16) are set up constraints; the constraints put a limit on production during each period. The value of M is fixed in terms of both production capacity and item demands.
, , , , ∈ {0,1} ∀ , ∀ , ∀
The model described by (1) to (17) is a mixed integer programming model. Similar to most capacitated lotsizing problems, the problem for the real-world data is very difficult to solve.
A simpler model can be established by substituting = + −1 − into (9) leads ≥ 0 ∀ , ∀ , ∀ which is clearly satisfied. Then, constraints (9) are eliminated. Constraints (6) can be rewritten as
Similarly, constraints (3) and (12) are satisfied by (2), (9) and (10).
Constraints (17) are also satisfied since and are binary variables. Since ∈ {0,1} ∀ , ∀ , constraints (13) and (14) are always satisfied by (10) since ≥ 0 ∀ , ∀ , ∀ . All together implies the following simplified model.
Objective function:
Subject to constraints (2), (4), (5), (6), (10), (11), (15), (16),
,
, , , ∈ {0,1} ∀ , ∀ , ∀
The approaches for solving the problem are discussed in the next section.
LAGRANGIAN DECOMPOSITION AND COORDINATION ALGORITHM
The Lagrangian decomposition and coordination method is one of the widely used approaches for capacitated lot-sizing problem (Buschkühl et al., 2010) , integrated optimization of production scheduling and distribution planning (Nishi et al., 2007) , supply chain coordination (Nishi et al., 2008) , multi-product newsvendor problem with supply discount (Zhang, 2010) , and so on. The key idea of this method is to relax the coupling constraints through Lagrangian multipliers and to decompose the original problem into some simple subproblems. Given the Lagrangian multipliers, the relaxed problem provides a lower bound for the optimal primal objective value in a minimization problem. Generally, by means of updating the Lagrangian multipliers effectively, the lower bound can be improved gradually.
Lagrangian decomposition and coordination method
Applying a Lagrangian decomposition to the model, we choose to relax coupling constraints (2), (4), (5), and (15). This leads to a decomposition with as many independent subproblems as items.
Using non-negative Lagrange multipliers , , , we can generate the following relaxed problem (LRP). Let the set of items, the set of periods and the set of locations be I, T, L, respectively.
subject to constraints (6), (10), (11), (16), (19).
The problem (LRP) can be decomposed into independent subproblems, 1 , 2 ,⋯, | | , as follows.
subject to constraints (6), (10), (11), (16), (19) .
Problem
is equivalent to the single item production planning and layout problem. This problem is a mixed integer linear programming problem and can be solved optimally using standard optimization software.
Subgradient optimization
To improve the lower bound, we update the Lagrangian multipliers by solving the following Lagrangian dual problem.
(LDP) max , , , min ( , , , , ) subject to the constraints in problem LRP, where min ( , , , , ) is concave and piecewise linear continuous to , , . We use the subgradient method to optimize the dual problem by updating the multipliers at the th iteration as follows. For example, the Lagrange multiplier ,( ) is updated by
where ,( ) is the Lagrange multipliers at th iteration.
, ( ) are the value of upper bound and Lagrange function value at th iteration respectively. is the step size which is determined by preliminary experimental results.
Construction of a feasible solution
The solution to the relaxed problem is usually infeasible to the original problem due to the relaxation of the coupling constraints. A feasible solution, i.e., upper bound, is constructed by the following heuristic algorithm. The heuristic algorithm successively checks the violation of constraints (2), (4), (5) and (15) and modifies the solution of the LRP problem. We also propose a new algorithm to obtain better upper bound in Section 6.
Heuristic algorithm
Step 1: Initialization.
Set the parameter ← , ← ∅.
Step 2: Remove those items with reserved space larger than needed: i.e., if there exists item that satisfies the condition ∑ ∈ > max ∈ , item is removed from the planning. ← ∖ { }.
Step 3: Check if there are any items that do not satisfy the constraints (2). If item does not satisfy (2), then ← ∪ { }.
Step 4: For each item ∈ , if there exists an feasible storage location 2 , i.e., ∑ 2 ∈ = 0, then the item is reassigned to the location 2 ; otherwise, the planning of item is removed.
If error = , go to Step5.
Step 5: Generate , , for ∈ with fixed reserved location such that the demand for each item is satisfied. Generate , for ∈ with fixed reserved location such that the constraints (4) - (14) are satisfied.
Step 6: Check if there is any period that does not satisfy the constraints (15). If the constraint is violated at period t, then select the item with > 0 and set +1 ← , +1 ← for ∈ , ∈ . Update +1 , , +1 , , +1 , for ∈ .
If (15) is satisfied for all time horizon, go to Step 7.
Step 7: Calculation of upper bound. Obtain an upper bound (UB) for a feasible solution.
The violations of the constraints (2), (4) and (5) 
Constraints for reducing the computation time
To improve the performance of the algorithm, the constraints for reducing the computation time are introduced into the subproblem . From the flow conservation law, we derive the following constraints.
The maximum number of available locations for item i is calculated as | | − ∑ (max ∈ ′ ) ′ ∈ ∖{ } . From the flow conservation law and the location capacity, we derive the following constraints.
Overall optimization algorithm
The algorithm of the Lagrangian decomposition and coordination is denoted by LDC Algorithm.
LDC algorithm
Set the parameters and Lagrange multipliers ,(0) , ,(0) , ,(0) , (0) ← 0.
Step 2: Solving subproblem.
The subproblem is solved for each item ∈ . If the Lagrange multipliers are updated once at
Step 5, the Lagrange multipliers are updated by subgradient method (22) after solving each subproblem.
Step 3: Construction of a feasible solution.
Generate a feasible solution from the solution of subproblems derived at Step 2 by heuristic algorithm.
Step 4: Evaluation of convergence.
If the difference between the lower bound and upper bound are not updated for predefined time, end the algorithm.
Step5: Update of Lagrange multipliers.
The Lagrange multipliers are updated by subgradient method (22) and return to Step 2.
LAGRANGIAN RELAX-AND-FIX HEURISTICS
The LDC algorithm presented in the last section does not generate a good feasible solution and upper bound.
We improve the algorithm by proposing a fix heuristics based on COI rule, which is introduced later in this section.
The idea of the fix heuristics is that the solutions of the subproblem of the item described in Section 5.1 are fixed one by one (Ohga et al. 2013) . The similar approach is applied to other capacitated lot sizing problems (Chen 2015) .
The main point is to add the constraints to reduce the feasible area so that better feasible solutions can be found.
Constraints to derive a feasible solution
We add the following constraints to . Let rest denote the set of items whose solutions are not fixed and (fix) , ,(fix) , ,(fix) , ,(fix) denote fixed decision variables , , , .
We also add the following constraints to in order to make the solutions feasible regardless of the fixing order.
The constraints which limit the available location for the rest item have to be considered when unfixed items influence its production planning and warehouse layout.
Cube per-Order Index (COI) rule
The cube-per-order index (COI) rule is one of the classical and widely used dedicated layout policies (e.g., Hodgson and Lowe (1982) , and Malmborg and Deutsch (1988) ). Since the rule is used in our heuristic solution, a brief introduction and discussion are given as follows.
The COI rule of Heskett (1963) is defined as the ratio of the item's total space requirement to number of trips required based on the items demanded. The original heuristics consisted of locating the items with the lowest COI value closest to the input/output points, and putting items that combined a high turnover frequency with a low space requirement in the best storage locations in the warehouse. Items were then assigned to locations progressively farther away from the I/O point by increasing COI. Both Francis (1967) and Harmatuck (1976) proved the optimality of the COI rule for the assignment of products to storage locations to minimize travel distance during storage/retrieval. COI rule and variants are still widely employed for various warehouse layout problems, mostly combining with other approaches, which can be found in the recent literature on the topic, e.g, Malmborg and Krishnakumar (1989) , Muppani and Adil (2008) , and Zhang and Lai (2010) .
We define COI value for item as
The item with the lowest value of is selected and fixed in the Lagrangian relax-and-fix heuristics. It is expected that allocation based on the priority of COI rule leads to reduced total costs.
Overall optimization algorithm
The algorithm of the fix heuristics based on COI rule in combination with LDC algorithm is denoted by LDC-LF algorithm. The solution of the subproblem derived by the LDC algorithm is fixed according to the minimum value of COI value for item .
LDC-LF algorithm
Set the parameter, rest ← .
Step 2: LDC.
Obtain the lower bound and the upper bound with LDC algorithm (Algorithm 1).
Step 3: Fixing the solution.
Select the item min that has the minimum of rest . Fix the solution of the min with (27) -(31).
rest ← rest ∖ { min } .
Step 4: Check if all items are fixed. If rest ≠ ∅, go to Step 3.
Step 5: Evaluation of the upper bound.
The upper bound derived by the fixed solutions is compared with the one derived from LDC algorithm at
Step 2 and obtain a better upper bound.
A large scale neighborhood search based on decomposition structure
In Section 6, the better feasible solutions and the upper bound are obtained in a short time. In this section, we further improve the LDC algorithm by using the neighbourhood search. The idea of the search is to locally optimize subproblem, once a solution of the problem is available. This is based on the POPMUSIC (Taillard and Voß (2002) , Alvim et al. (2009 ), Ostertag et al. (2009 ). These local optimizations are repeated until no improvements are found.
The main point is the definition of the subproblem. The definition of the subproblem is presented in the next section.
The definition of the subproblem
The original problem is decomposed into I subproblems by removing the coupling constraints (2), (4), (5) and (15) . Several subproblems are chosen randomly. They are aggregated to build a subproblem by adding extended
(2), (4), (5) If the solution of ASP r is updated, the current tentative solution is also updated.
Overall optimization algorithm
The algorithm of the large-scale neighborhood search based on POPMUSIC in combination with LDC algorithm is described as LDC-POP algorithm.
LDC-POP algorithm
Step 1: LDC.
Obtain the lower bound and the upper bound with LDC algorithm.
Step 2: Constructing the subproblem.
Select the r parts randomly and construct the subproblem ASP r .
Step 3: Optimizing the subproblem and updating the solutions.
Optimize the subproblem ASP r . If the solutions improve the objective of the original problem, the solutions are updated.
If the number of the search iterations meets a predefined repeat count, give the upper bound as output.
Otherwise go to Step 2.
Numerical results
In our experiment, five test instances are solved with proposed model and approaches. As shown in Table 1 , among those instances, four instances are developed to verify the proposed model and solution: two are of small size and another two are of medium size, which are similar to four of eight production lines. Fifth instance is from the original real-world case, which is a large-scale problem. The size parameters for the small size instance 1 are |I|=5, |L|=10, and |T|=5. The main data of small-sized instance 1 is provided in Table 2 . The other data are available upon request. Due to the space limitation of the paper, we omit the detailed data of medium and large size instance. The data for all instances are available upon request. We first attempt to use GAMS/CPLEX to solve the five instances. Since the proposed model is a mixed integer programming, the branch and bound method by CPLEX is utilized to solve the problems. Table 3 shows computational results of the branch and bound method with CPLEX for small and medium instances, where S-, and M-represent the small and medium sizes of instances respectively. BB indicates the branch and bound method by CPLEX. CPLEX cannot obtain any feasible solution in 375 seconds for the second medium size instance but obtains a feasible solution with the gap of 0.60% after almost 1 hour. However, for the large scale-instance of the real-world case, the solver fails to gain any feasible solution due to the complexity and size of the model. where the items are to be located and retrieved from, and how much of each item should be inventoried over a specified time horizon. Table 4 and Table 5 report the production planning and storage locations for small instance 1 respectively. From Table 5 , we can see that item 1 uses location slots 1, 2, and 5 in all five months; item 3 uses location 10 in February and April. Due to space limit, the other solutions are not reported, but are available upon request. Item1  3  3  3  3  3   Item2  2  2  2  2  2   Item3  1  2  1  2  1   Item4  2  2  2  2  2 Item5 1 1 1 1 1 To solve the real-world case problem, the related data on demands and warehouse is collected. The parameter sets for this large instance are 153 items, 12 periods, and 813 storage locations. An attempt is made to solve the problem directly using GAMS/CPLEX but it fails to gain any feasible solution.
The computational experiments were executed to investigate the effectiveness of the proposed methods. The program code for the proposed method was coded by the Microsoft Visual C++ Express 2010 Express. for each item was solved by the CPLEX12.6 (IBM ILOG). Although the Lagrangian heuristics developed aims at solving the large-scale instance, the five instance problems are solved with the heuristics to verify the algorithms. Our computational experiences show that the simplified model can save the computational times for both CPLEX solver and our heuristics. The following computational results are based on the simplified model. Table 6 shows the computational results of the conventional method (LDC algorithm introduced in Section 5.5) and the proposed method (LDC-LF algorithm and LDC-POP algorithm proposed in Section 6.3 and 7.2 respectively). The convergence condition is set that the lower bound (LB) and the upper bound (UB) are not updated 3 times in small and medium cases. In large case, the LDC algorithm is stopped when the iteration is repeated 5 times. The GAP column reports the relative gap between upper bound and lower bound. For the first small size instance, all developed algorithms can find an optimal solution, which is the same as the solution from CPLEX solver, while algorithms LDC-LF and LDC-POP obtain good solutions with the small gaps from 0.12% to 0.20% for the second small size instance. For the first medium size instance, the computation times for LDC-LF and LDC-POP are longer than CPLEX. The GAPs of the solutions for the two algorithms are 0.43% and 0.26%, respectively, which are very small. The second medium size instance is much larger than the first instance, and the computation times for LDC-LF and LDC-POP are much shorter than CPLEX (CPLEX cannot find any feasible solution in 375 seconds). The GAPs of the solutions for the two algorithms are 1.14% and 0.72%, respectively, which are small. For the large size case, the proposed algorithms can gain good feasible solutions while CPLEX fails to find any feasible solution due to limited memory. GAPs of the solutions from the three algorithms are from 6.29% to 8.06%, while the running times are around 30 minutes.
Among those algorithms, the performance LDC-LF and LDC-POP is better than that of LDC in all instances, which shows the effectiveness of COI rule for fixing the subproblem. Between LDC-LF and LDC-POP, the computation time for LDC-LF is shorter than that of LDC-POP except for the large size case, while the performance of LDC-POP is better than LDC-LF, which illustrates the neighborhood search in subproblems can improve solution performance.
The above computational results illustrate that the proposed model and solution approaches are effective, especially for medium and large size instances. Among all algorithms developed, the improved Lagrangian algorithm LDC-POP with COI rule and neighborhood search is the best in terms of solution quality. the gap of 6.29% for the real-world large size problem shows the solution is very close to optimal. Considering that in practice the planning is done only one or two times for the whole year, the running time of 30 minutes is quite acceptable.
It is notable to mention that no feasible solution can be found if the warehouse layout problem and capacitated lot-sizing problem for the industry case are solved separately due to the space limit of the warehouse. The proposed integrated strategy provides an effective way to coordinate the production planning and warehouse management.
Conclusions
In this paper, we propose an integrated strategy to combine a storage location assignment problem with a capacitated lot-sizing planning, which is motivated by a real-world case. The joint multi-item storage location assignment capacitated lot-sizing problem determines when and how much to produce for each product, and simultaneously determines where to place the products in the warehouse based on a dedicated storage policy. A mixed integer linear programming model is developed with the objective of minimizing the total costs of production, setup, storage, handling, and reserving space. It also ensures the availability of warehouse space in the planning horizon. The model and solution approaches are verified though different size of instances.
The model with the data from the real-world case is large scale and the problem complexity is beyond the capacity of the current optimization solvers. To solve the large-scale real-world case, three Lagrangian heuristic approaches are developed. Different from the conventional Lagrangian heuristics, the Lagrangian relax-and-fix heuristic approach presents a new way to construct a feasible solution by using COI rule to fix the subproblem one by one. We test the proposed approach with small, middle and large-scale instances, where the largest one corresponds the real-world case. Computational results show that the performance of the Lagrangian relax-and-fix heuristics with COI rule outperforms that of the conventional Lagrangian relaxation method. Further, an improved variant of the novel Lagrangian relax-and-fix heuristics is developed by introducing a neighborhood search method, and the computation results show that the heuristics can obtain a near optimal solution with a reasonable running time.
It would be worthwhile to investigate the way to reduce the convergence time of the proposed method or develop other solution approaches for the problems. The current model is developed under the situation where the demands are given and deterministic. An extension to this research is to take into account uncertain demands. With uncertain demands, a stochastic model and new solution approaches can be studied.
