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Abstract
Let F be a closed subset of the unit circle T and let f ∈ C(F). We investigate the problem of uniform
approximation of f on F by polynomials Pn which are uniformly bounded on the unit disk∆. In a particular
case when F is a closed arc of T , the problem was solved by L. Zalcman in 1982, who has also pointed out
the possibility of considering more general approximation sets instead of an arc. The present paper gives a
necessary and sufficient solution of the above problem. In fact we show that the (simple) description of f
given by Zalcman for the case of an arc also holds in the general case.
c© 2009 Elsevier Inc. All rights reserved.
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1. Introduction and the main result
For a compact subset K of C we denote by C(K ) the space of all continuous complex valued
functions on K . Denote by ∆ and T the open unit disk and the unit circle, respectively. The
following theorem is due to Zalcman [10].
Theorem A (Zalcman). Let Γ be a proper closed arc on T . A function f ∈ C(Γ ) is uniformly
approximable (on Γ ) by polynomials Pn satisfying |Pn(z)| ≤ M, z ∈ ∆, n = 1, 2, . . ., if and
only if there exists a function g analytic on ∆, |g(z)| ≤ M, z ∈ ∆, such that
f (eiθ ) = lim
r→1 g(re
iθ ), eiθ ∈ Γ .
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As it is pointed out in [10], p. 380, one can ring the changes on Theorem A in particular
by altering the set Γ on which one approximates. It brings to a natural approximation problem
(which we address in this note). Let F be an arbitrary closed subset of T and let f ∈ C(F).
In this paper we address the problem of uniform approximation of f on F by polynomials Pn
which are uniformly bounded on∆. Since a closed set F on T is the most natural generalization
of a closed arc Γ of T , one can say that this problem has been mentioned in [10].
The main goal of the present note is the solution of the above problem resulting in the
following generalization of Theorem A.
Theorem 1. Let F be a closed subset of T . In order that a function f ∈ C(F) be uniformly
approximable on F by polynomials Pn such that |Pn(z)| ≤ M, z ∈ ∆, n = 1, 2, . . ., it is
necessary and sufficient that the following conditions be satisfied:
(i) | f (z)| ≤ M, z ∈ F, and
(ii) There exists a function g analytic on ∆, |g(z)| ≤ M, z ∈ ∆, such that
f (eiθ ) = lim
r→1 g(re
iθ )
for almost all eiθ ∈ F.
As we will see Theorem 1 also implies the Rudin–Carleson interpolation theorem. Thus
Theorem 1 in a sense is also synthesizing Theorem A and the Rudin–Carleson theorem.
We say that a closed set F ⊂ T has no portion of measure zero if for any open arc J ⊂ T
containing a point of F the intersection F ∩ J is of positive (Lebesgue) measure.
For such sets we have the following modified (simplified) version of Theorem 1.
Theorem 1′. Let F be a closed subset of T such that F has no portion of measure zero. In
order that a function f ∈ C(F) be uniformly approximable on F by polynomials Pn such that
|Pn(z)| ≤ M, z ∈ ∆, n = 1, 2, . . ., it is necessary and sufficient that there exists a function g
analytic on ∆, |g(z)| ≤ M, z ∈ ∆, such that
f (eiθ ) = lim
r→1 g(re
iθ )
for almost all eiθ ∈ F.
Because a closed arc of T obviously has no portion of measure zero, Theorem 1′ is a direct
extension of Theorem A.
In the case when F is a closed arc (in Theorem 1′), the Poisson integral representation
implies that f (eiθ ) = limr→1 g(reiθ ) at all points of the arc except possibly the end points
(see also the remark in [10], p. 379). However, the necessity part of Theorem A provides
f (eiθ ) = limr→1 g(reiθ ) at all points of the closed arc Γ including the end points (we refer
the reader to the proof in [10], which also shows that at the end points of Γ the boundary values
of g exist over any Stolz angle).
Note that Theorem 1′ itself immediately follows from Theorem 1 and the following simple
proposition.
Proposition 1. If a closed subset F of T has no portion of measure zero, then the condition (ii) of
Theorem 1 implies the condition (i) of the same theorem.
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For the convenience of the reader we include the proof of this proposition in the next section.
For the set F in Theorem 1 we have two extreme possibilities: when F has no portion of
measure zero (then we get Theorem 1′) and when F is of measure zero. In the last case the
condition (ii) of Theorem 1 is always satisfied and one can eliminate it from the formulation of
Theorem 1. Thus we have the following immediate corollary of Theorem 1.
Corollary 1. Let F be a closed subset of measure zero on T . Let f ∈ C(F) and let M > 0 such
that | f (z)| ≤ M, z ∈ F. Then f is uniformly approximable on F by polynomials Pn such that
|Pn(z)| ≤ M, z ∈ ∆, n = 1, 2, . . ..
Recall that the disk algebra A is the algebra of all continuous functions on the closed unit disk
∆ that are analytic on ∆.
As a simple application of Corollary 1, in Section 2 we will present a new proof of the
following interpolation result of Rudin [8] and Carleson [1] (see also [4], p. 81).
Theorem B (Rudin–Carleson). Let F be a closed subset of measure zero on T and let f ∈ C(F).
Then there exists a function g in A agreeing with f on F.
Note that Rudin has proved a stronger version of the formulated result by showing that, in
addition, one can choose the function g such that it is bounded by the sup norm of f on F .
We close this section by mentioning a classical theorem of Khinchin–Ostrowski which will
be used in the proof of Theorem 1. We present this theorem in a form which is less general than
the formulation presented in Privalov’s book [7], p. 118.
Theorem C (Khinchin–Ostrowski). Let { fk} be a sequence of analytic in ∆ functions satisfying
the following conditions:
(a) There exists M > 0 such that | fk(z)| ≤ M, z ∈ ∆, k = 1, 2, . . ., and
(b) The sequence { fk(eiθ )} of radial boundary values of fk(z) converges at each point of some
positive measure subset E of T .
Then the sequence { fk} converges uniformly on compact subsets of ∆ to a (bounded and
analytic) function f , and a.e. on E the sequence { fk(eiθ )} converges to the radial boundary
values f (eiθ ) of the limit function f .
2. Proofs
Proof of Theorem 1. Clearly the necessity of the condition (ii) of Theorem 1 follows from
Theorem C. The necessity of the condition (i) is obvious.
Now we present the proof of the sufficiency of the conditions of Theorem 1. For a bounded
analytic function q on ∆ we denote by q(eiθ ) the radial limit of q at eiθ if the limit exists.
Let m be the Lebesgue measure on T and put I = T \ F . By Fatou’s theorem, the radial limit
g(eiθ ) exists a.e. on I (and on T ). By Lusin’s theorem, there exists a sequence of closed sets Hn
such that Hn ⊂ I , m(Hn) → m(I ) (as n → ∞), and the restriction g(eiθ )|Hn of g(eiθ ) on Hn
is continuous (n = 1, 2, . . .). Instead of g(eiθ ) we simply will write g(z) when z = eiθ belongs
to Hn . For each natural number n, denote ϕn(z) = f (z) if z ∈ F and ϕn(z) = g(z) if z ∈ Hn .
Because F ∩ Hn = ∅, the function ϕn(z) is continuous on F ∪ Hn . Also, the conditions (i) and
(ii) obviously imply that |ϕn(z)| ≤ M , z ∈ F ∪ Hn .
Let fn be the continuous extension of ϕn from the closed set F ∪ Hn to the whole circle
T . Without loss of generality we may assume that | fn(z)| ≤ M , z ∈ T , n = 1, 2, . . .,
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because otherwise one can replace fn(z) by ψ( fn(z)), where ψ(z) = z if |z| ≤ M and
ψ(z) = (Mz)/|z| if |z| > M . Since fn(z) = ϕn(z) and |ϕn(z)| ≤ M on F ∪ Hn , we have
ψ( fn(z)) = ψ(ϕn(z)) = ϕn(z) on F ∪ Hn . Using the definition of ϕn(z), the limit relation
m(F) + m(Hn) → m(F) + M(I ) = 2pi and the condition (ii) of the theorem, we conclude
that the sequence { fn} converges to the radial boundary values of g a.e. on T . Now since { fn} is
uniformly bounded and g is bounded and analytic on ∆, the Lebesgue dominated convergence
theorem implies that
lim
n→∞
∫
T
fn(z)G(z)dz =
∫
T
g(z)G(z)dz = 0, (1)
for any function G ∈ H1.
Next, put C = C(T ) and, as above, let A be the disk algebra. It follows from the theorem of
Riesz that for a continuous linear functional Ψ on the quotient space C/A we have
Ψ(h + A) =
∫
hdµ,
where h + A = {h + u : u ∈ A} is an element of the space C/A and µ is a complex Borel
measure on T orthogonal to A (cf. [6], p. 192, or [5]). The F. and M. Riesz theorem implies the
existence of a function G ∈ H1 such that
Ψ(h + A) =
∫
hdµ =
∫
T
h(z)G(z)dz.
Using (1) we conclude that
lim
n→∞Ψ( fn + A) = 0.
Therefore the sequence { fn + A} converges weakly to zero in C/A. By a theorem of Mazur
on weak convergent sequences in normed linear spaces there exists a sequence of finite convex
linear combinations of elements of { fn+A}which converges to zero in the norm of C/A (see [9],
p. 120). Thus for each natural number m there exist numbers α(m)n ≥ 0 (n = 1, 2, . . . , km), such
that
∑km
n=1 α
(m)
n = 1 and the quotient norm of the linear combination ∑kmn=1 α(m)n ( fn + A) =∑km
n=1 α
(m)
n fn + A is less than 1/m. The definition of the quotient norm implies the existence of
a function um ∈ A such that∣∣∣∣∣ km∑
n=1
α(m)n fn(z)− um(z)
∣∣∣∣∣ < 1/m, z ∈ T . (2)
In particular
|um(z)| <
∣∣∣∣∣ km∑
n=1
α(m)n fn(z)
∣∣∣∣∣+ 1/m ≤ km∑
n=1
α(m)n M + 1/m = M + 1/m, z ∈ T . (3)
By the construction of fn we have fn(z) = f (z) for z ∈ F , and (2) implies that∣∣∣∣∣ km∑
n=1
α(m)n f (z)− um(z)
∣∣∣∣∣ = | f (z)− um(z)| < 1/m, z ∈ F.
Thus the sequence {um} converges to f uniformly on F .
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Let Qm be a polynomial such that |um(z) − Qm(z)| < 1/m, z ∈ T . By (3) we have
|Qm(z)| < M + 2/m, z ∈ T . The polynomials
Pm(z) = MM + 2/m Qm(z)
are uniformly bounded on T by M and converge to f uniformly on F . Theorem 1 is proved. 
Remark 1. In the above proof we have used Mazur’s theorem [9, p. 120] in order to find an
appropriate function um in A. This type of argument has been used for pointwise approximation
problems in [5] (see also [2] for related results).
Remark 2. In the proof of Mazur’s theorem in [9], p. 120, the normed linear space X is also
treated as a real space. This has been a reason of concern of the referee that one may have an
impression that Mazur’s theorem deals with real spaces, while in our above proof it has been
applied for the complex space C/A. The referee has kindly advised to clarify this in order to
avoid any possible confusion of potential readers. In fact Mazur’s theorem [9, p. 120], is for any,
complex or real, normed linear space X (and of course one can apply it for C/A). Indeed, in the
formulation of the theorem [9, p. 120] the space X is just a normed linear space and on p. 20 the
book [9] indicates: “In the sequel we consider linear spaces only over the real number field R1
or the complex number field C1.... Thus, in what follows, we mean by a linear space a real or
complex space”. Regarding treating X as a real space let us note that, of course, a complex linear
space is also real if the scalar multiplication is restricted to real numbers (cf. also [9], p. 105).
Proof of Proposition 1. Let a function f ∈ C(F) be given. Suppose that there exists a function
g, which is analytic on ∆ and bounded by a number M > 0, such that
f (eiθ ) = lim
r→1 g(re
iθ )
for almost all eiθ ∈ F (as the condition (ii) of Theorem 1 provides). Thus, we have | f (z)| ≤ M
for almost all z ∈ F . But because F has no portion of measure zero, the continuity of f on F
implies that actually | f (z)| ≤ M for all z ∈ F . This completes the proof of Proposition 1. 
As we have mentioned above, the proof of Theorem 1′ follows immediately from Theorem 1
and Proposition 1. Now we present the following new proof.
Proof of Theorem B. Let f ∈ C(F). Let M be the sup norm of f on F . In fact we show that
Corollary 1 implies the following: For any ε > 0 there exists a g ∈ A agreeing with f on F and
such that g is bounded by the number M + ε.
Indeed, let
∑
εn be a positive convergent series such that
∑
εn < ε. By Corollary 1 there
exists a polynomial P1 such that | f (z) − P1(z)| < ε1 on F and |P1(z)| ≤ M on ∆. Let
f1 = f − P1. Again by Corollary 1 there exists a polynomial P2 such that | f1(z)− P2(z)| < ε2
on F and |P2(z)| < ε1 on ∆. Similarly one can find polynomials P3, P4, . . . , Pn, . . . with
appropriate properties. Because the series M + ε1 + ε2 + · · · converges, the series ∑ Pn(z)
converges uniformly on the closed unit disk to a function g ∈ A. Obviously g is bounded by the
number M + ε. Next, on the set F we have | f − g| = |( f − P1) − P2 − · · · − Pn − · · · | =
|( f1− P2)− P3− · · · − Pn − · · · | = · · · = |( fn−1− Pn)− · · · | ≤ εn +∑∞k=n εk for any natural
number n. Letting n → ∞ we conclude that g agrees with f on F . Thus g is the desirable
function. The proof is over. 
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Remark 3. This new proof of Theorem B (including the proof of Corollary 1) and the proof of
the same theorem presented in [4] (p. 81) are quite different, however both proofs involve certain
quotient spaces and quotient norms of Banach spaces.
Remark 4. Corollary 1 can be used also for the proof of the above mentioned stronger version
of Theorem B (stating that the function g ∈ A in addition may be chosen such that it is bounded
by the sup norm of f ). Indeed, Corollary 1 provides a sequence of polynomials converging
uniformly on F to f and such a sequence is a key ingredient for a proof of the stronger version
of Theorem B as well. Without going into details we refer the reader to the book [3], page 125,
Exercise 1(d), where an outline of such a proof is presented.
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