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1 Introduction
A general formulation of a global optimisation problem in Rn is:
Find x ∈ C such that f(x) ≤ f(y) for all y ∈ C
where f : Rn → [−∞,+∞] and ∅ 6= C ⊆ Rn. The problem is equivalent to
Find x ∈ C such that C ∩ S˜(x) = ∅ where S˜(x) = {y ∈ X : f(y) < f(x)}. (1)
When C is convex and S˜(x) is open, convex and nonempty, the problem is still
equivalent to
Find x ∈ C, x∗ ∈ Rn st 〈x∗, y − x〉 < 0 ≤ 〈x∗, z − x〉 ∀ y ∈ S˜(x), ∀ z ∈ C, (2)
and, if in addition x belongs to the boundary of S˜(x),
Find x ∈ C, x∗ ∈ N˜(x), x∗ 6= 0 such that 0 ≤ 〈x∗, z − x〉 ∀ z ∈ C (3)
where
N˜(x) = {x∗ : 〈x∗, y − x〉 ≤ 0 ∀ y ∈ S˜(x) }.
One of the main objects of sensitivity analysis consists in the analysis of the
behaviour of the set of optimal solutions of the problem when C is subject to small
perturbations. This motivates the analysis of the behaviour of the normal cones
N˜(x) and is but one of the purposes of this paper.
A function with convex lower level sets is called quasiconvex, but the class of
these functions is too large with respect to necessary and sufficient conditions for op-
timality and it is necessary to restrict the class. The class of pseudoconvex functions
is a good response but it applies only to differentiable functions. We enlarge this
class to nondifferentiable functions using an approach based on the geometry of the
level sets instead of the usual analytic approaches based on generalised derivatives.
The geometric structure of convex sets is indeed the good approach, even for
convex functions. By definition f is convex if and only if its epigraph is convex. Let
f be a proper convex function. Given a ∈ int (dom (f)) let us denote by E(a) the
normal cone at (a, f(a)) to the epigraph of f :
E(a) = {(a∗, λ∗) : 〈a∗, x− a〉+ λ∗(λ− f(a)) ≤ 0 ∀ (x, λ) ∈ epi (f)}.
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The geometric (and, in our opinion, it is more meaningful than the classical analytic)
definition of the subdifferential of f at a is:
a∗ ∈ ∂f(a)⇐⇒ (a∗,−1) ∈ E(a).
Then E(a) is the closed convex cone generated by the nonempty compact convex set
∂f(a)×{−1}. If f(a) > inf f , the normal cone to the level set S˜(a) is generated by
∂f(a). Sensitivity analysis in convex programming is classically performed via the
subdifferentials ∂f(x) whose the properties are nothing else that direct consequences
of the properties of the normal cones E(x) to the epigraph of f and therefore of the
convexity of the epigraph. In the same manner, the properties of the directional
derivatives f ′(., .),
f ′(x, d) = sup[〈x∗, d〉 : x∗ ∈ ∂f(x) ]
are nothing else that secondary consequences of the properties of the normal cone
to a convex set.
The convexity structure of a quasiconvex function on Rn is on its level sets
(subsets of Rn) and not on its epigraph (a subset of Rn+1). Because this loss of one
dimension, the normal cones to the level sets cannot be deduced from the normal
cone to the epigraph and important properties as the continuity, the local Lipshitz
condition, the existence of directional derivatives, disappear. In fact, they are no
really appropriate generalised derivatives, generalised subdifferentials applicable to
quasiconvex functions. All attempts, and they have been many, made to define such
objects are fruitless because without links with the essence of quasiconvexity, the
convexity of the level sets. The reason is that in the convex case we work on the
unique function f associated to the epigraph while in the quasiconvex case we work
not one specific function but on the class of all functions sharing the same level
sets S˜(x). Given one function f in the class, other functions are the results of the
composition of an increasing function k with f , i.e., they are of the form k ◦ f . No
continuity, differentiability properties are required on k. No generalised derivatives
are associated to the class.
We shall show that the normal cones to the level sets of quasiconvex functions
enjoy many rich properties. Still, the fact that they contain 0 and are unbounded
brings some difficulties in their use. These difficulties are overcome in the convex
case by the use of the subdifferential: if f is a proper closed convex function which
does not reach its minimum at a point a in the interior of the domain of f , then ∂f(a)
is a compact convex nonempty generator of N˜(a) and 0 /∈ ∂f(a). For a special class
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of quasiconvex functions, called the class of g-pseudoconvex functions, we introduce
in section 3 similar generators of the normal cones , they are convex compact and
they do not contain 0. They can be considered as substitutes of the subdifferential,
their use makes easier the analysis of the behaviour of the map normal cone.
Convexity is closely related to monotonicity. Similarly, quasiconvexity is closely
related to quasimonotonicity. Still, as in the case of functions where convexity is
proper to a specific function and quasiconvexity to a class of functions, monotonicity
is proper to a specific monotone map, and quasimonotonicity to a class of equivalent
maps, Σ and Γ being said equivalent if for all x
{λx∗ : λ > 0, x∗ ∈ Γ(x)} = {µy∗ : µ > 0, y∗ ∈ Σ(x)}.
It is convenient to choose a good representation of the class by a particular map Γ.
The substitutes to the subdifferential introduced in section 3 would be convenient if
one property of symmetry was not missing. Indeed, if Γ is monotone, so its inverse
map Γ−1 is. This property does not hold for the maps Γe of section 3. This is the
reason of section 5 where we introduce a map representing the class leading to the
wished property.
Maximality is of major importance in the study of monotone maps. In particular,
if the interior of the domain of a maximal monotone map is nonempty, then this
interior is convex and its closure coincides with the closure of the domain. It is known
that for any monotone map Γ, there is a (not necessarily unique) maximal monotone
map Σ containing Γ. In case where there are S ⊆ dom (Γ) and a neighbourhood V
of a with cl (V) = cl (V ∩ S, then Σ(a) is uniquely defined. This property is quite
significant because it said that for a convex function f , ∂f(a) is thoroughly defined
from the gradients of f at points in the neighbourhood of a where f is differentiable.
In Section 6, we show that quite similar properties hold for pseudomonotone maps.
2 Quasiconvexity versus pseudoconvexity
The formulations of problems (2) and (3) justify the introduction of quasiconvex
functions in the following unconventional way.
A function f : Rn → (−∞,+∞] is said to be quasiconvex if for each x ∈ Rn the
strict lower level set
S˜(x) = {y ∈ Rn : f(y) < f(x)}
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is convex. Then, for any λ ∈ R, the level set
S˜λ = {x ∈ Rn : f(x) < λ}
is convex. Indeed, if this set is not convex, there are x, y ∈ S˜λ and t ∈ (0, 1) such
that f(z = tx+ y− ty) ≥ λ. Then x and y are in S˜(z) and z is not in contradiction
with the convexity of S˜(z). It follows that the sets
Sλ = {x ∈ Rn : f(x) ≤ λ} = ∩µ>λS˜µ,
S(x) = {y ∈ Rn : f(y) ≤ f(x)}
are convex. This is also the case of
dom (f) = {x ∈ Rn : f(x) < +∞}.
An equivalent analytic definition is: f is quasiconvex if and only if
f(tx+ (1− t)y) ≤ max [ f(x), f(y) ] ∀x, y ∈ Rn, ∀ t ∈ [0, 1]. (4)
As usual in convex analysis, given D ⊂ Rn, a function f : D → R is extended to
the whole space Rn in taking f(x) = +∞ if x /∈ D. f is said to be quasiconvex on
D if its extension is quasiconvex.
If D ⊆ Rn is convex and f : D → R is differentiable, f is quasiconvex on D if
and only if
x, y ∈ D, f(y) < f(x) =⇒ 〈∇f(x), y − x〉 ≤ 0. (5)
The main defect of quasiconvex functions is that a local minimum is not neces-
sarily global as shown by the function of one real variable defined by f(x) = x + 1
if x ≤ −1, f(x) = 0 if 0 ≤ x ≤ 1 and f(x) = x− 1 if x ≥ 1.
Another defect of quasiconvex functions with respect to optimality conditions
is that ∇f(x) = 0 does not imply that x reaches a minimum at x as shown by
the function of one real variable f(x) = x3. Pseudoconvex functions have been
introduced to remedy these failures: given D convex and f : D → R differentiable,
f is said to be d-pseudoconvex on D if
x, y ∈ D, f(y) < f(x) =⇒ 〈∇f(x), y − x〉 < 0. (6)
The letter “d” has been added to pseudoconvex in order to emphasise the fact that
the definition applies only to differentiable functions. One notes that if C is convex
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and f is d-pseudoconvex on D ⊇ C, a necessary and sufficient condition in order
that f reaches its minimum at x ∈ C on C is
〈∇f(x), z − x〉 ≥ 0 ∀ z ∈ C
to be compared with (3). One notes that∇f(x) ∈ N˜(x) when f(x) > inf f .
Convex differentiable functions are d-pseudoconvex and d-pseudoconvex func-
tions are quasiconvex. We have the following proposition.
Proposition 2.1 Assume that D is open and convex and f is continuously differ-
entiable on D. Then f is d-pseudoconvex on D if and only if f is quasiconvex on
D and has a local minimum at any x ∈ D such that ∇f(x) = 0.
They have been many attempts to extend pseudoconvexity to nondifferentiable
functions. They are based in general on generalised derivatives or subdifferentials.
But they are no really appropriate generalised subdifferentials for quasiconvex func-
tions, these functions have no Lipshitz properties, even more they are in general
not continuous in the interiors of their domains. Actually, a pure analytic approach
neglects the essential feature of quasiconvexity: the convexity of the level sets. Our
approach, based on the geometry of the level sets, is motivated by conditions (2)
and (3).
We say that f : Rn → [−∞,∞] is g-pseudoconvex if quasiconvex and for any x
with f(x) > inf f one has
∅ 6= int (S(x)) ⊆ S˜(x) and S(x) ⊆ cl (S˜(x)).
Thus S(x) and S˜(x) share the same interior and the same closure. The letter “g”
indicates the geometric aspect of the definition. A g-pseudoconvex function is not
continuous in general (consider the function of one real variable f(x) = x−1 if x < 0,
f(0) = 0 and f(x) = x + 1 if x > 0). A proper convex function is g-pseudoconvex.
Any local minimum of a g-pseudoconvex function is global. A differentiable g-
pseudoconvex function is not necessarily d-pseudoconvex as shown by the function
of one real variable f(x) = x3.
Let us turn our interest in the normal cones to the level sets of a function. We
start with a general property where no generalised convexity type assumption is
required.
Proposition 2.2 Assume that f : Rn → [−∞,∞] is lower semi-continuous at x
and f(x) > inf f . Then N˜ is closed at x, i.e., if the sequence {xk} converges to x,
the sequence {x∗k} converges to x∗ and x∗k ∈ N˜(xk) for all k, then x∗ ∈ N˜(x).
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Proof: We must prove that for any y with f(y) < f(x) one has 〈x∗, y − x〉 ≤ 0.
For k large enough one has f(y) < f(xk) and thereby 〈x∗k, y− xk〉 ≤ 0. Now pass to
the limit as k goes to ∞ to obtain the result.
By convention, we take N˜(x) = Rn when f(x) = inf f(y). Then N˜ is closed on
the whole space Rn when f is lower semi-continuous.
Let us consider now some specific properties of g-pseudoconvex functions. Let
us introduce
N(x) = {x∗ : 〈x∗, y − x〉 ≤ 0 ∀ y ∈ S(x) }.
One important consequence of the definition of g-pseudoconvexity is that for any x
with f(x) > inf f one has N(x) = N˜(x) when f is g-pseudoconvex.
Assume now that f is g-pseudoconvex continuous on the convex set C and x, y
are in C with f(x) > inf f . Then
x∗ ∈ N(x) and f(y) ≤ f(x) =⇒ 〈x∗, y − x〉 ≤ 0, (7)
0 6= x∗ ∈ N(x) and f(y) < f(x) =⇒ 〈x∗, y − x〉 < 0. (8)
Or equivalently,
x∗ ∈ N(x) and 〈x∗, y − x〉 > 0 =⇒ f(y) > f(x), (9)
0 6= x∗ ∈ N(x), and 〈x∗, y − x〉 ≥ 0 =⇒ f(y) ≥ f(x). (10)
Let us introduce the point-to-set map N∗ defined by
N∗(x) =
 {0} if f(x) = inf f{x∗ ∈ N(x), x∗ 6= 0} if f(x) > inf f.
Then
x∗ ∈ N∗(x) and 〈x∗, y − x〉 ≥ 0 =⇒ f(y) ≥ f(x). (11)
Assume now that for i = 0, 1, · · · , p− 1 it holds
xi ∈ C, x∗i ∈ N∗(xi) and 〈x∗i , xi+1 − xi〉 ≥ 0.
Then (11) implies f(x0) ≤ f(x1) ≤ · · · ≤ f(xp). Next, (7) implies 〈x∗p, x0−xp〉 ≤
0. Furthermore, if one of the inequalities 〈x∗i , xi+1 − xi〉 ≥ 0 is strict, (9) implies
f(x0) < f(xp) and (8) implies 〈x∗p, x0 − xp〉 < 0. In other words, 〈x∗p, x0 − xp〉 = 0
implies 〈x∗i , xi+1 − xi〉 = 0 for i = 0, 1, · · · , p − 1. We resume these observations in
the following proposition which corresponds to the cyclic monotonicity property of
convex functions.
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Proposition 2.3 Assume that f is g-pseudoconvex continuous on C convex and
we are given a finite family {(xi, x∗i )}i=0,···,p+1 ⊂ graph (N∗) such that (x0, x∗0) =
(xp+1, x
∗
p+1) and, for i = 0, 1, · · · , p, xi ∈ C. Then, one has
min
i=0,···,p
〈x∗i , xi+1 − xi〉 ≤ 0
and, if the minimum is zero, 〈x∗i , xi+1 − xi〉 = 0 for i = 0, · · · , p.
This property will be analysed in a more general way in section 4.
3 Generate the normal cone, first manner
Sensitivity analysis in convex programming is based on subdifferentials. This section
introduces a substitute for the subdifferential appropriate to quasi/pseudoconvex
functions. It is based on a local monotonicity of these functions.
Before, let us recall that the positive polar cone of D ⊂ Rn, is defined as
D+ = {x∗ ∈ Rn : 〈x∗, x〉 ≥ 0 ∀x ∈ D}.
If D is an open nonempty convex cone, the relative interior of D+ is the convex cone
ri (D+) = {x∗ ∈ Rn : 〈x∗, x〉 > 0 ∀ x ∈ D}.
Proposition 3.1 Assume that f is quasiconvex and a ∈ int (dom (f)) is such that
there exists λ with int (Sλ) 6= ∅ and a /∈ cl (Sλ). Then there exist a convex open
neighbourhood V ⊆ dom (f) of a and an open nonempty convex cone D such that
f(y) ≤ f(x) whenever x, y ∈ V with x− y ∈ D.
Assume in addition that f is g-pseudoconvex. Then f(y) < f(x) whenever x, y ∈
V with x − y ∈ D. Fix some e ∈ D, then 〈x∗, e〉 > 0 for all 0 6= x∗ ∈ N(x) with
x ∈ V . It follows that {0} 6= N(x) = N˜(x) ⊆ ri (D+) ∪ {0} whenever x ∈ V .
Proof: Choose some b ∈ int (Sλ) and some t¯ > 0 such that c = a+t¯(a−b) ∈ dom (f).
Consequently, c /∈ cl (Sλ). Define
D = {d = ξ(c− z) : ξ > 0, z ∈ int (Sλ)}.
Then D is an open convex nonempty cone and a ∈ c−D. Because the assumptions,
there exists an open convex neighbourhood V ⊆ c−D of a such that V ∩cl (Sλ) = ∅.
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Let x ∈ V and d ∈ D such that y = x−d ∈ V . By assumption there exist t > 0 such
that z1 = c− td ∈ int (Sλ), s ∈ (0, 1) and z2 ∈ int (Sλ) such that x = sc+ (1− s)z2.
Hence x = sz1+(1−s)z1+ tsd. It results that z = x− tsd = x+ ts(y−x) ∈ int (Sλ).
Since y and x are in the convex set V and z /∈ V , ts ≤ 1 cannot occur. Then,
y = x+
1
ts
(z − x), f(x) > λ ≥ f(z), 1 < ts.
It follows that that f(y) ≤ f(x). For y′ close to y one has also f(y′) ≤ f(x) and
therefore y ∈ int (S(x)) which implies, when f is g-pseudoconvex, y ∈ S˜(x). The
proofs of the other claims are immediate.
Assume that f is convex and a ∈ int (dom (f)) with f(a) > inf f . Then
N˜(a) = N(a) = {λa∗ : λ ≥ 0, a∗ ∈ ∂f(a)}.
where ∂f(a) denotes the subdifferential of f at a. The fact that the normal cone is
generated by a convex compact set which does not contain the origin makes easier
the sensitivity analysis than in dealing directly with the normal cone. We shall
propose a substitute for ∂f(a) when f is g-pseudoconvex.
Assume that f is a lower semi-continuous g-pseudoconvex function and a ∈
int (dom(f)) with f(a) > inf f . Let V and D be defined as in proposition 3.1. Fix
some e ∈ D and define T ⊂ Rn and the point-to-set map Γe : V −→−→ Rn by
Γe(x) = {x∗ ∈ N(x) : 〈x∗, e〉 = 1} ⊆ {x∗ ∈ D+ : 〈x∗, e〉 = 1} = T. (12)
By construction, T is closed, convex and bounded. We list below some properties
of Γe.
Proposition 3.2 For all x ∈ V it holds,
1. N(x) = {λx∗ : λ ≥ 0, x∗ ∈ Γe(x)}.
2. Γe(x) is nonempty, bounded, closed and convex.
3. The point-to-set map Γe is closed at x.
4. For any Ω ⊃ Γe(x), there exists a neighbourhood W ⊆ V of x such that
Ω ⊃ Γe(y) for all y ∈ W .
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Proof: Items 1 and 2 are immediate consequence of definitions. Γe is closed at x
since N is so. Item 4 is a consequence of item 3 and the inclusion Γe(x) ⊆ T .
Next, given x ∈ V and h ∈ Rn, let us define
θ+e (x, h) = sup [ 〈x∗, h〉 : x∗ ∈ Γe(x) ], (13)
θ−e (x, h) = inf [ 〈x∗, h〉 : x∗ ∈ Γe(x) ]. (14)
Proposition 3.3 Let x¯ ∈ V , h¯ ∈ Rn and ε > 0 be given. Then, there exist α > 0
such that for all x ∈ V and h ∈ Rn with ‖x− x¯‖ < α and ‖h− h¯‖ < α one has
θ−e (x¯, h¯)− ε ≤ θ−e (x, h) ≤ θ+e (x, h) ≤ θ+e (x¯, h¯) + ε
Proof: Assume that the inequality on the right does not hold. Then, there exist
a sequence {(xk, hk)} converging to (x¯, h¯) with θ+e (xk, hk) > θ+e (x¯, h¯) + ε. Let x∗k ∈
Γe(xk) be such that θ
+
e (xk, hk) = 〈x∗k, hk〉. The sequence {x∗k} being included in the
compact set T has cluster points. Let x¯∗ be such a cluster point, it belongs to Γe(x¯).
Passing to the limit, one has the contradiction: θ+e (x¯, h¯) ≥ 〈x¯∗, h¯〉 ≥ θ+e (x¯, h¯) + ε.
The inequality on the left is proved in the same way.
But the closure property is a weak form of continuity for point-to-set maps as
illustrated via the map Σ defined on R by Σ(x) = {0} if x 6= 0 and Σ(0) = [−1, 1].
Stronger forms apply to subdifferentials of convex functions, indeed given f convex,
a ∈ int (dom (f)) and S locally dense in a neighbourhood of a, one knows that ∂f(a)
is the closed convex hull of the cluster points of sequences {x∗k} where (xk, x∗k) ∈
graph (∂f) and the sequence {xk} ⊂ S converges to a. We shall state a similar
property for pseudoconvex functions.
Let us associate with N(a) and S ⊂ Rn the cone Nl(a, S) defined as follows:
a∗ ∈ Nl(a, S) if there exists a sequence {(xk, x∗k)} ⊂ graph (N) ∩ S× Rn converging
to (a, a∗). Next, let us define Nc(a, S) as the closed convex hull of Nl(a, S). In the
same manner we define Γel(a, S) and Γec(a, S) from Γe(a).
Theorem 3.1 Assume that f is a lower semi-continuous g-pseudoconvex function
and a ∈ int (dom (f)) with f(a) > inf f . Let V and D be defined as in proposition 3.1,
let e ∈ D. Next let S ⊆ V be such that cl (V) = cl (V ∩ S). Then N(a) coincides
with Nc(a, S) and Γe(a) coincides with Γec(a, S).
Proof: i) Since N(a) is closed and convex, it follows from proposition 2.2 that
N(a) contains Nl(a, S) and therefore Nc(a, S). Let us prove the reverse inclusion.
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It is enough to prove that if a∗ belongs to the relative boundary of Γe(a), there is
a sequence {(ak, a∗k)} ⊂ graph (N) ∩ S × Rn converging to (a, a∗). Without loss of
generality we assume that e is the n-th vector of the canonical basis of Rn. Given
x ∈ Rn, we write x = (y, ψ) where y ∈ Rn−1 corresponds to the (n− 1) first entries
of x and ψ is the last one. In particular, a = (b, β). In a neighbourhood of a the
boundary of the convex level set S(a) = {x : f(x) ≤ f(a)} can be described via a
convex function g in the following manner: (y, ψ) belongs to the boundary if and
only if ψ = −g(y). In particular g(b) = −β and N(a) is the closed convex cone
generated by the convex set (∂g(b), 1) where ∂g denotes the subdifferential of the
convex function g.
ii) Let a∗ = (b∗, 1) in the relative boundary of Γe(a). Then b∗ is in the rela-
tive boundary of ∂g(b). For any positive integer k, there exists some yk such that
(yk,−g(yk)) ∈ V , ‖yk − b‖ < k−1, g is differentiable at yk and ‖∇g(yk)− b∗‖ < k−1.
Since N is closed at the point xk = (yk,−g(yk)) and N(xk) is the cone generated
by the singleton {x∗k = (∇g(yk), 1)}, there exists ak ∈ S and a∗k ∈ N(ak) such that
‖xk−ak‖ < k−1 and ‖x∗k−a∗k‖ < k−1. Then, ‖a∗k−a∗‖ < 2k−1 and ‖ak−a‖ < 2k−1.
The remaining of the proof is immediate.
The following result on the continuity of normal cones will be used later.
Theorem 3.2 Assume that f is is a lower semi-continuous g-pseudoconvex function
on the convex set C. Assume that a ∈ int (C) with f(a) > inf f . Assume that b ∈ C
and there exists some a∗ ∈ N(a) such that 〈a∗, b − a〉 > 0. Then there is t¯ ∈ (0, 1)
such that for any t ∈ (0, t¯) there exists a neighbourhood Wt of a+ t(b− a) such that
〈x∗, b− x〉 > 0 ∀x ∈ Wt, ∀x∗ ∈ N(x), x∗ 6= 0.
Proof: Let V , D, e, Γe, θ
+
e and θ
−
e be defined as in (12), (13) and (14). Set
h = b − a. We choose t¯ ∈ (0, 1) so that a + t¯h ∈ V . Let any t ∈ (0, t¯ ). The
assumption implies 〈a∗, a+ th− a〉 > 0. Hence, since f is g-pseudoconvex, one has
〈x∗, a+th−a〉 > 0 for all x∗ ∈ Γe(a+th) with x∗ 6= 0 and therefore θ−e (a+th, h) > 0.
From proposition 3.3 we deduce that α > 0 exists such that x = a+th+(1−t)y ∈ V
and θ−e (x, h− y) > 0 whenever ‖y‖ < α. On the other hand, b− x = (1− t)(h− y)
and therefore 〈x∗, b− x〉 > 0 for all x∗ ∈ Γe(x). The result follows.
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4 Generalised monotonicity
A point-to-set map Σ : Rn
−→−→ Rn is said to be quasimonotone of order p if for all
(xi, x
∗
i ) ∈ graph (Σ), i = 0, 1, · · · , p + 1, with (x0, x∗0) = (xp+1, x∗p+1), one has
min
i=0,···,p
〈x∗i , xi+1 − xi〉 ≤ 0.
Σ : Rn
−→−→ Rn is said to be pseudomonotone of order p if in addition one has
〈x∗i , xi+1 − xi〉 = 0 for all i when the minimum is zero.
Σ is said to be cyclically quasimonotone (cyclically pseudomonotone) if quasi-
monotone (pseudomonotone) of any order p.
Σ is said to be quasimonotone (pseudomonotone) if quasimonotone (pseudomono-
tone) of order 0. Thus Σ is quasimonotone if for all (x, x∗), (y, y∗) ∈ graph (Σ)
〈x∗, y − x〉 > 0 =⇒ 〈y∗, y − x〉 ≥ 0,
and pseudomonotone if
〈x∗, y − x〉 > 0 =⇒ 〈y∗, y − x〉 > 0.
A (cyclically) monotone map is (cyclically) pseudomonotone. A pseudomonotone
map is quasimonotone. The gradient of a differentiable quasiconvex (d-pseudoconvex)
function is cyclically quasimonotone (cyclically pseudomonotone). Proposition 2.3
justifies the introduction of our geometric concept of pseudoconvexity, indeed, the
map N∗ defined from the normal cones of a g-pseudomonotone continuous function
is cyclically pseudomonotone. It is the case also of the map Γe introduced in the
last section.
The following result is a transposition of proposition 2.1 from functions to single-
valued maps. For completeness we recall the proof.
Proposition 4.1 Assume that Σ : D → Rn is continuous and does not vanish on
the open convex set D ⊆ Rn. Then Σ is pseudomonotone on D if and only if it is
quasimonotone on D.
Proof: Assume for contradiction that Σ is quasimonotone but not pseudomonotone.
There are a, b ∈ C, such that 〈Σ(a), b − a〉 > 0 and 〈Σ(b), a − b〉 = 0. Since Σ is
continuous, 〈Σ(a+ tΣ(b)), b− a− tΣ(b)〉 > 0 for t > 0 small enough. On the other
hand 〈Σ(b), a+ tΣ(b)− b〉 = t‖Σ(b)‖2 > 0 in contradiction with Σ quasimonotone.
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The continuity plays an important role in the proof. In consequence the extension
to multi-valued maps requires also a continuity condition.
We say that Σ is c-continuous at a ∈ dom (Σ) if for all t¯ > 0, b ∈ Rn and
a∗ ∈ Σ(a) such that 〈a∗, b − a〉 > 0, there exists t ∈ (0, t¯ ) and a neighbourhood
Wt ⊂ dom (Σ) of a + t(b − a) such that for all x ∈ Wt there exists x∗ ∈ Σ(x) with
〈x∗, b− x〉 > 0.
Because t¯ > 0 can be taken as small as wanted, the terminology continuous is
quite appropriate. For single-valued maps, c-continuity is weaker that the usual
continuity. The subdifferential of a proper convex function is c-continuous at any
point in the interior of its domain. With respect to the object of our study, the map
N∗ in theorem 3.2 is c-continuous.
Theorem 4.1 Let Σ : C
−→−→ Rn with ∅ 6= C ⊆ Rn open and convex. Assume that
0 /∈ Σ(x) 6= ∅ for all x ∈ C. Assume in addition that Σ is c-continuous on C. Then
Σ is pseudomonotone on C if and only if it is quasimonotone on C.
Proof: If Σ is quasimonotone and not pseudomonotone there are a, b ∈ C, a∗ ∈ Σ(a)
and b∗ ∈ Σ(b) such that 〈a∗, b − a〉 > 0 and 〈b∗, b − a〉 = 0. Take t > 0 as in the
continuity condition and x = a + t(b − a) + sb∗ with s > 0 small enough so that
x ∈ Wt. Then 〈b∗, x− b〉 = s‖b∗‖2 > 0 in contradiction with Σ quasimonotone.
With Σ : Rn
−→−→ Rn let us associate Σ̂ by
Σ̂(x) = ∪λ>0λΣ(x) ∀x ∈ Rn.
Then Σ is quasimonotone, pseudomonotone, cyclically quasimonotone, cyclically
pseudomonotone if and only Σ̂ is so. Thus these concepts of generalised monotone
apply essentially not to a specific Σ but to the class of maps Σ generating the same
Σ̂. An interesting case is when one Σ in the class is convex-compact-valued, we have
encountered this case in section 3 where the normal cones N(x) to the level sets
are locally generated by the compact convex sets Γe(x). This map Γe is cyclically
pseudomonotone and presents good continuity properties. It could be considered
as a valuable substitute for the subdifferentials of convex functions if one essential
property was not missing. Recall that if f is a proper closed convex function and
f ∗ is its conjugate, then one has the equivalence
x∗ ∈ ∂f(x)⇐⇒ x ∈ ∂f ∗(x∗).
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A similar duality exists also on monotone maps. The point-to-set map map Σ is
(cyclically) monotone if and only if its inverse Σ−1 is so. Actually, monotonicity is
more a concept on graphs than on maps. Thus by definition G ⊂ Rn×Rn is said to
be monotone if and only if
(x, x∗), (y, y∗) ∈ G =⇒ 〈x∗ − y∗, x− y〉 ≥ 0.
which corresponds to the monotonicity of both maps Σ and Σ−1 defined by
Σ(x) = {x∗ : (x, x∗) ∈ G }, Σ−1(x∗) = {x : (x, x∗) ∈ G }.
Our next goal is to define a similar duality for pseudoconvexity and pseudomono-
tonicity.
5 Duality in generalised monotonicity
Prior to the introduction of this new concept of pseudomonotonicity and in order
to show its applicability, we provide two examples. The first concerns the normal
cones to the level sets of a function.
The proof of the following result is the same as the proof of proposition 3.1.
Proposition 5.1 Assume that f is g-pseudoconvex. Assume that a ∈ int (dom (f))
is such that there exists λ with int (Sλ) 6= ∅ and a /∈ cl (Sλ). Given b ∈ int (Sλ)
there exist an open nonempty convex cone D and an open convex neighbourhood
V ⊆ dom (f)∩ (b+D) of a such that f(y) < f(x) whenever x, y ∈ V with x−y ∈ D.
Moreover, 〈x∗, d〉 > 0 whenever d ∈ D, 0 6= x∗ ∈ N(x) and x ∈ V .
With the assumptions of the proposition, for any closed convex cone K ⊆ D
with nonempty interior, one has f(y) < f(x) whenever x, y ∈ V with x − y ∈ K,
x 6= y. We choose K in such a way that int (K+) is nonempty. Then we take for V
an open convex neighbourhood of a such that V ⊆ dom (f)∩ (b+K). Then one has
again f(y) < f(x) whenever x, y ∈ V with x− y ∈ K, x 6= y and therefore
x∗ ∈ int (K+) whenever 0 6= x∗ ∈ N(x) and x ∈ V.
We define the point-to-set map Γ on V by
Γ(x) = {x∗ ∈ Rn : x∗ ∈ N(x), 〈x∗, x− b〉 = 1}.
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The second example is on maps which are not necessarily associated with a
function. Let us consider Σ : Rn
−→−→ Rn and a ∈ int (dom (Σ)). Assume that there
exist a neighbourhood V of a and a convex compact set A such that 0 /∈ A ⊇ Σ(x)
for all x ∈ V . Let K be a closed convex cone with nonempty interior such that
int (K+) ⊃ A, such a cone exists. Next, take b ∈ Rn such that V ⊂ b+K, such a b
exists. Then,
x∗ ∈ int (K+) whenever x∗ ∈ Σ(x) and x ∈ V.
We define the point-to-set map Γ on V by
Γ(x) = {x∗ ∈ Rn : x∗ ∈ Σ(x), 〈x∗, x− b〉 = 1}.
In both cases we can proceed to a change in the origin so that we have b = 0.
According to these examples, given K ⊂ Rn a closed convex cone such that
int (K) and int (K+) are nonempty, we define the set
E = {(x, x∗) ∈ K ×K+ : 〈x∗, x〉 = 1}.
Next, we say that a point-to-set map Γ with graph (Γ) ⊂ E is:
• D-cyclically quasimonotone of order p (with p ≥ 1) if for all ordered family
{(xi, x∗i )}i=0,···,p+1 ⊂ graph (Γ) with (x0, x∗0) = (xp+1, x∗p+1) one has
min
i=0,···,p
[ 〈x∗i , xi+1〉 ] ≤ 1,
• D-cyclically pseudomonotone of order p (with p ≥ 1) if for all ordered family
{(xi, x∗i )}i=0,···,p+1 ⊂ graph (Γ) with (x0, x∗0) = (xp+1, x∗p+1) one has
min
i=0,···,p
[ 〈x∗i , xi+1〉 ] ≤ 1,
and, in case where the minimum is 1, 〈x∗i , xi+1〉 = 1 for i = 0, 1, · · · , p,
• Γ is said to be D-quasimonotone (D-pseudomonotone) if D-cyclically quasi-
monotone (D-cyclically pseudomonotone) of order 1,
• Γ is said to be D-cyclically quasimonotone (D-cyclically pseudomonotone) if
D-cyclically quasimonotone (D-cyclically pseudomonotone) of any order p.
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Denote by G and Γ−1 the graph and the inverse of Γ, i.e.,
G = {(x, x∗) : x∗ ∈ Γ(x)} = {(x, x∗) : x ∈ Γ−1(x∗)}.
It is obvious that Γ is D-quasimonotone (D-pseudomonotone) if and only if Γ−1 is
so, the following result is just a little less obvious.
Proposition 5.2 If Γ is D-cyclically quasimonotone (D-cyclically pseudomono-
tone) of order p, so is Γ−1.
Proof: Given (x0, x
∗
0), (x1, x
∗
1), · · · , (xp+1, x∗p+1) ∈ G with (x0, x∗0) = (xp+1, x∗p+1), we
must prove that
min
i=0,···,p
[ 〈x∗i+1, xi〉 ] ≤ 1,
and, for D-cyclically pseudomonotonicity, in case where the minimum is 1, 〈x∗i+1, xi〉 =
1 for i = 0, · · · , p. For i = 0, 1, · · · , p + 1 set j = p + 1 − i and (yj, y∗j ) = (xi, x∗i ).
Then, (y0, y
∗
0) = (yp+1, y
∗
p+1) and, since Γ is D-cyclically quasimonotone, one has
min
i=0,1,···,p
[ 〈x∗i+1, xi〉 ] = minj=p+1,p,···,1[ 〈y
∗
j−1, yj〉 ] = min
k=0,1,···,p
[ 〈y∗k, yk+1〉 ] ≤ 1.
If Γ is D-cyclically pseudomonotone and
1 = min
i=0,1,···,p
[ 〈x∗i+1, xi〉 ] = min
k=0,1,···,p
[ 〈y∗k, yk+1〉 ],
then 〈y∗k, yk+1〉 = 1 for all k and thereby 〈x∗i+1, xi〉 = 1 for all i.
The letter “D” in the notation is set in order to set in evidence the duality existing
between the map and its inverse. As for monotonicity and cyclic monotonicity, D-
(cyclic) quasi/pseudomonotonicity applies to the graph.
The duality existing between a monotone point-to-set map Γ and its inverse Γ−1
corresponds to the duality between a convex function f and its Fenchel-conjugate f ∗.
Such a correspondence exists between generalised monotone maps and generalised
convex functions. Actually, this correspondence is at the origin of our definition of
D-generalised monotonicity. It is related to the consumer theory. We describe it
briefly.
Let us consider the situation where the behaviour of a consumer can be described
through a utility function u: the consumer problem consists in maximizing the
utility on the commodity set G (here, we assume that G = Rn+) subject to a budget
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constraint. Let pˆ ∈ Rn+, pˆ 6= 0 be the vector of prices and w > 0 be the income of
the consumer. Then the problem of the consumer is
maximize u(x) subject to x ≥ 0 and pˆtx ≤ w.
Set p = w−1pˆ, then the problem reduces to
v(p) = max [ u(x) : x ≥ 0, ptx ≤ 1].
Denote by X(p) the set of optimal solutions of this problem. The multival-
ued map X is called the demand correspondence, the function v the indirect utility
function associated to u. Next, define
uˆ(x) = min [ v(p) : p ≥ 0, ptx ≤ 1].
Denote by P (x) the set of optimal solutions of this problem.
Under reasonable economics considerations, the function u is increasing and qua-
siconcave and coincides with uˆ, v is decreasing and quasiconvex. Moreover, X(p)
generates the normal cone at p to the lower level set of v and P (x) generates the
normal cone at x to the upper level set of u. Finally,
p ∈ P (x)⇐⇒ [u(x) = v(p) and 〈p, x〉 = 1]⇐⇒ x ∈ X(p).
Thus the duality in between a convex function f and its conjugate f ∗ (a monotone
map Γ and its inverse Γ−1) is transposed to the duality between the direct utility
function u and its indirect utility function v (the demand map X and its inverse P ).
X and P enjoy D-cyclic generalised monotonicity properties.
6 Maximality
Maximality is of a major importance in the study of monotone maps. In the same
spirit one says that G ⊂ E is maximal D-quasimonotone if for any D-quasimonotone
subset S of E which contains G, one has S = G. In order to analyse the maximality
of G ⊂ E, we introduce the set
G˜ = {(x, x∗) ∈ E : min [ 〈x∗, y〉, 〈y∗, x〉 ] ≤ 1 ∀ (y, y∗) ∈ G}. (15)
We list below some rather obvious properties of G˜.
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1. G is D-quasimonotone if and only if G ⊂ G˜.
2. G1 ⊂ G2 implies G˜1 ⊃ G˜2.
3. The set G˜ is closed.
4. IfG is D-quasimonotone and (x, x∗) ∈ G˜, thenG∪{(x, x∗)} is D-quasimonotone.
5. If G is D-quasimonotone, then (x, x∗) ∈ G˜ if and only if G ∪ {(x, x∗)} is
D-quasimonotone.
6. G is maximal D-quasimonotone if and only if G = G˜.
Let Γ˜ : K
−→−→ K+ be the point-to-set map with graph G˜. Then, for all x ∈ K,
Γ˜(x) =
⋂
(y,y∗)∈Y (x)
{x∗ ∈ K+ : 〈x∗, y〉 ≤ 1, 〈x∗, x〉 = 1}, (16)
where
Y (x) = {(y, y∗) ∈ G : 〈y∗, x〉 > 1}.
Let us define,
T (x) = {x∗ ∈ K+ : 〈x∗, x〉 = 1}.
By construction, T (x) is convex and closed and Γ˜(x) ⊆ T (x). Moreover, in case
where x ∈ int (K), there exist a compact set T and a neighbourhood V of x such
that T (y) ⊂ T for all y ∈ V . The following properties of Γ˜ are easily obtained:
1. Γ˜(x) is a (may be empty) closed convex set.
2. If G is D-quasimonotone then G ∪ [{x} × Γ˜(x)] is D-quasimonotone.
3. If x ∈ int (K), then Γ˜(y) is locally bounded in a neighbourhood of x.
4. If x ∈ int (K), then, for all open set Ω ⊃ Γ˜(x), there exists a neighbourhood
V of x such that Γ˜(V ) ⊂ Ω.
Proposition 6.1 Assume that Γ is D-quasimonotone and x ∈ int (K). Then Γ˜(x)
is nonempty.
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Proof: For simplicity, we give the proof when K = Rn+, the proof of the general case
being easily deduced from the special case. Assume for contradiction that Γ˜(x) = ∅.
In view of (16) and because T (x) is compact, p ∈ N and (yi, y∗i ) ∈ graph (Γ), i =
1, · · · , p, exist so that 〈y∗i , x− yi〉 > 0 for all i and
Γ˜(x) =
⋂
i=1,···,p
{x∗ : x∗ ≥ 0, 〈x∗, x− yi〉 ≥ 0, 〈x∗, x〉 = 1}.
Or equivalently,
+∞ = inf
x∗
[ 〈x∗, 0〉 : x∗ ≥ 0, Y x∗ ≥ 0, 〈x∗, x〉 = 1 ],
where Y is the p× n matrix with lines (x− yi)t. By duality in linear programming,
+∞ = sup
t,u
[ t+ 〈0, u〉 : u ≥ 0, tx+ Y tu ≤ 0 ],
which means that there is t > 0 and u ≥ 0 such that
(t+
∑
i
ui)x ≤
∑
i
uiyi.
Since x > 0, u = 0 is not possible, so that we can assume that
∑
ui = 1. Then the
condition means there is at least one i such that x < yi. This is not possible since
y∗i ≥ 0 and 〈y∗i , x− yi〉 > 0.
Corollary 6.1 Assume that Γ is maximal D-quasimonotone. Then, dom (Γ) ⊆
int (K).
Proof: If Γ is maximal D-quasimonotone, Γ coincides with Γ˜.
Given S ⊆ dom (Γ), we say that a∗ ∈ ΓlS(a) if there exists a sequence {(xk, x∗k)}k
contained in graph (Γ) ∩ (S × K+) which converges to (a, a∗). Next, we denote
by ΓcS(a) the closed convex hull of Γ
l
S(a). When S coincides with dom (Γ) we set
Γc(a) = ΓcS(a) and Γ
l(a) = ΓlS(a).
Proposition 6.2 Assume that Γ is D-quasimonotone and a ∈ K. Then the inclu-
sion ΓcS(a) ⊆ Γ˜(a) holds. Moreover the maps ΓlS and ΓcS are D-quasimonotone.
Proof: The graph of Γ˜ is closed and contains the graph of Γ. Hence ΓlS(a) ⊆ Γ˜(a).
Since Γ˜(a) is closed and convex, it contains the closed convex hull of ΓlS(a).
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Let (x, x∗), (y, y∗) ∈ graph (ΓlS). We must prove that min(〈x∗, y〉, 〈y∗, x〉) ≤ 1.
Let {(xk, x∗k)}k, {(yk, y∗k)}k ⊂ graph (Γ) ∩ (S × K+) be two sequences converging to
(x, x∗) and (y, y∗) respectively. Then min(〈x∗k, yk〉, 〈y∗k, xk〉) ≤ 1. Pass to the limit
when k → +∞.
Next, let (x, x∗), (y, y∗) ∈ graph (ΓcS). There exist two positive integers p and q,
ti, sj > 0, x
∗
i , y
∗
j ∈ K+, i = 1, · · · , p, j = 1, · · · , q such that
(x, x∗i ) ∈ graph (ΓlS), (y, y∗j ) ∈ graph (ΓlS), ∀ i = 1, · · · , p, ∀ j = 1, · · · , q
x∗ =
p∑
i=1
tix
∗
i , y
∗ =
q∑
j=1
sjy
∗
j , 1 =
p∑
i=1
ti =
q∑
j=1
sj.
Assume for instance that 〈x∗, y〉 > 1. Then there is i ∈ {1, · · · , p} such that 〈x∗i , y〉 >
1. Next, since ΓlS is D-quasimonotone and x
∗
i ∈ ΓlS(x), one has 〈y∗, x〉 ≤ 1 for all
y∗ ∈ ΓlS(y). In particular 〈y∗j , x〉 ≤ 1 for all j and 〈y∗, x〉 =
∑q
j=1 sj〈y∗j , x〉 ≤ 1. The
opposing case where 〈y∗, x〉 > 1 is treated in the same way.
Theorem 6.1 Assume that Γ is D-quasimonotone, a ∈ int (K) and S ⊆ dom (Γ) is
such that there exists a neighbourhood V of a such that cl (V ∩ S) = cl (V). Then,
ΓcS(a) = Γ˜(a).
Proof: Consider any sequence {xk} ⊂ S converging to a. Let x∗k ∈ Γ(xk), the
sequence {x∗k} is bounded and therefore has cluster points. These cluster points are
in ΓlS(a). It follows that Γ
l
S(a) is nonempty.
If Γ˜(a) is a singleton, the equality ΓcS(a) = Γ˜(a) necessarily holds. In the opposite
case, it is enough to prove that any extremal point a∗ of the convex set Γ˜(a) is
actually in ΓlS(a). There exists d ∈ Rn such that 〈b∗ − a∗, d〉 < 0 for all b∗ ∈ Γ˜(a),
b∗ 6= a∗. Since 〈a∗, a〉 = 1, there exists α ∈ R such that 〈a∗, d+αa〉 = 0. Next, since
〈a∗, a〉 = 〈b∗, a〉 = 1, we have
〈b∗, d+ αa〉 = 〈b∗ − a∗, d+ αa〉 = 〈b∗ − a∗, d〉 < 0 ∀ b∗ ∈ Γ˜(a), b∗ 6= a∗. (17)
Set xk = a +
1
k
(d + αa), then 〈a∗, xk − a〉 = 0. Next, take zk ∈ S such that
〈a∗, zk − a〉 > 0 and k2‖xk − zk‖ ≤ 1. Such a zk exists. Let z∗k ∈ Γ(zk). Since Γ is
D-quasimonotone one has
0 ≤ k〈z∗k, zk − a〉 = k〈z∗k, zk − xk〉+ 〈z∗k, d+ αa〉.
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Let z∗ be a cluster point of the bounded sequence {z∗k}, then z∗ ∈ ΓlS(a). Passing
to the limit, one obtains 〈z∗, d+ αa〉 ≥ 0. It follows from (17) that z∗ = a∗.
The following corollaries are immediate consequences of the theorem.
Corollary 6.2 Assume that Γ is D-quasimonotone and S ⊆ dom (Γ) is such that
cl (S) = K. Then, ΓcS is the unique maximal D-quasimonotone point-to-set map
containing Γ on int (K).
Corollary 6.3 Assume that Γ is D-quasimonotone and int (K) ⊆ dom (Γ). Then,
Γ is maximal D-quasimonotone on int (K) if and only if Γc(x) = Γ(x) for all x ∈
int (K).
Next, we turn our interest in maximal cyclic quasiconvexity. In connection with
property 5 of G˜, given G ⊂ E, we introduce the set
G˜c = {(x, x∗) ∈ E : G ∪ {(x, x∗)} is D-cyclically quasimonotone}.
Clearly, G˜c ⊆ G˜, G is D-cyclically quasimonotone if and only if G˜c is so and G is
maximal D-cyclically quasimonotone if and only if G = G˜c.
Thus, given G ⊂ E, one has
G˜c =
⋂
J∈J
{(x, x∗) ∈ E : min[ 〈x∗, a1〉, 〈a∗p, x〉 ] ≤ 1 }, (18)
where J is the family of ordered finite subsets J = {(ai, a∗i )}i=1,···,p of G such that
〈a∗i , ai+1〉 > 1 for i = 1, · · · , p− 1.
Denote by Γ˜c : K
−→−→ K+ be the point-to-set map with graph G˜c. Then, for all
x ∈ K,
Γ˜c(x) =
⋂
J∈J (x)
{x∗ ∈ K+ : 〈x∗, a1〉 ≤ 1, 〈x∗, x〉 = 1 }, (19)
where J (x) is the family of ordered finite subsets J = {(ai, a∗i )}i=1,···,p of G such
that 〈a∗i , ai+1〉 > 1 for i = 1, · · · , p− 1 and 〈a∗p, x〉 > 1.
The following properties are direct consequences of (18) and (19).
1. G˜c is closed.
2. For all x ∈ K, Γ˜c(x) ⊆ Γ˜(x) ⊆ T (x) for all x ∈ K.
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3. for all x ∈ K, Γ˜c(x) is a (may be empty) closed convex set.
4. If G is D-cyclically quasimonotone then G∪ [{x}× Γ˜(x)] is D-cyclically quasi-
monotone.
5. If x ∈ int (K), then Γ˜c(y) is locally bounded in a neighbourhood of x.
6. If x ∈ int (K), then, for all open set Ω ⊃ Γ˜c(x), there exists a neighbourhood
V of x such that Γ˜c(V ) ⊂ Ω.
One says that G ⊂ E is maximal D-cyclically quasimonotone if for any D-
cyclically quasimonotone subset S of E which contains G, one has S = G.
Proposition 6.3 Assume that G is D-cyclically quasimonotone and maximal D-
quasimonotone. Then G is maximal D-cyclically quasimonotone.
Proof: On one hand one has G ⊆ G˜c ⊆ G˜ and on the other hand G = G˜. It follows
that G˜c = G.
The following result is the main tool of the results given later.
Theorem 6.2 [Afriat] Assume that A = {(ai, a∗i ), i = 0, 1, · · · q} is a finite D-
cyclically pseudomonotone subset of E. Then, there exist µi ∈ R and λi > 0,
i = 0, 1, · · · , q, such that for the piecewise linear convex function
f(x) = max
i=0,1,···,q
[µi + λi〈a∗i , x− ai〉 ]
one has f(xi) = µi for all i. It follows that the domain of the conjugate f
∗ of f is
the convex hull of the points λia
∗
i , i = 0, 1, · · · , q.
Theorem 6.3 Assume that Γ is D-cyclically pseudomonotone with dom (Γ) 6= ∅.
Then Γc(x) 6= ∅ for all x ∈ int (K). If in addition Γ(y) ⊂ int (K+) for all y ∈
dom (Γ), then Γ˜c(x) ∩ int (K+) 6= ∅ for all x ∈ int (K).
Proof: Assume for contradiction that x ∈ int (K) with Γ˜c(x) = ∅. The set T (x)
is compact and therefore, in view of (19), Γ˜c(x) is an intersection of compact sets.
Hence, there exist q integer and, for k = 1, · · · , q, Jk(x) = {(aik, a∗ik)}i=1,···,pk ∈ J (x)
such that
∅ = Γ˜c(x) =
⋂
k=1,···,q
{x∗ ∈ K+ : 〈x∗, a1k〉 ≤ 1, 〈x∗, x〉 = 1 }. (20)
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Let A be the family of all points (aik, a
∗
ik). Let f, µik, λik as in theorem 6.2. The
function f is convex piecewise linear. Hence, for any y ∈ Rn, ∂f(y) is nonempty and
contained in the convex hull of the points λika
∗
ik. We deduce that 0 /∈ ∂f(y) ⊂ K+.
In particular, there exist x∗ ∈ K+ and λ > 0 such that λx∗ ∈ ∂f(x) and λ〈x∗, x〉 = 1.
The set A ∪ {(x, x∗)} is D-cyclically pseudomonotone because ∂f is monotone. In
view of (20), there is k ∈ {1, · · · , q} such that 〈x∗, a1k〉 > 1. Take (a0k, a∗0k) =
(x, x∗), then 〈a∗i,k, , a∗i+1,k〉 > 1 for i = 0, · · · , pk − 1 and therefore 〈a∗pkk, x〉 < 1, in
contradiction with Jk ∈ J (x).
In case where Γ(y) ⊂ int (K+) for all y ∈ dom (Γ), then a∗ik ∈ int (K+) for all i, k.
Hence x∗ belongs also to int (K+).
Corollary 6.4 Assume that Γ is maximal D-cyclically quasimonotone and D-cyclically
pseudomonotone. Then dom (Γ) ⊃ int (K).
Proof: If Γ is maximal D-cyclically quasimonotone then Γ˜c = Γ.
Combining the above results with theorem 3.1, we see that the normal cone map
associated to a g-pseudoconvex function is maximal quasimonotone and cyclically
pseudomonotone.
7 Historical comments and references
Quasiconvex functions have been introduced by De Finetti [13], the motivation was
in the modelling of some economic problems, if one can reasonably consider qua-
siconcave utility functions, concavity of these functions is a too strong assump-
tions. Economics is still one of the main applications of generalised convexity,
mainly in consumer and production theories. Generalised monotonicity is also ap-
peared first in economics as a property of the demand map issued from an utility
maximisation problem. Thus the (weak, strong, general) axioms of revealed pref-
erences ([17], [25]) correspond to what has been called after by mathematicians
quasi/pseudomonotonicity and cyclic quasi/pseudomonotonicity. The revealed pref-
erences problem consists in building an utility function from the knowledge of the
demand correspondance. It is still a problem of actuality [15], [11], [14]. Theorem 6.2
is due to Afriat [2].
The introduction of pseudoconvex functions under the form given in (6) is due
to Ponstein [23]. The introduction of pseudomonotone maps to Karamardian [22].
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Since an important literature has been devoted to quasi/pseudoconvex functions and
quasi/pseudomonotone maps. One recent textbook on generalised convex functions
and monotone maps is the reference [16]. In particular, chapter 2 [9] is concerned
with characterizations of generalized convex functions and generalised monotone
maps and chapter 3 [10] with continuity of generalized convex functions.
Borde and Crouzeix [5] were the first to consider normal cones in quasiconvex
analysis and consider what we call in this paper d-pseudoconvex functions. In par-
ticular, they study the continuity of these cones via convex compact generators as
done in this paper. They have been followed by several authors [3], [4], [14].
Theorem 3.1 is due to Chabrillac and Crouzeix [6]. It is of major importance for
the study of continuity properties of quasiconvex functions as shown in [10].
Duality between direct and indirect utility functions has been actively inves-
tigated. See, e.g., Roy [24], Lau [19], Diewert [12], Crouzeix [7, 8], Martinez-
Legaz [20, 21].
Theorems 3.2 and 4.1 are the fruits of discussions between J.-P. Crouzeix and N.
Hadjisavvas.
References
[1] Afriat S. N., Demand functions and the Slutsky matrix, Princeton University
Press, 1982.
[2] Afriat, S., The construction of a utility function from demand data, Interna-
tional Economic Review 8, 1967, 67–77.
[3] Aussel D, Daniilidis A., Normal characterisation of the main classes of quasi-
convex functions, Set–Valued Analysis 8, 2000, 219–236.
[4] Aussel D., Daniilidis A., Normal cones to level sets: and axiomatic approach.
Applications in quasiconvexity and pseudoconvexity, Generalized Convexity and
Generalized Monotonicity, Karlovassi 1999, Lecture Notes in Econom. and
Math. Systems, 502, Springer. Berlin, 2002, 88–101.
[5] Borde J., Crouzeix J.-P.,Continuity of the normal cones to the level sets of quasi
convex functions, Journal of Optimization Theory and Applications 66, No 3,
1990, 415–429.
24
[6] Chabrillac Y., Crouzeix J.-P., Continuity and differentiability properties of
monotone real functions of several variables, Mathematical Programming Study
30, 1987, 1–6.
[7] Crouzeix J.-P., Duality between direct and indirect utility functions, differentia-
bility properties, Journal of Mathematical Economics 12, 1983, 149–165.
[8] Crouzeix J.-P., La convexite´ ge´ne´ralise´e en e´conomie mathe´matique, Proceed-
ings of the 2003 MODE Conference, J.-P. Penot editor, ESAIM Proceedings,
Vol. 13, 2003, 31–40.
[9] Crouzeix J.-P., Criteria for generalized convexity and generalized monotonicity
in the differentiable case, Chapter 2 in the Handbook of Generalized Convexity
and Generalized Monotonicity, Nonconvex optimization and its Applications,
vol. 76, Springer, 2005, 89–119.
[10] Crouzeix J.-P., Continuity and differentiability of quasiconvex functions, Chap-
ter 3 in the Handbook of Generalized Convexity and Generalized Monotonicity,
Nonconvex optimization and its Applications, vol. 76, Springer, 2005, 121–149.
[11] Crouzeix J.-P., Rapcsa´k T., Integrability of pseudomonotone differentiable maps
and the revealed preference problem, Journal of Convex Analysis 12, no 2, 2005,
431–446.
[12] Diewert W. E., Duality approaches to microeconomics theory, in Handbook of
Mathematical Economics vol. 2, Arrow K. J. and Intrilligator M. D. eds, North
Holland Publishing Company, 1982, 535–599.
[13] De Finetti B, Sulle stratificazioni convesse, Ann. Math. Pura Appl. 30, 1949,
173–183.
[14] Eberhard A., Crouzeix J.-P., Existence of Closed Graph, Maximal, Cyclic
Pseudo-Monotone Relations and Revealed Preference Theory, Journal of In-
dustrial and Management Optimization, Vol. 3, no 2, 2007, 233–255.
[15] Fostel A., Scarf H., Todd M., Two New Proofs of Afriat¨ı¿1
2
s Theorem, Economic
Theory 24, 2004, 211-219.
25
[16] Hadjisavvas N., Komlosi S. and Schaible S. eds, Handbook on Generalized
Convexity and Generalized Monotonicity, Nonconvex optimization and its Ap-
plications, vol. 76, Springer, 2005.
[17] Houthakker H. S., Revealed preference and the utility function, Economica 17,
1950, 159–174.
[18] Kihlstrom R., Mas Colell A. and Sonnenscheim H., The demand theory of the
weak axiom of revealed preference, Econometrica 44, 1976, 971–978.
[19] Lau L. J., Duality and the structure of utility functions, Journal of Economic
Theory 1, 1970, 374–396.
[20] Mart´ınez-Legaz J.-E., Duality between direct and indirect utility functions under
minimal hypotheses, Journal of Mathematical Economics 20, 1991, 199–209.
[21] Mart´ınez-Legaz J.-E., Generalized convex duality and its economic applications,
Chapter 6 in the Handbook of Generalized Convexity and Generalized Mono-
tonicity, Nonconvex optimization and its Applications, vol. 76, Springer, 2005,,
237–292.
[22] Karamardian S., Complementarity over cones with monotone and pseudomono-
tone maps, Journal of Optimization Theory and Applications 18, 1976, 445–454.
[23] Ponstein J, Seven kinds of convexity, SIAM Review 9,1969, 115–119.
[24] Roy B., De l’utilite´, Paris, Hermann, 1942.
[25] Samuelson P.A., Consumption theory in terms of revealed preference, Econom-
ica, 1948, 243–253. Also in Utility theory: a book of readings, A. N. Page editor,
John Wiley & Sons, New York, London, Sydney, 1968, 149–159.
26
