In this paper, a two-item continuous-review inventory system is studied. Demands for item 1 and item 2 occur at epochs generated by independent Poisson processes. In addition to the standard cost structure, there is economy of scale in joint replenishment. For the continuous joint replenishment problem, the literature proposes the can-order policy. Under this policy, an order is triggered by item 1 at its demand epoch, when its inventory position falls to its reorder level. In this situation, if the inventory position of item 2 is at or below its "can-order" level, item 2 is also included in this order and a discounted fixed ordering cost is charged for it. As a result, the inventory positions of both items are raised to their respective order-up-to levels. Reciprocally, the same procedure is valid at the demand epoch of item 2. In this study, this two-item inventory system is modeled as a semi-Markov decision process and a simple enumeration algorithm is proposed for its solution. We show that previous formulations of the problem do not necessarily converge to the best can-order policy by providing numerical examples.
Introduction
The joint replenishment problem requires the coordination of several products in a warehouse or the coordination of several locations for a single commodity. Consider a system where a product is supplied by a unique source, from which all locations must order. The locations could order separately, but joining their orders may reduce their transportation costs. Thus, there is economy of scale in joint replenishment. In multi-product systems, joint replenishment offers similar advantages. It allows reducing transportation and/or ordering charges by coordinated replenishment. Orders are combined when products are supplied from the same source. In this sense, multi-location systems and multiproduct systems are fundamentally identical. There are distinctions in detail eventually but these are superficial. Thus, we adopt the term "multi-item model" and use it throughout the paper.
In the traditional formulation of the joint-replenishment problem, a continuous-review multi-item inventory system is considered. Demands for the items are generated by independent Poisson processes. Excess demand is backlogged and replenishment requires a known and constant leadtime. There is a major ordering cost associated with a replenishment of the family. In the procurement context, this is the * Corresponding author fixed cost of placing an order for the family of items, regardless of the size or composition of the order. On the other hand, for each individual item included in the replenishment, an item-specific ordering cost is also added. The objective is to minimize the long-run average cost per unit time.
In this paper, we consider the same problem for two items and model the underlying dynamics as a semi-Markov decision process. Restricting attention to only two items means that we can solve for the policy parameters without decomposing the problem and hence avoid the errors that decomposition might introduce. Indeed, our aim is to be able to quantify the errors introduced by the decomposition approach. Using numerical examples, we show that this error could be significant. Ignall (1969) discovered, through numerical experiments, the optimal coordinated ordering policy, which minimizes the sum of ordering and inventory holding costs for a twoitem inventory system under a lost sales scenario. The optimal policy obtained by Ignall (1969) is parameter specific and he could not offer a generalization of the solution. Nevertheless, his results show that the form of the optimal policy fails to have a simple form and motivated other researchers to restrict their attention to classes of policies which are simple and "implementable".
The can-order policy as a simple coordinated control rule was introduced by Balintify (1964) and Silver (1974) . This 0740-817X C 2008 "IIE"
The stochastic joint-replenishment problem 85 control rule is characterized by three parameters, reorder level s j , can-order level c j , and order-up-to level S j for item j, with s j ≤ c j < S j . An order is triggered by item j when its inventory position falls to or below the reorder level. In this situation, the inventory positions of other items are inspected. Any item for which the inventory position is at or below its can-order level, is also included in the order. As a result, the inventory positions of all items included in the order are raised up to their order-up-to levels. Silver (1974) seems to be the first author to suggest a heuristic for finding can-order policy parameters by decomposing the problem into many single-item problems with normal and special replenishment opportunities under the unit Poisson demands and positive leadtimes. Thompstone and Silver (1975) extend that approach to compound Poisson demand and zero leadtimes. Silver (1981) revisits the problem of finding canorder policy parameters and describes a procedure for nonzero leadtimes. Federgruen et al. (1984) model the can-order policy as a semi-Markov decision problem with compound Poisson demands and positive leadtimes. Consideration of the dimensionality of the state space allowed Federgruen et al. (1984) to decompose the multi-item model into single-item problems. The underlying idea in this decomposition method is that the whole system is indeed some kind of a superposition of single items. When this decomposition method is used, one searches for solutions of the single-item model and then extends this solution, to the multi-item case. We also formulate the problem similarly but we argue that the decomposition approach may introduce substantial errors and hence by restricting attention to two items, we provide a formulation without decomposition.
At this juncture, by considering unit Poisson demand and assuming quasi-convex expected inventory holding and shortage costs, Zheng (1994) shows that the single-item canorder policy is optimal. However, the result has not yet been extended to multiple items. The decomposition method of Federgruen et al. (1984) results in a near-optimal solution.
Indeed using the decomposition method to determine the can-order policy, one has to assume two distinct and independent replenishment opportunities for each item. There is the opportunity created by the demand process of the item itself and also a special replenishment opportunity at a promoted fixed order cost. Federgruen et al. (1984) assume that these special replenishment opportunities also follow a Poisson process. This is only an approximation of the real scenario. Atkins and Iyogun (1988) question the quality of the solutions found under the can-order policy for realistically sized problems. They refer to Ignall (1969) to highlight that can-order policies are not optimal; meanwhile they accept that the performance of these policies has been good on small problems. Furthermore, they introduce a new lower bound on the cost of the optimal policy as a comparison tool. They show that the "lower bound is a long way below the cost of can-order policy". In order to answer the questions of whether the bound is weak and whether the can-order policy can be considerably improved, they propose two "periodic" replenishment policies which are fairly easy to implement in practice. Their various numerical experiments coincide with their expectations about the canorder policy. They are able to state that the performance of their modified periodic policy compared with the canorder policy improves as the major ordering cost increases. However, the can-order policy parameters they refer to, as found by the method of Federgruen et al. (1984) , are already suboptimal among all possible can-order policy parameters. Pantumsinchai (1992) suggests another simple continuous control policy, called the QS policy, for the same problem. When the group demand exceeds Q, inventory positions of all items are raised up to S. In a numerical study, in most of the cases this policy is shown to outperform the can-order policy whose parameters are computed by the method of Federgruen et al. (1984) . Schultz and Johansen (1999) focus once again on the can-order policy. They assume that special replenishment opportunities are not distributed according to a Poisson distribution but rather the discount opportunities are a superposition of the discount opportunity processes generated by all items except item j. They also reject the assumption that discount opportunities are independent of the behavior of item j. They approximate this lack of independence by using the discount process generated by all items as the process of potential discount opportunities for item i. Evidently, the special opportunities generated by item i itself are fictive while discount opportunities that item j generates for other items are real. Under these assumptions, they propose a decomposition approach to find the parameters of the can-order policy. Specifically they assume that the waiting times between epochs of replenishment are r -Erlang distributed. They use policy iteration supported by simulation to find the can-order policy parameters.
Their numerical results show that for large values of the major fixed cost, the Atkins-Iyogun algorithm (Atkins and Iyogun, 1988) performs better than all can-order algorithms. However, the can-order policy parameters they refer to are once again computed either via their proposed decomposition algorithm or the decomposition algorithm of Federgruen et al. (1984) .
Van Eijs (1994) also points out that the algorithms to determine can-order policy parameters (up to 1994 and still) are only approximate and there are better can-order parameters that the current algorithms cannot converge to. He argues that when the major ordering cost is large, canorder policy parameters will be of the type (s, S − 1, S) and develops a method to find the parameters s and S under this assumption. He shows that can-order policies are at least as good as other coordinated replenishment policies (namely those of Atkins and Iyogun (1988) and Pantumsinchai (1992) ) under this setting.
In this paper, for the two-item stochastic joint replenishment problem we try to find a better can-order policy than those that are reported in the literature. We also formulate the problem as a semi-Markov decision process but we do not use decomposition. In the two-item inventory system, it is clear that a special replenishment opportunity for an item in fact corresponds to the demand epoch for the other item. If one does not use decomposition, the state space in the underlying semi-Markov decision process becomes large and policy iteration becomes more complex. However, by restricting attention to only two items the problem is still tractable. We use the two-item restriction and come up with a search algorithm (instead of policy iteration) to find better can-order policy parameters under unit Poisson demands and positive leadtimes. Using numerical examples we show that our approach consistently outperforms the heuristic approach of Federgruen et al. (1984) . Particularly, as the major setup cost increases the difference in expected total cost increases in our favor. A downside of our approach is that we can only solve two-item problems. Although it comes as no surprise that there are better can-order policy parameters than those that are found by various heuristics suggested in the literature, the question "how much better?" is still open and a brief highlight is provided in this paper.
The rest of the paper is organized as follows. In Section 2 we present the elements of the semi-Markov decision process and the solution method we propose. In Section 3, we present numerical results in an experimental study and we conclude in Section 4. 
Modeling
We consider a two-item inventory system. Demand for item 1 is generated by a Poisson process with rate λ and demand for item 2 is generated by a Poisson process with rate µ. The inventory is reviewed continuously. There exist nonnegative constant leadtimes (L 1 > 0 and L 2 > 0). Holding costs, h j > 0 and backorder costs, p j ≥ 0 are incurred at rates proportional to inventory on hand just after a possible replenishment. Finally, π j ≥ 0 are one-time-incurred fixed penalty costs for each unit not delivered immediately from the inventory.
The can-order policy has three parameters (S j , c j , s j ) for each item j. Whenever the inventory position (on hand plus in transit less backorders) of an item reaches its reorder level s j it is ordered up to S j at a fixed ordering cost of K > 0. During this normal replenishment opportunity, if the inventory position of another item j is below its can-order level, c j , this is a special replenishment opportunity for item j and it is also ordered up to S j at a reduced ordering cost κ (0 ≤ κ ≤ K). Figure 1 shows a realization of the can-order policy for two items. As the system is not decomposed into two separate one-item inventory systems in this study, R = (R 1 , R 2 ) denotes the can-order policy where R 1 = (s 1 , c 1 , S 1 ) and R 2 = (s 2 , c 2 , S 2 ). Note that in Fig. 1 , t 1 and t 3 are regeneration points whereas t 2 is not such a point.
The long-run average cost per unit time is taken as the performance measure for a given policy. For this criterion, elements of the semi-Markov decision model for the two-item joint replenishment problem are defined. Decision epochs are constituted by the demand epochs of the items. The state space is given by
(1)
Here (i 1 , i 2 ) reflects the situation where a demand has just occurred leaving an inventory position of i 1 units for item 1 and an inventory position of i 2 units for item 2. At each decision epoch, a decision (k 1 , k 2 ) is specified where (k 1 , k 2 ) denotes the inventory positions of item 1 and item 2, respectively just after a possible replenishment. Note that as i 1 and i 2 correspond to the inventory positions for items where a demand has just occurred, the specification of the demand epoch is not important.
Since demands for items are Poisson and independent, the time between consecutive decision epochs are independent and exponentially distributed with mean (λ + µ) −1 . The next decision epoch is generated by a demand for item 1 with probability λ(λ + µ) −1 or by a demand for item 2 with probability µ(λ + µ) −1 .
Let P (i 1 ,i 2 )(k 1 −1,k 2 ) (k 1 , k 2 ) be the one-step transition probability that starting at state (i 1 , i 2 ), the decision (k 1 , k 2 ) is specified which results in state (k 1 − 1, k 2 ). Similarly,
is the one-step transition probability that starting at state (i 1 , i 2 ), the decision (k 1 , k 2 ) is specified which results in state (k 1 , k 2 − 1). These probabilities are given as follows:
(2)
The inventory system can be represented by a denumerable state semi-Markov decision model once the cost components are included. Let t R (i 1 , i 2 ) be the expected time until the next regeneration state if policy R is used when starting in state (i 1 , i 2 ), and let k R (i 1 , i 2 ) be the total expected costs incurred until the first return to the regeneration state when starting in state (i 1 , i 2 ) and using policy R. Finally, let g R be the long-run average cost of using policy R. It is possible to use a control rule which may be quite complicated, for example, its actions may depend on the whole history of the system. However, without loss of generality, due to the memoryless property of exponentially distributed interarrival times (time between two successive demand epochs) and stationarity of problem parameters, we can restrict attention to stationary control rules which prescribe the same actions whenever the system is observed in state (i 1 , i 2 ) at a decision epoch.
By fixing a stationary policy R, denote by X n the state of the system at the nth decision epoch. Under policy R, the embedded stochastic process X n is a discretetime Markov chain with one-step transition probabilities P (i 1 ,i 2 )(k 1 −1,k 2 ) (k 1 , k 2 ) and P (i 1 ,i 2 )(k 1 ,k 2 −1) (k 1 , k 2 ) .
Since excess demand is backlogged and leadtimes are constant, the inventory on hand for item j at any time t + L j is distributed as the inventory position at time t mi-nus the total demand during a period of length L j . Letting {τ n } be the sequence of the decision epochs, the inventory position just after τ n determines the inventory on hand at time τ n + L j . Therefore, as in Federgruen et al. (1984) , when choosing decision (k 1 , k 2 ) at epoch τ n , a fixed ordering costs of an order is charged along with c 1 (k 1 ) and c 2 (k 2 ) representing the expected holding and shortage costs incurred in
Hence the one-step expected costs of items are
where δ(j) = 0 for j ≤ 0 and δ(j) = 1 for j ≥ 1.
To derive the one-step expected holding costs c j (k j ), j = 1, 2, we note that the probability distribution of the total demand during the replenishment leadtime L is again the Poisson distribution which is given by {r (i), i ≥ 0}. Thus, c 1 (k 1 ) can easily be computed from:
and c 2 (k 2 ) can be computed similarly.
Remark 1. The cost function is a special case of the one given in Federgruen et al. (1984) for unit size demands. However, the recursive formula in that paper had a small error for k 1 = 1 and k 2 = 1, which is fixed here.
This completes the specification of the semi-Markov decision model. Now, we need to determine the expected costs of a given policy. For a can-order policy R, the average cost g R has to be determined. The long-run average cost per unit time is equal to the expected total cost during one cycle divided by the expected length of one cycle by the renewal reward theorem:
To determine these expectations, it is necessary to condition on the state of the system at the first decision epoch after time 0. This decision epoch is a demand epoch for item 1 with probability λ(λ + µ) −1 and a demand epoch for item 2 with probability µ(λ + µ) −1 . The order of events is depicted in Fig. 2 in a general form. Note that the occurrence of the demand and the time at which the demand is satisfied are simultaneous. Thus, the state of the system (i 1 , i 2 ), corresponds to the inventory position of items where a demand has just occurred (c.f. Equation (1)). Note that in the state where the inventory system makes the transition, the inventory position of item 1 and item 2 are compared to s 1 and s 2 , respectively by a strict equality. As a matter of fact, when a demand occurs for an item, its inventory position cannot drop below its reorder level since the inventory system is monitored continuously and the inventory position decreases only by one unit due to Poisson demands.
Consider the case where the initial state is (s 1 + 1, i 2 ) with i 2 > s 2 . As the action in that state is to do nothing, then with probability λ(λ + µ) −1 the inventory position of item 1 drops by one unit and the next decision epoch is the decision epoch of item 1 (i.e., (s 1 , i 2 )). Evidently this state will not be a regeneration state if i 2 > c 2 in which case only an order is triggered for item 1. A symmetric argument is also valid for item 2 when the system starts at (i 1 , s 2 + 1). Using these two arguments, the following two propositions are used to calculate the expected time and expected total cost until the next regeneration state. Proposition 1.
Proof. Consider the case where i 1 > s 1 and i 2 > s 2 . It clearly does not satisfy regeneration conditions and the decision is to make no replenishments. Hence it will take 1/(λ + µ) time units in expectation to the next decision epoch, which is a demand epoch for item 1 with probability λ(λ + µ) −1 and a demand epoch for item 2 with probability µ(λ + µ) −1 . From that point on, the expected time it takes until the next regeneration state is conditioned upon the realized state ((i 1 − 1, i 2 )) or (i 1 , i 2 − 1) with the respective probabilities. The last two cases correspond to stopping conditions.
In Proposition 1, we have not specified the expected time until regeneration for states (s 1 , i 2 ) [(i 1 , s 2 )] where i 2 > c 2 [i 1 > c 1 ]. At this state, the inventory position of item 1 [item 2] is raised up to S 1 [S 2 ] while the other item's inventory position does not change. With the specified time-line, we can safely assume that the system makes an immediate transition to the state (S 1 , i 2 ) [(i 1 , S 2 )]. Therefore, we have:
The result of Equations (4)-(6) is a system of (S 1 − s 1 + 1)(S 2 − s 2 + 1) linear equations with (S 1 − s 1 + 1)(S 2 − s 2 + 1) unknowns and can be solved simultaneously by traditional methods of linear algebra.
The total expected cost incurred in a single regeneration cycle can be expressed as in the following:
Proof. The proof is similar to the previous one. If state (i 1 , i 2 ) does not satisfy regeneration conditions, it will cost c 1 (i 1 ) + c 2 (i 2 ) until the next decision epoch and further costs are incurred based upon the realization of the next state. If the state satisfies regeneration conditions, then it will cost K + κ to order both items.
If item 1 [item 2] triggers a replenishment while item 2 [item 1] inventory is more than its can-order level c 2 [c 1 ], then only major ordering cost K is incurred and the system makes an immediate transition to the state (S 1 , i 2 ) [(i 1 , S 2 )]: Therefore, we can write:
As a result of Equations (7)-(9), we also obtain (S 1 − s 1 + 1)(S 2 − s 2 + 1) simple linear equations with (S 1 − s 1 + 1)(S 2 − s 2 + 1) unknowns which are similar to the waiting time calculations. These two systems of linear equations are similar in nature and can be solved in the same way.
Therefore, for a given can-order policy, R, we can compute the long-run average expected cost g R in a straightforward manner. We do not pursue a policy iteration approach in this paper mainly because we are not sure whether the policy iteration is going to converge to the best can-order policy. Instead, we propose an enumerative approach for all possible policies R.
Any generalization of our model to other demand functions lacking the memoryless property requires an increase in the dimension of the state space. We then need to keep track of the time spent since the last demand epoch for each item. This would rapidly increase the complexity of the problem. However, we can still extend our model to compound Poisson demands. First we redefine s j as the inventory position of item j when it is at or below its reorder level. Furthermore, we have to modify the transition probabilities as follows:
for n = 0, 1, · · · , k 1 − s 1 − 1,
where λ [µ] is the rate of the Poisson process which generates the demand epoch for item 1 [item 2], and r j (n) is the discrete probability distribution of the non-negative random demand size for item j. With this argument, we can extend Propositions 1 and 2 which are fundamental to find the average cost of any policy. However, we will not further investigate this issue in this paper since we are not after a general method to find can-order policy parameters.
Computational results
We compare our results to those of Federgruen et al. (1984) . We have coded their algorithm (hereafter referred to as the FGT algorithm) along with ours. As opposed to Federgruen et al. (1984) , this paper does not propose a general algorithm to find the optimum can-order parameters. However, we do propose a direct enumeration algorithm (ENUM), which is shown in Fig. 3 . This is a typical enumeration algorithm. For the search spaces of both items, the outer two loops are used for mustorder (s j ) and order-up-to levels, (S j ), respectively. In the most inner loop, can-order level (c j ) is processed from mustorder level to order-up-to level minus one. In our numerical analysis we selected the bounds of the search which are a fixed percentage away from what Federgruen et al. (1984) calculate. The idea is to find whether there is a better canorder policy than the one the FGT algorithm has just found.
Thirty six experiments were conducted in this manner. In order to gain better insight about the behavior of the two algorithms when the problem parameters change, the experiment was conducted only on problems whose items have equal holding cost, leadtime and penalty cost π . The guide- lines suggested by Pantumsinchai (1992) were followed in selecting the cost parameters. In all problems, µ = 1, h j = 1, L j = 2, π j = 10, i = 1, 2. The remaining three parameters p j , major ordering cost K and λ were changed in three levels. The results are given in Table 1 . Another set of experiments were performed by changing the minor ordering cost, κ, and these results are shown in Table 2 .
We observe that ENUM consistently performs better than the FGT algorithm and the percentage difference varies from 1 to 10%. Indeed these differences can be grouped into three classes: 1, 2.5 and 9%. Further analysis reveals that these groups correspond to different levels of major ordering cost K: three, ten and 100, respectively. As the major ordering cost K increases, the difference increases significantly. This is due to the decomposition assumption used in Federgruen et al. (1984) . As has been already noted in the literature, when K is large the probability of a special 1, 9, 14) (1, 7, 11)
FGT cost = optimal cost of FGT. FGT par. = can-order policy parameters for FGT (upper one is for item 1 and the lower one is for item 2). ENUM cost = optimal cost of ENUM. ENUM par = can-order policy parameters for ENUM (upper one is for item 1 and the lower one is for item 2). % diff. = percentage difference between FGT cost and ENUM cost. replenishment opportunity will be low at the start and high at the end of a cycle which contradicts the Poisson arrivals assumption (Pantumsinchai, 1992, p. 292) . However, in our numerical studies, even when the major-ordering-cost to minor-ordering-cost ratio is as high as 100 we did not encounter any (s, S − 1, S) policy that yields the best cost as Van Eijs (1994) would lead us to believe. With respect to changes in penalty cost p 1 and λ parameters, the difference between the two models is relatively minor. However, it seems that the gap closes slightly as the demand for item 1, λ, increases.
For the experiments reported in Table 1 , the minor ordering cost is somewhat comparable to other parameters. The question arises of what happens if the minor ordering cost increases with respect to other parameters? Results shown in Table 2 attempt to answer this question. The ratio of κ/K is the same as in experiments 4-6, 13-15 and 22-24, where the average cost difference between the two algorithms is 3%. For experiments 28-36 the difference increases suddenly to 7% on the average. This implies that if order cost parameters are relatively higher than other parameters, then the results obtained using the FGT algorithm become significantly worse.
Another important point worth noting is that even if the FGT algorithm finds the same policy parameters as ENUM, its average cost may differ significantly to what ENUM finds! The experiments 1, 2, 4, 10, 20 and 22 in Table 1 reveal this fact. The difference can be as high as 3%. This is another drawback of the decomposition principle employed in that paper. This may be the reason for the difference in simulated costs and computed costs stated frequently in the literature about FGT's performance (Pantumsinchai, 1992; Van Eijs, 1994; Schultz and Johansen, 1999) .
Conclusions
In this paper, a two-item inventory system with coordinated replenishment is modeled as a semi-Markov decision model and controlled by the can-order policy. The main objective here is to describe the system without decomposing it into two single-item inventory systems. Since the dimension of the state space is larger than the single-item inventory problem, the operating characteristics necessary to search for a rule that minimizes the long-run average cost per unit time are considerably more complicated than the decomposition approach.
The two-item problem is solved using an enumerative approach to investigate the best solution in the class of canorder policies. It is shown that the policy iteration algorithm of Federgruen et al. (1984) does not always converge to the best can-order policy. Furthermore, even if it does, it overestimates the cost of the policy. The cost difference can be as high as 10% in this two-item setting. The difference is likely to increase with a higher number of items.
Therefore, more research is justified to find the best parameters for the can-order policy.
