Beauty is always an attractive topic in the human society, not only artists and psychologists, but also scientists have been searching for an answer -what is beautiful. This paper presents an approach to learning the human sense toward facial beauty. Different from previous study, the human sense is represented by a label distribution, which covers the full range of beauty ratings and indicates the degree to which each beauty rating describes the face. The motivation is that the human sense of beauty is generally quite subjective, thus it might be inappropriate to represent it with a single scalar, as most previous work does. Therefore, we propose a method called Beauty Distribution Transformation (BDT) to covert the k-wise ratings to label distributions and propose a learning method called Structural Label Distribution Learning (SLDL) based on structural Support Vector Machine to learn the human sense of facial beauty.
Introduction
For centuries, artists and psychologists have been fascinated by the secret of beauty [Cross and Cross, 1971; Dion et al., 1972; Alley and Cunningham, 1991; Pallett et al., 2010] , and recently, computer scientists took part in as well. They produced human-like machines to predict facial attractiveness, which can help to learn the elements affect human sense towards facial attractiveness [Eisenthal et al., 2006; Kagian et al., 2006; Gray et al., 2010; Nguyen et al., 2012] .
There are some well known theories, such as "beauty is in the eye of the beholder", which suggests individual attractiveness varies from person to person, because of the difference of age, sex, culture, historical era, or personal history. However, several studies demonstrate high cross-cultural agreement in facial attractiveness [Cunningham et al., 1995] , which suggests that some specific features can lead to an attractive face, especially with the opinion that 'golden ratio' and 'symmetry' can optimize the attractiveness [Pallett et al., 2010; Jones et al., 2001] . * Corresponding author.
In essence, most of the previous work by scientists, can be described as geometric or landmark feature methods, which mainly focus on landmark selection and features extracting. Aarabi et al. [2001] built a classification system based on 8 landmark ratios and collected a dataset of 80 images. Eisenthal et al. [2006] built two datasets of 92 images, and used an ensemble of features that include landmark distances and ratios. Later, Gray et al. [2010] presented a regression method using a hierarchical feed-forward model without the landmarks. Nguyen et al. [2012] considered this problem by multiple modalities like face, dressing and voice. They proposed a Dual-supervised Feature-AttributeTask network and collected a Multi-Modality Beauty dataset, containing 1240 female instances. Xie et al.[2015] collect a novel face dataset with attractiveness ratings, namely SCUT-FBP dataset. Moreover, some specific work on portraits or selfies has been explored [Kalayeh et al., 2015; Redi et al., 2015] , which considers not only the beauty of face, but also the aesthetic value.
To get the ratings, most previous work uses absolute ratings where some raters are presented with one image at a time and asked to give a score in certain range with a rule that the higher score means more attractive. As mentioned above, the range is 1-4 in [Aarabi et al., 2001] and 1-7 in [Eisenthal et al., 2006] . This form of ratings requires a number of raters to rate each image, in order to gather their opinions that is close to the fact. Then the median or the average of these ratings is regarded as the label of the image.
However, as human sense toward beauty is a subjective property, a single scalar value is insufficient to capture the true nature. Take two instances in SCUT-FBP dataset as the example, which is shown in Figure. 1. Though the two pictures have the equal average and median value, the raters do not perceive them equally. They rate the first picture more inconsistently than the second one, and some of them even rate two extremes. If the average or the median value is used to label these two pictures, we will lose the detail of the human sense, and regard the two pictures as the same. So, in this paper, we use the label distribution [Geng, 2016] to represent the human sense. The label distribution covers the full range of labels and indicates the degree to which each label describes the instance. Taking Figure 1 as an example, the five levels of attractiveness can be regarded as the labels, and the ratio of the raters labeling a certain level over the whole raters can be seen as the degree of that label describes the image. Representing facial beauty by label distribution has three advantages: firstly, it contains more information of the ratings, thus the description is closer to the true nature; secondly, with the fully description, it can well reflect the subjective property of human sense, and records the consistent and inconsistent among different individuals; last but not least, because of the closer to the nature and the fully reflection of the subjective property of human sense, it helps build a model to learn the human sense.
There are some shortages of the absolute ratings, i.e.,the ratings given by too few raters maybe highly biased, which cannot represent the general opinion; the order of presenting the images may affect the raters, e.g., when a more attractive image is showed before a less attractive one, the latter might get a lower score than showed after an equal or less attractive one; the raters may be affected by aesthetic fatigue when rate a large number of images. So, Gray et al. [2010] applied pairwise comparison for attractiveness study, which presents two pictures at one time and asks raters to choose the prefer one. Nguyen et al. [2012] proposed a k-wise comparison method, which presents k images each time instead of two for a quicker collection. The raters are asked to rank these k images from the most attractive to the least attractive. Then they convert the comparisons into absolute scores by some methods. The scores are regarded as the label of the image.
In this paper, for the datasets containing the whole ratings of the raters, we regard each beauty level as a label in the label distribution, and the ratio of the raters giving a specific rating over the total number of the raters as the descriptor degree of the labels. As for the datasets where only k-wise comparison results are available, we propose an algorithm called Beauty Distribution Transformation (BDT) to convert the comparisons to label distribution. Then we build a model of label distribution learning (LDL), which is a learning process on the instances labeled by label distribution. Different from the previous LDL algorithms where a label distribution is always regarded as a conditional probability, we regard the label distributions as a structure and propose a learning method called Structural Label Distribution Learning (SLDL) based on the structural SVM to learn a label distribution model that considers the correlation among labels.
The main contributions of this paper can be summarized as follows.
• Apply label distribution to represent the human sense of beauty, which matches the nature of the subjective human sense better.
• Propose a novel method to covert the k-wise comparisons to label distributions.
• Propose Structural Label Distribution Learning (SLDL) based on structural SVM to predict human sense toward facial beauty. The rest of this paper is organized as follows. Section 2 introduces the label distribution representation for facial beauty and the BDT algorithm of converting the comparisons to label distributions. Section 3 proposes the SLDL algorithm for the prediction task. Section 4 reports the experimental results. Finally, a conclusion of this work is made in section 5.
Label Distribution Representation
Different from the previous studies, we use the label distribution to represent the human sense of facial image. Because the human sense is a quite subjective property, and a scalar can not fully describe the inconsistent among the individuals. The label distribution covers the whole possible labels, and assigns a real number to each label called description degree, representing the degree to which the label describes the instance.
In this work, the image is denoted by x, and the particular n-th image is denoted by x n . The label y can be regarded as the degree of attractiveness, which is assumed to be five levels, i.e., "excellent", "good", "fair", "ordinary", and "poor", corresponding to the numerical beauty labels of 5, 4, 3, 2, and 1, respectively. The particular l-th label is denoted by y l , and its description degree to the instance x n is denoted by d
, and all the labels in set can always fully describe the instance , thus l d
where c is the number of possible label values and equals to 5 in this work.
As mentioned before, the labels of the images are generally collected by two rating methods, the absolute methods and the comparison methods. For the datasets collected by the absolute methods, which contain the whole ratings given by the raters, we compute the label distributions by Eq. (1), assuming that the number of raters is large enough to be representative.
where m (n) denotes the total number of raters giving ratings
indicate the label of x n given by the i-th rater, I(·) is the indicator function, which returns 1 if r (n) i equals to y l , returns 0 otherwise.
As for the dataset collected by the comparison methods, if the dataset contains k-wise comparisons, we first convert Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence them into k 2 pairwise preferences by listing all the potential pairs, e.g., when k is 10, we can obtain 45 pairwise preferences. Since label distribution shares the same constraints with probability distribution, d y x can be regarded as a form of conditional probability, i.e., d y x = P (y|x). Then the problem of converting pairwise preferences to label distributions can be seen as a joint probability problem. We apply the Log Maximum Likelihood estimation to solve this problem as follow,
Suppose the total number of instances is N , and the pairwise preferences are contained in the set S. Each pair in S can be recorded as a form of (i, j), which means the rater prefer x i to x j . P (x i x j ) stands for the probability of the human sense that prefer x i to x j . It can be computed as a joint probability that considers all the conditions, where x i is rated a higher level/label y p than the level/label y q that x j is rated. With the definition of the description degree, we limit d Considering the theory "high cross-cultural agreement in facial attractiveness" [Cunningham et al., 1995] , we add a regularization term of the variance values of the label distributions of beauty, to punish too much inconsistency of the human sense while learning from the pairwise preferences,
where v(d n ) computes the variance of all the labels assigned by the raters to the n-th image, and λ controls the tradeoff between the main target function and the regularizing term. This algorithm is named as Beauty distribution Transformation (BDT) algorithm, and solved by BFGS [Malouf, 2002] . Because BFGS avoids explicit calculation of the Hessian matrix and performs much more efficiently than standard gradient descending methods.
Structural Label Distribution Learning
The main purpose of our work is to train a model that maps from the image to the label distribution. In most previous work [Geng, 2016; Geng and Xia, 2014; Geng et al., 2013] , the description degree is regarded as a form of conditional probability, i.e., d y x = P (y|x), and a parametric model p(y|x; θ) is learned. However, there is some correlation among the labels in this work, e.g., when one rater gives a certain rating, it is highly possible that the other raters will give the ratings similar to the former rating; take the absolute rating into consideration, one rater may rate slightly different because of the order of showing pictures or some other influence factors that mentioned before. Thus, we take
yc x } as a special structure, which can be learned simultaneously in order to make use of the correlation. Then the problem of structural label distribution learning can be formulated as follow, Let X = R b denotes the input space and Y = {y 1 , y 2 , · · · , y c } denotes the complete set of labels. d 
the goal of structural label distribution learning is to learn a structural function f : X −→ V from D. Suppose a discriminant function F : X × V −→ R over the input and output pairs. Ideally, it achieves the maximum when d is the true label distribution of the input x. Assuming F is linear in some combined feature representation of x and d, represented as ψ(x, d),
The specific form of ψ(x, d) is based on the nature of the task and will be introduced later. Then the hypotheses f is formulated as,
where w denotes a parameter vector. The goal of structural label distribution learning is to find the w that can maximize F as the label distribution is close to the d i , given the instance x i . So, the purpose of our algorithm is to minimize the risk,
where (d, d) quantifies the loss associated with a prediction d, if the true label distribution is d. h(x, y) denotes the data generating distribution. We assume that h is unknown, but the pairs of input x and the corresponding output d are generated from the training set D according to h is given. We solve this problem by a structural Support Vector Machine [Joachims et al., 2009 ] with 1-slake formulation: min
s.t.
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, ξ is a slack variable, and C controls slackness. As ψ(x, d) is a combined feature representation of x and d, we divide it into two parts, following the work in [Wu et al., 2011] . The first part reflects the correlation between the input features and the output label distributions,
where ⊗ is the tensor product, which computes all the possible combinations of x and d y x in each dimensional. The second part describes the interaction among basic rating distributions,
Just like the form of tensor product, it computes all the possible combinations between two d
There are various distance measures that are applicable to compare two distribution [Cha, 2007] . In this task, we choose the widely used measure, the Euclidean distance as the loss
Of course, other distance measures can also be applied depending on the dataset and the task. The key challenge in solving Eq. (7) is the infinite number of constraints. As V is defined as a space spanned by all possible d's, there are infinite conditions that can match the constrains. Following [Joachims et al., 2009], we apply a cutting-plane method to solve this problem. The cuttingplane method is implemented as a variable selection approach, which helps us build a polynomially-sized subset Q of the infinite constrains with a precision of at least . Then, Eq. (7) can be rewritten as,
The pseudocode of the algorithm is depicted in Algorithm 1. The algorithm proceeds by finding the most "violated constrain", which is used to update the working set Q. In each iteration, Eq. (12) is solved with the current working set Q (line 4). After (w, ξ) is updated, we find the "most violated" constraint (line 6). If it is violated by more than (line 8), we add it into the working set Q(line 9). The iteration continues until no constraint has been added into the working set Q(line 11).
compute (w, ξ) in Eq. (12) 5:
end for 8:
end if 11: until Q has no change 12: return (w, ξ)
Finding the "most violated" constraint in line 6 can be seen as a primary quadratic programming problem as arg max
which can be solved by conventional optimization techniques. Here we choose BFGS as the advantages mentioned before.
Experiments

Datasets
There are a few publicly available datasets for facial beauty assessment. But most of them only contain the average score of the images, thus are not suitable to our task. In the experiments, we use the SCUT-FBP dataset [Xie et al., 2015] and the Multi-Modality Beauty (M 2 B) dataset [Nguyen et al., 2012] , which are just fit to the two conditions mentioned before, the former contains the whole ratings of each image, and the latter contains the k-wise comparisons.
SCUT-FBP dataset contains 1500 instances with the original facial images in the size of 350×350 pixels and the ratings given by 75 raters. The ratings were collected by randomly showing one image at a time, and asking the raters to rate the attractiveness within five degrees. With the ratings given by the raters, we generate the label distributions of each instance by Eq. (1). The features of the images are extracted by three popular descriptors, i.e., LPB [Ojala et al., 2002] with a cell size of 64 × 64 pixels; HOG [Dalal and Triggs, 2005] with a cell size of 32 × 32 pixels; Gabor filter [Jain and Farrokhnia, 1991] with 2 scales and 4 orientations. Since the features we extracted are high-dimensional, we use PCA to reduce the dimensionality to 300. M 2 B dataset contains 1240 instances that includes the information of their faces, dressings and voices. In this task, we only use the part of the faces, which contains 1240 facial images in the size of 128 × 128 pixels. A k-wise comparison method (k = 10) is used in this data to collect ratings. The Algorithm RA Ranking SVM 68.48% BDT 74.98% raters are showed with randomly selected ten images of faces at the same time, and asked to sort them from the most attractive one to the least attractive one. As suggested in [Nguyen et al., 2012] , we extracted features by LBP, Gabor filter and Color moment with the same settings, and use PCA to reduce the dimensionality to 250.
The Label Distribution Transformation
For the dataset collecting ratings by the absolute methods, we generate the label distributions by Eq. (1), which can be seen as the ground truth in some aspect. As for the comparison methods, we convert the comparison results to the label distributions by BDT algorithm. We do the experiment on the M 2 B dataset, and set λ to 20. To prove the accuracy, BDT algorithm is compared with the conventional pairwise ranking method Ranking SVM following the settings in [Nguyen et al., 2012] . We measure the performance by comparing the results with the pairwise preferences obtained from k-wise comparisons. We name the measurement as Ranking Accuracy and define it as follow,
where M is the total number of pairs in set S. (i, j) means x i is preferred to x j , and x represents the predicted results. I(·) is the indicator function, which returns 1 if x i x j and return 0 otherwise. As the description degree can be regarded as a conditional probability, we define the expectation in Eq. (15) to rank the images, i.e., higher expectation value means more attractive. The expectation is computed as
For Ranking SVM, the higher rank means more attractive. Table 1 shows the performance of Ranking SVM and BDT, where BDT achieves a better result. It proves that representing human sense by label distributions is much closer to the true nature. 
The Human Sense Prediction
The main purpose of our work is to learn the human sense. So, in this subsection, we first compare SLDL with the existing facial beauty assessment methods DFAT [Nguyen et al., 2012] and some regression methods that are used to solve the facial attractiveness assessment problem in the early work [Kagian et al., 2006; Eisenthal et al., 2006] , i.e., SVR and k-NN.
On the SCUT-FBP dataset, for the previous methods, i.e, DFAT, SVR and k-NN, we take the mean value of the ratings given by the whole raters to each image as the input, just as the previous work does; As for the SLDL, we use the label distributions that transformed by Eq. (1). DFAT [Nguyen et al., 2012] is proposed as a multi-modality model, which considers face, dressing and voice. It builds a network from features to attributes, then to attractiveness scores. However, as the attributes are publicly unavailable and need manually annotated, we cut off the attribute layer, as our task is to learn a model that maps from the face to the label distribution straightly. The regularization parameter in simplified DFAT network is set to 0.005. SVR is set with a linear kernel. The k in k-NN is set to 1, and the distance is computed by the Euclidean distance. SLDL is set with a linear kernel and C is 400. Two traditional criteria are adopted to measure the performance of the compared methods, i.e., mean absolute error(MAE) and root mean squared error(RMSE). However, the output of SLDL is the label distributions, we compute the expectation by Eq. (15) for the measurement. Ten-fold cross validation is conducted.
On the M 2 B dataset, we use the results of BDT to train the model, because of the higher Ranking Accuracy. For the previous methods, we take the expectation computed by Eq. (15) as the input. As for SLDL, we use the label distributions converted by BDT as the input. The regularization parameter in simplified DFAT network is set to 0.001. SVR is set with a linear kernel. The k in k-NN is set to 1, with the Euclidean distance. SLDL is set with a linear kernel and C is 400. Apart from MAE and RMSE, RA is adopted to measure the performance, as well. The expectation of the label distributions predicted by SLDL is used for measurement. Ten-fold cross validation is conducted, where we divide images into ten folds, and the pairs only containing the images in the test fold are selected for RA measurement. Table 2 reports the comparative results between SLDL and previous methods, i.e., sDFAT, SVR, k-NN on the SCUT-FBP dataset, and Table 3 reports the results on the M 2 B dataset. On both dataset, the best performance is highlighted by boldface. As shown in the tables, SLDL performs the best, which proves that the label distribution can well model the human Table 3 , SLDL is slightly better than SVR in MAE and RMSE, but it is quite better in RA, which suggests the closer to the true nature. As the label distributions can contain more original information, it is helpful to learn the human sense. Also, we compare the SLDL with the previous LDL methods, i.e., PT-Bayes, PT-SVM with the linear kernel, AA-kNN with k set to 4, AA-BP with 80 units in hidden layer, SA-IIS, and BFGS following the same settings in [Geng, 2016] . We conduct the ten-fold cross validation on the SCUT-FBP dataset. Six measures in [Cha, 2007] are selected to evaluate the performances, i.e., Chebyshev distance, Clark distance, Sφrensen distance, Topsφe distance, Cosine similarity, and Intersection similarity, which are from different families summarized in [Cha, 2007] . We do not use the same measures as [Geng, 2016] suggests. Because there are some label distributions valuing zero in the two datasets, KullbackLeibler distance and Canberra distance are unsuitable to measure the performance. The former will cause a situation that the molecule is divided by zero, the latter magnifies the errors where zero appears. Thus we select two other measures from the same family instead. Table 4 reports the experimental results for prediction task on the SCUT-FBP dataset compared with previous label distribution methods. For each measures, "↓" indicates "the smaller the better", while "↑" indicates "the larger the better". On each measure, the algorithms are ranked in decreasing order of their performance, and the best performance is highlighted by boldface. The ranks are given in the parentheses right after the measure values and the average ranks are given in the last column. From the results, we can see, SLDL ranks the 1st on five over six measures, and gets the lowest average rank, which indicates a best performance. However, it does not perform best in the "Intersection" evaluation, because the "Intersection is computed by d i=1 min(P i , Q i ), and SLDL considers the correlation among the labels, thus some results are smoother than the ground truth, which may lead to slightly worse results. However, the better performance of SLDL proves that considering the correlation among the labels can improve the prediction precision. creasing. It reveals that too small or too large value of λ can both lead to performance deterioration, which proves that the cross-cultural agreement does existed in some extent, but accompanied with the individual differences. This further supports our idea of using label distribution in the learning of human sense of facial beauty.
Parameter Analysis
Conclusion
In this paper, we propose to use the label distribution to represent human sense toward facial beauty, instead of a scalar value that is commonly used in many previous work. The reason is that, the human sense is quite subjective, so that a scalar cannot sufficiently represent it. Toward this purpose, we propose a new method BDT to transfer the rating comparisons to the label distributions, and propose an SLDL algorithm based on structural SVM, which considers the correlation among labels and has a better performance on the predicting task than previous label distribution learning algorithms on the facial beauty dataset.
