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1. Introduction
All considered rings are associative unital rings.
A ring R with center C is said to be centrally essential if the module
RC is an essential extension of the module CC .
It is clear that any commutative ring is centrally essential. The
following example shows that the converse is not always true even for
finite rings.
Example. Let F be the field consisting of three elements, V be a
vector F -space with basis e1, e2, e3, and let Λ(V ) be the exterior algebra
of the space V , i.e. Λ(V ) is the algebra with operation ∧ defined by
generators e1, e2, e3 and defining relations
ei ∧ ej + ej ∧ ei = 0 for all i, j = 1, 2, 3.
It is clear that e21 = e
2
2 = e
2
3 = 0 and any product of generators is equal
to the ±product of generators with ascending subscripts.
Thus, Λ(V ) is a finite F -algebra of dimension 8 with basis
{1, e1, e2, e3, e1 ∧ e2, e1 ∧ e3, e2 ∧ e3, e1 ∧ e2 ∧ e3}
and |Λ(V )| = 38.
It is clear that ek ∧ ei ∧ ej = −ei ∧ ek ∧ ej = ei ∧ ej ∧ ek. Therefore, if
x = α0·1+α
1
1e1+α
2
1e2+α
3
1e3+α
1
2e1∧e2+α
2
2e1∧e3+α
3
2e2∧e3+α3e1∧e2∧e3,
1
2then
[e1, x]= 2α
2
1e1 ∧ e2 + 2α
3
1e1 ∧ e3,
[e2, x]= −2α
1
1e1 ∧ e2 + 2α
3
1e2 ∧ e3,
[e3, x]= −2α
2
1e1 ∧ e3 − 2α
2
1e2 ∧ e3.
Thus, x ∈ C(Λ(V )) if and only if α11 = α
2
1 = α
3
1 = 0. In other words,
the center of the algebra Λ(V ) is of dimension 5. On the other hand,
if, e.g., α11 6= 0, then
x ∧ (e2 ∧ e3) = α0e2 ∧ e3 + α
1
1e1 ∧ e2 ∧ e3 ∈ C(Λ(V )) \ {0}.
In addition, e2 ∧ e3 ∈ C(Λ(V )). Therefore, Λ(V ) is a finite centrally
essential noncommutative ring.
The main results of the paper are Theorem 1, 2 and 3.
Theorem 1. Let R be a ring.
1. If R = ⊕n∈N0Rn is a graded generalized anticommutative ho-
mogeneously faithful ring (see the definitions below) without additively
2-torsion elements, then the ring R is centrally essential if and only
if either R = R0 or there exists an odd positive integer n such that
Rn 6= 0 and Rn+1 = 0.
2. The exterior algebra Λ(V ) of a finite-dimensional vector space V
over a field F of characteristic 0 or p 6= 2 is a centrally essential ring
if and only if dimV is an odd positive integer. In particular, if F is
a finite field of odd characteristic and dimV is an odd positive integer
exceeding 1, then Λ(V ) is a centrally essential noncommutative finite
ring.
3. There exist noncommutative centrally essential finite rings.
Theorem 2. Let R be a centrally essential ring with center C.
1. If C is a semiprime ring, then the ring R is commutative.
2. If the ring R is semiprime, then R is commutative.
3. In the ring R, all idempotents are central.
4. If the ring R is semiperfect, then R/J(R) is a finite direct product
of fields; in particular, R/J(R) is a commutative ring. In addition, R is
a finite direct product of centrally essential local rings and Soc (RC) ⊆
C.
Theorem 3. If R is a right or left perfect ring with center C, then
the following conditions are equivalent.
1) R is a centrally essential ring.
2) Soc (RC) ⊆ C and all idempotents of the ring R are central.
The proof of Theorem 1, Theorem 2, and Theorem 3 is decomposed
into a series of assertions, some of which are of independent interest.
We give some necessary notions. All remaining necessary notions of
ring theory can be found in the books [1–5].
3We denote by C(R) and J(R) the center and the Jacobson radical
of the ring R, respectively; we also set [a, b] = ab − ba for any two
elements a, b of the ring R.
A ring R is said to be local, if R/J(R) is a division ring.
A ring R is said to be semiperfect if R/J(R) is an Artinian ring and
every complete system of orthogonal idempotents of the ring R/J(R)
can be lifted to a complete system of orthogonal idempotents of R.
A ring R is said to be left perfect if R is semiperfect and its Jacob-
son radical J(R) is left T -nilpotent, i.e., for any sequence x1, x2, . . . of
elements of J(R), there exists a subscript n such that x1x2 . . . xn = 0.
Right perfect rings are similarly defined.
For a module M , the socle SocM of M is the sum of all simple sub-
modules inM ; ifM does not have a simple submodule, then SocM = 0
by definition.
Let (S,+) be a semigroup. A ring R is said to be S-graded if R is
the direct sum of additive subgroups Rs, s ∈ S and RsRt ⊆ Rs+t for
any elements s, t ∈ S. For any s ∈ S, the elements of the subgroup Rs
are called homogeneous elements of degree s.
If S = N0 = N∪ {0}, then S-graded rings are called graded rings. It
is easy to verify that the identity element of a graded ring is contained
in the subgroup R0. On an arbitrary graded ring R = ⊕n∈N0Rn, we
can define a Z2-grading:
R = R(0) ⊕R(1), where R(i) =
⊕
k∈N0
R2k+i, i ∈ {0, 1}.
We say that the graded ring R = ⊕n∈N0Rn is generalized anticom-
mutative if for any two integers m,n ∈ N0 and every elements x ∈ Rm
and y ∈ Rn, the relation yx = (−1)
mnxy holds.
If the graded ring R = ⊕n∈N0Rn satisfies the condition
∀m,n ∈ N0, Rm+n 6= 0 ⇒ Rm 6= 0 & ∀x ∈ Rm \ {0}, xRn 6= 0, (∗)
then we say that R is a homogeneously faithful ring.
Let F be a field of characteristic 0 or p 6= 2, V = F n be a vector
space over F of dimension n > 0, and let Λ(V ) be the exterior algebra
of the space V [1, §III.5], which can be defined as a unital F -algebra
with respect to multiplication operation ∧ with generators e1, . . . , en
and defining relations ei ∧ ej + ej ∧ ei = 0 for all i, j ∈ {1, . . . , n}.
The algebra Λ(V ) has a natural grading:
Λ(V ) =
⊕
p∈N0
Λp(V ), where Λp(V ) for 1 ≤ p ≤ n, is a vector space
with basis
{ei1 ∧ . . . ∧ eip : 1 ≤ i1 < . . . < ip ≤ n},
Λ0(V ) = F and Λp(V ) = 0 for p > n.
It is well known that exterior algebras are generalized anticommuta-
tive.
42. Graded Centrally Essential Rings
Proposition 2.1. In an arbitrary graded ring R = ⊕n∈N0Rn, the
following relation C(R) = ⊕n∈N0(Rn ∩ C(R)) holds.
Proof. The inclusion ⊕n∈N0(Rn ∩ C(R)) ⊆ C(R) is obvious. Let
x = x0 + x1 + . . . xn ∈ C(R), where xi ∈ Ri, i = 0, 1, . . . , n. If
y ∈ Rm, for some m ∈ N0, then 0 = [x, y] = [x0, y] + . . . + [xn, y] and
summands of the last sum are contained in different direct summands
Rm, Rm+1, . . . , Rm+n. Therefore, [xi, y] = 0 for each homogeneous ele-
ment y and any i = 0, 1, . . . , n. Then xi ∈ C(R), since any element of
the ring is the sum of homogeneous elements. 
Remark. The proof of Proposition 2.1 remains true for each S-
graded ring provided S is a commutative cancellative semigroup.
Proposition 2.2. The graded algebra R = Λ(V ) is a homogeneously
faithful ring.
Proof. Let p, q ∈ {0, . . . , n} and p + q ≤ n. If pq = 0, then
the condition (∗) holds. Now let 0 < p < n and 0 6= x ∈ Rp.
We take a basis element ei1 ∧ . . . ∧ eip which has the non-zero coef-
ficient in the representation of x. Since p + q ≤ n, there exist sub-
scripts j1, . . . , jq ∈ {1, . . . , n} such that 1 ≤ j1 < . . . < jq ≤ n and
{i1, . . . , ip} ∩ {j1, . . . , jq} = ∅. We set y = ej1 ∧ . . .∧ ejq and note that
the basis element ±ei1∧ . . .∧eip∧ej1∧ . . .∧ejq of the space Λ
p+q(V ) has
the non-zero coefficient in the representation of the element xy, since
the products of remaining basis elements of the space Λp(V ) by the
element y either are equal to 0 or are equal to ± other basis elements
of the space Λp+q(V ). 
Proposition 2.3. Let R = ⊕n∈N0Rn be a graded generalized an-
ticommutative homogeneously faithful ring which does not have addi-
tively 2-torsion elements. If there exists an odd positive integer n such
that Rn 6= 0 and Rn+1 = 0, then C(R) = R(0) + Rn. Otherwise,
C(R) = R(0).
Proof. It follows from the relation of generalized anticommutativity
that R(0) ⊆ C(R). The following property follows from (∗):
if such an integer n exists, then Rm = 0 for m > n and Rm 6= 0
for 0 ≤ m ≤ n, in addition, if x ∈ Rn and y = y0 + z ∈ R, where
y0 ∈ R0 and z ∈ ⊕m>0Rm, then [x, y] = [x, y0] = 0, i.e., Rn ⊆ C(R).
Conversely, let x ∈ C(R). By Proposition 2.1, we can assume that x is
a homogeneous element of odd degree i. Let x 6= 0 and Ri+1 6= 0. Then
it follows from (∗) that there exists an element y ∈ R1 with xy 6= 0.
We obtain 0 = [x, y] = 2xy; this is a contradiction. Thus, either x = 0
or x 6= 0, but Ri+1 = 0, i.e., i = n. 
5Proposition 2.4. Let R = ⊕n∈N0Rn be a graded generalized anti-
commutative homogeneously faithful ring without additively 2-torsion
elements. The ring R is centrally essential if and only if either R = R0
or there exists an odd positive integer n such that Rn 6= 0 and Rn+1 = 0.
Proof. Let R be a centrally essential ring, C = C(R) and R 6= R0.
By (∗), we have R1 6= 0. We take an element x ∈ R1 \ {0} and assume
that such an integer n does not exist. By Proposition 2.3, we have
C = R(0) and xC ⊆ R(1), whence xC ∩ C ⊆ R(1) ∩ R(0) = 0; it is a
contradiction.
Conversely, if R = R0, then C = R, since the ring R0 is commutative.
We assume that there exists an odd positive integer n such that Rn 6= 0
and Rn+1 = 0. Let 0 6= x ∈ R \ C. We have x = x0 + . . . + xn, where
xi ∈ Ri, and we take the least odd positive integer m with xm 6= 0. It
is clear that 1 ≤ m ≤ n. We set k = n−m and take an element y ∈ Rk
such that xmy 6= 0. It is clear that y ∈ C. In addition, xy is the sum
of homogeneous elements of even degree and the element xmy of odd
degree n. Therefore, xy ∈ C, by Proposition 2.3, and xy 6= 0. 
The following proposition follows from Proposition 2.2 and Proposi-
tion 2.4.
Proposition 2.5. Let V be a finite-dimensional vector space over
a field F of characteristic 0 or p 6= 2. The exterior algebra Λ(V ) of
V is a centrally essential ring if and only if V is of odd dimension.
In particular, if F is a finite field of odd characteristic and dimV is
an odd positive integer exceeding 1, then Λ(V ) is a centrally essential
noncommutative ring.
3. Quasi-Identity and Idempotents
of a Centrally Essential Ring
Proposition 3.1. Any centrally essential ring R satisfies the fol-
lowing relations.
(1) ∀n ∈ N, x1, . . . , xn, y1, . . . , yn, r ∈ R,{
x1y1 + . . .+ xnyn = 1
x1ry1 + . . .+ xnryn = 0
⇒ r = 0.
Proof. We assume that the above relations hold, but r 6= 0. Then
there exist two elements c, d ∈ C(R) such that cr = d 6= 0. Conse-
quently,
d = d(x1y1+. . .+xnyn) = x1dy1+. . .+xndyn = c(x1ry1+. . .+xnryn) = 0.
This is a contradiction. 
Proposition 3.2. If R is a centrally essential ring, then all idem-
potents of R are central.
6Proof. Let e ∈ R and e2 = e. Then e2 + (1 − e)2 = 1. For each
x ∈ R, we have e(ex − exe)e + (1 − e)(ex − exe)(1 − e) = 0 and
e(xe − exe)e + (1 − e)(xe − exe)(1 − e) = 0. By Proposition 3.1, we
have xe− exe = ex− exe = 0, whence xe = exe = ex. 
Proposition 3.3. If R is a centrally essential local ring, then the
ring R/J(R) is commutative.
Proof. Let x, y ∈ R and xy− yx 6∈ J(R). If c ∈ C(R) and cx = d ∈
C(R) \ {0}, then c(xy − yx) = dy − yd = 0, whence c = 0. This is a
contradiction. 
Proposition 3.4. Let R be a centrally essential semiperfect ring.
Then R/J(R) is a finite direct product of fields; in particular, R/J(R)
is a commutative ring. In addition, R is a finite direct product of
centrally essential local rings.
Proof. By the definition of a semiperfect ring, R/J(R) is the direct
sum of simple Artinian rings each of them is the matrix ring over a
division ring. Let e¯1, . . . , e¯n be a complete system of indecomposable
orthogonal idempotents of R¯ = R/J(R). Then there exists a com-
plete system of indecomposable orthogonal idempotents e1, . . . , en in
R such that ei + J(R) = e¯i, i = 1, . . . , n. By Proposition 3.2, all the
idempotents e1, . . . , en are central. Therefore, R = ⊕
n
i=1Riei is a de-
composition of the ring R into the direct sum of local centrally essential
rings. Consequently, all the rings Ri/J(Ri) are commutative by Propo-
sition 3.3. It is easy to verify that all the rings Ri = Rei are centrally
essential; therefore, the division ring Ri/J(Ri) is commutative. Then
the ring R/J(R) = ⊕ni=1Ri/J(Ri) is also commutative. 
Proposition 3.5. If R is a centrally essential semiperfect ring with
center C, then Soc (RC) ⊆ C.
Proof. It follows from the proof of Proposition 3.4 that we can
assume, without loss of generality, that R is a local ring.
We remark that C = C(R) is a local ring and J(C) = C ∩ J(R).
Now let x ∈ Soc (RC) \ {0}. There exist two elements c, d ∈ C
with cx = d 6= 0. It is clear that c 6∈ J(R), since J(C) Soc (RC) = 0.
Consequently, c is an invertible element and x = c−1d ∈ C. 
Obviously, it follows from the above that Soc (RR) = Soc (RR) if R
is a centrally essential semiperfect ring.
4. The Completion of the Proof of Theorem 1, Theorem 2,
and Theorem 3.
Proposition 4.1. If R is a centrally essential ring and C = C(R)
is a semiprime ring, then the ring R is commutative.
Proof. For each r ∈ R, we verify that the ideal
r−1C = {c ∈ C : rc ∈ C}
7is dense in C. Indeed, let d ∈ C and dr−1C = 0. If dr = 0, then
d ∈ r−1C and d2 = 0, whence d = 0. Otherwise, since R is a centrally
essential ring, there exists an element z ∈ C with zdr ∈ C \ {0}. Then
zd ∈ r−1C and (zd)2 = 0, whence zd = 0; this contradicts to the choice
of z. The property ‘r(r−1C) 6= 0 for each r ∈ R \ {0}’ is equivalent to
the property that the ring R is centrally essential. Therefore, R is a
right ring of quotients of the ring C in the sense of [2, §4.3]; therefore,
R can be embedded in the complete ring of quotients of the ring C
which is commutative. 
4.2. The completion of the proof of Theorem 1.
Theorem 1 follows from Proposition 2.4 and Proposition 2.5.
4.3. The completion of the proof of Theorem 2.
1. The assertion is proved in Proposition 4.1.
2. Let R be a centrally essential semiprime ring with center C. By
Proposition 4.1, it is sufficient to prove that C is a semiprime ring. Let
c ∈ C and c2 = 0. Since C = C(R), we have (RcR)2 = 0. Since the
ring R is semiprime, c = 0 and the ring C is semiprime.
3. The assertion is proved in Proposition 3.2.
4. Let R be a centrally essential semiperfect ring. By Proposition
3.4, R/J(R) is a finite direct product of fields and, in particular, a
commutative ring; in addition, R is a finite direct product of centrally
essential local rings. By Proposition 3.5, Soc (RC) ⊆ C.
4.4. The completion of the proof of Theorem 3.
1)⇒ 2). The assertion follows from Proposition 3.2 and Proposition
3.5.
2)⇒ 1). Again, since all idempotents are central, we can assume
that R is a local ring. Then J(C) = C ∩ J(R) and C/J(C) is a field.
Let x ∈ R \ {0}. If J(C)x = 0, then x ∈ Soc (RC); therefore, x ∈ C.
Otherwise, there exists an element c1 ∈ J(C) such that c1x 6= 0. If
J(C)c1x = 0, then c1x ∈ Soc (RC) and c1x ∈ C; otherwise, we take
an element c2 ∈ J(C) with c2c1x 6= 0 and so on. Since the radical
J(R) of a right or left perfect ring R is right or left T -nilpotent and the
elements ci are central, this process will stopped at some finite step. 
Remark. In Theorem 3, we cannot omit the condition that the
ring R is right or left perfect, since every noncommutative local ring
without zero-divisors, e.g., the formal power series ring in one variable
over the division ring of Hamiltonian quaternions, satisfies all remaining
conditions of this theorem, but this ring is not centrally essential.
4.5. Open questions. Let R be a centrally essential ring with
center C.
1. Is it true that the factor ring of the ring R with respect to its
Jacobson radical or its prime radical is commutative?
82. If the ring R is semiperfect, is it true that Soc (RC) = Soc (RR)?
3. If the ring R is semiperfect, is it true that R = C + J(R)?
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