We present results with large-scale neuroscience-inspired models for feature detection using multi-spectral visible/ infrared satellite imagery. We describe a model using an artificial neural network architecture and learning rules to build sparse scene representations over an adaptive dictionary, fusing spectral and spatial textural characteristics of the objects of interest. Our results with fast codes implemented on clusters of graphical processor units (GPUs) suggest that visual cortex models are a promising approach to practical pattern recognition problems in remote sensing, even for datasets using spectral bands not found in natural visual systems.
INTRODUCTION
The human visual system is one of the archetypal models of sensor fusion: populations of specialized cells in retina, thalamus and cortex act as sensors responding in parallel to complementary attributes of the objects in view, such as spatial boundaries and gray-scale textures, color signatures, motion cues, and depth cues from stereopsis. Information in these complimentary channels is fused in higher regions of cortex, providing a rich representation of the world, even before additional fusion of information from other sense organs, such as sound or touch. Neuroscience has revealed many properties of individual neurons and of the functional organization of the visual system that are believed to be essential to reach human vision performance, but are missing in standard artificial neural networks. Among these are extensive lateral and feed-back connectivity between neurons, spiking dynamics of neurons, and spike timing dependent plasticity (STDP) of synapses. Equally important may be the scale of visual cortex and the amount of visual input it receives. Human visual cortex consists of ~10 billion neurons each with ~10 thousand synaptic connections, a simple simulation (10 flop/neuron to process one frame of data) therefore requiring ~1 petaflop (10 15 flop) of computation. In a year, the 6 million cones in an eye's retina and ~1 million fibers in the optic nerve deliver ~1 petapixel to the brain.
A recent model of visual cortex regions V1-V4 and inferotemporal (IT) cortex was proposed by Serre, et al., [1, 2] , based on Fukushima's "Neocognitron" [3] and the "HMAX" models of Poggio, et al., [4] , consisting of alternating layers of "S" and "C" cells inspired by Hubel and Wiesel's model of primary visual cortex [5] . This model was compared to human performance on a binary classification task in a speed-of-sight psychophysics experiment: detection of animal/no animal in gray-scale imagery. Under these conditions, in which subjects viewed images for a little as 20 msec before substitution by a 1/f noise mask (imposed so that feed-forward pathways in the visual system are likely to dominate), the HMAX/Neocognitron model achieved accuracy comparable to the human subjects (~80% accuracy, and d' performance score of ~2.2 [1, 6] ). Human performance on the Speed of Sight task improves to near perfect accuracy as stimulus presentation time increases, thus raising a number of questions: can these hierarchical feed-forward models ultimately match human performance under natural viewing conditions as we scale the model to match the full size of human visual cortex? Also, can these models be extended beyond the range of natural human vision, to include imagery at near and thermal infrared wavelengths or ultraviolet or X-ray wavelengths?
In addition to standard ground-based sensor computer vision problems, we are also interested in exploring application of these models to overhead remote sensing datasets of satellite imagery and aerial video, where detection of targets may be enhanced by fusion of data from different sensors, e.g., moderate resolution multi-spectral visible/infrared imagery. Early attempts to apply biologically inspired algorithms to satellite imagery [7, 8] focused on combinations of handdesigned retina and V1-like features such as edge and bar detectors and color opponency (between selected pairs of visible and infrared bands), provided as input to an ARTMAP supervised classification algorithm [9] . This approach is similar to the local saliency model of Itti, Koch and Niebur [10] , which also includes local motion cues. Prior work on learning algorithms for models of visual cortex, where the features are learned from the data rather than hand designed, has focused on learning how to represent edges and textures in gray-scale imagery [11, 12] , and in panchromatic satellite imagery [13] . Recently, this work has been extended to color imagery, leading to state-of-the-art color image restoration by sparse coding [14] and to detection of objects in color video using learned color/texture dictionaries [15] .
Computing hardware to support full-scale implementations of feed-forward hierarchical models for large-scale datasets now exists. The Petascale Synthetic Visual Cognition team at Los Alamos National Laboratory (LANL) has developed large-scale functional models of visual cortex called PANN (Petascale Artificial Neural Network [13] ) that can operate on LANL's Roadrunner petaflop supercomputer [16] , and on graphical processer unit (GPU) accelerated clusters [17] . An initial run of a simple V1 code on Road-runner achieved 1.144 petaflops during trials at the IBM facility in Poughkeepsie, NY (June 2008). More recently, our PANN model achieved real-time processing of gray-scale high definition video (1080p) on a cluster of 16 compute nodes, each accelerated by a GPU (NVIDIA Fermi). This scale of computing is necessary for applications that require processing of regional-scale satellite imagery collections, for climate change studies or disaster response.
We now present results extending these neuroscience visual system models to learning of color/texture representations for medium-resolution (~30m/pixel) multi-spectral satellite imagery. In the next section we provide a brief summary of our PANN model and describe its extension to multi-band imagery. We then describe preliminary results from experiments with multi-spectral satellite imagery. We end with some discussion and plans for further work.
DESCRIPTION OF THE MODEL

PANN model.
PANN is a hierarchical model of visual cortex based on Neocognitron/HMAX models, designed to study computation in the brain but also capable of detecting objects in images and video. These models start with retina-like contrast equalization pre-processing of the input, using a local contrast adjusting transformation. Cortical visual regions V1 and V2 are then modeled with a columnar organization of S and C cells, corresponding to "simple" and "complex" cells in Hubel and Wiesel's model of V1, and to their generalizations in higher visual areas. Each column sees the same receptive field size over its input (retina or V1, respectively). Each S cell has a tuning, specified by a synaptic weight vector, and a tuning width, which defines the feature to which that S cell is sensitive. In principle, each column could develop a unique set of weight vectors and tuning widths, but in practice the models are greatly simplified by the imposition of a fixed tuning width for all S cells, and by the imposition of translational invariance by making all the columns in a layer identical.
The standard model for S cells uses radial basis functions,
where x = {x i } is the N-pixel gray-scale normalized image patch (i.e., Euclidean norm ||x|| 2 :=[Σ i |x i | 2 ] 1/2 =1) input to the S cell, w j represents the synaptic weights, and σ parameterizes the bell-shaped tuning of the neuron. To represent the observed range of edge-tuned and bar-tuned neurons in primary visual cortex [18, 19] , it is common [1] to choose the weight vectors w j to be a set of Gabor functions parameterized by orientation θ, eccentricity γ, envelope width σ, spatial wavelength λ, and phase φ,
where the pixel co-ordinates (x,y) have been rotated through an angle θ to give (x θ , y θ ). The weight vector has unit norm (||w j || 2 = 1). Typical values for these parameters are set by reference to experimental data [1] , and Figure 1 shows a set of such human-chosen weight vectors for V1. C cells are designed to improve tolerance to small shifts in the input by imposing local translational invariance, implemented as winner-take-all max functions over the cell's receptive field,
where the input s is a patch of responses from the previous S cell layer, and N j defines the receptive field of the j th C cell.
In cortical region V2, the S cell layer is again implemented as a layer of radial basis functions with input from the complex cell layer of V1, s
There is no standard closed-form expression for calculating V2 S cell weight vectors, and so these are learned though either "imprinting" (memorization of patches of V1 complex cell output produced during presentation of a training set of images [1, 2] ) or using biologically-inspired learning rules described below. Additionally, in keeping with estimates of the number of neurons in different regions of visual cortex, the spatial extent of each layer is reduced by a down-sampling factor that should match the increase in the number of features calculated in a cortical column over each receptive field. Typically, a down-sampling value of 2 is set along each image axis, consistent with experimental data showing the growth of neuron receptive fields between layers.
The final classification stage of this model, representing inferotemporal cortex (IT), is implemented using a supervised statistical classifier, typically a support vector machine (SVM) [20] . PANN uses the standard LIBSVM package [21] . To reduce the complexity of the global image representation given to the support vector machine for whole-image classification, the final C cell layer can implement a global max over each of the features learned by the final S cell layer [1, 2] . Alternatively, and necessarily for detection of objects in overhead imagery, the SVM can process patch-wise feature vectors for localized detection of targets [13] .
Feature learning.
Published results with HMAX/Neocognitron models have used a pre-selected set of Gabor tunings for V1 neurons, and imprinting of neurons in V2 [1, 2] . Alternatively, several learning rules to compute these representations have been proposed of which the simplest is a modified Hebbian learning rule [22, 23] . This can be derived from a energy function minimization formulation for a sparse representation of the input image [11] , in which case the set of weight vectors constitute an over-complete "dictionary" of features. The learning rule is,
where y j is the activity of the neuron in response to input x, and η is a parameter controlling the learning rate. We consider a model of V1 with on-line Hebbian-type learning, with additional conditions as follows. We initialize the V1 column weight vectors {w j } by imprinting (i.e., memorizing) each of the F simple cells in the cortical column. On presentation of an unlabeled input x, we calculate the activity of each simple cell,
The neuron j* with the largest activation s j* is selected (winner-take-all) for updated according to the Hebbian learning rule, Δw j* = η s j* x − s j* w j* ( ) , and is then renormalized to unit norm (||w j* || 2 = 1).
Fig. 2. Frames from a color video (left) determine V1 simple cell color/texture dictionary atoms by Hebbian learning (right).
Note that while the standard HMAX model takes gray-scale imagery as input, there is a straight-forward extension of this model to color imagery, or, in principle, to vector data of any dimension. For example, for color video, we can define an input patch to be a three dimensional cube of pixels from the red, green and blue bands for a frame. This image cube can be normalized using the entry-wise Frobenius norm, ||x|| F := ( Σ ijc |x ijc | 2 ) 1/2 = 1, and then the rest of the learning algorithm proceeds as usual. Figure 2 shows the result of learning a dictionary of color/texture weight vectors for standard-definition color video (640 × 480 pixels/frame, 30 frames per second) [15] . We extracted ~1 million 9 × 9 × 3 pixel patches from ~30 seconds of color video. Patches were sampled randomly with replacement from the frames. We use this dataset to learn a set of 256 color/texture weight vectors, which can be used to construct sparse representations of previously unseen color image patches. The dictionary (Fig.2 right) has learned weight vectors that are sensitive to color-free spatial detail (edges and grating-like textures), and also a set of weight vectors that are sensitive to particular colors but are lacking in spatial structure. This learned specialization recalls the observed pattern of tuning in V1 neurons. We now present new work extending this model to multi-spectral imagery.
LEARNED DICTIONARIES FOR MULTI-SPECTRAL IMAGERY
Consider a satellite image collected at a set of B spectral bands (visible, infra-red, or other sensor modalities). We assume that these bands have been spatially co-registered using standard techniques to an appropriate level of alignment. A standard approach to representing this data for target detection would be to consider the set of B-dimensional vectors that "skewer" the multi-spectral image at each position (i,j) in the image plane. More sophisticated approaches may try to capture textural information in the local neighborhood patch using local texture measures drawn from a standard orthonormal wavelet basis or histograms over local orientation features (e.g. SIFT descriptors [24] ), or else develop human-designed spectral indices (e.g., normalized difference vegetation index (NDVI)) based on explicit knowledge of sensor and target phenomenology. Unfortunately, a standard orthonormal basis or local gray-scale orientation may fail to capture the salient features needed to detect and distinguish between a range of targets, while human design of features is time consuming and expensive and may be limited by lack of familiarity with a novel combination of sensors.
Instead, we propose to learn a dictionary Φ that enables sparse representation of image patches x. This type of representation has several theoretical advantages: (1) it is adapted to the data, (2) it can be learned automatically without labeling, and (3) it can suppress additive white noise in the data. The usefulness of this type of representation for detection and classification has been shown for several applications [25, 26] , and we will demonstrate it here for detecting vegetation in multi-spectral satellite imagery.
We draw a set of unlabeled patches x of size H × W × B pixels, where height H and width W define the spatial size of the patch. We initialize the atoms ϕ k of the dictionary Φ by imprinting (i.e., memorizing) patches drawn from the image. Following Olshausen and Field, for each patch x drawn from a training set we seek a coefficient vector y such that y is as sparse as possible and Φy is a sufficiently good approximation to the input x, min y y 0 , such that x − Φy F < ε, (6) for some small error ε. Exact solution of this problem is intractable (e.g., it is NP-hard), but we can find an approximate solution for y using a simple matching pursuit algorithm [27] that enables a fast implementation on a graphical processer unit (GPU) [17] . Alternative approaches to forming good approximate sparse representations include more sophisticated orthogonal matching pursuits, or use of an l-1 basis pursuit [28] .
Given x and y, we update the dictionary Φ using the learning rule (with learning rate η ),
).
(7) Figure 3a shows an example satellite image of an agricultural area growing several commercial crops and various uncultivated paddocks and riparian and scrub vegetation regions. This image is a NASA Hyperion image [29] (220-channel hyper-spectral imager, 0.4 -2.5µm visible/NIR/SWIR, ground sample distance of ~30m/pixel), binned into 10 broad spectral bands representing a hypothetical multi-spectral sensor. We use ground truth provided by NASA to mark by hand example regions containing a particular crop, rice fields, and examples of regions not containing rice fields. The image is of size 256 × 700 × 10 pixels. We draw 250,000 unlabeled patches from image, each of size 7 × 7 × 10 pixels and use this unlabeled training set to learn a dictionary Φ of 512 atoms ϕ k . This dictionary is slightly over-complete with respect to the dimensions of the input patches.
We now use a ground truth map and a simple raster paint tool to mark up 6557 pixels containing rice crops and 6700 pixels containing other surface features (sorghum crop fields, fallow corn fields, bare paddocks, riparian regions, scrub vegetation). We use the dictionary Φ to construct sparse representations for patches centered on the marked up pixels, and use these feature vectors to train a linear-kernel support vector machine (SVM) binary classifier. Note that the samples sent to the supervised classifier are not independent and identically distributed (i.i.d.), but as is common in image analysis, we treat these samples as though they were. On an independent test set of 2261 rice field pixels and 2378 non-rice field pixels, the SVM classifier achieves an accuracy of 98.9%. Qualitatively, as shown in Figure 3b , this is a good result that generalizes well throughout the image.
We compare this result to a standard linear-kernel SVM classifier trained on the 10-dimensional spectral vectors (no neighborhood information). The corresponding SVM accuracy on the same test set is 98.0% (i.e., twice the error rate of the proposed technique), and qualitatively we see many small regions of false detection that would require further processing to remove (Figure 3c ).
Visualizing the 10-band atoms in the learned dictionary is itself an area of research. In Figure 4b we show the visible (red-green-blue) components of the dictionary atoms, ranked by how many times they won the winner-take-all competition for update during training. Figure 4a shows the distribution of this number of "activations" across the dictionary, and we see approximately constant activation, suggesting that the dictionary is making good use of available atoms. Equal activation of a learned dictionary has been seen for standard gray-scale dictionaries [13] , and suggests interesting statistical independence properties of these dictionaries [30] . Figure 4c shows all the bands for the 32 most active dictionary atoms, and we see some interesting correlations between blocks of spectral bands at visible, nearinfrared, and short wave infrared frequencies, and also the presence of spatial textures in some of the dictionary atoms. We are continuing to explore how to evaluate and visualize these patterns. 
4.
DISCUSSION AND FUTURE WORK
Hierarchical, feed-forward models of Neocognitron/HMAX type can be applied to remotely sensed overhead multispectral imagery by modifying the internal representations to use a color/texture dictionary learned from unlabeled data. A single layer ("shallow") model using this color/texture dictionary was shown to out-perform a standard spectral classification method (linear-kernel SVM) for rice crop identification in a 10-band multi-spectral satellite image. In future work, we will explore adding a motion visual pathway channel to these models.
We have shown that under the operation of a learning rule, and given enough unlabeled training data, the weight vectors of a cortical column can converge to a distribution of nearly equally active units. Those units active after convergence of the population may provide a "complete" representation of the input patterns present at that level of the model. This principle can be applied to the training of successive stages of a hierarchical model. In future work we will explore dictionary learning using co-registered data from highly dissimilar imaging sensors, for which it is not obvious how features should be selected.
