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Abstract
Spider diagrams are a recently developed visual logic that make statements about
relationships between sets, their members and their cardinalities. By contrast, the
study of regular languages is one of the oldest active branches of computer science
research. The work in this thesis examines the previously unstudied relationship
between spider diagrams and regular languages.
In this thesis, the existing spider diagram logic and the underlying semantic
theory is extended to allow direct comparison of spider diagrams and star-free
regular languages. Thus it is established that each spider diagram defines a
commutative star-free regular language. Moreover, we establish that every com-
mutative star-free regular language is definable by a spider diagram.
From the study of relationships between spider diagrams and commutative
star-free regular languages, an extension of spider diagrams is provided. This
logic, called spider diagrams of order, increases the expressiveness of spider di-
agrams such that the language of every spider diagram of order is star-free and
regular, but not-necessarily commutative. Further results concerning the expres-
sive power of spider diagrams of order are gained through the use of a normal
form for the diagrams. Sound reasoning rules which take a spider diagram of
order and produce a semantically equivalent diagram in the normal form are pro-
vided. A proof that spider diagrams of order define precisely the star-free regular
languages is subsequently presented. Further insight into the structure and use
of spider diagrams of order is demonstrated by restricting the syntax of the logic.
Specifically, we remove spiders from spider diagrams of order. We compare the
expressiveness of this restricted fragment of spider diagrams of order with the
unrestricted logic.
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Chapter 1
Introduction
Euler (1775) introduced a diagrammatic notation for describing relation-ships between what he called notions. These so-called Euler Diagramsare used, often as a pedagogical tool, to explain classical syllogistic rea-
soning. Syllogistic reasoning was the state-of-the-art of formal logic from antiq-
uity until work in Frege (1879) and Peirce (1933). An example syllogism from Eu-
ler (1775), depicted in figure 1.1, uses circles to represent the relationship between
three notions A,B and C. The syllogism in question
No A is B,
Every C is A,
Therefore no C is B.
is one of the 20 classical syllogisms, all of which are depicted in figure 1.2.
Each syllogism features a major premise on the first line, a minor premise on
the second line, and a conclusion on the third line. For each syllogism, there is a
diagram with which it can be expressed. Take, for example, the above syllogism
substituting “Mortals” for A, “Philosophers” for B and “Athenians” for C as
depicted in figure 1.3a:
1. The major premise “No mortals are philosophers” is represented by the con-
tour denoting “Mortals” being disjoint from the contour denoting “Philoso-
phers”.
2. The minor premise “Every Athenian is mortal” is represented by the con-
tainment of the contour denoting “Athenians” within the contour denoting
1
Figure 1.1: A scan of Euler (1775, page 122), from Service Commun de la Docu-
mentation University of Strasbourg.
“Mortals”.
3. The conclusion “Therefore no philosopher is Athenian” is clear due to the
contours denoting “Athenians” and denoting “Philosophers” being disjoint.
The obviousness of such a conclusion is termed, by Shimojima (1996), a free
ride. An empirical study, by Sato et al. (2010), quantifies the increase in effi-
cacy, provided by free rides in diagrams when performing syllogistic reasoning,
compared to reasoning using a linguistic presentation alone. They found a statis-
tically significant increase in accuracy when subjects were asked to reason using
a diagrammatic system rather than the linguistic presentation.
A modern reading of Euler diagrams maintains notions as a syntactic construct
but adds a formal model-based semantics. At a syntactic level, Euler diagrams
consist of labelled contours. The notion, or concept, of “Mortals” is represented
by a circle labelled Mortals in figure 1.3a. For Euler, the universe of the depicted
concepts is ascertained from the context. However, modern Euler diagrams bound
the drawn contours with a rectangle, as in figure 1.3b. The bounding rectangle
is often labelled to indicate the domain of the universe. The universe depicted in
the diagram in figure 1.3b is labelled as People. When compared to first-order
logic, Euler diagrams are considered weakly expressive, being only as expressive
as propositional logic (Shin 1994). We shall expand on Shin’s explanation of the
relationship between diagrammatic logics and sentential logics in subsection 1.2.1.
2
Figure 1.2: A scan of the Brewster (1823, page 321) translation of Euler (1775)
depicting the types of syllogism.
3
(a) (b)
(c)
Figure 1.3: An example Euler diagram and a Venn diagram.
A similar diagrammatic formulation of propositional logic is provided in Venn
(1880). Venn introduces his diagrams in order to address perceived flaws in
Euler diagrams. His main criticism of Euler diagrams is that they require all the
information about the relationship between two concepts to be known a priori
(under Euler’s original semantics). Venn diagrams do not require all information
to be known in advance. One draws a diagram depicting all “intersections” of
all the concepts. If, and when, it becomes known that the “intersection” of two
concepts is logically impossible the appropriate area in the diagram is shaded to
indicate this. Venn argues that such iterative refinement of the information is
not possible with Euler diagrams. From the time of their discovery, it has been
know that Venn diagrams are as expressive as Euler diagrams. A Venn diagram
expressing the same information as the Euler diagram in figure 1.3b can be seen
in figure 1.3c.
1. The major premise “No mortals are philosophers” is represented by shad-
ing each of the overlapping areas of the contours labelled “Mortals” and
“Philosophers”. This includes shading the overlapping area of all three con-
4
tours.
2. The minor premise “Every Athenian is mortal” is represented by shading
the area of the contour labelled “Athenians” outside of the contour labelled
“Mortals”.
3. The conclusion “Therefore no Athenian is a Philosopher” is clear as the
overlapping area between the contour labelled “Athenians” and the contour
labelled “Philosophers” is shaded – indicating that it is a logical impossi-
bility.
Essentially, Euler diagrams use contour disjointness to represent the information
“No A is B” whereas Venn diagrams use shading to denote that the conjunction
of A and B is not true. Furthermore, Euler diagrams use contour containment to
express “All A is B” whereas Venn diagrams use shading to assert that A outside
B is logically impossible.
Both Euler diagrams and Venn diagrams are limited, under their original
semantics, in expressiveness to propositional logic. In the case of Venn diagrams,
Venn explicitly states that
“The [diagrammatic scheme] here offered may be said to underlie
Boole’s method, and to be the appropriate diagrammatic representa-
tion for it.” Venn (1880)
Being limited to propositional logic, neither Euler nor Venn diagrams can repre-
sent the following reasoning steps:
All Athenians are mortal,
Socrates is Athenian,
Therefore Socrates is mortal.
Euler and Venn diagrams can make statements about all elements in a set. How-
ever, they cannot assert anything about individuals, such as Socrates, or even
the existence of an element in a set. More expressive diagrammatic logics such
as Peirce’s (1933) beta system, Shin’s (1994) Venn-II system, Gil et al.’s (1999)
spider diagrams, Stapleton and Masthoff’s (2007) extended Euler diagrams or
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(a) (b)
Figure 1.4: An Euler diagram and an example zone.
Euler/Venn diagrams (Swoboda and Allwein 2001) can represent such informa-
tion.
In order to examine more expressive systems, we first describe a first-order
semantics for Euler diagrams in section 1.1. Thereafter, in section 1.2, we consider
diagrammatic logics that are as expressive as monadic first-order logic, monadic
first-order logic with equality, first-order logic and a fragment of second-order
logic. Finally we outline the contribution of this thesis in section 1.3.
1.1 Euler Diagrams
In this section we introduce the vocabulary of “contour” and “zone” on which we
expand in the following sections. We continue to use the example syllogism
No Mortal is a Philosopher,
Every Athenian is Mortal,
Therefore no Athenian is a Philosopher.
as depicted in figure 1.4a.
The meaning of the entire diagram requires interpreting each of the zones in
the diagram and each of the possible zones that do not appear in the diagram.
A zone is a region which can be described as being inside some (possibly no)
contours and outside all other contours. The diagram in figure 1.4a contains
four zones. One zone is inside the contour “Mortals” and outside the other two
contours and is depicted as the hatched area in the diagram in figure 1.4b. One
6
zone is inside the contour labelled “Athenians” and the contour labelled “Mortals”
but outside the remaining contour. Yet another zone is inside the contour labelled
“Philosophers” and outside the other two contours. The final zone is the area
inside the bounding rectangle but outside each of the three contours.
Several zones are said to be missing from the diagram in figure 1.4a. The
zone that is inside the contour “Athenians” but outside both contours “Mortals”
and “Philosophers” is missing. Such missing zones provide information about
the meaning of the diagram: missing zones represent the empty set, as we will
explain below.
We extend the semantics of Euler diagrams from propositional logic to first-
order predicate logic. Therefore, the drawn contours are now defined to represent
sets. The contour labelled “Athenians” denotes some set of Athenians. Similarly
the contour labelled “Mortals” denotes some set of Mortals. The diagram in
figure 1.4a depicts the contour labelled “Athenians” wholly inside the contour
labelled “Mortals”. Therefore, the set Athenians is a subset of the set Mortals.
The diagram also provides the information that the set Mortals is disjoint from
the set Philosophers.
A diagram may be read by considering the information provided by each zone
in the diagram. The meaning of the diagram in figure 1.4a is given by information
provided by the four zones present in the diagram:
• all people are either
– mortal and not Athenian and are not philosophers, or
– mortal and are Athenian and are not philosophers, or
– not mortal and are not Athenian and are philosophers, or
– not mortal and are not Athenian and are not philosophers.
Furthermore, the conjunction of all information provided by missing zones
in the diagram is:
– no people are mortal and not Athenian and are philosophers, and
– no people are mortal and are Athenian and are philosophers, and
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– no people are not mortal and are Athenian and are not philosophers,
and
– no people are not mortal and are Athenian and are philosophers.
Taking the first-order predicate symbol M(x) to denote that x is mortal, A(x)
to denote that x is Athenian and P (x) to denote that x is a philosopher then we
may write sentences in first-order logic that express the above conditions. For
example, the above statements can be expressed as
• ∀x ∈ People
(
(M(x) ∧ ¬A(x) ∧ ¬P (x)) ∨
(M(x) ∧ A(x) ∧ ¬P (x)) ∨
(¬M(x) ∧ ¬A(x) ∧ P (x)) ∨
(¬M(x) ∧ ¬A(x) ∧ ¬P (x))
)
∧
∀x ∈ People¬(M(x) ∧ ¬A(x) ∧ P (x)) ∧
∀x ∈ People¬(M(x) ∧ A(x) ∧ P (x)) ∧
∀x ∈ People¬(¬M(x) ∧ A(x) ∧ ¬P (x)) ∧
∀x ∈ People¬(¬M(x) ∧ A(x) ∧ P (x)).
Proofs that establish the expressiveness of a system of diagrammatic logic
generalise the above conversion of diagrams into logical sentences. Typically a
proof establishing the expressiveness for a system of diagrammatic logic shows
a pair of inclusions. First, it is established that for every diagram there is a
semantically equivalent sentence in some logic. Thereafter, every sentence in
the same logic is established to be semantically equivalent to a diagram. We
will see, in the next section, that Shin follows exactly this proof strategy when
establishing the expressiveness of Venn-II. Stapleton et al. (2004) use a variation
of this strategy for her spider diagram logic, which we also outline in the next
section. This thesis establishes the expressiveness of spider diagrams of order.
Our proof eschews the Shin/Stapleton et al. strategy in favour of a novel strategy
that involves a comparison with a class of formal languages.
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1.2 Diagrammatic Logic and Expressiveness
Shin (1994) re-invigorated the field of diagrammatic reasoning. Since her seminal
work, many Euler diagram based logics have been proposed. We now proceed to
examine the expressiveness of Euler diagram based logics with respect to first-
order logic and, in one case, second-order logic. There are diagrammatic logics
that are more expressive than Euler diagrams that have been shown to be expres-
sively equivalent to monadic first-order logic (Shin 1994, Stapleton and Masthoff
2007). Monadic first-order logic is a first-order logic with only single-placed pred-
icates.
Existing expressiveness results concerning diagrammatic logics describe ex-
pressiveness as a comparison with a sentential logic. We examine Shin’s (1994)
Venn-II, Stapleton and Masthoff’s (2007) extended Euler diagrams and Swoboda
and Allwein’s (2001) Euler/Venn as diagrammatic logics that are expressively
equivalent to monadic first-order logic. Gil et al.’s (1999) spider diagrams are as
expressive as monadic first-order logic with equality and are examined below. For
Kent’s (1997) constraint diagrams, no results on expressive equality are known. In
the case of Oliver et al.’s (2009) concept diagrams, results concerning expressive
equivalence are known. Thus, in both cases we look at lower and upper bounds
on their expressiveness. Constraint diagrams are, at most, as expressive as first-
order logic. Concept diagrams are at most as expressive as second-order logic,
and include syntax that allows quantification over subsets and binary relations.
In the following subsection on monadic first-order logic we provide some detail
on Shin’s proof strategy used when establishing the expressiveness of her Venn-
II system. Furthermore, in the subsequent subsection on monadic first-order
logic with equality, we provide detail on Stapleton’s proof strategy used when
establishing the expressiveness of spider diagrams. We will find, in chapter 5,
that our proof strategy used when establishing an extension of spider diagrams
is significantly different from this previous work.
1.2.1 Monadic First-Order Logic
In this subsection we examine Shin’s Venn-II logic, which is the prototypical,
modern, Venn diagram based formal reasoning system. We further consider two
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other systems, that of extended Euler diagrams (Stapleton and Masthoff 2007)
and Swoboda and Allwein’s (2001) Euler/Venn system. Each diagrammatic logic
is expressively equivalent to monadic first-order logic, though in the case of Eu-
ler/Venn systems, no formal proof of this has been presented in the literature.
Venn-II
The Venn-II logic is based on the syntax of Venn diagrams with the addition of
⊗-sequences. A Venn-II diagram with shaded zones and an ⊗-sequence can be
seen in figure 1.5a. Venn-II diagrams visualise all the possible intersections of
all contours. Shading may be applied to zones of a diagram. Syntactically, ⊗-
sequences are trees consisting of nodes and edges. Nodes are denoted by a circled
x, ⊗, and edges are denoted by line segments. The ⊗ markers of an ⊗-sequence
are placed inside zones of a diagram. A diagram can contain any finite number
of ⊗-sequences, each with any finite number of ⊗ markers in a zone.
Venn-II diagrams are interpreted by structures. As with Euler diagrams,
zones, regions (sets of zones) and contours in a Venn-II diagram are mapped to
subsets of the universe in a structure (under certain conditions that ensure they
match the intended meaning of the diagram). The cardinality of the set to which
a region is mapped is unconstrained, unless
1. the region contains an ⊗ sequence - in which case the set to which that
region is mapped must be non-empty, or
2. the region is shaded - in which case the set to which that region is mapped
is empty.
An ⊗-sequence can provide disjunctive information. An ⊗-sequence with one
⊗ marker in one region and another ⊗ marker in a disjoint region states that
either the set to which the former region is mapped is non-empty or the set to
which the latter region is mapped is non-empty. An ⊗-sequence consisting of a
single ⊗ marker states that the subset of the universe represented by the zone
in which the marker is placed is non-empty. A shaded region, containing an
⊗-sequence consisting of a single ⊗ marker is unsatisfiable, i.e. a false diagram.
Placing two distinct ⊗-sequences each consisting of a single ⊗ marker in the same
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(a) (b)
Figure 1.5: Venn-II diagrams.
region does not increase the lower bound on the cardinality of the set represented
by that region. This is because the Venn-II logic cannot distinguish between
different elements of a set. Considering the example diagram in figure 1.5a, the
⊗-sequence states that either there is at least one Athenian who is also Mortal
but not a philosopher or, there is at least one philosopher who is neither Athenian
nor Mortal.
Shin further extends the syntax of Venn diagrams by treating individual Venn
diagrams with shading and ⊗ sequences as, so-called, unitary parts and allowing
them to form compound expressions. An example compound expression can be
seen in figure 1.5b. Given two Venn-II diagrams we may draw a horizontal line
between their bounding rectangles, which indicates disjunction. A compound
expression is enclosed in a bounding rectangle and can itself be used in more
complex compound expressions. The diagram in figure 1.5b contains two unitary
components d1 and d2. By indicating disjunction, using the horizontal line, the
compound expression means d1 ∨ d2.
In Shin (1994, chapter 5) the following expressiveness result is provided for
the Venn-II system.
Theorem 1.2.1 (Shin (1994)) Venn-II is expressively equivalent to monadic
first-order logic (without equality). 
For one direction of Shin’s proof, she takes a diagram in Venn-II and produces
a semantically equivalent sentence in monadic first-order logic. The converse
is provided by taking a sentence in monadic first-order logic and producing a
semantically equivalent diagram in Venn-II. We first examine the construction of
a sentence in monadic first-order logic from an example Venn-II diagram.
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Example 1.2.2 Let d be the diagram depicted in figure 1.5a. One fact, that
“Someone is either Athenian and mortal, but not a philosopher, or a philosopher,
but neither mortal nor Athenian” is represented by the ⊗-sequence. We also know
that “All philosophers are not mortal” as the zones shared between the contour
labelled “Mortals” and the contour labelled “Philosophers” are shaded. Each
shaded zone is a fact represented by the diagram. Taking the predicate M(x) to
denote that x is mortal, A(x) to denote that x is Athenian and predicate P (x)
to denote that x is a philosopher, we may write a sentence in monadic first-order
logic to represent each fact:
• The ⊗-sequence is represented by the sentence s1 “there exists a person
who is mortal and Athenian and not a philosopher or who is a philosopher
but neither mortal nor Athenian” or
s1 = ∃x((M(x) ∧ A(x) ∧ ¬P (x)) ∨ (P (x) ∧ ¬M(x) ∧ ¬A(x))).
• The shaded zone inside “Mortals” and “Philosophers” but outside “Athe-
nians” expresses “for all people it is not the case that they are mortal,
non-Athenian and a philosopher” or
s2 = ∀x¬(M(x) ∧ P (x) ∧ ¬A(x)).
• The shaded zone inside “Philosophers” and “Athenians” but outside “Mor-
tals” similarly expresses “for all people it is not the case that they are
non-mortal, Athenian and a philosopher” or
s3 = ∀x¬(P (x) ∧ A(x) ∧ ¬M(x)).
• The shaded zone inside all three contours expresses “for all people it is not
the case that they are mortal, Athenian and a philosopher” or
s4 = ∀x¬(M(x) ∧ A(x) ∧ P (x)).
• The shaded zone inside “Athenians” and outside both other contours ex-
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presses “for all people it is not the case that they are non-mortal, Athenian
and not a philosopher” or
s5 = ∀x¬(A(x) ∧ ¬M(x) ∧ ¬P (x)).
The facts, one for each ⊗-sequence and one for each shaded zone, are then con-
joined to become the sentence which is semantically equivalent to the diagram in
figure 1.5a. 
The strategy to show that every sentence in monadic first-order logic is se-
mantically equivalent to some Venn-II diagram is a little more involved. We
outline this strategy by example. In the following example we present a sentence
in monadic first-order logic. We then proceed through a number of syntactic
manipulations of that sentence to produce a sentence in a normal form (called
Q-normal form by Shin). Thereafter, we draw a Venn-II diagram which is seman-
tically equivalent to the sentence in normal form.
Example 1.2.3 To demonstrate Shin’s approach, we first simplify the running
example to the sentence “No person is both Athenian and not Mortal, and there
exists at least one Athenian”, where S is the logical sentence involving the two
predicates A and M :
∀x¬(A(x) ∧ ¬M(x)) ∧ ∃xA(x).
We can intuitively see that the above sentence is expressed by the diagram in
figure 1.6.
Shin rewrites the sentence so that it is in prenex normal form: we call the
block of quantifiers, ∀x∃y, the prenex block.
∀x∃y︸ ︷︷ ︸
prenex block
(¬(A(x) ∧ ¬M(x)) ∧ A(y)).
The innermost quantifier of the prenex block is an ∃, by Shin’s translation pro-
cedure the formula
(¬(A(x) ∧ ¬M(x)) ∧ A(y))
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⊗Figure 1.6: A diagram which expresses ∀x¬(A(x) ∧ ¬M(x)) ∧ ∃xA(x).
is required to be in disjunctive normal form:
(¬A(x) ∧ A(y)) ∨ (M(x) ∧ A(y)).
Thereafter, the ∃y quantifier is distributed through the disjunction
∀x(∃y(¬A(x) ∧ A(y)) ∨ ∃y(M(x) ∧ A(y))).
Now, considering the formula ∃y(¬A(x) ∧ A(y)), the bound variable y does not
appear in the literal ¬A(x). We remove formulas not involving y from the scope
of ∃y:
∀x((¬A(x) ∧ ∃yA(y)) ∨ (M(x) ∧ ∃yA(y))).
Now the innermost quantifier of the prenex block is a ∀. By Shin’s translation
procedure, the formula
((¬A(x) ∧ ∃yA(y)) ∨ (M(x) ∧ ∃yA(y))
is then rewritten in conjunctive normal form as
(¬A(x) ∨M(x)) ∧ (∃yA(y) ∨M(x)) ∧ (¬A(x) ∨ ∃yA(y)) ∧ (∃yA(y) ∨ ∃yA(y)).
Hence, reinstating the ∀x prefix, and observing that ∃yA(y)∨∃yA(y) is equivalent
to ∃yA(y), we have
∀x(¬A(x) ∨M(x)) ∧ (∃yA(y) ∨M(x)) ∧ (¬A(x) ∨ ∃yA(y)) ∧ ∃yA(y).
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The ∀x is distributed over the conjunction as shown here:
∀x(¬A(x) ∨M(x)) ∧ ∀x(∃yA(y) ∨M(x)) ∧ ∀x(¬A(x) ∨ ∃yA(y)) ∧ ∀x∃yA(y).
Again, we remove formulas not involving x from the scope of ∀x:
∀x(¬A(x) ∨M(x)) ∧ (∃yA(y) ∨ ∀xM(x)) ∧ (∀x¬A(x) ∨ ∃yA(y)) ∧ ∃yA(y).
The sentence is an expression involving, as Shin calls them, Q-literals i.e. q1 ∧
(q2 ∨ q3) ∧ (q4 ∨ q5) ∧ q6 as shown here:
∀x(¬A(x) ∨M(x))︸ ︷︷ ︸
q1
∧(∃yA(y)︸ ︷︷ ︸
q2
∨∀xM(x)︸ ︷︷ ︸
q3
) ∧ (∀x¬A(x)︸ ︷︷ ︸
q4
∨∃yA(y)︸ ︷︷ ︸
q5
) ∧ ∃yA(y)︸ ︷︷ ︸
q6
.
We re-write the above sentence in disjunctive normal form, treating each Q-literal
as a literal:
(
(q1∧q2)∧(q4∧q6)
)
∨
(
(q1∧q2)∧(q5∧q6)
)
∨
(
(q1∧q3)∧(q4∧q6)
)
∨
(
(q1∧q3)∧(q5∧q6)
)
.
Noting that q2 = q5 = q6 we replace occurrences of q5 or q6 with q2
(
(q1∧q2)∧(q4∧q2)
)
∨
(
(q1∧q2)∧(q2∧q2)
)
∨
(
(q1∧q3)∧(q4∧q2)
)
∨
(
(q1∧q3)∧(q2∧q2)
)
and simplifying gives
(q1 ∧ q2 ∧ q4) ∨ (q1 ∧ q2) ∨ (q1 ∧ q3 ∧ q4 ∧ q2) ∨ (q1 ∧ q3 ∧ q2).
Shin then draws a unitary Venn-II diagram d1, d2, d3 and d4 for each Q-literal
q1, q2, q3 and q4 respectively, as seen in figure 1.7.
Finally, we “unify” the diagrams for conjunctions of Q-literals. The unification
of d1, d2 and d4 (i.e. the diagrams representing q1, q2 and q4) results in the unsat-
isfiable diagram, dw, as seen in figure 1.8a. The unification of d1 and d2 results in
the diagram, dx, in figure 1.8b. Furthermore, the unification of d1, d2, d3 and d4
and the unification of d1, d2 and d3 results in the unsatisfiable diagrams dy and dz
in figures 1.8c and 1.8d respectively. The disjunction of dw∨dx∨dy∨dz is the re-
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(a)
⊗ ⊗
(b)
(c) (d)
Figure 1.7: Unitary Venn-II diagrams for Q-literals.
sult of applying Shin’s translation to the sentence ∀(x)¬(A(x)∧¬M(x))∧∃xA(x)
and is semantically equivalent to dx. Finally, dx is semantically equivalent to the
diagram derived from our original intuition as seen in figure 1.6.
Shin’s Venn-II system is based on Venn diagrams. An Euler diagram based
system of equivalent expressive power is extended Euler diagrams.
Extended Euler diagrams
To avoid confusion we call the system presented in Stapleton and Masthoff (2007)
extended Euler diagrams rather than, as the original authors called them, Euler
diagrams. This system, like Shin’s Venn-II system, is formalised by interpreting
contours as sets. However, unlike Shin’s Venn-II system, the syntax is based on
Euler diagrams.
An example extended Euler diagram can be seen in figure 1.9a. The semantics
of extended Euler diagrams are much the same as for Euler diagrams with the
addition of shading. Shading asserts, as in Venn-II, that cardinality of a set
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(a)
⊗⊗
(b)
⊗⊗
(c) (d)
Figure 1.8: The unification of d1 ∧ d2 ∧ d4 and d1 ∧ d2.
represented by a shaded region is zero. In the diagram in figure 1.9a, shading in
the contour labelled “Philosophers” asserts that the set Philosophers is empty.
The extended Euler diagram in figure 1.9b is a compound diagram. The syn-
tax of compound extended Euler diagrams allows the conjunction, disjunction or
negation of diagrams. Juxtaposition denotes the conjunction of two diagrams, a
horizontal bar between bounding rectangles denotes disjunction and a horizon-
tal bar above the bounding rectangle of a diagram denotes negation. Venn-II
diagrams assert that the set represented by a zone is non-empty by placing an
⊗-sequence in the zone. An extended Euler diagram, such as in figure 1.9b, rep-
resents the same fact by shading the required zone in a unitary diagram and then
negating the diagram. The more complex extended Euler diagram in figure 1.9c
is a compound diagram.
Theorem 1.2.4 (Modified from (Stapleton and Masthoff 2007)) The ex-
tended Euler diagram logic is expressively equivalent to monadic first-order logic.
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(a) (b)
(c)
Figure 1.9: Unitary and compound extended Euler diagrams.
Euler/Venn diagrams
Swoboda and Allwein’s (2001) Euler/Venn system is based on Euler diagrams
with the addition of shading and named constant sequences. An example Eu-
ler/Venn diagram can be seen in figure 1.10. It contains a constant sequence
Socrates – Socrates.
Venn-II ⊗-sequences provide existential information, whereas constant se-
quences name specific elements of a universe. We can infer that the set represented
by a region is non-empty by the presence of a constant sequence. There are no
results in the literature that characterise the exact expressiveness of Euler/Venn.
However, the following result is provided.
Theorem 1.2.5 (Swoboda and Allwein (2001)) There is a simple decision
procedure for deciding from an arbitrary Euler/Venn diagram D and a formula
of monadic first-order logic ψ whether or not ψ can be observed to hold on the
basis of D and whether or not ψ can be observed to fail on the basis of D. 
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Figure 1.10: An example Euler/Venn diagram.
Having discussed Venn-II, extended Euler and Euler/Venn diagrams which are
all satisfied by models for sentences in monadic first-order logic, we now consider
more expressive diagrammatic logics that are satisfied by models for sentences in
monadic first-order logic with equality.
1.2.2 Monadic First-Order Logic with Equality
As Venn-II is as expressive as monadic first-order logic, it is not possible to
distinguish two elements of the same set. Given the following example set of
facts:
All Athenians are mortal.
All philosophers are not mortal.
Someone is either Athenian or the same person is a philosopher.
Someone else is a philosopher.
The Venn-II system cannot express the fact that there exist two (or more) distinct
philosophers. We now introduce the spider diagram logic which is expressively
equivalent to monadic first-order logic with equality, and allows us to distinguish
between elements in a set. The spider diagram in figure 1.11a expresses the above
collection of facts (and some others, which we shall explain later). From which,
we can deduce that there exist two distinct people and that one of these people
is a philosopher.
The syntax of spider diagrams differs from extended Euler diagrams by adding
spiders. Syntactically, spiders are trees consisting of nodes and edges. Nodes,
known as spider-feet, are denoted by a solid circle • and edges, known as spider-
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legs, are denoted by lines. Semantically, spiders allow the specification of lower
bounds on the cardinality of a set represented by a region. Placing two Venn-II
⊗-sequences in a region indicates that the set represented by that region is non-
empty however, placing two spiders in a region indicates that the set represented
by that region has cardinality of at least two. Spiders can count to an arbitrary
natural number but ⊗-sequences act as an empty/non-empty flag. The spiders
in the diagram in figure 1.11a state that either the set Athenians is non-empty
and the set Philosophers is non-empty, or the set Philosophers contains at least
two elements.
Spider diagrams can also use shading to specify upper bounds on the cardi-
nality of a set represented by a region. The shaded region inside the contour
labelled “Philosophers”, in figure 1.11a, provides an upper bound on the cardi-
nality of Philosophers. Taken together, the lower-bound provided by the spi-
ders and the upper-bound provided by the shading states that either the set
Athenians is non-empty and the set Philosophers contains a single element, or
the set Philosophers contains two, and only two, elements. Therefore, the spider
diagram in figure 1.11a provides the following additional fact to the above set of
facts:
Either someone is Athenian and someone else is the only philosopher,
or there are only two philosophers.
An expressiveness result for spider diagrams, in Stapleton et al. (2004), states
the following theorem.
Theorem 1.2.6 The language of spider diagrams and monadic first-order logic
with equality are equally expressive. 
The theorem is proved by first showing that, for every spider diagram D, a sen-
tence S in monadic first-order logic with equality can be written such that S
is semantically equivalent to D. Thereafter, it is shown that for every sentence
S in monadic first-order logic with equality there exists a semantically equiva-
lent spider diagram. Given the diagram in figure 1.11a over the set of contour
labels {Mortal, Athenians, Philosophers} we show, by example, how a seman-
tically equivalent sentence using the predicates M,A and P can be written. The
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(b)
Figure 1.11: Example spider diagrams.
predicate M(x) denotes that x is mortal, A(x) denotes that x is Athenian and
predicate P denotes that x is a philosopher.
Example 1.2.7 Let d be the unitary diagram in figure 1.11a. We wish to write
a logical sentence that is semantically equivalent to d which we call the diagram
sentence. To do so we will transform the diagram into a semantically equivalent
diagram in a normal form. By the use of the splitting spiders reasoning rule
(from Stapleton (2004) and presented in chapter 2) d is semantically equivalent
to d1 ∨ d2 as seen in figure 1.11b. Note that the disjunctive information provided
by the two-footed spider in d is now provided by the disjunction between the
diagrams d1 and d2. All spider diagrams can be converted into this form where
each spider has a single foot, so-called α-diagrams.
The advantage of this normal form is that the constraint specified by a unitary
diagram is the conjunction of the constraint specified by each individual zone of
that unitary diagram in normal form. Therefore, we write a zone sentence for each
zone of the diagram in normal form, including for those zones where the constraint
is implied by the non-presence of a zone in the diagram. The conjunction of all
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the zone sentences is the diagram sentence.
Taking d1 as an example α-diagram we can write a semantically equivalent
sentence in monadic first-order logic with equality. To do so, we write a sentence
describing the information provided by each of the zones that appear in the
diagram and a sentence for each of the zones that are missing from the diagram.
Each zone sentence is of one of four forms:
• The zone sentence for the zone inside the contour labelled “Mortal” but
outside both other contours, which contains neither shading nor spiders, is
the sentence >.
• The zone sentence for the zone inside both the contours labelled “Mortal”
and “Athenians” but outside the contour labelled “Philosophers”, which
contains spiders but no shading, is the sentence “there exists a person who
is mortal, Athenian and not a philosopher” or
∃x1
(
M(x1) ∧ A(x1) ∧ ¬P (x1)
)
.
The existentially quantified variable ∃x1, like the spider foot, asserts the
existence of an element.
• The zone sentence for the zone inside the contour “Philosophers” but outside
the other two contours, a shaded zone which contains spiders, is the sentence
“There exists a person who is a philosopher but neither mortal nor Athenian
and all people are either that philosopher or are not philosophers.” or
∃x1
(
P (x1)∧¬M(x1)∧¬A(x1)∧∀x2(x1 = x2∨¬(P (x2)∧¬M(x2)∧¬A(x2)))
)
.
The logical sentence asserts the existence of a philosopher and ensures that
there are no other elements in the set denoted by the contour labelled
“Philosophers”.
• The missing zone, described as being inside the contour labelled “Athe-
nians” but outside both other contours, does not appear in the diagram
(and is equivalent to the zone being shaded and containing no spiders).
This information is described by the sentence “For all people the following
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property does not hold: the person is Athenian and not mortal and not a
philosopher”.
∀x1¬(A(x1) ∧ ¬M(x1) ∧ ¬P (x1)).
The conjunction of each zone sentence for zones in d1 is the diagram sentence
consisting of eight sentences, one for each zone either missing or present in d1, each
of one of the four above forms. The diagram sentence for d1 is placed in disjunction
with the diagram sentence for d2 to form a sentence that is semantically equivalent
to the diagram d in figure 1.11a. 
We have shown an example of the fact that for every spider diagram there
is a semantically equivalent sentence in monadic first-order logic with equality.
We now provide the proof strategy, at a high-level, that where S is a sentence
in monadic first-order logic with equality, there is a spider diagram that is se-
mantically equivalent. Shin’s proof concerning the expressiveness of Venn-II does
not generalise to spider diagrams, in this direction. Following Shin’s strategy we
would distribute quantifiers such that a sentence is re-written in Q-normal form.
As the spider diagram logic contains equality, it is not possible to distribute the
quantifiers in this way (i.e. we cannot remove all quantifier nesting). Stapleton
et al., therefore, uses a model theoretic argument, rather than an syntactic ar-
gument about sentences, to show that there is a semantically equivalent diagram
for any sentence in monadic first-order logic with equality.
The direction of Stapleton et al.’s (2004) proof from logical sentence to spider
diagram requires the analysis of the model set for a sentence. Let S be a sentence
in monadic first-order logic with equality. Then S has a set of models which
satisfy it. We partition the model set for S into a set of small models and a set of
large models based on the models’ cardinality. Stapleton et al. (2004) ensure that
there are finitely many small models for any sentence (up to isomorphism). The
set of small models is itself partitioned into equivalence classes. A spider diagram
is drawn for each equivalence class. The disjunction of each of these diagrams is
then semantically equivalent to S.
Being strictly monadic, spider diagrams cannot express binary relationships
between elements or sets. It is not possible, in the spider diagram logic, to assert
that all philosophers are influenced by another philosopher. In order to express
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such relations it is necessary to increase the expressiveness of diagrammatic logics
beyond monadic first-order logic. We now consider constraint diagrams and the
upper bound of their expressiveness.
1.2.3 First-Order Logic
Spider diagrams allow only a single binary relation, namely equality. Kent (1997)
proposed constraint diagrams, a diagrammatic logic motivated by the practical
need for software modellers to specify arbitrary (first-order) relations between el-
ements and sets. In this thesis we use constraint diagrams as formalised in Staple-
ton (2004) which are significantly different from the original presentation (Staple-
ton’s constraint diagrams form a fragment of Kent’s). The diagram in figure 1.12a
is a constraint diagram. It expresses the following collection of facts:
All Athenians are mortal.
All philosophers are not mortal.
Someone is either Athenian or they are a philosopher and
all philosophers are influenced by this person.
Though constraint diagrams pre-date spider diagrams, it is useful to consider
them as an extension of the less expressive diagrammatic logic. From spider di-
agrams, constraint diagrams rename spiders to be existential spiders. To spider
diagrams, constraint diagrams add the syntax of universal spiders, derived con-
tours and labelled arrows sourced on a spider and targeting one of an existential
spider, a contour or a derived contour. A universal spider, denoted by a ∗, can be
seen in figure 1.12a. The universal spider quantifies over all Philosophers. The
diagram in figure 1.12b sources an arrow on the existential spider (which inter-
prets an element of the universe that is Athenian or a philosopher) and targets a
derived contour. The derived contour represents a subset of Philosophers thus
the meaning of the diagram is:
All Athenians are mortal.
All philosophers are not mortal.
Someone is either Athenian or they are a philosopher and
this person influences some philosophers
including, if they are a philosopher, themselves.
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(a) (b)
Figure 1.12: Example constraint diagrams.
Clearly, constraint diagrams are more expressive than monadic first-order
logic. However, there is no result showing them to be as expressive as first-
order logic, or even dyadic first-order logic, which includes one and two place
predicates. We can, at most, assert the following.
Theorem 1.2.8 Constraint diagrams are at most as expressive as dyadic first-
order logic. 
Stapleton (2004) showed that her formalisation of constraint diagrams is de-
cidable. Furthermore, it is well known that first-order dyadic logic is undecid-
able (Ebbinghaus and Flum 1991). Therefore, we may assert a stronger upper
bound on the expressiveness of constraint diagrams.
Theorem 1.2.9 The constraint diagram logic is less expressive than dyadic first-
order logic. 
As previously stated, constraint diagrams are motivated by the need for a prac-
tical but formal constraint specification language. Other practical considerations
motivate the formalisation of diagrammatic logics with second-order semantics.
1.2.4 Second-Order Logic
At least three attempts have been made to incorporate second-order concepts
into an Euler diagram based logic: generalized constraint diagrams in Stapleton
and Delaney (2008), concept diagrams in Oliver et al. (2009) and second-order
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Figure 1.13: An example concept diagram.
spider diagrams in Chapman and Stapleton (2010b). In this section we consider
concept diagrams alone as, to date, they have been developed to be the most
expressive second-order Euler diagram based logic. A concept diagram can be
drawn which represents the following fact:
A philosopher generalises an observation.
The above fact is represented by the diagram in figure 1.13.
The diagram in figure 1.13 is a spider diagram with the addition of arrows
sourced on spider feet and targeted on either spider feet or derived contours. In
general, arrows can also be sourced on contours.
The semantics of concept diagrams are second-order. Contours represent sets
and arrows indicate relations. The diagram in figure 1.13 provides an example
of specifying the existence of a set P which is a subset of Property. In total the
diagram expresses that:
• There exist disjoint sets Observation, Philosophers and Property,
• an observation o is related to exactly s by observedBy and to p by a relation
named observedProperty,
• the philosopher s is related to a subset P of Property by generalises,
• the set P contains p.
It has recently become known, but is as yet unpublished (Stapleton et al.
2012), that concept diagrams are expressively equivalent to second-order predi-
cate logic with one and two placed predicates.
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Figure 1.14: A representation of a result by Bu¨chi.
1.3 Thesis Contribution
In the previous subsection we considered the expressiveness of certain diagram-
matic logics. The expressiveness of each of the considered diagrammatic systems
was given with respect to a traditional sentential logic. That is to say, expressive-
ness is described as a fragment of either propositional logic, first-order predicate
logic or second-order predicate logic. Two results, one by Bu¨chi (1960) and the
other by McNaughton and Papert (1971)1, allow us to consider the expressiveness
of fragments of second-order logic with respect to classes of formal languages. We
first consider Bu¨chi’s (1960) result showing that regular languages are as expres-
sive as monadic second-order logic.
Figure 1.14 is a high-level presentation of Bu¨chi’s result. It depicts two circles
denoting, as labelled, the class of regular languages and the set of sentences in
monadic second-order logic.
Bu¨chi’s result provides a direct link between the worlds of logic and formal
languages. A result by McNaughton and Papert can be seen in figure 1.15. In
figure 1.15 we have added two extra circles to figure 1.14. The circles denote,
as labelled, the class of star-free regular languages and the set of sentences in
monadic first-order logic of order. We provide a definition and discussion on
star-free regular languages and monadic first-order logic of order in sections 2.1
and 2.2, respectively. The double-ended arrow added in figure 1.15 denotes that
1In this thesis we use Thomas’ (1982) presentation of McNaughton and Papert’s result. The
McNaughton and Papert book is out of print, and somewhat difficult to obtain, and we’re
concious of basing our work on results that can be verified by future researchers. The Thomas
(1982) paper is readily available, from various sources, on the Internet.
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Figure 1.15: A representation of a result by McNaughton and Papert.
star-free regular languages are expressively equivalent to monadic first-order logic
of order.
A result by Stapleton et al. (2004) gives us the fact depicted in figure 1.16: the
diagrammatic logic of spider diagrams is expressively equivalent to monadic first-
order logic with equality. The three results by Bu¨chi, McNaughton and Papert,
and Stapleton et al. provide the links between the worlds of formal language
theory, logic and diagrams which we build upon. Given figure 1.16 we ask two
questions:
RQ1: What class of formal languages is expressively equivalent to spider dia-
grams?
RQ2: What diagrammatic logic is expressively equivalent to both star-free reg-
ular languages and monadic first-order logic of order?
The answers to these questions are the main contribution of this thesis and are
depicted by dashed arrows in figure 1.17.
In answer to research question one, we provide the result that the class of
formal languages expressively equivalent to spider diagrams is the, yet to be
introduced in this thesis, class of commutative star-free regular languages. The
proof of this result is given in chapter 3. The answer to research question two is
provided in chapters 4 and 5 in which we develop spider diagrams of order. A
spider diagram of order is depicted in figure 1.18 and can be seen to depict the
following facts:
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Figure 1.16: A representation of a result by Stapleton.
Figure 1.17: A representation of results presented in this thesis.
29
❷
❷
❶
Figure 1.18: An example spider diagram of order
All Athenians are mortal.
All philosophers are not mortal.
Someone is either Athenian or they are the preeminent philosopher and
there are two other, equally important, philosophers.
The diagram encodes the eminence of each philosopher as a rank on a spider foot,
where • encodes no-rank and Ê, Ë,. . . encodes the rank of the integer labels. The
syntax also allows for the case where the Athenian denoted by the spider-foot is
unranked with respect to the two equally important philosophers.
The answer to research questions one and two led to a further research ques-
tion.
RQ3: What class of formal languages is expressively equivalent to extended Euler
diagrams of order.
Extended Euler diagrams of order form the fragment of spider diagrams of order
where spiders are removed. Let us now expand on the contents of the chapters
of this thesis in more detail.
Chapter 2 contains definitions of the technical terms used above, such as
“star-free regular language” and “monadic first-order logic”. The final subsection
of chapter 2 presents Stapleton’s (2004) sound and complete reasoning system
for spider diagrams. We shall extend this system in chapter 4. Our approach, in
chapter 2, is to provide all of the definitions and discussion necessary such that
this thesis is as self-contained as possible. This means that we provide a definition
of such computer science fundamentals as finite state machines, and the well-
known definition of first-order logic. We hope, by providing as much background
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information as possible, that this thesis is understandable by a computer scientist
who may not have significant exposure to logic. On the other hand we also intend
for this document to be readable by a logician with no background in formal
language theory.
Chapter 3 considers the expressiveness of spider diagrams with respect to
classes of regular languages, specifically star-free regular languages. This differs
from the previous work by Shin (1994), Gil et al. (1999), Swoboda and All-
wein (2001), Stapleton et al. (2004) and Stapleton and Masthoff (2007) in which
expressiveness results for diagrammatic logics are shown in comparison to sen-
tential logics. Both spider diagrams and star-free regular languages are modelled
by structures. However, the structures for words in a star-free regular languages
differ from structures (called interpretations in the literature) for spider diagrams
as letters in a word are restricted to a specific order. Therefore, section 3.1 ex-
tends interpretations for spider diagrams to contain an order relation. Thereafter,
in section 3.2, we conceive a mechanism for defining languages using diagrams.
The class of languages defined by spider diagrams is proved to be the class of
commutative star-free regular languages in sections 3.3 and 3.4.
A further contribution of this thesis is the definition of spider diagrams of
order. Spider diagrams of order are proposed in chapter 4 as an extension to spider
diagrams. They are the first extension of a diagrammatic logic that is motivated
by increasing expressiveness to match that of a class of formal languages. In
section 4.1 we define their syntax and semantics. Furthermore, in section 4.2 we
introduce a normal form for spider diagrams of order. In section 4.3 we develop
sound reasoning rules for spider diagrams of order. These reasoning rules are
used, in section 4.4, in an algorithm which when given a spider diagram of order,
produces a semantically equivalent diagram in normal form.
The normal form for spider diagrams of order is used in chapter 5 to derive an
expressiveness result. We find, in section 5.1, that spider diagrams of order are
as expressive as the class of star-free regular languages. In the following section,
section 5.3, considers extended Euler Diagrams of order. We find that adding
order to extended Euler diagrams produces a logic that is expressively equivalent
to spider diagrams of order.
Chapter 6 concludes this work by presenting a summary of each of the results
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that we have established. In the same chapter we also consider future work that
can build on the contents of this thesis.
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Chapter 2
Existing Work on Star-Free
Regular Languages and Spider
Diagrams
In chapter 1 we posed three research questions, namely:RQ1: What class of formal languages is expressively equivalent to spider
diagrams?
RQ2: What diagrammatic logic is expressively equivalent to both star-free
regular languages and monadic first-order logic of order?
RQ3: What class of formal languages is expressively equivalent to extended
Euler diagrams of order.
The answers to these questions are represented by the dashed arrows and dashed
contour in figure 2.1. The answer to research question one builds upon a result
in McNaughton and Papert (1971) and makes use of finite automata and some
results concerning star-free regular languages. The answer to research question
two makes use of an infinite hierarchy of star-free regular languages called the
Straubing-The´rin Hierarchy. In the answers all three questions we use the defi-
nition of spider diagrams as presented in Stapleton (2004) and the definition of
monadic first-order logic is adapted from the presentation of first-order logic in
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Figure 2.1: Relating sentential logic, formal language theory and diagrammatic
logic.
Ebbinghaus and Flum (1991). In this chapter we present the previous work on
which we build to formulate answers to the above research questions.
In presenting the previous work, we first examine formal languages. In sec-
tion 2.1, we explain and define what it means to be a star-free regular language
and present the notation that we use to discuss finite automata. We also present
a result from Schu¨tzenberger (1965) stating that a language is star-free regular
if and only if it is accepted by a finite automaton with an aperiodic syntactic
monoid. Subsequently, in section 2.2, we present definitions of monadic first-
order logic and monadic first-order logic of order. We show how sentences in
monadic first-order logic of order define languages. Thereafter, we present a re-
sult from McNaughton and Papert (1971) which states that a language is star-free
regular if and only if it is definable in monadic first-order logic of order. In the
final section of this chapter, section 2.3, we present Stapleton’s (2004) formula-
tion of spider diagrams and her sound and complete reasoning system for spider
diagrams. Stapleton et al.’s (2004) result, that spider diagrams are expressively
equivalent to monadic first-order logic with equality, is also presented.
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2.1 Regular Languages
Chomsky’s (1956) early work on phrase structured grammars established rules
that may be used to construct languages with specific properties. Regular lan-
guages are the least expressive of Chomsky’s phrase structured grammar systems.
They comprise the smallest set of languages that include the finite languages and
are closed under union, intersection, complement and Kleene-star. Star-free reg-
ular languages are a proper subset of regular languages.
There are many equivalent methods for defining regular languages.
Theorem 2.1.1 A language is regular if and only if it
• is generated by a Type-3 grammar (Chomsky 1956)
• is defined by a rational expression (Kleene 1956)1,
• is recognised by a finite automaton (Kleene 1956),
• has a finite syntactic monoid (Rabin and Scott 1959), or
• is defined by a sentence in monadic second-order logic (Bu¨chi 1960). 
We have no need to present type-3 grammar systems or monadic second-order
logic as neither definition is used in subsequent chapters. Therefore, we consider
rational expressions, finite automaton and finite syntactic monoids as methods
for defining regular languages.
A language is a set of words and a regular language is a set of words described
by a rational expression. A rational expression describes a set of words consisting
of letters an alphabet, denoted Σ. Words are formed using the binary operations
union and product and the unary Kleene-star operation. We use the symbol ∪
to denote union. The product of letters from Σ is denoted using · or simply
juxtaposition and we use the ∗ superscript to denote the Kleene-star operation.
The empty word, consisting of no characters is denoted λ.
1Rational expressions are also called regular expressions. We prefer to use the terms “ra-
tional expression” when considering an expression and “regular language” when considering a
language. Furthermore, the term “regular expression” is often used by programmers to describe
non-regular languages, which can be formed in programming languages such as Perl.
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Example 2.1.2 The language consisting of words of only positive even numbers
of a characters and words consisting of only positive even numbers of b characters
may be written as the rational expression
(aa)∗ ∪ (bb)∗.
The following formal definition of a rational expression is taken from Lawson
(2003).
Definition 2.1.3 A rational expression over Σ is defined inductively as:
• The expressions {}, λ and a, where a ∈ Σ, are rational expressions.
• If r1 and r2 are rational expressions then (r1 ∪ r2) is a rational expression.
• If r1 and r2 are rational expressions then (r1 · r2) (alternatively denoted by
juxtaposition (r1r2)) is a rational expression.
• If r1 is a rational expression then r∗1 is a rational expression.
Each rational expression r defines a language over Σ, denoted L(r):
L({}) = {},
L(λ) = {λ},
L(a) = {a} where a ∈ Σ.
L(r1 ∪ r2) = L(r1) ∪ L(r2).
L(r1 · r2) = L(r1) · L(r2) = {w1w2 : w1 ∈ L(r1) ∧ w2 ∈ L(r2)}.
L(r∗) = (L(r))∗ where (L(r))∗ = ⋃
n∈N
(L(r))n.

Having considered rational expressions above, we now consider how a regular
language may be recognised by a finite automaton or have a finite syntactic
monoid.
Definition 2.1.4 A finite automaton is a 5-tuple 〈Q,Σ, δ, q0, F 〉 where
Q is a set of states,
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Σ is an alphabet,
δ is a total function δ : Q × Σ → Q where δ(a, q) = q′ and δ(a, q) = q′′ if and
only if q′ = q′′ (only deterministic complete automata are considered),
q0 ∈ Q is the start state, and
F ⊆ Q is a set of final states. 
A finite automaton accepts a word, w = a1a2 . . . an, if there exists a path from
q0 to some final state in F i.e.:
δ(. . . δ(δ(δ(q0, a1), a2), . . .), an) ∈ F.
A finite automaton is said to recognise a language if it accepts precisely the
words in that language. We show how a finite automaton, depicted in figure 2.2,
accepts words in the language (aa)∗.
Example 2.1.5 Let A1 = 〈Q,Σ, δ, q0 F 〉 be a finite automaton where:
Q = {q0, q1, q2},
Σ = {a, b},
δ = {(q0, a, q1), (q0, b, q2), (q1, a, q0), (q1, b, q2), (q2, a, q2), (q2, b, q2)},
q0 = q0,
F = {q0}.
Then beginning in the initial configuration wq0 where w is the input word, we
transition to the next configuration based on the rules in δ. Let aaq0 be the initial
configuration. Then from configuration aaq0 we transition to aq1 by rule δ(q0, a) =
q1; one a character is consumed from the input word and the state transitions from
q0 to q1. From configuration aq1 we transition to the configuration λq0, which
is defined as a final configuration due to the input word having been wholly
consumed. As q0 ∈ F then this final configuration is an accepting configuration
and the word aa is in the language accepted by A1.
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Figure 2.2: A finite automaton accepting (aa)∗.
Let abq0 be the initial configuration. Then we transition to bq1 as δ(q0, a) = q1.
From configuration bq1 we transition to λq2. As q2 6∈ F then the word ab is not
in the language accepted by A1. 
The finite automaton presented in the above example is minimal.
Definition 2.1.6 For every regular language L there exists a deterministic finite
automaton, A, called a minimal automaton such that A accepts precisely L
and there exists no other deterministic finite automaton with fewer states than
A that accepts precisely L. Where A is a finite automaton, we use the notation
min(A) to mean the minimal automaton that accepts the same language as A. 
It is also useful to extend the transition function δ as δ∗ : Q × Σ∗ → Q where
δ∗(q, a1a2 . . . an) = δ(. . . δ(δ(δ(q, a1), a2), . . .), an). Using the extended transition
function and the minimal automaton accepting a language, we may then say when
two words in a language are similar.
Definition 2.1.7 (Modified from (Straubing 1994)) Let A = 〈Q,Σ, δ, q0, F 〉
be a minimal automaton accepting a regular language L and let u, v ∈ Σ∗. Then
u is similar to v, denoted u ∼L v, if and only if for each q ∈ Q it is the case that
δ∗(q, u) = δ∗(q, v). 
The operation ∼L is an equivalence relation on L.
The syntactic monoid of a language is described in Rabin and Scott’s (1959)
paper. The definition is explained in a more straightforward manner in Pin
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(1997). We use Σ∗/∼L to denote the quotient set of Σ∗ under the equivalence
relation ∼L such that for every word u ∈ Σ∗ it is the case that [u] = {v ∈ Σ∗ :
u ∼L v} is the equivalence class represented by [u]. For such a quotient set, there
exists a surjective function mapping each element of Σ∗ into some equivalence
class and [u] · [v] = [u · v].
Definition 2.1.8 The quotient monoid
(Σ∗/∼L, ·, λ)
is the syntactic monoid of L. Let M be the syntactic monoid of language L.
The monoid M is said to recognise L. 
In the above definition the monoid (Σ∗/∼L, ·, λ) has binary operator ·, i.e. con-
catenation of sets of words, and identity element λ. It is an accepted notational
convenience, in the literature, to denote concatenation of words and concatena-
tion of sets of words with the same symbol.
The Rabin and Scott (1959) paper provides the following characterisation of
regular languages
Theorem 2.1.9 A language is regular if and only if it is recognised by a finite
syntactic monoid. 
As an example, it is clear that the syntactic monoid for (aa)∗ is finite.
The concept of the syntactic monoid of a language is central to Schu¨tzenberger’s
(1965) definition of star-free regular languages which we now introduce.
2.1.1 Star-Free Regular Languages
In our discussion on regular languages we first introduced rational expressions
which describe regular languages and then introduced finite syntactic monoids
which recognise regular languages. We take a similar approach here, we first
introduce star-free rational expressions which describe star-free regular languages
and then provide Schu¨tzenberger’s (1965) characterisation of star-free regular
languages as those regular languages recognised by a finite aperiodic monoid.
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As the set of languages described by rational expressions is closed under com-
plement we define extended rational expressions to include the complement op-
eration.
Definition 2.1.10 (Pin (1997)) An extended rational expression is de-
fined recursively.
• A rational expression is an extended rational expression.
• The complement of an extended rational expression r, denoted rc, is an
extended rational expression, where L(rc) = Σ∗ − L(r). 
We may now define star-free regular languages.
Definition 2.1.11 A star-free regular language is described by an extended
rational expression without the Kleene-star operation. Such a rational expression
is termed a star-free rational expression. 
The rational expression (ab)∗ can be written as a star-free rational expression
(b{}c)c ∩ ({}caa{}c)c ∩ ({}cbb{}c)c ∩ ({}ca)c.
In essence, the above star-free rational expression states that words in the lan-
guage do not begin with a b character and do not contain the sequence aa, or bb.
Furthermore, words in the language denoted by the expression do not end with
an a character We now consider the syntactic monoid of (ab)∗.
Example 2.1.12 Let A2 be the minimal automaton depicted in figure 2.3 and
let Σ = {a, b}. A2 accepts the star-free regular language defined by the star-free
rational expression (b{}c)c ∩ ({}cba{}c)c ∩ ({}caa{}c)c ∩ ({}cbb{}c)c ∩ ({}ca)c (or
rational expression (ab)∗).
In addition to considering the syntactic monoid of a language, we also consider
whether a syntactic monoid is aperiodic.
Definition 2.1.13 A finite monoid M is aperiodic if, for each x ∈ M , there
exists n > 0 such that xn = xn+1. 
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Figure 2.3: A minimal finite automata accepting (ab)∗.
Example 2.1.14 Let A1 be the minimal automaton in figure 2.2 defining the
language (aa)∗. The syntactic monoid of A1 is
〈{[λ], [a], [b], [aa]}, ·, λ〉.
It is easily seen that if an ∈ [a] then an+1 ∈ [aa] and if an ∈ [aa] then an+1 ∈ [a].
Therefore, the syntactic monoid of (aa)∗ is finite, but not aperiodic.
The syntactic monoid of A2 is
〈{[λ], [a], [b], [aa], [ba]}, ·, λ〉.
The syntactic monoid for the language accepted by A2 is aperiodic as [a]2 =
[a]3 = . . . = [a]i, [b] = [b]2 = . . . = [b]j, [ba] = [baba] = . . . = [ba]k, and [λ]k = [λ],
for any i, j ≥ 2 and any k. 
The above example is generalised in the following theorem.
Theorem 2.1.15 (Schu¨tzenberger (1965)) Let L ⊆ Σ∗ with syntactic monoid
M . Then L is star-free regular if and only if M is finite and aperiodic. 
We may consider the restriction of an automaton to transitions on a single
letter.
Definition 2.1.16 Let A = 〈Q,Σ, δ, q0, F 〉 be a finite automaton, then
A|a = 〈Q, {a}, δ|Q×{a}, q0, F 〉
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Figure 2.4: The graphs A2|a and A2|b.
is the restriction of A to transitions on the letter a. 
Examples of the graphs A2|a and A2|b can be seen in figure 2.4.
It can be seen that minimal automata accepting star-free regular languages
have the following property:
Theorem 2.1.17 (Modified from (Lawson 2003)) Let A be a minimal au-
tomaton accepting a star-free language. Then for each a ∈ Σ the graph A|a
contains no non-trivial cycles. 
Another characterisation of star-free regular languages is provided by exam-
ining infinite hierarchies. We consider infinite hierarchies in the next sub-section.
Hierarchies of Star-Free Regular Languages
The set of star-free regular languages is a proper subset of the set of regular
languages and contains only those regular languages recognised by a finite aperi-
odic monoid. Within the class of star-free languages there exists three hierarchies
where the closure of each hierarchy, in the limit, is the class of star-free regular
languages. Each of the three hierarchies provides an inductive method for the
definition of the class of star-free regular languages.
In order to define these hierarchies we define both the shuﬄe product of two
languages and the polynomial closure of a set of languages. We first define the
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shuﬄe product of two words. The shuﬄe product of two words u and v denoted
u v informally takes all letters from u and intersperses letters from v.
Definition 2.1.18 (Mateescu (1993)) The shuﬄe operation between words,
denoted , is defined recursively, with base cases u  λ = u and λ  v = v,
by
(au bv) = a(u bv) ∪ b(au v).
Where u, v ∈ Σ∗ and a, b ∈ Σ. 
Example 2.1.19 Let u = abb and v = cd both be words over the alphabet Σ =
{a, b, c, d}. Then u v is a set of words including acbdb. However, adbcb 6∈ u v
as the order of letters from v is not respected. 
We now extend this definition to languages.
Definition 2.1.20 (Mateescu (1993)) The shuﬄe product of two languages
L1 and L2 denoted L1L2 is the shuﬄe product of all words from L1 with those
from L2
L1 L2 =
⋃
u∈L1∧v∈L2
u v.
The polynomial closure of a class of languages is necessary to form language
hierarchies within the class of star-free regular languages.
Definition 2.1.21 (Pin and Weil (1997)) The polynomial closure of a class
of languages L of Σ∗ is the set of languages that are finite disjoint unions of lan-
guages of the form
L0a1L1 . . . anLn,
where the ai’s are letters and the Li’s are elements of L. 
One might expect that the polynomial closure itself to be inductively defined.
However this is unnecessary, and the above definition generates a class of lan-
guages closed under polynomial closure.
Example 2.1.22 Let L be the set of languages {{},Σ∗} and let Σ = {a, b}.
Let L1 = Σ∗aΣ∗bΣ∗ and L2 = Σ∗aΣ∗aΣ∗bΣ∗ be two languages in Pol(L), where
Pol(L) is the polynomial closure of L. Obviously {} and Σ∗ are elements of
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Pol(L). Then L3 = L1aL2 ∈ Pol(Pol(L)). L3 is also in Pol(L) as it may be
written as (Σ∗aΣ∗bΣ∗)a(Σ∗aΣ∗aΣ∗bΣ∗). 
All three hierarchies of star-free regular languages are recursively constructed
from a base case at their respective level 0. Level 12 of each hierarchy is the
polynomial closure of level 0. Each of the fractional levels 12 , 1 +
1
2 , 2 +
1
2 , . . . are
similarly formed from the preceding integer level. Level 1 of each hierarchy is
the finite boolean closure of level 12 under the operations intersection, union and
complement. In general, integer numbered levels 1, 2, 3, . . . are the finite boolean
closure of the half level beneath them (Pin 1997).
The three hierarchies are known as the Straubing-The´rin hierarchy (STH),
the Brzozowski-Simon (dot-depth) hierarchy and the group hierarchy. Of most
interest to us is the STH. Readers interested in the Brzozowski-Simon and group
hierarchies are referred to Pin (1997).
By definition, level 0 of the Straubing-The´rin hierarchy is the set of languages
{{},Σ∗}. Level 12 is the polynomial closure of level 0. Level 12 is also known as
the class of shuﬄe-ideal languages. Using the shuﬄe-product operation allows
the presentation of an alternative characterisation of the class of shuﬄe-ideal
languages.
Definition 2.1.23 (Higman (1952)) A language L is a shuﬄe-ideal if and
only if there exists a finite set of finite length words K such that L = K  Σ∗. 
Level 1 of the STH is the boolean closure of level 12 under the operations union
intersection and complement. Stern (1985) informs us that this class of languages
is also known as the set of piecewise testable languages.
The levels 0, 12 and 1 of the STH are interesting because they give an idea
of the structure of languages in the classes at level n + 12 and level n + 1 in the
hierarchy.
Definition 2.1.24 The Straubing-The´rin hierarchy is defined inductively with
base case at level 0
• level 0 is defined as the set of languages {Σ∗, {}}.
In general for any positive integer n ≥ 0
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• level n+ 12 is the polynomial closure of level n, and
• level n+ 1 is the boolean closure of level n+ 12 . 
The following two definitions are related to the definition of shuﬄe product
and are used in chapter 3. First, the scattered residual is the set of words formed
by deleting all characters in v from u in order.
Definition 2.1.25 (Mateescu (1993)) Let v, w ∈ Σ∗. The scattered resid-
ual of v from w, denoted w →s v, is defined as,
w →s v = {u1u2 . . . uk+1 : k ≥ 1, w = u1v1u2v2 . . . ukvkuk+1,
v = v1v2 . . . vk, ui ∈ Σ∗, vi ∈ Σ∗, 1 ≤ i ≤ k}. 
If the scattered residual of v from w is non-empty then v is a scattered subword
of w.
Definition 2.1.26 (Mateescu and Salomaa (1997)) Let w ∈ Σ∗ where w =
u1v1u2v2 . . . unvn, for some integer n and words ui, vi ∈ Σ∗. The word v =
v1v2 . . . vn is a scattered subword of w. 
Having presented star-free regular languages our attention now turns to a
discussion of monadic first-order logic.
2.2 Monadic First-Order Logic
In the first chapter we introduced monadic first-order logic using the following
syllogism:
No Mortal is a Philosopher,
Every Athenian is Mortal,
Therefore no Athenian is a Philosopher.
Furthermore, we introduced three first-order predicates M(x) to denote that x
is mortal, A(x) to denote that x is Athenian and P (x) to denote that x is a
philosopher. Each of these predicates has a single-place, i.e. they are monadic.
The following statements are examples of sentences in monadic first-order logic.
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¬∃x(M(x) ∧ P (x)) meaning “there exists no person who is both mortal and a
philosopher” and encodes the major premise of the above syllogism.
∀x(A(x)⇒M(x)) meaning “for all people the condition that if they are Athenian
holds then they are mortal” and encodes the minor premise of the above
syllogism.
∀x¬(A(x) ∧ P (x)) meaning “for all people it is not the case that they are Athe-
nian and a philosopher” and encodes the conclusion.
We now consider the formal syntax and semantics of the above statements in
symbolic logic.
The syntax of monadic first-order logic consists of variables, predicates,
formulas and sentences. A variable is denoted using a lower-case letter eg. x. A
predicate symbol is an element of the set of all predicate symbols P .
Definition 2.2.1 (Stapleton (2004)) A monadic first-order logic, given P, con-
sists of the following components.
1. Variables, x1, x2, . . . , xn, . . ., of which there are countably many.
2. Atomic formulas which are defined as follows:
• if P ∈ P and xi is a variable, then P (xi) is an atomic formula.
3. Formulas which are defined inductively:
• Atomic formulas are formulas.
• > and ⊥ are formulas.
• If ψ and φ are formulas, then so are ψ ∧ φ, ψ ∨ φ, ψ ⇒ φ and ¬ψ.
• If ψ is a formula and xi is a variable, then ∃xiψ and ∀xiψ are formulas.
A sentence is a formula containing no free variables. 
Semantically, sentences in monadic first-order logic are interpreted by struc-
tures of the form (U,Ψ) where U is the universal set and Ψ : P → PU . Deter-
mining whether a structure m = (U,Ψ) is a model for a sentence S requires the
following valuation function:
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Definition 2.2.2 Let (U,Ψ) be a structure. A valuation function is any func-
tion that maps variables to elements of U . 
We write v[e/x] for the valuation function that is the same as the valuation
function v except that v[e/x] maps variable x to element e.
Given a formula F in monadic first-order logic, a structure I and a valuation
function v, we wish to know whether F is true in I under v.
Definition 2.2.3 Let F be a formula, I = (U,Ψ) be a structure and v be a
valuation function. A formula F is true in I under v, denoted |=I,v F , defined by
the following cases:
1. |=I,v P (xi), P ∈ P if v(xi) ∈ Ψ(P ).
2. |=I,v ¬F if it is not the case that |=I,v F .
3. |=I,v F1 ∨ F2 if |=I,v F1 or |=I,v F2.
4. |=I,v F1 ∧ F2 if |=I,v F1 and |=I,v F2.
5. |=I,v F1 ⇒ F2 if it is not the case that |=I,v F1 or where |=I,v F2.
6. |=I,v ∃xiF if there exists an e ∈ U such that |=I,v[e/xi] F .
7. |=I,v ∀xiF if for all e ∈ U we have |=I,v[e/xi] F .
I is a model for a formula F if it is true under all valuation functions. 
We further extend the syntax of monadic first-order logic to include an equality
operator to form monadic first-order logic with equality (abbreviated as
MFOL[=]). The extension adds the following as atomic formulas to monadic
first-order logic:
• if xi and xj are variables, then xi = xj is an atomic formula.
This allows us to express the following set of facts:
All Athenians are mortal.
All philosophers are not mortal.
Either someone is Athenian or they are a philosopher.
Some other person is a philosopher.
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In the above statements we assert that there are at least two different individuals.
Symbolically, this is achieved by stating that one variable does not equal another.
The sentence
∃s, p
((
M(s)∧
(
(A(s)∧¬P (s))∨(¬A(s)∧P (s))
))
∧¬M(p)∧¬A(p)∧P (p)∧¬(s = p)
)
captures the facts that someone is either Athenian or a philosopher and that some
other person is a philosopher distinct from the former.
By extending the syntax with equality, we are, semantically speaking, inter-
preting = as the diagonal subset of U ×U . We, therefore, do not need to extend
structures to interpret =. A structure, (U,Ψ) is true for a formula in monadic
first-order logic with equality under valuation functions presented above with the
addition of the following condition to the definition of |=I,v:
• |=I,v (xi = xj) if v(xi) = v(xj).
The definition of a model applies in the same way.
Having defined monadic first-order logic and one extension of it, namely
monadic first-order logic with equality, we now consider another extension called
monadic first-order logic of order (abbreviated as MFOL[<]). Rather than
add = to the syntax of monadic first-order logic, we extend the syntax by adding
<, pronounced “less than”. The extension adds the following as atomic formulas
to monadic first-order logic:
• if xi and xj are variables, then xi < xj is an atomic formula.
This allows us to express the following set of facts, in which we consider < to
indicate the eminence of philosophers:
All Athenians are mortal.
All philosophers are not mortal.
Either someone is Athenian or they are the preeminent philosopher.
Someone else is a philosopher.
Yet another person is a philosopher.
Both of these philosophers are equally important.
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We write the following logical sentence to express the last four facts:
∃s, p, w
((
M(s) ∧
(
(A(s) ∧ ¬P (s)) ∨ (¬A(s) ∧ P (s))
))
∧ ¬M(p) ∧ ¬A(p) ∧ P (p)
∧¬M(w) ∧ ¬A(w) ∧ P (w) ∧ p < s ∧ w < s ∧ ¬(w < p) ∧ ¬(p < w))
)
This syntactic extension of monadic first-order logic requires adding a tran-
sitive, irreflexive anti-symmetric ≺ relation to structures that interpret formula
in the logic. We extend structures to interpret monadic first-order logic of order
such that they are of the form (U,≺,Ψ). A structure is true for a formula in
monadic first-order logic of order under the valuation function presented above
with the addition of the following condition to the definition of |=I,v:
• |=I,v xi < xj if v(xi) ≺ v(xj).
The definition of a model applies in the same way. Having defined monadic first-
order logic of order, we now consider how sentences in this logic define languages.
2.2.1 Defining Languages in Monadic First-Order Logic
of Order
Our presentation of structures which interpret first-order logic is consistent with
the literature on diagrammatic logic. Structures of the form (U,Ψ) interpret
both spider diagrams and sentences in monadic first-order logic with equality.
Furthermore, structures of the form (U,≺,Ψ) interpret sentences in monadic first-
order logic of order. Thomas’s structures which interpret formulas in monadic
first-order logic of order are of the form (U,≺, Q1, Q2, . . . , Qn), where each of
the Qi’s are sets that interpret predicates. Thus, our structures which interpret
formulas in monadic first-order logic of order differ from Thomas’s structures
which interpret the same. Our structures which interpret formulas in monadic
first-order logic are a straightforward rewrite of Thomas’s. We therefore present
his assignment of letters to predicates in terms of our structures, rather than his
original presentation.
Let P be a set of predicates. We first assign each element of Σ to distinct
elements of P(P). This necessitates the restriction that |Σ| ≤ 2|P|, otherwise
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two letters in Σ would be assigned to one element of P(P) and we would then
be unable to distinguish between the two elements of Σ in question. Given an
assignment of Σ to P(P) we consider the language defined by sentences in monadic
first-order logic of order. In chapter 3 we will provide a formal definition of a
diagrammatic analogue of this assignment called lettermap or lm.
Example 2.2.4 Let Σ = a, b and let P = {A} and then assign a to {A} and b
to {}. Then the following are examples of sentences in monadic first-order logic
of order and the star-free regular language they describe:
∃xA(x) describes the language consisting of words containing at least one a char-
acter.
∀xA(x) describes the language consisting of words of lenght zero or more, con-
taining only a characters.
∃x
(
¬A(x) ∧ ∃y(x 6= y ⇒ x < y ∧ A(y))
)
describes the language consisting words
that start with a b character followed by zero or more a characters. 
Sentences in monadic first-order logic and star-free regular languages are expres-
sively equivalent.
Theorem 2.2.5 The following statements are equivalent
1. L is a star-free regular language,
2. L is defined by a sentence in monadic first-order logic of order (McNaughton
and Papert 1971). 
Having examined, in subsection 2.1, star-free regular languages and examined,
in this subsection, how star-free regular languages can be defined by sentences in
monadic first-order logic of order, we now proceed to consider the spider diagram
logic.
2.3 Spider Diagrams
This section will provide a brief overview of the spider diagram syntax and seman-
tics presented in Stapleton (2004) and Howse et al. (2005). The spider diagram
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logic is based on Euler diagrams (Euler 1775). Thus, the diagram in figure 2.5a is
a unitary spider diagram. Figure 2.5a contains two labelled contours, P and Q.
Contours are closed curves. The diagram figure 2.5a also contains three minimal
regions, called zones. There is one zone inside P , another inside Q and the other
zone is outside both P and Q. The Venn diagram in figure 2.5b is also a spider
diagram as all Venn diagrams are Euler diagrams. The diagram in figure 2.5c is
a spider diagram containing three spiders; spiders are trees whose vertices, called
feet, are placed in zones. Spider diagrams can also contain shading. The zone in-
side both contours P and Q in the diagram in figure 2.5c is shaded. The diagram
in figure 2.5d is the disjunction of two spider diagrams. Such compound diagrams
allow expressions involving disjunction, conjunction and unitary diagrams.
In section 2.3.1 we formally define the syntax of spider diagrams. We for-
mally define their semantics in section 2.3.2. In our final section (section 2.3.3)
we present work from Stapleton et al. (2004) and Stapleton (2004) where the
expressiveness of spider diagrams with respect to monadic first-order logic with
equality is established and a sound and complete reasoning system for spider
diagrams is provided.
2.3.1 Spider Diagram Syntax
The spider diagram syntax is defined at an abstract level. The contour labels2
in spider diagrams are selected from a finite set C. A zone is defined to be a
partition, (in, out), of C. The set in contains the labels of the contours that the
zone is inside whereas out contains the labels of the contours that the zone is
outside. The set of all zones is denoted Z. A region is a set of zones. Note that
a spider is completely defined by the region within which it occurs. To describe
the spiders in a diagram, it is sufficient to say how many spiders are placed in
each region. Thus, the abstract definition of a spider diagram will specify the
labels used, the zones, the shaded zones and use a set of spider identifiers to
describe the spiders. We now proceed to define the formal apparatus needed to
specify spider diagrams.
2Traditionally, the set of contour labels is denoted L, we use C and reserve L to denote a
language.
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(a) (b) (c)
(d)
Figure 2.5: Three unitary and a compound spider diagram.
Our definition of a spider foot is an extension of Stapleton’s (2004) definition.
In her work a spider foot is simply a zone. Our definition allows us to further
extend the notion of a spider foot in later chapters.
Definition 2.3.1 A spider foot is an element of the set {•}×Z and the set of
all feet is denoted F . A spider, s, is a set of feet together with a number, that is
s ∈ Z+ × (PF − {{}}), and the set of all spiders is denoted S. The habitat of a
spider s = (n, p), denoted habitat(s), is the region {z : (k, z) ∈ p}. The function
habitat takes a spider and returns the habitat of that spider. The set p is the foot
set of spider s = (n, p). 
As an example, suppose both z1 and z2 are zones in some diagram. Then a spider,
s, which has a foot in each of z1 and z2 can be denoted as (1, {(•, z1), (•, z2)}).
Then habitat(s) = {z1, z2} and {(•, z1), (•, z2)} is the foot set of s. The meaning
of 1 i.e. the n where s = (n, p), depends on whether s is in a set of spider
identifiers or whether s is in a set of spiders as given in the next definition.
This distinction between spider identifiers and spiders has been established in
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the literature (Howse et al. 2005).
Definition 2.3.2 (Modified from Stapleton (2004)) A unitary spider di-
agram, d, is a quadruple3 〈C,Z, ShZ, SI〉 where:
C = C(d) ⊆ C is a set of contour labels,
Z = Z(d) ⊆ {(in, C − in) : in ⊆ C} is a set of zones,
ShZ ⊆ Z(d) is a set of shaded zones,
SI = SI(d) ( S is a finite set of spider identifiers such that for all spiders
(n1, s1), (n2, s2) in SI(d) if s1 = s2 then n1 = n2. Furthermore, for all
(n, s) ∈ SI(d) the habitat of s is a subset of the zones in d : habitat(s) ⊆
Z(d).
The set of spiders in d is defined to be
S(d) = {(i, s) : (n, s) ∈ SI(d) ∧ 1 ≤ i ≤ n}.
The symbol ⊥ is also a unitary spider diagram. We define C(⊥) = Z(⊥) =
ShZ(⊥) = SI(⊥) = {}. If d1 and d2 are spider diagrams then (d1 ∨ d2) and
(d1 ∧ d2) are compound spider diagrams. 
We note that SI(d) can be thought of as a bag of spiders and S(d) is a set of
spiders generated from the spider identifiers. For instance if (2, s) is in SI(d)
then both (1, s) and (2, s) are in S(d). That is to say, (2, s) ∈ SI(d) states that
there are two spiders with foot set s. Furthermore, both (1, s) and (2, s) in S(d)
enumerate each of the two spiders identified in SI(d).
3For the set of shaded zones, we write ShZ as opposed to the more traditional Z∗ in order
to avoid confusion with the Kleene star operations.
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Example 2.3.3 The abstract syntax of the diagram in figure 2.5c is
C(d1) = {P,Q},
Z(d1) = {({}, {P,Q}), ({P}, {Q}), ({Q}, {P}), ({P,Q}, {})},
ShZ(d1) = {({P,Q}, {})},
SI(d1) = (2, {({P}, {Q}), ({P,Q}, {})}),
(1, {({P,Q}, {}), ({Q}, {P}), ({}, {P,Q})})}. 
By convention, we employ a lower-case d (with or without subscripts) to de-
note a unitary spider diagram. An upper case D (with or without subscripts) will
denote an arbitrary spider diagram. The usual convention of omitting brackets
where no ambiguity arises is adopted. It is also useful to identify which zones
could be present in a unitary diagram, given the label set, but are not present;
semantically, missing zones provide information. For example, in figure 2.5a, d1
has a missing zone, namely ({P,Q}, {}).
Definition 2.3.4 (Howse et al. (2005)) Given a unitary diagram, d, a zone
(in, out) is said to be missing if it is in the set {(in, C(d)− in) : in ⊆ C(d)} −
Z(d) with the set of such zones denoted MZ(d). If d has no missing zones then
d is in Venn form. 
Spider Diagram Concrete Syntax
The concrete syntax of Stapleton et al.’s (2004) spider diagrams connects individ-
ual unitary components using either the ∨ or ∧ symbols and as these connectives
are binary, parentheses are used to indicate the pairs of diagrams being connected.
This differs from the connectives used in Shin’s Venn-II system (see section 1.2)
which used juxtaposition and a horizontal bar to indicate conjunction and dis-
junction respectively. As the ∨ and ∧ symbols are used in sentential logic, it is
often argued that Stapleton et al.’s (2004) choice of concrete representation ren-
ders the logic to be less ‘diagrammatic’ than it might otherwise be. In this thesis
we will introduce further connectives for unitary diagrams and we will choose to
use connectives that stem from the syntax of sentential logic. This is in keeping
with the literature on spider diagrams. We believe that the choice of concrete
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syntax is best influenced by user studies. In a theoretical treatise, such as this, we
do not emphasise the importance of the concrete representation of connectives.
2.3.2 Spider Diagram Semantics
Our attention now turns to semantics. Spider diagrams make statements about
sets (represented by contours) and their cardinalities (by using spiders and shad-
ing). In figure 2.5a the diagram expresses that the set represented by the contour
P and the set represented by the contour Q are disjoint, because there are no
points interior to both of the contours. In fact the diagrams in figures 2.5b
and 2.5a are semantically equivalent. Both assert that the sets represented by P
and Q are disjoint. Figure 2.5b uses shading, which places an upper bound on
the cardinality of the set represented by the shaded area, to indicate that there
are no elements in the intersection of P and Q. The Euler diagram, in figure 2.5a,
indicates the disjointness of sets represented by P and Q by making the contours
visually disjoint.
The spiders in figure 2.5c provide lower bounds for the cardinality of the
region that the spider inhabits and together with the shading provide upper
bounds on the cardinality of the shaded region. The spider s provides disjunctive
information. It states that one of the zones in the habitat of the spider contains
at least one element. Taken together, the spiders r, s and t allow for the set
represented by the shaded zone to contain at most three elements.
The semantics of spider diagrams are model-based. A model for a diagram is
an assignment of sets to contour labels that agrees with the intended meaning of
the diagram, captured by the semantics predicate defined below.
Definition 2.3.5 (Stapleton (2004)) An interpretation is a pair (U,Ψ) where
U is called the universal set and Ψ: C → PU is a function that assigns a subset
of U to each contour label. The function Ψ can be extended to interpret zones
and sets of zones as follows:
1. each zone, (a, b) ∈ Z, represents the set ⋂
l∈a
Ψ(l) ∩ ⋂
l∈b
(U −Ψ(l)) and
2. each region, r ∈ PZ, represents the set which is the union of the sets rep-
resented by r’s constituent zones. 
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For brevity, we will continue to write Ψ: C → PU but assume that the do-
main of Ψ includes the zones and regions. Given an interpretation we wish to
know whether it is a model for a diagram; in other words, when the information
provided by the interpretation agrees with the intended meaning of the diagram.
Informally, an interpretation is a model for unitary diagram d (6=⊥) whenever
1. all of the zones which are missing represent the empty set,
2. all of the regions represent sets whose cardinality is at least the number of
spiders placed entirely within that region, and
3. all of the entirely shaded regions represent sets whose cardinality is at most
the number of spiders with a foot in that region.
We now make the notion of a model precise.
Definition 2.3.6 (Stapleton (2004)) Let I = (U,Ψ) be an interpretation and
let d (6=⊥) be a unitary spider diagram. Then I is a model for d, denoted I |= d,
if and only if the following conditions hold.
1. The missing zones condition All of the missing zones represent the
empty set ⋃
z∈MZ(d)
Ψ(z) = {}.
2. The function extension condition There exists an extension of Ψ to
spiders, Ψ : C ∪ S(d)→ PU which ensures the following further conditions
hold.
(a) The habitats condition All spiders represent elements (strictly, sin-
gleton sets) in the sets represented by their habitats:
∀s ∈ S(d) (Ψ(s) ⊆ Ψ(habitat(s)) ∧ |Ψ(s)| = 1).
(b) The distinct spiders condition Distinct spiders denote distinct
elements:
∀s1, s2 ∈ S(d) (Ψ(s1) = Ψ(s2)⇒ s1 = s2).
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(c) The shading condition Shaded regions represent sets containing
elements denoted by spiders:
Ψ(ShZ(d)) ⊆ ⋃
s∈S(d)
Ψ(s).
If Ψ: C∪S → PU ensures that the above conditions are satisfied then Ψ is a valid
extension to spiders for d. If d =⊥ then no interpretation is a model for d. For
compound diagrams, the definition of a model extends in the obvious inductive
way. 
Stapleton provides an expressiveness result for spider diagrams.
Theorem 2.3.7 (Stapleton (2004)) The spider diagram logic is expressively
equivalent to monadic first-order logic with equality. 
Stapleton (2004) defines, so-called, α-diagrams to be the disjunctive fragment
of the spider diagram logic containing only unitary α-diagrams.
Definition 2.3.8 Let D be a spider diagram where all spiders have exactly one
foot. Then D is an α-spider diagram. 
Such α-diagrams are used in the proof of completeness in Stapleton’s (2004)
reasoning system. She shows that any spider diagram may be expressed as an α-
diagram and that the system of spider diagrams is complete under her reasoning
rules. Molina (2001) also uses a similar technique when proving completeness for
a spider diagram system based on Venn diagrams (rather than Euler diagram)
called SD2. We will also find that α-diagrams assist us in expressiveness results.
Stapleton proved that the α-diagram fragment of spider diagrams, where each
α-diagram is a Venn diagram, is as expressive as spider diagrams. We present
this result as a theorem.
Theorem 2.3.9 (Stapleton (2004)) The fragment of spider diagrams in which
the only operator is ∨ is equivalent in expressive power to its sub-fragment in
which all unitary diagrams contain the Venn set of zones and all spiders have
exactly one foot. 
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A diagram in the fragment of spider diagrams where ∨ is the only connective
used and where each unitary component is an α-diagram in Venn-form is said to
be in disjunctive normal form. As the class of diagrams in disjunctive normal
form is as expressive as spider diagrams, the proof strategy of reducing a problem
about spider diagrams to a problem about diagrams in disjunctive normal form
is regularly employed by Stapleton et al. and will be employed by us in future
chapters.
Stapleton also defines a reasoning system for spider diagrams.
2.3.3 A Sound and Complete Spider Diagram Reasoning
System
In chapter 4 we extend the spider diagram logic. We also find it necessary to
reprove the soundness of spider diagram reasoning rules for our extension of
spider diagrams (because we have extended the syntax). The reasoning rules
in this section are sound and together form a sound and complete reasoning
system (Stapleton 2004, Howse et al. 2005). Stapleton’s (2004) rules allow us to
perform reasoning about the semantics of diagrams at the syntax level.
The semantic notion of logical consequence is necessary when proving the
validity of rules.
Definition 2.3.10 Let D1 and D2 be two spider diagrams. The diagram D2 is
a logical consequence of D1, denoted D1  D2, if and only if every model for
D1 is a model for D2. 
Stapleton reiterates Molina’s (2001) syntactic expression of logical consequence
of diagrams to describe a diagram that is obtainable from another by application
of a sequence of rules.
Definition 2.3.11 Let D1 and D2 be spider diagrams. Then D1  D2 if and only
if D1 can be transformed into D2 by a single application of one of the basic or logic
reasoning rules (defined in the subsequent sections). D2 is obtainable from D1,
denoted D1 ` D2, if and only if there is a sequence of diagrams 〈D1, D2, . . . , Dm〉
such that D1 = D1, Dm = D2 and Dk  Dk+1 for each k and 1 ≤ k ≤ m. 
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Then the validity of rules is captured by the following definition.
Definition 2.3.12 (Stapleton (2004)) Let r be a reasoning rule. We say r is
valid if and only if whenever diagram D2 is obtained from diagram D1 by a single
application of r it is the case that all the models for D1 are models for D2. 
We do not provide either a formal description of each presented rule nor do we
prove validity. Readers interested in the formal description of the rules and the
omitted proofs are referred to Stapleton (2004).
All of the basic, logical and derived reasoning rules are taken from Stapleton
(2004) and Howse et al. (2005).
Basic Reasoning Rules
For each of the basic reasoning rules we provide an informal definition and an
example.
Definition 2.3.13 (Introduction of a contour label.) Let d1 (6= ⊥) be a uni-
tary diagram and let d2 be the diagram obtained from d1 after introducing a con-
tour label as follows.
1. The new contour has a label not present in d1.
2. Each zone in d1 splits into two zones and the shading is preserved.
3. Each foot of a spider is replaced by a connected pair of feet – one in each
new zone of the habitat so that the habitat is essentially preserved.
Then d1 may be replaced by d2 and vice versa. 
Stapleton attributes this definition to Molina (2001).
Example 2.3.14 Let d1 be the diagram in figure 2.6a. The contour labelled
R is introduced into d1 which results in the diagram in figure 2.6b denoted d2.
Consider the region in d1 bounded by the contour P . The region bounded by P
contains two zones z1 = ({P}, {Q}) and z2 = ({P,Q}, {}). We observe that in
d2 the region bounded by P contains four zones. The zone z1 in d1 has been split
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(a) (b)
Figure 2.6: The introduction of a contour label rule.
into two zones in d2 where one zone is inside P but outside R and the other is
inside both P and R.
The spiders s and r in diagram d1 are extended in d2. Spider r which inhabits
all zones in the region bounded by the contour P is extended in d2, becoming
r′, by extending its feet into the new zones in the region bounded by contour P
created by the introduction of R.
Definition 2.3.15 (Introduction of a shaded zone.) Let d1 be a unitary di-
agram that is not in Venn form. If d2 is a copy of d1 except that d2 contains a
new shaded zone that contains no spider feet then d1 may be replaced by d2 and
vice versa. 
Example 2.3.16 Figure 2.7 presents a non-exhaustive set of examples where a
shaded zone may be introduced. Figure 2.7a shows two disjoint contours and
figure 2.7b shows the application of introduction of a shaded zone rule. Similarly
figure 2.7c and figure 2.7e show situations under which introduction of a shaded
zone may be applied and both figures 2.7d and 2.7f are the application of the rule
to the respective diagrams. In figure 2.7e the contours P and Q are concurrent.
Definition 2.3.17 (Splitting spiders.) Let d be a unitary diagram with a spi-
der s touching all and only the zones of two disjoint regions r1 and r2. Let d1
and d2 be unitary diagrams that are copies of d except that neither contains s,
but instead each contains an extra spider s1 and s2 respectively, whose habitats
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(a) (b)
(c) (d)
(e) (f)
Figure 2.7: The introduction of a shaded zone rule.
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(a) (b)
Figure 2.8: The splitting spiders rule.
are regions r1 in d1 and r2 in d2. Then d can be replaced by the diagram d1 ∨ d2
and vice versa. 
Example 2.3.18 In figure 2.8 we observe an application of the splitting spiders
rule on the diagram, d, in figure 2.8a resulting in the diagram, D2, in figure 2.8b.
The spider labelled r in diagram d is split into spiders r′ and r′′ in the unitary
components of diagram D.
Definition 2.3.19 (Law of the Excluded Middle.) Let d be a unitary dia-
gram with a completely non-shaded region r. Let d1 and d2 be unitary diagrams
that are copies of d except that d1 contains an extra spider whose habitat is r and
r is shaded in d2. Then d can be replaced by the diagram d1 ∨ d2 and vice versa.
Example 2.3.20 Figure 2.9 shows an application of the law of the excluded
middle. The rule is applied to the diagram, d, in figure 2.9a resulting in the
diagram, D, in figure 2.9b. The diagram d states that the interpretation of the
zone inside P but outside Q contains an unbounded number of elements. The
diagram D states that the interpretation of the zone inside P but outside Q
contains either no elements, or at least one element.
Definition 2.3.21 (Combining.) Let D = d1 ∧ d2 be a compound spider dia-
gram where d1 and d2 are α-spider diagrams with the same zone set or d1 = ⊥
or d2 = ⊥. Then D may be replaced by the unitary diagram d where
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(a) (b)
Figure 2.9: The law of the excluded middle.
1. If d1 = ⊥ or d2 = ⊥ then d = ⊥.
2. If a zone is shaded in one of d1 or d2 and contains more spiders in the other
then d = ⊥.
3. Otherwise
• d has the same zone set as both d1 and d2.
• The shaded zones in d is the union of the shaded zones in d1 and d2.
• The number of spiders in any zone in the combined diagram is the
maximum number of spiders inhabiting that zone in the original dia-
grams. 
Example 2.3.22 Figure 2.10 shows an application of the combining rule. The
rule is applied to the diagram D = d1 ∧ d2 in figure 2.10a and results in the
diagram d3 in figure 2.10b. The diagram d1 and the two unitary components of
D have the same zone set. The zone z = ({Q}, {P}) in d3 is shaded because z
in the right hand unitary component of D is shaded. The zone z in d3 contains
the maximal number of spiders, i.e. two spiders, of the zone z in both unitary
components of D. 
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(a) (b)
Figure 2.10: The combining rule.
Logic Reasoning Rules
The following are diagrammatic restatements of standard logic reasoning rules:
Definition 2.3.23 (Connecting a diagram.) Let D1 and D2 be spider dia-
grams. Then D1 can be replaced by D1 ∨D2. 
Definition 2.3.24 (Inconsistency.) The diagram ⊥ may be replaced by any
diagram. 
Definition 2.3.25 (∨-Idempotency.) Any spider diagram D may be replaced
by D ∨D and vice versa. 
Definition 2.3.26 (∧-Idempotency.) Any spider diagram D may be replaced
by D ∧D and vice versa. 
Definition 2.3.27 (∨-Distributivity.) Distributivity of ∨ over ∧ holds D1 ∧
(D2 ∨D3) = (D1 ∧D2) ∨ (D1 ∧D3). 
Definition 2.3.28 (∧-Distributivity.) Similarly D1∨(D2∧D3) = (D1∨D2)∧
(D1 ∨D3). 
Definition 2.3.29 (∨-Simplification.) Simplification over ∨ states that given
an expression D1 ∨D2 where D2 may be replaced by D3 due to a reasoning rule,
then D1 ∨D2 may be replaced by D1 ∨D3. 
Definition 2.3.30 (∧-Simplification.) A similar simplification property holds
over ∧ where given D1 ∧D2 and a reasoning rule which allows D2 be replaced by
D3, then D1 ∧D2 may be replaced by D1 ∧D3. 
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(a) (b)
Figure 2.11: The erasure of shading rule.
Derived Reasoning Rules
Derived reasoning rules are rules which obtain a consequent diagram from an
antecedent by the application of more than one basic or logic rule. Stapleton
(2004) presents several derived reasoning rules as part of her sound and complete
reasoning system for spider diagrams.
Erasure of shading. Erasure of shading is a rule derived from the sequential
application of the rule to connect a diagram and the law of the excluded middle.
Any shading may be erased from a zone in any spider diagram by this rule. An
example may be seen in figure 2.11.
Erasure of a spider. Any spider inhabiting a completely non-shaded region
may be erased from a spider diagram. An example application of this rule can
be seen in figure 2.12.
Adding feet to a spider. Any spider may be extended to have a foot in a
zone that it did not previously touch. This rule is derived from the sequential
application of the rule to connect a diagram and the rule to split a spider. An
example application of this rule can be seen in figure 2.13.
Erasure of a contour label. This rule is introduced in Howse et al. (2005).
Let d1 be a unitary spider diagram and d2 be a unitary spider diagram obtained
by application of the erasure of a contour label rule, then the contour set of
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(a) (b)
Figure 2.12: The erasure of a spider rule.
(a) (b)
Figure 2.13: The adding feet to a spider rule.
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(a) (b)
Figure 2.14: The erasure of a contour label rule.
d2 is that of d1 less the erased contour. If removing a contour from d1 results
in a partially shaded zone in d2 then the entire zone in d2 becomes unshaded.
Similarly if a spider in d2 has two feet in the same zone after the removal of the
contour then the two feet are merged into a single spider foot.
Example 2.3.31 An example of the erasure of a contour label is provided in
figure 2.14. The diagram d2 in figure 2.14b results from the erasure of contour
label P by application of the erasure of a contour label rule to the diagram d1 in
figure 2.14a.
Rule of replacement. Let D1, D2, D3 and D4 be spider diagrams such that
D1 ` D2 and D3 ` D4. Let  ∈ {∨,∧}. Then D1 D3 ` D2 D4.
Rule of construction. Let D1, D2, . . . , Dn be spider diagrams and let D be a
spider diagram. If each individual Di has the property that Di ` D then
(
∨
1≤i≤n
Di) ` D.
Having presented the syntax and semantics of spider diagrams, an expressive-
ness result for spider diagrams and an associated sound and complete reasoning
system we conclude our discussion on all of the previous work.
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2.4 Conclusion
In this chapter we have introduced the concepts and theorems necessary for the
presentation of our original work in later chapters. From formal language theory,
particularly the algebraic study of formal language theory, we have presented the
definition of star-free regular languages. We have further detailed an infinite hier-
archy, called the Straubing-The´rin hierarchy, which inductively characterises the
class of star-free languages. This thesis uses monadic first-order logic as a com-
mon language between the worlds of formal language theory and diagrammatic
logic. We have presented a definition of monadic first-order logic and have defined
spider diagrams which are a diagrammatic logic. A set of sound and complete
spider diagram reasoning rules were introduced and we have provided examples
of several of these rules in action.
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Chapter 3
The Relationship Between Spider
Diagrams and Regular Languages
In chapter 2 we presented Thomas’ (1982) work which defines star-free lan-guages using sentences in monadic first-order logic of order (MFOL[<]). Hispresentation of McNaughton and Papert (1971) shows that structures which
model sentences in MFOL[<] are also models for words; in his terms, the words
are definable by such a logical sentence. He further proves that a regular language
is star-free if and only if it is definable in MFOL[<]. In this chapter we establish
a definition of when an interpretation is a model for a word. We also formally
extend interpretations for the spider diagram logic to contain an order relation.
Taking inspiration from Thomas, we show that the models for a spider diagram
are models for words. We then define the language of a diagram to be the set of all
words modelled by interpretations that satisfy that diagram. Having defined the
language of a diagram, we are then in a position to find a characterisation of the
class of languages defined by diagrams as a subset of star-free regular languages.
The main results presented in this chapter are depicted by the relationship be-
tween the black contours represented by the black arrow in figure 3.1 on which
we now expand.
The key result in this chapter shows that spider diagrams are exactly as
expressive as the commutative star-free regular languages. An interesting char-
acterisation of the languages of spider diagrams as finite unions of the shuﬄe
69
Figure 3.1: A diagram of results presented in chapter 3.
product of a finite set K and the Kleene closure of subset, Γ, of the alphabet, Σ,
is also developed. These results lead to the main theorem of this chapter which
shows that the following statements are equivalent
1. L is a commutative star-free regular language,
2. L is a finite union of languages of the form K  Γ∗ where K is a finite
commutative language and Γ ⊆ Σ,
3. L is the language of a spider diagram,
4. L is defined by a sentence in monadic first-order logic with equality.
In order to present these results, we extend interpretations for spider diagrams
in section 3.1. Using this extension we define the language of a diagram in sec-
tion 3.2. Knowing the language of a unitary diagram we describe the language
class that is as expressive as spider diagrams (section 3.3). In section 3.4 we con-
sider the language class to which we have shown spider diagrams are expressively
equivalent. We show that this language class is the class of commutative star-
free regular languages. First and foremost, however, we extend interpretations to
contain an order relation.
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Figure 3.2: A unitary spider diagram.
3.1 Extended Spider Diagram Interpretations
In the following subsection, we extend interpretations for spider diagrams to in-
clude an order relation. It is also necessary to extend Stapleton’s semantics pred-
icate, which states when an interpretation is a model for a diagram, to account
for the addition of an order relation. Following our extension of Stapleton’s se-
mantics predicate we provide an equivalent alternative semantics predicate which
is, for our purposes, a simplification of a Stapleton interpretation. By simplify-
ing the semantics predicate we simplify many of the proof details in subsequent
chapters.
3.1.1 Adding Order to Interpretations
We now present an extended definition of an interpretation of a spider diagram
and a definition of when such an interpretation models a diagram. We represent
definitions 2.3.5 (the definition of an interpretation) and 2.3.6 (the definition
of a model for a diagram) using our extended interpretations. Hereafter, we call
the semantics predicate presented in Stapleton (2004) the Stapleton predicate,
our extended predicate is known as the extended semantics predicate. Under
the extended semantics predicate m = (U,≺,Ψ) is a model for d1 in figure 3.2
where U = {1, 2, 3, 4}, ≺ is the natural order over the integers in U and Ψ(P ) =
{2, 4},Ψ(Q) = {4}.
Definition 3.1.1 An interpretation is a triple (U,≺,Ψ) where U is a universal
set and Ψ: C → PU is a function that assigns a subset of U to each contour label
and ≺ is a strict total order on U . The function Ψ can be extended to interpret
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zones and sets of regions as follows:
1. each zone, (in, out) ∈ Z, represents the set ⋂
l∈in
Ψ(l) ∩ ⋂
l∈out
(U −Ψ(l)) and
2. each region, r ∈ PZ, represents the set which is the union of the sets rep-
resented by r’s constituent zones. 
The formal definition of a model for a unitary spider diagram differs from
definition 2.3.6 purely because our interpretations now contain a strict total order
≺. Everything else remains unchanged: the relation ≺ does not effect whether an
interpretation is a model for a unitary spider diagram. In chapter 4 we will extend
the syntax of spider diagrams and extend the semantics predicate to interpret the
new syntax as a specific strict total order.
Definition 3.1.2 Let I = (U,≺,Ψ) be an interpretation and let d ( 6=⊥) be a
unitary spider diagram. Then I is a model for d, denoted I |= d, if and only if
the following conditions hold.
1. The missing zones condition All of the missing zones represent the
empty set ⋃
z∈MZ(d)
Ψ(z) = {}.
2. The function extension condition There exists an extension of Ψ to
spiders, Ψ : C ∪ S(d)→ PU, which ensures the following further conditions
hold.
(a) The habitats condition All spiders represent elements (strictly, sin-
gleton sets) in the sets represented by their habitats:
∀s ∈ S(d) Ψ(s) ⊆ Ψ(habitat(s)) ∧ |Ψ(s)| = 1.
(b) The distinct spiders condition Distinct spiders denote distinct
elements:
∀s1, s2 ∈ S(d)(Ψ(s1) = Ψ(s2)⇒ s1 = s2).
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(c) The shading condition Shaded regions represent a set of elements
denoted by spiders:
Ψ(ShZ(d)) ⊆ ⋃
s∈S(d)
Ψ(s).
If Ψ: C∪S → PU ensures that the above conditions are satisfied then Ψ is a valid
extension to spiders for d. If d =⊥ then no interpretation is a model for d. For
compound diagrams, this definition of a model extends in the obvious inductive
way. 
If an interpretation is a model for diagram d under the Stapleton-predicate
then adding any strict total order over the universe to the model ensures that it
is a model for d under the extended semantics predicate. Let m = (U,≺,Ψ) be
a model for d1 in figure 3.2, where U = {1, 2, 3, 4}, ≺ is the natural order over
the integers in U and Ψ(P ) = {2, 4},Ψ(Q) = {4}. An interpretation that differs
from m by admitting a different strict total order, m′ = (U,≺′,Ψ) where ≺′ is the
transitive closure of {4 < 3, 3 < 2, 2 < 1} i.e. ≺′ is the reverse of≺, is also a model
for d1. We generalise this observation to show that m = (U,≺′′,Ψ) is a model
for d1 where ≺′′ is any strict total order on U . The following theorem generalises
our observation and captures the fact that definitions 3.1.1 and 3.1.2 are merely
restatements of 2.3.5 and 2.3.6 over interpretations of the form (U,≺,Ψ).
Theorem 3.1.3 Let d be a unitary diagram and m = (U,Ψ) be a model for d.
Then m′ = (U,≺,Ψ) is a model for d for any strict total order ≺ over U . 
Proof This is obvious as the extended semantics predicate does not place any
restrictions on ≺. 
We now simplify the extended semantics predicate for diagrams. This predi-
cate is known as the simplified semantics predicate or the semantics predicate.
The simplified semantics predicate is an alternative statement of the extended se-
mantics predicate. We prefer the simplified semantics predicate to the extended
semantics predicate in proofs in this thesis. Rather than extending Ψ to spiders,
the simplified semantics predicate requires the existence of an injective function
which, in effect, ensures the habitats condition and distinct spiders condition of
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the extended semantics predicate hold. Proving the existence of such an injective
function allows writing proofs that are more straightforward than they might oth-
erwise be. Therefore, the simplified semantics predicate is presented for technical
reasons alone. Furthermore, as we will frequently use the simplified semantics
predicate in future proofs, we highlight the entire definition by bounding it in a
box. In the following definition, and throughout the thesis, we use im to denote
the image of a function.
Definition 3.1.4 Let I = (U,≺,Ψ) be an interpretation and let d (6=⊥) be a
unitary spider diagram. Then I is a model for d, denoted I |= d, if and only
if the following conditions hold.
1. The missing zones condition All of the missing zones represent the
empty set, that is, ⋃
z∈MZ(d)
Ψ(z) = {}.
2. The spider mapping condition There exists an injective function,
ϕ : S(d)→ U , called a valid function, such that the following conditions
hold:
(a) The spiders’ locations condition All spiders represent ele-
ments in the sets represented by the regions in which they are
placed:
∀(s) ∈ S(d)ϕ(s) ∈ Ψ(habitat(s)).
(b) The shading condition Every element in a shaded region is the
denoted by a spider:
∀z ∈ ShZ(d) Ψ(z) ⊆ im(ϕ).
If d =⊥ then no interpretation is a model for d. For compound diagrams, the
definition of a model extends in the obvious inductive way. 
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A model for a diagram under this simplified semantics predicate is also a
model for the diagram under our extended predicate.
Theorem 3.1.5 Let d be a unitary diagram and let I = (U,≺,Ψ) be an inter-
pretation. Then I models d under the extended semantics predicate if and only if
I models d under the simplified semantics predicate. 
Proof We first show that when I is a model for d under the extended seman-
tics predicate it is also a model for d under the simplified semantics predicate.
Thereafter we show the converse.
Let I be a model for d under the extended semantics predicate. Therefore
there exists a valid extension of Ψ to spiders. So,
1. The missing zones condition trivially holds as this condition is unchanged
in the simplified semantics predicate.
2. We define ϕ : S(d)→ U to be ϕ(s) = e where {e} = Ψ(s) for all spiders s in
d. The set Ψ(s) is a singleton set by the habitats condition in the extended
semantics predicate. Therefore, as distinct spiders map to distinct elements
of U under the distinct spiders’ condition of the extension of Ψ to S(d) the
function ϕ is injective.
(a) The spiders’ location condition holds as
∀s ∈ S(d) (Ψ(s) ⊆ Ψ(habitat(s)) ∧ |Ψ(s)| = 1)
and ϕ(s) ∈ Ψ(s) therefore ϕ(s) ∈ Ψ(habitat(s)) thus
∀s ∈ S(d) (ϕ(s) ∈ Ψ(habitat(s) ∧ |Ψ(s)| = 1).
Finally, as ϕ is a function,
∀s ∈ S(d) (ϕ(s) ∈ Ψ(habitat(s)))
as required.
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(b) The shading condition
Ψ(ShZ(d)) ⊆ ⋃
s∈S(d)
Ψ(s)
holds for the extended semantics predicate. As
Ψ(ShZ(d)) = Ψ(z1) ∪Ψ(z2) ∪ . . . ∪Ψ(z|ShZ(d)|)
where ShZ(d) = {z1, z2, . . . , z|ShZ(d)|} it is the case that
∀z ∈ ShZ(d)Ψ(z) ⊆ ⋃
s∈S(d)
Ψ(s).
However, by definition of ϕ,
⋃
s∈S(d)
Ψ(s) = im(ϕ)
so
∀z ∈ ShZ(d)Ψ(z) ⊆ im(ϕ)
as required.
Therefore all interpretations that model d under the original semantics predicate
are models for d under the simplified semantics predicate.
To show the converse, let I be a model for d under the simplified semantics
predicate. Therefore there exists a valid injective function, ϕ, from spiders to
U . We define Ψ(s) = {ϕ(s)} for each s ∈ S(d) and, by a similar argument
to the above, I is a model for d under the original semantics predicate. The
interpretation I is a model for d under the simplified semantics predicate if it is
a model for d under the original semantics predicate, and vice-versa. Therefore,
I is a model for d under the simplified semantics predicated if, and only if, it is
a model for d under the original semantics predicate. 
We have extended the definition of the interpretation of a diagram to contain
an order relation. An extended interpretation which is the model for a diagram
may also model a word over the alphabet Σ, as shown in the next subsection.
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3.2 The Language of Spider Diagrams
Given the extension of Stapleton interpretations to contain an order relation,
developed in the previous section, we define the language of a spider diagram to be
the set of words modelled by those interpretations that model the diagram. Such
a definition is strongly influenced by Thomas’ (1982) similar definition presented
in chapter 2. However, unlike Thomas’ (1982) work, Stapleton’s system contains
no concept of a finite alphabet. Thomas maps letters in a finite alphabet to
predicates in his structures. In such a system, declaring ∃xA(x), where the letter
a is assigned to the predicate A, states that words contain at least a single a
character. We import Thomas’ (1982) relationship between letters and predicates
into our extension of Stapleton’s (2004) system.
For example, consider the word w = abac over Σ = {a, b, c, d}. Where P
and Q are the contours in C. Following Thomas’ (1982) work, there is a fixed
assignment of contours to sets of letters. The contour P is mapped to {b, c} and
the contour Q is mapped to {c, d}. Such an assignment of contours to sets of
letters can be extended to zones where, in this example, ({}, {P,Q}) 7→ {a},
({P}, {Q}) 7→ {b}, ({P,Q}, {}) 7→ {c} and ({Q}, {P}) 7→ {d} An interpretation
that models w is m = (U,≺,Ψ) where
U = {1, 2, 3, 4},
≺ = {(1, 2), (1, 3), (1, 4),
(2, 3), (2, 4),
(3, 4)},
Ψ(P ) = {2, 4},
Ψ(Q) = {4}.
Following the previous work in Thomas (1982) we require that |Σ| ≤ 2|C|. This
ensures that when |Σ| = 2|C| there is a bijection between letters in the alphabet
and elements of P(C). By the pigeon-hole principle, we can imagine each subset of
C as an address of a particular pigeon-hole. Where |Σ| ≤ 2|C| we may place each
element from Σ into a separate pigeon-hole. Where |Σ| > 2|C| at least two distinct
elements a and b from Σ must share a pigeon-hole. In such a situation we could
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not distinguish between the two elements of Σ, say a and b, and any language
described using a in a rational expression would be indistinguishable from the
language described by a rational expression substituting b for a. For example, the
language a∗ would be indistinguishable from b∗. Therefore, considering a unitary
spider diagram in Venn form (with no missing zones) containing all contours in
C, each letter of Σ is assigned to one, and only one, zone. Thomas’ work similarly
required that |Σ| ≤ 2|P| where |P| is the number of predicates in the logical
sentence.
The examples in figure 3.3 demonstrate assignments of contours to sets of
labels; each assignment is called lm, for letter map. It is important to note that
the lower-case letters in figure 3.3a are not syntactic elements of spider diagrams.
Taking Σ = {a, b, c, d}, C = {P,Q}, lm(P ) = {b, c} and lm(Q) = {c, d}, figure
3.3a shows the induced mapping of letters to zones. This lm function is valid
since all letters are distinguishable. Figure 3.3b is a concrete instance of the same
C though the contour Q is not depicted in the diagram, the same lm function
is depicted as in figure 3.3a. In figure 3.3c the assignment of contours C =
{P,Q} to alphabet Σ = {a, c, d} is not allowed as it assigns the same letter
to two distinct pigeon-holes. The example lm assignment of C = {P,Q} to
Σ = {a, b, c, d, e} depicted in figure 3.3d also violates the pigeon-hole principle as
described above. This is because the single pigeon-hole ({Q}, {P}) is assigned
to both the characters d and e. For many examples in this chapter we assume
C = {P,Q} and we assign the alphabet Σ = {a, b, c, d} via a lm in the manner
depicted in figure 3.3a i.e. lm(P ) = {b, c} and lm(Q) = {c, d}. The function lm
is defined with domain C∪Z. Where a zone z = (in, out) we will write lm(in, out)
rather than lm((in, out)) in order to remove extraneous parentheses and thus aid
readability.
Definition 3.2.1 The function lm : C ∪ Z → PΣ is a fixed assignment of sets
of letters to contour labels and zones which satisfies the following two conditions:
1. Each zone, (in, out), maps to the set of letters inside the set of included
contours but outside the set of excluded contours
lm(in, out) =
⋂
c∈in
lm(c) ∩ ⋂
c∈out
(Σ− lm(c)).
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(a) (b)
(c) (d)
Figure 3.3: Example lm assignments.
2. Any zone, (in, out), for which in ∪ out = C is assigned at most one letter.
if in ∪ out = C then |lm(in, out)| ≤ 1.
If, for all zones (in, out) where in∪out = C it is the case that |lm(in, out)| =
1 then we say lm is saturated. 
Unless otherwise stated, the lm assignments in this thesis are assumed to be
saturated. Our reasoning for assuming saturated assignments is explained in
subsection 3.2.1. Furthermore, given a unitary spider diagram d in Venn-form,
containing all contours in C and with no missing zones it follows that lm(z) is a
singleton set, for all zones z.
Example 3.2.2 Let Σ = {a, b, c, d}, C = {P,Q}, lm(P ) = {b, c} and lm(Q) =
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{c, d}, we work out the assignment of zones to sets of letters:
lm({}, {P,Q}) = {a},
lm({P}, {Q}) = {b},
lm({P,Q}, {}) = {c},
lm({Q}, {P}) = {d}.
Furthermore, taking lm({}, {P,Q}) = {a} we have:
lm({}, {P,Q}) = ⋂
c∈{}
lm(c) ∩ ⋂
c∈{P,Q}
Σ− lm(c)
= Σ ∩ (Σ− lm(P )) ∩ (Σ− lm(Q))
= {a, d} ∩ {a, b}
= {a}
as Σ is the alphabet, it is the case that ⋂c∈{} lm(c) = Σ. 
The function lm assigns contours and zones to sets of letters. We define the
function zone : Σ→ Z to identify that zone to which a particular letter has been
assigned. In our above example, zone(a) = ({}, {P,Q}).
Definition 3.2.3 The function zone : Σ→ Z is a fixed assignment of letters to
zones such that for each letter a, in Σ, we have
zone(a) = (inLabels(a), outLabels(a))
where
• inLabels(a) = {c ∈ C : a ∈ lm(c)} and
• outLabels(a) = {c ∈ C : a 6∈ lm(c)}. 
The function zone identifies the partition of C, i.e. the pigeon-hole, to which a
letter is assigned.
Lemma 3.2.4 Let a ∈ Σ. Then lm(zone(a)) = {a}. 
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Proof Let zone(a) = (in, out). By definition of zone we know {in, out} is a
partition of C. By definition of lm
lm(zone(a)) =
⋂
c′∈in
lm(c′) ∩ ⋂
c′∈out
(Σ− lm(c′))
and, by definition of zone,
in = {c ∈ C : a ∈ lm(c)}
and
out = {c ∈ C : a 6∈ lm(c)}.
Thus
a ∈ ⋂
c′∈{c∈C:a∈lm(c)}
lm(c′)
and
a ∈ ⋂
c′∈{c∈C:a6∈lm(c)}
(Σ− lm(c′)).
Therefore, a ∈ lm(zone(a)). Furthermore, as lm is saturated we know |lm(in, out)| =
1. Therefore lm(zone(a)) = {a}, as required. 
We now have a relationship between the spider diagram logic over the labels in
C and the alphabet Σ. Therefore we may now discuss the language of the diagram.
We introduce the language of a spider diagram by example and thereafter proceed
to a formal definition.
Example 3.2.5 We consider the languages of the diagrams in figures 3.4a through
3.4e. We use the lm function:
lm({}, {P,Q}) = {a},
lm({P}, {Q}) = {b},
lm({P,Q}, {}) = {c},
lm({Q}, {P}) = {d}.
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(a)
P Q
(b)
P Q
(c)
P Q
(d) (e)
Figure 3.4: Example unitary spider diagrams.
Figure 3.4a places no restrictions on the words of the language. This is because
it contains no missing zones, no shading and no spiders. As such, the language
of this diagram is the set of all words over the alphabet, namely Σ∗. The shaded
zone in figure 3.4b prevents words from containing a c character because of the
shading. The words abd, aaaa and dbab are in the language of the diagram, unlike
the words c and abcd. Figure 3.4c asserts that words must contain a b character
and an a character because of the presence of spiders. Words in the language of
this diagram have a minimum length of two characters. The words ab, ba and
aaabcd are elements of the language. The word acdd is not, and neither is the
word cdbcd as neither contain both an a and a b. The diagram in figure 3.4d
intuitively places an upper-bound of zero on the number of occurrences of each
letter appearing in words of the language, the corresponding language contains
only the empty word, λ.
Finally, consider the diagram in figure 3.4e. The labels in this diagram are
drawn from the set C, although its label set contains only P . The models that
satisfy the diagram in figure 3.4a also satisfy the diagram in figure 3.4e. Similarly,
the language of the diagram in figure 3.4a is also the language of the diagram
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in figure 3.4e due to the assignment of letters to zones i.e. lm(P ) = {b, c} and
lm(Q) = {c, d}. In general, semantically equivalent diagrams have the same
language under any given lm function. 
The conditions for when a word is modelled by an interpretation are as follows:
Definition 3.2.6 An interpretation I = (U,≺,Ψ) is a model for a word w =
a1a2...an if there exists a bijection, Υ, from the multi-set {a1, a2, ..., an}, where
the subscript of each letter indicates its index in w, to U such that the following
conditions hold:
1. letter location condition: Each letter ai is interpreted as an element in
the set represented by the zone to which the letter ai is assigned: for each
ai,Υ(ai) ∈ Ψ(zone(ai)).
2. letter order condition: The order relation ≺ respects the order of letters
in w: for each ai where i > 1,Υ(ai−1) ≺ Υ(ai).
Such a function Υ is said to be valid. 
As an example, let w = abac then m = ({1, 2, 3, 4},≺,Ψ) is a model for w where
≺ is {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)} and Ψ(P ) = {2, 4},Ψ(Q) = {4} as
there exists an Υ from the multi-set {a1, b2, a3, c4} to U where
Υ(a1) = 1
Υ(b2) = 2
Υ(a3) = 3
Υ(c4) = 4.
We take the approach that if an interpretation is a model for a diagram and
a word, then that word is in the language of the diagram. Thus, the word abac
is in the language of the diagram d1 in figure 3.2. First, we show in the following
pair of lemmas that each interpretation models a unique word.
Lemma 3.2.7 Let m = (U,≺ .Ψ). It is the case that m is the model for a word
w. 
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Proof Without loss of generality we write U = {e1, e2, . . . , en} where for the
indices i and j it is the case that i < j if and only if ei ≺ ej. We construct w =
a1a2 . . . an where each ai = lm(in, out) such that ei ∈ Ψ(in, out) and in∪out = C.
Furthermore, we construct the bijection Υ(ai) = ei, for each letter in w. The
interpretation m is a model for w:
1. the letter location holds as Υ(ai) ∈ Ψ(zone(ai)) by construction, and
2. the letter order condition holds for Υ and w as ≺ holds for m. 
From the above lemma we know that every interpretation is a model for a
word. The following lemma tells us that every interpretation is the model for a
unique word.
Lemma 3.2.8 Let m = (U,≺,Ψ) be an interpretation such that m models a word
w ∈ Σ∗. Then there exists a unique word modelled by m. 
Proof Since m |= w there exists a valid bijection Υ between w = a1a2 . . . an and
U . Assume there exists w′ = a′1a′2 . . . a′m such that m |= w′ and w 6= w′. Then w
and w′ differ because either
• their lengths differ, |w| 6= |w′|, or
• they contain different symbols at a position i that is, ai 6= a′i.
In the first case there cannot exist a bijection between w′ and U as |w′| 6= |U | =
|w|. So, m cannot model w′. Hence, words must have the same length.
In the second case there exists a position i such that ai 6= a′i. Since the
interpretation of letters in w and w′ must respect the strict total order ≺, in
any model, we deduce ai and a′i maps to the same element, e, in U under
Υ. So e ∈ Ψ(zone(ai)) and e ∈ Ψ(zone(a′i)). By Stapleton et al. (2004,
lemma 3.2.1), distinct zones in any unitary diagram, d, represent disjoint sets, so
zone(ai) = zone(a′i). Since zone(ai) = zone(a′i) partition C, |lm(zone(ai))| = 1.
By lemma 3.2.4 we further deduce lm(zone(ai)) = {ai} = lm(zone(a′i)) = {a′i}.
Hence {ai} = {ai}′, so ai = a′i, reaching a contradiction.
Hence, if m |= w and m |= w′ then w = w′. 
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Having established that an interpretation is a model for a unique word we
may now define the language of a diagram.
Definition 3.2.9 Let D be a spider diagram and M be the set of interpretations
that model D. Let L be a subset of Σ∗ and M ′ be the set of interpretations that
are models for words in L. Then L is the language of a diagram, D, denoted
L(D), if and only if M = M ′. 
Theorem 3.2.10 Let D be a spider diagram. Then D defines a language. 
Proof Let m be a model for D. Then, by theorem 3.2.8 m models some word w.
Therefore, each model for D models some word w. It follows that
{w : ∃mm |= D ∧m |= w}
is the language of D. 
We show that the union, intersection and negation of model sets of diagrams
are the union, intersection and negation of the languages of those diagrams respec-
tively. Let d1 be the diagram in figure 3.5a and d2 be the diagram in figure 3.5b.
We use the lm function
lm({}, {P,Q}) = {a},
lm({P}, {Q}) = {b},
lm({P,Q}, {}) = {c},
lm({Q}, {P}) = {d}.
The language of d1 consists of words of length 2 or longer containing at least
one b character and a single c character. The language of d2 consists of words of
length 2 or longer containing at least one b character and one d character. Thus,
the word bc is in L(d1) and not in L(d2), the word bd is in L(d2) and bd is not
in L(d1). The word bcd is in the language of each diagram. Then L(d1 ∨ d2)
contains bc, bd and bcd. The words bc and bd are not in the language of d1 ∧ d2 as
bc 6∈ L(d2) and bd 6∈ L(d1). However, bcd ∈ L(d1 ∧ d2). By a similar of argument
about model sets bd ∈ L(¬d1).
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(a) (b)
Figure 3.5: Two unitary spider diagrams.
Lemma 3.2.11 Let D be a spider diagram that defines a language
• if D = D1 ∨D2 then L(D) = L(D1) ∪ L(D2),
• if D = D1 ∧D2 then L(D) = L(D1) ∩ L(D2), and
• if D = ¬D1 then L(D) = Σ∗ − L(D1). 
Proof That L(D1∨D2) = L(D1)∪L(D2) follows as the set of models for D1∨D2
is the union of sets of models for D1 and D2 respectively. A similar argument
may be made to show L(D1∧D2) = L(D1)∩L(D2) and L(¬D1) = Σ∗−L(D1).
In the following subsection we discuss some of the implications surrounding
our choice of lm.
3.2.1 On Diagrams that do not Define Languages
The lm function provides the bridge between diagrammatic logic and formal
languages. As such it is imperative that we choose the definition most suitable
for our purposes. The definition presented above is the product of a process of
development. Our eventual choice for lm has a notable consequence. Where lm
is unsaturated a unitary diagram may not define a language.
Let d be the Venn diagram with C = {P,Q} where the entirety of Q is shaded
and there is a single α-spider in Q but outside P . Furthermore, let Σ = {a, b, c}.
There are several choices for a lm function, two of which are depicted in figure 3.6.
Given the lm function depicted in 3.6a then there is a language for d. However,
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P Q
(a)
P Q
(b)
Figure 3.6: Diagrams under certain lm define no language.
given lm as depicted in 3.6b there exists no language of d. Under the latter
lm there exist interpretations which model d but do not model any word. For
example, the interpretation m = {{1},≺,Ψ} where Ψ(P ) = {} and Ψ(Q) = {1}
is a model for d but is not a model for any word.
A saturated lm allows only the consideration of alphabets of size 2n. In or-
der to discuss arbitrarily sized alphabets it is necessary for lm to capture only
the interesting zones in a diagram. The lm in figure 3.6a captures all the in-
teresting zones in the diagram. Interesting zones are either unshaded or have
a spider placed in them. It is necessary to capture interesting zones, however
capturing interesting zones alone is insufficient. Consider again the diagram, d,
in figure 3.6a, it defines a language. We would expect its negation to define the
language Σ∗ −L(d). Unfortunately, ¬d defines no language as it allows the exis-
tence of elements in Ψ(P ) ∩Ψ(Q) and thus L(¬d) = {}. By negating a diagram
where we have an unsaturated lm we may be effectively defining a language over
an alphabet larger than the fixed Σ.
In general, where d is a unitary diagram and lm is unsaturated then d ∧ µ
defines a language where µ is called a mask and is defined as
C(µ) = C,
Z(µ) = {(in, C(µ)− in) : in ⊆ C(µ)},
ShZ(µ) =
⋃
z∈Z(d)
lm(z)={}
z,
SI(µ) = {}.
87
Figure 3.7: A diagram with mask.
An example of a mask diagram is presented in figure 3.7. The mask restricts
interpretations for the diagram to only those model sets for which lm makes
sense.
As the mask is conjoined with a diagram, it is sufficient to show that an
interpretation I is a model for a word in Σ∗ if and only if I is a model for mask
µ. This we now do.
Theorem 3.2.12 Let µ be a mask diagram, w ∈ Σ∗ and I be an interpretation.
It is the case that I |= w ↔ I |= µ. 
Proof We split this proof into two cases. In the first case, we show that all models
for words in Σ∗ are models for µ. In the second case we show that all models for
µ are models for words in Σ∗.
Let I = (U,≺,Ψ) be a model for w ∈ Σ∗. We show that I |= µ.
1. The missing zones condition holds for I and µ as there are no missing zones
in µ.
2. As I |= w there exists a valid Υ. Furthermore, as µ contains no spiders we
construct f = {} and ϕ = {}.
(a) The selected foot contdition holds trivially as there are no selected
feet.
(b) The spiders’ location condition holds as trivially as there are no spiders
in µ.
(c) We show that the shading condition
∀z ∈ ShZ(µ) Ψ(z) ⊆ im(ϕ)
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holds. By Υ we know that Υ(ai) ∈ Ψ(zone(ai)) for some letter a at
index i in w. Furthermore, by the construction of µ we know that
∀z ∈ ShZ(µ)lm(z) = {}. Therefore we deduce that
∀z ∈ ShZ(µ) Ψ(z) = {}
and
∀z ∈ ShZ(µ) Ψ(z) ⊆ im(ϕ).
(d) The order condition trivially holds.
The converse holds by a similar argument.
As all models for words are models for µ and all models for µ are models for
words it is the case that I |= w ↔ I |= µ. 
We have extended the definition of an interpretation of a spider diagram and
have defined how such an interpretation models a word. We wish to know the
class of languages that, to borrow Thomas’ (1982) terminology, are defined by
spider diagrams. We provide answers to these questions in the next section.
3.3 Characterising the Language of a Spider Di-
agram
In order to characterise the language of a spider diagram we use the normal form
for spider diagrams developed in Stapleton (2004) and presented in theorem 2.3.9.
Every spider diagram is semantically equivalent to a spider diagram in DNF.
Furthermore, by lemma 3.2.11, the language of a spider diagram in DNF can be
established by taking the union of the languages of each of its unitary α-diagram
components. Therefore, establishing a characterisation of the language of a spider
diagram may be restated as establishing a characterisation of the language of
disjunctions of unitary α-diagrams. But first, we consider an example spider
diagram and show how its language is commutative. Subsequently, we prove that
the language of a spider diagram is both commutative and star-free regular.
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Example 3.3.1 Consider the language of the diagram in figure 3.8. The in-
terpretation m = (U,≺,Ψ) where U = {1, 2, 3, 4}, ≺ is the natural order over
U , Ψ(P ) = {2, 3} and Ψ(Q) = {3, 4} is a model for d1 in figure 3.8. Given
lm(P ) = {b, c} and lm(Q) = {c, d} it is the case that m is a model for the
word abcd, so abcd is in the language of d1. Furthermore all permutations of
abcd are modelled by interpretations that are models for d1 and are, therefore,
in the language of d1. Each spider represents a distinct letter that is assigned
to some zone in which it is placed. The word abbb is not in the language of d1
as the spider s requires a c in any word, spider r requires either a c or d in any
word, and the shading tells us that all cs must be represented by spiders. Taken
together, spiders s and r require words to contain cc, cd or dc as a scattered
subword. Furthermore, the shading states that the words must only contain let-
ters a, b or d other than the cc, cd or dc required by the spiders. Thus, in this
case, L(d1) = {cc, cd, dc} {a, b, d}∗ is a characterisation of L(d1) as the shuﬄe
of a finite commutative language, K, and the Kleene closure of a subset of the
alphabet, Γ∗. 
Spider diagrams define only star-free languages and spider diagrams are unable
to specify any order information. Hence:
Theorem 3.3.2 Let D be a spider diagram. The language of spider diagram D
is commutative and star-free. 
Proof Let w ∈ L(D). Then there exists m = (U,≺,Ψ) which is a model for w
and D. By theorem 3.1.3 any m′ = (U,≺′,Ψ) where ≺′ is a permutation of ≺ is
a model for D. Furthermore, each permutation, w′, of w is modelled by such an
m′, so w′ ∈ L(D). Thus, the language of D is commutative.
Let M be the set of interpretations that model D. Then, by theorem 2.3.7,
M is the set of models for a sentence, S, in MFOL[=]. Furthermore, by theo-
rem 2.2.5, M is the set of models for a star-free regular language as only star-free
regular languages are definable in MFOL[<] of which MFOL[=] is essentially a
fragment1 (so S is in MFOL[<]). Therefore, the language of D is both commu-
tative and star-free. 
1MFOL[<] does not contain =, however ¬(a < b) ∧ ¬(b < a) ≡ a = b.
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Figure 3.8: A unitary spider diagram and a compound spider diagram.
Recall the definition of disjunctive normal form (DNF) from chapter 2: a
spider diagram is in DNF if it is a disjunction of unitary spider diagrams, each
of which is ⊥ or
1. contains all of the contour labels in C and has no missing zones, and
2. has only spiders placed in single zones.
Every spider diagram is equivalent to a spider diagram in DNF. Thus, we can
identify the class of languages defined by spider diagrams by analysing diagrams
in this disjunctive normal form. In our examples, we assume the alphabet is
Σ = {a, b, c, d}, C = {P,Q} and that lm is as defined as lm(P ) = {b, c} and
lm(Q) = {c, d}, so
lm({}, {P,Q}) = {a},
lm({P}, {Q}) = {b},
lm({P,Q}, {}) = {c},
lm({Q}, {P}) = {d}.
Example 3.3.3 Given the above lm, the diagram d2∨d3 in figure 3.8 is in DNF,
and it is semantically equivalent to d1 in the same figure. The language of d2
is {cc} {a, b, d}∗ and that of d3 is {cd, dc} {a, b, d}∗. For d2, the word cc is
derived from the two spiders placed in the zone that is assigned to the letter c.
Similarly, cd and dc are derived from the spiders in d3 and the letters assigned to
the zones in which they are placed. In greater detail, d3 contains a spider with
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a single foot in the zone mapped to the letter c and another spider with a single
foot in the zone mapped to the letter d. We take the possible set of letters for
each spider and shuﬄe them to get a set of words, thus {c}  {d} = {cd, dc}.
The set {a, b, d} arises from the non-shaded zones, which are the same in both d2
and d3. Since d1 is semantically equivalent to d2 ∨ d3 we have
L(d1) = L(d2) ∪ L(d3) = (({cc} {a, b, d}∗) ∪ ({cd, dc} {a, b, d}∗))
= {cc, cd, dc} {a, b, d}∗. 
For a unitary diagram, d, in DNF we will now define K(d) to be the set of words
derived from the spiders in d, and Γ(d) to be the set of letters arising from the
non-shaded zones, as just illustrated.
Definition 3.3.4 Let d ( 6=⊥) be a unitary diagram in disjunctive normal form,
with S(d) = {s1, s2, . . . , sn}. Define κ : S(d) → Σ by κ(s) = lm(z) where {z} =
habitat(s). If S(d) 6= {}, we define
K(d) = {κ(s1)} {κ(s2)} . . . {κ(sn)}
and K(d) = {λ} otherwise. For d =⊥ we define K(d) = {}. 
The set K(d) is commutative as each κ(s) is a letter, i.e. word of length one, and
is therefore commutative, and the shuﬄe product of commutative sets is itself
commutative. For example, given d3 in figure 3.8, it is the case that κ(s) = c and
κ(r′′) = d and K(d1) = {c} {d} = {cd, dc}.
Definition 3.3.5 Let d (6=⊥) be a unitary diagram. We define
Γ(d) = {a ∈ Σ : zone(a) ∈ Z(d)− ShZ(d)}.
For d =⊥ we define Γ(d) = {}. 
We note that, for a diagram containing only shading, such as d1 in figure 3.9 we
have K(d1) = {λ} and Γ(d1) = {}. Therefore {λ} {}∗ = {λ} {λ} = {λ}.
The following two lemmas are necessary to prove theorem 3.3.8 which asserts
that the language of a unitary spider diagram in DNF is K(d) Γ(d)∗.
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Figure 3.9: A shaded diagram.
Let d3 be the diagram in figure 3.8. We show, in the following lemma that d3
defines the language K(d3)Γ(d3)∗ where K(d3) = {cd, dc} and Γ(d3) = {a, b, d}.
We take a model for d3, for example m = ({1, 2, 3, 4},≺,Ψ), where Ψ(P ) = {1}
and Ψ(Q) = {1, 3}. Then m models a unique word w = cada and there exists
a Υ where Υ(c1) = 1,Υ(a2) = 2,Υ(d3) = 3 and Υ(a4) = 4. From Υ and ϕ
we define κ from spiders to letters. Thus κ(s) = c as ϕ(s) = Υ(c1) = 1 and
κ(r′′) = d as ϕ(r′′) = Υ(d3) = 3. We show that {κ(s)} {κ(r′′)} = K(d3). Then
K(d3) = {c} {d} = {cd, dc} as expected. Furthermore, as Γ(d3) = {a, c, d} the
scattered residual of w →s cd, namely {aa}, is in Γ(d3)∗.
Lemma 3.3.6 Let d be a unitary diagram in disjunctive normal form. Then
L(d) ⊆ K(d) Γ(d)∗. 
Proof If d = ⊥ then L(d) = {} thus L(d) ⊆ K(d)  Γ(d)∗ and the result is
established. Otherwise, let w = u1u2 . . . u|w| ∈ L(d), ui ∈ Σ and let m = (U,≺,Ψ)
be a model for d and w. We show that w ∈ K(d) Γ(d)∗.
Since m models both d and w, choose a valid ϕ from spiders in d to U and a
valid Υ mapping letters of w to elements of U . Define a function κ : S(d) → Σ
by κ(s) = a where ϕ(s) = e and Υ−1(e) = a. Such a κ exists as Υ is bijective.
Furthermore, κ is injective as ϕ is injective and Υ is bijective. We then construct
a sequence of spiders, seq, in S(d) where
seq = 〈s1, s2, . . . , sn〉
such that, for each si, κ(si) is before κ(si+1) in w. There exists a word k such
that
k = {κ(s1)} · {κ(s2)} · . . . · {κ(sn)}
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and k is a scattered subword of w. To show k ∈ K(d), it is sufficient to show
κ(s) = lm(z) where {z} = habitat(s). To do so, we start by proving habitat(s) =
{zone(κ(s))}. By the spiders’ location condition
ϕ(s) ∈ Ψ(habitat(s)).
Given ϕ(s) = Υ(κ(s)) we deduce
Υ(κ(s)) ∈ Ψ(habitat(s)). (3.1)
Since Υ is valid, we also have
Υ(κ(s)) ∈ Ψ(zone(κ(s))). (3.2)
Recall that unitary diagrams in DNF have contour label set C and no missing
zones, so zone(κ(si)) ∈ Z(d) and, furthermore, distinct zones in d represent
disjoint sets (Stapleton 2004, lemma 3.2.1). Then, from (5.1) and (5.2), we deduce
habitat(s) = {zone(κ(s))}
as required. Therefore, κ(s) = lm(z) where {z} = habitat(s). Hence k ∈ K(d).
Let γ = γ1γ2 . . . γn be a scattered residual of w →s k. We show that each γi
is in Γ(d). As each spider s in S(d) is mapped, via the bijective function Υ, to a
letter of k we know Υ(γi) 6= Ψ(s). Then, by the shading condition,
Υ(γi) 6∈
⋃
z∈ShZ(d)
Ψ(z),
and, since Υ(γi) ensures Υ(γi) ∈ Ψ(zone(γi)), we deduce zone(γi) is not shaded
in d. Thus
γi ∈ {a : zone(a) ∈ Z(d)− ShZ(d)} = Γ(d).
Therefore γ ∈ Γ(d)∗. Hence w ∈ K(d)  Γ(d)∗ as required. Thus L(d) ⊆
K(d) Γ∗(d). 
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Where lemma 3.3.6 shows that the language of a unitary spider diagram is
a subset of K(d)  Γ(d)∗ the following lemma shows that any language of the
form K(d) Γ(d)∗ is a subset of the language of a unitary spider diagram. Let
d3 be the diagram in figure 3.8, then K(d) = {cd, dc} and Γ(d) = {a, b, d}. From
w ∈ k  γ where k ∈ K(d), γ ∈ Γ(d)∗ we show that the interpretation m that
models w is a model for d. To do this we will define a particular ϕ : S(d)→ U and
show the semantics predicate holds. Taking w = cada as an example word and
m = ({1, 2, 3, 4},≺,Ψ), where Ψ(P ) = {1},Ψ(Q) = {1, 3}, as a model for w there
exists Υ and κ from which we define ϕ. As κ is injective from spiders to letters in
w we use the bijection Υ to extend the mapping from spiders to elements of the
universe. We thus define ϕ(s) = Υ(κ(s)) = Υ(c1) and ϕ(r′′) = Υ(κ(r′′)) = Υ(d3).
Then both the spiders’ location condition and the shading condition hold, largely,
by definition of κ,Υ and ϕ.
Lemma 3.3.7 Let d be a unitary diagram in disjunctive normal form. It is the
case that K(d) Γ(d)∗ ⊆ L(d). 
Proof Suppose d =⊥ then, by definition, K(d) = Γ(d) = {} and {} {}∗ ⊆ {}.
Otherwise, let w ∈ K(d) Γ(d)∗. Then there exists k = k1k2 . . . kx ∈ K(d) and
γ = γ1γ2 . . . γy ∈ Γ(d)∗ such that w ∈ k  γ. Since k1k2 . . . kx ∈ K(d) we know
κ : S(d) → Σ, used to construct K(d), bijectively maps spiders in d to the kis.
Suppose, without loss of generality, κ(s1) = k1, κ(s2) = k2, . . . , κ(sx) = kx where
S(d) = {s1, s2, . . . , sx}. We show that any model, m = (U,≺,Ψ), for w also
models d.
1. The missing zones condition holds as d is in DNF and, therefore, has no
missing zones.
2. We show that ϕ : S(d) → U defined by ϕ(s) = Υ(κ(s)) is valid. Clearly ϕ
is injective as Υ is bijective and κ is injective.
(a) We now show the spiders’ location conditions holds. Let s ∈ S(d).
Then ϕ(s) = Υ(κ(s)) by definition of ϕ. Then
Υ(κ(s)) ∈ Ψ(zone(κ(s))) by the validity of Υ,
= Ψ(habitat(s)) by definition of κ.
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Thus ϕ(s) ∈ Ψ(habitat(s)) and the spiders’ location condition holds.
(b) For the shading condition, let z ∈ ShZ(d) and assume Ψ(z) 6⊆ im(ϕ).
Then there exists e ∈ U such that e ∈ Ψ(z) and e 6∈ im(ϕ). Further-
more since e 6∈ im(ϕ) we know that some letter maps in Υ to e. There-
fore, Υ−1(e) = a ∈ Γ(d). However, by definition of Γ(d), zone(a) 6∈
ShZ(d) and a contradiction arises. Therefore there are no elements in
Ψ(z) where z ∈ ShZ(d) that are not in the image of ϕ so the shading
condition holds as required.
Hence Ψ is valid. Therefore m models d so w ∈ L(d), and K(d)Γ(d)∗ ⊆ L(d).
Theorem 3.3.8 For any unitary spider diagram d in disjunctive normal form,
the language of d is L(d) = K(d) Γ(d)∗. 
Proof By lemma 3.3.6, L(d) ⊆ K(d)Γ(d)∗, and by lemma 3.3.7, K(d)Γ(d)∗ ⊆
L(d). Therefore the language of d is K(d) Γ(d)∗. 
We now extend our result for unitary spider diagrams to the compound case.
Theorem 3.3.9 For any spider diagram D = d1 ∨ ...∨ dn in DNF where each di
is unitary, the language of D is L(D) = ⋃
1≤i≤n
(K(di) Γ(di)∗). 
Proof Recall from lemma 3.2.11 that L(D1∨D2) = L(D1)∪L(D2). This extends
to
L(D) = ⋃
1≤i≤n
(K(di) Γ(di)∗)
in the obvious way. 
This leads us to conjecture that spider diagrams can define all languages of this
form, i.e. finite unions of languages of the form K  Γ∗ where K is a finite
commutative language and Γ is a set of letters. We now show that is indeed the
case. In the following lemma we use w|a for some w ∈ Σ∗, a ∈ Σ to denote the
number of occurrences of the letter a in word w.
Lemma 3.3.10 Let w = a1a2 . . . an be a (possibly empty) word where ai ∈ (Σ ∪
{λ}), let K = {a1}  {a2}  . . .  {an} and let Γ ⊆ Σ. Then K  Γ∗ is the
language of a unitary spider diagram. 
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(a) (b) (c)
Figure 3.10: Spider diagrams constructed from an arbitrary K and Γ.
Proof We construct a unitary diagram d = 〈C,Z, ShZ, SI〉 in DNF where C(d) =
C and
ShZ(d) = Z(d)− {zone(a) : a ∈ Γ},
and, recalling that spider feet are defined to be in the set F = {•} × Z,
SI(d) = {(w|a, {(•, zone(a))}) : a ∈ Σ ∧ w|a 6= 0}.
Obviously K = K(d) and Γ = Γ(d). Therefore, by theorem 3.3.9, L(d) = K 
Γ∗. 
Consider K = {ab, ba, cd, dc, abb, bab, bba} and Γ = Σ. We partition K into
K1 = {ab, ba}, K2 = {cd, dc} and K3 = {abb, bab, bba} and, as in lemma 3.3.10,
create d1, d2 and d3, figures 3.10a, 3.10b and 3.10b respectively, such that L(d1) =
K1Γ∗,L(d2) = K2Γ∗ and L(d3) = K3Γ∗. Given D = d1 ∨ d2 ∨ d3 we have
L(D) = (K1 Γ∗) ∪ (K2 Γ∗) ∪ (K3 Γ∗) = (K1 ∪K2 ∪K3) Γ∗ = K  Γ∗.
The next theorem takes a finite commutative language K and a set of letters, Γ,
and shows that their shuﬄe product is the language of a compound diagram.
Theorem 3.3.11 Let L = KΓ∗ where K is a finite commutative language and
Γ ⊆ Σ. Then there exists a diagram D such that L(D) = L. 
Proof If K 6= {} we partition into K1, K2, . . . , Kn where each Ki = {a1}{a2}
. . . {a|w|} for some w = a1a2 . . . a|w| ∈ K (so Ki is the commutative closure of
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{w}). By lemma 3.3.10, for each Ki, we can construct a spider diagram, di, such
that L(di) = Ki  Γ∗. Take D to be the disjunction of all di’s constructed from
Ki Γ∗. Since
K  Γ∗ =
⋃
0≤i≤n
(Ki Γ∗)
we deduce L(D) = K  Γ∗. Where K = {} then the unitary diagram ⊥ defines
K  Γ∗. 
Theorem 3.3.11 is extended to consider finite unions of languages of the form
K  Γ∗.
Theorem 3.3.12 Let L = ⋃ni=1(Ki Γ∗i ) where each Ki is a finite commutative
language and Γi ⊆ Σ. Then there exists a diagram D such that L(D) = L. 
Proof By theorem 3.3.11, for each Ki  Γ∗i there exists Di such that L(Di) =
Ki Γ∗i . Then L = L(
∨n
i=1Di). 
To conclude this section, from theorems 3.3.2 and 3.3.12 we have the following
corollary.
Corollary 3.3.13 Let L = ⋃ni=1(KiΓ∗i ) where each Ki is a finite commutative
language and Γi ⊆ Σ. Then L is commutative and star-free. 
Proof This follows from theorems 3.3.2 and 3.3.12. 
In the next section we show all commutative star-free regular languages are of
this form.
3.4 Characterisations of Commutative Star-free
Regular Languages
In this section, we show that a language is commutative and star-free if and only if
it is a finite union of languages of the formKΓ∗, whereK is a finite commutative
language and Γ is a set of letters. This is similar to the characterisation of
the shuﬄe ideal languages found in Higman (1952). We consider minimal finite
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Figure 3.11: Finite automata.
automata that accept commutative star-free languages such as A in figure 3.11.
We show that such an automaton can be decomposed into n automata A1, . . . ,An
where n is the number of final states in A and the union of the languages of
the component automata is the language of A. Moreover, each Ai has a single
final state. Given each Ai, such as A1 in figure 3.11, we show that a finite
commutative language, K, and a set of letters, Γ, may be extracted from min(Ai)
where L(Ai) = KΓ∗. In order to determine the set Γ we recall, from chapter 2,
theorem 2.1.17 to establish properties of min(Ai) concerning cycles. The property
states that for the minimal automaton accepting a star-free language the graph
min(A)|a, a ∈ Σ contains no non-trivial cycles. In particular, we show any letter
occurring on a cycle in min(Ai) from which we can reach the final state, also
occurs on a trivial cycle at the final state ofmin(Ai). We begin with a restatement
of the fact that the language of an automaton is the union of the sets of words
accepted at each final state.
Theorem 3.4.1 Let A = 〈Q,Σ, δ, q0, {f1, f2, . . . , fn}〉 be the minimal finite au-
tomaton accepting a commutative star-free language L and A1,A2, . . . ,An be de-
composed automata where Ai = 〈Q,Σ, δ, q0, {fi}〉. Then L(A) = ⋃ni=1 L(Ai). 
Definition 2.1.7 is used in the proof of the following theorem in order to show
each Ai accepts a commutative language. Definition 2.1.7 states that u ∼L v
if and only if for each q ∈ Q it is the case that δ∗(q, u) = δ∗(q, v). Moreover,
it is possible to construct an epimorphism from the syntactic monoid, ML, of
L = L(A) to that of Li = L(Ai), namely MLi , to show MLi is both finite and
aperiodic. Thus it follows that Li is commutative and star-free.
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Theorem 3.4.2 Let A = 〈Q,Σ, δ, q0, {f1, f2, . . . , fn}〉 be the minimal finite au-
tomaton accepting a commutative star-free language L. The automaton A may
be decomposed into n automata, Ai = 〈Q,Σ, δ, q0, {fi}〉, where each Ai accepts a
commutative star-free language Li. 
Proof Let M = (Σ∗/ ∼L, ·, λ) be the syntactic monoid of L and Mi = (Σ∗/ ∼Li
, ·, λ) be the syntactic monoid of Li. We show that each Ai = 〈Q,Σ, δ, q0, {fi}〉
accepts a commutative star-free language by establishing that the function φ :
M →Mi defined by φ([u]L) = [u]Li is an epimorphism.
We first prove that φ is well-defined by showing that if [u]L = [v]L then
φ([u]L) = φ([v]L). Suppose [u]L = [v]L. Let min(Ai) = 〈Qi,Σ, δi, q0i , {f ′i}〉 and
define c : Q→ Qi where c is the natural mapping induced by the minimisation of
Ai to min(Ai). Then c ensures that:
• if q, q′ ∈ Q are distinguishable in A but indistinguishable in Ai then c(q) =
c(q′), and
• if q and q′ are distinguishable in both A and Ai then c(q) 6= c(q′).
Obviously, the function c is surjective.
Now, since [u]L = [v]L we know u ∼L v. As stated in definition 2.1.7, u ∼L v
implies for each q ∈ Q, δ∗(q, u) = δ∗(q, v). Observing c(δ(q, a)) = δi(c(q), a) it
will follow that for each q in Q, δ∗i (c(q), u) = δ∗i (c(q), v). Since c is surjective, for
each qi in min(Ai) we have, for each q′ ∈ Qi
δ∗i (q′, u) = δ∗i (q′, v).
Thus we see u ∼Li v and therefore, [v]Li = [u]Li . Hence
φ([u]L) = [u]Li
= [v]Li
= φ([v]L),
so φ is well-defined.
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We now show that φ is an epimorphism. Let [u]L, [v]L ∈M . Then
φ([u]L[v]L) = φ([uv]L) = [uv]Li = [u]Li [v]Li = φ([u]L)φ([v]L)
Hence, φ is a homomorphism. Trivially φ is surjective. Hence φ is an epimor-
phism.
Since L is commutative and star-free we know that M is commutative and
aperiodic. Furthermore, as φ : M → Mi is an epimorphism, Mi is commutative
and aperiodic. Hence, by Schu¨tzenberger (1965) (presented in theorem 2.1.15),
Li is commutative and star-free. 
Since minimizing automata does not introduce any new final states, without
loss of generality we can proceed by considering only minimal automata with a
single final state. In the previous section, for each diagram d, we defined a finite
commutative set K(d) and a set of letters Γ(d) such that L(d) = K(d) Γ(d)∗.
We now define K(A) and Γ(A) as analogous sets derived from the automaton A.
Definition 3.4.3 Let A = 〈Q,Σ, δ, q0, {f}〉 be the minimal finite automaton ac-
cepting a commutative star-free language. We define K(A) to be the set of words
accepted by A where no cycle is followed. 
In figure 3.11, K(min(A1)) = {a}, and K(min(A2)) = {ab, ba}, both of which
are commutative.
Definition 3.4.4 Let A = 〈Q,Σ, δ, q0, {f}〉 be the minimal finite automaton ac-
cepting a star-free commutative language. We define Γ(A) to be {a ∈ Σ : δ(f, a) =
f}. That is, a labels some trivial cycle in A. 
In figure 3.11, Γ(min(A1)) = {a} and Γ(min(A2)) = {a, b}. The language of
automatonA is comm(K(A))Γ(A)∗, where comm(X) denotes the commutative
closure of X. This is established in theorem 3.4.6 using the following key lemma:
Lemma 3.4.5 Let A = 〈Q,Σ, δ, q0, {f}〉 be the minimal automaton with a single
final state accepting a commutative star-free language L. Let c be a cycle from
which we can reach f . Then any letter that occurs on a transition that is part of
c also occurs on a trivial cycle at the final state. 
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Proof Suppose A contains such a cycle, c, starting on state q and exercised by
the word w = a1a2 . . . ak. Then there exists u, v ∈ Σ∗ such that u ·w ·v ∈ L. Since
w exercises c, we have δ(q0, u) = δ(q0, uw). Then, for any n ≥ 0, u · wn · v ∈ L
by traversing, c, n times. We choose n > |Q|. The word wnp = an1an2 . . . ank is a
permutation of wn and, as L is a commutative language,
u · v · an1an2 . . . ank ∈ L. (3.3)
Then A must contain a cycle cak exercised by a word containing only the letter ak,
as the postfix ank of wnp is longer than the number of states in A, by construction.
Furthermore, by theorem 2.1.17, the cycle cak is trivial. Then we can rewrite
(3.3) as
u · v · an1an2 . . . ax+y+zk ∈ L where x+ y + z = n, y ≥ 1
where ayk exercises the trivial cycle cak . Then we can add any number of aks to the
word u · v · an1an2 . . . ax+y+zk , thus increasing the value of y arbitrarily, and remain
within L by traversing c more times. By commutativity, u · v · wn · amk ∈ L for
any m ≥ 0. Since u · v · wn ∈ L, there is a trivial cycle labelled ak at the final
state, shown by choosing m = 1. Similarly, each letter, ai, in wn therefore gives
rise to a trivial cycle at the final state, as required. 
Theorem 3.4.6 Let A = 〈Q,Σ, δ, q0, {f}〉 be the minimal automaton with a sin-
gle final state accepting a commutative star-free language L. Then
L = comm(K(A)) Γ(A)∗.
Proof Let w be in the language of A. We show w ∈ comm(K(A))  Γ(A)∗.
If w exercises a path that gave rise to a word in K(A) or some permutation
of w exercises such a path then w ∈ comm(K(A)) and the result is estab-
lished. Otherwise, w exercises a path that includes at least one cycle. Let
w = u0v1u1v2 . . . un−1vnun where each vi is a word that exercises a cycle ci in
A and k = u0u1 . . . un ∈ K. Reorder the letters in w so that we obtain a word
of the form kx so kx = kv1v2 . . . vn. Then each letter in x arises from a letter on
a transition in some cycle ci. Therefore, by lemma 3.4.5, each such letter is in
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Γ(A). Hence kx is in comm(K(A)) Γ(A)∗. That is, a permutation of w is in
K  Γ∗. As comm(K(A)) is commutative it follows that comm(K(A)) Γ(A)∗
is commutative. So w ∈ comm(K(A)) Γ(A)∗.
The converse, comm(K(A))  Γ(A) ⊆ L(A), is shown by a similar argu-
ment. By definition K(A) ⊆ L(A). By Theorem 3.4.2, A accepts a commu-
tative language, therefore comm(K(A)) ⊆ L(A). Let k ∈ comm(K(A)) and
γ ∈ Γ(A)∗. Then kγ ∈ L(A) as, by definition of Γ(A), for each letter γi in γ
there is a transition δ(f, γi) = f . Again, as A accepts a commutative language,
k  γ ⊆ L(A). Therefore comm(K(A)) Γ(A)∗ ⊆ L(A), as required. Hence,
L(A) = comm(K(A)) Γ(A)∗. 
We now derive a characterisation of commutative star-free languages.
Theorem 3.4.7 Let L be a commutative star-free language over Σ. Then L is
a finite union of languages of the form K  Γ∗ where K is a finite commutative
language and Γ ⊆ Σ. 
Proof Where L = {} we have K = Γ = {}, so K  Γ∗ = {}. Otherwise,
theorem 3.4.1 establishes that, as L is commutative and star-free, an automaton
A = 〈Q,Σ, δ, q0, {f1, f2, . . . , fn}〉
accepting L may be decomposed into A1, . . . ,An with Ai = 〈Q,Σ, δ, q0, {fi}〉
such that ⋃ni=1 L(Ai) = L. By theorem 3.4.2 L(Ai) is commutative and star-
free. Therefore, by theorem 3.4.6, L(Ai) = comm(K(Ai))  Γ(Ai)∗. Hence
L = L(A) = ⋃ni=1(comm(K(Ai)) Γ(Ai)∗). 
Thus we have considered the commutative star-free languages which we have
shown to be finite unions of shuﬄe products KΓ∗, where K is a finite commu-
tative language and Γ ⊆ Σ. Using the results from sections 3.3 and 3.4, and other
results from the literature (Howse et al. 2005), we present our main theorem of
this chapter:
Theorem 3.4.8 The following statements are equivalent
1. L is a commutative star-free regular language,
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2. L is a finite union of languages of the form K  Γ∗ where K is a finite
commutative language and Γ ⊆ Σ,
3. L is the language of a spider diagram,
4. L is defined by a sentence in monadic first-order logic with equality. 
Proof That 1 ⇒ 2 is shown in theorem 3.4.7 and 2 ⇒ 1 is shown in Corol-
lary 3.3.13. The proof of 2 ⇔ 3 is given by theorems 3.4.7 and 3.3.11. The-
orem 2.3.7 establishes that for all sentences in monadic first-order logic with
equality there exists a spider diagram with the same set of models and vice-versa.
Therefore, by our definition of the language of a diagram 3⇔ 4. 
3.5 Conclusion
In this chapter we have shown that spider diagrams define commutative star-free
regular languages. Furthermore, we have shown that a language is commutative
and star-free if and only if it is the language of a spider diagram. This allows
us to employ a result by Stapleton to prove that a language is commutative and
star-free if and only if it is defined by a sentence in monadic first-order logic, as
visualised in figure 3.12.
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Figure 3.12: A diagram of results proved in chapter 3.
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Chapter 4
Spider Diagrams of Order
In chapter 3 we examined the relationship between spider diagrams and star-free regular languages. In order to compare spider diagrams with star-freeregular languages we extended interpretations to contain an order relation.
Spider diagrams are interpreted over structures that contain a strict total order
relation. However, the order relation is irrelevant to the interpretation of spider
diagrams. Thus, we showed that the language of a spider diagram is commutative.
Figure 4.1 summarises the main contribution of chapter 4. In particular, in
this chapter we define spider diagrams of order. Spider diagrams of order are an
extension of spider diagrams. They extend both the syntax and expressiveness
of spider diagrams. Specifically, the additional syntax we introduce in spider
diagrams of order places a restriction on the order relation in interpretations for
diagrams.
The diagram d1 in figure 4.2a is a unitary spider diagram. We have previously
seen that unitary spider diagrams may contain contours, spiders and shading. The
diagram d1 contains two contours labelled P and Q and contains two spiders.
One spider has a single foot inside the contour P but outside the contour Q and
another spider has a single foot outside both contours. The diagram d1 does not
contain any shading. Unitary spider diagrams of order differ from unitary spider
diagrams as they allow spider feet to be annotated with a positive integer. Such
ranked feet take the form Ê and Ë in diagram d2 in figure 4.2b. This ranking
provides order information, as we shall explain later. In addition, we introduce a
new operator, C, that allows ordering information to be expressed in compound
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Figure 4.1: A diagram of results presented in chapter 4.
(a)
➊
➋
(b)
Figure 4.2: A unitary spider diagram and a unitary spider diagram of order.
diagrams; we will explain the semantics of C later.
In this chapter, specifically in section 4.1, we formally define the syntax and
semantics of spider diagrams of order. Thereafter, in section 4.2, we outline a
normal form for spider diagrams of order. In section 4.3, we develop reasoning
rules for spider diagrams of order. Subsequently, in 4.4, we present an algorithm
to convert spider diagrams of order to our normal form. We prove that any spider
diagram of order is semantically equivalent to a spider diagram of order in our
normal form. We use this normal form in chapter 5 to establish the expressive-
ness of spider diagrams of order with respect to regular languages. The idea of
adding order to spider diagrams to extend the syntax and increase expressive-
ness was originally published in Delaney and Stapleton (2007b). Since Delaney
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➊
➋
Figure 4.3: A unitary spider diagram of order.
and Stapleton (2007b) the presentation has been significantly enhanced, and the
technical details are now presented in full.
4.1 Syntax and Semantics of Spider Diagrams
of Order
The diagram d1 in figure 4.3 is a unitary spider diagram of order. The diagram
d1 contains two spiders, one spider with two feet outside both contours P and Q
and one spider with a foot in each zone inside the contour P . In general, any
given spider may contain both ranked feet (those of the form Ê, Ë, Ì, . . .) and
unranked feet (those of the form •). We extend the definition of a spider foot to
account for labels denoting ranks on spider feet.
Definition 4.1.1 A spider foot is an element of the set (Z+ ∪ {•})×Z and
the set of all feet is denoted F . A spider foot (k, z) ∈ F where k ∈ Z+ ∪ {•} has
rank k. The rank of a spider foot induces a relation < on the feet, defined by
(k1, z1) < (k2, z2) if both k1, k2 ∈ Z+ and k1 < k2 hold or k1 = • or k2 = •. 
Whilst it may seems strange that< as just defined is not a strict ordering (beacuse
• is both less than and greater than all other feet) this choice of < simplifies many
definitions and proofs later in the thesis.
Definition 4.1.2 A spider, s, is a non-empty set of feet together with a positive
natural number, that is s ∈ Z+×(PF−{{}}), and the set of all spiders is denoted
S. The set p is the foot set of spider s = (n, p). The habitat of a spider
s = (n, p) is the region habitat(s) = {z : (k, z) ∈ p}. 
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Our definition of unitary spider diagrams of order echoes the definition of a
unitary spider diagram, definition 2.3.2.
Definition 4.1.3 A unitary spider diagram of order, d, is a quadruple
〈C,Z, ShZ, SI〉 where:
C = C(d) ⊆ C is a set of contour labels,
Z = Z(d) ⊆ {(in, C − in) : in ⊆ C} is a set of zones,
ShZ = ShZ(d) ⊆ Z(d) is a set of shaded zones,
SI = SI(d) ( S is a finite set, called the spider identifiers, such that for all
spiders (n1, p1), (n2, p2) in SI(d) if p1 = p2 then n1 = n2. Furthermore, for
all (n, p) ∈ SI(d) the habitat of p is a subset of the zones in d : habitat(p) ⊆
Z(d).
The set of spiders in d is defined to be
S(d) = {(i, p) : (n, p) ∈ SI(d) ∧ 1 ≤ i ≤ n}.
The symbol ⊥ is also a unitary spider diagram. We define C(⊥) = Z(⊥) =
ShZ(⊥) = SI(⊥) = {}. 
A unitary α-spider diagram of order is a unitary spider diagram of order where
all spiders have only a single foot:
Definition 4.1.4 Let d be a unitary spider diagram of order, then d is a unitary
α-diagram of order if and only if
∀(n, p) ∈ S(d) |p| = 1.
Compound spider diagrams of order are defined to allow the same set of
connectives as spider diagrams with the addition of the product operator, C.
The C operator allows order to be expressed between diagrams, as opposed to
ranked feet which allow expression of order within unitary diagrams, which we
will explain when we define the semantics.
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➊
➋ ➋ ➌
Figure 4.4: A spider diagram of order.
Example 4.1.5 The diagram in figure 4.4 consists of two unitary spider dia-
grams, d1 and d2, joined with the C operator. The diagram d1 C d2 is a spider
diagram of order.
The syntax of spider diagrams of order is now formally defined to include the
C operator.
Definition 4.1.6 A spider diagram of order is defined as follows:
• a unitary spider diagram of order is a spider diagram of order,
• if D1 is a spider diagram of order then the negation of that diagram, denoted
¬D1, is a spider diagram of order,
• if D1 and D2 are spider diagrams of order then the disjunction of the two
diagrams, denoted (D1 ∨D2), is a spider diagram of order,
• if D1 and D2 are spider diagrams of order then the conjunction of the two
diagrams, denoted (D1 ∧D2), is a spider diagram of order, and
• if D1 and D2 are spider diagrams of order then the product of the two
diagrams, denoted (D1 CD2), is a spider diagram of order. 
As is typical, we omit parentheses where no ambiguity arises. Furthermore, a
non-unitary spider diagram of order is known as a compound spider diagram
of order.
The semantics of unitary spider diagrams of order are model based. In essence,
contours represent sets and spiders represent the existence of elements. A model
for a diagram is an assignment of sets to contour labels that ensures various
110
conditions hold; these conditions are encapsulated by the semantics predicate
defined below. The definition of an interpretation is as it was for spider diagrams
in chapter 3 and is presented here for ease of reference.
Definition 4.1.7 An interpretation is a triple (U,≺,Ψ) where U is a universal
set and Ψ: C → PU is a function that assigns a subset of U to each contour label
and ≺ is a strict total order on U . The function Ψ can be extended to interpret
zones and sets of regions as follows:
1. each zone, (in, out) ∈ Z, represents the set
Ψ(z) =
⋂
c∈in
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c)) and
2. each region, r ∈ PZ, represents the set which is the union of the sets rep-
resented by r’s constituent zones, that is
Ψ(r) =
⋃
z∈r
Ψ(z).
For brevity, we will continue to write Ψ: C → PU but assume that the domain
of Ψ includes the zones and regions. Given an interpretation we wish to know
whether it is a model for a diagram; in other words, we want to know when the
information provided by the interpretation agrees with the intended meaning of
the diagram. Informally, an interpretation is a model for unitary diagram d (6=⊥)
whenever
1. all of the zones which are missing represent the empty set,
2. all of the regions represent sets whose cardinalities are at least the number
of spiders placed entirely within that region,
3. all of the entirely shaded regions represent sets whose cardinalities are at
most the number of spiders with a foot in that region, and
4. the elements represented by the spiders obey the ordering imposed on them
by the rank of the spiders’ feet.
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We observe that the first three conditions coincide with those for unitary spider
diagrams and the fourth condition arises from the extension to spider diagrams
of order.
Example 4.1.8 Let d1 be the unitary diagram in figure 4.4 and suppose C =
{P,Q}. Consider the interpretation m1 = (U,≺,Ψ) where U = {1, 2},≺=
{(1, 2)} and Ψ(P ) = {2},Ψ(Q) = {}. By definition 4.1.7 the function Ψ may
be extended to interpret each zone in d1
Ψ({}, {P,Q}) = {1},
Ψ({P}, {Q}) = {2},
Ψ({Q}, {P}) = {}, and
Ψ({P,Q}, {}) = {}
where for each region r we have Ψ(r) = ⋃z∈r Ψ(z), for example
r′ = {({}, {P,Q}), ({Q}, {P})},
and
Ψ(r′) = Ψ({}, {P,Q}) ∪Ψ({Q}, {P}) = {1}.
The interpretation m1 is a model for d1 as:
1. All of the zones which are missing represent the empty set as in this case
there are no missing zones.
2. All of the regions represent sets whose cardinalities are at least the number
of spiders placed entirely within that region and as |Ψ({}, {P,Q})| = 1 and
|Ψ({P}, {Q}) ∪Ψ({P,Q}, {})| = 1.
3. All of the entirely shaded regions represent sets whose cardinalities are at
most the number of spiders with a foot in that region as ({P,Q}, {}) is
shaded, contains a single spider foot and |Ψ({P,Q}, {})| = 0.
4. The elements represented by the spiders obey the ordering imposed on them
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by the rank of the spiders’ feet as the element 1 interprets the spider foot
Ê and the element 2 interprets the spider foot Ë. 
We now make this notion of a model precise.As we regularly refer back to this
semantics predicate, we highlight the definition by bounding it in a box.
Definition 4.1.9 Let I = (U,≺,Ψ) be an interpretation and let d (6=⊥) be a
unitary spider diagram. Then I is a model for d, denoted I |= d, if and only
if the following conditions hold.
1. The missing zones condition All of the missing zones represent the
empty set, that is, ⋃
z∈MZ(d)
Ψ(z) = {}.
2. The spider mapping condition There exists an injective function,
ϕ : S(d) → U and a function f : S(d) → F , called a valid pair, such
that the following conditions hold:
(a) The selected foot condition Each spider s must map, under f ,
to a spider foot in its foot set:
∀(n, p) ∈ S(d) f(n, p) ∈ p.
(b) The spiders’ location condition All spiders represent elements
in the sets represented by the zone in which the selected foot, under
f , is placed:
∀s ∈ S(d) (f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z)).
(c) The shading condition Shaded regions represent a subset of el-
ements denoted by spiders:
∀z ∈ ShZ(d) Ψ(z) ⊆ im(ϕ).
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(d) The order condition The ordering information provided by the
selected spider feet agrees with that provided by the strict order
relation.
Thus, for all s1, s2 ∈ S(d), if ϕ(s1) ≺ ϕ(s2) then f(s1) < f(s2) i.e.
∀s1, s2 ∈ S(d) (ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2)).
If d =⊥ then no interpretation is a model for d. 
The conjunction of conditions 1 and 2 above is the semantics predicate for
spider diagrams of order.
Example 4.1.10 Consider d1 in figure 4.5. The smallest models for d1 have
cardinality 2. We examine one interpretation m1 of cardinality 2 and all possible
ϕ and f assignments for m1. Such an approach serves to provide examples of
where the conditions in the semantics predicate are satisfied and where they are
violated.
Let m1 = (U,≺,Ψ) where U = {1, 2},≺= {(1, 2)},Ψ(P ) = {2} and Ψ(Q) =
{}. We refer to zones as z{} = ({}, {P,Q}), zP = ({P}, {Q}) and zPQ =
({P,Q}, {})}) to economise description and then label spider (1, (1, {z{}})) as
s1 and spider
(1, {(2, {zP}), (•, {zPQ})}) by s2 for ease of reference. Then there are two possible
➊
➋ ➋ ➌
Figure 4.5: A copy of the spider diagram of order in figure 4.4.
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f assignments, namely f1 and f2, from S(d) to F where
f1(s1) = (1, z{}),
f1(s2) = (2, zP ),
and
f2(s1) = (1, z{}),
f2(s2) = (•, zPQ).
There are two possible ϕ assignments, namely ϕ1 and ϕ2, from S(d) to U where
ϕ1(s1) = 1,
ϕ1(s2) = 2,
and
ϕ2(s1) = 2,
ϕ2(s2) = 1.
The pair (f1, ϕ1) is valid and m1 is a model for d1. The spiders’ location
condition and the shading condition hold for ϕ1 in the same manner that they
would hold for a spider diagram without order. The order condition holds as the
rank of f1(s1) is less than f1(s2) and ϕ1(s1) is less than ϕ1(s2) in the strict total
order ≺.
The interpretation m1 cannot be shown to be a model for d1 under the com-
bination of f2 with either ϕ1 or ϕ2. In both cases the argument is similar: under
f2 and ϕ1 the spiders’ location condition is violated as it is not the case that
ϕ1(s2) ∈ Ψ(zPQ). Under f1 and ϕ2 the order condition is also violated as the
rank of f1(s1) is 1 and the rank of f1(s2) is 2, however ϕ2(s2) ≺ ϕ2(s1) but
f1(s2) 6< f1(s1), so the choice of ϕ2 and f1 does not respect the total order
{(1, 2)} over U . 
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Ranked feet allow specification of an order within unitary diagrams. In addition
to ∧,∨ and ¬ we have seen that the syntax of compound spider diagrams of
order includes the product operator, C, in the set of binary operations on spider
diagrams. This operation allows the specification of an order between unitary
diagrams. In order to define the semantics of compound spider diagrams of order
involving C we present the definition of ordered sum of interpretations.
Definition 4.1.11 (modified from Ebbinghaus and Flum (1991)) The or-
dered sum of two interpretations m1 = (U1,≺1,Ψ1) and m2 = (U2,≺2,Ψ2), de-
noted m1 +m2, where U1 and U2 are disjoint, is the interpretation m = (U,≺,Ψ)
such that
• U = U1 ∪ U2,
• ≺=≺1 ∪ ≺2 ∪{(a, b) : a ∈ U1 ∧ b ∈ U2},
• Ψ(c) = Ψ1(c) ∪Ψ2(c) for all c ∈ C. 
We now illustrate, with an example, when an interpretation is a model for the
product of two diagrams.
Example 4.1.12 Let m1 = (U1,≺1,Ψ1) be a model for unitary diagram d1 in
figure 4.5 and m2 = (U2,≺2,Ψ2) be a model for unitary diagram d2 in figure 4.5
where
U1 = {1, 2},
≺1 = {(1, 2)},
Ψ(P ) = {2},
Ψ(Q) = {}.
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and
U2 = {w, x, y, z},
≺2 = {(w, x), (w, y), (w, z),
(x, y), (x, z),
(y, z)},
Ψ(P ) = {w},
Ψ(Q) = {x, y}.
Then the ordered sum of models m1 and m2 is m1 +m2 = (U,≺,Ψ) where
U = {1, 2, w, x, y, z}
≺ = ≺1 ∪ ≺2 ∪{(1, w), (1, x), (1, y), (1, z), (2, w), (2, x), (2, y), (2, z)},
Ψ(P ) = {2, w},
Ψ(Q) = {x, y}.
Concerning d1 C d2, given that m1 |= d1 and m2 |= d2, we will define, in defini-
tion 4.1.14, that m1 +m2 |= d1 C d2. 
We now show that the ordered sum of interpretations is well behaved with respect
to the interpretation of the zones.
Lemma 4.1.13 Let m1 = (U1,≺1,Ψ1) and m2 = (U2,≺2,Ψ2) be interpretations
such that U1 ∩ U2 = {}. Let z = (in, out) be a zone such that z is in the domain
of both Ψ1 and Ψ2. Given
m = m1 +m2 = (U,≺,Ψ),
it is the case that
Ψ(z) = Ψ1(z) ∪Ψ2(z).
Proof By the definition, Ψ(in, out) = ⋂c∈in Ψ(c) ∩ ⋂c∈out(U − Ψ(c)) and by sub-
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stitution of Ψ(c) with Ψ1(c) ∪Ψ2(c) we have
Ψ(in, out) =
( ⋂
c∈in
(
Ψ1(c) ∪Ψ2(c)
))
∩
( ⋂
c∈out
(
U − (Ψ1(c) ∪Ψ2(c))
))
=
( ⋂
c∈in
(
Ψ1(c) ∪Ψ2(c)
))
∩
( ⋂
c∈out
((
U1 −Ψ1(c)
)
∪
(
U2 −Ψ2(c)
)))
as U1 and U2 partition U and Ψ1(c) ⊆ U1,Ψ2(c) ⊆ U2
=
( ⋂
c∈in
Ψ1(c) ∪
⋂
c∈in
Ψ2(c)
)
∩
( ⋂
c∈out
(
U1 −Ψ1(c)
)
∪ ⋂
c∈out
(
U2 −Ψ2(c)
))
as Ψ1(c) and Ψ2(c) are disjoint
=
( ⋂
c∈in
Ψ1(c) ∩
⋂
c∈out
(
U1 −Ψ1(c)
))
∪
( ⋂
c∈in
Ψ1(c) ∩
⋂
c∈out
(
U2 −Ψ2(c)
))
∪
( ⋂
c∈in
Ψ2(c) ∩
⋂
c∈out
(
U1 −Ψ1(c)
))
∪
( ⋂
c∈in
Ψ2(c) ∩
⋂
c∈out
(
U1 −Ψ2(c)
))
by distributivity
= Ψ1(in, out) ∪ {} ∪ {} ∪Ψ2(in, out) as U1 ∩ U2 = {}
= Ψ1(in, out) ∪Ψ2(in, out).
Hence Ψ(z) = Ψ1(z) ∪Ψ2(z). 
The definition for the model of a compound diagram uses the ordered sum of
interpretations.
Definition 4.1.14 Let I be an interpretation and let D1 and D2 be spider di-
agrams of order. The following conditions describe when I is a model for a
compound diagram.
• If I |= D1 or I |= D2 then I |= D1 ∨D2.
• If I |= D1 and I |= D2 then I |= D1 ∧D2.
• If I 6|= D1 then I |= ¬D1
• If there exists I1 and I2 where I = I1 + I2, I1 |= D1 and I2 |= D2 then
I |= D1 CD2. 
We now define when two diagrams are semantically equivalent.
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➋➊
(a)
(b)
Figure 4.6: Descriptional economy when allowing ordered spider feet.
Definition 4.1.15 Let D1 and D2 be spider diagrams of order. If the model set
for D1 is exactly that of D2 then D1 and D2 are semantically equivalent,
denoted D1 ≡ D2. 
Having defined the syntax and semantics of spider diagrams of order we wish
to establish its expressive power. To do so we first define a normal form for spider
diagrams of order. In defining the normal form we will show that ranked feet are
syntactic sugar in spider diagrams of order. Diagrams using ranked feet may be
replaced by compound expressions involving the product operator and omitting
ranked feet. The inclusion of ranked feet in the syntax of spider diagrams of
order allows some statements to be expressed more succinctly than they might
otherwise be. In the next section we will demonstrate that without ranked feet
the information in the diagram in figure 4.6a can instead be expressed in a less
succinct compound diagram such as that in figure 4.6b.
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4.2 A Normal Form for Spider Diagrams of Or-
der
In this section we define a normal form for spider diagrams of order. Our normal
form allows the diagram ⊥. Furthermore, compound diagrams are formed from
unitary α-spider diagrams in Venn form containing all contours in C and no ranked
spiders. Compound expressions in normal form allow ∧,∨ and C as connectives
and ¬ as the unary operator i.e. all operators are permitted. We introduce seven
reasoning rules that are used to produce diagrams in normal form:
1. introduction of a contour label,
2. introduction of a missing zone,
3. splitting spiders,
4. separate rank and bounds,
5. factor lowest spiders,
6. drop spider-foot rank, and
7. rule of replacement.
The rules of replacement, introduction of a contour label, introduction of a miss-
ing zone and splitting spiders rule are generalised from Stapleton (2004), whereas
the other three rules are entirely new. From these reasoning rules we show, in
subsection 4.4, that any spider diagram of order is semantically equivalent to a
diagram in our normal form. Specifically, we define a sequence of applications of
reasoning rules for producing a diagram in normal form given an arbitrary spider
diagram of order.
Diagrams in normal form are constructed following the process depicted in
figure 4.7. Consider a spider diagram D; by repeated application of the introduc-
tion of a contour label rule we produce DC. In DC, the unitary components of
the diagram contain all the contours in C but are not necessarily in Venn form.
The diagram DZ is then similarly constructed by repeated application of the in-
troduction of a missing zone rule and Dα by repeated application of the splitting
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DDC DZ Dα DNF
normaliseadd missing contours
add missing zones split spiders remove ranked feet
Figure 4.7: Normalising a diagram.
❶
❶
❷
(a)
❶
❶
❷
(b)
Figure 4.8: An example of separate rank and bounds.
spiders rule. Unitary components of Dα are in Venn form, with no missing zones
and each unitary component of Dα is an α-diagram.
To convert Dα to DNF , consider a unitary component, dα, in Dα. First, using
the new separate rank and bounds rule, we separate dα into two diagrams dα◦
and dα• . The diagram dα◦ contains no shading and contains the ordered spiders
from dα. The diagram dα• contains an unranked spider for each spider in the
original dα, and dα• contains a shaded zone for each shaded zone in dα. An
example application of this rule, given figure 4.8a, can be seen in figure 4.8b. In
essence dα◦ contains the order information from dα, and dα• specifies the upper
and lower bounds for the cardinalities of the underlying sets that correspond to
each contour. We will show that dα is semantically equivalent to dα◦ ∧ dα• .
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❶ ❷
❶
(a)
❶
❶
❷
(b)
Figure 4.9: An example of factor lowest spiders.
Given dα◦ , which contains n spiders of r ranks, we may “factor” out the ranks
of spiders, using the factor lowest spiders rule, giving
dα1◦ C dα2◦ C . . .C dαr◦ ,
where dαk◦ contains the spiders of rank k. To illustrate this process, given dα◦ in
figure 4.9a, the figure 4.9b depicts dα1◦Cdα2◦ . We will show that dα◦ is semantically
equivalent to the product of its factored components and we also show that, for
an arbitrary dα,
dα ≡ (dα1◦ C dα2◦ C . . .C dαr◦) ∧ dα• .
Consider one of the components dαi◦ of the product produced by repeated appli-
cation of the factor lowest spiders rule. Our drop spider-foot rank rule is used to
remove the ranks from the spider feet in dαi◦ to form dαi• . The diagram DNF is
a consequence of repeated application of this sequence of rules to Dα. We will
show that D is semantically equivalent to DNF . The diagram DNF is in normal
form.
The unitary components of diagrams in our normal form are α-diagrams in
Venn form containing no missing zones or ordered spider feet (or are ⊥). These
unitary components form expressions using the conjunction, disjunction, negation
or product connectives. A formal definition of our normal form is provided in the
following definition.
Definition 4.2.1 Let D be a spider diagram of order. It is the case that D is in
normal form if the following conditions hold:
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• No unitary component of D contains ranked spider feet.
• Each unitary component of D is an α-diagram and contains all contours in
C, or is ⊥.
• There are no zones missing from any unitary component (6= ⊥) of D.
• The binary connectives ∧, ∨ and C and the unitary connective ¬ are the
allowed connectives in D. 
We now present an example of a unitary spider diagram, its corresponding
normal form diagram and an illustration of the algorithm to generate the required
normal form.
Example 4.2.2 Let d1 be the unitary spider diagram of order in figure 4.10a
and let C = {P,Q,R}. The diagram d1 contains the contours P and Q and the
zones ({}, {P,Q}), ({P}, {Q}) and ({Q}, {P}). It is not in Venn form as the
zone ({P,Q}, {}) is missing. Furthermore, the contour R is not present in d1 and
the diagram contains a spider with more than one foot. Our strategy is to first
add all the missing contours to d1. The addition of R to d gives the diagram in
figure 4.10b. We then add all the zones that are missing from 4.10b forming 4.10c.
The addition of the zones ({P,Q}, {R}) and ({P,Q,R}, {}) to the diagram can
be seen in figure 4.10c. The diagram in figure 4.10c is in Venn form and contains
no missing zones. It is semantically equivalent to d1. From this diagram in Venn
form containing all contours in C we repeatedly employ a split spiders reasoning
rule to produce a disjunction of α-diagrams. The diagram in figure 4.10d is a
disjunction of α-diagrams where each unitary component contains all contours in
C. It is semantically equivalent to d1.
Let d7 (an arbitrary choice) be the unitary component of the diagram in
figure 4.10d as annotated in the figure. We now show that d7 and, by extension,
any unitary α-diagram may be transformed, by application of reasoning rules,
into a diagram in our normal form. We first separate order and shading resulting
in diagram d12 ∧ d13 in figure 4.11a. Thereafter, we factor lowest spiders from
d12 and replace d12 with d′12 ∧ d′′12 in figure 4.11b. Finally, the precondition for
the drop spider foot order rule is satisfied we drop the ordered foot from d′12
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➊ ➋
(a)
➊ ➋
➊ ➋
(b)
➊ ➋
➊ ➋
(c)
➋
➋
➊
➋
➊ ➋ ➋
➊ ➊ ➋
➋
➋
(d)
Figure 4.10: Applying reasoning rules resulting in a disjunction of α-diagrams.
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resulting in d14 in figure 4.11a. Applying the drop spider foot order rule to d′′12
and replacing the result into (d14C d′′12)∧ d13 yields the diagram (d14C d15)∧ d13
in normal form in figure 4.11d. 
In the next section we formally define each of our reasoning rules and prove
that they are sound.
4.3 Reasoning Rules
All of the reasoning rules presented in this section produce semantically equivalent
diagrams. Therefore, each of the rules defines its own inverse and if D2 is the
consequence of applying a rule to D1 then D1 is the consequence of applying the
inverse of the rule to D2. Furthermore, rules 1, 2, 3 and 7 restate rules for spider
diagrams established by Stapleton (2004), however our restatement of these rules
for spider diagrams of order carries a proof obligation that the rules are still
sound. Therefore, we provide a proof of the soundness of each of these rules for
spider diagrams of order.
The following rule describes how to introduce a missing contour into a diagram
producing a semantically equivalent diagram.
Rule 1 (Introduction of a Contour Label) Let d be a unitary spider dia-
gram of order and let d′ be a unitary spider diagram of order obtained from d
by introduction of a contour label as follows.
• The new contour has a label that is not present in d.
• The contour introduced in d′ splits each zone z of d into two zones z1 and
z2 and both z1 and z2 are shaded where z is shaded.
• Each unordered foot of a spider in zone z of d is replaced in d′ by a pair of
unordered spider feet in z1 and z2.
• Each ordered spider foot in zone z is similarly replaced in d′ by a pair of
ranked feet of the same rank in z1 and z2.
Then d may be replaced by d′ and vice-versa. 
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➊ ➋
(a)
➋➊
(b)
➋
(c)
(d)
Figure 4.11: Applying reasoning rules resulting in a diagram in normal form.
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(a)
➊ ➋
➊ ➋
(b)
Figure 4.12: The introduction of a contour label rule
Example 4.3.1 Let d be the diagram in figure 4.12a and let C = {P,Q,R}. Let
d′ be the diagram in figure 4.12b where each zone in d has been split by the
introduced contour R in d′. Each spider foot of d has been replaced by a pair
of spider feet in d′ such that one foot of the pair is the original foot and the
other foot is extended into new zone created by the partition of the original zone
containing the original foot.
Formal Description of Rule 1 Let d be a unitary spider diagram of order such
that d 6= ⊥. Let l ∈ C − C(d) and let d′ be the diagram where
C(d′) = C(d) ∪ {l},
Z(d′) = {(in ∪ {l}, out) : (in, out) ∈ Z(d)} ∪
{(in, out ∪ {l}) : (in, out) ∈ Z(d)},
ShZ(d′) = {(in ∪ {l}, out) : (in, out) ∈ ShZ(d)} ∪
{(in, out ∪ {l}) : (in, out) ∈ ShZ(d)},
SI(d′) = {(n, p′) : ∃(n, p) ∈ SI(d) p′ = {(k, (in ∪ {l}, out)) : (k, (in, out)) ∈ p} ∪
{(k, (in, out ∪ {l})) : (k, (in, out)) ∈ p}}.
Then d may be replaced by d′ and vice-versa. 
To establish the soundness of this rule we first show that if r is a region in d
and r′ is the region formed by introducing a contour l into d then Ψ(r′) = Ψ(r).
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Lemma 4.3.2 Let I = (U,≺,Ψ) be an interpretation and let r be a region such
that for each
(in, out) ∈ r, l 6∈ in ∪ out.
Consider the region
r′ = {(in ∪ {l}, out) : (in, out) ∈ r} ∪ {(in, out ∪ {l}) : (in, out) ∈ r}.
Then Ψ(r) = Ψ(r′). 
Proof We observe that
Ψ(r) =
⋃
(in,out)∈r
( ⋂
c∈in
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c))
)
, and
Ψ(r′) =
⋃
(in,out)∈r
 ⋂
c∈(in∪{l})
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c))
 ∪
⋃
(in,out)∈r
 ⋂
c∈in
Ψ(c) ∩ ⋂
c∈(out∪{l})
(U −Ψ(c))

and we show that Ψ(r) = Ψ(r′). As U = Ψ(l)∪ (U −Ψ(l)) and Ψ(r) = Ψ(r)∩U
we deduce
Ψ(r) =
⋃
(in,out)∈r
( ⋂
c∈in
Ψ(c) ∩
( ⋂
c∈out
U −Ψ(c)
))
∩ (Ψ(l) ∪ (U −Ψ(l))).
Expanding the union, over r, and substitutingXi for each
(⋂
c∈ini Ψ(c) ∩
(⋂
c∈outi U −Ψ(c)
))
(for readability) we get:
(
X1 ∪X2 ∪ . . . ∪X|r|
)
∩ (Ψ(l) ∪ (U −Ψ(l))).
Using distributivity we get
⋃
i∈{1,...,|r|}
(
Xi ∩
(
Ψ(l) ∪ (U −Ψ(l))
))
.
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Therefore
Ψ(r) =
⋃
(in,out)∈r
(( ⋂
c∈in
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c))
)
∩ (Ψ(l) ∪ (U −Ψ(l)))
)
=
⋃
(in,out)∈r
((( ⋂
c∈in
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c))
)
∩Ψ(l)
)
∪
(( ⋂
c∈in
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c))
)
∩ (U −Ψ(l))
))
=
⋃
(in,out)∈r
 ⋂
c∈(in∪{l})
Ψ(c) ∩ ⋂
c∈out
(U −Ψ(c))
 ∪
⋃
(in,out)∈r
 ⋂
c∈in
Ψ(c) ∩ ⋂
c∈(out∪{l})
(U −Ψ(c))

= Ψ(r′) as required.

The add contour rule is sound as the resultant diagram is semantically equiv-
alent to the original, as we now show.
Theorem 4.3.3 Let d be a unitary spider diagram of order such that d 6= ⊥. Let
l ∈ C − C(d). Let d′ be a spider diagram of order such that l is introduced to d
resulting in d′ by rule 1 introduction of a contour. Then d ≡ d′. 
Proof We show the model sets of d and d′ are equal by showing
• all models for d are models for d′, and
• all models for d′ are models for d.
We observe that there exists a bijection pi : S(d)→ S(d′) where pi(n, p) = (n, p′)
and
p′ = ({(k, (in ∪ {l}, out)) : (k, (in, out)) ∈ p} ∪
{(k, (in, out ∪ {l})) : (k, (in, out)) ∈ p}).
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We will use pi to define a valid pair of mappings, f ′ and ϕ′, for d′ given a valid
pair f and ϕ for d. Similarly we will use pi to construct a valid pair for d given a
valid pair for d′.
Now, let I = (U,≺,Ψ) be a model for d. We show that I is a model for d′.
1. We show that the missing zones condition holds for d′. As I |= d we know
⋃
z∈MZ(d)
Ψ(z) = {}.
It can be shown that
MZ(d′) = {(in ∪ {l}, out) : (in, out) ∈MZ(d)} ∪
{(in, out ∪ {l} : (in, out) ∈MZ(d)}.
Then, by lemma 4.3.2,
Ψ(MZ(d)) = Ψ(MZ(d′)),
therefore ⋃
z′∈MZ(d′)
Ψ(z′) = {}.
Hence the missing zones condition holds for d′.
2. As I |= d there exists a valid pair ϕ and f for d in I. We define ϕ′ : S(d′)→
U by ϕ′(s′) = ϕ(pi−1(s′)). Similarly, construct f ′ : S(d′)→ F by
f ′(s′) =
 (k, (in ∪ {l}, out)) where ϕ(pi
−1(s′)) ∈ Ψ(in ∪ {l}, out)
(k, (in, out ∪ {l})) where ϕ(pi−1(s′)) ∈ Ψ(in, out ∪ {l})
and (k, (in, out)) = f(pi−1(s′)). The function, ϕ′ is injective as ϕ is injective
and pi is bijective.
(a) We show that the selected foot condition holds for d′. As ϕ and f are
valid for d we know
∀(n, p) ∈ S(d) f(n, p) ∈ p
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since this is the selected foot condition for d. Let (n, p′) be a spider in
d′. Then, by definition of f ′,
f ′(n, p′) = (in, out ∪ {l})
or
f ′(n, p′) = (in ∪ {l}, out).
From the validity of f we know that (k, (in, out)) is a foot of (n, p) =
pi−1(n, p′). Then we can see, by the definition of pi, that (k, (in ∪
{l}, out)) and (k, (in, out ∪ {l})) are both feet of (n, p′). Hence, in
either case, f ′(n, p′) is a foot of (n, p′). Therefore,
∀(n, p′) ∈ S(d′)f ′(n, p′) ∈ p′.
That is, the selected foot condition holds for d′.
(b) We show that the spiders’ location condition holds for d′. We know
∀s ∈ S(d) (f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z))
since this is the spiders’ location condition for d. Let s′ ∈ S(d′). Then
there exists s ∈ S(d) such that pi(s) = s′. We know that
f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z).
Suppose f(s) = (k, (in, out)), then we know that
f(s) = (k, (in, out))⇒ ϕ(s) ∈ Ψ(in ∪ {l}, out) ∪Ψ(in, out ∪ {l})
by lemma 4.3.2. So
f(s) = (k, (in, out))⇒ ϕ(s) ∈ Ψ(in ∪ {l}, out) or (4.1)
f(s) = (k, (in, out))⇒ ϕ(s) ∈ Ψ(in, out ∪ {l}) (4.2)
If (4.1) is true then f ′(s′) = (k, (in ∪ {l}, out)), by definition. We also
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know ϕ(s) = ϕ′(s′), by definition, so ϕ′(s′) ∈ Ψ(in∪ {l}, out). That is
f ′(s′) = (k, (in ∪ {l}, out))⇒ ϕ′(s′) ∈ Ψ(in ∪ {l}, out).
Similarly, if (4.2) is true
f ′(s′) = (k, (in, out ∪ {l}))⇒ ϕ′(s′) ∈ Ψ(in, out ∪ {l}).
Hence,
∀s′ ∈ S(d′)
(
(f ′(s′) = (k, z′))⇒ ϕ′(s′) ∈ Ψ(z′)
)
.
That is, the spiders’ location condition holds for d′.
(c) We show that the shading condition holds for d′. We know
∀z ∈ ShZ(d)Ψ(z) ⊆ im(ϕ)
since this is the shading condition for d. Let z′ ∈ ShZ(d′). Then,
by construction of ShZ(d′), there exists z = (in − {l}, out − {l}) in
ShZ(d) such that, by lemma 4.3.2, Ψ(z′) ⊆ Ψ(z). Therefore, as
Ψ(z′) ⊆ Ψ(z) ⊆ im(ϕ) = im(ϕ′)
we deduce
∀z′ ∈ ShZ(d′)Ψ(z′) ⊆ im(ϕ′).
Hence the shading condition holds for d′.
(d) We show that the order condition holds for d′. We know that
∀s1, s2 ∈ S(d)(ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2))
as this is the order condition for d. For each s′ ∈ S(d′), f ′(s′) has
the same rank as f(pi−1(s′)). Furthermore, ϕ′(s′) = ϕ(pi−1(s′)) by
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definition. Thus, given s′1 and s′2 in S(d) we see that
ϕ(pi−1(s′1)) ≺ ϕ(pi−1(s′2))⇒ f(pi−1(s′1)) < f(pi−1(s′2))
so, we can deduce
ϕ′(s′1) ≺ ϕ′(s′2)⇒ f ′(s′1) < f ′(s′2)
Therefore,
∀s′1, s′2 ∈ S(d′)
(
ϕ′(s′1) ≺ ϕ′(s′2)⇒ f ′(s′1) < f ′(s′2)
)
.
Hence the order condition holds for d′.
Hence I is a model for d′.
Conversely, suppose I = (U,≺,Ψ) be a model for d′. We show that I is a
model for d. To do so we employ an argument similar to the above.
1. We show that the missing zones condition holds for d. As I |= d′ we know
⋃
z′∈MZ(d′)
Ψ(z′) = {}.
It can be shown that
MZ(d′) = {(in ∪ {l}, out) : (in, out) ∈MZ(d)} ∪
{(in, out ∪ {l} : (in, out) ∈MZ(d)}.
Then, by lemma 4.3.2,
Ψ(MZ(d)) = Ψ(MZ(d′)),
therefore ⋃
z∈MZ(d)
Ψ(z) = {}.
Hence the missing zones condition holds for d.
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2. As I |= d′ there exists a valid ϕ′ and f ′ for d′ in I. We define ϕ : S(d)→ U
by ϕ(s) = ϕ′(pi(s)). Similarly, define f : S(d) → F by f(s) = (k, (in −
{l}, out − {l})) where f ′(pi(s)) = (k, (in, out)). The function ϕ is injective
as ϕ′ is injective and pi is bijective.
(a) We show that the selected foot condition holds for d. As ϕ′ and f ′ are
valid we know
∀(n, p′) ∈ S(d′) f ′(n, p′) ∈ p′
since this is the selected foot condition for d′. Let (n, p) be a spider
in d. Then, by definition of f , f(n, p) = (k, (in − {l}, out ∪ {l}))
where f ′(pi(n, p)) = (k, (in, out)). We know from the validity of f ′ that
(k, (in, out)) is a foot of pi(n, p). Then we can see that, by the definition
of pi, that (k, (in− {l}, out− {l})) is a foot of (n, p). Therefore,
∀(n, p) ∈ S(d) f(n, p) ∈ p.
That is, the selected foot condition holds for d.
(b) We show that the spiders’ location condition holds for d. We know
∀s′ ∈ S(d′) (f ′(s′) = (k, z′)⇒ ϕ′(s′) ∈ Ψ(z′))
since this is the spiders’ location condition for d′. Let s ∈ S(d). Then
there exists s′ ∈ S(d′) such that pi−1(s′) = s. We know that
f ′(s′) = (k, z′)⇒ ϕ′(s′) ∈ Ψ(z′).
Suppose f ′(s′) = (k, (in ∪ {l}, out)), then we know that
f ′(s′) = (k, (in ∪ {l}, out))⇒ ϕ′(s′) ∈ Ψ(in ∪ {l}, out).
By lemma 4.3.2
f ′(s′) = (k, (in ∪ {l}, out))⇒
ϕ′(s′) ∈ Ψ(in ∪ {l}, out) ∪Ψ(in, out ∪ {l}).
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Alternatively, f ′(s′) = (k, (in, out ∪ {l})), then we know that
f ′(s′) = (k, (in, out ∪ {l}))⇒ ϕ′(s′) ∈ Ψ(in, out ∪ {l}).
By lemma 4.3.2
f ′(s′) = (k, (in, out∪{l}))⇒ ϕ′(s′) ∈ Ψ(in∪{l}, out)∪Ψ(in, out∪{l}).
In either case
ϕ′(s′) ∈ Ψ(in ∪ {l}, out) ∪Ψ(in, out ∪ {l}) = Ψ(in, out)
Therefore
f(s) = (k, (in, out))⇒ ϕ′(s′) ∈ Ψ(in, out).
That is, the spiders’ location condition holds for d.
(c) We show that the shading condition holds for d. We know
∀z′ ∈ ShZ(d′) Ψ(z′) ⊆ im(ϕ′)
since this is the shading condition for d′. Let z = (in, out) ∈ ShZ(d).
Then, by construction of ShZ(d), there exists z1 = (in∪ {l}, out) and
z2 = (in, out ∪ {l}) in ShZ(d′) such that, by lemma 4.3.2,
Ψ(in, out) = Ψ((in ∪ {l}, out), (in, out ∪ {l})).
Therefore, as im(ϕ′) = im(ϕ) we deduce
∀z ∈ ShZ(d)Ψ(z) ⊆ im(ϕ).
Hence the shading condition holds for d.
(d) We show that the order condition holds for d. We know that
∀s′1, s′2 ∈ S(d′)
(
ϕ′(s′1) ≺ ϕ′(s′2)⇒ f ′(s′1) < f ′(s′2)
)
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as this is the order condition for d′. For each s ∈ S(d), f(s) has the
same rank as f ′(pi(s)). Furthermore, ϕ(s) = ϕ′(pi(s)) by definition.
Thus, given s′1 and s′2 in S(d′) and as we know the selected foot con-
dition holds for d we see that
ϕ(pi−1(s′1)) ≺ ϕ(pi−1(s′2))⇒ f(pi−1(s′1)) < f(pi−1(s′2))
so we can deduce
ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2).
Therefore,
∀s1, s2 ∈ S(d)
(
ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2)
)
.
Hence the order condition holds for d.
Hence I is a model for d.
As all models for d are models for d′ and all models for d′ are models for d it
follows that d ≡ d′. 
Given an arbitrary diagram D and the introduction of a contour label rule
we may introduce all contours in C forming DC, as shown in the normalisation
process in figure 4.7. The introduction of a missing zone rule, when coupled
with the introduction of a contour label rule, allows us to produce diagrams in
Venn form containing all contours. Consider the diagram in figure 4.13a and
assume that it contains all contours in C. It is missing a zone – the intersection of
contours P and Q. By the introduction of a missing zone rule we may introduce
the missing zone forming figure 4.13b. A diagram in Venn form containing all
contours is DZ in our normalisation process.
Rule 2 (Introduction of a Missing Zone) Let d be a unitary spider dia-
gram of order with missing zone z and let d′ be a copy of d where z is added to
d′ and z is shaded. Then d can be replaced by d′ and vice-versa. 
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(a) (b)
Figure 4.13: The introduction of a missing zone rule.
Example 4.3.4 Let d be the unitary diagram in figure 4.13a. The zone z =
({P,Q}, {}) is missing from d. Let d′ be the diagram in figure 4.13b. The zone z
has been added as a shaded zone to d′.
Formal Description of Rule 2 Let d (6= ⊥) be a unitary spider diagram of
order. Let z ∈MZ(d). Then d′ is a unitary spider diagram of order where
C(d′) = C(d),
Z(d′) = Z(d) ∪ {z},
ShZ(d′) = ShZ(d) ∪ {z},
SI(d′) = SI(d).
Then d can be replaced by d′ and vice-versa. 
The following establishes the soundness of the introduction of a missing zone
rule.
Theorem 4.3.5 Let d (6= ⊥) be a unitary spider diagram of order. Let z ∈
MZ(d). Let d′ be the diagram obtained by applying rule 2 introduction of a
missing zone to d. Then d ≡ d′. 
Proof We first show that all models for d are models for d′. Thereafter, we show
the converse.
Let I = (U,≺,Ψ) be an interpretation that models d. We show that I models
d′.
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1. We show that the missing zones condition holds for d′. AsMZ(d′) ⊂MZ(d)
and ⋃z∈MZ(d) Ψ(z) = {}, it follows that
⋃
z∈MZ(d′)
Ψ(z) = {}.
Hence the missing zones condition holds for d′.
2. As I models d there exists a valid ϕ and f for d in I. As S(d′) = S(d) then,
trivially, ϕ and f are valid for d′. Hence, we show only that the shading
condition holds. The shading condition
∀z ∈ ShZ(d)Ψ(z) ⊆ im(ϕ)
holds for d. Let z′ be a shaded zone in d′. If z′ ∈ ShZ(d) then Ψ(z′) ⊆
im(ϕ). Otherwise, z′ = z and z′ ∈ MZ(d) we know that Ψ(z) = {} by the
missing zones condition for d. Again, we see Ψ(z) ⊆ im(ϕ) therefore, the
shading condition holds for d′.
Observe that in d′, the introduced zone z represents the empty set, that is
Ψ(z) = {}. The converse then holds by a similar argument, that is, each model
for d′ is also a model for d.
As each interpretation that models d is a model for d′ and vice-versa, we see
that d ≡ d′. 
In the context of our normalisation process (figure 4.7), given DZ in Venn
form containing all contours in C we may produce an α-diagram Dα. The split-
ting spiders rule allows us to represent the disjunctive information held within a
unitary diagram as a disjunction of unitary diagrams. By repeated application
we generate a disjunction of α-diagrams.
Rule 3 (Splitting spiders) Let d (6= ⊥) be a unitary spider diagram of order
containing a spider s with foot set p where |p| > 1. Let d1 and d2 be copies of d
and let {p1, p2} be a partition of p. Then s is replaced in d1 with s1 where the
foot set of s1 is p1. Similarly, s is replaced in d2 with s2 where the foot set of s2
is p2. Then d can be replaced by the diagram d1 ∨ d2 and vice-versa. 
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Figure 4.14: The splitting spiders rule.
Example. Let d1 be the diagram in figure 4.14a. A single application of the
splitting spiders rule may result in the diagram d2 ∨ d3 in figure 4.14b. A further
application of the splitting spiders rule to d3 produces a disjunction of α-spider
diagrams of order.
In order to formally describe the split spiders rule we require the following
definition which allows us to remove of spiders from, and add spiders to, a unitary
diagram.
Definition 4.3.6 Let d be a unitary spider diagram of order. Let p be a foot set
such that {z : ∃k (k, z) ∈ p} ⊆ Z(d). Let d′ be a unitary spider diagram of order
that contains the same set of contours, set of zones and set of shaded zones as d.
We may remove a spider with foot set p from d, denoted S(d) 	 p to give d′
such that, d′ is identical to d except that:
S(d′) = S(d)− {(n, p) : (n, p) ∈ SI(d)}.
Alternatively, we may add a spider with foot set p to d, denoted S(d) ⊕ p to
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give d′ such that, d′ is identical to d except that:
S(d′) = S(d) ∪ {(n+ 1, p) : (n, p) ∈ SI(d)} ∪ {(1, p)}. 
Formal Description of Rule 3 Let d be a spider diagram of order containing
a spider s = (n, p) with |p| > 1 and let {p1, p2} be a partition of p. Let d1 and d2
be unitary diagrams such that:
• d1 = (d	 p)⊕ p1, and
• d2 = (d	 p)⊕ p2.
Then d can be replaced by the diagram d1 ∨ d2 and vice versa. 
Theorem 4.3.7 Let d be a unitary spider diagram of order and let d1∨d2 be the
result of the application of rule 3 splitting spiders to d. Then d ≡ d1 ∨ d2. 
Proof We show the models sets for d and d1 ∨ d2 are equal by showing
• all models for d are models for d1 ∨ d2, and
• all models for d1 ∨ d2 are models for d.
Let I = (U,≺,Ψ) be a model for d. Then there exists a valid pair ϕ and f for
d, both with domain S(d) and ranges U and F respectively. Let s = (n, p) ∈ S(d)
be the spider which is split into s1 = (n1, p1) ∈ S(d1) and s2 = (n2, p2) ∈ S(d2).
As {p1, p2} is a partition of p it is the case that either f(s) ∈ p1 or f(s) ∈ p2, since
f(s) ∈ p = p1 ∪ p2. Assume without loss of generality that f(s) = (k, z) ∈ p1.
We show that the semantics predicate holds for d1.
1. The missing zones condition trivially holds for d1 as MZ(d) = MZ(d1).
2. As (ϕ, f) is a valid pair for d, we define ϕ1 : S(d1)→ U by
ϕ1(t) =
 ϕ(t) if t ∈ S(d)ϕ(s) if t = s1
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and f1 : S(d1)→ F by
f1(t) =
 f(t) if t ∈ S(d)f(s) if t = s1.
and show that (ϕ1, f1) is a valid pair for d1. Firstly, the function ϕ1 is
injective, since ϕ is injective.
(a) We show that the selected foot condition holds for d1. The selected
foot condition holds for d:
∀(n, p) ∈ S(d) f(n, p) ∈ p.
As f(s) ∈ p1, by assumption, and f(s) = f1(s1) we deduce f1(s1) ∈ p1.
Since p1 is the foot set of s1 we see that f1(s1) is an element of the foot
set of s1, as required by the selected foot condition for d1. For each
other spider, t, in d1 it is the case that t is in S(d) and f(t) = f1(t)
and as the selected foot condition holds for t in d then it holds for t in
d1. Hence the selected foot condition holds for d1.
(b) We show that the spiders’ location condition holds for d1. The spiders’
location condition holds for d:
∀t ∈ S(d)(f(t) = (k, z)⇒ ϕ(t) ∈ Ψ(z)).
Thus, considering the split spider s specifically,
f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z)
and since f1(s1) = f(s) and ϕ1(s1) = ϕ(s) by substitution we get
f1(s1) = (k, z)⇒ ϕ1(s1) ∈ Ψ(z).
As S(d1)− {s1} = S(d)− {s} and, by definition,
f1 − {(s1, f1(s1))} = f − {(s, f(s))}
141
and
ϕ1 − {(s1, ϕ1(s))} = ϕ− {(s, ϕ(s))},
this condition holds for all other spiders in d1 as it holds for all spiders
in d. Hence the spiders’ location condition holds for d1.
(c) The shading condition trivially holds for d1 as ShZ(d1) = ShZ(d) and
im(ϕ1) = im(ϕ).
(d) We show that the order condition holds for d1. The order condition
holds for d:
∀t1, t2 ∈ S(d) (ϕ(t1) ≺ ϕ(t2)⇒ f(t1) < f(t2)).
As S(d1)− {s1} = S(d)− {s} and, by definition, f1 − {(s1, f1(z))} =
f − {(s, f(z))} and ϕ1 − {(s1, ϕ1(s))} = ϕ− {(s, ϕ(s))} we know that
∀t1, t2 ∈ S(d1)− {s1} (ϕ1(t1) ≺ ϕ1(t2)⇒ f1(t1) < f1(t2)).
Therefore it is sufficient to show that s and s1 have the same rank,
which is true by definition. Hence the order condition holds for d1.
Therefore m is a model for d1. Alternatively f(s) ∈ p2 then Ψ is a model for d2
by a similar argument to the above. Therefore, all models for d are models for
d1 ∨ d2.
To show the converse let I = (U,≺,Ψ) be a model for d1 ∨ d2. We show that
I |= d. By definition of a model for a disjunction, I is a model for d1 or I is a
model for d2. Assume, without loss of generality, I |= d1 then there exists a valid
pair ϕ1 and f1 for d1, both with domain S(d1) and ranges U and F respectively.
We show that the semantics predicate holds for d:
1. The missing zones condition holds trivially for d as MZ(d1) = MZ(d).
2. As (ϕ1, f1) is a valid pair for d1, we define ϕ : S(d)→ U
ϕ(t) =
 ϕ1(t) if t ∈ S(d1)ϕ1(s1) if t = s
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and f : S(d)→ F
f(t) =
 f1(t) if t ∈ S(d1)f1(s1) if t = s.
and show that (ϕ, f) is a valid pair for d.
(a) We show that the selected foot condition holds for d. The selected foot
condition holds for d1:
∀(n, p) ∈ S(d1) f1(n, p) ∈ p.
Let t ∈ S(d). If t ∈ S(d1) then, by definition, f(t) = f1(t). So we have
f(t) ∈ p
where p is the foot set of t, since the foot select condition holds for d1.
Alternatively, t = s, the split spider. Here, we know,
f1(s1) ∈ p1 ⊆ p
where p is the foot set of s. In either case, we see that the selected
foot condition holds for d.
(b) We show that the spiders’ location condition holds for d. The spiders’
location condition holds for d1:
∀t ∈ S(d1) (f1(t) = (k, z)⇒ ϕ1(t) ∈ Ψ(z)).
Then, considering s1 specifically,
f1(s1) = (k, z)⇒ ϕ1(s) ∈ Ψ(z)
and as f1(s1) = f(s) and ϕ1(s1) = ϕ(s) we deduce
f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z).
143
This condition holds for all other spiders in d as it holds for all spiders
in d1. Hence the spiders’ location condition holds for d.
(c) The shading condition trivially holds for d as ShZ(d1) = ShZ(d) and
im(ϕ) = im(ϕ1).
(d) We show that the order condition holds for d. The order condition
holds for d1:
∀t1, t2 ∈ S(d1) (ϕ1(t1) ≺ ϕ1(t2)⇒ f1(t1) < f1(t2)).
As S(d1) − {s1} = S(d) − {s} and, by definition, f1 − {(s1, z1)} =
f − {(s, z1)} we know that
∀t1, t2 ∈ S(d)− {s1} (ϕ(t1) ≺ ϕ(t2)⇒ f(t1) < f(t2)).
Therefore it is sufficient to show that s and s1 have the same rank,
which is true by definition. Hence the order condition holds for d.
Where I |= d2 the above proof is similar. Therefore, all models for d1 ∨ d2 are
models for d. As all models for d are models for d1∨d2, and vice-versa, we deduce
d ≡ d1 ∨ d2. 
When given an arbitrary diagram D, we may use the introduction of a contour
label, introduction of a missing zone and splitting spiders rules, to produce a
diagram Dα where each unitary component is in Venn form, contains all contours
in C and is an α-diagram. This is depicted in figure 4.7. We now introduce a
series of three rules which, when given Dα produce D• , which is a diagram that
contains no ranked feet. The first of our three rules isolates the order information
from the bounds information provided by unranked spiders and shading.
Rule 4 (Separate rank and bounds) Let d be a unitary α-spider diagram
of order. The diagram d can be decomposed into the conjunction of d1 and d2
where d1 contains the ordered spider feet from d and no shading. Furthermore,
d2 contains an unranked spider foot for each spider foot in d and each shaded
zone in d is also shaded in d2. Then d can be replaced by diagram d1 ∧ d2 and
vice-versa. 
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Figure 4.15: The separate rank and bounds rule.
Example 4.3.8 Let d be the diagram in figure 4.15a. A single application of
rule 4 separate rank and bounds produces d1 ∧ d2 in figure 4.15b. The ordered
spider feet are separated from the bounds information as the diagram d1 contains
only the order information, provided by ordered spider feet in d. The diagram d2
contains the bounds information provided by both the shading and spiders in d.
For each of the spiders in d there exists an unranked spider in d2 with the same
habitat.
Formal Description of Rule 4 Let d (6= ⊥) be a unitary α-diagram of order
in Venn-form containing all contours in C. Let d1 and d2 be diagrams such that
C(d1) = C(d2) = C(d),
Z(d1) = Z(d2) = Z(d),
ShZ(d1) = {},
ShZ(d2) = ShZ(d),
and
SI(d1) = {(n, {(k, z)}) : (n, {(k, z)}) ∈ SI(d) ∧ k 6= •},
SI(d2) = {(n, {(•, z)}) : n > 0 ∧ n =
∑
(m,{(k,z)})∈SI(d)
m}.
Then d can be replaced by d1 ∧ d2 and vice-versa. 
Our proof of the soundness of rule 4 proceeds by first presenting a series of
lemmas. Each lemma corresponds to a step demonstrated in figure 4.16. The
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Figure 4.16: The separating the rank and bounds rule.
diagram d is semantically equivalent to the diagram d∧d2 by lemma 4.3.9 below.
Lemma 4.3.10 will show that d ∧ d2 is equivalent to d3 ∧ d2 i.e. we may drop
shading from d without changing the meaning of the diagram d ∧ d2. Finally,
lemma 4.3.11 will show that
d3 ∧ d2 ≡ d4 ∧ d2 ≡ d5 ∧ d2
i.e. we may remove all unranked spiders from d3, one at a time, without changing
the meaning of the diagram. We now show that the first step in this process
holds.
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Lemma 4.3.9 Let d be a unitary α-diagram of order in Venn-form containing
all contours in C. Let d2 be a diagram where
C(d2) = C(d)
Z(d2) = C(d)
ShZ(d2) = ShZ(d)
and
SI(d2) = {(n, {(•, z)}) : n > 0 ∧ n =
∑
(m,{(k,z)})∈SI(d)
m}.
Then d ≡ d ∧ d2. 
Proof It is obvious that all models for d ∧ d2 are models for d. Therefore, we
show that all models for d are models for d ∧ d2. It is sufficient to show that
all models for d are models for d2. We first observe that there exists a habitat
preserving bijection pi : S(d) → S(d2) such that, for each (n, {(k, z)}) ∈ S(d),
pi(n, {(k, z)}) = (n′, {(•, z)}), for some n′. Choose such a pi.
Let m = (U,≺,Ψ) be a model for d. We show that the semantics predicate
holds for d2.
1. The missing zones condition
⋃
z∈MZ(d)
Ψ(z) = {}
holds for d. As Z(d2) = Z(d) the missing zones condition holds for d2.
2. As m is a model for d there exists a valid pair (f, ϕ) for d. We define f ′
where f ′(s) = (•, z) provided f(pi−1(s)) = (k, z), for each s ∈ S(d2). We
further define ϕ′ by ϕ′(s) = ϕ(pi−1(s)). We show that the pair (f ′, ϕ′) is
valid for d2 under m. Clearly ϕ′ is injective since pi is bijective and ϕ is
injective.
• We show that the selected foot condition holds for d2. The selected
foot condition
∀(n, p) ∈ S(d)f(n, p) ∈ p
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holds for d. Let s = (n′, p′) ∈ S(d2). We know f(pi−1(n′, p′)) ∈ p
where p is the foot set of pi−1(n′, p′). So f(pi−1(n′, p′)) = (k, z) since
p = {(k, z)}, for some k, because d is an α-diagram. We know
pi−1(n′, p′) has the same habitat as (n′, p′), so p′ = {(•, z)}. By defini-
tion f ′(n′, p′) = (•, z). Hence f ′(n′, p′) ∈ p′ and
∀(n′, p′) ∈ S(d2)f ′(n′, p′) ∈ p.
Therefore the selected foot condition holds for d2 and m.
• We show that the spiders’ location condition holds for d2. The spiders’
location condition
∀s ∈ S(d) (f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z))
holds for d. Let s ∈ S(d2). Suppose f ′(s) = (•, z). Then f(pi−1(s)) =
(k, z) for some k. This implies ϕ(pi−1(s)) ∈ Ψ(z). Since ϕ′(s) =
ϕ(pi−1(s)) we deduce ϕ′(s) ∈ Ψ(z). That is f ′(s) = (•, z) ⇒ ϕ′(s) ∈
Ψ(z). Therefore
∀s ∈ S(d2) (f ′(s) = (k, z)⇒ ϕ′(s) ∈ Ψ(z)).
Hence, the spiders’ location condition holds for d2.
• The shading condition holds for d. As ShZ(d) = ShZ(d2) and im(ϕ) =
im(ϕ′) the shading condition holds for d2.
• By theorem 3.1.3 the order condition holds for d2 as d2 contains no
ranked spiders.
As all models for d are models for d2 it is the case that d ≡ d ∧ d2. 
Returning to figure 4.16, lemma 4.3.9 shows that d is semantically equivalent
to d ∧ d2. We now show that d ∧ d2 is semantically equivalent to d3 ∧ d2. Here,
d3 is obtained from d by removing the shading.
Lemma 4.3.10 Let d∧d2 where d 6= ⊥ and d2 6= ⊥ be a spider diagram of order
where d is a unitary α-diagram of order in Venn form containing all contours in
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C and where
C(d2) = C(d)
Z(d2) = C(d)
ShZ(d2) = ShZ(d)
and
SI(d2) = {(n, {(•, z)}) : n > 0 ∧ n =
∑
(m,{(k,z)})∈SI(d)
m}.
Let d3 be a copy of d where
C(d3) = C(d)
Z(d3) = Z(d)
ShZ(d3) = {}
SI(d3) = SI(d).
Then d ∧ d2 ≡ d3 ∧ d2. 
Proof If ShZ(d) = {} then the result is established since d3 = d. Otherwise we
show that all models for d ∧ d2 are models for d3 ∧ d2. Thereafter, we show that
all models for d3 ∧ d2 are models for d ∧ d2.
We observe that the set of models for d is a proper subset of the set of models
for d3 (if it were not then ShZ(d) = {}). It is obvious that all models for d ∧ d2
are models for d3 ∧ d2 as the model set for d is a subset of the model set for d3.
Therefore d ∧ d2  d3 ∧ d2.
Let m = (U,≺,Ψ) be a model for d3 ∧ d2. We now show that m is a model
for d ∧ d2. As any model for d3 ∧ d2 is a model for d2 it is sufficient to show that
m is a model for d. To show that m is a model for d, we show that the missing
zones condition for d3 implies the missing zones condition for d. We similarly
show that as the selected foot condition, the spiders’ location condition and the
order condition hold for d3 they hold for d. However, as the shading condition
for d2 is stronger than the shading condition for d3, we show that if the shading
condition holds for d2 then it holds for d.
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1. The missing zones condition
⋃
z∈MZ(d3)
Ψ(z) = {}
holds for d3 so it holds for d as Z(d) = Z(d3).
2. As m is a model for d3 there exists a valid pair (f3, ϕ3) for d3 under m.
As m is also a model for d2 there exists a valid pair (f2, ϕ2) for d2 under
m. Furthermore, let pi : S(d) → S(d2) be a habitat preserving injective
function. Since S(d3) = S(d) we show that (f3, ϕ3) is valid for d.
(a) The selected foot condition holds for d3
∀(n, p) ∈ S(d3) f3(n, p) ∈ p.
This holds for d under f3 as S(d) = S(d3).
(b) The spiders’ location condition
∀s ∈ S(d3) (f3(s) = (k, z)⇒ ϕ3(s) ∈ Ψ(z))
holds for d3 so it holds for d as S(d) = S(d3).
(c) The shading holds for d2
∀z ∈ S(d2) Ψ(z) ⊆ im(ϕ2).
Let z ∈ ShZ(d). It is the case that z ∈ ShZ(d2) as ShZ(d) = ShZ(d2).
We deduce
Ψ(z) ⊆ ⋃
s∈S(d2)
ϕ2(s) = im(ϕ2).
By the spiders’ location condition for d2, we know, for each s ∈ S(d2)
whose habitat is not z, ϕ2(s) 6∈ Ψ(z) since distinct zones in d2 represent
disjoint sets (Stapleton et al. 2004, lemma 3.2.1). Thus
Ψ(z) ⊆ ⋃
s2∈{s∈S(d2):habitat(s)={z}}
ϕ2(s2).
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Furthermore, by the spiders’ location condition for d2
⋃
s2∈{s∈S(d2):habitat(s)={z}}
ϕ2(s2) ⊆ Ψ(z).
Thus
Ψ(z) =
⋃
s2∈{s∈S(d2):habitat(s)={z}}
ϕ2(s2).
Since ϕ2 is injective (and z is shaded) we deduce
|Ψ(z)| = |{s ∈ S(d2) : habitat(s) = {z}}|.
By construction of d2 and d3 it is the case that
|Ψ(z)| = |{s ∈ S(d2) : habitat(s) = {z}}| (4.3)
= |{s ∈ S(d) : habitat(s) = {z}}| (4.4)
= |{s ∈ S(d3) : habitat(s) = {z}}|. (4.5)
The spiders’ location condition for d3 tells us that
⋃
s3∈{s∈S(d3):habitat(s)={z}}
ϕ3(s3) ⊆ Ψ(z).
As S(d) = S(d3)
⋃
s3∈{s∈S(d):habitat(s)={z}}
ϕ3(s3) ⊆ Ψ(z).
Since ϕ3 is injective and equalities (4.3 through 4.5) hold we get
Ψ(z) =
⋃
s3∈{s∈S(d):habitat(s)={z}}
ϕ3(s3).
Thus
Ψ(z) ⊆ ⋃
s∈S(d)
ϕ3(s1) = im(ϕ3).
Hence the shading condition holds between d and m.
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(d) The order condition holds for d3 and as S(d) = S(d3), so the order
condition holds for d.
Therefore m is a model for d, so m is a model for d ∧ d2.
As all models for d ∧ d2 are models for d3 ∧ d2 and vice-versa, we deduce
d ∧ d2 ≡ d3 ∧ d2 
We now show that where rank information has been separated from bounds
information we can remove unranked spiders. This is illustrated in figure 4.16,
where d3 ∧ d2 becomes d4 ∧ d2, by removing an unranked spider.
Lemma 4.3.11 Let d3 ∧ d2 be a spider diagram of order where
• d3 is a unitary α-spider diagram of order in Venn form containing all con-
tours from C and ShZ(d3) = {},
• d2 is a unitary α-spider diagram of order in Venn form containing all con-
tours from C containing only unranked spider feet, and
• there exists a habitat preserving injective function pi : S(d3)→ S(d2).
Let d4 be a copy of d3 where one of the unranked spiders s = (n, {(•, z)}) in d4 is
removed i.e. S(d4) = S(d3)	 {(•, z)}. Then d3 ∧ d2 ≡ d4 ∧ d2. 
Proof We show that all models for d3 ∧ d2 are models for d4 ∧ d2 and then show
that all models for d4 ∧ d2 are models for d3 ∧ d2.
It is obvious that all models for d3 ∧ d2 are models for d4 ∧ d2 as the model
set for d3 is a subset of the model set for d4.
Let m = (U,≺,Ψ) be a model for d4 ∧ d2. We now show that m |= d3 ∧ d2.
As any model for d4 ∧ d2 is a model for d2 it is sufficient to show that m |= d3.
1. The missing zones condition
⋃
z∈MZ(d4)
Ψ(z) = {}
holds for d4 and holds for d3 as Z(d4) = Z(d3).
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2. As m is a model for d4 and m is a model for d2 there exist valid pairs
(f4, ϕ4) and (f2, ϕ2) respectively. We construct f3 : S(d3) → F defined by
f3 = f4 ∪ {(s, f2(pi(s)))} where s = (n, {(•, z)}) is the spider removed from
d3. Since pi is habitat preserving and injective, the number of spiders in z
in d3 is at most the number of spiders in z in d2. Therefore we see that the
cardinality of the image of ϕ4 with domain restricted to those spiders with
habitat {z} is less than the cardinality of the image of ϕ2 with the same
domain restriction:
∣∣∣im(ϕ4|{(n′,{(k,z)}):(n′,{(k,z)}∈S(d4)})∣∣∣ < ∣∣∣im(ϕ2|{(n′,{(k,z)}):(n′,{(k,z)}∈S(d2)})∣∣∣.
Using this observation, choose e ∈ Ψ(z)− im(ϕ4) and define
ϕ3(s′) =
 ϕ4(s
′) if s′ 6= s
e if s′ = s
Since ϕ2 is injective and e 6∈ im(ϕ4), ϕ3 is injective. We show that (f3, ϕ3)
is a valid pair for d3.
(a) We show the selected foot condition holds for d3. The selected foot
condition holds for d2 and d4
∀(n, p) ∈ S(di) fi(n, p) ∈ p.
where i = 2 or i = 4.
Let s′ = (n′, p′) ∈ S(d3). Then either s′ ∈ S(d4) or s′ = s. If s′ ∈ S(d4)
then f3(s′) = f4(s′) and we know by the selected foot condition for d4
that f3(s′) = f4(s′) ∈ p′. Otherwise, s′ = s and f3(s′) = f2(pi(s′)).
Since pi is habitat preserving and the selected foot condition holds for
d2, f3(s′) ∈ p′. Hence the selected foot condition
∀(n, p) ∈ S(d3) f3(n, p) ∈ p.
holds for d3
(b) We show that the spiders’ location condition holds for d3. The spiders’
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location condition
∀s′ ∈ S(di) (fi(s′) = (k, z)⇒ ϕi(s′) ∈ Ψ(z))
where i = 2 or i = 4, holds for d2 and for d4. Let s′ ∈ S(d3). Then
s′ ∈ S(d4) or s′ = s. Suppose s′ ∈ S(d4), then we know that
f4(s′) = (k, z)⇒ ϕ4(s′) ∈ Ψ(z),
and since f3|S(d4) = f4 and ϕ3|S(d4) = ϕ4 we deduce
f3(s′) = (k, z)⇒ ϕ3(s′) ∈ Ψ(z).
Otherwise s′ = s and, by definition, f3(s) = (•, z) and ϕ3(s) = e where
e ∈ Ψ(z). Therefore
f3(s) = (•, z)⇒ ϕ3(s) ∈ Ψ(z).
Thus,
∀s′ ∈ S(d3) (f3(s) = (k, z)⇒ ϕ3(s′) ∈ Ψ(z))
and the spiders’ location condition holds for d3.
(c) The shading condition holds as d3 contains no shading.
(d) We show that the order condition holds for d3. The order condition
∀s1, s2 ∈ S(d4)(ϕ4(s1) ≺ ϕ4(s2)⇒ f4(s1) < f4(s2))
holds for d4. Let s1 and s2 be spiders in d3. Again there are two
cases, either s1, s2 ∈ S(d4) or, without loss of generality, s1 = s and
s2 ∈ S(d4).
In the former case,
ϕ4(s1) ≺ ϕ4(s2)⇒ f4(s1) < f4(s2).
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Since ϕ4(s1) = ϕ3(s1) and ϕ4(s2) = ϕ3(s2), we deduce
ϕ3(s1) ≺ ϕ3(s2)⇒ f4(s1) < f4(s2).
Similarly, f4(s1) = f3(s1) and f4(s2) = f3(s2), so we deduce
ϕ3(s1) ≺ ϕ3(s2)⇒ f3(s1) < f3(s2)
as required.
In the latter case, as s is unranked,
ϕ3(s) ≺ ϕ3(s2)⇒ f3(s) < f3(s2)
and
ϕ3(s2) ≺ ϕ3(s)⇒ f3(s2) < f3(s).
Then
∀s1, s2 ∈ S(d3)(ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2)).
Thus the order condition holds for m and d3.
Therefore all models for d4 ∧ d2 are models for d3 ∧ d2.
As all models for d3∧d2 are models for d4∧d2 and vice-versa, then d3∧d2 ≡
d4 ∧ d2 
Having demonstrated that we can remove a single unranked spider, we can
repeatedly remove such spiders from diagrams like d3 in figure 4.16 until no un-
ranked spiders remain. We use this observation in the proof of the next theorem.
Theorem 4.3.12 Let d be a unitary α-diagram of order where d1 ∧ d2 is the
result of applying rule 4 separate rank and bounds rule to d. Then d ≡ d1 ∧ d2.
Proof We show that d ≡ d1 ∧ d2 by invoking lemmas 4.3.9 through 4.3.11. By
lemma 4.3.9
d ≡ d ∧ d2.
By lemma 4.3.10
d ≡ d3 ∧ d2
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where d3 has components
C(d3) = C(d)
Z(d3) = Z(d)
ShZ(d3) = {}
SI(d3) = SI(d).
By lemma 4.3.11, we can repeatedly remove all unranked spiders from d3,
because, by construction there exists a habitat preserving injection from S(d3) to
S(d2) (in this case, a bijection). Then d4 is the diagram produced by removing
of all unranked spiders from d3. It is the case that
SI(d4) = SI(d3)− {(n, {(k, z)}) : (n, {(k, z)}) ∈ SI(d3) ∧ k = •},
= {(n, {(k, z)}) : (n, {(k, z)}) ∈ SI(d) ∧ k 6= •}.
Moreover, we see that C(d4) = C(d), Z(d4) = Z(d), and ShZ(d4) = {}. There-
fore d4 = d1 and, again by, lemma 4.3.11 d ≡ d1 ∧ d2 as required. 
The second of our three rules which allow conversion from Dα to D•, as
depicted in figure 4.7, is factor lowest spiders. Given a diagram d that contains
only rank information (such a diagram is generated by an application of separate
rank and bounds) the factor lowest spiders rule allows us to factor the different
ranks out into a product of diagrams, where each unitary component of the
product contains spiders of the same rank. We will subsequently show that ranked
spider feet may be substituted by unranked spider feet given a unitary diagram
containing only spiders of the same rank. Thus we can apply rules to obtain D•.
Rule 5 (factor lowest spiders) Let d be a unitary α-diagram containing only
spiders whose feet are ranked and containing no shaded zones. Then d may be
replaced by dk C d′ where dk contains those spider feet of lowest rank in d and d′
contains all other spider feet. 
Example 4.3.13 Let dα◦ be the diagram in figure 4.17a and dα1◦ C dα2◦ be the
diagram in figure 4.17b. We factor dα◦ into dα1◦ and dα2◦ where dα1◦ contains all the
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❶ ❷
❶
(a)
❶
❶
❷
(b)
Figure 4.17: The factor lowest spiders rule
lowest ranked spider feet from dα◦ i.e. those spider feet labelled Ê. The diagram
dα1◦ C dα2◦ ≡ dα◦ .
Formal Description of Rule 5 Let d be a unitary α-diagram containing only
spiders whose feet are ranked and containing no shaded zones. Considering the
ranked spider feet in d, let k be the lowest rank of these feet. Let dk and d′ be
diagrams such that
C(dk) = C(d′) = C(d)
Z(dk) = Z(d′) = Z(d)
ShZ(dk) = ShZ(d′) = ShZ(d) = {}
and
SI(dk) = {(n, (k, z)) : (n, (k, z)) ∈ SI(d)}
SI(d′) = SI(d)− SI(dk).
Then d may be replaced by dk C d′ and vice versa. 
Theorem 4.3.14 Let d ( 6= ⊥) be a unitary α-diagram containing only spiders
whose feet are ranked and containing no shaded zones. Let d ≡ dk C d′ be the
result of applying rule 5 factor lowest spiders to d. Then d ≡ dk C d′. 
Proof We show the model sets of d and dk C d′ are equal by showing
• all models for d are models for dk C d′, and
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• all models for dk C d′ are models for d.
Let I = (U,≺,Ψ) be an interpretation that models d. To show that I |= dkCd′
we construct interpretations Ik and I ′ such that Ik |= dk, I ′ |= d′ and Ik + I ′ = I.
As I |= d there exists a valid pair (ϕ, f) for d. We construct Ik = (Uk,≺k,Ψk)
by choosing s = (x, {(k, z)}) ∈ S(d) such that for all other s′ = (x′, {(k, z′)}) ∈
S(d) it is the case that ϕ(s′) ≺ ϕ(s), and define
Uk = {e : e ∈ U ∧ e ≤ ϕ(s)}
≺k = ≺ ∩ (Uk × Uk)
Ψk(c) = Ψ(c) ∩ Uk for all c ∈ C.
We further construct I ′ = (U ′,≺′,Ψ′) where
U ′ = U − Uk
≺′ = ≺ ∩ (U ′ × U ′)
Ψ′(c) = Ψ(c)−Ψk(c) for all c ∈ C.
It follows from these constructions that (Uk, U ′) forms a partition of U and for
each c ∈ C, (Ψk(c),Ψ′(c)) forms a partition of Ψ(c).
We show, I = Ik + I ′. Trivially, U = Uk ∪ U ′ and Ψ(c) = Ψk(c) ∪ Ψ′(c). All
that remains is to show
≺=≺k ∪ ≺′ ∪ {(a, b) : a ∈ Uk ∧ b ∈ U ′}.
Clearly, ≺k ∪ ≺′⊆≺. Let (ak, b′) ∈ {(a, b) : a ∈ Uk ∧ b ∈ U ′}. Then ak ∈ Uk and
b′ 6∈ Uk, since b′ ∈ U ′ = U −Uk. By definition of Uk, b′ 6≤ ak so, since ≺ is a strict
total order, ak < b′, (ak, b′) ∈≺. Thus
≺k ∪ ≺′ ∪{(a, b) : a ∈ Uk ∧ b ∈ U ′} ⊆≺ .
Let (x, y) ∈≺. If x, y ∈ Uk or x, y ∈ U ′ then (x, y) ∈≺k ∪ ≺′ by the definition of
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≺k and ≺′. If x ∈ Uk and y ∈ U ′ then
(x, y) ∈ {(a, b) : a ∈ Uk ∧ b ∈ U ′}.
Finally, we have the case where x ∈ U ′ and y ∈ Uk but this implies, since x ≺ y,
x ∈ Uk which is a contradiction, since U ′ and Uk are disjoint. In all cases we have
shown
(x, y) ∈≺k ∪ ≺′ ∪{(a, b) : a ∈ Uk ∧ b ∈ U ′}.
Hence,
≺=≺k ∪ ≺′ ∪{(a, b) : a ∈ Uk ∧ b ∈ U ′}.
Therefore I = Ik + I ′ as required.
We now show the semantics predicate holds for Ik and dk.
1. The missing zones condition holds trivially for dk as MZ(dk) = MZ(d),
and by lemma 4.1.13 Ψk(z) ⊆ Ψ(z) for all zones z.
2. We construct ϕk : S(dk) → Uk such that ϕk = ϕ|S(dk). We similarly con-
struct fk : S(dk)→ F where fk = f |S(dk). Clearly ϕk is injective since ϕ is
injective. We show ϕk and fk are a valid pair for dk:
(a) We show that the selected foot condition holds for dk. As each spider
in dk is also in d, fk ⊆ f and as f is valid for d, we see fk is valid for
dk. Hence the selected foot condition holds.
(b) We show that the spiders’ location condition holds for dk. We know
S(dk) ⊆ S(d)
and, by the spiders’ location condition for d, for each (x, {k, z}) ∈
S(dk)
ϕ(x, {(k, z)}) ∈ Ψ(z)
and, by construction, ϕk(x, {(k, z)}) = ϕ(x, {(k, z)}). Therefore,
∀(x, {(k, z)} ∈ S(dk)ϕk(x, {(k, z)}) ∈ Ψ(z).
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Since ϕk(x, {(k, z)}) ∈ Uk, we deduce
ϕk(x, {(k, z)}) ∈ Ψ(z) ∩ Uk
= Ψk(z) by lemma 4.1.13.
Thus the spiders’ location condition holds for dk.
(c) The shading condition holds as there are no shaded zones.
(d) We show that the order condition holds for dk. The order condition
holds for d:
∀s1, s2 ∈ S(d)(ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2)).
As S(dk) ⊆ S(d), ϕk = ϕ|S(dk) and fk = f |S(dk) we deduce
∀s1, s2 ∈ S(dk)(ϕk(s1) ≺ ϕk(s2)⇒ fk(s1) < fk(s2)).
Therefore the order condition holds for dk.
Hence Ik is a model for dk.
We further show that I ′ is a model for d′. Let s′ ∈ S(d′). Then, by the order
condition for d, ϕ(s′) > ϕ(s) (where s is the spider used to construct Ik and
I ′) because s is a spider of least rank in d, so ϕ(s′) ∈ U ′. Thus, we construct
ϕ′ : S(d′) → U ′ such that ϕ′ = ϕ|S(d′). We construct f ′ : S(d′) → F such that
f ′ = f |S(d′), and the argument to show they are a valid pair for d′ is similar to
that for dk.
Therefore every model, I = (U,≺,Ψ), for d may be decomposed into Ik and
I ′ such that Ik + I ′ = (U,≺,Ψ) |= d and Ik |= dk and I ′ |= d′. Hence I is a model
for dk C d′.
To show the converse, let I = Ik + I ′ = (U,≺,Ψ) be a model for dkC d′ where
Ik = (Uk,≺k,Ψk) models dk and I ′ = (U ′,≺′,Ψ′) models d′. We show that I |= d.
1. The missing zone sets of dk, d′ and d are the same. Furthermore, by
lemma 4.1.13, for any zone z
Ψ(z) = Ψk(z) ∪Ψ′(z).
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Let z ∈MZ(d) then, as both
⋃
z∈MZ(dk)
Ψk(z) = {} and
⋃
z∈MZ(d′)
Ψ′(z) = {}
hold, it follows that Ψ(z) = {} and
⋃
z∈MZ(d)
Ψ(z) = {}.
Hence the missing zones condition holds for d.
2. As Ik |= dk there exists a valid pair (ϕk, fk) for dk and as I ′ |= d′ there exists
a valid pair (ϕ′, f ′) for d′. We construct ϕ : S(d) → U where ϕ = ϕk ∪ ϕ′;
this is well-defined since S(dk) ∩ S(d′) = {} and it is injective as ϕk and ϕ′
are both injective with disjoint ranges. We similarly construct f : S(d)→ F
such that f = fk ∪f ′; this is similarly well-defined since S(dk)∩S(d′) = {}.
The following conditions hold.
(a) The selected foot condition holds as both fk and f ′ are valid and
f = fk ∪ f ′.
(b) We show that the spiders’ location condition holds for d. Let s ∈ S(d).
Then either s ∈ S(dk) or s ∈ S(d′). If s ∈ S(dk) then, by the spiders’
location condition for dk,
fk(s) = (k, z)⇒ ϕk(s) ∈ Ψk(z).
As by definition f(s) = fk(s) and ϕk(z) = ϕ(s), and by lemma 4.1.13
it is the case that Ψk(z) ⊆ Ψ(z).
f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z)
as required.
Otherwise s ∈ S(d′). Similarly, we can show that
f(s) = (k, z)⇒ ϕ(s) ∈ Ψ(z).
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Hence the spiders’ location condition holds for d.
(c) The shading condition holds as there are no shaded zones in d.
(d) We now show that the order condition holds for d:
∀s1, s2 ∈ S(d)(ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2))
The order condition holds for dk
∀s1, s2 ∈ S(dk)(ϕk(s1) ≺k ϕk(s2)⇒ fk(s1) <k fk(s2))
and d′
∀s1, s2 ∈ S(d′)(ϕ′(s1) ≺k ϕ′(s2)⇒ f ′(s1) <k f ′(s2)).
Let s1, s2 ∈ S(d). If s1, s2 ∈ S(dk) or s1, s2 ∈ S(d′) then the order
condition holds as, by definition, ≺k ∪ ≺′⊆≺. Where s1 ∈ S(dk) and
s2 ∈ S(d′) it is the case that ϕ(s1) ≺ ϕ(s2). Moreover, k was the
lowest rank in d, so f(s1) < f(s2), thus
ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2).
Similarly, the order condition holds if s1 ∈ S(d′) and s2 ∈ S(dk).
Therefore, the order condition holds for d.
Hence I is a model for d.
As every model for d is a model for dk C d′ and vice-versa we deduce d ≡
dk C d′. 
The third rule used to produce D• from Dα in the process depicted in figure 4.7
allows the removal of ranked spider feet where all feet are of the same rank.
Rule 6 (drop spider-foot rank) Let d be a unitary α-diagram such that each
foot of each spider in d is of rank k ∈ Z+. Then d may be replaced by a diagram
d′ where d′ is a copy of d and each foot of each spider foot in d′ is unranked. 
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Figure 4.18: The drop spider foot rank rule.
Example 4.3.15 Let d be the diagram in figure 4.18a is a spider diagram of
order in which all spiders contain the same rank spider feet. Then d may be
replaced by d′ in figure 4.18b.
Formal Description of Rule 6 Let d be a unitary α-diagram and k ∈ Z+
where
(n, {(j, z)})) ∈ SI(d)⇒ j = k.
The diagram d may be replaced by d′ where
C(d′) = C(d),
Z(d′) = Z(d),
ShZ(d′) = ShZ(d), 
and
SI(d′) = {(n, {(•, z)}) : (n, {(k, z)}) ∈ SI(d)}.
Theorem 4.3.16 Let d ( 6= ⊥) be a unitary α-diagram where all spiders contain
only feet of rank k. Let d′ be the diagram produced by application of rule 6 to d.
Then d ≡ d′. 
Proof (Sketch) Both d and d′ contain the same contour sets, the same zone sets,
the same set of shaded zones. Trivially, there exists a habitat preserving bijection
from S(d) to S(d′). This can be used to construct a valid pair ϕ′ and f ′ for d′
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given a valid pair ϕ and f for d. Likewise, the habitat preserving bijection can
be used to construct a valid pair ϕ and f for d given a valid pair ϕ′ and f ′ for d′.
Therefore, each model for d is a model for d′ and vice-versa. Hence d ≡ d′. 
Our final rule, the rule of replacement, allows us to replace any spider diagram
of order which is a sub-diagram in a compound expression with a semantically
equivalent diagram. The purpose of this rule is to allow a sub-diagram in a
compound expression to be replaced by the result of application of a reasoning
rules to that sub-diagram. We first define a sub-diagram. We observe that
the syntax of a spider diagram of order is defined by the following grammar in
Backus-Naur form:
diagram ::= 〈unitary diagram〉|conjunction
|disjunction|negation|product;
conjunction ::= diagram ∧ diagram;
disjunction ::= diagram ∨ diagram;
negation ::= ¬diagram;
product ::= diagramC diagram;
Given any spider diagram of order we may now construct its abstract syntax tree.
Each tree contains unitary spider diagrams of order at leaf nodes and compound
operators at non-leaf nodes.
The set of all abstract syntax trees is T and the set of all spider diagrams of
order is ∆. We present the following theorem without proof.
Theorem 4.3.17 Let D be a spider diagram of order. There exists a unique
abstract syntax tree t and bijective function δ : ∆→ T such that δ(D) = t. 
Let D be a well-formed spider diagram of order with abstract syntax tree t where
t contains a non-leaf node r. The tree tr with root node r is a sub-tree of t.
Furthermore, δ−1(tr) is a sub-diagram of D.
Not only do we need to define what a sub-tree is, but we also need to know
when two diagrams are syntactically equivalent. The following two definitions
define syntactic equivalence
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Definition 4.3.18 (Adapted from (Molina 2001) and (Stapleton 2004))
Let D1 and D2 be spider diagrams of order. Then D1  D2 if and only if D1
can be transformed into D2 by applying one of the reasoning rules given in this
section. We say that D2 is obtainable from D1, denoted D1 ` D2, if and only if
there is a sequence of diagrams 〈D1, D2, . . . , Dm〉 such that D1 = D1, Dm = D2
and Dk−1  Dk for each 1 ≤ k ≤ m. 
Definition 4.3.19 (Adapted from (Molina 2001) and (Stapleton 2004))
Let D1 and D2 be spider diagrams of order. If D1 ` D2 and D2 ` D1 then D1
and D2 are syntactically equivalent denoted, D1 ≡` D2. 
We may now define the rule of replacement.
Rule 7 (Rule of Replacement) Let D and D′ be spider diagrams of order.
Let Dr be a sub-diagram of D, where Dr is syntactically equivalent to D′. Then
an instance of Dr in D may be replaced by D′. 
Example 4.3.20 In the diagram d1 ∨ d2 in figure 4.19a we apply a rule to d1
such that d1 ` dx ∨ dy (specifically, the split spiders rule). Then we may replace
d1 by dx ∨ dy as seen in figure 4.19b.
Formal Description of Rule 7 Let D1 and D′ be spider diagrams of order
where Dr is a sub-diagram of D1. If Dr ≡` D′ then any occurrence of the subtree
δ(Dr) in δ(D1) may be replaced by δ(D′) to produce D2. Then D1 can be replaced
by D2 and vice-versa. 
The soundness of the rule of replacement is given in the following theorem
which is stated without proof, since its soundness follows immediately from our
other soundness theorems.
Theorem 4.3.21 Let D1 and D2 be spider diagrams of order where D2 is ob-
tained from D1 by application of rule 7 rule of replacement. Then D1 is seman-
tically equivalent to D2. 
We have shown each of our seven reasoning rules to be sound. However, our
reasoning system is incomplete. Previous approaches to showing completeness
165
➋(a)
➋
(b)
Figure 4.19: The rule of replacement.
of spider diagram based reasoning systems do not readily generalise to spider
diagrams of order. We discuss the completeness of a spider diagram of order
reasoning system in the future work section of chapter 6.
In the next section provide an algorithm that, given an arbitrary spider dia-
gram of order, produces a spider diagram of order in our normal form.
4.4 An Algorithm to Produce Diagrams in Nor-
mal Form
Our algorithm follows the diagram normalisation process described in fig-
ure 4.7 at the beginning of section 4.2. Given a spider diagram of order as input,
the algorithm produces a spider diagram of order in normal form as output. The
algorithm is outlined as follows, where applications of the rule of replacement are
implicitly assumed:
• Let D be the input diagram.
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• Apply rule 1 to each unitary diagram in D, producing DC, until all contours
in C are present in the result DC.
• Apply rule 2 to each unitary diagram in DC, producing DZ , until there are
no missing zones in the result DZ .
• Apply rule 3 to each unitary diagram in DZ until there are no spiders with
multiple feet in the result Dα.
• Apply rule 4 to each unitary diagram in Dα, producing Dα◦ .
• Apply rule 5 to each unitary diagram in Dα◦ until every unitary diagram
either contains no spider feet or spider feet of all the same rank.
• Apply rule 6 to each unitary diagram in Dα′◦ , producing D•, the final result.
An implementation of this algorithm is provided in Haskell. The choice of pro-
gramming language was motivated by the strong type constraints that are pro-
vided by Haskell. Furthermore, Haskell supports succinct definition of a domain
specific vocabulary which we will use instead of its primitive data types. Fi-
nally, choosing a language in which functions are first-class citizens allows us to
write code that is syntactically more similar to the formal mathematical defini-
tion of our reasoning rules than, say, using an object oriented language that does
not support the functional paradigm. We first explain the data types used in
the algorithm and also explain our general strategy for implementing rules. In
section 4.4.3 we then provide an implementation of each rule.
4.4.1 Data types
Haskell allows the concise definition of domain specific types. For example:
type Contour = String
type ContourSet = Set Contour
data Zone = Zone { zin :: ContourSet
, zout:: ContourSet} deriving (Show, Eq, Ord)
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mkZone :: ContourSet → ContourSet → Zone
mkZone ins outs | (Set.intersection ins outs) == Set.empty = Zone ins outs
mkZone _ _ = error "Incorrect␣Zone␣specification"
defines two type synonyms Contour and ContourSet. Thus, rather than con-
sidering primitive types provided by the language we may immediately define
Zone to be a product type consisting of two ContourSets. This closely matches
the formal definition of a Zone in chapter 2. It does not, however, encode the
constraint that the sets zin and zout are disjoint. To encode this, we provide a
function mkZone which, when given two ContourSets as input, returns a Zone if
the disjointness constraint is satisfied. In this implementation we are restricting
C to be a sets of strings. We believe this to be a reasonable restriction for the
purposes of implementation.
From definition 4.1.1, a spider foot is an element of the set (Z+ ∪ {•}) × Z.
We use the type Maybe Int to represent the rank of a foot. The value Nothing
represents an unordered rank and the value Just i, for any positive integer i,
represents a rank of i. The Haskell set implementation Data.Set requires that
types contained in a set be instances of the Ord typeclass. By deriving the type
class Ord it is the case that Nothing<Just x for all integers x. When interpreting
Nothing as the rank of a spider foot, we take care to ensure that it represents a
rank unordered with respect to any value of Just x.
data Foot = Foot { rank :: Maybe Int
, habitat:: Zone} deriving (Show, Eq, Ord)
type FootSet = Set Foot
From definition 4.1.1, a spider is an element of the set Z+ × (PF − {{}}).
data Spider = Spider { scount :: Int
, sfeet :: FootSet} deriving (Show, Eq, Ord)
We distinguish between a spider and a spider with a single foot as some of
our rules require α-diagrams as a precondition.
type SSet = Set Spider
data SI = SI { count :: Int
, feet :: FootSet} deriving (Show, Eq, Ord)
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data AlphaSI = AlphaSI { alphaCount :: Int
, alphaFoot :: Foot } deriving (Show, Eq, Ord)
type SISet = Set SI
Using the type synonyms above and definitions for a spider identifier, SI, and
an identifier for a spider with a single foot, AlphaSI we then define both unitary
spider diagrams of order and unitary α-diagrams of order. We use Bot to mean
⊥, the false unitary diagram.
data U a = U { contours :: Set Contour
, zones :: Set Zone
, shaded :: Set Zone
, sids :: Set a}
| Bot deriving (Show, Eq, Ord)
type Unitary = U SI
mkUnitary :: Set Contour → Set Zone → Set Zone → Set SI → Unitary
mkUnitary c z shz si = U c z shz si
type Alpha = U AlphaSI
mkAlpha :: Set Contour → Set Zone → Set Zone → Set AlphaSI → Alpha
mkAlpha c z shz si = U c z shz si
The distinction between an arbitrary unitary spider diagram of order, a Unitary,
and an α-spider diagram of order, an Alpha, is important. This allows the types
of the reasoning rules to be constrained. For example, the implementation of
rule 1 is of type Unitary to Unitary, whereas the implementation of rule 5 is of
type Alpha to a compound α-diagram. As such, a Compound and AlphaCompound
are similarly distinguished:
data D u = And (D u) (D u)
| Or (D u) (D u)
| Product (D u) (D u)
| Not (D u)
| Leaf {diagram:: u} deriving (Show, Eq, Functor)
type Compound = D Unitary
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type AlphaCompound = D Alpha
The definitions of both a Compound and an AlphaCompound follow the inductive
construction given by definition 4.1.6. However, for implementation purposes,
a unitary spider diagram of order is explicitly indicated to be a Leaf of the
constructed compound diagram. Of note is that the type D derives Functor
which then allows us to fmap over a Compound or an AlphaCompound.
4.4.2 Strategy for Implementing Rules
The implementation of each of our reasoning rules follows a similar structure.
First, some helper functions are defined. Thereafter, the rule is implemented.
For example, the implementation of rule 5 can be seen in figure 4.20. On line
1 of this example we define the function ruleFactorLowestSpider with type
Alpha -> AlphaCompound. It can be seen that the implementation of the rule
does not validate the constraint that the input Alpha contains only ranked feet.
It was considered that such defensive programming, though good practice, would
obfuscate the straightforward implementation of rules due to the inclusion of error
handling code. Therefore, the straightforward implementation finds the lowest
ranked spider in d which can be factored out. If such a spider is not found, then d
is returned as a Leaf of a compound diagram. Otherwise, all spiders of the lowest
rank are factored into d1 and all other spiders are in d2. This is an encoding of
the formal description of the rule where d1 is an encoding of dk and d2 is an
encoding of d′.
The generalisation of most of our reasoning rules to operate over compound
diagrams uses a function with the following type:
applyToLeafIf :: ((D a) → Bool) → ((D a) → (D a)) → D a → D a
The function applyToLeafIf operates over either a Compound (a synonym of
D Unitary) or a CompoundAlpha (a synonym of D Alpha). It takes a function
encoding a condition that must be satisfied and another function, which we will
call a transformer function, that when given a Compound returns a Compound (or
similarly when given a CompoundAlpha returns a CompoundAlpha). The function
recursively descends a compound structure and applies the transformer function
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ruleFactorLowestSpider :: Alpha → AlphaCompound
2 ruleFactorLowestSpider Bot = (Leaf Bot)
ruleFactorLowestSpider d =
4 case lowest of
Nothing → Leaf d
6 _ → Product (Leaf d1) (Leaf d2)
where
8 lowest = findLowestFactorable (sids d)
d1 = mkAlpha
10 (contours d)
(zones d)
12 (shaded d)
(Set.filter ((lowest ==) . rank . alphaFoot) (sids d))
14 d2 = mkAlpha
(contours d)
16 (zones d)
(shaded d)
18 ((sids d) ‘Set.difference‘ (sids d1))
Figure 4.20: An implementation of rule 5 factor lowest spiders.
to the leaf until the condition becomes false. A full listing of applyToLeafIf can
be seen in figure 4.21.
The generalisation of rule 5 factor lowest spiders can be seen in figure 4.22.
Most of the logic of the generalisation is contained in applyToLeafIf. The con-
dition in this rule states that if a factorable spider can be found, then apply
ruleFactorLowestSpiders. Furthermore, the generalisation of the implemen-
tation of the factor lowest spiders rule, in factorLowestSpiders, demonstrates
how we name and present the implementation of rules. First, the helper functions
are defined then the implementation of the rule is defined where the string “rule”
prefixes the function name. Thereafter, the rule is generalised to the compound
case and the “rule” prefix is dropped from the function name.
4.4.3 Algorithm
We now present the algorithm in full but with all of the test code redacted. A
full listing of the algorithm and test code can be found in Appendix B.
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1 applyToLeafIf :: ((D a) → Bool) → ((D a) → (D a)) → D a → D a
applyToLeafIf c f (Leaf d) =
3 let d’ = Leaf d in if (c d’) then applyToLeafIf c f (f d’) else d’
applyToLeafIf c f (And d1 d2) =
5 And (applyToLeafIf c f d1) (applyToLeafIf c f d2)
applyToLeafIf c f (Or d1 d2) =
7 Or (applyToLeafIf c f d1) (applyToLeafIf c f d2)
applyToLeafIf c f (Product d1 d2) =
9 Product (applyToLeafIf c f d1) (applyToLeafIf c f d2)
applyToLeafIf c f (Not d) =
11 Not (applyToLeafIf c f d)
Figure 4.21: The implementation of applyToLeafIf.
factorLowestSpiders :: AlphaCompound → AlphaCompound
factorLowestSpiders d =
applyToLeafIf (\(Leaf d’) → isJust $ findLowestFactorable (sids d’))
(\(Leaf d’) → ruleFactorLowestSpiders d’)
d
Figure 4.22: A generalisation of rule 5.
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Algorithm 1 We present our algorithm under several headings. There is a single
heading for each of the reasoning rules we implement. Thereafter, there is a
section detailing the top-level code that drives the entire program the, so-called,
“mainline”.
Introduction of a Contour Label
We now define a function for each reasoning rule. In the following code we define
a function ruleIntroC which is an implementation of Rule 1 Introduction of a
Contour Label. We can observe from its type signature that it takes a Contour
label and a Unitary diagram and returns a new Unitary diagram. The Rule
of replacement, of which we need no implementation, allows us to substitute the
original Unitary diagram with the new syntactically equivalent Unitary dia-
gram. The functions flattenSet, splitZone, splitZoneset, splitFoot and
bifurateSpider factor out important operations for the purpose of readability.
flattenSet :: (Ord a) ⇒ Set (Set a) → Set a
flattenSet = Set.fold Set.union Set.empty
The splitZone function splits a Zone in two by introducing a new Contour
label.
splitZone :: Contour → Zone → ZoneSet
splitZone l z = Set.fromList [ z { zin = Set.insert l (zin z) }
, z { zout = Set.insert l (zout z) } ]
Similarly splitZoneset splits each Zone in a ZoneSet in two.
splitZoneset :: Contour → ZoneSet → ZoneSet
splitZoneset l zs | Set.null zs = splitZone l (mkZone Set.empty Set.empty)
| otherwise = flattenSet (Set.map (splitZone l) zs)
If the habitat of a spider foot is expanded by introducing a contour label then
we need to add the new zones to the spider habitat:
splitFoot :: Contour → Foot → FootSet
splitFoot l f = Set.map (Foot (rank f)) (splitZone l (habitat f))
In bifurateSpider we extend all feet in each of the identified spiders into
the new zones created by introducing a contour into a diagram.
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bifurateSpider:: Contour → SI → SI
bifurateSpider l si = SI (count si) fs
where
fs = flattenSet (Set.map (splitFoot l) (feet si))
The implementation of rule 1 introduction of a contour label is now straight-
forward:
ruleIntroC :: Contour → Unitary → Unitary
ruleIntroC l Bot = Bot
ruleIntroC l d =
mkUnitary (Set.insert l (contours d))
(splitZoneset l (zones d))
(splitZoneset l (shaded d))
(Set.map (bifurateSpider l) (sids d))
The function ruleIntroC is an implementation of rule 1. We now define a
function to apply the ruleIntroC to the leaves of a Compound diagram for each
Contour in a list of Contours. This allows us to add all contours in C to a
Compound diagram. In our implementation allContoursS is a Set of Contours
and is a representation of C.
introC :: [Contour] → Compound → Compound
introC [] c = c
introC ls c =
applyToLeafIf
(\(Leaf d) → (allContoursS /= (contours d))) f c
where
f (Leaf d) = Leaf (ruleIntroC
(head (Set.toList (allContoursS
‘Set.difference‘ (contours d))))
d)
Introduction of a Missing Zone
Rule 2 Introduction of a Missing Zone is implemented in ruleIntroMz. We as-
sume the existence of a function powersetS :: Ord a => Set a -> Set (Set
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a) which computes the powerset of a Set a. The full implementation of all helper
functions can be found in appendix B.
ruleIntroMz :: Zone → Unitary → Unitary
ruleIntroMz z Bot = Bot
ruleIntroMz z d =
mkUnitary (contours d)
(Set.insert z (zones d))
(Set.insert z (shaded d))
(sids d)
We provide an implementation of introMz which applies ruleIntroMz to each
element in the set of all zones.
introMz :: Compound → Compound
introMz c = fmap (\d’ → Set.fold ruleIntroMz d’ (allZones d’)) c
where
allZones d’ = (Set.map (listAllZones (contours d’))
$ powersetS (contours d’))
Split Spiders
In order to implement rule 3 we require an implementation of the ⊕ and 	 oper-
ators. These are implemented in the functions addASpider and removeASpider
respectively. In this implementation of the rule we choose a specific two-way
partition of the FootSet. We simply choose the singleton set consisting of the
minimal element of the FootSet as one set in the partition, the other set in the
partition follows.
find :: FootSet → SISet → SISet
find f p = Set.filter (\x → f == (feet x)) p
removeASpider :: FootSet → Unitary → Unitary
removeASpider p d =
mkUnitary (contours d)
(zones d)
(shaded d)
(Set.union addable (Set.difference (sids d) removable))
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where
removable = find p (sids d)
addable = Set.filter (\x → (count x) ≥1)
(Set.map (\x → (SI ((count x)-1) (feet x))) removable)
addASpider :: FootSet → Unitary → Unitary
addASpider p d = d {sids = sis}
where
ss = toSSet (sids d)
n = case (Set.minView (find p (sids d))) of
Nothing → 1
Just (e, s) → (count e) + 1
sis = toSISet (ss ‘Set.union‘ (Set.singleton (Spider n p)))
ruleSplitSpiders :: FootSet → Unitary → Compound
ruleSplitSpiders p Bot = (Leaf Bot)
ruleSplitSpiders p d = Or
(Leaf (addASpider p1 stripped_sis))
(Leaf (addASpider p2 stripped_sis))
where
stripped_sis = removeASpider p d
(p1,p2) = Set.partition ((Set.findMin p)==) p
Again, we provide a generalisation of the split spiders rule, called splitSpiders,
which recursively applies ruleSplitSpider to the Unitary components of a
Compound diagram. The recursion terminates when findSplittableSpider can
no longer find a spider in a FootSet with two or more feet.
findSplitableSpider :: SISet → Maybe FootSet
findSplitableSpider sis =
case s of
Nothing → Nothing
Just (e, s’) → Just e
where
s = Set.minView
(Set.filter (\x→ (Set.size x) ≥2) (Set.map feet sis))
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splitSpiders :: Compound → Compound
splitSpiders diagram =
applyToLeafIf (\(Leaf d’) →
isJust (findSplitableSpider (sids d’)))
(\(Leaf d’) →
let (Just p’) = findSplitableSpider (sids d’) in
ruleSplitSpiders p’ d’)
diagram
Separate Rank and Bounds
The implementation of rule 4 Separate Rank and Bounds follows.
extractRankedAlphaSpiders :: Set AlphaSI → Set AlphaSI
extractRankedAlphaSpiders sis =
Set.filter (isJust . rank . alphaFoot) sis
unrankAllSpiders :: Set AlphaSI → Set AlphaSI
unrankAllSpiders sis =
Set.map (\s→ AlphaSI
(countEm (alphaFoot s))
(Foot Nothing (habitat $ alphaFoot s)))
sis
where
countEm f = Set.fold (+) 0
(Set.map (alphaCount)
(Set.filter (\s → (alphaFoot s) == f) sis))
Given a Unitary diagram there are two conditions under which it cannot be
separated into rank information and bounds information. These are that
• it contains only ranked spiders and no shading, or
• it contains no ranked spiders.
The following function separates order information from bounds information when
neither of the above conditions is satisfied.
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ruleSeparateRankAndBounds :: Alpha → AlphaCompound
ruleSeparateRankAndBounds Bot = (Leaf Bot)
ruleSeparateRankAndBounds d =
if (extractRankedAlphaSpiders (sids d)== (sids d) && (shaded d)==Set.empty)
| | (extractRankedAlphaSpiders (sids d)== Set.empty)
then Leaf d
else And (Leaf d1) (Leaf d2)
where
d1 = mkAlpha (contours d)
(zones d)
Set.empty
(extractRankedAlphaSpiders (sids d))
d2 = mkAlpha (contours d)
(zones d)
(shaded d)
(unrankAllSpiders (sids d))
We now present a recursive algorithm to apply ruleSeparateRankAndBounds
to a Compound diagram.
separateRankAndBounds :: AlphaCompound → AlphaCompound
separateRankAndBounds d =
applyToLeafIf
(\(Leaf d’) → not ((Leaf d’) == (ruleSeparateRankAndBounds d’)))
(\(Leaf d’) → ruleSeparateRankAndBounds d’)
d
Factor Lowest Spiders
The following implements Rule 5 Factor Lowest Spiders. The implementation uses
the helper function findLowestFactorable which returns the rank of factorable
spiders.
findLowestFactorable :: Set AlphaSI → Maybe Int
findLowestFactorable sis =
case (length ranks) of
0 → Nothing
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1 → Nothing
_ → minimum ranks
where
ranks =
Set.toList (Set.filter
(\x → Nothing/=x)
(Set.map (rank . alphaFoot) sis))
The implentation factors a unitary α-diagram into a compound alpha diagram.
Where the unitary diagram contains no factorable spiders then it ruleFactorLowestSpiders
outputs it as the leaf of a compound diagram.
ruleFactorLowestSpiders :: Alpha → AlphaCompound
ruleFactorLowestSpiders Bot = (Leaf Bot)
ruleFactorLowestSpiders d =
case lowest of
Nothing → Leaf d
_ → Product (Leaf d1) (Leaf d2)
where
lowest = findLowestFactorable (sids d)
d1 = mkAlpha
(contours d)
(zones d)
(shaded d)
(Set.filter ((lowest ==) . rank . alphaFoot) (sids d))
d2 = mkAlpha
(contours d)
(zones d)
(shaded d)
((sids d) ‘Set.difference‘ (sids d1))
The implementation of factorLowestSpiders recursively applies
ruleFactorLowestSpiders to the leaves of a Compound diagram. The recur-
sion terminates when we can no-longer find a factorable spider in the Unitary
component.
factorLowestSpiders :: AlphaCompound → AlphaCompound
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factorLowestSpiders d =
applyToLeafIf (\(Leaf d’) → isJust $ findLowestFactorable (sids d’))
(\(Leaf d’) → ruleFactorLowestSpiders d’)
d
Drop Spider Foot Rank
The implementation of rule 6 drop spider foot rank is straightforward in both the
Unitary and Compound case.
ruleDropSpiderFootRank :: Alpha → Alpha
ruleDropSpiderFootRank Bot = Bot
ruleDropSpiderFootRank d =
mkAlpha (contours d)
(zones d)
(shaded d)
(unrankAllSpiders $ sids d)
The value of deriving the Functor typeclass for AlphaCompound can be seen
in the succinctness of the implementation of dropSpiderFootRank.
dropSpiderFootRank :: AlphaCompound → AlphaCompound
dropSpiderFootRank c = fmap ruleDropSpiderFootRank c
In the next subsection we introduce the entry point to our program, called
main. This mainline is responsible for correctly sequencing the application of our
reasoning rules to an arbitrary spider diagram of order. It outputs the resulting
spider diagram of order in normal form to the standard output.
Mainline
We assume the existence of functions genDiagram :: Compound and allContours
:: [Contour] where genDiagram returns an arbitrary Compound diagram and
allContours is the list representation of allContoursS i.e. C. The variable
names in the code are in one-to-one correspondence with the algorithm steps
presented in figure 4.7, for example, dAlpha corresponds to Dα.
main :: IO()
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main =
print dBullet
where
dC = introC allContours genDiagram
dZ = introMz dC
dAlpha = fmap unitaryToAlpha (splitSpiders dZ)
dBullet = dropSpiderFootRank
$ factorLowestSpiders
$ separateRankAndBounds dAlpha
We have presented an algorithm which, when given a spider diagram of order,
produces a spider diagram of order in our normal form. Subsequent expressive-
ness results concerning our diagrammatic logic need therefore consider only those
diagrams in normal form.
4.5 Conclusion
In this chapter we have defined spider diagrams of order as depicted by the black
contour in figure 4.23. These diagrams extend the syntax of spider diagrams
such that spider feet are augmented with an integer denoting a rank. The prod-
uct operator, C, is added to the set of binary operators for spider diagrams in
spider diagrams of order. Semantically the order induced by the ranked spider
feet and the product operator is modelled by the strict total order relation in
interpretations for spider diagrams.
We have also presented a set of reasoning rules for spider diagrams of order.
Each of these reasoning rules has been proved to be sound relative to the se-
mantics in section 4.1. Furthermore, we have defined a normal form for spider
diagrams of order. Our normal form allows the product operator, disjunction
and conjunction as the binary operators, the negation operator as the only unary
operator. Furthermore, each unitary component of a diagram in our normal form
is either ⊥ or is an α-diagram in Venn form containing all contours in C and con-
taining no ranked feet. Every spider diagram of order is semantically equivalent,
shown by application of the reasoning rules, to a spider diagram of order in our
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Figure 4.23: A summary of results presented in chapter 4.
normal form. In the next chapter we will use this normal form to show that spider
diagrams of order are expressively equivalent to star-free regular languages.
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Chapter 5
The Relationship between Spider
Diagrams of Order and Regular
Languages
Two main results are presented in this chapter. The first main resultshows that spider diagrams of order define precisely the star-free regularlanguages. Therefore, by a result in McNaughton and Papert (1971),
spider diagrams of order are as expressive as monadic first-order logic of order.
The second main result concerns the introduction of the product operation, C,
into extended Euler diagrams. We show that extended Euler diagrams of order
are as expressive as spider diagrams of order.
In this chapter, we establish the expressive equivalence of spider diagrams of
order and star-free regular languages, denoted by the black arrow in figure 5.1.
Our proof strategy is novel in the literature regarding diagrams insofar as it
employs comparison of the expressiveness of a diagrammatic logic with a class of
formal languages (as we did in chapter 3). More specifically, in section 5.1, we
define the language of a spider diagram of order. Thereafter, in section 5.2 we
use the normal form developed in chapter 4 and the inductive definition of the
Straubing-The´rin hierarchy (presented in section 2.1.1) to show that a language
is star-free regular if and only if it is the language of a spider diagram of order.
The proof of expressive equivalence requires us to establish two implications, one
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Figure 5.1: A diagram of results presented in chapter 5.
direction shows that every language of a spider diagram of order is a star-free
regular language. The converse states that every star-free regular language is
the language of some spider diagram of order. By showing that spider diagrams
of order are as expressive as star-free regular languages, we can employ a result
by McNaughton and Papert (1971) to state that spider diagrams of order are
expressively equivalent to monadic first-order logic of order.
In section 5.3, our attention turns to a fragment of the spider diagram of
order logic, namely extended Euler diagrams. We remove spiders from diagrams
in the normal form presented in chapter 4 and show that the fragment of spider
diagrams of order without spiders, i.e. extended Euler diagrams with product,
is as expressive as spider diagrams of order. This demonstrates that, with the
product operator, spiders are syntactic sugar.
The work in sections 5.1 and 5.2 was originally published in Delaney et al.
(2008). We have extended the presentation of the work to include full proofs
and to account for some technical changes in the definition of the semantics
predicate. Section 5.3 considers a fragment of the spider diagram of order logic.
This section is similar to one of the results presented in Delaney et al. (2010),
which demonstrates the expressiveness of various fragments of spider diagrams
of order. However, the work in Delaney et al. (2010) does not contain full proofs
and considers only those fragments of spider diagrams of order where spider feet
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are unranked. In this presentation we allow ranked feet.
5.1 The Language of Spider Diagrams of Order
In this section, we first define the language of a unitary spider diagram of order.
Thereafter, we consider the language of a compound spider diagram of order. In
order to discuss the language of a spider diagram of order we recall the definitions
of lm and Υ from chapter 3. We first look at an example of how the language of a
spider diagram of order intuitively differs from the language of a spider diagram.
To demonstrate the differences between languages defined by spider diagrams
and spider diagrams of order, consider the unitary spider diagram d1 in fig-
ure 5.2a. We choose an assignment of letters to zones in the diagram such that
Σ = {a, b, c, d} and lm(P ) = {b, c}, lm(Q) = {c, d}. Under this assignment the
words ab and ba are in the language of d1. The diagram d2 in figure 5.2b is a
unitary spider diagram of order which restricts the ordering of one instance of
the letter a and one instance of the letter b in words of the language. In such a
diagram, order is represented by integer labels, denoting ranks, on spider feet. In
this case, there is a spider foot labelled Ê and a spider foot labelled Ë. The spider
foot labelled Ê requires that words in the language of d2 contain an a character
and the spider foot labelled Ë requires that words in d2 contain a b character. In
addition, as the label Ê is less than the label Ë, i.e. 1 < 2, so an a character
must occur before a b character in words in the language of d2. Thus ab is in
the language of d2 but, by contrast with the spider diagram d1, ba is not a word
in the language of d2. The word bab is in the language of both diagrams as the
occurrence of an a character before a b character satisfies the constraint depicted
in both diagrams.
Definition 3.2.1, of lm from chapter 3 applies readily to the spider diagrams
of order case and is reproduced here.
Definition 5.1.1 The function lm : C ∪ Z → PΣ is a fixed assignment of sets
of letters to contour labels and zones which satisfies the following two conditions:
1. Each zone, (in, out), maps to the set of letters inside the set of included
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(a)
➊
➋
(b)
Figure 5.2: A unitary spider diagram and a unitary spider diagram of order.
contours but outside the set of excluded contours
lm(in, out) =
⋂
c∈in
lm(c) ∩ ⋂
c∈out
(Σ− lm(c)).
2. Any zone, (in, out), for which in ∪ out = C is assigned at most one letter
if in ∪ out = C then |lm(in, out)| ≤ 1.
If for all zones (in, out) where in∪out = C it is the case that |lm(in, out)| =
1 then we say lm is saturated. 
As in the chapter 3, we assume that lm is saturated unless this is otherwise
indicated.
We further recall, from chapter 3, the function zone : Σ→ Z used to identify
the zone z = (in, out) where in ∪ out = C, to which a particular letter has been
assigned.
Definition 5.1.2 The function zone : Σ→ Z is a fixed assignment of letters to
zones such that for each letter a, in Σ, we have zone(a) = (inLabels(a), outLabels(a))
where
• inLabels(a) = {c ∈ C : a ∈ lm(c)} and
• outLabels(a) = {c ∈ C : a 6∈ lm(c)}. 
The function zone is completely determined by the letter map function.
186
Definition 3.2.6, of when an interpretation is a model for a word, (reproduced
here in definition 5.1.3), is independent of diagrams and, thus, continues to hold
for interpretations and words.
Definition 5.1.3 An interpretation I = (U,≺,Ψ) is a model for a word w =
a1a2...an if there exists a bijection, Υ, from the multi-set {a1, a2, ..., an}, where
the subscript of each letter indicates its index in w, to U such that the following
conditions hold:
1. letter location condition: Each letter ai is interpreted as an element in
the set represented by the zone to which the letter ai is assigned: for each
ai,Υ(ai) ∈ Ψ(zone(ai)).
2. letter order condition: The order relation ≺ respects the order of letters
in w: for each ai where i > 1,Υ(ai−1) ≺ Υ(ai).
Such a function Υ is said to be valid. 
The definition of the language for a spider diagram of order is the same as
the definition for the language of a spider diagram (given in definition 3.2.9 and
reproduced in definition 5.1.4).
Definition 5.1.4 Let D be a spider diagram of order and M be the set of inter-
pretations that model D. Let L be a subset of Σ∗ and M ′ be the set of interpre-
tations that are models for words in L. Then L is the language of a spider
diagram of order, D, denoted L(D) if and only if M = M ′. 
We wish to provide an inductive characterisation of the language of a diagram.
This allows us to more easily show that the language of a spider diagram of order is
star-free regular, as star-free regular languages are also inductively defined. To do
so we first consider how the product operator is, in language terms, concatenation
over the languages of diagrams.
Example 5.1.5 Let d1 C d2 be the diagram in figure 5.3. Let Σ = {a, b, c, d},
lm(P ) = {b, c} and lm(Q) = {c, d}. Furthermore, we define m1 = (U1,≺1,Ψ1)
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Figure 5.3: A spider diagram of order.
and m2 = (U2,≺2,Ψ2) by
U1 = {1, 2},
≺1 = {(1, 2)},
Ψ(P ) = {2},
Ψ(Q) = {}.
and
U2 = {w, x, y, z},
≺2 = {(w, x), (w, y), (w, z), (x, y), (x, z), (y, z)}
Ψ(P ) = {w},
Ψ(Q) = {x, y}.
Here, m1 is a model for d1 and m2 is a model for d2. It is the case that m1 |= ab
as there exists Υ1 = {a 7→ 1, b 7→ 2}. Also, m2 |= bdda as there exists Υ2 =
{b 7→ w, d 7→ x, d 7→ y, a 7→ z}. Then m1 + m2 |= abbdda as established by
Υ = Υ1 ∪ Υ2 and all letters in ab must come before letters of bdda by the order
given by ≺=≺1 ∪ ≺2 ∪ (U1 × U2). 
We now generalise the above example to show that, where m1 and m2 are
models for words w1 and w2, the ordered sum of m1 and m2 models the concate-
nation of w1 and w2. We will use this lemma to show that, for any diagrams D1
and D2, L(D1 CD2) = L(D1) · L(D2) in a subsequent theorem.
Lemma 5.1.6 Let m1 and m2 be interpretations and w1 and w1 be words such
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that m1 |= w1 and m2 |= w2. Then m1 + m2 models the word w1 · w2, and only
that word. 
Proof We show that for any models m1 and m2 for w1 and w2 respectively, the
ordered sum of m1 and m2 is a model for w1 · w2.
Since m1 |= w1 = a1a2 . . . an, by definition there exists a bijection Υ1 :
{a1, a2, . . . , an} → U1, such that the letter location condition and the letter order
condition hold. Similarly, since m2 |= w2 = b1b2 . . . bm there exists a correspond-
ing Υ2 : {b1, b2, . . . , bm} → U2. We show m = m1 + m2 = (U,≺,Ψ) |= w1 · w2 by
constructing Υ : {a1, a2, . . . , an, b1, b2, . . . , bm} → U , where Υ(ai) = Υ1(ai) and
Υ(bj) = Υ2(bj). First, we show that the letter location condition holds. For any
letter, ck, in w either ck is in w1 or ck is in w2. If ck is in w1 then by the letter
location condition for m1 and w1, we see
Υ(ck) = Υ1(ck) ∈ Ψ1(zone(ck)).
By lemma 4.1.13,
Ψ1(zone(ck)) ⊆ Ψ1(zone(ck)) ∪Ψ2(zone(ck)).
Hence, Υ(ck) ∈ Ψ(zone(ck)). Similarly, if ck is in w2, Υ(ck) ∈ Ψ(zone(ck)).
Hence, the letter location condition holds for m and w.
We now show that the letter order condition holds. For the order condition,
consider ck and ck−1. If ck and ck−1 are both in w1 then Υ1(ck−1) ≺1 Υ1(ck) so
Υ(ck−1) ≺ Υ(ck). Similarly, if both ck and ck−1 are in w2 then Υ(ck−1) ≺ Υ(ck). If
ck is in w2 and ck−1 is in w1 then Υ1(ck−1) ≺ Υ2(ck) since ≺=≺1 ∪ ≺2 ∪ (U1×U2).
So Υ(ck−1) ≺ Υ(ck) as required. Hence the letter order condition holds for m and
w. Therefore m |= w. That w is unique for m is given by theorem 3.2.8. 
We use the above lemma to show that all words in the language of the product
of two diagrams are formed by concatenating words from the language of each of
the two diagrams.
Lemma 5.1.7 Let D1 and D2 be spider diagrams of order. Let w ∈ L(D1CD2).
It is the case that w = w1 · w2, for some w1 and w2, where w1 ∈ L(D1) and
w2 ∈ L(D2). 
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Proof As w ∈ L(D1CD2), there exists an interpretation m such that m |= w. By
definition of C, it is the case that m = m1+m2 such that m1 |= D1 and m2 |= D2.
As every interpretation models a word (theorem 3.2.8) there exists w1 and w2 such
that m1 |= w1 and m2 |= w2. By lemma 5.1.6 it is the case that m1 + m2 is a
model for a unique word w1 · w2. As m = m1 + m2 and m1 + m2 |= w1 · w2 we
deduce that m |= w1 ·w2 and w = w1 ·w2 as required. Moreover, as m1 |= w1 and
m2 |= w2 we see that w1 ∈ L(D1) and w2 ∈ L(D2), as required. 
We now show that the C operation on diagrams is the diagrammatic analogue
of catenation of languages.
Theorem 5.1.8 Let D1 and D2 be spider diagrams of order. Then L(D1CD2) =
L(D1) · L(D2). 
Proof By lemma 5.1.7 every word in L(D1 CD2) is a word in L(D1) · L(D2), so
L(D1 C D2) ⊆ L(D1) · L(D2). We show that every word in L(D1) · L(D2) is in
L(D1 CD2).
Let w ∈ L(D1) · L(D2). Therefore w = w1 · w2 where w1 ∈ L(D1) and
w2 ∈ L(D2). As w1 ∈ L(D1) there exists an interpretation m1 which is a model
for D1 and w1. Similarly, there exists an interpretation m2 which is a model for
D2 and w2. Furthermore, by the definition of C, m = m1 + m2 is a model for
D1 C D2. By lemma 5.1.7 m |= w1 · w2 so w1 · w2 ∈ L(D1 C D2). Hence every
word in L(D1) · L(D2) is in L(D1 CD2).
As every word in L(D1) ·L(D2) is in L(D1CD2), and vice-versa, it is the case
that L(D1 CD2) = L(D1) · L(D2). 
An alternative characterisation can now be given for the language of a com-
pound diagram which provides more insight into the structure of the language of
such a spider diagram of order:
Theorem 5.1.9 Let D be a spider diagram of order and L = L(D).
1. Where D = D1 ∨D2, L(D) = L(D1) ∪ L(D2).
2. Where D = D1 ∧D2, L(D) = L(D1) ∩ L(D2).
3. Where D = ¬D1, L(D) = Σ∗ − L(D1).
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4. Where D = D1 CD2, L(D) = L(D1) · L(D2). 
Proof We split the proof into cases:
Case 1 D = D1 ∨D2: Let I be a model for D. By definition, I is a model for
either D1 or D2. Where I is a model for D1, I is a model for some word in
L(D1) (similarly where I is a model for D2 it is a model for some word in
L(D2)). Therefore I is a model for some word in L. Furthermore, as D is
not modelled by any interpretation that does not model either D1 or D2, it
is the case that L(D) = L(D1) ∪ L(D2).
Case 2 D = D1 ∧D2: Holds by a similar argument for case 1.
Case 3 D = ¬D1: Where D = ¬D1 we know that the model set for D is the
complement of the model set for D1. As, by lemma 3.2.8, every interpreta-
tion is a model for a word, it is readily seen that the language of D is the
complement of the language of D1. Therefore, L(D) = Σ∗ − L(D1).
Case 4 D = D1 CD2: The language of D1 C D2 is the concatenation of the
language of D1 and the language of D2 by theorem 5.1.8. Therefore, L(D) =
L(D1) · L(D2). 
In the next section we consider the class of languages that are defined by
spider diagrams of order.
5.2 Characterising the Language of a Spider Di-
agram of Order
We now use the normal form for spider diagrams of order, defined in section 4.2,
to show that the class of spider diagrams of order defines the class of star-free
regular languages. We first show that the language of a spider diagram of order is
star-free and regular. Thereafter, we show that every star-free regular language
is the language of a spider diagram of order. To prove the latter we use the
infinite Straubing-The´rin hierarchy (STH). The inductive structure of the STH
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was explained in chapter 2. For each language at any given level in this hierarchy
we provide a spider diagram of order that defines that language.
We now show that the language of a spider diagram of order is a star-free
regular language. Of interest here is our use of both the ¬ andC operators. Where
¬ may be incorporated into spider diagrams using shading, in spider diagrams of
order we cannot remove the ¬ connective.
Theorem 5.2.1 Let D be a spider diagram of order. L(D) is a star-free regular
language. 
Proof By algorithm 4.4.3 (from chapter 4) there exists a spider diagram of order
D′ such that D ≡ D′ where D′ is in normal form and, as the model sets for D
and D′ are the same, L(D) = L(D′). We employ a language theoretic argument
to show that L(D′) is a star-free regular language. We observe that each unitary
component of a spider diagram of order in normal form is also a spider diagram.
By theorem 3.3.2, the language of each unitary component of D′ is a commutative
star-free regular language. Our normal form employs:
• ∨ on diagrams which, by theorem 5.1.9, corresponds to union of languages,
• ∧ on diagrams which, by theorem 5.1.9, corresponds to intersection of lan-
guages,
• ¬ on a diagram which, by theorem 5.1.9, corresponds to complement of
languages, and
• C on diagrams which, by theorem 5.1.9, corresponds to concatenation of
languages.
Furthermore, the class of star-free regular languages is closed under union, inter-
section, concatenation and negation (Pin 1997). Therefore L(D′) is a star-free
regular language. Thus, L(D) is a star-free regular language. 
The above theorem established that the language of a spider diagram of or-
der is a star-free regular language. It constitutes one side of a proof that shows
a language is star-free regular if and only if it is the language of a spider dia-
gram of order. In order to prove the other direction we introduce some notation
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with which to discuss the relationship between spider diagrams of order and the
Straubing-The´rin hierarchy. In particular, we will define the shorthand  to be
a particular unitary diagram, in normal form, which defines the language Σ∗. If
C = {P} then the diagram  is shown in figure 5.4.
Definition 5.2.2 Let  be the unitary spider diagram of order in normal form
such that:
C(d) = C,
Z(d) = {(in, out) : in ⊆ C ∧ out = C − in},
ShZ(d) = {}, and
SI(d) = {}. 
We also use a to denote a particular unitary diagram, in normal form, which
defines the language containing the single word consisting of a single character
a. An example of a, where C = {P,Q} and lm is as depicted, can be seen in
figure 5.5.
Definition 5.2.3 Let a where a ∈ Σ be the unitary spider diagram of order in
normal form, such that:
C(d) = C,
Z(d) = {(in, out) : in ⊆ C ∧ out = C − in},
ShZ(d) = Z(d), and
SI(d) = {(1, (•, {zone(a)}))}. 
The diagrams  and a are used to discuss diagrams defining each level of the
Straubing-The´rin hierarchy. We begin by considering the two languages of level
0, namely {} and Σ∗.
Lemma 5.2.4 The language Σ∗ is definable by a unitary spider diagram of order,
in particular by . 
Proof As  is also a unitary spider diagram in disjunctive normal form, by theo-
rem 3.3.6, the language of  is L() = K()Γ()∗. By definition K() = {λ}
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Figure 5.4: Unitary spider diagram of order whose language, over Σ = {a, b}, is
Σ∗.
P Q
Figure 5.5: A spider diagram with language {a}.
and Γ() = Σ, so
L() = {λ} Σ∗
= Σ∗.
Hence L() = Σ∗. 
Having established  to be the diagram which defines the language Σ∗ we
also show that the diagram a defines the language {a} where a ∈ Σ.
Example 5.2.5 Let d1 be the diagram in figure 5.5. The diagram d1 is entirely
shaded and contains a single spider with a single foot. The lower case letters in
d1 denote the letter map lm(P ) = {b, c}, lm(Q) = {c, d} over Σ = {a, b, c, d}.
The language of d1 consists of a single word of length 1 i.e. L(d1) = {a}.
We show that a defines the single word language {a}.
Theorem 5.2.6 Any language containing only a single word consisting of a sin-
gle character a ∈ Σ is the language of the unitary spider diagram of order a. 
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Proof As a is also a unitary spider diagram in disjunctive normal form, by
theorem 3.3.6, the language of a is L(a) = K(a)  Γ(a)∗. By definition
K(a) = {a} and Γ(a) = {}, so
L(a) = {a} {}∗
= {a} {λ}
= {a}.
Hence L(a) = {a}. 
Given our shorthand notation  and a we may now define languages at each
level in the Straubing-The´rin hierarchy by spider diagrams of order. Our general
inductive proof, in theorem 5.2.8, that every language in the Straubing-The´rin
hierarchy is defined by a spider diagram of order starts with its base case at level
0 of the hierarchy. We now present a proof of this base case.
Lemma 5.2.7 The languages at level 0 of the Straubing-The´rin hierarchy are
definable using spider diagrams of order. 
Proof Let L be a language at level 0 of the STH. Then, by definition, L is either
{} or Σ∗. By lemma 5.2.4 the language Σ∗ is definable by the spider diagram
of order . The language {} is definable by the spider diagram of order ⊥ as
no models satisfy either words in the language or the diagram. Hence, every
language at level 0 is definable by a spider diagram of order. 
From the base case at level 0 of the Straubing-The´rin hierarchy, we now in-
ductively show that every language at every level is the language of some spider
diagram of order.
Theorem 5.2.8 All star-free languages are definable by spider diagrams of or-
der. 
Proof From Thomas (1982) we know that the Straubing-The´rin hierarchy, in the
limit, contains all and only the star-free languages. We, therefore, prove the theo-
rem inductively where lemma 5.2.7 is the base case. It is assumed that languages
at level n of the Straubing-The´rin hierarchy are defined by spider diagrams of
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order. We prove that languages at level n + 12 and languages at level n + 1 are
defined by spider diagrams of order.
Let L be a language at level n + 12 . Then L is an element of the polynomial
closure of level n i.e. L is a finite union of languages of the form
L0a1L1a2 . . . an−1Ln−1anLn
where each ai ∈ Σ and the languages Lj are languages at level n. We may take the
diagram Dj which defines the language Lj, by assumption, and create a diagram
ai (by lemma 5.2.6) which defines the language {ai}. Then, as C is associative
(as + is associative), languages at level n+ 12 are defined by diagrams which are
finite disjunctions of diagrams of the form
D0 Ca1 CD1 Ca2 C . . .Can−1 CDn−1 Can CDn by theorem 5.1.9.
Let L now be a language at level n + 1 of the Straubing-The´rin hierarchy.
Languages at level n + 1 are formed by constructing the finite boolean closure
(over union and complement) of languages at level n+ 12 . Therefore L is defined
by a diagram which is the finite boolean closure (over ∨ and ¬) of diagrams to
which languages at level n+ 12 correspond, by theorem 5.1.9. Hence all star-free
languages are definable by spider diagrams of order. 
Theorem 5.2.1 and 5.2.8 allow us to characterise the expressiveness of spider
diagrams of order in two ways: the first is with respect to the class of formal
languages defined by spider diagrams of order and the second is with respect to
the set of logical theorems axiomitised by the diagrammatic logic.
Theorem 5.2.9 The following statements are equivalent:
1. L is a star-free regular language.
2. L is the language of a spider diagram of order.
3. L is defined by a sentence in monadic first-order logic of order. 
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Proof Concerning 1 ⇔ 2 the proof is supplied by theorems 5.2.1 and 5.2.8. In
theorem 5.2.1 the language of a spider diagram of order is proved to be a star-free
regular language. In theorem 5.2.8 it is shown that all star-free regular languages
are the language of some spider diagram of order. Therefore, 1⇔ 2.
That 1 ⇔ 3 is supplied by McNaughton and Papert (1971). Therefore, as
1⇔ 2 and 1⇔ 3 we deduce 2⇔ 3. Thus the three statements are equivalent.
It is the case that negation is as important as the product operator in spider
diagrams of order. Unlike the results concerning spider diagrams we do not
establish whether negation could be eliminated in spider diagrams of order. It
is known that a negated unitary spider diagram can be replaced by a disjunct
of unitary spider diagrams incorporating spiders and shading. It is unknown
whether negation can be removed from spider diagrams of order as we do not
know how to distribute negation over product or vice-versa.
Concerning the distribution of negation over product, the proof strategies in-
volving finite automata or language classes that have been employed in this thesis
have not yet yielded a mechanism through which this result can be established. In
the case of finite automata, the negation of a finite automaton is the same finite
automaton where the final states and non-final states are swapped. However, it
is unclear whether such an automaton with flipped final states can be described
using a star-free expression that does not involve negation.
Having established the expressiveness of spider diagrams of order, we now
consider the expressiveness of α unitary spider diagrams of order.
5.2.1 Characterising the Language of a Unitary Spider
Diagram of Order
Consider d1, the α unitary spider diagram of order in figure 5.6. The diagram
d1 contains all contours from C and has no missing zones. We may characterise
the language of an α unitary spider diagram of order in a manner similar to the
characterisation of the language of an α unitary spider diagram. The language
of d1 is K(d1) Γ(d1)∗ where K(d1) is a finite set of finite length words and Γ,
as previously, is derived from the unshaded zones in the diagram. The ranking
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Figure 5.6: An α unitary spider diagram of order
information on the spider feet requires that K(d1) is of a specific form, which we
now introduce by example and, thereafter, define.
Example 5.2.10 We now construct K(d1). Let lm(P ) = {a, b} and lm(Q) =
b, c. There are four ranks in d1 which are •, 1, 2 and 4 (there is no requirement
for ranks to be consecutive). We then construct
χ• = dd,
χ1 = ab,
χ2 = c,
χ3 = λ,
χ4 = d. 
Then
K(d1) = comm({dd})
4∏
i=1
comm({χi})
which we expand to
K(d1) = comm({dd})(comm({χ1}) ·comm({χ2}) ·comm({χ3}) ·comm({χ4})).
Therefore,
K(d1) = comm({dd}) (comm({ab}) · comm({c}) · comm({d})),
or more simply
K(d1) = {dd} ({ab, ba} · {c} · {d}).
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Definition 5.2.11 Let d(6= ⊥) be an α unitary spider diagram of order. Define
κ : S(d) → Σ by κ(s) = lm(z) and {z} = habitat(s). We further define rank :
S(d)→ {•} ∪ Z by rank(n, {(k, z)}) = k. For each rank r we define:
χr = λ · κ(s1) · . . . · κ(smr) where {s1, . . . , smr} = {s ∈ S(d) : rank(s) = r}.
Where S(d) 6= {}, let n be the highest integer rank of a foot in d then
K(d) = comm({χ•})
n∏
i=1
comm({χi})
where the product operator ∏ denotes concatenation of languages. Otherwise,
where S(d) = {} let K(d) = {λ}. For d = ⊥ we define K(d) =
mptyset. 
In theorems 5.2.12 and 5.2.13 we show that the language of a unitary spider
diagram of order in disjunctive normal form is of the form K(d)  Γ(d)∗. We
first show that the language of an α unitary spider diagram of order is a subset
of K(d) Γ(d)∗ and then establish the converse.
Theorem 5.2.12 Let d be a unitary spider diagram of order in disjunctive nor-
mal form. Then L(d) ⊆ K(d) Γ(d)∗. 
Proof If d = ⊥ then L(d) = {} thus L(d) ⊆ K(d)  Γ(d)∗ and the result is
established. Otherwise, let w = u1u2 . . . u|w| ∈ L(d), ui ∈ Σ and let m = (U,≺,Ψ)
be a model for d and w. We show that w ∈ K(d) Γ(d)∗.
Since m models both d and w, choose a valid ϕ from spiders in d to U and a
valid Υ mapping letters of w to elements of U . Define a function κ : S(d) → Σ
by κ(s) = a where ϕ(s) = e and Υ−1(e) = a. Such a κ exists as Υ is bijective.
Furthermore, κ is injective as ϕ is injective and Υ is bijective. We then construct
a sequence of spiders, seq, in S(d) where
seq = 〈s1, s2, . . . , sn〉
such that, for each si, κ(si) is before κ(si+1) in w. There exists a word k such
that
k = {κ(s1)} · {κ(s2)} · . . . · {κ(sn)}
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and k is a scattered subword of w. To show k ∈ K(d), it is sufficient to show
κ(s) = lm(z) where {z} = habitat(s) and that the order of letters in k respects
the definition of K(d). To do so, we start by proving habitat(s) = {zone(κ(s))}.
By the spiders’ location condition
ϕ(s) ∈ Ψ(habitat(s)).
Given ϕ(s) = Υ(κ(s)) we deduce
Υ(κ(s)) ∈ Ψ(habitat(s)). (5.1)
Since Υ is valid, we also have
Υ(κ(s)) ∈ Ψ(zone(κ(s))). (5.2)
Recall that unitary diagrams in DNF have contour label set C and no missing
zones, so zone(κ(si)) ∈ Z(d) and, furthermore, distinct zones in d represent
disjoint sets (Stapleton et al., lemma 3.2.1). Then, from (5.1) and (5.2), we
deduce
habitat(s) = {zone(κ(s))}
as required. Therefore, κ(s) = lm(z) where {z} = habitat(s), and it remains to
be shown that ≺ respects the order of letters in k.
Furthermore, suppose κ(si) comes before κ(sj) in w. Then, by the validity of
Υ, Υ(κ(si)) ≺ Υ(κ(sj)). We know that
ϕ(si) = Υ(κ(si)) ≺ Υ(κ(sj)) = ϕ(sj)
so
ϕ(si) ≺ ϕ(sj).
By the order condition,
f(s1) < f(s2).
Since d is an α diagram we have three cases:
1. rank(si) = • or rank(sj) = •,
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2. rank(si) = rank(sj), and
3. rank(si) < rank(sj).
In the first case, K(d) allows κ(si) or κ(sj) (whichever has rank •) to appear
in any order. In the second case, the construction of words in K(d) includes,
as scattered subwords, words in comm(χi). Finally, in the third case, the letter
arising from si appears before the letter arising from sj in words of K(d). In all
cases, the letters arising from the spiders si and sj respect their order in words
of K(d). Since si and sj were arbitrary spiders, all pairs of spiders map to letters
under κ, that respect the order of their letters in K(d). Hence k is in K(d).
Let γ = γ1γ2 . . . γn be a scattered residual of w →s k. We show that each γi
is in Γ(d). As each spider s in S(d) is mapped, via the bijective function Υ, to a
letter of k we know Υ(γi) 6= Ψ(s). Then, by the shading condition,
Υ(γi) 6∈
⋃
z∈ShZ(d)
Ψ(z),
and, since Υ(γi) ensures Υ(γi) ∈ Ψ(zone(γi)), we deduce zone(γi) is not shaded
in d. Thus
γi ∈ {a : zone(a) ∈ Z(d)− ShZ(d)} = Γ(d).
Therefore γ ∈ Γ(d)∗. Hence w ∈ K(d)  Γ(d)∗ as required. Thus L(d) ⊆
K(d) Γ∗(d). 
Theorem 5.2.13 Let d be a unitary spider diagram of order in disjunctive nor-
mal form. It is the case that K(d) Γ(d)∗ ⊆ L(d). 
Proof Suppose d =⊥ then, by definition, K(d) = Γ(d) = {} and {}{}∗ ⊆ L(d).
Otherwise, let w ∈ K(d) Γ(d)∗. Then there exists k = k1k2 . . . kx ∈ K(d) and
γ = γ1γ2 . . . γy ∈ Γ(d)∗ such that w ∈ k  γ. Since k1k2 . . . kx ∈ K(d) we know
κ : S(d) → Σ, used to construct K(d), bijectively maps spiders in d to the kis.
Suppose, without loss of generality, κ(s1) = k1, κ(s2) = k2, . . . , κ(sx) = kx where
S(d) = {s1, s2, . . . , sx}. We show that any model, m = (U,≺,Ψ), for w also
models d.
1. The missing zones condition holds as d is in DNF and, therefore, has no
missing zones.
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2. We show that ϕ : S(d) → U and f : S(d) → F defined by ϕ(s) = Υ(κ(s))
and f(n, {(r, p)}) = (r, p) respectively, are valid. Clearly ϕ is injective as Υ
is bijective and κ is injective.
(a) We selected foot condition holds trivially as all spiders in d have only
one foot.
(b) We now show the spiders’ location conditions holds. Let s ∈ S(d).
Then ϕ(s) = Υ(κ(s)) by definition of ϕ. Then
Υ(κ(s)) ∈ Ψ(zone(κ(s))) by the validity of Υ,
= Ψ(habitat(s)) by definition of κ.
Thus ϕ(s) ∈ Ψ(habitat(s)) and the spiders’ location condition holds.
(c) For the shading condition, let z ∈ ShZ(d) and assume Ψ(z) 6⊆ im(ϕ).
Then there exists e ∈ U such that e ∈ Ψ(z) and e 6∈ im(ϕ). Further-
more since e 6∈ im(ϕ) we know that some letter maps in Υ to e. There-
fore, Υ−1(e) = a ∈ Γ(d). However, by definition of Γ(d), zone(a) 6∈
ShZ(d) and a contradiction arises. Therefore there are no elements in
Ψ(z) where z ∈ ShZ(d) that are not in the image of ϕ so the shading
condition holds as required.
(d) We show that the order condition
∀s1, s2 ∈ S(d)(ϕ(s1) ≺ ϕ(s2)⇒ f(s1) < f(s2))
holds. Let si and sj be spiders in d. Suppose, without loss of gener-
ality, that κ(si) comes before κ(sj) in w. Then, by the validity of Υ,
Υ(κ(si)) ≺ Υ(κ(sj)). We know that
ϕ(si) = Υ(κ(si)) ≺ Υ(κ(sj)) = ϕ(sj)
so
ϕ(si) ≺ ϕ(sj).
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and
f(s1) < f(s2).
.
Hence Ψ is valid. Therefore m models d so w ∈ L(d), and K(d)Γ(d)∗ ⊆ L(d).
We now bring both of the above directions together in the following theorem.
Theorem 5.2.14 For any unitary spider diagram of order, d, in disjunctive nor-
mal form, the language of d is L(d) = K(d) Γ(d)∗. 
Proof By lemma 5.2.12, L(d) ⊆ K(d)  Γ(d)∗, and by lemma 5.2.13, K(d) 
Γ(d)∗ ⊆ L(d). Therefore the language of d is K(d) Γ(d)∗. 
We have shown that a language is star-free regular if and only if it is the
language of some spider diagram of order and have given a K(d) Γ(d)∗ char-
acterisation of the language of an α unitary spider diagram of order. We now
proceed to examine the expressiveness of spider diagrams of order in more detail.
In particular, we consider the relative expressiveness of fragments of the spider
diagram of order language.
5.3 Euler Diagrams of Order
In this section we provide the result that adding the product operator to extended
Euler diagrams produces a logic as expressive as spider diagrams of order. Our
approach is to provide the, somewhat surprising, result that removing spiders
from spider diagrams of order does not decrease its expressiveness. The figure 5.7
shows that the spider diagram logic (SD) is less expressive than spider diagrams
of order (SDoO). It also shows that the extended Euler diagram logic (ED) is
less expressive than spider diagrams. Our result states that ED with an added
C operator i.e. ED +O is as expressive as SDoO.
To illustrate the key idea, consider a wholly unshaded unitary spider diagram,
d, in normal form containing n spiders, all of which are in zone z. We replace d
with a semantically equivalent diagram d1Cd2C . . .Cdn, each unitary component
of which contains exactly one spider in zone z. The product d1 C d2 C . . . C dn
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ED ED +O
SDoO
<
=
< =
Figure 5.7: Adding order to fragments of spider diagrams of order.
Figure 5.8: Creating a diagram in literal form.
ensures that there are at least n elements in the interpretation of z. In the case
where z is shaded, we obtain the same product but conjoin it with the negation
of d1 C d2 C . . . C dn C dn+1, where dn+1 also has exactly one spider in z. This
precludes models that have more than n elements in the interpretation of z. We
then proceed to show that unitary diagrams can be reduced to conjunctions of
diagrams containing either spiders or shading in only a single zone. In this way
we show that spiders are syntactic sugar in spider diagrams of order.
In order to eliminate spiders from spider diagrams of order, it is helpful to
consider unitary diagrams that contain information in, at most, one zone. For
example, the unitary diagram in normal form, d1, in figure 5.8 contains exactly
two zones which provide semantic information, and is semantically equivalent to
d2 ∧ d3. The diagrams d2 and d3 are called literals, since they give information
about exactly one zone; we say that they are literal component of d1. Our defini-
tion of a literal generalises that of an extended Euler diagram literal (Stapleton
and Masthoff 2007).
Definition 5.3.1 Let d be a unitary α-diagram in normal form that contains
at most one zone which contains spiders or shading. Then d and ¬d are called
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literals. The diagram d is a positive literal, whereas ¬d is a negative literal.
Definition 5.3.2 Let D be a spider diagram of order in normal form. If each
unitary component of D is a literal or ⊥ then D is in literal form. 
Given a spider diagram in normal form, we may expand it into literal form.
Definition 5.3.3 Let D be a spider diagram of order in normal form. A literal
expansion of D is defined as follows:
1. If D = ⊥ then D is a literal expansion of itself.
2. If D ( 6= ⊥) is unitary, then a literal expansion of D is D′ = dz1∧. . .∧dz|Z(D)|
such that 〈z1, . . . , z|Z(D)|〉 is an ordered list of zones in D and, for each
dzi , 1 ≤ i ≤ |Z(D)|
C(dzi) = C(D),
Z(dzi) = Z(D),
ShZ(dzi) =
 {zi} if zi ∈ ShZ(D){} otherwise,
SI(dzi) =
 {(n, {(•, zi)})} if (n, {(•, zi)}) ∈ SI(D){} otherwise.
3. Otherwise, the literal expansion of D is the diagram obtained from D by
replacing each unitary component by its literal expansion. 
The literal expansion of a unitary diagram does not modify the semantics of
the diagram.
Theorem 5.3.4 Let d (6= ⊥) be a unitary spider diagram in normal form and let
D = dz1 ∧ . . . ∧ dz|Z(d)| be a literal expansion of d. It is the case that D ≡ d. 
Proof We show first that every model for d is a model for every unitary component
of D and thus a model for D. Thereafter, we show that any interpretation that
is a model for D is a model for d.
Let I = (U,≺,Ψ) be an interpretation such that I |= d. We show that I
models each di ∈ {d1, . . . , d|Z(d)|}.
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1. We show that the missing zones condition holds for each di. The missing
zones condition ⋃
z∈MZ(d)
Ψ(z) = {}
holds for d. As Z(d) = Z(di) then the missing zones condition holds for
each di.
2. As I |= d there exists a valid pair f and ϕ. We show that fi = f |S(di) and
ϕi = ϕ|S(di) are a valid pair for each di. Trivially, each ϕi is injective, since
ϕ is injective.
(a) We show that the selected foot condition holds for di. The selected
foot condition
∀(n, p) ∈ S(d) f(n, p) ∈ p
holds for d. As S(di) ⊆ S(d) we deduce
∀(n, p) ∈ S(di) fi(n, p) ∈ p.
Hence the selected foot condition holds for di.
(b) We show that the spiders’ location condition holds for di. The spiders’
location condition
∀s ∈ S(d)(f(s) = (•, z)⇒ ϕ(s) ∈ Ψ(z))
holds for d. Let s ∈ S(di). As fi(s) = f(s) and ϕi(s) = ϕ(s), we
deduce
fi(s) = (•, z)⇒ ϕi(s) ∈ Ψ(z)
and it follows that
∀s ∈ S(di)(fi(s) = (•, z)⇒ ϕi(s) ∈ Ψ(z)).
Hence the spiders’ location condition holds for di
(c) We show that the shading condition holds for di. The shading condi-
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tion
∀z ∈ ShZ(d) (Ψ(z) ⊆ im(ϕ))
holds for d. Let z ∈ ShZ(di). Then z ∈ ShZ(d) by definition. So
Ψ(z) ∈ im(ϕ).
Now, since distinct zones represent disjoint sets, and d is an α-diagram
we can show that
Ψ(z) ⊆ {ϕ(si) : si ∈ S(d)∧habitat(si) = {z}} = {ϕ(1, (•, z)), . . . , ϕ(n, (•, z))}
where Si(d) = {(n, z)}, because the spiders’ location condition and the
shading condition hold for d. In other words,
Ψ(z) ∈ im(ϕi) as required.
Therefore, the shading condition holds for di
∀z ∈ ShZ(di) Ψ(z) ⊆ im(ϕi).
(d) The order condition holds trivially as there are no ranked spider feet.
As I is a model for each di ∈ {d1, . . . , d|Z(d)|} it is the case that I |= D =
d1 ∧ . . . ∧ d|Z(d)|.
Let I be a model for D = d1 ∧ . . . ∧ d|Z(d)|. We show that I is a model for d.
1. We show the missing zones condition holds for d. The missing zones condi-
tion ⋃
z∈MZ(di)
Ψ(z) = {}
where i ∈ {1, . . . , |Z(d)|} holds for each di. As
Z(d) = Z(d1) = . . . = Z(d|Z(d)|)
the missing zones condition holds for d.
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2. As I models d1 ∧ . . . ∧ d|Z(d)| there exists a valid pair (fi, ϕi) for each i ∈
{1, . . . , |Z(d)|}. We observe that
SI(d) =
⋃
1≤i≤|Z(di)|
SI(di)
and
ShZ(d) =
⋃
1≤i≤|Z(di)|
ShZ(di).
Furthermore, we know that for each di and dj
S(di) ∩ S(dj) = {}.
So the domain of the fis and ϕis are pairwise disjoint. We then construct
f =
⋃
1≤i≤|Z(di)|
fi
and
ϕ =
⋃
1≤i≤|Z(di)|
ϕi.
We show that (f, ϕ) is a valid pair for d. We begin by showing ϕ is injective.
Let si, sj ∈ S(d), where si ∈ S(di) and sj ∈ S(dj), and suppose ϕ(si) =
ϕ(sj). By the spiders’ location condition for di and dj
ϕi(si) ∈ Ψ(habitat(si)) and ϕj(sj) ∈ Ψ(habitat(sj)).
Since Ψ(habitat(si))∩Ψ(habitat(sj)) 6= {} and both habitat(si) and habitat(sj)
are (essentially) zones in d, we deduce habitat(si) = habitat(sj). But no
two distinct unitary diagrams in D contain spiders with the same habitats.
So di = dj. We know ϕi = ϕj is injective, so it must be that si = sj. Hence,
ϕ is injective.
(a) We show that the selected foot condition holds for d. The selected foot
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condition holds for each di where 1 ≤ i ≤ |Z(d)|:
∀(n, p) ∈ S(di) fi(n, p) ∈ p.
Since
f =
⋃
1≤i≤|Z(d)|
fi and S(d) =
⋃
1≤i≤|Z(d)|
S(di)
we deduce
∀(n, p) ∈ S(d) f(n, p) ∈ p.
Hence the selected foot condition holds for d.
(b) We show that the spiders’ location condition holds for d. The spiders’
location condition holds for each di, 1 ≤ i ≤ |Z(d)|:
∀s ∈ S(di) (fi(s) = (•, z)⇒ ϕi(s) ∈ Ψ(z)).
as
f =
⋃
1≤i≤|Z(d)|
fi and ϕ =
⋃
1≤i≤|Z(d)|
ϕi and S(d) =
⋃
1≤i≤|Z(d)|
S(di)
we deduce
∀s ∈ S(d) (f(s) = (•, z)⇒ ϕ(s) ∈ Ψ(z)).
Hence the spiders’ location condition holds for d.
(c) We show that the shading condition holds for d. The shading condition
holds for each di where 1 ≤ i ≤ |Z(d)|:
∀z ∈ ShZ(di) Ψ(z) ∈ im(ϕi).
Let z ∈ ShZ(d). Then z is shaded in some di, so Ψ(z) ⊆ im(ϕi), from
which we deduce Ψ(z) ⊆ im(ϕ). It follows that
∀z ∈ ShZ(d) Ψ(z) ⊆ im(ϕ).
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Hence the shading condition holds for d.
(d) By theorem 3.1.3, the order condition holds for d.
Thus, I is a model for d. Hence D ≡ d as required. 
The literal expansion of a compound diagram is semantically equivalent to
the original diagram.
Theorem 5.3.5 Let D be a spider diagram of order. Then D ≡ D′ where D′
is the literal expansion of D. 
Proof Let d be a unitary component of D. By theorem 5.3.4, d ≡ D′′ where D′′
is the literal expansion of d. By rule 7 rule of replacement each unitary component
d in D may be replaced by its literal expansion in D′. Therefore, D ≡ D′. 
We now introduce a rule which allows us to consider literal diagrams contain-
ing only a single spider. We will subsequently show that literals containing only
a single spider can be replaced by a diagram (in normal form) that contains no
spiders, thus showing that spiders are syntactic sugar in spider diagrams of order.
Rule 8 (Separate spiders in literal) Let d be a positive literal that d contains
n ≥ 2 spiders in zone z. The diagram d may be replaced by d1Cd2, and vice-versa,
where d1 contains 1 spider in z and d2 contains n− 1 spiders in z. 
Example. Let d be the diagram in figure 5.9a. The diagram d1 C d2 is the
result of applying rule 8 to d.
We recall the definition of 	 from definition 4.3.6 in the following formal
description. The 	 operator removes a spider with a specific foot set from a set
of spiders.
Formal description. Let d be a positive literal that contains n ≥ 2 spiders in
zone z. We construct d1 and d2 such that
C(d1) = C(d)
Z(d1) = Z(d)
ShZ(d1) = ShZ(d)
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(a) (b)
Figure 5.9: The separate spiders in literal rule.
where
S(d1) = {(1, {(•, z)})}
and
d2 = d	 {(•, z)}.
It is the case that d may be replaced by d1 C d2 and vice-versa.
A proof of soundness of the separate spiders in literal rule now follows.
Theorem 5.3.6 Let d be a positive literal that n ≥ 2 spiders in zone z, and let
d1 C d2 be a diagram created by application of rule 8 separate spiders in literal to
d. It is the case that d ≡ d1 C d2. 
Proof We show the model sets of d and d1 C d2 are equal by showing
• all models for d are models for d1 C d2, and
• all models for d1 C d2 are models for d.
Let I = (U,≺,Ψ) be an interpretation that models d. To show that I |= d1Cd2
we construct interpretations I1 and I2 such that I1 |= d1, I2 |= d2 and I1 + I2 = I.
As I |= d there exists a valid pair (ϕ, f) for d. We construct I1 = (U1,≺1,Ψ1)
by choosing s ∈ S(d) such that for all other s2 ∈ S(d) it is the case that ϕ(s) ≺
ϕ(s2), and define
U1 = {e : e ∈ U ∧ e ≤ ϕ(s)}
≺1 = ≺ ∩ (U1 × U1)
Ψ1(c) = Ψ(c) ∩ U1 for all c ∈ C.
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We further construct I2 = (U2,≺2,Ψ2) where
U2 = U − U1
≺2 = ≺ ∩ (U2 × U2)
Ψ2(c) = Ψ(c)−Ψ1(c) for all c ∈ C.
It follows from these constructions that (U1, U2) forms a partition of U and for
each c ∈ C, (Ψ1(c),Ψ2(c)) forms a partition of Ψ(c).
We show, I = I1 + I2. Trivially, U = U1 ∪ U2 and Ψ(c) = Ψ1(c) ∪ Ψ2(c). All
that remains is to show
≺=≺1 ∪ ≺2 ∪{(a, b) : a ∈ U1 ∧ b ∈ U2}.
Clearly, ≺1 ∪ ≺2⊆≺. Let (a1, b2) ∈ {(a, b) : a ∈ U1 ∧ b ∈ U2}. Then a1 ∈ U1 and
b2 6∈ U1, since b2 ∈ U2 = U − U1. By definition of U1, b2 6≤ a1 so, since ≺ is a
strict total order, a1 ≺ b2, so (a1, b2) ∈≺. Thus
≺1 ∪ ≺2 ∪{(a, b) : a ∈ U1 ∧ b ∈ U2} ⊆≺ .
Let (x, y) ∈≺. If x, y ∈ U1 or x, y ∈ U2 then (x, y) ∈≺1 ∪ ≺2 by the definition of
≺1 and ≺2. If x ∈ U1 and y ∈ U2 then
(x, y) ∈ {(a, b) : a ∈ U1 ∧ b ∈ U2}.
Finally, x ∈ U2 and y ∈ U1 but this implies x ∈ U1 (because x ≺ y) which is a
contradiction, since U2 and U1 are disjoint. In all cases
(x, y) ∈≺1 ∪ ≺2 ∪{(a, b) : a ∈ U1 ∧ b ∈ U2}.
Hence,
≺=≺1 ∪ ≺2 ∪{(a, b) : a ∈ U1 ∧ b ∈ U2}.
Therefore I = I1 + I2 as required.
We now show the semantics predicate holds for I1 and d1.
1. The missing zones condition holds trivially for d1 as MZ(d1) = MZ(d),
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and by lemma 4.1.13 Ψ1(z) ⊆ Ψ(z) for all zones z.
2. We construct ϕ1 : S(d1) → U1 such that ϕ1(1, {(•, z)}) = ϕ(s). We simi-
larly construct f1 : S(d1) → F where f1 = f |S(d1). Clearly ϕ1 is injective
since there is only one spider. We show ϕ1 and f1 are a valid pair for d1:
(a) We show that the selected foot condition holds for d1. As each spider
in d1 is also in d, f1 ⊆ f and as f is valid for d, we see f1 is valid for
d1. Hence the selected foot condition holds.
(b) We show that the spiders’ location condition holds for d1. We know
S(d1) ⊆ S(d)
and, by the spiders’ location condition for d,
ϕ(s) ∈ Ψ(z)
and, by construction, ϕ1(1, {(•, z)}) = ϕ(s). Therefore,
ϕ1(1, {(•, z)}) ∈ Ψ(z).
Since ϕ1(1, {(•, z)}) ∈ U1, we deduce
ϕ1(1, {(•, z)}) ∈ Ψ(z) ∩ U1
= Ψ1(z) by lemma 4.1.13.
Thus the spiders’ location condition holds for d1.
(c) The shading condition
∀z ∈ ShZ(d) Ψ(z) ⊆ im(ϕ)
holds for d. Let z ∈ ShZ(d1). Then z ∈ ShZ(d), by definition of d1.
So
Ψ(z) ⊆ im(ϕ)
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by the shading condition for d. Therefore
Ψ(z) ∩ U1 ⊆ im(ϕ) ∩ U1 (5.3)
We know Ψ1(z) = Ψ(z)∩U1 since Ψ(z) = Ψ1(z)∪Ψ2(z) by lemma 4.1.13
and Ψ2(z) ∩ U1 = {}. Thus from (5.1),
Ψ1(z) ⊆ im(ϕ) ∩ U1. (5.4)
We show im(ϕ) ∩ U1 = im(ϕ1). Let e ∈ im(ϕ) ∩ U1. Then e ≤ ϕ(s)
as e ∈ U1 so no spider maps to e under ϕ, unless e = ϕ(s). Therefore
im(ϕ) ∩ U1 = {ϕ(s)} = im(ϕ1).
Hence, by (5.2), Ψ1(z) ⊆ im(ϕ1). Thus the shading condition holds
for d1.
(d) Trivially the order condition holds for d1 as there is only one spider.
Hence I1 is a model for d1.
We further show that I2 is a model for d2. We construct ϕ2 : S(d2)→ U2 such
that
ϕ2(s2) =
 ϕ(s2) if ϕ(s2) ∈ U2ϕ(n, {(•, z)}) otherwise, where(n, {(•, z}) ∈ SI(d) .
We construct f2 : S(d2) → F such that f2 = f |S(d2), and the argument to show
they are a valid pair for d2 is similar to that for d1 observing that all spiders have
the same habitat.
Therefore every model for d may be decomposed into I1 and I2 such that
I1 + I2 = (U,≺,Ψ) |= d and I1 |= d1 and I2 |= d2. Hence I is a model for d1C d2.
To show the converse, let I = I1+I2 be a model for d1Cd2 where I1 = (U1,≺1
,Ψ1) models d1 and I2 = (U2,≺2,Ψ2) models d2. We show that I |= d.
1. The missing zone sets of d1, d2 and d are the same. Furthermore, by
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lemma 4.1.13, for any zone z
Ψ(z) = Ψ1(z) ∪Ψ2(z).
Let z ∈MZ(d) then, as both
⋃
z∈MZ(d1)
Ψ1(z) = {} and
⋃
z∈MZ(d2)
Ψ2(z) = {}
hold, it follows that Ψ(z) = {} and
⋃
z∈MZ(d)
Ψ(z) = {}.
Hence the missing zones condition holds for d.
2. As I1 |= d1 there exists a valid pair (ϕ1, f1) for d1 and as I2 |= d2 there
exists a valid pair (ϕ2, f2) for d2. We construct ϕ : S(d)→ U where
ϕ(s′) =
 ϕ2(s
′) if s′ ∈ S(d2)
ϕ1(1, {(•, z)}) otherwise, where (1, {(•, z)}) ∈ S(d1)
ϕ is injective as ϕ1 and ϕ2 are both injective with disjoint ranges. We
similarly construct f : S(d)→ F such that for all spiders, s′, f chooses the
unique foot of s′. The following conditions hold.
(a) The selected foot condition holds by definition.
(b) We show that the spiders’ location condition holds for d. Let sd ∈ S(d).
Then either sd ∈ S(d2) or sd ∈ SI(d). If sd ∈ S(d2) then, by the
spiders’ location condition for d2,
f2(sd) = (•, z)⇒ ϕ2(sd) ∈ Ψ1(z).
As by definition f(sd) = f2(sd) and ϕ2(sd) = ϕ(sd), and by lemma 4.1.13
it is the case that Ψ2(z) ⊆ Ψ(z).
f(sd) = (k, z)⇒ ϕ(s) ∈ Ψ(z)
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as required.
Otherwise sd ∈ SI(d). Since f(sd) = f1(1, {(•, z}), by the spiders’
location condition for d1
f(sd) = (•, z)⇒ ϕ1(1, {(•, z)}) ∈ Ψ1(z).
By definition of ϕ it is the case that ϕ(sd) = ϕ1(1, {(•, z)}) thus
f(sD) = (•, z)⇒ ϕ(sd) ∈ Ψ1(z).
Since Ψ1(z) ⊆ Ψ(z) we deduce
f(s′) = (•, z)⇒ ϕ(s′) ∈ Ψ(z) as required.
Hence the spiders’ location condition holds for d.
(c) We show that the shading condition
∀z ∈ ShZ(d) Ψ(z) ⊆ im(ϕ)
holds for d. Let z ∈ ShZ(d). Then z ∈ ShZ(d1) and z ∈ ShZ(d2), by
definition. So
Ψ(z) = Ψ1(z) ∪Ψ2(z) ⊆ im(ϕ1) ∪ im(ϕ2) = im(ϕ).
Hence the shading condition holds for d.
(d) The order condition trivially holds as there are no ordered feet.
Hence I is a model for d.
As every model for d is a model for d1 C d2 and vice-versa we deduce d ≡
d1 C d2. 
Using the separate spiders in literal rule, we rewrite any literal as the product
of more simple literals such that each simple literal contains only a single spider or
both a single shaded zone and a single spider. We now establish various properties
of these simple literals. We wish to know how the information provided by the
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spider can be provided by only shading and negation. In this way the ¬ connective
is integral to the fragment of spider diagrams of order that contain no spiders.
Theorem 5.3.7 Let d be a positive literal such that d contains no shading and
a single spider where
C(d) = C, and
Z(d) = {(in, out) : in ⊆ C(d) ∧ out = C(d)− in}.
ShZ(d) = {},
SI(d) = {(1, {(•, z)})}
and z is some zone in Z(d). Given this fixed z, let d′ be a literal such that
C(d′) = C(d),
Z(d′) = Z(d),
ShZ(d′) = {z},
SI(d′) = {}.
Then d ≡ ¬d′. 
Proof We show that all models for d are models for ¬d′ and, thereafter, show
that all models for ¬d′ are models for d.
Let m = (U,≺,Ψ) be a model for d. We show that m is not a model for d′
and thus a model for ¬d′. As m is a model for d there exists a valid pair (ϕ, f)
for d. It is sufficient to show there exists no valid ϕ′ for d′.
By the spiders’ location condition for d it is the case that ϕ(1, {(•, z)}) ∈ Ψ(z)
and by the shading condition for d we know that Ψ(z) ⊆ im(ϕ). Therefore Ψ(z)
contains at least one element. As Ψ(z) contains at least one element then m
cannot be a model for d′ as the shading condition for d′ states that all elements
of Ψ(z) are in the image of some ϕ′. In particular, since S(d′) = {}, the only ϕ′
for d′ is {} so im(ϕ′) = {}. Thus m is not a model for d′. As m is not a model
for d′ it follows that m is a model for ¬d′.
Let m = (U,≺,Ψ) be a model for ¬d′, we show that m is a model for d. Since
m is a model for ¬d′ it is the case that m is not a model for d′. It can be shown
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Figure 5.10: Removing spiders from literal.
that the only way m fails to be a model for d′ is if Ψ(z) is not empty because
d′ contains no spiders and has no missing zones. Choose an element e in Ψ(z)
and define ϕ(1, {(•, z)}) = e and f(1, {(•, z)}) = (•, z). It is trivial to show that
(ϕ, f) is a valid pair for d. Hence, m is a model for d.
As all models for d are models for ¬d′ and vice-versa, then d ≡ ¬d′. 
Figure 5.10b demonstrates that it is possible to remove spiders from a pos-
itive literal, that contains both a single spider with a single foot and shading,
without altering expressiveness. That is, provided we have access to negation,
order, and shading it is the case that spiders are syntactic sugar. For example, d
(figure 5.10a) is semantically equivalent to ¬d1 ∧ ¬(¬d2 C ¬d3), in figure 5.10b.
The diagram d tells us that the zone ({P,Q}, {}) represents a set that contains
exactly one element. Equivalently, the zone ({P,Q}, {}) is not empty (expressed
by ¬d1) and does not contain at least two elements (expressed by ¬(¬d2C¬d3));
the negation of each of d2 and d3 assert the non-emptiness of the set represented
by the zone ({P,Q}, {}) and (¬d2C¬d3) therefore asserts that there are at least
two elements in the set represented by that zone.
Theorem 5.3.8 Let d be a positive literal such that d contains a shaded zone, z,
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and a single spider where
C(d) = C,
Z(d) = {(in, out) : in ⊆ C(d) ∧ out = C(d)− in},
ShZ(d) = {z},
SI(d) = {(1, {(•, z)})}.
Given this fixed z, let d′ be a literal such that
C(d′) = C(d),
Z(d′) = Z(d),
ShZ(d′) = {z},
SI(d′) = {}.
It is the case that d ≡ ¬d′ ∧ ¬(¬d′ C ¬d′). 
Proof We first show that if m is a model for d then it is a model for ¬d′∧¬(¬d′C
¬d′). To show m is a model for ¬d′ ∧¬(¬d′C¬d′) we show m models ¬d′ and m
models ¬(¬d′ C ¬d′).
Let m be a model for d. It is the case that Ψ(z) contains exactly one element
because z is shaded and contains exactly one spider. However, d′ tells us that
Ψ(z) is empty, because z is shaded and contains no spiders. Hence, m is not a
model for d′ so m is a model for ¬d′.
We now show that m is not a model for ¬d′ C ¬d′. We observe that ¬d′
requires Ψ(z) to be non-empty, again, since z is shaded and contains no spiders.
Therefore, any model for ¬d′ C ¬d′ contains at least two elements in the set
represented by z. Since m contains a unique element in the set represented by
z, m cannot be a model for ¬d′ C ¬d′. Hence, m is a model for ¬(¬d′ C ¬d′).
Therefore, all models for d are models for ¬d′ ∧ ¬(¬d′ C ¬d′).
The converse holds by similar reasoning about the cardinality of the set rep-
resented by z. Therefore, d ≡ ¬d′ ∧ ¬(¬d′ C ¬d′). 
Using the introduced rules which produce spider diagrams of order in literal
form we show that order can be added to Euler diagrams producing a logic as
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expressive as spider diagrams of order.
Theorem 5.3.9 The fragment ED +O is as expressive as SDoO. 
Proof Let D be a diagram in the fragment SDoO. We show that there exists a
D′ such that D ≡ D′ where D′ is in the fragment ED +O.
1. By algorithm 4.4.3 there exists a diagram ,DNF , in normal form such that
D ≡ DNF .
2. By theorem 5.3.4 the literal expansion, Dl, of DNF ensures DNF ≡ Dl.
3. By rule 8 separate spiders in literal and rule 7 rule of replacement there
exists Dl• which is a diagram that contains only a single spider in each
literal such that Dl ≡ Dl•.
4. Unitary components of Dl• are in literal form and thus may contain at
most one spider in a single zone and only that zone may be shaded. The-
orems 5.3.7 and 5.3.8 allow us to remove a single spider from a wholly
unshaded literal and to remove a spider from a literal with a single shaded
zone respectively. Therefore, there exists, D′, which is a diagram where each
unitary component is a literal and contains no spiders such that D′ ≡ Dl•.
Therefore, D ≡ D′ and D′ is a diagram in ED+O. Hence, each diagram in the
fragment SDoO is semantically equivalent to a diagram in the fragment ED+O.
Thus ED +O is as expressive as SDoO. 
5.4 Conclusion
In this chapter we proved that spider diagrams of order can define precisely the
star-free regular languages. To do this we employed the normal form for spider
diagrams of order that was developed in chapter 4. We demonstrated that (a) all
spider diagrams of order define star-free regular languages and (b) all star-free
regular languages are definable by spider diagrams of order. In the case of (b)
we provided an inductive proof and constructed a diagram for each language at
every level of the Straubing-The´rin hierarchy. This result is represented by the
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Figure 5.11: A subset of results completed in chapter 5.
solid black arrow in the figure 5.11 which completes the set of results represented
in the diagram. We also provide the result that the extended Euler diagram logic
with the addition of the product operator is as expressive as the spider diagrams
of order logic.
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Chapter 6
Conclusions
In this thesis, we have systematically developed the theory of languages de-fined by spider diagrams and, later, spider diagrams of order (which weintroduced). This allowed us to establish a series of expressiveness results.
In particular we have established that the following are expressively equivalent:
1. spider diagrams and commutative star-free regular languages (theorem 3.4.8),
2. monadic first-order logic and commutative star-free regular languages (the-
orem 3.4.8),
3. spider diagrams of order and star-free regular languages (theorem 5.2.9),
4. monadic first-order logic of order and spider diagrams of order (theorem 5.2.9),
5. Euler diagrams of order and star-free regular languages (theorem 5.3.9),
and
6. monadic first-order logic of order and Euler diagrams of order (theorems 5.2.9
and 5.3.9).
These main results are depicted in figure 6.11. It depicts previously known con-
cepts using solid circles and known expressive equivalences between these concepts
1As can be seen in the figure spider diagrams of order and Euler diagrams of order have the
same expressiveness but syntactically Euler diagrams of order form a subset of spider diagrams
of order.
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using solid double-headed arrows. The answers to the research questions asked
in this thesis are represented by the dashed circles and dashed double headed
arrows. More specifically, these research questions were
RQ1: What class of formal languages is expressively equivalent to spider dia-
grams?
RQ2: What diagrammatic logic is expressively equivalent to both star-free reg-
ular languages and monadic first-order logic of order?
RQ3: What class of formal languages is expressively equivalent to extended Euler
diagrams of order.
Research question one was answered in chapter 3 and research question two was
answered in chapters 4 and 5. Finally, research question three was answered in
chapter 5.
Much of the novelty of this work stems from its line of questioning. This
research programme is the first to consider the expressiveness of a diagrammatic
logic with respect to classes of formal languages. Furthermore, spider diagrams
of order are the first (but not the only, see Chapman and Stapleton (2010b))
diagrammatic logic whose development is motivated by the wish to provide a
diagrammatic logic with the expressiveness of some well-known class of formal
languages.
In chapter 3 we established that spider diagrams define the class of commuta-
tive star-free regular languages. We first characterised the languages defined by
spider diagrams as being finite unions of languages of the form K  Γ∗. There-
after, we analysed finite automata which accept commutative star-free regular
languages. We established that such automata can be decomposed such that
all commutative star-free regular language are unions of languages of the form
KΓ∗. Hence, spider diagrams define precisely the commutative star-free regular
languages.
The syntax of spider diagrams was extended, in chapter 4, to include ranked
spider feet and a product operator. Both elements of syntax are interpreted in
the order relation of extended interpretations. Seven sound reasoning rules were
presented for spider diagrams of order. Each of the rules formed a step in an
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Figure 6.1: A diagram of results presented in this thesis.
algorithm for normalising a spider diagram of order. Our normal form allows
unitary components of spider diagrams of order to contain only α-diagrams with
unranked feet. A Haskell implementation of each of the reasoning rules was
developed in order to present the normalisation algorithm.
Chapter 5 provided an expressiveness result for spider diagrams of order. We
established that each spider diagram of order defines a star-free regular language
and that the class of spider diagrams defines the class of star-free regular lan-
guages. Our approach uses the infinite Straubing-The´rin hierarchy. We defined
each language at each level in this hierarchy, using a spider diagram of order. The
previously established normal form was then used to show that spider diagrams
of order define only star-free regular languages.
We further considered adding the product operator to a fragment of spider
diagrams, namely extended Euler diagrams. We showed that extended Euler dia-
grams with the product operator, called Euler diagrams of order, are as expressive
as spider diagrams of order. Our approach here considered the removal of spiders
from the spider diagram of order language. We defined simple unitary diagrams
in normal form, called literals, and showed that each spider diagram of order in
normal form was semantically equivalent to one in literal form. Thereafter, given
a literal which contains spiders, we showed how it can be replaced by a semanti-
cally equivalent product of literals which does not contain spiders. We concluded
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that, contrary to what is implied by the name of the logic, spiders are syntactic
sugar in spider diagrams of order. Hence, Euler diagrams of order define precisely
the star-free regular languages.
We now consider how the work in this thesis can be extended.
6.1 Future Work
In this section we examine future directions for the work on spider diagrams
of order. It is worth noting that some of the literature on second-order spider
diagrams, including Chapman and Stapleton (2010a), Chapman and Stapleton
(2010b) and Chapman and Stapleton (2010c), is based on the connections between
diagrammatic logic and formal language theory presented in this thesis (and pub-
lished elsewhere in Delaney and Stapleton (2007a,b), Delaney et al. (2008) and
Delaney et al. (2010)). Therefore, one of the more obvious avenues for future
work, that of extending the expressiveness of spider diagrams of order to be as
expressive as regular languages, has already been achieved and is explicitly built
on work in this thesis.
We examine the future work on spider diagrams of order in the areas of
• heterogeneous reasoning with diagrams,
• tool support for practitioners, and
• usability of the notation.
Extending our reasoning system such that it is complete is of particular interest,
particularly given how completeness would aid in theorem proving. It is necessary
to follow these future directions in order to drive practical demand for spider
diagrams of order. Currently there is no such practical demand. However, there
is interest in the more expressive concept diagrams (Oliver et al. 2009). By
addressing the future work presented here we can use some of the same solutions
to support research into concept diagrams.
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6.1.1 Heterogeneous Reasoning with Diagrams
In this thesis, we have shown, amongst other results, that spider diagrams of
order are as expressive as star-free regular languages, and spider diagrams are as
expressive as commutative star-free regular languages. We further know that any
star-free regular language can be
• described by a star-free rational expression,
• accepted by a finite automaton,
• associated with an aperiodic syntactic monoid, and
• defined by a sentence in monadic first-order logic of order.
Each of the above can be employed as a mode of reasoning about star-free regular
languages. This leads to the observation that our work has incorporated an ad-
ditional modality, that of spider diagrams of order, into reasoning about star-free
regular languages. We wish to extend existing heterogeneous reasoning systems
to reason in each of the above modes.
Heterogeneous reasoning systems for diagrammatic logic include Hyperproof
(Barwise and Etchemendy 1992), Openproof (Barker-Plummer et al. 2008) and
Speedith (Urbas and Jamnik 2011). Speedith is of particular interest as it cur-
rently allows reasoning using spider diagrams and can integrate with logic for
computable functions style, better known as the abbreviation LCF-style, the-
orem provers (Gordon et al. 1980) to reason in monadic first-order logic with
equality. An example of reasoning using Speedith can be found in figure 6.2. The
screenshot presents two reasoning steps and a further partially occluded reasoning
step. The first reasoning step (reading left-to-right and top-to-bottom) presents
an image of an initial goal diagram. The tool wishes to find a proof that the
diagram on the left hand side in the first step implies the diagram on the right
hand side. The second step demonstrates the application of the splitting spiders
rule. The third, partially occluded, step (and subsequent, wholly omitted steps)
apply a rule to add a spider foot to the diagram. By proceeding in this manner,
the Speedith tool can be used to construct a proof and present it visually.
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Figure 6.2: An example of reasoning using Speedith
It is possible to develop extensions to Speedith which add the modalities of
star-free rational expression and finite automata (under the condition that both
describe or accept commutative star-free regular languages). An example of how
reasoning might be performed using extended Speedith is presented in figure 6.3.
In extended Speedith, after the first sub-goal we compute the language of each of
the diagrams. We can see immediately that d1∨d2 is semantically equivalent to d3
as L(d1 ∨ d2) ≡ L(d3). Computing whether the language L(d1 ∨ d2) is equivalent
to L(d3) can be achieved by representing each language as a finite automaton.
In Delaney and Stapleton (2007a) we commented that, in the worst case, a di-
agram containing n spiders would result in a finite automaton with 2n states.
However, this allows us to use the O(m5/2) algorithm by Hopcroft and Karp
(1973) (where m is the number of states in the automaton) to determine whether
two regular languages are equivalent. We may then treat finite automata as a
lingua franca between spider diagrams of order, rational expressions, aperiodic
syntactic monoids and monadic first-order of logic. A more interesting approach
to this problem would devise a diagrammatic version of the Hopcroft-Karp algo-
rithm. Such a diagrammatic formulation could skip the expensive construction
of finite automata.
Without a diagrammatic version of the Hopcroft-Karp algorithm, the con-
nections between formal language theory and diagrammatic logic are still of use
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Figure 6.3: A synthesized interface for reasoning using extended Speedith
when performing reasoning with diagrams. For example, consider the two dia-
grams presented in figure 6.4. The diagram in figure 6.4a defines a language which
is accepted by the finite automaton in figure 6.5a. Similarly the finite automaton
in figure 6.5b accepts the language defined by the diagram in figure 6.4b. In both
cases the automata are constructed directly from the set K and the set Γ where
KΓ∗ is the characterisation of the language of a unitary diagram as established
in this thesis. The Hopcroft-Karp algorithm can then be used to show that both
finite automata are reduced to isomorphic minimal automata. So, the two dia-
grams are semantically equivalent. Therefore, we can infer in general when two
diagrams are semantically equivalent using the minimisation of finite automata.
To extend a tool, such as Speedith, to reason about spider diagrams of order,
it is of use to extend our reasoning system for spider diagrams of order to be
complete.
Completeness
Our reasoning system for spider diagrams of order is incomplete. This can be
seen by the fact that each of our reasoning rules produces semantically equivalent
diagrams. Recalling the notation used in chapter 5, we see that the diagram
a C  entails the diagram , i.e. a C   . However, within our system
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Figure 6.4: Two spider diagrams
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Figure 6.5: Finite automata constructed from diagrams
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a C 6` . Similarly, though Ca C ≡ a (where a is  with a single
spider with a single foot placed in zone(a)) we cannot show, with our set of
reasoning rules, that CaC ` a. The only rules which alter the number of
the product operators are the factor lowest spider rule and the separate spiders in
literal rule. Neither of the preconditions for the application of either rule are met
in the case of Ca C or a. Therefore, our reasoning system is incomplete
even when restricted to the case of semantically equivalent diagrams.
Stapleton’s (2004) reasoning system for spider diagrams is complete. In the
unitary case, given two unitary spider diagrams, d1 and d2, she produces D1 and
D2 in her disjunctive normal form where d1 ≡|= D1 and d2 ≡|= D2. Thereafter,
each unitary component for D1 is compared with a particular unitary component
of D2. Based on this comparison her diagrammatic formulation of the law ex-
cluded middle rule is repeatedly applied to that unitary component of D1. This
repeated application of the law of the excluded middle to D1 yields D22. In
the compound case, given diagrams D1 and D2, Stapleton produces D′1 and D′2
where D′1 ≡|= D1 and D′1 is a disjunction of α-diagrams (similarly D′2 ≡|= D2).
Thereafter, she can show – by the method outlined above – whether each unitary
component of D′1 yields some unitary component in D′2. The completeness proof
strategy employed by Stapleton is similar to others used for diagrammatic logics
based on Euler diagrams (Burton et al. 2012).
The approach used to demonstrate the completeness of the spider diagram
reasoning system does not generalise to spider diagrams of order and, by exten-
sion, completeness proof strategies for other reasoning systems based on Euler
diagrams. Let D1 be a spider diagram of order. Then we may re-write D1 as
an expression involving only α-diagrams. However, we cannot, in general, re-
write D1 as a disjunction of α-diagrams. We may replace all conjunctions with
expressions involving negation and disjunction. However we cannot incorporate
negation into the unitary components due to the presence of product. For exam-
ple, given (d1 C d2) ∧ d3 we may rewrite conjunction using negation and disjunc-
tion as ¬(d1 C d2) ∨ ¬d3. The negation in the literal ¬d3 may be incorporated
into a disjunction of unitary diagrams producing D3, as seen in figure 6.6 where
D3 = d′3 ∨ d′′3, thus ¬(d1 C d2) ∨ D3. However, we have no rule to distribute
2Thus, it follows that there is a decision procedure to establish whether d1 ` d2.
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Figure 6.6: Incorporating negation into a disjunction of unary diagrams
negation over product. Our future work is to develop rules that allow the distri-
bution of negation over product and, ideally, obtain a complete set of rules. A
new completeness strategy is likely to be required.
6.1.2 Tool Support for Practitioners
We expect that practitioners who use spider diagrams of order would wish to use
sketch based systems to input the diagrams to a computer. Below, we examine
how existing sketch based systems might be extended to consider spider diagrams
of order. We also consider the output of spider diagrams of order to a computer
screen. We propose extensions to existing diagram layout algorithms. However,
we note that our proposed extensions to diagram layout algorithms encompass
extending Euler-diagram layout. Therefore, the extensions are useful in Euler
diagrams, spider diagrams, our spider diagrams of order and more expressive dia-
grammatic logics such as generalised constraint diagrams (Stapleton and Delaney
2008).
Input of Diagrams
There has been considerable interest in developing sketch recognition frame-
works (Hammond and Davis 2005, Plimmer and Freeman 2007, Alvarado et al.
2002, Costagliola et al. 2005, Paulson and Hammond 2008, Brieler and Minas
2010) which can be customised to recognise a wide variety of diagram types such
as UML diagrams, Flowcharts and graphs of connected nodes. Most closely re-
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Figure 6.7: Three ways to draw ranked spider feet
lated to the work in this thesis are the recognisers for Euler diagrams developed
by Wang et al. (2011) and spider diagrams developed by Rodgers et al. (2011),
based on the approach in Plimmer and Freeman (2007). We wish to extend
sketch-input tools to allow sketch-based input of spider diagrams of order.
Extending Rodgers et al. (2011) to recognise spider diagrams of order requires
• extending the underlying recognition model to consider ranked spider feet,
• extending the single stroke recogniser to consider multiple strokes, and
• extending the unitary diagram recognition engine to recognise compound
expressions.
We consider each of the points below.
It is reasonable to suppose that sketched ranked spider feet are sketched spider
feet with an overdrawn integer label, or an integer label with an overdrawn spider
foot. We depict such input sequences in figure 6.7, where the initial sketch is on
the left hand side of an arrow and the overdrawn syntax is added on the right
hand side of the arrow. The sketched spider feet in figure 6.7 are real-world
user data taken from Rodgers et al. (2011). The overdrawn integer label has
been added in a post-processing step. Given the examples in figure 6.7, there
are two points of note. The first is that the integer label “4” is a component of
the sketched syntax. The second is that users draw spiders that are difficult to
distinguish from an integer label of “0”.
To recognise a sketched ranked spider foot we need to recognise both the
handwritten integer label and the sketched spider foot. A handwriting recognition
system is often included as a subsystem within a sketch recognition system. Often,
in a process called segmentation, user handwriting is divorced from the sketch and,
having been passed through the handwriting recognition system, is recombined
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Figure 6.8: A contour drawn with a single stroke and multiple strokes
with a sketch that has been recognised by the sketch recognition system. When
recognising spider diagrams of order the segmentation process is less clear. In
essence, the sketch recognition system needs to know if each drawn spider foot is
annotated with an integer label. Therefore, when recognising spider diagrams of
order we require higher coupling between the handwriting recognition and spider
foot recognition sub-systems.
Another complexity added by spider diagrams of order is that users draw
spiders in the same manner as they might sketch the digit “0”. Furthermore, in
some cases, users may need to draw a small circular contour. Thus distinguish-
ing between the digit “0”, a spider foot and a small contour requires particular
attention. As a step towards developing sketch recognition systems for spider
diagrams of order we expect to have to gather a lot of user data to distinguish
these three elements of syntax.
Work in Wang et al. (2011) and Rodgers et al. (2011) currently supports
recognition of single strokes. The sketched contour in figure 6.8a is drawn with a
single stroke. We have used triangular arrow heads to mark the start and end of
the stroke and indicate the direction in which it is drawn. The sketched contour in
figure 6.8b is drawn as two strokes. The user, for some reason, lifted the pen whilst
drawing the contour, either as a matter of style or possibly due to a limitation of
the input technology. In any case, it is necessary to extend Euler/spider diagram
recognisers to support multiple stroke recognition. Particularly, in order to extend
the recognisers to consider compound diagrams, users may well draw rectangular
boxes around diagrams using multiple strokes.
All of the Euler diagram based logic recognisers to date have been developed to
recognise either unitary Euler or spider diagrams. In order to recognise compound
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expressions it is necessary to extend the recogniser to recognise rectangles, which
bound unitary diagrams, straight lines over rectangles (the syntax for diagram
negation) and the ∧, ∨ andC symbols. As previously mentioned, in order to allow
users to input rectangular boxes around diagrams a recogniser should support
multiple stroke recognition. Recognising the ∧,∨ or C symbols seems particularly
suited to a template matching recogniser such as Wobbrock et al. (2007). This
suggests that combining the approach of machine learning, as used in Plimmer
and Freeman’s (2007) approach, and template matching could provide an accurate
compound diagram recogniser without the performance limitations that Brieler
and Minas (2010) identify in previous grammar-based approaches.
Output of Diagrams
Under our model for users interacting with a spider diagram of order tool, we
wish for users to sketch initial diagrams and then perform some reasoning. Af-
ter one step (or more steps) in reasoning, a diagram is automatically drawn and
presented, on-screen, to the user. The post-reasoning output diagram must ‘in-
tegrate’ well with the initial sketch drawn by the user. The current generation
of Euler diagram layout algorithms are designed to take the abstract description
of a diagram and produce a drawing that respects some metrics for visual clar-
ity. We show, by example, why the current state-of-the art does not meet our
requirements for diagram output. Therefore, as future work, we shall develop an
approach to diagram output that supports our requirements.
Several algorithms have been presented to layout Euler diagrams in Rodgers
et al. (2008), Stapleton et al. (2010), Stapleton, Zhang, Howse and Rodgers (2011)
and Stapleton, Rodgers, Howse and Zhang (2011). A screenshot of the tool devel-
oped by Stapleton, Rodgers, Howse and Zhang (2011) is presented in figure 6.9.
It has generated a layout of an Euler diagram with the following abstract zone
set:
({A}, {B,C,D}), ({B}, {A,C,D}), ({C}, {A,B,D}),
({A,B}, {C,D}), ({A,C}, {B,D}), ({A,D}, {B,C}),
({B,C}, {A,D}), ({A,B,C}, {D}).
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Figure 6.9: An automatically generated layout
However, none of these algorithms maintain stability of diagrams during the appli-
cation of reasoning rules. We demonstrate why stable layouts are required when
performing reasoning by comparing the user’s intentions in a sketched diagram
with the same diagram as output by the algorithm in Stapleton, Zhang, Howse
and Rodgers (2011).
Consider the sketch in figure 6.10a, we wish to apply, say, rule 1 introduction
of a contour label. In figure 6.10b the contours labelled A and B have been turned
into geometric primitives (a process sometimes referred to as “beautification”).
Furthermore, we have applied the introduction of a contour label rule to add the
contour labelled C into the diagram. In this example, the contours A and B
maintain their position as originally intended by the sketch and the contour C
has been added. This allows the user to see the newly added contour clearly.
The current state of the art (Stapleton, Zhang, Howse and Rodgers 2011)
produces the diagram in figure 6.10c. In figure 6.10c the contours A and B no
longer maintain their position3. Furthermore, the contours A and B have not
3The size of the labels in figure 6.10c has been increased in a post-production step. This
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(a) (b) (c)
Figure 6.10: Laying out a diagram after introducing a contour.
maintained their relative positions as the contour A is no longer to the right
of the contour B. That is, the positions of the contours are not stable after
the application of reasoning rules. This forces the user to expend more effort
in understanding which of the produced contours matches each of the contours
in the sketch they initially provided. We wish to extend Euler diagram layout
algorithms to provide more stability when reasoning.
6.1.3 Usability
In addition to extending software tools to support reasoning with spider diagrams
of order, it is interesting to consider the usability of the diagrammatic notation.
For instance, when is it more profitable for a user to reason in the sentential form
of monadic first-order logic of order rather than using spider diagrams of order?
This question becomes particularly pointed in the case of spider diagrams, which
we have seen to be one of five different modalities that can be used to reason
about statements in monadic first-order logic with order.
Results in Sato et al. (2010) demonstrate that there are reasons to prefer
the use of diagrammatic logics over sentential logic. We now wish to expand
the underlying question to ask whether and when it is more profitable to reason
using finite automata over diagrammatic logic or aperiodic syntactic monoids over
diagrammatic logic.
As an example, the logical sentence (and where lm(P ) = {b, c} and lm(Q) =
ensures the labels are of a readable size for printed, rather than on-screen, viewing.
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(a)
a
b
c
b
c
a
c
b
a
c
a
b
a
b
c
a, b
b, c
a, c
a, b, c
(b)
{abc, acb, bac, bca,
cab, cba} Σ∗
(c)
Figure 6.11: An expressively equivalent spider diagram, finite automata and lan-
guage
{c, d})
∃x, y, z
(
¬P (x) ∧ ¬Q(x) ∧ P (y) ∧ ¬Q(y) ∧ P (z) ∧ ¬Q(z)
)
expresses the same information as is expressed by the spider diagram in fig-
ure 6.11a, the finite automaton in figure 6.11b4 and the star-free regular lan-
guage in figure 6.11c. We wish to know, for example, when users prefer to have
information presented as a logical sentence as compared to the same information
presented as a syntactic monoid.
We posit that the elicited preferences will be significantly influenced by the
user group being questioned. For example, as regular expressions are widely
used by software practitioners, it is possible that said practitioners may reason
most effectively using rational expressions. However, this may not be true of
the population in general. Furthermore, it is possible that users with a strong
4In order to present a readable automaton, we have omitted presenting all transitions labelled
d. Therefore, this automaton is incomplete.
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background in abstract algebra might reason more effectively when given the
syntactic monoid representation of a logical sentence.
6.2 Summary
In summary, the work in this thesis considered the expressiveness of spider dia-
grams from a novel perspective, i.e. in terms of classes of formal languages. We
have established the conditions under which a language is defined by a spider
diagram and proposed spider diagrams of order. We further established that the
class of languages defined by spider diagrams is the class of commutative star-free
regular languages. Our definition of the language of a diagram was robust enough
to be generalised to spider diagrams of order and specialised to Euler diagrams.
Motivated by wishing to increase the expressiveness of spider diagrams to de-
fine the class of star-free regular languages, we have presented spider diagrams of
order. We also presented a series of results for spider diagrams of order including
a reasoning system and a normal form. We use both the reasoning system and
normal form to show that spider diagrams of order define precisely the class of
star-free regular languages. Furthermore, we considered the addition of order to a
diagrammatic logic less expressive than spider diagrams, namely extended Euler
diagrams. We established that Euler diagrams of order are as expressive as spider
diagrams of order.
There is a rich history of using diagrammatic systems within formal language
theory. This is evidenced by the widespread visualisation of finite automata using
graphs in preference to presenting their abstract syntax (Hopcroft and Ullman
1979, Kleene 1956, Lawson 2003). Other areas of formal language theory, such
as the study of regulated rewriting (Dassow and Pau˘n 1989) or graph gram-
mars (Ehrig et al. 1999), also use diagrammatic systems within formal language
theory. However, there is no current use of diagrammatic logic within formal lan-
guage theory. In this thesis we used existing results from formal language theory
to prove new results concerning diagrammatic logic. We hope, in the future, that
existing results from the theory of diagrammatic logic may be used within formal
language theory.
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Glossary
ϕ An injective function from spiders to elements of the universe. 72
C A finite set of contour labels. 50
im The co-domain of a function i.e. im(f) is the co-domain of the function f .
72
min(A) A minimal finite automaton. 36
zone function Identifies the zone to which a letter is mapped via lm. 78
C(d) The set of contours in an abstract diagram. 51, 107
K(A) A commutative set of words derived from a minimal automaton accepting
a commutative star-free regular languages. 99
K(d) A commutative set of words derived from a unitary spider diagram. 90
Q A finite set of states for an automaton. 35
S(d) The set of spiders in an abstract diagram. 51, 107
SI(d) The set of spider identifiers in an abstract diagram. 51, 107
ShZ(d) The subset of zones which are shaded in an abstract diagram. 51, 107
Z(d) The set of zones, a subset of C(d)×C(d), in an abstract diagram. 51, 107
Γ(A) A set of letters derived from a minimal automaton accepting a commuta-
tive star-free regular languages. 99
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Γ(d) A subset of Σ derived from a unitary spider diagram. 90
Σ A finite alphabet. 35
Υ The conditions under which an interpretation is a model for a word. 80
 Denotes when a diagram may be obtained from another by single application
of a reasoning rule. 57
α-diagram A diagram in which all spiders have a single foot. 55
δ A transition function for an automaton. 35
≡|= Denotes the semantic equivalence of diagrams. 117
A|a The transition function of a finite automaton when restricted to domain
Q× {a}. 40
L(D) The conditions under which a set of words is the language of a diagram.
82
P A finite set of monadic predicate symbols. 45
|=I,v The conditions under which I is a model for a first-order formula under
valuation function v. 45
→s Scattered residual. The result of deleting word u from w. 43
a A wholly shaded diagram in Venn form containing all contours in C with a
single spider with a single foot in zone(a). 191
 The interspersion of all letters from one word u through another word v. 41
 A wholly unshaded diagram in Venn form containing all contours in C. 191
∼L If, for two words u and v, it is the case that u ∼L v then u and v are in the
same equivalence class of Σ/ ∼L. 37
 The condition under which one diagram is the logical consequence of another.
56
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` Denotes when a diagram may be obtained from another by application of
reasoning rules. 57
lm An assignment of contours to subsets of the alphabet. 76, 184
aperiodic monoid A monoid where there exists an n ∈ N such that for each
element [x] of the monoid [x]n = [x]n+1. 39
compound spider diagram of order An expression involving unitary spider
diagrams of order and the connectives ¬,∨,∧ and C. 108
disjunctive normal form A normal form for spider diagrams where each uni-
tary diagram is an α-diagram in Venn form containing all contours in C and
where ∨ is the only connective used in compound expressions. 56
distinct spiders condition Ensures that distinct spiders are interpreted as dis-
tinct elements. 55
extended rational expression A rational expression which is extended to al-
low the complement of an expression. 38
extended semantics predicate The conditions under which an interpretation,
which includes an order relation, is a model for a spider diagram. 69
factor lowest spider Reasoning rule to factor the lowest ranked spider in a
diagram into a product of diagrams. 154
finite automaton An automaton which accepts a language if and only if it is a
rational language. 35
function extension condition The extension of an interpretation for contours
to regions, zones and spiders. 55
habitat The set of zones within which a spider has placed a foot. 51, 106
habitats condition Ensures that each spider is interpreted as an element of the
interpretation of the zones it inhabits. 55
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interpretation An interpretation for spider diagrams and spider diagrams of
order. 69
interpretation for spider diagrams An interpretation for spider diagrams.
54
introduction of a contour label Reasoning rule to introduce a new contour
label into a diagram. 123
introduction of a missing zone Reasoning rule to introduce a missing zone
into a diagram. 134
letter location condition Ensures that each letter in a word is interpreted as
an element of the zone to which that letter is assigned under lm. 81
letter order condition Ensures that if a letter ax appears before ay in a word
then the interpretation of ax is less than the interpretation of ay. 81
missing zone A zone that, by it’s absence, provides information in an Euler-
based diagram. 53
missing zones condition The set of zones not present in the diagram which
much be interpreted as the empty set. 55
model for a word An interpretation models a word if and only if it satisfies
that word. 80
model for spider diagrams An interpretation models a diagram if and only if
it satisfies the diagram. 54
model for spider diagrams of order An interpretation models a diagram if
and only if it satisfies the diagram. 116
monadic first-order logic A first-order logic with single placed predicates. 44
monadic first-order logic of order A first-order logic with single placed pred-
icates equiped with a single binary “less than” relation. 47
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monadic first-order logic with equality A first-order logic with single placed
predicates equiped with a single binary equality relation. 46
normal form A normal form for spider diagrams of order where each unitary
diagram is an α-diagram in Venn form containing all contours in C and
where ¬,∨,∧ and C are the connectives allowed in compound expressions.
120
polynomial closure The closure of languages of the form L0a0L1 . . . anLn under
boolean operations and marked product. 42
rank A positive integer, or •, annotating a spider foot. 106
ranked spider foot A spider foot denoted in a diagram by Ê,Ë,. . .. 106
rational expression An succinct syntax for representing rational languages a.k.a.
regular languages. 35
region A set of zones. 51
saturated A lm function is saturated if it assigns one letter to each zone in the
diagram. 76, 184
scattered subword If u is a scattered subword of w then each of the letters ow
u can be found, in order, in w. 44
semantics predicate for spider diagrams The conditions under which an in-
terpretation is a model for a diagram. 54, 72
semantics predicate for spider diagrams of order The conditions under which
an interpretation is a model for a diagram. 112
separate rank and bounds Reasoning rule to separate the rank information
and bounds information provided by a diagram into a conjunction of dia-
grams. 142
shading condition Ensures that shaded zones are interpreted as subsets of the
interpretation of spiders that inhabit them. 55
243
spider A tree of spider feet indicating the existence of a choice of elements. 52,
107
spider foot The foot of a spider, denoted in a diagram by •. 51
spider foot set The set of pairs of ranks and zones where the union of the zone
form the habitat of the spider. 51, 106
spider mapping condition Ensures the existence of an injective function, ϕ,
from the spiders to U . 72
spiders’ locations condition Ensures that spiders represent elements in the
interpretation of their habitat. 72
splitting spiders Reasoning rule to split a spider in a diagram into a disjunction
of diagrams. 136
star-free regular language A language that can be described using an ex-
tended rational expression without the Kleene-star operation. 39
Straubing-The´rin hierarchy An inductively defined, infinite hierarchy that
contains all, and only, star-free regular languages. 43
syntactic monoid The quotient monoid of Σ∗ with respect to ∼L. 37
unitary spider diagram An Euler diagram that may contain shading and spi-
ders with unranked feet. 51
unitary spider diagram of order An Euler diagram that may contain shad-
ing and spiders with both ranked and unranked feet. 107
unranked spider foot A spider foot denoted in a diagram by •. 106
Venn form A diagram containing all possible intersections of all possible con-
tours. 53
zone A pair consisting of a set contours within which the zone is contained and
a set of contours that the zone is excluded. 50
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Appendix A
Statement of Contribution
The research questions posed in chapter 1 arose through a serendipitous con-
versation between myself and Dr Gem Stapleton. I had joined the University
of Brighton as a member of the lecturing staff and Dr Stapleton was explain-
ing spider diagrams over coffee. I recalled the work in McNaughton and Papert
(1971) from a lecture by Jean-E´ric Pin which I had attended whilst at Universitat
Rovira i Virgili in Tarragona, Spain. I asked Dr Stapleton which language class
was defined by her diagrammatic logic. The answer, that such questions had not
previously been considered, suggested this novel and fruitful avenue of research.
Thus far, the ideas behind this thesis have lead to publication in Delaney and
Stapleton (2007a,b), Delaney et al. (2008) and Delaney et al. (2010).
The original work in this thesis is contained in chapters 3, 4 and 5. Chapter
3 shows that spider diagrams and commutative star-free regular languages are
expressively equivalent. The proof strategy shows that every language of a spider
diagram is of a particular form and that all commutative star-free regular lan-
guages are of the same form. I devised this proof strategy and wrote all of the
proofs. My thesis supervisors advised on how to break down the more difficult
theorems into a sequence of lemmas and advised further on writing style.
Chapter 4 defines spider diagrams of order and provides reasoning rules. The
definition of spider diagrams of order is significantly influenced by Dr Stapleton’s
definition of spider diagrams and is thus structured in a similar manner. In
general my supervisors encouraged me to rethink some of my reasoning rules, in
particular to break them down into smaller steps. Furthermore, my supervisors
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were supportive of my idea to provide an executable version of the normalisation
algorithm in Haskell. Professor Thompson provided an insightful critique of my
code.
Chapter 5 shows that spider diagrams of order and star-free regular languages
are expressively equivalent. Further insight into the power of the product operator
is provided in the form of a proof that Euler diagrams with an added product
operator are as expressive as spider diagrams of order. The work in chapter 5 was
approached in a more independent manner than the work in the previous chapters.
Again, I employed my previous knowledge gained at Universitat Roviara i Virgili.
In this case knowledge of concatenation hierarchies, specifically the Straubing-
The´rin hierarchy, is key to showing the expressive equivalence of spider diagrams
and star-free regular languages.
The proof that Euler diagrams of order are as expressive as spider diagrams
of order is an extension of the work in Delaney et al. (2010). However, the
presentation in this thesis has been revised and updated. There were other results
included in that paper, but they were omitted from this thesis to concentrate on
extended Euler diagrams of order. I decided to concentrate on Euler diagrams
of order as, considering them alone, gives a starker insight into the power of
adding the product operator to a diagrammatic logic. The other results in that
paper, though interesting, distracted from this point. Moreover, the work on
Euler diagrams of order was derived entirely from my own insight (as were most,
but not all, of the results in Delaney et al. (2010)).
In summary, I devised the research questions answered in this thesis. I per-
formed all of the technical work and benefited greatly from the combined experi-
ence of my research supervisors when structuring proofs.
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Appendix B
Implementation of Reasoning
Rules
{-# LANGUAGE TypeSynonymInstances #-}
-*- mode: haskell; c-basic-offset: 2; tab-width: 2; indent-tabs-mode: nil -*-
module Unitary (Contour, ContourSet, Zone (zin, zout), mkZone, ZoneSet,
Foot (..), FootSet, Spider (..), SI (..), SISet, AlphaSI (..),
toSSet, toSISet, Unitary, Alpha, mkUnitary, mkAlpha, U (..),
unitaryToAlpha, UnitaryAndZone2 (..), powersetS, listAllZones,
UnitaryAndElem (..), UnitaryAndElem2 (..), allContours,
allContoursS) where
import qualified Data.Set as Set
import Data.Set (Set)
import qualified Data.Bits as Bits
import Data.Bits (Bits)
import qualified Data.List as List
import System.Random
import Data.Word (Word)
import Data.List (nub, subsequences)
import Data.Maybe
import Control.Monad (liftM, liftM2, mapM)
import Debug.Trace
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import Test.QuickCheck
import Test.Framework (defaultMain, testGroup)
import Test.Framework.Providers.QuickCheck2 (testProperty)
First, define an appropriate data structure for a spider diagram of order. This
follows the same structure as the previously presented Backus-Naur grammar.
This collection of data constructors and type synonyms form a domain specific
language in which we may discuss Contours and ContourSets, rather than the
underlying types provided by the programming language.
type Contour = String
type ContourSet = Set Contour
data Zone = Zone { zin :: ContourSet
, zout:: ContourSet} deriving (Show, Eq, Ord)
mkZone :: ContourSet → ContourSet → Zone
mkZone ins outs | (Set.intersection ins outs) == Set.empty = Zone ins outs
mkZone _ _ = error "Incorrect␣Zone␣specification"
type ZoneSet = Set Zone
From definition 4.1.1, a spider foot is an element of the set (Z+ ∪ {•}) × Z.
We use Nothing as • and Just i as rank i. By deriving the type class Ord
it is the case that Nothing<Just x for all integers x. Although syntactically
similar, the Ord typeclass does not encode the < relation over feet as defined in
definition 4.1.1.
data Foot = Foot { rank :: Maybe Int
, habitat:: Zone} deriving (Show, Eq, Ord)
type FootSet = Set Foot
From definition 4.1.1, a spider is and element of the set Z+ × (PF − {{}})
data Spider = Spider { scount :: Int
, sfeet :: FootSet} deriving (Show, Eq, Ord)
We distinguish between a spider and an α-spider as some of our rules require
α-diagrams as a precondition.
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type SSet = Set Spider
data SI = SI { count :: Int
, feet :: FootSet} deriving (Show, Eq, Ord)
data AlphaSI = AlphaSI { alphaCount :: Int
, alphaFoot :: Foot } deriving (Show, Eq, Ord)
type SISet = Set SI
flattenSet :: (Ord a) ⇒ Set (Set a) → Set a
flattenSet = Set.fold Set.union Set.empty
toSSet :: SISet → SSet
toSSet sis = flattenSet (Set.map mkSs sis)
where
mkSs (SI n p) = Set.fromList (map (\x→Spider x p) [1..n])
toSISet :: SSet → SISet
toSISet ss = Set.map mkSIs ss
where
mkSIs (Spider n p) =
SI (Set.size (Set.filter (\x → p == (sfeet x)) ss)) p
instance (Ord a, Arbitrary a) ⇒ Arbitrary (Set a) where
arbitrary = do
es ← listOf arbitrary
return (Set.fromList es)
We define both unitary diagrams and unitary α-diagrams.
data U a = U { contours :: Set Contour
, zones :: Set Zone
, shaded :: Set Zone
, sids :: Set a}
| Bot deriving (Show, Eq, Ord)
type Unitary = U SI
mkUnitary :: Set Contour → Set Zone → Set Zone → Set SI → Unitary
mkUnitary c z shz si = U c z shz si
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type Alpha = U AlphaSI
mkAlpha :: Set Contour → Set Zone → Set Zone → Set AlphaSI → Alpha
mkAlpha c z shz si = U c z shz si
Furthermore, we define a method for constructing a unitary α diagram from
an appropriate unitary diagram.
unitaryToAlpha :: Unitary → Alpha
unitaryToAlpha d = mkAlpha (contours d) (zones d) (shaded d) as
where
as = Set.map (\s → AlphaSI (count s) (Set.findMin (feet s))) (sids d)
mkFootSet :: ZoneSet → Gen FootSet
mkFootSet zones =
do
max ← choose (1, 10)
feet ← genListFeet max Set.empty zones
return feet
arbitrarySISet :: ZoneSet → Gen SISet
arbitrarySISet zones =
do
n ← choose (1, 10)
fss ← sequence (replicate n (mkFootSet zones))
ns ← listOf1 (choose (1, 10))
return (Set.fromList (zipWith SI ns (nub fss)))
randSubset :: Ord a ⇒ Set a → Gen (Set a)
randSubset xs = do
mask ← vectorOf (Set.size xs) arbitrary
return (Set.fromList [ e | (e,True) ← zip (Set.toList xs) mask ])
-- | Given C(d) and a set of contours, construct the corresponding Zone
listAllZones :: ContourSet → ContourSet → Zone
listAllZones cs inZones = mkZone inZones (cs ‘Set.difference‘ inZones)
powerset :: [a] → [[a]]
powerset [] = [[]]
powerset (x:xs) = powerset xs ++ map (x:) (powerset xs)
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powersetS :: Ord a ⇒ Set a → Set (Set a)
powersetS xs = Set.fromList (map (Set.fromList) (powerset (Set.toList xs)))
instance Arbitrary Unitary where
arbitrary =
do
-- ensure that c is never empty
c ← randSubset allContoursS
z ← randSubset (Set.map (listAllZones c) (powersetS c))
shz ← randSubset z
sids ← arbitrarySISet z
return $ mkUnitary c z shz sids
genListFeet :: Int → (Set Foot) → ZoneSet → Gen (Set Foot)
genListFeet _ _ zones | Set.null zones =
return Set.empty
genListFeet 0 feet _ =
return feet
genListFeet max feet zones =
do
z ← elements (Set.toList zones)
n ← elements (Nothing : map Just [0 .. Set.size zones - 1])
let foot = Foot n z
genListFeet (max-1) (Set.insert foot feet) zones
instance Arbitrary Alpha where
arbitrary = do
c ← randSubset allContoursS
z ← randSubset (Set.map (listAllZones c) (powersetS c))
shz ← randSubset z
sids ← genSids z
return $ mkAlpha c z shz sids
where
genSids z = do
msi ← choose (0, 9) -- up to 10 si’s
cnt ← listOf1 (choose (1, 5))
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feet ← genListFeet msi Set.empty z
let sis = Set.fromList (zipWith AlphaSI cnt (Set.toList feet))
return sis
Temporary data type for testing introduction of a missing zone.
arbitraryZone :: ZoneSet → Gen Zone
arbitraryZone = elements . Set.toList
data UnitaryAndZone2 = UnitaryAndZone2 Unitary Zone Zone deriving Show
instance Arbitrary UnitaryAndZone2 where
arbitrary = do
d ← arbitrary
let cs = contours d
zs = Set.map (listAllZones cs) (powersetS cs)
mzs = (zs ‘Set.difference‘ (zones d))
-- z1 and z2 are missing zones
z1 ← if (Set.null mzs) then
return (Zone Set.empty cs) -- Return something sane
else
arbitraryZone mzs
z2 ← if (Set.null mzs) then
return (mkZone Set.empty cs)
else
arbitraryZone mzs
return (UnitaryAndZone2 d z1 z2)
arbitrarySI :: Unitary → Gen (Maybe SI)
arbitrarySI d =
if Set.null (sids d) then
return Nothing
else
elements (map Just (Set.toList (sids d)))
data UnitaryAndElem =
UnitaryAndElem Unitary (Maybe SI) deriving Show
data UnitaryAndElem2 =
UnitaryAndElem2 Unitary (Maybe SI) (Maybe SI) deriving Show
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instance Arbitrary UnitaryAndElem where
arbitrary = do
d ← arbitrary
p ← arbitrarySI d
return (UnitaryAndElem d p)
instance Arbitrary UnitaryAndElem2 where
arbitrary = do
d ← arbitrary
p ← arbitrarySI d
p2 ← arbitrarySI d
return (UnitaryAndElem2 d p p2)
tests = []
allContours :: [Contour]
allContours = ["P","Q","R","W","X"]
allContoursS :: Set Contour
allContoursS = Set.fromList allContours
{-# LANGUAGE TypeSynonymInstances, DeriveFunctor #-}
-*- mode: haskell; c-basic-offset: 2; tab-width: 2; indent-tabs-mode: nil -*-
module Compound (Compound, AlphaCompound, D (..), applyToLeafIf) where
import qualified Data.Set as Set
import Data.Set (Set)
import qualified Data.Bits as Bits
import Data.Bits (Bits)
import qualified Data.List as List
import System.Random
import Data.Word (Word)
import Data.List (nub, subsequences)
import Data.Maybe
import Control.Monad (liftM, liftM2, mapM)
import Debug.Trace
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import Test.QuickCheck
import Test.Framework (defaultMain, testGroup)
import Test.Framework.Providers.QuickCheck2 (testProperty)
import Unitary
A compound diagram is a generic type, which is either has unitary leaves or
unitary α-diagram leaves.
data D u = And (D u) (D u)
| Or (D u) (D u)
| Product (D u) (D u)
| Not (D u)
| Leaf {diagram:: u} deriving (Show, Eq, Functor)
type Compound = D Unitary
type AlphaCompound = D Alpha
The following method is used to recursively apply reasoning rules to diagrams.
If the condition is fulfilled then the provided function is applied to the leaf node.
applyToLeafIf :: ((D a) → Bool) → ((D a) → (D a)) → D a → D a
applyToLeafIf c f (Leaf d) =
let d’ = Leaf d in if (c d’) then applyToLeafIf c f (f d’) else d’
applyToLeafIf c f (And d1 d2) =
And (applyToLeafIf c f d1) (applyToLeafIf c f d2)
applyToLeafIf c f (Or d1 d2) =
Or (applyToLeafIf c f d1) (applyToLeafIf c f d2)
applyToLeafIf c f (Product d1 d2) =
Product (applyToLeafIf c f d1) (applyToLeafIf c f d2)
applyToLeafIf c f (Not d) =
Not (applyToLeafIf c f d)
mkBinary :: (Compound → Compound → Compound) → Int → Gen Compound
mkBinary f depth =
liftM2 f (mkCompound depth’) (mkCompound depth’)
where
depth’ = depth -1
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mkNot :: Int → Gen Compound
mkNot depth =
liftM Not (mkCompound (depth-1))
mkAlphaBinary :: (AlphaCompound → AlphaCompound → AlphaCompound) → Int →
Gen AlphaCompound
mkAlphaBinary f depth =
liftM2 f (mkAlphaCompound depth’) (mkAlphaCompound depth’)
where
depth’ = depth -1
mkAlphaNot :: Int → Gen AlphaCompound
mkAlphaNot depth =
liftM Not (mkAlphaCompound (depth-1))
mkLeaf :: Gen Compound
mkLeaf = liftM Leaf (arbitrary :: Gen Unitary)
mkAlphaLeaf :: Gen AlphaCompound
mkAlphaLeaf = liftM Leaf (arbitrary :: Gen Alpha)
mkCompound :: Int → Gen Compound
mkCompound 0 = mkLeaf
mkCompound depth = oneof [mkLeaf,
mkBinary And depth,
mkBinary Or depth,
mkBinary Product depth,
mkNot depth]
mkAlphaCompound :: Int → Gen AlphaCompound
mkAlphaCompound 0 = mkAlphaLeaf
mkAlphaCompound depth = oneof [mkAlphaLeaf,
mkAlphaBinary And depth,
mkAlphaBinary Or depth,
mkAlphaBinary Product depth,
mkAlphaNot depth]
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instance Arbitrary Compound where
arbitrary = mkCompound =<< (choose (0,4))
instance Arbitrary AlphaCompound where
arbitrary = mkAlphaCompound =<< (choose (0,4))
{-# LANGUAGE TypeSynonymInstances #-}
-*- mode: haskell; c-basic-offset: 2; tab-width: 2; indent-tabs-mode: nil -*-
import Unitary
import Compound
import qualified Data.Set as Set
import Data.Set (Set, fromList, union)
import Data.Maybe (isJust, fromMaybe)
import Test.QuickCheck
import Test.Framework (defaultMain, testGroup)
import Test.Framework.Providers.QuickCheck2 (testProperty)
import Test.Framework.Providers.HUnit (testCase)
import Test.HUnit
Introduction of a Contour Label
We now define a function for each reasoning rule. In the following code we define
a function ruleIntroC which is an implementation of Rule 1 Introduction of a
Contour Label. We can observe from its type signature that it takes a Contour
label and a Unitary diagram and returns a new Unitary diagram. The Rule
of replacement, of which we need no implementation, allows us to substitute the
original Unitary diagram with the new syntactically equivalent Unitary dia-
gram. The functions flattenSet, splitZone, splitZoneset, splitFoot and
bifurateSpider factor out important operations for the purpose of readability.
flattenSet :: (Ord a) ⇒ Set (Set a) → Set a
flattenSet = Set.fold Set.union Set.empty
The splitZone function splits a Zone in two by introducing a new Contour
label.
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splitZone :: Contour → Zone → ZoneSet
splitZone l z = Set.fromList [ z { zin = Set.insert l (zin z) }
, z { zout = Set.insert l (zout z) } ]
Similarly splitZoneset splits each Zone in a ZoneSet in two.
splitZoneset :: Contour → ZoneSet → ZoneSet
splitZoneset l zs | Set.null zs = splitZone l (mkZone Set.empty Set.empty)
| otherwise = flattenSet (Set.map (splitZone l) zs)
If the habitat of a spider foot is expanded by introducing a contour label then
we need to add the new zones to the spider habitat:
splitFoot :: Contour → Foot → FootSet
splitFoot l f = Set.map (Foot (rank f)) (splitZone l (habitat f))
In bifurateSpider we extend all feet in each of the identified spiders into
the new zones created by introducing a contour into a diagram.
bifurateSpider:: Contour → SI → SI
bifurateSpider l si = SI (count si) fs
where
fs = flattenSet (Set.map (splitFoot l) (feet si))
The implementation of rule 1 introduction of a contour label is now straight-
forward:
ruleIntroC :: Contour → Unitary → Unitary
ruleIntroC l Bot = Bot
ruleIntroC l d =
mkUnitary (Set.insert l (contours d))
(splitZoneset l (zones d))
(splitZoneset l (shaded d))
(Set.map (bifurateSpider l) (sids d))
The function ruleIntroC is an implementation of rule 1. We now define a
function to apply the ruleIntroC to the leaves of a Compound diagram for each
Contour in a list of Contours. This allows us to add all contours in C to a
Compound diagram. In our implementation allContoursS is a Set of Contours
and is a representation of C.
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introC :: [Contour] → Compound → Compound
introC [] c = c
introC ls c =
applyToLeafIf
(\(Leaf d) → (allContoursS /= (contours d))) f c
where
f (Leaf d) = Leaf (ruleIntroC
(head (Set.toList (allContoursS
‘Set.difference‘ (contours d))))
d)
Introduction of a Missing Zone
Rule 2 Introduction of a Missing Zone is implemented in ruleIntroMz. We as-
sume the existence of a function powersetS :: Ord a => Set a -> Set (Set
a) which computes the powerset of a Set a. The full implementation of all helper
functions can be found in appendix B.
ruleIntroMz :: Zone → Unitary → Unitary
ruleIntroMz z Bot = Bot
ruleIntroMz z d =
mkUnitary (contours d)
(Set.insert z (zones d))
(Set.insert z (shaded d))
(sids d)
We provide an implementation of introMz which applies ruleIntroMz to each
element in the set of all zones.
introMz :: Compound → Compound
introMz c = fmap (\d’ → Set.fold ruleIntroMz d’ (allZones d’)) c
where
allZones d’ = (Set.map (listAllZones (contours d’))
$ powersetS (contours d’))
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Split Spiders
In order to implement rule 3 we require an implementation of the ⊕ and 	 oper-
ators. These are implemented in the functions addASpider and removeASpider
respectively. In this implementation of the rule we choose a specific two-way
partition of the FootSet. We simply choose the singleton set consisting of the
minimal element of the FootSet as one set in the partition, the other set in the
partition follows.
find :: FootSet → SISet → SISet
find f p = Set.filter (\x → f == (feet x)) p
removeASpider :: FootSet → Unitary → Unitary
removeASpider p d =
mkUnitary (contours d)
(zones d)
(shaded d)
(Set.union addable (Set.difference (sids d) removable))
where
removable = find p (sids d)
addable = Set.filter (\x → (count x) ≥1)
(Set.map (\x → (SI ((count x)-1) (feet x))) removable)
addASpider :: FootSet → Unitary → Unitary
addASpider p d = d {sids = sis}
where
ss = toSSet (sids d)
n = case (Set.minView (find p (sids d))) of
Nothing → 1
Just (e, s) → (count e) + 1
sis = toSISet (ss ‘Set.union‘ (Set.singleton (Spider n p)))
ruleSplitSpiders :: FootSet → Unitary → Compound
ruleSplitSpiders p Bot = (Leaf Bot)
ruleSplitSpiders p d = Or
(Leaf (addASpider p1 stripped_sis))
(Leaf (addASpider p2 stripped_sis))
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where
stripped_sis = removeASpider p d
(p1,p2) = Set.partition ((Set.findMin p)==) p
Again, we provide a generalisation of the split spiders rule, called splitSpiders,
which recursively applies ruleSplitSpider to the Unitary components of a
Compound diagram. The recursion terminates when findSplittableSpider can
no longer find a spider in a FootSet with two or more feet.
findSplitableSpider :: SISet → Maybe FootSet
findSplitableSpider sis =
case s of
Nothing → Nothing
Just (e, s’) → Just e
where
s = Set.minView
(Set.filter (\x→ (Set.size x) ≥2) (Set.map feet sis))
splitSpiders :: Compound → Compound
splitSpiders diagram =
applyToLeafIf (\(Leaf d’) →
isJust (findSplitableSpider (sids d’)))
(\(Leaf d’) →
let (Just p’) = findSplitableSpider (sids d’) in
ruleSplitSpiders p’ d’)
diagram
Separate Rank and Bounds
The implementation of rule 4 Separate Rank and Bounds follows.
extractRankedAlphaSpiders :: Set AlphaSI → Set AlphaSI
extractRankedAlphaSpiders sis =
Set.filter (isJust . rank . alphaFoot) sis
unrankAllSpiders :: Set AlphaSI → Set AlphaSI
unrankAllSpiders sis =
Set.map (\s→ AlphaSI
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(countEm (alphaFoot s))
(Foot Nothing (habitat $ alphaFoot s)))
sis
where
countEm f = Set.fold (+) 0
(Set.map (alphaCount)
(Set.filter (\s → (alphaFoot s) == f) sis))
Given a Unitary diagram there are two conditions under which it cannot be
separated into rank information and bounds information. These are that
• it contains only ranked spiders and no shading, or
• it contains no ranked spiders.
The following function separates order information from bounds information when
neither of the above conditions is satisfied.
ruleSeparateRankAndBounds :: Alpha → AlphaCompound
ruleSeparateRankAndBounds Bot = (Leaf Bot)
ruleSeparateRankAndBounds d =
if (extractRankedAlphaSpiders (sids d)== (sids d) && (shaded d)==Set.empty)
| | (extractRankedAlphaSpiders (sids d)== Set.empty)
then Leaf d
else And (Leaf d1) (Leaf d2)
where
d1 = mkAlpha (contours d)
(zones d)
Set.empty
(extractRankedAlphaSpiders (sids d))
d2 = mkAlpha (contours d)
(zones d)
(shaded d)
(unrankAllSpiders (sids d))
We now present a recursive algorithm to apply ruleSeparateRankAndBounds
to a Compound diagram.
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separateRankAndBounds :: AlphaCompound → AlphaCompound
separateRankAndBounds d =
applyToLeafIf
(\(Leaf d’) → not ((Leaf d’) == (ruleSeparateRankAndBounds d’)))
(\(Leaf d’) → ruleSeparateRankAndBounds d’)
d
Factor Lowest Spiders
The following implements Rule 5 Factor Lowest Spiders. The implementation uses
the helper function findLowestFactorable which returns the rank of factorable
spiders.
findLowestFactorable :: Set AlphaSI → Maybe Int
findLowestFactorable sis =
case (length ranks) of
0 → Nothing
1 → Nothing
_ → minimum ranks
where
ranks =
Set.toList (Set.filter
(\x → Nothing/=x)
(Set.map (rank . alphaFoot) sis))
The implentation factors a unitary α-diagram into a compound alpha diagram.
Where the unitary diagram contains no factorable spiders then it ruleFactorLowestSpiders
outputs it as the leaf of a compound diagram.
ruleFactorLowestSpiders :: Alpha → AlphaCompound
ruleFactorLowestSpiders Bot = (Leaf Bot)
ruleFactorLowestSpiders d =
case lowest of
Nothing → Leaf d
_ → Product (Leaf d1) (Leaf d2)
where
lowest = findLowestFactorable (sids d)
269
d1 = mkAlpha
(contours d)
(zones d)
(shaded d)
(Set.filter ((lowest ==) . rank . alphaFoot) (sids d))
d2 = mkAlpha
(contours d)
(zones d)
(shaded d)
((sids d) ‘Set.difference‘ (sids d1))
The implementation of factorLowestSpiders recursively applies
ruleFactorLowestSpiders to the leaves of a Compound diagram. The recur-
sion terminates when we can no-longer find a factorable spider in the Unitary
component.
factorLowestSpiders :: AlphaCompound → AlphaCompound
factorLowestSpiders d =
applyToLeafIf (\(Leaf d’) → isJust $ findLowestFactorable (sids d’))
(\(Leaf d’) → ruleFactorLowestSpiders d’)
d
Drop Spider Foot Rank
The implementation of rule 6 drop spider foot rank is straightforward in both the
Unitary and Compound case.
ruleDropSpiderFootRank :: Alpha → Alpha
ruleDropSpiderFootRank Bot = Bot
ruleDropSpiderFootRank d =
mkAlpha (contours d)
(zones d)
(shaded d)
(unrankAllSpiders $ sids d)
The value of deriving the Functor typeclass for AlphaCompound can be seen
in the succinctness of the implementation of dropSpiderFootRank.
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dropSpiderFootRank :: AlphaCompound → AlphaCompound
dropSpiderFootRank c = fmap ruleDropSpiderFootRank c
prop_one_rule_intro_c :: Unitary → Bool
prop_one_rule_intro_c d1 =
(((Set.size(contours d2)) == (Set.size(contours d1))+2)
where
d2 = ruleIntroC "Z" (ruleIntroC "Y" d1)
prop_sym_rule_intro_c :: Unitary → Bool
prop_sym_rule_intro_c d =
(ruleIntroC "Z" (ruleIntroC "Y" d))==(ruleIntroC "Y" (ruleIntroC "Z" d))
assertForLeaf :: (D a) → (a → Bool) → Bool
assertForLeaf (Leaf d) f = f d
assertForLeaf (And d1 d2) f = (assertForLeaf d1 f) && (assertForLeaf d2 f)
assertForLeaf (Or d1 d2) f = (assertForLeaf d1 f) && (assertForLeaf d2 f)
assertForLeaf (Product d1 d2) f = (assertForLeaf d1 f) && (assertForLeaf d2 f)
assertForLeaf (Not d) f = (assertForLeaf d f)
prop_intro_c :: Compound → Bool
prop_intro_c d =
assertForLeaf (introC allContours d) (\d’ → (Set.fromList allContours) ==
contours d’)
prop_sym_rule_intro_mz :: UnitaryAndZone2 → Bool
prop_sym_rule_intro_mz (UnitaryAndZone2 d z1 z2) =
ruleIntroMz z2 (ruleIntroMz z1 d) == ruleIntroMz z1 (ruleIntroMz z2 d)
prop_introMZToVenn :: Compound → Bool
prop_introMZToVenn d = let d’ = introMz d in
assertForLeaf d’ (\x → Set.size(zones x) == 2ˆ(Set.size (contours x)))
prop_removeASpider :: UnitaryAndElem → Bool
prop_removeASpider (UnitaryAndElem d s) =
case s of
Nothing → True
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Just s’ →
fooSize d s’ - 1 == fooSize d’ s’
where
d’ = removeASpider (feet s’) d
prop_addASpider :: UnitaryAndElem → Bool
prop_addASpider (UnitaryAndElem d s) =
case s of
Nothing → True
Just s’ → (fooSize d s’ + 1) == (fooSize d’ s’)
where
d’ = addASpider (feet s’) d
fooSize d s = sum . Set.toList . Set.map count . find (feet s) . sids $ d
prop_sym_removeASpider :: UnitaryAndElem2 → Bool
prop_sym_removeASpider (UnitaryAndElem2 _ Nothing _) = True
prop_sym_removeASpider (UnitaryAndElem2 _ _ Nothing) = True
prop_sym_removeASpider (UnitaryAndElem2 d (Just s1) (Just s2)) =
(removeASpider p2 (removeASpider p1 d))
== (removeASpider p1 (removeASpider p2 d))
where
p1 = feet s1
p2 = feet s2
prop_sym_addASpider :: UnitaryAndElem2 → Bool
prop_sym_addASpider (UnitaryAndElem2 _ Nothing _) = True
prop_sym_addASpider (UnitaryAndElem2 _ _ Nothing) = True
prop_sym_addASpider (UnitaryAndElem2 d (Just s1) (Just s2)) =
(addASpider p2 (addASpider p1 d)) == (addASpider p1 (addASpider p2 d))
where
p1 = feet s1
p2 = feet s2
prop_id_ar_a_spider :: UnitaryAndElem → Bool
prop_id_ar_a_spider (UnitaryAndElem _ Nothing) = True
prop_id_ar_a_spider (UnitaryAndElem d (Just s)) =
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(removeASpider p $ addASpider p d) == (addASpider p $ removeASpider p d)
where
p = feet s
prop_ruleSplitSpiders :: UnitaryAndElem → Bool
prop_ruleSplitSpiders (UnitaryAndElem _ Nothing) = True
prop_ruleSplitSpiders (UnitaryAndElem d (Just s)) =
(d == (mergeSpiders p d1)) && (d == (mergeSpiders p’ d2))
where
(Or (Leaf d1) (Leaf d2)) = ruleSplitSpiders (feet s) d
(p,p’) = Set.partition ((Set.findMin (feet s))==) (feet s)
mergeSpiders q e = addASpider (p ‘Set.union‘ p’) (removeASpider q e)
getLeaves :: Ord a ⇒ D a → Set a → Set a
getLeaves (Leaf d) ls = Set.insert d ls
getLeaves (And d1 d2) ls = (getLeaves d1 ls) ‘union‘ (getLeaves d2 ls)
getLeaves (Or d1 d2) ls = (getLeaves d1 ls) ‘union‘ (getLeaves d2 ls)
getLeaves (Product d1 d2) ls = (getLeaves d1 ls) ‘union‘ (getLeaves d2 ls)
getLeaves (Not d) ls = (getLeaves d ls)
prop_findSplitableSpider :: Compound → Bool
prop_findSplitableSpider c =
Set.fold (&&) True (Set.map (\x → case x of Nothing → True; Just x’ →
2 ≤ Set.size x’) ps)
where
ps = Set.map (findSplitableSpider . sids) (getLeaves c Set.empty)
newtype TinyInt = TinyInt Int deriving Show
instance Arbitrary TinyInt where
arbitrary = TinyInt ‘fmap‘ elements [1..10]
prop_idem_extract_unordered_spiders :: Alpha → TinyInt → TinyInt → Bool
prop_idem_extract_unordered_spiders d (TinyInt n1) (TinyInt n2) = sis ==
sis’
where
sis = (iterate (extractRankedAlphaSpiders ) (sids d) )!! n1
sis’ = (iterate (extractRankedAlphaSpiders ) (sids d) )!! n2
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prop_idem_unrankAllSpiders :: Alpha → TinyInt → TinyInt → Bool
prop_idem_unrankAllSpiders d (TinyInt n1) (TinyInt n2) = sis == sis’
where
sis = (iterate (unrankAllSpiders ) (sids d) )!! n1
sis’ = (iterate (unrankAllSpiders ) (sids d) )!! n2
prop_unrankAllSpiders :: Alpha → Bool
prop_unrankAllSpiders d =
(Set.empty == (Set.filter (\si → Nothing /= (rank $ alphaFoot si)) sis’))
where
sis’ = unrankAllSpiders (sids d)
tests = [
testGroup "Unitary␣Rules" [
testProperty
"Invariants␣for␣Rule␣Intro␣C"
prop_one_rule_intro_c
, testProperty
"Symmetry␣for␣Rule␣Intro␣C"
prop_sym_rule_intro_c
, testProperty
"Recursive␣application␣of␣Rule␣Intro␣C"
prop_intro_c
, testProperty
"Symmetry␣for␣Rule␣MZ"
prop_sym_rule_intro_mz
, testProperty
"Recursive␣application␣of␣Rule␣MZ"
prop_introMZToVenn
],
testGroup "Compound␣Rules" [
testProperty
"Remove␣a␣spider␣for␣Rule␣split␣spiders"
prop_removeASpider
, testProperty
"Add␣a␣spider␣for␣Rule␣split␣spiders"
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prop_addASpider
, testProperty
"Symmetry␣of␣Remove␣a␣spider"
prop_sym_removeASpider
, testProperty
"Symmetry␣of␣Add␣a␣spider"
prop_sym_addASpider
, testProperty
"Add/Remove␣a␣spider␣identity"
prop_id_ar_a_spider
, testProperty
"Rule␣Split␣Spiders"
prop_ruleSplitSpiders
, testProperty
"Find␣splittable␣spider␣"
prop_findSplitableSpider
, testProperty
"Unorder␣spiders␣in␣an␣Alpha"
prop_unrankAllSpiders
]
]
genDiagram :: Compound
genDiagram = Leaf (mkUnitary (Set.fromList ["P", "Q", "R","W","X"])
(Set.fromList [p, notp]) Set.empty (Set.fromList [s1, s2]))
where
p = mkZone (Set.singleton "P") (Set.empty)
notp = mkZone (Set.empty) (Set.singleton "P")
h = Set.fromList [Foot (Just 1) p,
Foot Nothing notp,
Foot Nothing p,
Foot (Just 2) notp]
s1 = SI 2 h
s2 = SI 1 (Set.fromList [Foot (Just 2) p])
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In the next subsection we introduce the entry point to our program, called
main. This mainline is responsible for correctly sequencing the application of our
reasoning rules to an arbitrary spider diagram of order. It outputs the resulting
spider diagram of order in normal form to the standard output.
Mainline
We assume the existence of functions genDiagram :: Compound and allContours
:: [Contour] where genDiagram returns an arbitrary Compound diagram and
allContours is the list representation of allContoursS i.e. C. The variable
names in the code are in one-to-one correspondence with the algorithm steps
presented in figure 4.7, for example, dAlpha corresponds to Dα.
main :: IO()
main =
print dBullet
where
dC = introC allContours genDiagram
dZ = introMz dC
dAlpha = fmap unitaryToAlpha (splitSpiders dZ)
dBullet = dropSpiderFootRank
$ factorLowestSpiders
$ separateRankAndBounds dAlpha
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