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Abstract
We generalize the approach of [1] for the case of the Hopfield neural network in the
recall stage on a triangular lattice with isotropic weights. It appears that some properties
of this model, in particular the probability of passing a trajectory in time dynamics, obeys
the Gibbs distribution with a partition function having a vertex realization. Moreover the
corresponding weight matrix satisfies the TTE - some deformation of the Zamolodchikov
tetrahedron equation, the latter playing the role analogous to the Yang-Baxter equation
in 3-dimensional statistical models.
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1 Introduction
Models of artificial and natural neural networks for a long time have been shown to be
related to the integrable models in lattice statistical physics. The main emphasis of this
work is on some new kind of relation between the Ising model and the Hopfield model of
associative memory.
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1.1 Hopfield model
The Hopfield network [2] is one of the fundamental models of content-addressable asso-
ciative memory system. This model have demonstrated some very interesting collective
properties of the neural network behavior and is used in artificial neural networks as
like as in neurophysiology [3] in research of memory capacities, memory retrieval process,
short-term plasticity, working memory properties and many other questions. The model is
represented by the complete graph with N vertexes (neurons) with a connectivity matrix
Wij characterizing the conductivity of the synapse between i-th and j-th neurons. At
each time the system is characterized by its neurons states {xi}, i = 1, . . . , N xi = ±1.
Our interest is focused on the network which undergoes the synchronous evolution in
discrete time. In the deterministic version the state of i-th neuron at the next step x′i is
determined by the formula:
x′i =

1 if
∑
jWijxj > ti
−1 if ∑jWijxj < ti
xi else.
(1)
We principally deal with the probabilistic Hopfield model in which the transition is per-
formed with the probability specified by the Fermi sigmoid function
P (x′, x) =
∏
i
(1 + e−βx
′
i(
∑
jWijxj−ti))−1.
For the threshold level ti = 0 this expression can be rewritten as
P (x′, x) = e−
β
2
∑
ijWijx
′
ixj/
∑
x′′
e−
β
2
∑
ijWijx
′′
i xj .
The similarity of such an expression with the partition function of the Ising model was
remarked in [2]. We make this resemblance more formal in the next section.
We need to say some words about the learning rules. Following the Hebbian paradigm
the learning of the Hopfield network on the set of n patterns {1, . . . , n} is given by the
formula
Wij =
1
n
∑
k
ki 
k
j .
2
In what follows we start with the learned network with isotropic weight function. The
work of the network in the recall stage consists of iterative time dynamics defined by the
transformation probability (2). The principal question in this domain is the basins of
attraction for such a process.
The principal interplay of the Hopfield model and the Ising one is due to the energy
argument. It turns our that for the symmetric weight function the expression
E = −1
2
∑
i,j
Wijxixj −
∑
i
tixi
plays the role of the energy in the sense that in time dynamics it either lower or stays
the same. This observation allows to analyze the asymptotic behavior of the Hopfield
model. The stable points for the Hopfield time dynamics are hence the states of local
minimum energy for the Ising model on the same lattice. In this paper we explore another
relationship between two such models: the Hopfield model on a two-dimensional lattice
and the Ising model on the 3-dimensional lattice, making one of the spacial directions
relevant to the time evolution.
1.2 Time evolution and the Ising model
Let us consider the Hopfield model on the triangular lattice (figure 1) colored by 3 colors
in Z/3Z. The weights are nontrivial for neighbors with appropriate colors: for the neuron
with the color c we choose only such influencing neurons whose colors are (c− 1) mod 3.
This network is not symmetric despite the most traditional normalization.
- 0
- 1
- 2
Figure 1: Triangular lattice
This lattice corresponds to the projection of the cubic lattice to the plane i+j+k = 0.
The vertexes with different colors represent the planes i+ j+ k = c mod 3. The temporal
3
behavior of this lattice is equivalent to the 3 independent 3-dimensional cubic lattices.
We then consider the one of these 3 lattices.
The conditional probability that the model passes throw the states with free initial-
ization data is:
P =
b∏
i+j+k=a
e−βsijk(sijk−1+si−1jk+sij−1k)
ch(β(sijk−1 + si−1jk + sij−1k))
Lemma 1 Let σ2 be the second symmetric polynomial on 3 variables s1, s2 and s3 taking
values ±1. Then
ch(β(s1 + s2 + s3)) = ch
3β + sh2βchβσ2. (2)
Demonstration is straightforward.
Moreover we have:
eγσ2 = (ch3γ + sh3γ) + (ch2γshγ + chγsh2γ)σ2. (3)
Expressions (2) and (3) turn out to be proportional if
th2β = thγ/(1− thγ + th2γ) (4)
With γ solving the equation (4) the conditional probability for the Hopfield model is
identical to the Gibbs distribution for the anisotropic Ising model on cubic lattice with
additional diagonals with specially chosen anisotropy parameters and with border terms
P (s) =
1
Z
∏
i,j,k
e−βsijk(si−1jk+sij−1k+sijk−1)−γ(si−1jksij−1k+sij−1ksijk−1+sijk−1si−1jk).
The main problems stated in the Hopfield theory are related with stationary points
of this dynamics and with correlations. For example the correlation length in the Ising
model and its particular dependence on both parameters β and λ is related with such
questions as cluster dimension and time evolution.
1.3 3D Ising model and TTE
Let us remind the main steps of the construction of [1].
Dual lattice The isotropic Ising model is described by the Hamiltonian
H(σ) =
∑
d(i,j)=1
σiσj
where i ∈ Λ is a periodic 3d lattice, σi is the spin variable associated to the i-th vertex.
d(i, j) is the standard (Manhattan) metric on the cubic lattice. The partition function is
defined by the Gibbs rule:
Z(t) =
∑
(σ)
exp(tH(σ)) (5)
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Figure 2: Ising model lattice
where the sum is taken over the space of all spin configurations.
To work with the dual lattice we introduce the variables sij = σiσj on edges and
associate the space C2 to each edge of Λ. Then we consider the dual lattice Λ∗ those
vertices are 3-cubes of Λ, the edges of Λ∗ are 2-faces of Λ. We associate a vector space
Vf = (C2)⊗4 ' C16 to each edge of the dual lattice Λ∗.
Recursion on the moduli of solutions for the n-simplex equation In [5]
we define a moduli space Sn(X) of solutions for the set theoretical n-simplex equation in
correspondences with the underlying set X. In [1] we constructed a recursion
τ : Sn(X)→ Sn+1(X2n)
assigning a set of colors of 1-edges of a 2-face to this 2-face. We then applied such a
recursion to the solution for the Yang-Baxter equation given by the matrix
RM =

1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1
 . (6)
Remark 1 This matrix encodes the conditions on edge-spins for the Ising model.
Then τ(R) produces an auxiliary weight matrix W0 for the 3D Ising model.
Counting edges of the 3-cubes First let us make some remarks on the notations
in hypercube combinatorics. The n-cube subfaces are denoted by sequences (a1, . . . , an)
where ai are either 1 or 0 or ∗. The number of stars is the dimension of a subface. Then
define a sequence
ζ = (0, 1, . . . , ).
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Definition 1 An (n− 1)-subface of an n-face is called incoming if the i-th ∗ is replaced
by ζi, otherwise it is called outgoing.
Remark 2 We also introduce a lexicographic order on subfaces. For example the standard
2-cube has 4-edges, 2 incoming and 2 outgoing, we denoted their orders in the second line
of the table.
0* *1 1* *0
i1 i2 o1 o2
We then choose a cocycle on 3-cube colorings determined by the following choice of 3
edges on each 3-cube of a 4-cube given by the tables
Table 1: Left side of the TE
0*** *1** **0* ***1
01*0 011* 0*00 00*1
000* *100 110* *111
0*11 11*1 *001 1*01
Table 2: Right side of the TE
***0 **1* *0** 1***
1*00 0*10 001* 100*
00*0 111* *000 1*11
*110 *011 10*1 11*0
The picture 3 illustrates the table 1. The picture 4 visualizes the same subset taking
in mind the genus 1 embedding of the 4-cube.
Remark 3 The essential property of the subgraphs defined by tables 1 and 2 is that they
are exchanged by the indexes transformation 1↔ 4, 2↔ 3.
Twisted tetrahedron equation The chosen subgraphs properties can be encoded
by the weight matrix W (i, j, k) = W0 × exp(t
∑6
u=1 σϕ(u)) where the choice of edges is
given by the tables above. We demonstrated in [1] the following
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Figure 3: Chosen subgraph in the 4-cube
Figure 4: Torus embedding
Lemma 2 The matrix W (i, j+ 1, k+ 2) gives a weight matrix for the 3D Ising model for
each choice of parameters i, j and k. This means that the partition function Z(t) can be
obtained as a product
Z(t) =
∏
(α,β,γ)∈Λ∗
Wαβγ(i, j, k) (7)
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over the dual lattice Λ∗.
Theorem 1 The weight matrix W (i, j, k) satisfies the equation
WA653(1, 2, 3)W
A
642(1, 2, 4)W
A
541(1, 3, 4)W
A
321(2, 3, 4)
= W356(2, 3, 4)W246(1, 3, 4)W145(1, 2, 4)W123(1, 2, 3) (8)
where the upper index A means the conjugation with a linear operator A in each tensor
component symbolizing the basis change in Vf exchanging the 1-edges of a 2-face as follows
i1 ↔ o2, i2 ↔ o1.
Remark 4 We call the equation 8 the twisted tetrahedron equation. The importance
of the result of theorem 1 is that the equation 8 is closely resembles the Zamolodchikov
tetrahedron equation [6] by the following transformation:
P16P25W
A
123(1, 2, 3)W
A
145(1, 2, 4)W
A
246(1, 3, 4)W
A
356(2, 3, 4)P16P25
= W356(2, 3, 4)W246(1, 3, 4)W145(1, 2, 4)W123(1, 2, 3).
where Pij are just transpositions in the pair of i-th and j-th spaces.
The Zamolodchikov tetrahedron equation manifests the integrable properties of the 3D
statistical model in virtue of the main result of [7]. This results is aimed to construct a
commutative family including the transfermatrix of the model further targeting in appli-
cation of the Bethe ansatz technique in an analogous way to the 2-dimensional integrable
statistical models [8].
2 Hopfield vertex model
2.1 Diagonal combinatorics
We reproduce the scheme of [1] in the context of the Ising model on the lattice of figure
2. Let us attach a spin variable to each diagonal by the same rule as for the edge-spins -
by the product of the vertex-spins in its ends.
Lemma 3 For each 2-face of a 3-cube the value of the diagonal spin is related with the
edge-spins by the formula
s = si1 × so2 = si2 × so1 .
The demonstration is via the figure 5.
The choice of the diagonals on the left and right hand sides of the tetrahedron equation
are given by the figures 6 and 7.
On both figures we singled out the chosen diagonals. We should comment the meaning
of these figures. The 3-cubes of the 4-cube are realized as the horizontal and vertical
bands. They are marked by the appropriate codes. We denoted the diagonals which are
not embedded into the torus by curved blue lines. We need also to note that some of
curved lines and embedded diagonals are taken twice.
Lemma 4 The chosen diagonals on the left and right hand sides are exchanged by the
indexes transformation 1↔ 4, 2↔ 3.
The demonstration is straightforward.
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011
0*1 (i1)
*01(o2)
00*(i1)
*00(o2) 
1*0(o2)
11*
10*
*11
*10
10*(i1)
111
110
100
000
001
101
010
Figure 5: Diagonal choice
1010 1011 1111 1110 1010
1000 1001 1101 1100 1000
0000 0001 0101 0100 0000
0010 0011 0111 0110 0010
1010 1011 1111 1110 1010
***1 *1**
**0*
0***
Figure 6: Diagonals on LHS
2.2 TTE
Definition 2 Let us define the weight matrix Wh(i, j, k) which is constructed with a help
of the 3D Ising model weight matrix W (i, j, k) as follows
Wh(i, j, k) = W (i, j, k)× exp(γ
∑
f
σi1σo2). (9)
Here the sum is over 2-faces of a 3-cube, and the spins variables correspond to the edges
of a 2-face.
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1010 1011 1111 1110 1010
1000 1001 1101 1100 1000
0000 0001 0101 0100 0000
0010 0011 0111 0110 0010
1010 1011 1111 1110 1010
*0** ***0
1***
**1*
Figure 7: Diagonals on RHS
Theorem 2 The weight matrix Wh(i, j, k) satisfies the twisted tetrahedron equation
WA653(1, 2, 3)W
A
642(1, 2, 4)W
A
541(1, 3, 4)W
A
321(2, 3, 4)
= W356(2, 3, 4)W246(1, 3, 4)W145(1, 2, 4)W123(1, 2, 3). (10)
where the upper index A has the same meaning as in theorem 1.
The proof reproduces the proof of theorem 1 of [1]. It ensues the same observation that
the configuration of chosen graph on the left hand side transforms to the graph on the
right hand side by the index transformation 1 ↔ 4, 2 ↔ 3 which can be encoded by the
specified matrix notations.
2.3 Conclusion
Our main hope concerns the possibility of the Bethe ansatz method application to the
description of the critical behavior of the Hopfield neural network. This could be fruitful
in such a technique as the simulated annealing in neural networks [9].
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