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ABSTRACT. Many time processes are composed by several simple functions. A 
moment of a change of one function in another is frequently unknown or known 
only approximatively. There are several algorithms for the identification of change 
points. Sometimes not only their position but also the variance in a determination 
of their position is important. Similar problem occurs when an isobestic point 
must be determined. At this point several regression functions must cross. In 
general it is rather difficult problem, however in some situation a solution is 
relatively simple. Some comments to the solution are given in the paper. 
Introduction 
Models of many time processes are composed by several simple functions. 
Moments T x , . . . , Ts, where one function is changed into another is sometimes 
known, e.g. when splines are used, sometimes unknown. 
A typical situation where change points are given in advance can be described 
as follows. 
Let an unknown function /(•) be characterized by a set of time points tx < 
• • • < tn, and by a set of values y{ = f(t{), i = 1,..., n. Let the interval [tx, tn] 
be divided into 5 - 1 ( < n) subintervals [T^T^, [T2,T3),..., [T3_x,T3] and we 
want to approximate the time course of the function /(•) by 5 — 1 polynomials 
Hl) = Piti + ^ > 2 ' + Pi^
2 + /V*3 o n t h e i n t e r v a l [T., T i + 1 ), i = 1,..., s - 1. 
An approximation must be made in such a way that <t>i{Ti+1) = 0 i + 1 ( T i + 1 ) , 
i = 1,...,5 - 1, and also </>-(Ti+1) = # + 1 ( T . + 1 ) , i = 1, . . . , * - 1 (' denotes 
the derivative). The problem is to determine in some sense optimal values of the 
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parameters (3{-, i = 1,..., s - 1, j = 1,..., 4 . No problem of determination of 
the values T 1 ? . . . , Ts occurs here. 
Quite different situation occurs when a sequence of day's temperatures (mea-
sured with some errors) TX , . . . , r n are given in the course of the last hundred 
years and the problem is to determine the moment T where the increasing ten-
dency arises (very actual problem at present times), i.e to determine a change 
point of this sequence. 
There are several algorithms which enable us to identify the moment T in 
the last example, or the moments T 1 5 . . . ,TS in general (cf. [1]; here a large list 
of references on the change point problem is given). 
Similar problems occur in chemistry when so called isobestic points ([3]) must 
be determined. 
Let at known points x i l , . . . , x i , i = 1 , . . . , s, on the real line the values 
/ ; (#; jiPj), j — 1, • • •, n{, and i = 1 , . . . , s, be measured. An analytical form of 
the function /;(-, ••) is assumed to be known but a k{-dimensional parameter /3{, 
i = 1 , . . . , 5, is unknown. Results of the measurement of the values fi(xi ., (3^ 
are given by a set {y. . : j = 1 , . . . , n{, i = 1 , . . . , s}. From a theory it is known 
that there exists a point (isobestic point) on the real line, where the equalities 
/ ^ T , ^ ) = /2(T,/32) = ••• = f8(T,(33) must be satisfied. The problem is to 
estimate, except the parameters (3{, i = 1 , . . . , s, also the value T on the basis 
of the set y{ •, / = 1 , . . . , n{, and i = 1 , . . . , s, and to characterize an accuracy 
of the estimation. 
Change point algorithms are focused on a determination of the position of 
a change point and a little less attention is given to a characterization of its 
accuracy. In some cases a knowledge on a regression models on the left hand 
and right hand sides of the change point can be used for a relatively adequate 
evaluation of the accuracy. In this case a determination of an accuracy of a 
change point and an isobestic point is a similar problem. A difference is that 
in the case of an isobestic point the regression function is estimated on both 
sides of the isobestic point, however, in the case of a change point a regression 
function can be estimated on one side of it only. 
There are two typical situations here. In the first one, the change point is 
characterized by one condition only (e.g. at this point a polynomial of the second 
order is changed into a linear line), in the other case, there are several conditions 
(e.g. at the point also a derivative from the left must be the same as the derivative 
from the right). Solutions are different in different situations. 
The aim of the paper is to make some comments to a problem how to char-
acterize statistical properties of estimators of a position of mentioned points in 
some simple situations. The types of the regression models are assumed to be 
known. 
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1. Notation and auxiliary statements 
Let Y ~ Nn(f((31), £ ) , i.e. the n-dimensional observation vector Y is nor-
mally distributed, its mean value is E(Y) = f((3), f(-) is a known function 
however the kx -dimensional vector parameter (3X is unknown and £ is the co-
variance matrix of the vector Y. It is either known, or its form is £ = o2\l, 
where the n x n matrix V is positive definite and known and the parameter 
o2 G (0, co) is unknown. Also a situation £ = o\Vx + cr'%)l2 may occur. 
Let the parameter (31 satisfy the q conditions h(f31,/32) = 0. Here (32 is 
fc2 -dimensional vector parameter which is also unknown. As an example let us 
consider a measurement of the values f(x,Px,/32) = /3X exp(—(32x) at points 
xx < • • • < xn and a measurement of the values g(x,(3s,/34) = /33 + (34t at 
points x n i + 1 < • • • < £ n i + n 2 , where xni < -Eni+1. Somewhere between xni and 
x +i there is located a point T with the property f(T,(3v{32) = g(T,/3s,/34). 
Let the measurement of the values f(x,(5vfi2) be realized with the variance o\ 
and the measurement of the values g(x, (33, /?4) be realized with the variance o\ 
and measurements are stochastically independent. Thus 
0 . = (A, &. flj>04)'. A. =T, 
f(^1)=[f(x1,P1,02),...,f(xni,P1,P2),g(xni+1,/33,/34),... 
•••,9(xni+n2,P3,P4)]', 
h(f3v(32) = exp(-0 2 r ) - (03 + 04T) = 0, 
2 / / ' . 0 \ , o /O , 0 
The linear version of the considered model is 
Y-'o~ Nn(**>s)' ho + HxA + H25 = 0 (1) 
(the model with the constraints of the type II), where f0 = f(/3li0), /31 0 is an 
approximative value of the vector /31, F is the matrix of the first derivatives at 
the point (31 0 of the function f (•), h0 = h(/3l 0, (32 0 ) , f320 is an approximative 
value of the parameter (32 (change point). The first derivatives at the point 
(3X 0 and /32o> respectively, of the vector function ft(v) with respect to /3X 
create the matrix Hx and the first derivatives at the same point of the vector 
function ft(-, ••) with respect to (32 create the matrix H2. Further A = /31 —/31 0 , 
6 = (32-(320. 
The quadratic version of the considered model is 




K(A) = (K 1 (A) , . . . ,« n (A) ) ' , 
/c.(A) = A'D iA, i = l , . . . , n , 
D, = a2L(u)/5uau'|u=/3i. 
An analogous meaning has the q-dimensional vector u)(A,S). 
The notation "" means the estimators neglecting the constraints and ~ 
means the estimator respecting the constraints. The BLUE (best linear unbiased 
estimator) A of the parameters A, in the model without constraints, means a 
linear estimator (linear vector function of the vector Y) with the following 
properties. It is unbiased, i.e. (VA E Rkl)(EA(A) = A) and 
(V A G V) (Vp E Rkl) (Var(p'A) < Var(p'A)) , 
where V is the class of all linear unbiased estimators of A in the model without 
constraints. 
Analogously for the BLUE A, in the model with constraints, it is valid 
V A G { ( A ) : H1A + H2(J + h = o } ) ( E A ( A ) = A ) 
and 
(V A G Vconstr) (Vp G R
fcl) (Var(p'A) < Var(p'A)) , 
where 2^constr is the class of all linear unbiased estimators of A in the model 
with constraints. 
The notations 5 and S have analogous meaning. 
LEMMA 1.1. Let in (1). hQ = 0 and the rank of the matrices F, Hx and H2 be 
r(F) = kx < ny r (H l 5 H2) = q < kx +k2 and r(H2) = k2<q, respectively. Let 
the matrix £ be positive definite. Then the BLUE of the vector (A', (5')' in (1) 
is 
A = (I - C^HiKHiC^Hi + H ^ ) - 1 - (HiC^Hi + H2H2)-
XH2 x 












P r o o f . See [4; p. 134]. • 
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COROLLARY 1.2. //, in Lemma 1.1, k2 = q, i.e. the matrix H2 is regular, 
then 
£ - ^ - H ^ ^ A . 
In this case the estimator of the vector parameter (31 is not influenced by the 
constraints. Thus the coordinate vector (32 of a change point (isobestic point) is 
given by a crossing of regression function only. If the matrix H2 is not regular, 
i.e. k2 < q, then the estimator of the vector A depends on the constraints. 
If r(Hx) = q, i.e. the matrix H1C~
1H,1 is regular, then 
A = (I - C^H^CHIC"1^)-1 - (HlC^Hi)-1^ x 
x [H^HiC^HD^Hj^H^HiC^HiJ-qHjÁ, 
^ - [ H ^ c ^ H i r ^ - ^ H i c - ^ r ^ Á . 
The assumption on the regularity of H1C~
1H1 is always satisfied in the 
further consideration. 
Remark 1.3. The vector h0 is assumed to be 0 in the following, since approx-
imate values /31)0 , /32,o of Ẑ i
 a1id /32 , respectively, should be chosen in such a 
way that h((310,(320) = 0. In the case of another choice the bias of the linear 
estimator would be larger (in detail cf. [4]). 
In the following, the model will be considered in the form 
W:)~Mft 0(-:)•(Vi))- (3) 
H I ( A 2 )
+ H ^ = 0 
(the linearized model) and in the form 
{ Y2 - C) ~
 Nn+m l U ' F2 J (A J
 + 2 WA2)) ' ( O/
1' X.2,j)(4) 
H I ( A 2 )
+ H 2 < 5 + ^ ( A 1 ' A 2 ^ ) = ° (5) 
(the quadratized form of the model). 
The notations 
- - ( Y . ^ --&)• --GO 
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will be used in the following. Here 5 = T — TQ, T is the actual coordinate of 
the change point and T0 is an approximate value. The symbol S means also a 
vector if several coordinates of change points are taken into account. The vector 
Yi is linked with the ith regression functions and analogously it is valid for F i , 
S M , A.,etc. 
2. A linear case 
In this section a simple situation characterized by the regular models 
^ i - ^ M i . S , , , ) - A e K * , y 2 ~N m (F 2 /3 2 J E 2 i 2 ) , f32eR
l, 
^=(yJ~!Vn+m(F/3,S), 
^ ( / a . ) ' F = ( o V F J ' E = ( S O ; 1 ' S ° 2 ) ' 
C l = F1S1~,1F1 > C 2 = F 2 S 2 ,2 F 2 > C = ( Q1 ' C J 
is considered. 
The coordinate T of a change point is given by an equality (h[ — Th2)/3 = 0, 
where hx and h2 are known vectors. If, for instance, {Yl}i = (3ll + j3x 2t{, 
i = l , . . . , n , and {Y2}. = /32 x + /32 2^-, j = 1, . . . ,ra, then /i( = (1,0,-1,0) 
and h_ = (0,1,0,-1). 
LEMMA 2.1. The (1 — a) -confidence interval for the value T is [A — B,A + B] 
(or its complement), where 




,Jxì(l-a)det(\f) [(h[ß,h'2ß)У~^ ( *jg) -xï(l-a) 
(Һ'2ßf-X\(l~a)v, 2,2 
v=(5)c-<^"te _) 
P r o o f . The well-known idea (cf. e.g. [6; p. 199]) is used here. Let ii1 = h[0, 
u2 = h'2/3. Since ux - Tu2 ~ Nx (o, (1, -T)V ( _ y ) ) , 
p{(«1-T«2)
2<(l,-T)v(_l,)X
2(l-a)} = l - a . 
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The random event I (u1 — Tu2) < (1, -T)\l ( _L J x\(1 —
 a) } c a n be rewrit-
ten in the form 
where 
(£:: £)=(Л)A**..-->-*Ï<I--)V. 
i.e. {-T2yl2 2 - 2T^41 2 T i n < 0} . Thus T must be covered by the random 
interval 
A1.2 _ ^ 1 , 2 - ^ 1 , 1 ^ 2 , 2 Aif2 , A / A i > 2 - A 1 , 1 A 2 , 2 
A2,2 A2,2 ' A2,2 A2,2 
with probability 1 — a. It can be easily verified that this interval is the interval 
from the statement of the lemma. • 
Another characterization of an accuracy in a determination of a change point 
can be given by the values of E(f) - T (here f = h[/3/(hf20)) and Var(_f). 
The first approximation of them, given by the Taylor series, is 
^ ) - r = r ( ( ^ - ^ ) ' 
Var̂ r) = r2 (_u_ -2^0 + j^j . 
Here /.JC -1/., = CTU, h[C-
lh2 = a12 = Q^altla22, h'2C~
xh2 = <r22. 
If further terms of the Taylor series is taken into account, then 
F(T) T = T( (T2'2 <Tl'2 l g 2 ' 2 ai,2a2,2 | 
1 ' \ iW)2 WW (W)4 W(W)3 ) ' 
Var2(f) = 
= Tal
 g l , l o g l ,2 . ^2,2 2 /tT2>2 y ^ / 2 , 2 \
2 
}(Ai{/?)2 h'^h'^ (h'2fi)^ (h2{3y\h'2{3
 e h[(3 ) 
+ 2(^1 ^hlJ]
2\ + ... 
\(h'/3F h[0h20j f
+ • 
2 < r i , i < 7 2 , 2 (
1 - Q2) 
wnm2 
A confrontation of the (1 — a)-confidence interval and interval \T— 
u(l - a/2)y/\^f), f + u(l - a/2)y/vaijf) ] , where u(l - a/2) is the 
(1 — a/2)-quantile of normal distribution 1V(0,1), is a relatively good check of 
a numerical calculation. 
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If Cf1 = <~fCj~i and C^1 = o^C-jJ and estimators <J\ ~ aiXn-k/(
n ~ k) 
and <r| ~ a2Xm-i/(m — I) a r e a ^ o u r disposal, then it is necessary to use the 
ideas given in [5] and [8] in order to determine the confidence interval. 
In the next section a criterion whether a nonlinear problem can be linearized 
is given. 
3. Measures of nonlinearity 
L E M M A 3.1. 
(i) Let H2 in (4) be regular. Then the bias of the estimator 5 of the parameter 
5 is 
E(l) - 8 = \H~1 [W(A., A2,8) - H 1 C -
1 F ' E - 1 K ( A 1 , A2)] . 
(ii) Let H 1 C
_ 1 H 1 be regular. Then the bias of the estimator 8 of the param­
eter 8 is 
E(8)-8 = 





1(a;(A,«5) - H . C ^ F ' E " ^ ^ ) ) . 
P r o o f . With respect to Corollary 1.2 
E(5) = - H ^ H j C ^ F ' E - ^ V " - f0) 
= - H - 1 H 1 C -
1 F ' E - 1 ( F A + | K ( A 1 , A 2 ) ) 
= H-1(H2«J + i W ( A 1 , A 2 , J ) - i H 1 C -
1 F ' S - 1 K ( A 1 , A 2 ) ) 
= 8+ i H j 1 [O,(A., A2,8) - H 1 C "
1 F ' E - 1 K ( A 1 , A 2 ) ] . 
Analogously the statement (ii) can be proved. • 
(H C — 1 H ' }"~1 
In the following, the symbol P H
 : 1} means the projection matrix 
on the subspace M(H2) in the norm given by the matrix (H1C""
1H/ 1)~
1 
(NI(H.C-iHi)-i = ^ ' ( H i C ^ H i J - i x ) , i.e. 
p ^ C - H ' , ) - = H J H ^ ^ C -
1 ^ ) - 1 ^ ] - 1 ^ ^ ^ - 1 ^ ) - 1 . 
DEFINITION 3.1. Let the matrix ^ E - 1 ^ in (4) be regular. Then the mea­
sure of nonlinearity for the parameter 5 is 
, . i Л/УÍH.C-ЧHD-ФÍÎ11""1"^"1^ , , 
Cү$ = sup Ш-l 1>Һ 1 : Д € R-X+*. Д'CД 
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where 
7 = O ; ( A 1 , A 2 , ( 5 ) ~ H 1 C " -
1 F ' S - 1 K ( A 1 , A 2 ) . 
THEOREM 3.1. Let in (4) the matrix H^-1^ be regular. Then 
where 
{ i H ^
1 [w(A1( A2,S) - H j C ^ F ' E '
1 / ^ , A2)] if H2 is regular, 
i f H ^ H j C ^ H ' J - ' H ^ - ' H ^ H ^ - 1 ^ , ) - ^ . / u r _ i u , • , 
x M A ^ - H ' c - W M A ) ] ^ H C ^ H i . r e ^ a r , 
Var(l) = [H 2 (H 1 C-
1 Hi)- 1 H 2 ]-
1 . 
(I/T is a one dimensional parameter, then a better formulation of the statement 
is |b |<e\/var(J).) 
Further, if T is a vector {k2 (> 1) change points are under consideration), 
then 
A'CA < 2e 
/о(par) (V h € K*
2) (|lVĎ| < £y/h'V&r(Š)h } . 






H l C"1 H i )"17. 
Then 
^ ( H . C - i H Q - V i " ^ - 1 " " - ^ ^ [ V a r ^ ( pa r ) 
.VCA ~ 2 A~CA - G / / - 5 
Thus the relationships 
2v /Ď'[Var(l)]_ 1/i < C ( ^ r ) A'CA < 2£ 
imply the first statement of the theorem. The other statement is a consequence 
of the Scheffe theorem ([7]). • 
Remark 3.1. Definition 3.1 follows an idea of B a t e s and W a t t s [2]. The 
statement of Theorem 2.1 is of a practical use if the (1 — a)-confidence ellipsoid 
for a sufficiently small value a is included into the linearization region {A : 
A'CA < 2e/Cjjg} given by Theorem 2.1. In this case, if e is sufficiently small, 
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the estimator 62 can be considered as an unbiased best estimators of a position 
of a change point. 
Remark 3.2. In the case H2 is not regular, A ^ A and thus, in Definition 3.1, 
a utilization of the denominator A'CA must be commented. If H2 is regular, 
then the Definition has a strict geometrical meaning. It characterizes a paramet-
ric curvature (in the B a t e s and W a t t s sense) of the model 
-HXA ~fei (H2S + ±{u;(A,6) - C ^ F ' S "
1 / * ^ ) ) , H j C " 1 ^ ) . 
However, in the case H2 is not regular (e.g. a change point must satisfy several 
conditions), A can vary in the linear manifold {A : A* -f .M(Var(A))} only; 
here A* is the actual value of the vector A. Since 
r ( V a x ( A ) ) = r ( ^ ^ 
^KM^^^C-^-^^-r^HiMnJ 
= k1-(q- k2) < kx , 
the strict geometrical meaning is lost. (The symbol MH2 means the projection 
matrix on the orthogonal complement of the subspace */Vi(H2), i.e. MH2 = 
I - PH ; the symbol M £ _ 1 H , M means I - P ^ - I M ' M •) However, from the 
viewpoint of practice it does not matter and the measure of nonlinearity in the 
sense of Definition 3.1 is still useful. 
4. Estimation of both crossing point coordinates 
Let the coordinate of the crossing point (isobestic point) be ( J — I ° * j , 
where T0 and rj0 are approximative values. There are m regression functions 
under consideration, i.e. Y{ — fiQ ~ _Vn. (^(/3J, S ^ ) , i = l , . . . , m . The linear 
version of the model is 
V - f o - N - . (FA,S), 
Y-f0 = ((Y1-fh0Y,...,(Ym-fmfiyy, A = (A'1 , . . . ,A'J ' , 
/ F , , 0, . . . , 0 \ / S X 1 , 0, . . . , 0 
U > 0. •••> fm) ' [ 0, 0, . . . , ' ' 2 . r o ' i m . 
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H1A + H 2 ( ^ = 0 > (6) 
h[, 0, . . . . 0 \ lhx, - 1 ' 
o, o, ..., h'J ' 2 \hm, -i, 
If 8l is to be determined only, then the constraints are of the form 
GjA + atfj-.O, (7) 
(h[, 
0, 
- f t 2 , 
л 2 , 
o, 
-h'3, 
. . . , 
. . . , 
0 
0 
\o, o, . . . , h' 
" m - ľ ->4 
g = (h1,-h2,...,hm_1-hm)'. 
LEMMA 4 . 1 . Let 
/-, - i , 0, . . . , 0, 0 
T = 0, 1, - 1 , 0, . . . , 0 
\0, 0, . . . , 0, 1, - 1 
US — (̂ 1? —h2, • • •, ^ m - i — hm)' T-= 0 ; then there exists a vector r G M
m such 
that R = f , J is regular, r ' l = 1 and r'(hx,..., hm)' = 0. 
P r o o f . The following statements are equivalent. 
(i) The vector g is not zero vector, 
(ii) The vector (h1,..., hm)' is not perpendicular to the subspace 
M(V) = {Vu: HER™" 1 } . 
(iii) There exists a vector r G Rm such that r ^ M(V) and at the same 
time r'(h1,...,hm)' = Q. 
Further r(H2) = 2 <£=-> (/ia,..., ftm)
; and 1 are linearly independent. Thus 
r can be chosen in such a way that r ' l = 1. • 
The assumption g ^ 0 is natural with respect to the solved problem. 
In the following, the notation A~ , w , will be used. Here A is an arbitrary 
matrix of the type m x n , W is an n x n p.d. matrix and G = A~ , w , satisfies 
the equalities AG A = A & WGA = A'G'W. The matrix G has the following 




THEOREM 4.1. The estimator Sx in the model with the constraints (6) is the 
same as the estimator Sx in the model with the constraints (7). 
P r o o f . In the case of (6) the best estimator of \s
l) based on Y is 
(^--[(Hi^C-HiJ'H^ 
and in the case (7) the best estimator of Sx is 
^l=-[(g-')- (GlC-iGi)]
,Gl--
Let R = ( , ) be such regular matrix that 
/ I , - i , 0, . . . , 0, 0 \ 
T = 0, 1, - 1 , 0, . . . , 0 
\0, 0, . . . , 0, 1, - l j 
r'(hvh2,...,hm)' = 0 and r ' l = 1. Obviously 
RHl = ( f






1 - Ivi'^c^HiY^, i'(wsrlw[)-li) 
x(^')(H 1C-
1H' 1)-






g', O\/A M , 3 1 I 2 V 7 * ' o' 
0, l)\a2A, a2>2) \0, 1, 
where 
X (S', OUAy, «1,2V7
 G l 
V o, iA-2, i . 02.2 1 V'''ni 
fAi,i' -»i,2 V ' - (
 G i C _ l G i - CiC^Hif V 1 
Va2,i. «2,2j ~ U '
H i C " l G i - '•'H1C-
1H'1f>/ 
_ /A1-1, a 1 ' 2 ^ 
"l-2-1, « 2 , 2 f 
д , 
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Here 
^ ' = 1̂,1 +^l,iai,2la2,2 — a 2, l^ ai,2j 32,1^1,1 ' 
= (G.C^Gi)-1 + (GjC^Gir^C^Hir * 
x [r'HjC^Hi -r'HiC^G'^GiC^Gir^iC^Hir]" 1 x 




+ ( G i C - ^ ' J - ^ ^ - ^ i r a ^ r ' H ^ ^ G ' ^ G ^ - ^ i ) - 1 , 
a1.2 = (a2.1), = -A1.1a l t a(a2 i 2)-
1
> 
a2'2 = (r'H1(Mc lCMG 1)
+Hir)"1-
Thus 
0 1 " _ ] Д a^g, a2-2 ) ) \ а 2 д , a2'2 J R H i Д 
Further 





















- g Ҷ G ^ G І Г ^ C ^ H І r a ^ V H j Á , 
B^-a^VH^C-^GІÍG^C-^GІГ^G^Â + a^VH^Â, 
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= -[^(G^C-^GІГVl-VЧG^C-^GІГ^G^Д = I,. 
o 
If the model is considered in the quadratized form, then an analogous criterion 
as in Section 3 can be used. Instead of quantity Sx quantity [ /) must be used. 
5. Example 




ŕ | 1 2 3 4 | 
1 Ш 0.5 1 1.5 2 1 
У 0.7 0.6 1.3 2.4 
1 ť 1 7 8 9 10 
I Ш) 2.33 1.67 1 0.33 
\ У 2.1 1.8 0.9 0.5 
In this case T = 6. Cf. also the following Figure 5.1. 
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5.695 6 
FIGURE 5.1. 
With respect to the Section 2, 
1 - a = 0.95, A = 6.183, B = 0.897, [A-B, A+B] = [5.286, 7.080] 
and 
T = - ßъ 
ßx-ßг 
= 5.695, E(T)-T = 0.007, y/vax^T) =0.43, 
Ť - \M\lw&xx(Ť), Ť + 1.96^/var^f) = [4.85, 6.54] 
( y Var2(T) is practically the same as y Var^T) ). 
Further (with respect to the Section 3) 
H1 = ( T 0 , - l , - T 0 ) = ( 6 , - l , - 6 ) , 
H2 = Wi,0 ~ P3,Q) = 0-5 - (-2/3) = 3.5/3, 
iu,(A 1,A 2,*) = ( A 1 - A 3 ) * . 
(For the sake of simplicity the approximate values are chosen as the actual ones.) 
Thus C(f{f = 0.116 and the ellipsoid A'CA < 2e/C{I
p
I^s
) (e = 0.5) has 
the semiaxes equal to A = 0.214, B = 0.033, C = 2.264. Since semiaxes 
of the 0.95-confidence ellipsoid A'CA < 7.81 ( = x!(0.95)) are a = 0.204, 
b = 0.032, c = 2.157, the linearization is possible, however, some caution is 
useful, since the confidence ellipsoid is almost so large as the linearization region. 
Nevertheless the values f = j i ^ - H ^ H - A = 6-0.283 = 5.717 and \JVar(<5) = 
A / [ H 2 ( H 1 C "
1 H / 1 ) ~
1 H 2 ] ~ = 0.43 are in a good agreement with the values f = 
5.695 and y/vax^T) =0.43. 
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