Abstract-Seismic noise cross correlation studies are of increasing importance in the seismological research community due to the ubiquity of noise sources and advances on how to use the seismic noise wave field for structural imaging and monitoring purposes. Stacks of noise cross correlations are now routinely used to extract empirical Green's functions between station pairs. In regional and global scale studies, mostly surface waves are extracted due to their dominance in seismic noise wave fields. Group arrival times measured from the timefrequency representation of frequency dispersive surface waves are further used in tomographic inversions to image seismic structure. Often, the group arrivals are not clearly identified or ambiguous depending on the signal and noise characteristics. Here, we present a procedure to robustly measure group velocities using the time-frequency domain phase-weighted stack (PWS) combined with data resampling and decision strategies. The time-frequency PWS improves signal extraction through incoherent signal attenuation during the stack of the noise cross correlations. Resampling strategies help to identify signals robust against data variations and to assess their errors. We have gathered these ingredients in an algorithm where the decision strategies and tuning parameters are reduced for semiautomated processing schemes. Our numerical and field data examples show a robust assignment of surface-wave group arrivals. The method is computational efficient thanks to an implementation based on pseudoanalytic frames of wavelets and enables processing large amounts of data.
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I. INTRODUCTION AND MOTIVATION

S
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E. their efficiency for imaging, many studies have focused on the measurement of surface-wave dispersion (see [3] - [11] ; among others). These measurements are usually obtained through a time-frequency representation (TFR) of the data based on the multiple filter technique (MFT) or the moving window analysis [3] . Surface waves have different phase and group velocities [2] , [7] , [12] . The phase velocity is the speed of each individual wave while the group velocity is the speed of the wave group. The group arrival time is thus related to the propagation of wave energy and, therefore, identified as an energy maximum. Its identification can be difficult due to the presence of other seismic waves through scattering, multipathing, wave type conversions, and other signals and noise.
Group and phase-dispersion studies have been conducted traditionally for earthquake or active source data (human generated sources as explosions, vibrators, weight drop, among others) [12] - [14] . Since the recent last decade [15] , [16] , the importance of ambient seismic noise imaging studies has been continuously growing in the seismological and geoscientific community (see [17] - [21] among many others), mainly, due to progress on how to use the ubiquitous noise wave fields for imaging purposes. The key difference between noise studies and their corresponding earthquake or active source studies lies in the data acquisition and procedures to extract signal waveforms, often followed by more traditional inversion approaches.
The signal extraction from noise is based on interferometric principles [22] , conventionally accomplished through crosscorrelating sequences of simultaneous noise recordings from two stations and subsequent stacking of the resulting cross correlations. If the noise wave field is sufficiently well balanced with respect to the propagation direction of the constituent waves, then empirical interstation Green's functions (EGFs) can be extracted from the noise as theoretically shown using different approaches [23] - [29] . For ambient noise studies, from local-to-global scales, these EGFs contain mainly surface waves due to their dominance over body waves in noise at the frequencies usually considered (<1 Hz) [30] - [33] . These surface waves can be understood as waves generated at one of the stations (virtual source) and recorded at the other station.
The primary goal of this contribution is to present a new strategy for a robust and semiautomated estimation of seismic group arrival times or group velocities. Our approach differs from other existing techniques, which essentially implement the MFT as described in [3] and [4] (as implemented in the Computer Programs in Seismology package of [11] and other packages), by including the stack of cross correlations to estimate group maxima robustly. Furthermore, incoherent noises are attenuated through their low phase coherence using the time-frequency phase-weighted stack (tf-PWS) [34] . In Section II, we present the main ingredients of this method, briefly outlining the underlying theory and how these ingredients are adapted and combined to measure group velocities. Then, the method is tested using theoretical and field data, illustrating the performance, benefits, and limitations.
II. MATERIAL AND METHODS Our main goal is the robust extraction of surface-wave group velocities from EGFs. The input of our approach is the ambient noise cross correlations before stacking and the ingredients of the method are outlined in the following.
A. Green's Function Retrieval
It has been shown in the different theoretical derivations [23] - [29] that EGFs can be extracted from stacks of seismic noise cross correlations. The cross correlations identify waves recorded by two stations. Ideally, in a system with equipartitioned waves, i.e., where wave energy is balanced as a function of travel direction, and in the presence of a significant number of waves, the noise cross correlations retain signals, which add constructively to the EGF. All other features (including the cross correlation cross terms [35] ) are attenuated or canceled out through destructive summation. In practice, the EGF for a pair of stations is computed by cutting the continuous noise recordings into many data sequences, which are then cross-correlated and stacked. Large amplitude signals, as from earthquakes or localized noise sources, usually deteriorate the EGF and may even inhibit an EGF retrieval [17] , [36] . Therefore, large data volumes are preprocessed to balance the amplitudes of the noise recordings in the time and frequency domain. Different strategies of amplitude normalization exist [17] . Note that amplitude balancing is not required for the phase cross correlation (PCC) [37] , as shown in [36] .
B. Analytic Signal and Phase Coherence
Reference [36] shows that the EGF retrieval can be improved using phase coherence based on analytical signal theory. In essence, the time series u(t) is transformed into the complex domain through computing their analytic signal
provides the envelope a(t) and the instantaneous phase (t). The usual implementation involves two Fourier Transforms:
, where FT and IFT stand for the forward and inverse Fourier transforms with u a (ω) = 2u(ω) for ω > 0, u a (ω) = u(ω) for ω = 0, and u a (ω) = 0 for ω < 0.
Phase coherence refers to signals with the same waveforms and, consequently, the same instantaneous phase (t). The phase coherence [38] is quantified through the summation of the envelope-normalized analytic signals
where the index j labels the J traces (here noise cross correlograms) used in the analysis. c(t) is a time-dependent coherence measure of the degree of constructive summation, which consists of real numbers that range from 0 to 1, where 1 means that all N signals are completely coherent at time t. The exponent ν tunes the sensitivity of the measure being ν = 2 an excellent default value. The analytic coherence measure c(t) is the weight of the time domain PWS strategy presented in [38] . It basically down weights signals that are less coherent, independently of their amplitudes. That is, the phase coherence weight c(t) is amplitude unbiased, which permits the detection of coherent weak-amplitude signals masked by other larger amplitude noise.
C. Time-Frequency Phase-Weighted Stacking
The phase coherence concept has been extended to the time-frequency domain to improve data adaptation [34] . For this purpose, the PWS method is working with the TFR of the data. The corresponding coherence weights c(t, f ) are, therefore, determined as a function of time and frequency to account for nonstationarities in time and frequency. In principle, any TFR, which provides analytic signals, can be used for the tf-PWS. The best results are expected using a multiresolution approach where the window length for timefrequency localization depends on frequency, as it is the case for the wavelet transform and S-transform (ST) [39] . The ST is a continuous wavelet transform written using the notation of a windowed Fourier transform [40] to employ the more physically intuitive concept of frequency in place of scale. If S j (τ, f ) is the TFR of the j th trace obtained using the ST, then the time-frequency phase coherence c(τ, f ) can be written as
The tf-PWS is then obtained through a matrix multiplication
where S ls (τ, f ) is the ST of the linear stack (LS) of all traces. Here, we use the wavelet transform to implement the timefrequency expansion [40] due to its much lower computational costs and redundancy, key elements also to improve the computational efficiency of the subsequent resampling strategy to find robust group arrivals. We perform a time-scale decomposition using discretized frames of wavelet to approximate the continuous wavelet transform (see [41] for a comparison between discrete and continuous wavelet transforms). For this task, we opt for the complex Morlet as mother wavelet, since it approximates an analytic wavelet with an optimal timefrequency resolution. This wavelet writes as a modulated Gaussian
centered at the frequency ω 0 . A standard choice of ω 0 = π(2/ ln 2) 1/2 makes the amplitude of the side lobes equal to half of the main lobe.
The continuous wavelet transform [42] of a signal x(t) is given by the inner products with a collection of wavelets
where τ is delay or lag-time and λ is scale. The collection of wavelets ψ τ,λ is a set of zero-mean energy-normalized functions generated through scaling and translation operations,
Therefore, the frequency resolution is proportional to 1/λ and the time resolution proportional to λ. Frames of wavelets allow us to sample the time-scale domain according to the actual time-frequency resolution, and thus implement the continuous wavelet transform efficiently and accurately, without losing freedom in the choice of the mother wavelet. We specifically discretize scale as λ = 2 j +v/V and delay as τ = 
D. Group Arrival Determination
The group arrival determination is performed on the TFR of EGFs, which are the stacked noise cross correlations. Seismological imaging studies need the group arrival times or group velocities (for surface waves) as a function of frequency. We, therefore, transform the time-scale domain PWS into a tf-PWS for the final analysis. The transformation can be performed by just employing an inverse wavelet transform and subsequent forward ST or more directly by employing [40, eq. (22) ]. To find the group arrivals, we identify amplitude (or energy) maxima as a function of frequency in the TFR. Ambiguous detections are common for problematic data or cross correlations with a small signal-to-noise ratio (SNR) at certain frequency bands. Different maxima can coexist due to multipathing, scattering, or the presences of other signals and noise. Some of them might be due to fortuitous or accidental summation. As shown later, we reduce signal identification ambiguities by selecting the maxima after a data resampling approach. A welcomed side benefit of this strategy is the robustness assessment of the measurements due to their variability with respect to changes in the database. At any moment, arrival time t ( f ) can be transformed to group velocities v g ( f ) = x/t ( f ) using the travel distance x, which equals the interstation distance of the cross correlations.
1) Random Sampling and Subset PWSs:
We employ repeatedly the simple random sampling (SRS) strategy [43] to draw N different sets of subsidiary noise cross correlation data bases for N successive tf-PWS analyzes. SRS is the most basic and unbiased sampling procedure. More sophisticated sampling procedures can be employed without any loss of generality. In our implementation, each cross correlation is subjected to an independent Bernoulli trial [44] , which determines whether a cross correlation becomes part in a subsidiary database. Each cross correlation has an equal probability of being included in a subset. The probability of success is the subset fraction p = K /J , where J is the total number of cross correlations (i.e., the population number of the entire database) and K the targeted total number of cross correlations in the drawn final subsets. Note that K should be large enough to guarantee signal extraction in the resulting EGFs.
We construct the different tf-PWS subsets while building the tf-PWS of the entire database, large gray box in the flow diagram of Fig. 1 , and LS and PS stand for linear stack and phase stack (2), respectively. All computations can be performed in the time-scale domain. Here, we compute the LSs in the time domain and use their TFR for computing the tf-PWS for each subset.
2) Robust Group Arrivals: We localize the amplitude maxima as a function of frequency in each tf-PWS subset starting from the lowest frequency within a predefined frequency band. The group velocity curve or ridge tracking starts at the lowest frequency and largest energy maximum and progressively goes to higher frequencies by finding the group velocity, which is closest to its previous measure. For each of the N tf-PWS subsets, we determine the group velocities of the four largest maxima within a predefined velocity window and store the value with the smallest velocity jump as a function of frequency. Anomalous velocity jumps are discarded and, in case of spectral holes and temporarily vanishing maxima, the last value is kept as long as the jump is not too large. We illustrate this procedure in Fig. 2(a) where black dots mark up to four energy maxima per frequency and bold dots mark the selected group velocity at each frequency.
The group velocity ridge is also followed for amplitudes below an amplitude threshold, but the corresponding velocities are only output to the subsequent statistics if the amplitudes are larger than the threshold. This is shown in Fig. 2(b) where the blue dots mark maxima with amplitudes smaller than a threshold. They help bridging weak energy zones but are likely less well constrained and are not kept for the statistics. This way, we propose for each of the N tf-PWS subsets an independent group velocity curve, which can be discontinuous at different frequencies.
Next, we compute the median group velocities as a function of frequency and count the number of successful detections within a small velocity window around the medium group velocity. Alternatively, we determine the amount of detected maxima, which cluster around the median. This last approach helps to improve data adaption, since the maxima detection density can adapt to frequency-dependent resolution. Both strategies are shown in Fig. 2(c) . The gray boxes mark the zones for counting the maxima and the red bars mark the median group velocities. If the number of detections is high enough, then the group velocity measure is considered to be robust against data variations and the corresponding final group velocity is measured on the TFR of the tf-PWS for the entire data set. This is shown in Fig. 2(d) . The red bars mark the median values and the black dots the nearest energy maxima in the TFR of the tf-PWS of the entire data set.
The robustness of the measurements is estimated from the data subset detection density and through the absolute median deviation of the maxima used to estimate the number of detections. Note that these values are not errors, and they only give confidence into a measure through repeated detection with respect to variations in the database.
3) Numerical Example: For this example, we use a linear chirp function u(t) = A 0 e −at 2 e −iω(t )t with ω(t) = ω 0 + bt to obtain a synthetic waveform, which is dispersed in frequency. Here, we use ω 0 = 2π0.04 Hz, a = 0.0001 s −2 , and b = 0.0008 s −2 . The corresponding group arrival time can be computed analytically to
, where φ(ω) is the phase spectrum of u(t), obtained after a Fourier transformation. Fig. 3(a) shows one out of 20 chirp functions contaminated by white noise. In Fig. 3(b) , we show the tf-PWS of 20 noise contaminated chirps (black curve), the chirp without any noise contamination (red curve), and the tf-PWS for a subsidiary data set of three traces (blue curve). For this example, we use N = 10 data subsets and an independent Bernoulli trial sampling probability of p = 0.1. The corresponding ten subsidiary data sets contain 1-7 traces with a mean and a median of 3.3 and 3 traces, respectively. Fig. 3(c) shows the amplitude S-spectrum of the tf-PWS of all 20 chirp functions [black curve in Fig. 3(b) ]. The amplitude spectrum is normalized to 1 and the color scale is shown to the right. The group arrival time has been transformed to group velocity assuming a propagation distance of 2640 km. The central white line is the extracted group velocity curve and the outer white lines mark the 5% amplitude decay from the group maximum. The TFR of the same data, but normalized to one per frequency is shown in Fig. 3(d) . This normalization is sometimes used to identify and track the group arrival also for small amplitude maxima. The black dots show the up to four largest amplitude maxima per frequency for all subsidiary data sets. Amplitude maxima are defined as maxima whenever there are no larger amplitudes for the previous and next two time samples. In consequence, this is the reason why at lower frequencies, no maxima have been found.
From these maxima, we keep those higher than a threshold amplitude, set at the 20% of the median amplitude in the TFR of each subset tf-PWS. We further limit the maximum velocity jump to a detected maximum at the nearest lower frequency to less than 0.2 km/s. Maxima, which satisfy these selection criteria, are plotted as black dots in Fig. 3(e) . The blue line marks the expected group velocity curve for all frequencies. Increasing, for instance, the permitted velocity jump from 0.2 to 2 km/s manifests in the existence of maxima at a broader group velocity band for frequencies larger than 0.1 Hz. This, however, does not change the final result. For these maxima, we estimate the median group velocity per frequency and count the number of maxima within a ±0.02 km/s window. The median group velocity and the number of maxima are shown in Fig. 3(f) , where 1 means 100% of possible detections, i.e., 10 in this example. Finally, we take the final group velocity measurement from the tf-PWS of all traces by choosing the maxima nearest to the median velocities with at least 70% of possible detections within a ±0.02 km/s window. The central white curve of Fig. 3(c) represents the result.
4) Phase Velocity Determination:
This publication focuses on the group velocity determination; nevertheless, we mention that the presented strategies can also be employed to measure phase velocities. For this purpose, one can adopt the strategy by [17] and [45] [their (11) and (7), respectively], who measure phase velocities based on the previously identified group arrivals. Note that the tf-PWS (3) does not alter the phases φ(t g , ω) , since the coherence weight c(τ, f ) is a positive real number. The tf-PWS may help identifying the group arrival through attenuation of incoherent signal summation, which translates to the phase velocity estimation.
III. FIELD DATA EXAMPLES
In this section, we show the group velocity extraction for two seismic station pairs: CAN-TAM and CLF-SCZ. The stations CAN (Canberra, Australia), TAM (Tamanrasset, Algeria), CLF (Chambon la Foret Observatory, France), and SCZ (Chualar Canyon, Santa Cruz, California, USA) are GEOSCOPE stations and their data can be freely downloaded (www.geoscope.ipgp.fr). The vertical components for one year of data were cut into 1-h overlapping, 4-h duration windows, and bandpass filtered (Butterworth, two poles) from 5-to 40-mHz frequency. PCC has been used to compute the cross correlations without any further preprocessing. Classical cross correlations could have been computed, although the correlation approach is not relevant to present the group velocity extraction. Fig. 4 shows the extraction of the dispersion curve for CAN-TAM. The interstation distance is 16.233 km (145.9°). A randomly selected PCC is shown in Fig. 4(a) . The tf-PWS and LS of all PCCs are shown as black and blue curves in Fig. 4(b) . The red curve is a randomly selected subset tf-PWS. For the group velocity extraction, we use a Bernoulli trial probability of p = 0.5, the number of subsets of N = 25, and 60% detection threshold meaning that more than 15 subsets should provide a velocity measure clustered around the median velocity of all subsets. Fig. 5(d) ], specially at frequencies higher than 0.01 Hz. Fig. 5(c) shows that the presented algorithm extracts a group velocity curve, which is equivalent to the one an analyst would have extracted. The absolute median deviations (black vertical bars) reflect the increased ambiguities at the higher frequencies. These ambiguities are also reflected in the decrease of signals clustered around the median [colored points in Fig. 5(f) ]. Using a Bernoulli trial probability of p = 0.6 and a 30% detection threshold yields the same dispersion with filled gaps and decreased absolute median deviations. The new probability p increases the number of traces in each tf-PWS subset, which decreases the detection variability and, consequently, the absolute median deviations. The absolute median deviations depend on the parameters, but used as a function of frequency they point to the robustest measurements. Furthermore, as long as the algorithm proposes a median group velocity closer to the correct group velocity maximum than to any other maximum, the correct velocity will be extracted from the tf-PWS of all data. This last step does not depend on the parameters of the algorithm. A fine tuning of parameters is to control the measurement of group velocities at frequencies with a more complex TFR due to the presence of other dominant signals. It permits to add or remove measurements for an optimum dispersion curve extraction. Furthermore, Fig. 5(g ) and (h) shows the TFR of the LS of all data in analogy to Fig. 5(c) and (d) . It can be seen that the TFR of the LS is much noisier than the TFR of the tf-PWS and yields to a wrong group velocity estimation. Fig. 6 shows the automatically extracted dispersion curves for 50 GEOSCOPE station pairs (black dots) and the expected velocities for the spherical symmetric Preliminary reference Earth model PREM [46] . For less than 30% of the dispersion curves, the algorithm was ran a second time with adjusted variables to extract group velocities in areas with increased ambiguities. The spread around the reference is mainly due to the different paths of the globally distributed station pairs and seismic inhomogeneities. This type of data is used for imaging the seismic structure.
In Table I , we summarize the parameters used in our field data examples. The values are flexible and variations in the results should manifest in areas with increased ambiguities first. Other data with other characteristics (frequency range, SNR, EGF conversion, preprocessing, among others) may require different values. For instance, a slower convergence to a robust surface-wave signal may need larger p values to increase the number of traces in each subset.
IV. CONCLUSION AND DISCUSSION
Our algorithm extracts robust dispersion measurements from surface waves emerging from the stacks of noise cross correlations. The approach uses the stacks of subsidiary data sets to help finding the dispersion measurements in the stacks of the entire data set. Data resampling strategies are often used in different applications to assess the robustness of measurements against data variability and are often used to evaluate measurement errors. In our approach, we use resampling to guide the search of group arrivals rather than to evaluate a final measurement. A side product of the resampling strategy is that one can use the variability of measurements to assign a robustness or consistency measure, for instance, the median of absolute median deviations or the standard deviation. The variability does not give the error in the data, but it provides a relative measure on how much the group velocity estimation is consistent.
Another distinction of our method consists in using the tf-PWS [34] , [36] to attenuate incoherent noise considering the coherence in the time-frequency domain. This approach is data adaptive due to a time-frequency coherence analysis and, therefore, suited to deal with nonstationary signals and noise. The main purpose is to attenuate the contribution of incoherent signals in the noise correlation stacks. Other independent approaches to measure group velocity are mainly based on MFT [3] , [4] , [47] and use other cleaning or quality criteria to guarantee the correct measurement of group arrivals. Other quality criteria are based on SNR, agreement to smooth and continuous spline fit group velocity curves [18] , and antidispersion or phase-matched filters [48] , which compress the dispersed waveforms to clean them from unrelated energy before applying an inverse phase-match filter to uncompress the waveforms. The way we clean the stacks from incoherent signals is completely data adaptive. The seismic attribute used, phase coherence, does not depend on a model and is obtained from the individual constituents of the data stack rather than from the final stack itself, i.e., prestack information rather than poststack information. The PWS has been used before in many different applications (see [49] - [53] as examples from 2015) to enhance small coherent signals and in analogy is suited to measure group velocities [54] , [55] robustly. It has further been shown in [55] (their Fig. 1 ) that robust dispersion curves can be obtained from less data when the tf-PWS approach is being used rather than a conventional stack. This faster convergence to a robust dispersion curve or structural response means that less data are needed for imaging studies and that a higher time resolution can be achieved in monitoring surveys.
The different variables, which guide the decision strategy, can be changed and adjusted for fine tuning. For a robust detection, however, empirical variables are quickly found, so that this approach becomes useful for semiautomated detections in large data sets. The task of controlling the extracted data is not taken by the algorithm. Our method has been tested with theoretical and field data. This method is already operational and being used in different studies (see [55] for a global ambient noise tomography study).
