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IDEALS IN GRAPH ALGEBRAS
EFREN RUIZ AND MARK TOMFORDE
Abstract. We show that the graph construction used to prove that
a gauge-invariant ideal of a graph C∗-algebra is isomorphic to a graph
C
∗-algebra, and also used to prove that a graded ideal of a Leavitt
path algebra is isomorphic to a Leavitt path algebra, is incorrect as
stated in the literature. We give a new graph construction to remedy
this problem, and prove that it can be used to realize a gauge-invariant
ideal (respectively, a graded ideal) as a graph C∗-algebra (respectively,
a Leavitt path algebra).
1. Introduction
An important, and often quoted result, in the theory of graph C∗-algebras
is that a gauge-invariant ideal of a graph C∗-algebra is isomorphic to a graph
C∗-algebra. Likewise, an analogous result in the theory of Leavitt path
algebras states that a graded ideal of a Leavitt path algebra is isomorphic
to a Leavitt path algebra. Unfortunately, it has recently been determined
that the proofs of these results in the existing literature are incorrect, and
moreover, the graph constructed to realize such ideals as graph C∗-algebras
or Leavitt path algebras, does not work as intended. The purpose of this
paper is to rectify this problem by giving a new graph construction that
allows one to realize a gauge-invariant ideal in a graph C∗-algebra as a
graph C∗-algebra, as well as realize a graded ideal in a Leavitt path algebra
as a Leavitt path algebra. Thus we show that the often quoted results about
gauge-invariant ideals (respectively, graded ideals) being graph C∗-algebras
(respectively, Leavitt path algebras) are indeed true — but the graph used
to realize them as such is not the graph that has been previously described
in the literature.
If E is a graph, then the gauge-invariant ideals of the graph C∗-algebra
C∗(E) are in one-to-one correspondence with the admissible pairs (H,S),
consisting of a saturated hereditary subsetH and a set S of breaking vertices
of H. Likewise, for any field K, the graded ideals of the Leavitt path al-
gebra LK(E) are in one-to-one correspondence with the admissible pairs
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(H,S). In [7, Definition 1.4], Deicke, Hong, and Szyman´ski describe a
graph HES formed from E and a choice of an admissible pair (H,S), and
in [7, Lemma 1.6] they claim that the graph C∗-algebra C∗(HES) is iso-
morphic to the gauge-invariant ideal I(H,S) corresponding to (H,S). In [5,
Proposition 3.7] it is claimed that for any field K the Leavitt path algebra
LK(HES) is isomorphic to the graded ideal I(H,S) contained in LK(E), and
the proof they give is modeled after the proof of [7, Lemma 1.6]. In [11,
§1] Rangaswamy points out that there is an error in the proofs of both [7,
Lemma 1.6] and [5, Proposition 3.7], and in particular the argument that
the proposed isomorphism is surjective is flawed in both cases. (According
to Rangaswamy, these errors were brought to his attention by John Clark
and Iain Dangerfield.)
In this paper we seek to rectify these problems. After some preliminaries
in Section 2, we continue in Section 3 to show that [7, Lemma 1.6] and [5,
Proposition 3.7] are not true as stated, and we produce counterexamples to
help the reader understand where the problem occurs. Specifically, we ex-
hibit a graph E with an admissible pair (H,S) such that the gauge-invariant
ideal I(H,S) in C
∗(E) is not isomorphic to C∗(HES), and the graded ideal
I(H,S) in LK(E) is not isomorphic to LK(HES). In Section 4 we describe
a new way to construct a graph from a pair (H,S), and we denote this
graph by E(H,S). In Section 5 we prove that if I(H,S) is a gauge-invariant
ideal of C∗(E), then I(H,S) is isomorphic to C
∗(E(H,S)). In Section 6 we
prove that if I(H,S) is a graded ideal of LK(E), then I(H,S) is isomorphic
to LK(E(H,S)). The theorems of Section 5 and Section 6 show that indeed
every gauge-invariant ideal of a graph C∗-algebra is isomorphic to a graph
C∗-algebra, and every graded ideal of a Leavitt path algebra is isomorphic
to a Leavitt path algebra.
We mention that when S = ∅ (which always occurs if E is row-finite),
then our graph E(H,S) is the same as the graph HES of Deicke, Hong, and
Szyman´ski. Thus [7, Lemma 1.6] and [5, Proposition 3.7] (and their proofs)
are valid when S = ∅.
2. Preliminaries
In this section we establish notation and recall some standard definitions.
Definition 2.1. A graph (E0, E1, r, s) consists of a set E0 of vertices, a set
E1 of edges, and maps r : E1 → E0 and s : E1 → E0 identifying the range
and source of each edge.
Definition 2.2. Let E := (E0, E1, r, s) be a graph. We say that a vertex
v ∈ E0 is a sink if s−1(v) = ∅, and we say that a vertex v ∈ E0 is an
infinite emitter if |s−1(v)| =∞. A singular vertex is a vertex that is either
a sink or an infinite emitter, and we denote the set of singular vertices by
E0sing. We also let E
0
reg := E
0 \ E0sing, and refer to the elements of E
0
reg
as regular vertices; i.e., a vertex v ∈ E0 is a regular vertex if and only if
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0 < |s−1(v)| < ∞. A graph is row-finite if it has no infinite emitters. A
graph is finite if both sets E0 and E1 are finite (or equivalently, when E0 is
finite and E is row-finite).
Definition 2.3. If E is a graph, a path is a sequence α := e1e2 . . . en of edges
with r(ei) = s(ei+1) for 1 ≤ i ≤ n−1. We say the path α has length |α| := n,
and we let En denote the set of paths of length n. We consider the vertices
in E0 to be paths of length zero. We also let E∗ :=
⋃∞
n=0E
n denote the
paths of finite length in E, and we extend the maps r and s to E∗ as follows:
For α = e1e2 . . . en ∈ E
n with n ≥ 1, we set r(α) = r(en) and s(α) = s(e1);
for α = v ∈ E0, we set r(v) = v = s(v). A cycle is a path α = e1e2 . . . en
with length |α| ≥ 1 and r(α) = s(α). If α = e1e2 . . . en is a cycle, an exit for
α is an edge f ∈ E1 such that s(f) = s(ei) and f 6= ei for some i.
Definition 2.4. If E is a graph, the graph C∗-algebra C∗(E) is the universal
C∗-algebra generated by mutually orthogonal projections {pv : v ∈ E
0} and
partial isometries with mutually orthogonal ranges {se : e ∈ E
1} satisfying
(1) s∗ese = pr(e) for all e ∈ E
1
(2) ses
∗
e ≤ ps(e) for all e ∈ E
1
(3) pv =
∑
{e∈E1:s(e)=v} ses
∗
e for all v ∈ E
0
reg.
Definition 2.5. We call Conditions (1)–(3) in Definition 2.4 the Cuntz-
Krieger relations. Any collection {Se, Pv : e ∈ E
1, v ∈ E0} where the
Pv are mutually orthogonal projections, the Se are partial isometries with
mutually orthogonal ranges, and the Cuntz-Krieger relations are satisfied
is called a Cuntz-Krieger E-family. For a path α := e1 . . . en, we define
Sα := Se1 . . . Sen and when |α| = 0, we have α = v is a vertex and define
Sα := Pv .
Definition 2.6. Let E be a graph, and let K be a field. We let (E1)∗ denote
the set of formal symbols {e∗ : e ∈ E1}. The Leavitt path algebra of E with
coefficients in K, denoted LK(E), is the free associativeK-algebra generated
by a set {v : v ∈ E0} of pairwise orthogonal idempotents, together with a
set {e, e∗ : e ∈ E1} of elements, modulo the ideal generated by the following
relations:
(1) s(e)e = er(e) = e for all e ∈ E1
(2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1
(3) e∗f = δe,f r(e) for all e, f ∈ E
1
(4) v =
∑
{e∈E1:s(e)=v}
ee∗ whenever v ∈ E0reg.
Definition 2.7. Any collection {Se, S
∗
e , Pv : e ∈ E
1, v ∈ E0} where the Pv
are mutually orthogonal idempotents, and relations (1)–(4) in Definition 2.6
are satisfied is called a Leavitt E-family. For a path α = e1 . . . en ∈ E
n we
define α∗ := e∗ne
∗
n−1 . . . e
∗
1. We also define v
∗ = v for all v ∈ E0.
If E is a graph, a subset H ⊆ E0 is hereditary if whenever e ∈ E1 and
s(e) ∈ H, then r(e) ∈ H. A hereditary subset H is called saturated if
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{v ∈ E0reg : r(s
−1(v)) ⊆ H} ⊆ H. For any saturated hereditary subset H,
the breaking vertices of H are the elements of the set
BH := {v ∈ E
0 : |s−1(v)| =∞ and 0 < |s−1(v) ∩ r−1(E0 \H)| <∞}.
If {se, pv : e ∈ E
1, v ∈ E0} is a Cuntz-Krieger E-family, then for any v ∈ BH ,
we define the gap projection corresponding to v to be
pHv := pv −
∑
s(e)=v
r(e)/∈H
ses
∗
e.
Likewise, if {e, e∗, v : e ∈ E1, v ∈ E0} is a Leavitt E-family, then for any
v ∈ BH , we define the gap idempotent corresponding to v to be
vH := v −
∑
s(e)=v
r(e)/∈H
ee∗.
If E is a graph, an admissible pair (H,S) consists of a saturated hereditary
subset H and a subset S ⊆ BH of breaking vertices for H. When working
with the graph C∗-algebra C∗(E), whenever (H,S) is an admissible pair,
we let I(H,S) denote the closed two-sided ideal of C
∗(E) generated by {pv :
v ∈ H} ∪ {pHv : v ∈ S}. It is not hard to show that in this case
I(H,S) = span
(
{sαs
∗
β : α,β ∈ E
∗, r(α) = r(β) ∈ H}
∪ {sαp
H
v s
∗
β : α, β ∈ E
∗, r(α) = r(β) = v ∈ S}
)
.
and from this equality, one can see that I(H,S) is a gauge-invariant ideal in
C∗(E). It was proven in [6, Theorem 3.6] that every gauge-invariant ideal
of C∗(E) has the form I(H,S) for an admissible pair (H,S).
When working with the Leavitt path algebra LK(E), whenever (H,S)
is an admissible pair, we let I(H,S) denote the two-sided ideal of LK(E)
generated by {v : v ∈ H} ∪ {vH : v ∈ S}. It is not hard to show that in this
case
I(H,S) = spanK
(
{αβ∗ : α,β ∈ E∗, r(α) = r(β) ∈ H}
∪ {αvHβ∗ : α, β ∈ E∗, r(α) = r(β) = v ∈ S}
)
.
and from this equality, one can see that I(H,S) is a graded ideal in LK(E).
It was proven in [14, Theorem 5.7] that every graded ideal of LK(E) has the
form I(H,S) for an admissible pair (H,S).
3. Problems with Previous Results in the Literature
In this section we provide counterexamples to [7, Lemma 1.6] and [5,
Proposition 3.7]. Let us recall the definition of the graph HES .
Definition 3.1 (Definition 1.4 of [7]). Let E be a directed graph, and let
(H,S) be an admissible pair withH 6= ∅. Let F˜E(H,S) denote the collection
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of all paths of positive length α := e1 . . . en in E with s(α) /∈ H, r(α) ∈ H∪S,
and r(ei) /∈ H ∪ S for 1 ≤ i ≤ n− 1. We also define
FE(H,S) = F˜E(H,S) \ {e ∈ E
1 : s(e) ∈ S and r(e) ∈ H}.
We let FE(H,S) denote another copy of FE(H,S), and if α ∈ FE(H,S) we
write α for the copy of α in FE(H,S).
We then define HES to be the graph with
HE
0
S := H ∪ S ∪ FE(H,S)
HE
1
S := {e ∈ E
1 : s(e) ∈ H} ∪ {e ∈ E1 : s(e) ∈ S and r(e) ∈ H} ∪ FE(H,S)
and we extend s and r to HE
1
S by defining s(α) = α and r(α) = r(α) for
α ∈ FE(H,S).
Example 3.2. Let E be the graph
v
e
++
∞
$
❅❅
❅❅
❅❅
❅ w
f
kk
∞
z ⑥
⑥⑥
⑥⑥
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x
and let H := {x} and S := {v,w}. Then H is a saturated hereditary subset,
S ⊆ BH , and (H,S) is an admissible pair.
Using Definition 3.1 we see that FE(H,S) = {e, f}, and the graph HES
is given by
f
f

e
e

v
∞
$
❅❅
❅❅
❅❅
❅ w
∞
z ⑥
⑥⑥
⑥⑥
⑥⑥
x
Remark 3.3 (Counterexample to Lemma 1.6 of [7]). Let E be the graph of
Example 3.2. If we consider the graph C∗-algebra C∗(E), and let I(H,S)
be the gauge-invariant ideal in C∗(E) corresponding to (H,S), then I(H,S)
is not isomorphic to C∗(HES). To see why this is true, suppose for the
sake of contradiction, that I(H,S) is isomorphic to C
∗(HES). Since E has a
finite number of vertices, C∗(E) is unital. Likewise, since HES has a finite
number of vertices C∗(HES) is unital, and hence I(H,S) is unital. Therefore
C∗(E) ∼= I(H,S) ⊕ J for some ideal J of C
∗(E). If we let H ′ := {v ∈
E0 : pv ∈ J}, then H
′ is a saturated hereditary subset of E0. Since E
satisfies Condition (L), the Cuntz-Krieger uniqueness theorem implies that
H ′ is nonempty. However, any nonempty saturated hereditary subset of
E0 contains x, and thus x ∈ H ′ and px ∈ J . Hence px ∈ I(H,S) ∩ J , and
I(H,S) ∩ J 6= 0, contradicting the fact that C
∗(E) ∼= I(H,S) ⊕ J .
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Remark 3.4 (Counterexample to Proposition 3.7 of [5]). Let E be the graph
of Example 3.2. If K is a field and we consider the Leavitt path algebra
LK(E), and let I(H,S) be the graded ideal in LK(E) corresponding to (H,S),
then an argument very similar to the one given in Remark 3.3 shows that
I(H,S) is not isomorphic to LK(HES).
Remark 3.5. The only problem with the proofs of [7, Lemma 1.6] and [5,
Proposition 3.7] is the verification of surjectivity. In particular, there is an
injection of C∗(HES) onto a C
∗-subalgebra of I(H,S) and there is an injection
of LK(HES) onto a subalgebra of I(H,S). However, our example shows that
in general these maps are not onto.
Remark 3.6. When S = ∅ (which always occurs if E is row-finite), then our
graph E(H,S) is the same as the graph HES of Deicke, Hong, and Szyman´ski.
Thus [7, Lemma 1.6] and [5, Proposition 3.7] (and their proofs) are valid
when S = ∅, and in particular are valid for row-finite graphs.
4. A New Graph Construction
Definition 4.1. Let E = (E0, E1, r, s) be a graph. If H ⊆ E0 is a saturated
hereditary subset of vertices and S ⊆ BH is a subset of breaking vertices for
H, we define
F1(H,S) := {α ∈ E
∗ : α = e1 . . . en with r(en) ∈ H and s(en) /∈ H ∪ S}
and
F2(H,S) := {α ∈ E
∗ : |α| ≥ 1 and r(α) ∈ S}
Note that the paths in each of F1(H,S) and F2(H,S) must be of length 1
or greater, and F1(H,S) ∩ F2(H,S) = ∅. For i = 1, 2, let F i(H,S) denote
another copy of Fi(H,S) and write α for the copy of α in Fi(H,S).
Define E(H,S) to be the graph with
E
0
(H,S) := H ∪ S ∪ F1(H,S) ∪ F2(H,S)
E
1
(H,S) := {e ∈ E
1 : s(e) ∈ H} ∪ {e ∈ E1 : s(e) ∈ S and r(e) ∈ H}
∪ F 1(H,S) ∪ F 2(H,S)
and we extend s and r to E
1
(H,S) by defining s(α) = α and r(α) = r(α) for
α ∈ F 1(H,S) ∪ F 2(H,S).
Remark 4.2. One very useful aspect of our construction is that the only
cycles in E(H,S) are paths that are also cycles in E. Thus our construction
does not create any additional cycles, and there is an obvious one-to-one
correspondence between cycles in E and cycles in E(H,S).
Note that if S = ∅, then F2(H,S) = ∅ and F1(H,S) = {α ∈ E
∗ : α =
e1 . . . en with r(en) ∈ H and s(en) /∈ H}, and in this case E(H,S) is equal
to HES . Thus our construction coincides with the construction of Deicke,
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Hong, and Szyman´ski when S = ∅, and in particular, whenever E is a row-
finite graph. When S 6= ∅, our construction is not necessarily the same, as
the following example shows.
Example 4.3. Let E be the graph of Example 3.2. Let H := {x} and
S := {v,w}. Then F1(H,S) = ∅ and F2(H,S) = {e, f, fe, ef, efe, fef, . . .}.
The graph E(H,S) is given by
· · · fef
fef
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
❘❘
ef
ef
  
❆❆
❆❆
❆❆
❆❆
f
f

e
e

fe
fe
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
efe · · ·
efe
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
v
∞
$
❅❅
❅❅
❅❅
❅ w
∞
z ⑥
⑥⑥
⑥⑥
⑥⑥
x
and we note, in particular, that E(H,S) has an infinite number of vertices.
5. Ideals of Graph C∗-algebras
Theorem 5.1. Let E be a graph, and suppose that H ⊆ E0 is a saturated
hereditary subset of vertices and S ⊆ BH is a subset of breaking vertices
for H. Then the gauge-invariant ideal I(H,S) in C
∗(E) is isomorphic to
C∗(E(H,S)).
Proof. Let {se, pv : e ∈ E
1, v ∈ E0} be a generating Cuntz-Krieger E-family
for C∗(E). For v ∈ E
0
(H,S) define
Qv :=


pv if v ∈ H
pHv if v ∈ S
sαs
∗
α if v = α ∈ F1(H,S)
sαp
H
r(α)s
∗
α if v = α ∈ F2(H,S)
and for e ∈ E
1
(H,S) define
Te :=


se if e ∈ E
1
sα if e = α ∈ F 1(H,S)
sαp
H
r(α) if e = α ∈ F 2(H,S).
Clearly, all of these elements are in I(H,S). We shall show that {Te, Qv : e ∈
E
1
(H,S), v ∈ E
0
(H,S)} is a Cuntz-Krieger E(H,S)-family in I(H,S). To begin, we
see that the Qv’s are mutually orthogonal projections. In addition, the fact
that the Te’s are partial isometries with mutually orthogonal ranges follows
from four easily verified observations:
(i) F1(H,S) ∩ F2(H,S) = ∅,
(ii) an element in F1(H,S) cannot extend an element in F1(H,S) ∪
F2(H,S) (i.e., no element of F1(H,S) has the form αβ for α ∈
F1(H,S) ∪ F2(H,S) and a path β with |β| ≥ 1),
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(iii) an element in F2(H,S) cannot extend an element in F1(H,S) (i.e.,
no element of F2(H,S) has the form αβ for α ∈ F1(H,S) and a path
β with |β| ≥ 1), and
(iv) pHv se = 0 whenever e ∈ E
1 with s(e) = v and r(e) /∈ H.
To see the Cuntz-Krieger relations hold, we consider cases for e ∈ E
1
(H,S).
If e ∈ E1, then r(e) ∈ H and
T ∗e Te = s
∗
ese = pr(e) = Qr(e).
If e = α ∈ F 1(H,S), then r(α) ∈ H and
T ∗e Te = T
∗
αTα = s
∗
αsα = pr(α) = Qr(α) = Qr(α) = Qr(e).
If e = α ∈ F 2(H,S), then r(α) ∈ S and
T ∗e Te = T
∗
αTα = p
H
r(α)s
∗
αsαp
H
r(α) = p
H
r(α) = Qr(α) = Qr(α) = Qr(e).
Thus T ∗e Te = Qr(e) for all e ∈ E
1
(H,S), and the first Cuntz-Krieger relation
holds.
For the second Cuntz-Krieger relation, we again let e ∈ E
1
(H,S) and con-
sider cases. If e ∈ E1 with s(e) ∈ H, then
Qs(e)Te = ps(e)se = se = Te
and if e ∈ E1 with s(e) ∈ S and r(e) ∈ H, then
Qs(e)Te = p
H
s(e)se = se = Te.
If e = α ∈ F 1(H,S), then
Qs(e)Te = QαTα = sαs
∗
αsα = sα = Tα = Te.
If e = α ∈ F 2(H,S), then
Qs(e)Te = QαTα = sαp
H
r(α)s
∗
αsαp
H
r(α) = sαp
H
r(α) = Tα = Te.
Thus Qs(e)Te = Te for all e ∈ E
1
(H,S), so that TeT
∗
e ≤ Qs(e) for all e ∈ E
1
(H,S),
and the second Cuntz-Krieger relation holds.
For the third Cuntz-Krieger relation, suppose that v ∈ E
0
(H,S) and that v
emits a finite number of edges in E(H,S). Since every vertex in S is an infinite
emitter in v ∈ E(H,S), we must have v ∈ H, v ∈ F 1(H,S), or v ∈ F 2(H,S).
If v ∈ H, then the set of edges that v emits in E(H,S) is equal to the set of
edges that v emits in E, and hence
Qv = pv =
∑
{e∈E1:s(e)=v}
ses
∗
e =
∑
{e∈E
1
(H,S):s(e)=v}
TeT
∗
e .
If v ∈ F 1(H,S), then v = α with r(α) ∈ H, and the element α is the unique
edge in E
0
(H,S) with source v, so that
Qv = sαs
∗
α = TeT
∗
e .
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If v ∈ F 2(H,S), then v = α with r(α) ∈ S, and the element α is the unique
edge in E
0
(H,S) with source v, so that
Qv = sαp
H
r(α)s
∗
α = sαp
H
r(α)(sαp
H
r(α))
∗ = TeT
∗
e .
Thus the third Cuntz-Krieger relation holds, and {Te, Qv : e ∈ E
1
(H,S), v ∈
E
0
(H,S)} is a Cuntz-Krieger E(H,S)-family in I(H,S).
If {qv, te : v ∈ E
0
(H,S), E
1
(H,S)} is a generating Cuntz-Krieger E(H,S)-family
in C∗(E(H,S)), then by the universal property of C
∗(E(H,S)) there exists a ∗-
homomorphism φ : C∗(E(H,S)) → I(H,S) with φ(qv) = Qv for all v ∈ E
0
(H,S)
and φ(te) = Te for all e ∈ E
1
(H,S).
We shall show injectivity of φ by applying the generalized Cuntz-Krieger
uniqueness theorem of [13]. To verify the hypotheses, we first see that if
v ∈ E
0
(H,S), then φ(qv) = Qv 6= 0. Second, if e1 . . . en is a vertex-simple cycle
in E(H,S) with no exits (vertex-simple means s(ei) 6= s(ej) for i 6= j), then
since the cycles in E(H,S) come from cycles in E (see Remark 4.2), we must
have that ei ∈ E
1 for all 1 ≤ i ≤ n, and e1 . . . en is a cycle in E with no exits.
Thus φ(te1...en) = φ(te1) . . . φ(ten) = se1 . . . sen = se1...en is a unitary whose
spectrum is the entire circle. It follows from the generalized Cuntz-Krieger
uniqueness theorem [13, Theorem 1.2] that φ is injective.
Next we shall show surjectivity of φ. Recall that
I(H,S) = span
(
{sαs
∗
β : α,β ∈ E
∗, r(α) = r(β) ∈ H}
∪ {sαp
H
v s
∗
β : α, β ∈ E
∗, r(α) = r(β) = v ∈ S}
)
.
Since imφ is a C∗-subalgebra, to show φ maps onto I(H,S) it suffices to prove
two things: (1) sα ∈ im φ when α ∈ E
∗ with r(α) ∈ H; and (2) sαp
H
v ∈ imφ
when α ∈ E∗ with r(α) = v ∈ S. To establish (1), let α ∈ E∗ with r(α) ∈ H.
Let us write α as a finite sequence of edges in E1. There are three cases to
consider.
Case I: α = e1 . . . en with s(e1) ∈ H.
Then s(ei) ∈ H and ei ∈ E
1
(H,S) for all 1 ≤ i ≤ n, so that
φ(Tα) = φ(Te1) . . . φ(Ten) = se1 . . . sen = sα,
and sα ∈ imφ.
Case II: α = fe1 . . . en with r(f) = s(e1) ∈ H and s(f) ∈ S.
Then f ∈ E
1
(H,S). Likewise, s(ei) ∈ H and ei ∈ E
1
(H,S) for all 1 ≤ i ≤ n.
Hence
φ(Tα) = φ(Tf )φ(Te1) . . . φ(Ten) = sfse1 . . . sen = sα,
and sα ∈ imφ.
Case III: α = f1 . . . fme1 . . . en with r(fm) = s(e1) ∈ H and s(fm) /∈ H ∪S.
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Then β := f1 . . . fm ∈ F1(H,S) and ei ∈ E
1
(H,S) for all 1 ≤ i ≤ n, so that
φ(tβte1 . . . ten) = TβTe1 . . . Ten = sβse1 . . . sen = sα
and sα ∈ imφ.
Case IV: α = f1 . . . fmge1 . . . en with r(g) = s(e1) ∈ H, s(g) ∈ S, and
m ≥ 1.
Then β := f1 . . . fm ∈ F2(H,S), g ∈ E
1
(H,S), and ei ∈ E
1
(H,S) for all 1 ≤ i ≤
n, so that
φ(tβtgte1 . . . ten) = TβTgTe1 . . . Ten = sβp
H
s(g)sgse1 . . . sen
= sβsgse1 . . . sen = sα.
Thus sα ∈ imφ.
We have shown that (1) holds. To show (2), let α ∈ E∗ with r(α) ∈ S. If
|α| = 0, then α = v ∈ S, and φ(qv) = Qv = p
H
v = sαp
H
v , so sαp
H
v ∈ imφ. If
|α| ≥ 1, then α ∈ F2(H,S) and φ(tα) = Tα = sαp
H
r(α), so that sαp
H
r(α) ∈ imφ.
Hence (2) holds, and φ is surjective. Thus φ is the desired ∗-isomorphism
from C∗(E(H,S)) onto I(H,S). 
Corollary 5.2. If E is a graph, then every gauge-invariant ideal of C∗(E)
is isomorphic to a graph C∗-algebra.
Proof. It follows from [6, Theorem 3.6] that every gauge-invariant ideal of
C∗(E) has the form I(H,S) for some saturated hereditary subset H ⊆ E
0
and some subset of breaking vertices S ⊆ BH . 
Corollary 5.3. If E is a graph that satisfies Condition (K), then every ideal
of C∗(E) is isomorphic to a graph C∗-algebra.
Proof. It follows from [6, Theorem 3.6] and [8, Theorem 3.5] that if the graph
E satisfies Condition (K), then every ideal in C∗(E) is gauge invariant. 
6. Ideals of Leavitt Path Algebras
Using techniques similar to that of Section 5 we are able to obtain anal-
ogous results for Leavitt path algebras.
Theorem 6.1. Let E be a graph and let K be a field. Suppose that H ⊆ E0
is a saturated hereditary subset of vertices and S ⊆ BH is a subset of breaking
vertices for H. Then the graded ideal I(H,S) in LK(E) is isomorphic to
LK(E(H,S)).
Proof. The proof of this result is very similar to the proof of Theorem 5.1,
using [2, Theorem 3.7] in place of [13, Theorem 1.2], so we will only sketch
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the argument: Let {e, e∗, v : e ∈ E1, v ∈ E0} be a generating Leavitt E-
family for LK(E). For v ∈ E
0
(H,S) define
Qv :=


v if v ∈ H
vH if v ∈ S
αα∗ if v = α ∈ F1(H,S)
αr(α)Hα∗ if v = α ∈ F2(H,S)
and for e ∈ E
1
(H,S) define
Te :=


e if e ∈ E1
α if e = α ∈ F 1(H,S)
αr(α)H if e = α ∈ F 2(H,S).
and
T ∗e :=


e∗ if e ∈ E1
α∗ if e = α ∈ F 1(H,S)
r(α)Hα∗ if e = α ∈ F 2(H,S).
Clearly, all of these elements are in I(H,S), and using an argument nearly
identical to that in the proof of Theorem 5.1 we obtain that {Te, T
∗
e , Qv :
e ∈ E
1
(H,S), v ∈ E
0
(H,S)} is a Leavitt E(H,S)-family in I(H,S).
The universal property of LK(E(H,S)) gives an algebra homomorphism φ :
LK(E(H,S))→ I(H,S), one may apply [2, Theorem 3.7] to obtain injectivity of
φ, and surjectivity of φ follows from an argument similar to the surjectivity
argument in the proof of Theorem 5.1. Hence φ is the desired algebra
isomorphism from LK(E(H,S)) onto I(H,S). 
Corollary 6.2. If E is a graph and K is a field, then every graded ideal of
LK(E) is isomorphic to a Leavitt path algebra.
Proof. It follows from [14, Theorem 5.7] that every graded ideal of LK(E)
has the form I(H,S) for some saturated hereditary subset H ⊆ E
0 and some
subset of breaking vertices S ⊆ BH . 
Corollary 6.3. If E is a graph that satisfies Condition (K), and K is a
field, then every ideal of LK(E) is isomorphic to a Leavitt path algebra.
Proof. It follows from [14, Theorem 6.16] that if the graph E satisfies Con-
dition (K), then every ideal in LK(E) is graded. 
7. Concluding Remarks
We have looked at the results in the prior literature that have used [7,
Lemma 1.6] and [5, Proposition 3.7] and the construction of the graph HES
to see how these results and their proofs are affected when one instead uses
Theorem 5.1 and Theorem 6.1 and the new construction E(H,S). Fortunately,
all the results we found are still true as stated, and in many cases the proofs
12 EFREN RUIZ AND MARK TOMFORDE
remain unchanged or need only slight modifications. (We warn the reader
there are undoubtedly some uses of the results we have missed, and so one
should check carefully any time [7, Lemma 1.6] and [5, Proposition 3.7] are
applied in the literature.) We summarize our findings here.
We have found uses of [7, Lemma 1.6] and [5, Proposition 3.7] in the
following papers: [1], [5], [7], [9], and [12]. We go through the uses in each
of these papers to describe how the conclusions of the results still hold and
what modifications are needed in the proofs.
In [1] the realization of a graded ideal as a Leavitt path algebra given in
[1, Lemma 1.2] is incorrect. However, all uses of [1, Lemma 1.2] throughout
[1] may be replaced by Theorem 6.1. In particular, when [1, Lemma 1.2] is
applied in [1, Corollary 1.4], the only fact that is needed is that a graded
ideal in a Leavitt path algebra is itself isomorphic to a Leavitt path algebra,
which is still true by Corollary 6.2. In addition, when [1, Lemma 1.2] is
applied in the proof of [1, Lemma 2.3], one can verify that the argument
used will still hold if one instead applies Theorem 6.1 and uses our graph
construction E(H,S).
In [4] the realization of a graded ideal as a Leavitt path algebra given in [4,
Lemma 5.2] is incorrect. However, all uses of [4, Lemma 5.2] throughout [4]
may be replaced by Theorem 6.1. In particular, [4, Lemma 5.3] only requires
that any graded ideal in a Leavitt path algebra is itself isomorphic to a
Leavitt path algebra, which is still true by Corollary 6.2. In addition, when
[4, Lemma 5.2] is applied in the proof of [4, Proposition 5.4], one can verify
that the argument used will still hold if one instead applies Theorem 6.1 and
uses our graph construction E(H,S).
In [5] the realization of a graded ideal as a Leavitt path algebra given
in [5, Proposition 3.7] is incorrect. However, this result is only applied in
the proofs of [5, Proposition 3.8] and [5, Theorem 3.15]. Both of these
results only require that any graded ideal in a Leavitt path algebra is itself
isomorphic to a Leavitt path algebra, a fact that is still true by Corollary 6.2.
In [7] the realization of a gauge-invariant ideal given in [7, Lemma 1.6]
is incorrect. However, [7, Lemma 1.6] is only used in two places in [7].
The first is [7, Lemma 3.2], where the construction of HES is used for an
ideal of the form I(H,∅). Since S = ∅, and the constructions for the graphs
HES and E(H,S) agree in this case, one may simply replace the application
of [7, Lemma 1.6] by an application of Theorem 5.1 and the rest of the
argument remains valid. The second use of [7, Lemma 1.6] is in the proof
of [7, Theorem 3.4] where the authors use the fact that all cycles in HES
come from E. This is still true for E(H,S) (see Remark 4.2) and the same
arguments hold when using E(H,S).
In [9] the result of [7, Lemma 1.6] is applied in the proofs of [9, Proposi-
tion 6.4], [9, Remark 3.2], and [9, Theorem 4.5]. In [9, Proposition 6.4] the
construction of HES is used for an ideal of the form I(H,∅) and since S = ∅
the constructions for the graphs HES and E(H,S) agree in this case, the proof
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of [9, Proposition 6.4] remains valid. In the proofs of [9, Remark 3.2] and
[9, Theorem 4.5], the authors only need the fact that any gauge-invariant
ideal in a graph C∗-algebra is isomorphic to a graph C∗-algebra, which is
still true by Corollary 5.2.
In [12] the the result of [7, Lemma 1.6] is applied in the proof of [12,
Lemma 3.11]. However, all that is needed is that any gauge-invariant ideal
in a graph C∗-algebra is isomorphic to a graph C∗-algebra, which is still
true by Corollary 5.2.
Remark 7.1. The result of Theorem 5.1 is a nice complement to the fact that
every quotient of a graph C∗-algebra by a gauge-invariant ideal is isomorphic
to a graph C∗-algebra (see [6, Corollary 3.5]). Combining these results shows
that the class of graph C∗-algebras is closed under passing to gauge-invariant
ideals and taking quotients by gauge-invariant ideals. In particular, if E is a
graph satisfying Condition (K), then every ideal of C∗(E) is isomorphic to
a graph C∗-algebra, and every quotient of C∗(E) is isomorphic to a graph
C∗-algebra.
In a very similar way, the result of Theorem 6.1 is a nice complement to
the fact that every quotient of a Leavitt path algebra by a graded ideal is
isomorphic to a Leavitt path algebra (see [14, Theorem 5.7]). Combining
these results shows that the class of Leavitt path algebras is closed under
passing to graded ideals and by taking quotients by graded ideals, and if E
is a graph satisfying Condition (K), then every ideal of LK(E) is isomorphic
to a Leavitt path algebra, and every quotient of LK(E) is isomorphic to a
Leavitt path algebra.
Remark 7.2. All ideals of graph C∗-algebras that we consider in this paper
are gauge invariant, and likewise all ideals of Leavitt path algebras that we
consider are graded. We mention that there has been significant work done
analyzing general ideals in graph C∗-algebras and Leavitt path algebras.
In particular, Hong and Szyman´ski have given a description of the (not
necessarily gauge-invariant) primitive ideals of a graph C∗-algebra in [10].
Likewise, the (not necessarily graded) prime ideals of a Leavitt path algebra
have been described by Aranda Pino, Pardo, and Siles Molina in [3].
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