Abstract-Prior research has established that dynamically trading-off the performance of the radio-frequency (RF) frontend for reduced power consumption across changing channel conditions, using a feedback control system that modulates circuit and algorithmic level "tuning knobs" in real-time based on received signal quality, leads to significant power savings. It is also known that the optimal power control strategy depends on the process conditions corresponding to the RF devices concerned. This leads to an explosion in the search space needed to find the best feedback control strategy, across all combinations of channel conditions and receiver process corners, making simulation driven optimal control law design impractical and computationally infeasible. Since this problem is largely intractable due to the above complexity of simulation, we propose a self-learning strategy for adaptive RF systems. In this approach, RF devices learn their own performance vs. power consumption vs. tuning knob relationships "on-the-fly" and formulate the most power-optimal control strategy for real-time adaptation of the RF system using neural-network based learning techniques during real-time operation. The methodology is demonstrated using SISO and MIMO RF receiver front-ends as test vehicles and is supported by hardware validation leading to 2.5X-3X power savings with minimal overhead.
nature and quantity of uncertainties indirectly during realtime operation of the systems and then use this information to fine-tune the operational control law for the systems. Such a system is often called a "Self-learning system." In such a system, the system makes trial changes in the control law and observes the effect of the change. By a sequence of such trial changes and observation the system tries to arrive at the optimum control law. The role of the human designer is restricted to provide a nominal control law, which the system can use as a starting point. Modern wireless frontends communicate with other devices over reasonably long distances leading to significant power consumption and battery drainage. One way to save power is to design RF systems that continuously adapt to the channel conditions in which they are operating. For a specified communication data rate, when the channel conditions are good, the fidelity of the RF front end is reduced, saving power and vice versa. A critical problem in such systems is to design adaptation controls laws to achieve optimum power-performance trade-off in the presence of the significant uncertainties in manufacturing process at advanced nodes. In this paper we demonstrate that a wireless system can formulate the optimum control law on-the-fly using selflearning techniques.
We desire to solve the following problem: Minimize power consumption of wireless transceiver systems by tuning their active and passive components ( Fig. 1 ) dynamically in the field, taking into account the effects of real-time wireless channel conditions as well as the process corners that the above components correspond to while meeting end-to-end bit error rate (BER) requirements. The tuning mechanisms (e.g., bias control.) effectively trade-off module-level (e.g., low noise amplifier (LNA), mixer etc., Power amplifier (PA)) signal distortion and noise vs. power consumption across the RF and baseband subsystems while maintaining minimum acceptable performance (and correspondingly minimum possible power consumption levels) for meeting specified BER thresholds [1] - [9] . The real-time tuning is driven by channel quality metrics which ensure that maximum allowed BER constraints are always met as the RF front end dynamically adapts to changing channel conditions as described above.
In this paper we present a system which harnesses the computational capabilities of general purpose microprocessors in today's wireless devices to implement a neural network based learning methodology which formulates the optimum reconfiguration strategy across channel conditions during the operational life-time of the device. We use Single-input-singleoutput (SISO) and Multiple-input-multiple-output (MIMO) receiver front-ends as test vehicles to prove that with minimal additional infrastructure the RF systems could learn the optimum tuning knobs for minimum Quality-of-Service (QoS) operation over the entire gamut of channel conditions. The rest of the paper is organized as follows: Section II discusses prior work in this domain, Section III explains the need for self-learning systems followed by problem formulation in Section IV. Section V gives an overview of the proposed approach followed by a more detailed description in Section VI. Section VII and VIII discuss cluster formation and overhead and protocol level implications of the proposed methodology. Section IX presents simulation setup and results for MIMO and SISO front-end. Section X demonstrates the validation of proposed concepts through hardware setup. The conclusions of the proposed methodology is summarized in Section XI.
II. PRIOR WORK
Prior work in channel-dependent adaptive RF front-end has proposed look-up table (LUT) based adaptation strategy [4] , [5] , [8] , [9] depicted in Fig. 1 . Here, the entire gamut of channel conditions is partitioned into a finite number (say m) of representative channels. In the design and characterization phase of the system a combination of tuning knob settings is found for each of the m channels such that, the Error Vector Magnitude (EVM) is maintained at threshold (EVM th ) of acceptable operation while the power is minimized. These combinations are stored in the form of a m × n table (where n is the number of tuning knobs). The channels are ordered such that the first row represents the best channel (and hence minimum power consumption) and the last row represents the worst case channel (maximum power consumption). The table is then stored on-chip. During real time operation the EVM of the system is constantly monitored and a control algorithm running on the baseband processor continuously attempts to maintain the EVM at EVM th by changing the tuning knob settings using the stored LUT. At the receiver tunable LNA, Mixer etc. could be used to trade-off power vs. performance [4] . At the transmitter, a power amplifier (PA) with tunable linearity could be used along with power-back-off and adaptive companding to provide channel-dependent lowpower operation [9] . Similarly, other works have also tried to address the problem of channel adaptive front-ends [46] - [49] . However, with shrinking process technology and higher levels of CMOS integration, process variation poses a serious challenge to the design of linear and efficient adaptive mixedsignal and RF design. Specification prediction and tuning of low-speed devices has been discussed in [10] - [12] . Prior work has also explored the tuning of RF specifications through hardware "tuning knobs" or digital compensation [13] - [17] . Tuning of digitally assisted RF/ analog circuits and systems like PLL, frequency synthesizers and digital radio has also been implemented [18] - [21] . Techniques to simultaneously tune multiple tuning knob parameters to counter small and large parameter variations in RF systems for yield enhancement are discussed in [22] - [26] , [50] - [52] . However, except for work presented in [8] , existing test and tune techniques are not targeted towards channel-dependent dynamic transceiver power management and tuning.
The technique proposed in [8] tries to discretize the multi-dimensional process variation space into finite number of states. For each of these states or process condition, [8] proposes a design phase optimization to generate a reconfiguration table that dictates how the circuit and algorithmic level tuning knobs should be modulated according to changing channel conditions using closed loop feedback to minimize power consumption. Prior to system deployment, a built-in test procedure is invoked to determine the process corner the RF device corresponds to. The appropriate table that best matches the diagnosed process corner for the RF device is then programmed into the device for real-time RF front end adaptation.
III. NEED FOR SELF-LEARNING ADAPTIVE SYSTEMS
In the technique proposed in [8] , the combination of simulating all channel conditions across all process corners becomes infeasible as the dimension and desired granularity of the process space becomes moderate. Moreover, process detection with fine granularity also becomes a critical to the low-power operation of the front-end. Process variations are due to manufacturing uncertainties in values of several independent parameters such as effective channel length (L eff ), the oxide thickness (t ox ) etc. This process variation maybe both inter-die and intra-die [27] . Thus for each such process variant RF front-end a table of optimized tuning knob settings across all channel conditions needs to be calculated. This clearly becomes intractable with rising process space dimensionality and increasing granularity of channel characterization.
To get an estimate of the number of process instances required to span the process space with desired granularity let us take the following example: let the dimensionality of the process space be 'P' for each RF chain of a MIMO frontend. In each dimension let there be L levels (or L bins) to quantize the amount of variation in that particular dimension. Hence for each RF chain the number of process instances to span the entire process space should be
Considering intra-chip variations for a front-end with M chains the total number of process instances assuming 
Assuming that the channel is m-dimensional with K i (i = 1 to m) bins in each channel-dimension, to quantize the channel conditions then, the total number optimizations needed to be solved in an n-dimensional tuning knob space is given by
As shown in Fig. 2 with increasing dimensionality of the process space the number of optimizations reaches impractical proportions (assuming L = 5, K i = 8) for MIMO (M = 2) and SISO (M = 1). To solve the above problems, we propose a self-learning approach in which the RF device "learns" how to best adapt to changing channel conditions under the process corner the device corresponds to (unknown at the start of the learning process) to save power. Self-learning based techniques have been used in model-update problems [28] but have not been used in the domain of adaptive front-end design. This technique has two benefits. Firstly, this eliminates design phase optimization for different channel conditions using channel models. Only the tuning knob combination corresponding to the worst case channel is set in design phase. Secondly, since the online real-time learning algorithm learns the characteristics of the particular device it is running on, it ensures the adaptation mechanism is optimum for the process conditions the RF device corresponds to. This is particularly important in MIMO systems where the large number of tuning knobs and process variables due to multiple RF chains makes design phase characterization nearly impossible. The proposed self-learning methodology uses built-in sensors and learning algorithms to incrementally build the real-time adaptation strategy for the entire gamut of channel conditions leading to significant power savings in the long run.
IV. PROBLEM FORMULATION ptLet us consider a general RF receiver system ( Fig. 1 ) which has multiple operational configurations based on the values of n tuning knobs (T 1 ), T 2 , . . . , T n ) (bias, supply etc.). Let the dimensionality of the process parameter (PC) space be p, where PC i is the i-th process parameter. Therefore
Let us assume that the receiver adaptation is driven by m channel parameters (e.g., signal strength, interference)
The power consumption (P DC ) of the RF front-end is a function of the front-end configuration (T) and also the process conditions. Thus
Receiver adaptation is performed in a way such that the received symbol bit error rate (which is determined by the quality of the wireless channel as well as the fidelity of the RF receiver) is less than specified upper limit value. It has been shown in [4] , [8] , [9] that the error vector magnitude (EVM) of received symbols can be used as an alternate metric since it has a strong correlation with BER and takes significantly less time to determine with high accuracy. Since EVM captures the cumulative effect of signal degradation and distortion in the channel as well as in the RF front-end we can write
Here, the EVM is due to the combined effects of the wireless channel quality, determined by F as well as the fidelity of the tunable RF front end (determined jointly by the tuning knob settings T as well as the process parameters PC). We desire to find the set T opt = {T 1opt , T 2opt , . . . , T nopt } of optimal tuning knob values for any given set of channel conditions determined by F and process conditions determined by PC that minimizes power consumption while maintaining EVM < EVM th (large values of EVM are associated with higher BER values), where EVM th is determined by the specified upper limit of allowed BER of the wireless receiver. Stated mathematically the problem is as follows:
Find the mapping function μ()
Such that receiver power consumption P DC (function of T opt and process parameters PC) is minimized and (10) Note that the function μ, varies from chip to chip due to the fact that each chip corresponds to a different set of process parameter values PC. To determine μ(), it is necessary to know the functions f() and g() described above. As discussed earlier, finding μ() using simulation driven optimization across the space of parameters F × PC × T is intractable. In the following section, we propose a novel real-time learning based approach in which the function μ() is learned on-the-fly on a per-chip basis, resulting in significantly improved power savings across a wide range of operating conditions. V. OVERVIEW OF THE APPROACH Our goal is to derive the mapping function μ (Equation 9) on-the-fly using a real-time learning algorithm. The system can acquire knowledge about the nature of the functions f and g (described earlier) through simple experiments (random perturbations of the tuning knobs T) during real-time operation. Initially, only partial and localized information (in the F × T space) regarding f and g is available. As time proceeds, the receiver encounters a greater variety of channel conditions and hence, builds a more complete picture of the functions f and g. The functions f and g are "discovered" by the learning algorithm incrementally over time over a subspace of F × T that is most relevant to the process corner corresponding to device under test. As increasing levels of knowledge about the functions f and g become available, the mapping function μ is updated to cover larger domains in the F space. After this process runs for a length of time across which the wireless device is expected to experience the majority of channel conditions it will see during normal day-today operation, the system automatically develops a complete low-power adaptation strategy based on its own performance and on the channel occurrence statistics it is operating under. During this training period, the device operates as designed, delivering service to the end user with marginal high power consumption overhead, with the overhead reducing significantly as the learning process is completed. As a consequence of the learning strategy, if the user operates the receiver in close vicinity of a cellphone tower the majority of the time, the wireless system will consume less power than when the user is located in an urban "cluttered" environment inside buildings with significant path loss. Note that the system can also be "retrained" to adapt to different working environments as desired.
The proposed self-adaptation methodology can be split into 2 states: EXPLORE and ADAPT (Fig. 3) . The EXPLORE state encompasses the time during which the device is not actively communicating data with the base-station and is not charging. During this state, the device intermittently requests for specific "exploration/training packets" (EXP packet, incorporated into communication protocol) to be transmitted to itself from the wireless base-station. During these EXP packets the device randomly perturbs the tuning knobs (T rand ), computes the EVM, senses the channel (discussed in Section VIII) and power consumption (P DC ) and stores these data in an onchip buffer (Fig. 4) . Thus, such pre-designed exploration packets are used to record the device performance across a range of channel conditions and tuning knob combinations. ADAPT state is the period of time during which the device is charging and not being used. This gives the opportunity for more computation intensive tasks without significant effect on battery charge level. The information recorded in EXPLORE state is used in ADAPT state for finding the optimum knob setting for adapting to each channel condition.
In all other packets except the EXP packets, normal adaptive operation is maintained i.e., the tuning knobs are either set to the optimized tuning knob setting (T opt ) or the nominal knob setting (T nom ) depending on whether optimization for the current channel is complete or not. In order to determine if the optimization is complete for the current channel, the algorithm uses an on-chip cluster table which continuously tracks the sub-space (F sub ) of the channel (F) space for which optimization is complete.
Each time the system enters the ADAPT state, the system executes 3 consecutive operations (or phases) (Fig. 5) . All the operations in the ADAPT state are executed in software (on the general purpose processor) while the device is charging. Firstly, the information stored in EXP buffer is used in the MAP phase to incrementally build a model (in software) of the power consumption and EVM performance of the system across channel and tuning knob combinations. Also, the new data is used to calculate an updated cluster table to reflect the current F sub . Thereafter, using this incrementally emerging model, the optimum tuning knob combinations (T opt ) are discovered in the OPT phase.
Care is taken to do this optimization only over the region of F space where sufficient experimentation has already been done in EXP phase (as indicated by the cluster table). Optimized power as a function of the number of EXP packets encountered across different channel conditions. Finally, the optimum knob combinations (T opt ) and the updated cluster table are used to update the channel vs T opt LUT (μ) and cluster table stored on baseband processor in UPDATE phase. The individual phases are described in detail in Section V.
The EXPLORE and ADAPT states are executed iteratively until the optimum tuning knob combinations are discovered over the entire channel space.
Why do we need neural networks for learning?
Prior work [29] proposes a random perturbation (through simulated annealing) based method to modify the stored optimum knob combinations for the nominal process instance to tailor it for the device of interest. The technique proposed in [29] starts off with the nominal "locus" (or channel vs tuning knob table for nominal process) and gradually modifies it on-the-fly to reach the optimum locus for the process varied instance. In contrast to the technique proposed in this paper, the prior technique starts off with a nominal locus and also does not employ a neural network based mapping technique. The prior technique has a number of drawbacks. Firstly, since the technique starts off with the LUT optimized for a nominal process, in case the performance of the device is worse than nominal device, it will be unable to perform within the QoS bounds for many channel conditions. This continues until the technique arrives at the optimal knob combinations for those channels. This complete loss of data connectivity for many channels may be unacceptable for the end-user and is not at all desirable in a front-end. Secondly, as discussed earlier, the data collected in EXPLORE state is used to find the optimum knob settings. It can be argued that this data can be used directly to find the optimum knob settings without resorting to any mapping/modelling techniques. This can be done by maintaining running registers for different channel conditions which record the best tuning knob combination amongst the EXP data encountered thus far.
However it can be shown that such an approach would require significantly larger time to optimize for the entire channel space. This is because, the EVM and P DC surfaces in the {F, T} space are generally well-behaved curves without abrupt variations. Such surfaces hence can be approximated by a neural net using a much sparser sample (compared to the entire set of points) in {F, T} space). Fig. 6 shows how the optimized power consumption changes with increasing number of EXP packets encountered when no mapping technique is used for the setup discussed in Section VIII. Each curve corresponds to a different channel condition and hence a different optimized power consumption (P DC,OPTi , i = 1 to 4). It can be seen that the number of EXP packets required for each channel condition for the optimized power consumption to reach its lowest value is greater than 1000. Assuming an average EXP packet requirement of 1000 the total number of packets required for total optimization of the entire channel space (assuming channel is 2 dimensional with 16 quantization levels in each dimension) is 256 000. Since the tuning knob settings for a point in the channel space is unlikely to vary widely from the settings for the adjacent points in the channel space, the neural network can exploit this correlation between the points to finish the optimization in a significantly smaller number of EXP packets. Using a neural net based mapping technique the same task can be achieved in 10 000 EXP packets (a 25x reduction in optimization time). Hence mapping with neural nets leads to a much faster optimization as compared to prior techniques.
VI. DETAILED DISCUSSION OF ADAPTATION STATES/PHASES
In this section we discuss the individual states/phases in greater detail:
A. Exploration State (EXPLORE):
The goal of this state is to acquire information regarding P DC and EVM characteristics of the front-end across different channel conditions and reconfiguration modes. When the RF receiver is communicating with a transmitter (e.g., a base station) during real-time operation, the system perturbs the tuning knobs values (e.g., bias and supply voltages) during reception of predetermined "training packets" (EXP packets) to record the EVM and P DC . These "training packets" are requested when the front-end is not being used by system applications for active data transfer. T he tuning knobs are perturbed such that the entire range of permissible tuning knob values is explored over time. The recorded information can be stored in a buffer (file) on-chip in the form of a table as shown in Fig. 7 . In order to implement the proposed methodology, the receiver must have the ability to identify EXP packets. Whether or not a packet is an EXP packet can be indicated by using certain available bits in the PHY frame structure which have been put aside in the protocol definition for future use. For example, in the IEEE 802.11a OFDM PHY packet structure [56] there is a bit in the header of the Physical Layer Convergence Protocol (PLCP) which is currently reserved for future use (Fig. 8) . In order to indicate if a packet is EXP packet this bit can be turned ON.
The PLCP contains information used by the physical layer to process the frame. The reserved bit in the PLCP header can be set to '1' when it is an EXP packet and '0' otherwise. The other bits in the header contains all modulation switching and error coding information. Similar bits are also available in the PHY packet structure for other protocols as well. When the receiver detects the bit indicating EXP packet to be high (or '1') it performs tuning knob perturbation to explore the tuning knob space.
B. Map Phase (MAP)
The goal of the system in the MAP phase is to use the information gathered in the EXPLORE state to build a map of its power and EVM characteristics across different channel conditions and tuning knob values (entirely in software). These characteristics are related to the T and F vectors through the functions f and g defined earlier (Section IV). However, it is difficult to find an analytical expression to model the equations f and g. Alternatively, the functions are constructed using two artificial neural nets (ANN) implemented in software as shown in Fig. 9 . These neural nets can be trained through supervised learning algorithms using the data stored in the EXPLORE state. The the MAP phase can be implemented to have more than one attempts at training before a successful training is completed.
It must be noted that the set of channel conditions experienced by the RF device grows with time. At any point of time, the maps will have the integrated information from all previous experiments, which may not have covered the entire {F, T} space. Thus, it is important to also keep a track of the region in the {F, T} space for which the ANNs have been adequately trained. This can be done by using an Evolving Clustering Method (ECM) [31] to build a table of clusters formed from the data gathered in the EXPLORE state. ECM requires some amount of computation and must be done in software (during offline state, not during real-time communication). The final cluster table is however stored on-chip. The ECM performance and its features have been discussed in Section VII.
Every mobile device today has a general-purpose processor for running applications and a baseband processor for communication tasks. The MAP phase (and the subsequent OPT and UPDATE phase) can be executed on a software running on the general purpose processor. They can be implemented to run only during the ADAPT state (i.e., when device is charging). It may be pointed that modern mobile devices (phones, tablets etc.) goes through such an ADAPT state (when battery is charging and device is idle) for several hours every day. Once the data in the file is incorporated into the neural net through training, the on-chip file/buffer may be flushed (wiped clean) to prepare for the next EXPLORE state.
C. Optimization Phase (OPT):
In the OPT phase, the objective is to use the knowledge base developed in the MAP phase to generate the optimum configuration strategy. It must be noted that at any point of time, the neural net map is correctly trained only for a subspace F sub of the entire channel space F. This subspace, F sub , is the set of channel conditions for which the device has already encountered and performed a large number of tuning knob perturbations. The system can confidently predict the performance of the front-end for all tuning knob combinations in the subspace F sub . Trying to predict a configuration strategy for a channel condition outside F sub can lead to erroneous results. In OPT phase, a set of channel vectors F 1 to F k are selected spanning F sub (Fig. 10) . Thereafter, for each of these channel vectors, F i , the optimum tuning knob combination is found such that P DC is minimized and EVM<EVM th . This optimization is done with the help of the neural nets trained in the MAP phase using a constrained optimization algorithm (e.g., gradient search).
D. Update Phase (UPDATE)
The set of optimized tuning knobs (T i opt ) generated in the OPT phase are used to update the reconfiguration strategy (μ) Fig. 11 . System becomes more self-aware with multiple learning iterations. stored in a LUT associated with the baseband processor. The LUT is an m-dimensional table with each of the entries being an n-tuple of tuning knob combinations. After each UPDATE phase, the n-tuples in the m-dimensional space are updated with the optimum configurations corresponding to different channel conditions for low power operations. Additionally, in the UPDATE phase the updated cluster table is written to the on-chip cluster table.
After each iteration of EXPLORE state and MAP, OPT and UPDATE phases, more entries in the LUT are updated with the optimum configuration setting. This allows the system to react to increasingly diverse channel conditions with optimum power consumption and performance as shown in Fig. 11 .
VII. CLUSTER FORMATION
As explained in Section V, in order to prevent erroneous prediction of EVM and P DC from F and T we need to track the subspaces F sub for which relevant data has been learned. One way to achieve this is by storing every point encountered in the F space during EXP phase. However, this leads to a huge memory requirement and also is inefficiently slow in terms of processing. A more efficient way to achieve this is by clustering the observed F values and maintaining a table containing the list of clusters on-chip. A cluster is a multidimensional hyper-sphere which enables us to keep track of the subspace F sub which has been adequately explored. The advantage of clustering, in this case, is that the system does not need to maintain a list of all the previous F values it has encountered. Instead, only a set of centers and radii of hyper-spheres needs to be stored. These spheres encompass all the points in the m-dimensional hyperspace corresponding to channel conditions encountered before.
K-means clustering [30] is the most popularly used clustering technique used. However, it requires the system to store all the data points and thus, is not suitable for iterative adaptive cluster generation. The Evolving clustering method (ECM) [31] alleviates the problems of K-means clustering because it does not require the storage of all the possible data points. This algorithm requires a pre-defined maximum cluster radius (r max ) and maintains a list of the existing cluster centers and radii. Given an m-dimensional data point, ECM calculates the distance of the point from the centers of the stored pre-existing clusters (Fig. 12) . Thereafter, it does one of the following:
(a) If the point is inside any existing cluster, it does nothing. (b) If the point is outside all existing clusters but within a pre-defined maximum radius of a cluster, the radius of the cluster is increased to include the particular point and the center is updated. (c) If the point is outside all existing clusters and there are no clusters which can grow (up to the pre-defined maximum radius) to include the data point, then a new cluster is created with zero radius and with the new point at its center. In our system, we have modified this algorithm to additionally count the number of data points in a particular cluster. This is done to ensure that-given a value of F value lying within a cluster, the system has complete knowledge of the P DC and EVM for all possible tuning knob combinations in T at that particular F.
VIII. OVERHEAD AND PROTOCOL LEVEL IMPLICATIONS
Channel impairment sensing: In the methodology presented in this paper, sensing the channel quality is an important task that needs to be performed during the real-time operation of the device for the iterative learning to work accurately. As shown in [7] modern RF front-ends can adapt efficiently to effective signal strength (equivalently effective path loss given a constant transmit power) and interferer strength. The wireless channel is a multidimensional quantity with propagation loss, shadowing, multi-path fading and interferer strength as its components. The effect of the channel components (attenuation, shadowing and fading) is encapsulated in the form of a channel matrix H such that if X and Y be the transmitted and received signal then Y = H.X + N + I where N and I are the noise and interference vectors respectively. Preamble and pilot tone based techniques can be used to estimate the channel matrix H in RF systems [32] . From an estimate of H (Ĥ ) one can solve for the estimated transmitted symbolsX. Moreover H can also be used to calculate the effective signal strength (or effective path loss (PL)).
Modern radio front-ends already have sophisticated sensors/circuits [33] and baseband algorithms built-in to evaluate the magnitude of channel impairments like effective path loss and interferer strength. Two such widely-used metric is Received Signal Strength Indicator (RSSI) and Received Channel Power Indicator (RCPI), which gives an estimate of the in-channel power received and hence the total attenuation from the channel (if the transmitted power is known). Both RCPI and RSSI are monotonically increasing logarithmic functions of the signal strength expressed in dBm. RSSI/RCPI is often calculated in the intermediate frequency (IF) stage before the IF amplifier. [34] discusses a method of detecting the power of in-band interferers. This is done by sensing the total in-band power by using a power detector between the mixer and the channel-select filter. [35] discusses the design of a wide-band jammer detector which can be used to sense the total power received at the receiver. Thus combining both the outputs of interferer power detectors one can get the idea about the total interferer power at the input of the LNA. Other attempts to detect signal and interferer strength include transition density detection based interferer estimation [37] - [42] . Since modern front-ends already implement such sensors, ADCs and metrics, the proposed methodology will not consume additional power or silicon area over existing infrastructure.
It can be shown that the throughput of the system with the additional EXP packets reduce with increasing relative velocity between the BS and MS. Let us define a term Relative throughput (RT) which is the ratio of the number of data packets received to the total number of packets received. Let v max be the maximum velocity between BS and MS, f c be the frequency of the RF signal, c be the velocity of electromagnetic propagation, T symb is the OFDM symbol time and n is the number of OFDM symbols required to calculate EVM with sufficient confidence. Then the relationship between the minimum acceptable relative throughput (RT min ) and v max for a time fading channel can be shown to be
Thus for a higher v max the number of symbols n reduces and hence EVM is less accurately estimated in real-time. This leads to a lesser EVM threshold for the adaptation and lesser power savings. The above discussion is summarized in Fig. 13 .
Memory requirement and hardware overhead: The proposed methodology requires on-chip memory to store the EXP buffer (Fig. 4) and the table of nominal knob settings. As explained earlier, that the vector F is 2 dimensional and let us assume that each quantity is quantified by a byte of data. Let us also assume that there be a total of 10 tuning knobs (say) in the RF front-end. Also let us assume that the buffer can store the results of 500 EXP packet experimentation data (buffer is wiped clean after each UPDATE phase). Then the memory requirement for the buffer is approximately of the order of 5 kilobytes. Similarly for the optimum configuration table if the number of levels in each dimension of F be 20 with 10 tuning knobs then the total memory requirement is 4 kilobytes (20×20×10 = 4000 bytes). For the on-chip cluster table assuming the maximum number of clusters to be 100, the total memory required is 400 bytes (storing center, radius and count). Thus, the combined on-chip memory requirement is less than 10 kilobytes. For our case study we found that 10 000 EXP packets was good enough to map the channel {F, T} space of interest. This translates to roughly 40 EXP packets per channel grid point for the case-study demonstrated in Section IX. The choice of the EXP buffer size would be driven by the trade-off the system designer has to make between memory requirements and the amount of learning possible in one EXPLORE and ADAPT cycle.
The optimizer used in the methodology is a LevenbergMarquardt (LM) backpropagation based neural network trainer. It has been shown in prior literature [53] that for relatively large neural network (784 neurons) structures an optimized LM backpropagation program would require 15 megabit (Mb) or approximately 2 megabytes (MB) of storage space.
Neural network implementation: The neural network required for learning the power and performance of the frontend can be implemented as a software application on the general purpose processor in the mobile device. Modern mobile devices have extremely capable processors which can easily handle the neural network implementation. Since this is a software application which runs when the system is charging and not being used it contributes very little to the overall system overhead, both in terms of throughput and power consumption. Moreover even this small overhead reduces to zero once the training is complete. The neural network is implemented as a multi-layer feed-forward (MLF) neural network [45] . The network consists of neurons which are ordered into layers.
Power overhead: For the ADAPT state, the battery is charging and hence there is no significant effect on the battery charge. For the EXPLORE state a small power overhead will be present due to the extra EXP packets the frontend has to process over and above the data packets. However, this can be made a small number (implementation specific). However once the optimization is complete this overhead reduces to zero since no more EXP packets are required.
EVM calculation: To calculate EVM with high confidence the calculation must be performed over a sufficient number of OFDM symbols. An EVM calculation over a small number of OFDM symbols has a large uncertainty. Let be the guardband to deal with the uncertainty in EVM calculation. Then E V M th,actual = E V M th − So the system must be designed to have a larger guardband around the threshold for a smaller number of OFDM symbols per EVM calculation. Therefore, this would mean lesser power savings as the EVM th,actual is lower than EVM th . For our system we assume a guardband of 2% on the EVM th of 35% (QPSK modulation with BER of 10 −4 ). 
IX. SIMULATION SETUP AND RESULTS

A. MIMO Front-End a) RF front-end:
In order to demonstrate the efficacy of the proposed methodology, we use a 2.4 GHz MIMO OFDM front-end (Fig. 14) as a test vehicle. Each chain contains a tunable LNA with a bias voltage and supply which can be used as tuning knobs. Fig. 15 shows the schematic and gain of the 2 LNAs in the 2 RF chains across a range of V bias (V b_cs ) for V dd = 1.8V. A Gilbert cell mixer provides tunability through adaptive bias settings. Through Monte Carlo simulations process variant instances of LNA and mixer are generated for each of the two chains. The circuits are designed in ADS and their behavioral models are used in MATLAB for complete system simulation. b) Channel Model: The channel is modeled as a non-lineof-sight (NLOS) Rayleigh fading channel with interferers. The modulation used is QPSK with an EVM th,actual of 33%. The interferers are modeled as adjacent OFDM channels. The channel factors that lead to reconfiguration of the front-end are path loss (PL) (and hence signal strength) and interferer strength (I 0 ). In the setup, we assume that PL can vary between 100 dB to 147 dB and I 0 is between −40 dBm and −55 dBm. Any lower interferer does not significantly affect the circuit EVM performance. In the current paper the authors have focused on process learning part of the problem and have chosen to focus on a single modulation technique. The proposed methodology can be extended to include multiple modulation techniques, coding rates, MIMO modes. In practice the power savings is a non-linear function of the distance between MS and BS (or SNR) and the modulation technique/coding rate as shown in [5] . c) Neural network: The complexity of the neural network determines to a large extent the uncertainty in EVM prediction from the neural net model. In Fig. 16 we show the uncertainty in prediction of EVM as a function of the number of hidden layers and the number of neurons per layer. However more complex the network is, the more memory it requires and the more number of operations are required for calculating the output from the neural network for a particular input. For a neural network with h hidden layers with d i being the number of neurons in the i th hidden layer the total number of weights and biases which are needed to be stored in memory is given by
Here d 0 and d h+1 correspond to the number of inputs and output (= 1) to the neural network. Similarly, the speed of output computation of a neural network also decreases with increasing complexity of the neural network. The speed of computation is critical both for faster training as well as a faster prediction capability of the neural network. It can be shown that for the MLF neural-network with h hidden layers the total time taken is given by
Here t mult , t add and t i are the time taken to execute a multiplication, addition and pass through the i th transfer function (f i ). To estimate the speed of computation we assume a processor of 1 GHz clock frequency. We also assume that in latest processors each floating point multiplication takes 5 clock cycles, each addition takes 3 clock cycles [44] and each pass through the transfer function takes 10 clock cycles (conservative estimate). The time taken for 1 prediction from a neural network with 2 hidden layers and 15 neurons in each layer is calculated to be 2 us. In our system the weights are stored in a file on the random access memory (RAM) of the general purpose processor. The number of weights is small and not a bottleneck in modern systems. However since the speed of computation affects both training and prediction, in our system we try to achieve a balance between accuracy and speed. From this study, we found that the neural nets NN 1a and NN 1b shown in Fig. 9 Fig. 17 and maps out the region of the entire channel space already experienced by the front-end. Here, each cluster is represented by a circle with a marked center. This cluster table is used by the system in association with the partially trained neural nets to generate optimum configuration settings for the clustered set of channel conditions. The optimum power consumption thus obtained is shown in Fig. 18 . As is evident, the optimization is partially complete at t int . For channel conditions outside the current set of clusters, the system operates at maximum power consumption (i.e., nominal knob setting). This methodology runs iteratively and after sufficiently time, it can optimize the system performance over the entire channel space. In Fig. 19 , we see that the cluster circles finally cover the entire channel condition space. The power is also optimized over the entire channel condition space as shown in Fig. 20 . Here, the flat mesh corresponds to the power consumption in a non-adaptive system. We get a maximum power saving of 2.5X over a non-adaptive system. The ANNs are trained using experiment data from the EXP phase. This is done during the MAP phase of operation using supervised learning. The algorithm used to train the ANNs is Levenberg-Marquardt backpropagation [43] . This is an iterative algorithm which adjusts the weights in an ANN to achieve the minimum mean square error (MSE) possible. To illustrate the performance of the proposed technique we illustrate in Fig. 21 the average power consumption (across the entire gamut of channel conditions) as a function of time.
As shown in Fig. 21 , there is a 10% overhead due to the presence of the EXP packet required by the technique. As time proceeds progressively optimum tuning knobs are discovered for larger subspaces in the F space and hence the average power consumption (across the gamut of channel conditions decreases). When the optimization is complete across the entire channel space, the EXP packet is no longer required and can be switched off at the protocol level. This causes a further savings in average power consumption (∼ 10%) due to reduction in protocol overhead. In practice the adaptation rate depends on the usage and is expected to be significantly faster (converging within a few days).
B. SISO Front-End
A SISO front-end with tunable LNA and mixer is setup to act as a test vehicle for the proposed methodology. The LNA used in the front-end is an orthogonally tunable LNA [4] . The LNA is a 2-stage device with 2 bias knobs, V GAIN and V IIP3 that are used to modulate the performance and powerconsumption of the LNA.
The current consumption variation of the LNA across tuning knobs is shown in Fig. 23 . The mixer used in the simulation setup is a Gilbert cell mixer with V BIAS and V DD tuning knobs. The power is also optimized over the entire channel condition space as shown in Fig. 24 . Here, the flat mesh corresponds to the power consumption in a non-adaptive system. Thus we get a maximum savings of 3× power consumption through process resilient learning based adaptation. 
X. HARDWARE VALIDATION
The key contribution of this work is the self-learning methodology presented in earlier sections. In order to validate the proposed methodology, we used the hardware setup shown in Fig. 25 . Although this hardware setup demonstrates the methodology on a SISO chain, it can be extended without any modifications to a MIMO front-end. Here, the receiver consists of a down-conversion mixer (ADL 5801) with V DD and V BIAS as tunable knobs. The baseband of the system is implemented in MATLAB working on a PC. The baseband output of NI DAC (PXI 5412) is up-converted by an up-conversion mixer (MAX 2039) and fed to ADL 5801. Fig. 26(a) shows the power profile of the down-conversion mixer ADL5801 across the tuning knobs V DD and V BIAS . The system is operated at 2 GHz using OFDM modulated data. The channel emulation is done in baseband by adding different amounts of noise to the received signals. A higher amount of noise corresponds to a worse channel. Using the methodology developed in this paper, the system self-learns its characteristics and over time and constructs a table of optimum tuning knob combinations across varying channel conditions. The power consumption across different channel conditions is shown in Fig. 26(b) . The different settings of V BIAS and V DD across different channel conditions are shown in Fig. 27(a) . We get 3× power savings across varying channel conditions leading to lowpower operation. Fig. 27(b) shows the EVM across different channels as time advances (start to finish through time T1 = 1 hour and T2 = 2 hour).
XI. CONCLUSION
In this paper, we have presented a methodology which enables the system to incrementally learn its power consumption characteristics and QoS performance across different channel and knob configurations. Thereby, the methodology consolidates this knowledge through a neural network and cluster table implemented in software. The trained neural network can then be used in conjunction with the cluster table to generate an optimum reconfiguration strategy onthe-fly. Unlike prior literature, this methodology is inherently process resilient (without the need for process detection and characterization) as it finds the optimum configuration for the device on which it operates. A comparison with prior work is shown in Table 1 . Moreover the same methodology can be extended to also incorporate temperature compensation by considering temperature as another dimension of variability for P DC and EVM. Thus, this methodology leads to channel-adaptive process and temperature-resilient low-power RF front-ends which are crucial to the success of modern lowpower portable devices.
