ABSTRACT. A bottleneck of a smooth algebraic variety X ⊂ C n is a pair of distinct points (x, y) ∈ X such that the Euclidean normal spaces at x and y contain the line spanned by x and y. The narrowness of bottlenecks is a fundamental complexity measure in the algebraic geometry of data. In this paper we study the number of bottlenecks of affine and projective varieties, which we call the bottleneck degree. The bottleneck degree is a measure of the complexity of computing all bottlenecks of an algebraic variety, using for example numerical homotopy methods.
1. INTRODUCTION 1.1. Bottlenecks. Let X ⊂ C n be a smooth variety with dim(X) = m > 0. A bottleneck of X is defined to be a pair of distinct points x, y ∈ X such that the line xy joining x and y is normal to X at both x and y. As we will outline below, bottlenecks are fundamental to the algebraic geometry of data, an emerging field in the intersection of algebraic geometry and data analysis [5, 7, 8, 10] . In this paper we study the bottleneck degree of X which, under suitable genericity assumptions, coincides with the number of bottlenecks of X. The orthogonality relation a ⊥ b involved in the definition of bottlenecks is defined by ∑ n i=1 a i b i = 0 for a = (a 1 , . . . , a n ), (b 1 , . . . , b n ) ∈ C n . For a point x ∈ X, let (T x X) 0 denote the embedded tangent space of X translated to the origin. Then the Euclidean normal space of X at x is defined as N x X = {z ∈ C n : (z − x) ⊥ (T x X) 0 }. A pair of distinct points (x, y) ∈ X × X is thus a bottleneck exactly when xy ⊆ N x X ∩ N y X.
We will now give the equations of the bottleneck variety in C 2n which consists of the bottlenecks of X together with the diagonal X × X ⊂ C n × C n . Let ( f 1 , . . . , f k ) ⊆ C[x 1 , . . . , x n ] be the ideal of X. Consider the ring isomorphism C[x 1 , . . . , x n ] → C[y 1 , . . . , y n ] : x i → y i and let f i = φ ( f i ). Then f i and f i have gradients ∇ f i and ∇ f i with respect to {x 1 , . . . , x n } and {y 1 , . . . , y n }, respectively. We define the augmented Jacobian J as the following matrix of size (k + 1) × n with entries in R = C[x 1 , . . . , x n , y 1 , . . . , y n ]:
where y − x is the row vector (x 1 − y 1 , . . . , x n − y n ). Let N denote the ideal in R generated by ( f 1 , . . . , f k ) and the (n − m + 1) × (n − m + 1) minors of J. Then the points (x, y) of the variety defined by N are the points (x, y) ∈ X × C n such that y ∈ N x X. In the same way we define a matrix J and an ideal N ⊆ R by replacing f i with f i and ∇ f i with ∇ f i . The bottleneck variety is then defined by the ideal
Its points (x, y) ∈ X × X ⊂ C 2n such that x = y are the bottlenecks of X.
1.2.
Results. In this paper we address the basic enumerative problem of counting bottlenecks. This has value in its own right but also governs the complexity of computing bottlenecks as expanded upon below. Consider the closureX ⊂ P n in projective space. Associated toX there are classical geometric invariants known as polar classes [19, 20] which relate closely to the Chern classes ofX. A first result of the paper is that, under certain genericity assumptions, the bottleneck degree is a function of the polar classes ofX; see Theorem 2.11 and Proposition 3.4. In the process we introduce the concept of bottlenecks and bottleneck degree for projective varieties and show how the case of affine varieties reduces to the projective setting in Proposition 3.4. The arguments directly give an algorithm for expressing the bottleneck degree in terms of polar classes. We have implemented this algorithm in Macaulay2 [13] and the script is available at [6] . We give the formula explicitly for projective curves, surfaces and threefolds below. To write down these formulas we need some notation: p 0 , . . . , p m denotes the polar classes ofX,
and h denotes the hyperplane class in the intersection ring ofX. Also, let BND(X) denote the bottleneck degree ofX.
(1) For curves:
(2) For surfaces:
1.3.
Motivation from data analysis and real geometry. Suppose now that the real locus X R ⊂ R n of X is non-empty and compact. Note that the normal space of the real manifold X R in R n at x ∈ X R is the real part of the Euclidean normal space N x X. Bottlenecks are important for computational real geometry since, for example, the distance between any two distinct connected components of X R is realized by ||x − y|| for some bottleneck (x, y) with one point on each component. Another important example from real geometry and data analysis is the problem of formulating efficient methods to compute the reach τ X R of X R . The reach is a measure of curvature that extends to subsets of R n which are not smooth manifolds; see [11] for background and basic facts. The number τ X R can be defined as the maximal distance r ≥ 0 such that any point p ∈ R n at distance less than r from X R has a unique closest point on X R . The reach is the main invariant of the embedding X R ⊂ R n which is needed as input to standard algorithms for triangulating X R [2, 3, 4] . Another line of work seeks to compute the homology groups of X R from a finite sample on the variety by applying techniques from persistent homology to the point cloud [5, 8, 15, 18] . The reach determines the sample size required to obtain the correct homology of the associated complex. The reach is in part a measure of "near self intersection," that is the narrowness of the bottlenecks of X R . Therefore efficient methods to compute bottlenecks play an important role in the pursuit of efficient methods to compute the reach itself. More precisely, τ X R = min{ρ, b} where ρ is the minimal radius of curvature of a geodesic on X R and b is half the width of the narrowest bottleneck of X R [1] . This suggests that τ X R could be computed with numerical methods by computing ρ and b separately. In the case where X has only finitely many bottlenecks, b may be computed by finding all bottlenecks of X and filtering out the real ones. The complexity of the problem of computing all isolated bottlenecks of a complex variety is governed by the number of solutions to the problem. This serves as an additional motivation for the present study.
PROJECTIVE VARIETIES
2.1. Notation and background in intersection theory. The notation used in this paper will closely follow that of Fulton's book [12] . Let X ⊆ P n C be a closed m-dimensional subscheme. We use A k (X) to denote the group of k-cycles on X up to rational equivalence and A * (X) = m k=0 A k (X) denotes the Chow group of X. For a subscheme Z ⊆ X we have an associated cycle class [Z] ∈ A * (X). Also, for a zero cycle class α ∈ A 0 (X) we have the notion of degree, denoted deg(α), which counts the number of points with multiplicity of a 0-cycle representing α.
Suppose now that X ⊆ P n is a smooth variety of dimension m. In this case we will also consider the intersection product on A * (X) which makes it into a ring. Now let α ∈ A k (X) with k > 0 and consider the hyperplane class h ∈ A m−1 (X) induced by the embedding X ⊆ P n . In this paper, we define deg(α) = deg(h k α). This means that if α is represented by a subvariety Z ⊆ X, then deg(α) is the degree of Z. For a cycle class α ∈ A * (X), we will use (α) k to denote the homogeneous piece of α of codimension k, that is (α) k is the projection of α to A m−k (X). Finally, for i = 0, . . . , m, c i (T X ) denotes the i-th Chern class of the tangent bundle of X and c(T X ) = c 0 (T X ) + · · · + c m (T X ) denotes the total Chern class.
Now let X and Y be subschemes of projective space. A map f : X → Y gives rise to a push forward group homomorphism f * : A * (X) → A * (Y ) and if X and Y are smooth varieties we also have a pull-back ring homomorphism
Let f : X → Y be a morphism of smooth projective varieties. Let
This relation is used a number of times in the sequel. Now let f : X → Y be a map of smooth projective varieties with dim(X) = k and dim(Y ) = 2k. Let f × f : X × X → Y × Y be the induced map, let Bl ∆ X (X × X) be the blow-up of X × X along the diagonal ∆ X ⊂ X × X and let π : Bl ∆ X (X × X) → X × X be the blow-up map. Consider the map
and its residual scheme in h −1 (∆ Y ) is called the double point scheme of f and is denotedD( f ). The exceptional divisor π −1 (∆ X ) may be interpreted as the projectivized tangent bundle P(T X ). The support of the double point schemeD( f ) consists of the pairs of distinct points (x, y) ∈ X ×X ⊂ Bl ∆ X (X ×X)\π −1 (∆ X ) such that f (x) = f (y) together with the tangent directions in P(T X ) where the differential d f : T X → T Y vanishes, see [17] Remark 14. There is also an associated residual intersection classD(
Let η :D( f ) → X be the map induced by π and the projection X × X → X on to the first factor. Then the double point class
2.2. Bottleneck degree. Let X ⊂ P n be a smooth variety of dimension m < n and consider the conormal variety [12] Example 3.2.21. Here, P(N ∨ X/P n ) denotes the projectivized conormal bundle of X in P n . The conormal variety consists of pairs of points x ∈ X and hyperplanes in P n that contain the projective tangent space T x X at x. We use O(1) to denote the dual of the tautological line bundle on C X , see [12] Appendix B.5.1 and B.5.5, and ξ = c 1 (O(1)) denotes the first Chern class of O(1). Also, let p : C X → X be the projection and let h be the pullback under p of the hyperplane class in A * (X) coming from the embedding X ⊂ P n . Note that dim(C X ) = n − 1.
Remark 2.1. In the sequel we will compute the degrees of zero cycle classes in
This means that every element of A 0 (P(N ∨ X/P n )) can be written uniquely in the form ξ n−m−1 p * α where α ∈ A 0 (X) and for the degrees we get
We will consider C X as a subvariety of P n × P n as follows. Fix coordinates on P n induced by the standard basis of C n+1 . Then identify P n with (P n ) * via the isomorphism L : P n → (P n ) * which sends a point (a 0 , . . . , a n ) ∈ P n to the hyperplane {(x 0 , . . . , x n ) ∈ P n : a 0 x 0 + · · · + a n x n = 0}. Definition 2.2. We say that a smooth variety X ⊂ P n is in general position if C X is disjoint from the diagonal ∆ ⊂ P n × P n .
Let Q ⊂ P n be the isotropic quadric, which is defined by ∑ n i=0 x 2 i = 0. For p ∈ X ∩ Q, T p X and T p Q denote the projective tangent spaces of X and Q at p.
In other words, X is in general position if and only if X intersects the isotropic quadric transversely.
Suppose that X is in general position. We then have a map
from C X to the Grassmannian of lines in P n which sends a pair (p, q) to the line spanned by p and q. To simplify notation we will put G = Gr(2, n + 1).
For a point p ∈ X we have the orthogonal complement (T p X) ⊥ of the projective tangent space of X at p. The span p, (T p X) ⊥ of p and (T p X) ⊥ is called the Euclidean normal space of X at p and is denoted N p X. Note that for p ∈ X, the map f restricted to the fiber {(p , q ) ∈ C X : p = p} parameterizes lines in N p X passing through p. Example 2.3. In the case where X ⊂ P n is a smooth hypersurface, C X ∼ = X via the projection on the first factor of P n × (P n ) * . Consider a general curve X ⊂ P 2 of degree d defined by a polynomial F ∈ C[x, y, z]. For u ∈ {x, y, z}, let
In this case G = (P 2 ) * and the map f : X → (P 2 ) * defined above is given by (x, y, z) → (yF z − zF y , zF x − xF z , xF y − yF x ). Note that f (p) = N p X is the Euclidean normal line to X at p.
Returning to a smooth m-dimensional variety X ⊂ P n in general position, consider the projection η : C X × C X → X × X and the incidence correspondence
Pairs (x, y) ∈ I(X) ⊂ X × X with x = y are called bottlenecks of X. Applying the double point formula to the map f we obtain
where D( f ) is the double point class of f .
Definition 2.4. Let X ⊂ P n be a smooth variety in general position. We call deg(D( f )) the bottleneck degree of X and denote it by BND(X).
Proposition 2.5. Let X ⊂ P a ⊆ P b be a smooth variety where P a ⊆ P b is a coordinate subspace. If X is in general position with respect to P a then X is in general position with respect to P b and the bottleneck degree is independent of the choice of ambient space.
Proof. For c = a, b let C c denote the conormal variety with respect to the embedding X ⊂ P c . The embedding
Hence X is in general position with respect to P b . We will consider D( f a ) as a cycle class on
, which in turn implies that the bottleneck degree is independent of the choice of ambient space. Note thatD( f a ) ⊆D( f b ).
We will first show that the differential d f b :
Let D ⊂ C be the unit disk and let P, Q : D → C b+1 \ {0} be smooth analytic curves such that the induced curve D → P n × P n is contained in C b , passes through x = (p, q) at 0 ∈ D and has tangent vector v there. In other words P(0) ∈ p and Q(0) ∈ q are representatives of p and q. We need to show that
. Suppose first that P (0) and P(0) are independent. Then Q(0), Q (0) ∈ P(0), P (0) and P(0), P (0) ⊆ C a+1 since X ⊂ P a . Now suppose that P (0) is a multiple of P(0). Since v = 0, Q(0) and Q (0) are independent and Q (0) corresponds to a point q ∈ P n . That P(0) and P (0) are dependent implies that (p, q ) ∈ C b . Moreover, P(0) ∈ Q(0), Q (0) by above and hence p ∈ q, q . It follows that (p, p) ∈ C b , which contradicts that X is in general position. Now let (x, y) ∈D( f b ) with x = y and f b (x) = f b (y). If x, y ∈ C a then (x, y) ∈D( f a ) so assume that x / ∈ C a . Let x = (p 1 , q 1 ) and y = (p 2 , q 2 ) with (p i , q i ) ∈ X × P b . Since p 1 , q 1 = p 2 , q 2 and this line intersects P a in exactly one point p ∈ P a , we have that p 1 = p 2 = p. Moreover, p ∈ q 1 , q 2 and hence (p, p) ∈ C a contradicting that X is in general position. This means thatD( f b ) ⊆D( f a ) and henceD( f a ) =D( f b ). Definition 2.6. We will call a smooth variety X ⊂ P n bottleneck regular (BN-regular) if
(1) X is in general position, (2) X has only finitely many bottlenecks and
If X ⊂ P n is BN-regular, then the double point schemeD( f ) is finite and in one-to-one correspondence with the bottlenecks of X through the projection η : C X × C X → X × X. Using the scheme-structure ofD( f ) we assign a multiplicity to each bottleneck. With notation as in Section 2.1, [D( f )] =D( f ) and we therefore have the following. Proposition 2.7. If X ⊂ P n is BN-regular, then BND(X) is equal to the number of bottlenecks of X counted with multiplicity.
Remark 2.8. The bottleneck degree depends on the Chern classes of C X and below we shall relate these to the Chern classes of X, the hyperplane class and the first Chern class of O(1)
. Since the rank of N ∨ X/P n is n − m we have by [12] Remark 3.2.3 that
which is equal to ∑ n−m i=0 (−1) i p * c i (N X/P n )(1 + ξ ) n−m−i . Note also that c i (N X/P n ) = 0 for i > m = dim(X). Moreover, the normal bundle N X/P n is related to the tangent bundles T X and T P n by the exact sequence
where i : X → P n is the inclusion. It follows that c(N X/P n ) = c(i
where H ∈ A n−1 (P n ) is the hyperplane class.
For n − 1 ≥ a ≥ b ≥ 0 define the Schubert class σ a,b ∈ A * (G) as the class of the locus Σ a,b = {l ∈ G : l ∩ A = / 0, l ⊂ B} where A ⊂ B ⊆ P n is a general flag of linear spaces with codim(A) = a + 1 and codim(B) = b. In the case b = 0 we use the notation σ a,0 = σ a . See [9] for basic properties of Schubert classes. In particular we will make use of the relations σ 2 1 = σ 1,1 +σ 2 if n ≥ 3 and σ a+c,b+c = σ c,c σ a,b for n −1 ≥ a ≥ b ≥ 0 and 0 ≤ a +c ≤ n −1. Also, σ n−1−i,i ·σ n−1− j, j = 0 for 0 ≤ i, j ≤ n−1 2 if i = j and σ 2 n−1−i,i is the class of a point. Let p 0 , . . . , p m denote the polar classes of X, see for example [19] and [12] 
where T x X denotes the projective tangent space of X at x. If X has codimension 1 and j = 0, then V is the empty set using the convention dim( / 0) = −1. By [12] Example 14.4.15, P j (X,V ) is either empty or of pure codimension j and
where h ∈ A n−1 (X) is the hyperplane class. Moreover, the polar loci P j (X,V ) are reduced, see [19] . Inverting the relationship between polar classes and Chern classes we get
We will examine an alternative interpretation of polar classes via the conormal variety C X . It follows from the statement on codimension of polar loci that for a generic point x ∈ P j (X,V ), the projective tangent T x X intersects V in exactly dimension j − 1, that is dim(T x X ∩V ) = j − 1. Let 0 ≤ i ≤ m and letV ,W ⊆ P n be general linear spaces with dim(V ) = i + 1 and dim(W ) = n − i. Recall the fixed isomorphism L : P n → (P n ) * and let V ⊂ P n be the intersection of all hyperplanes in L(V ). Note that dim(V ) = n − 2 − i. Now consider the intersection J = C X ∩ (W ×V ) ⊆ P n × P n . Then J is finite and we have the projection map p |J :
and therefore the span of T x X and V is the unique hyperplane containing T x X and V . Let α, β ∈ A 2n−1 (P n × P n ) be the pullbacks of the hyperplane class of P n under the two projections and consider [C X ] as an element of A * (P n × P n ).
Lemma 2.9. Let X ⊂ P n be a smooth m-dimensional variety in general position. Let h = p * (h X ) ∈ A * (C X ) where h X ∈ A * (X) is the hyperplane class and p : C X → X is the projection. Let k = min{ n−1 2 , m} and for i = 0, . . . , k, put
Proof. To show (6), note that codim(C X ) = 2n − (n − 1) = n + 1 and write
Let π : Bl ∆ (P n × P n ) → P n × P n be the blow-up of P n × P n along the diagonal ∆ ⊂ P n × P n and let E = π −1 (∆), the exceptional divisor. The map P n × P n \ ∆ → Gr(2, n + 1) which sends a pair of points (p, q) to the line spanned by p and q extends to a map γ : Bl ∆ (P n × P n ) → Gr(2, n + 1), see [16] . The theorem in Appendix B paragraph 3 of [16] , with X = P N in the notation used there, states that
Consider C X as a subvariety of Bl ∆ (P n × P n ) and let i : C X → Bl ∆ (P n × P n ) be the embedding. Then i * π * α = h and by [12] Example 3.2.21, ξ − h = i * π * β . Moreover, since X is in general position,
In particular, f * (σ 1 ) = ξ , which proves (7) in the case n = 2. If n ≥ 3, we have by above that f * (σ 2 ) = ξ 2 − hξ + h 2 . Moreover σ 1,1 = σ 2 1 − σ 2 , and hence
For (8) , note first that
by the projection formula. Here [C X ] denotes the class of C X on Bl ∆ (P n × P n ) and [C X ] · R = 0 since X is in general position. Moreover, by (6) we have that
where t = min{m − i, n − 1 − 2i}. Hence e i = 0 for i > m and e i = ε i otherwise, which gives (8) .
To show (9), let 0 ≤ i ≤ k and note that by the projection formula
Example 2.10. Let X ⊂ P 3 be a smooth curve of degree d in general position. We will show that the bottleneck degree of X is ε
is the Euclidean distance degree of X. In particular, if X ⊂ P 2 is a general plane curve of degree d,
By the double point formula
and using Lemma 2.9 we get that deg(
Let c 1 denote the first Chern class of X. To compute c(T C X ) we follow the steps of Remark 2.8. First of all p * c(N ∨ X/P n ) = 1 − 4h + p * c 1 . Hence we get that c(p
Multiplying out and using the expressions for f * σ 2 and f * σ 1,1 above we get
Simplifying the last expression results in
Finally, using Remark 2.1 we get deg(
. This shows the claim about BND(X) for a smooth curve X ⊂ P 3 in general position.
In the case of a general plane curve X ⊂ P 2 we have that deg(c 1 ) = 2 − 2g where As in Example 2.10, we may express the bottleneck degree of any smooth m-dimensional variety X ⊂ P n in general position in terms of its polar numbers, by which we mean the degree of any monomial in the polar classes of X. By the double point formula it is enough to express the degrees of f * f * [C X ] and (c( f * T G )c(T C X ) −1 ) n−1 in terms of the polar numbers. This is done in (9) for the term f * f * [C X ]. Since the intersection ring of Gr(2, n + 1) is generated by σ a,b as a group, we may express c( f * T G ) as a polynomial in ξ and h by (7) . Moreover, c(T C X ) is a polynomial in pullbacks of polar classes, h and ξ by (5) and Remark 2.8. Using Remark 2.1 this shows that the degree of (c( f * T G )c(T C X ) −1 ) n−1 can be expressed as a linear combination of polar numbers of X. In conclusion, the bottleneck degree can be written as a polynomial F n,m in the polar numbers. Note that these polynomials only depend on n and m. Also note that if X ⊂ P a is smooth and P a ⊂ P b is a linear embedding then the polar numbers of X do not depend on the choice of ambient space. To see this, note first note that we may assume that Y ⊂ P a is in general position as a general linear transformation of Y does not change its polar numbers. Now consider any P a ⊆ P b with P a a coordinate subspace and apply Proposition 2.5.
Let X ⊂ P n be smooth of dimension m and in general position. We will show that F n,m (X) = F 2m+1,m (X). This implies the result as ∑ m i=0 ε 2 i − F 2m+1,m (X) can be written as a linear polynomial in the polar numbers of X which depends only on m.
If n ≤ 2m + 1 then F n,m (X) = F 2m+1,m (X) by above. Now assume that n > 2m + 1 and note that a general projection π : X → P 2m+1 is an isomorphism onto its image and preserves polar numbers [19] Theorem 4.1. This means that F n,m (X) = F n,m (π(X)) and F 2m+1,m (X) = F 2m+1,m (π(X)). But F n,m (π(X)) = F 2m+1,m (π(X)) by above.
Remark 2.12. In fact, Lemma 2.9, Remark 2.8 and Remark 2.1 give an algorithm to compute polynomials as in Theorem 2.11 which has been implemented in Macaulay2 [13] and is available at [6] . The result for the bottleneck degree in low dimensions is as follows. The notation used below is
j=0 deg(p j ) with m = dim(X) and h ∈ A m−1 (X) is the hyperplane class.
THE AFFINE CASE
In this section we define bottlenecks for affine varieties and show how they may be counted using the bottleneck degrees of projective varieties.
Let X ⊂ C n be a smooth affine variety of dimension m. Consider coordinates x 0 , . . . , x n−1 given by the standard basis on C n and the usual embedding C n ⊂ P n with coordinates x 0 , . . . , x n on P n . Let H ∞ = P n \ C n be the hyperplane at infinity defined by x n = 0. Also consider the closureX ⊂ P n and the intersectionX ∞ =X ∩ H ∞ . We considerX ∞ a subvariety of P n−1 ∼ = H ∞ . Definition 3.1. A smooth affine variety X ⊂ C n is in general position ifX ∞ is smooth and bothX andX ∞ are in general position.
Assume that X is in general position. Let ν : P n \ {o} → H ∞ be the projection from the point o = (0, . . . , 0, 1). If (p, q) ∈ CX then q = o sinceX ∞ is smooth. Also, p = ν(q) sinceX ∞ is in general position. Therefore we can define a map g : CX → Gr(2, n + 1) : (p, q) → p, ν(q) , mapping a pair (p, q) ∈ CX to the line spanned by p and ν(q).
Consider the projection p : CX →X. A bottleneck of the affine variety X is a pair of distinct points x, y ∈ X ⊂X such that there exists u, v ∈ CX with p(u) = x, p(v) = y and g(u) = g(v). The map g can have double points that do not correspond to actual bottlenecks of X since we require that x, y ∈ X lie in the affine part. Note however that if u, v ∈ CX with g(u) = g(v) and p(u) ∈X ∞ , then p(v) ∈X ∞ as well. Therefore the extraneous double point pairs of g are in one-to-one correspondence with double point pairs of the map
Here CX ∞ is defined with respect to the embeddingX ∞ ⊂ P n−1 . This leads us to consider the double point classes D(g), D(g ∞ ) of g and g ∞ and define the bottleneck degree of X as the difference of the degrees of these classes. For p ∈ X let N p X ⊆ C n denote the Euclidean normal space as defined in Section 1. For fixed p ∈ X, the fiber F p = {(p, q) ∈ CX } parameterizes lines in N p X through p. This is done via the map x → g(x) ∩ C n for x ∈ F p which maps x to a line in N p X passing through p.
Example 3.3. Consider a general plane curve X ⊂ C 2 of degree d defined by a polynomial F ∈ C[x, y]. ThenX ⊂ P 2 is defined by the homogenizationF ∈ C[x, y, z] of F with respect to z. We may assume thatX is smooth. The map g :X → (P 2 ) * is given by (x, y, z) → (−zF y , zF x , xF y − yF x ). It maps a point p ∈ X to the closure of the normal line N p X ⊂ C 2 in P 2 . The bottlenecks of X are the pairs (p, q) ∈ X × X with p = q and N p X = N q X. We shall now consider the other double point pairs of g, that is distinct points p, q ∈X such that g(p) = g(q) and p or q lies on the line at infinity H ∞ . The latter corresponds to the point (0, 0, 1) ∈ (P 2 ) * . If p = (x, y, z) ∈ H ∞ ∩X, that is z = 0, then g(p) = (0, 0, 1). Conversely, if q ∈X and g(q) = (0, 0, 1) then q ∈ H ∞ since q is a point on the line g(q). The extraneous double points of g are thus exactly the d pointsX ∞ , the intersection ofX with the line at infinity. This gives rise to d(d − 1) extraneous double point pairs at infinity. By the double point formula it is enough to show that f * f * [CX ] = g * g * [CX ] and c( f * T G ) = c(g * T G ) where G = Gr(2, n+ 1). Since the Schubert classes generate A * (G) as a group we can reduce c( f * T G ) = c(g * T G ) to showing that f * σ a,b = g * σ a,b . We will do this first. As in the proof of Lemma 2.9, let π : Bl ∆ (P n × P n ) → P n × P n be the blow-up of P n × P n along the diagonal ∆ ⊂ P n × P n and let E = π −1 (∆). Let α, β ∈ A * (P n × P n ) be the pullbacks of the hyperplane class of P n under the two projections and let γ be as in Lemma 2.9. By (10)
where R = [E] · δ for some δ ∈ A * (Bl ∆ (P n × P n )). Let i : CX → Bl ∆ (P n × P n ) be the map induced by the inclusion CX ⊂ P n × P n and let j : CX → Bl ∆ (P n × P n ) be induced by the map CX → P n × P n : (p, q) → (p, ν(q)), where ν : P n \ {o} → H ∞ is the linear projection. Note that f = γ • i and g = γ • j. The map π • i is the identity on CX and π • j : CX → P n × P n is the map (p, q) → (p, ν(q)). It follows that i * π * α = j * π * α and i * π * β = j * π * β . SinceX and X ∞ are in general position, i * R = j * R = 0, and we conclude that f * σ a,b = g * σ a,b . Now write f * [CX ] = ∑ i e i σ n−1−i,i and g * [CX ] = ∑ i e i σ n−1−i,i where e i , e i ∈ Z. Note that
) and the same way e i = deg([CX ] · g * σ n−1−i,i ). Since f * σ n−1−i,i = g * σ n−1−i,i , we have that e i = e i for all i. It follows that
Example 3.5. For a general curve X ⊂ C 2 of degree d we have
Namely, the bottleneck degree ofX is given in Remark 2.10 and putting this together with Proposition 3.4 and Example 3.3 we get BND(X)
Hence a general line in C 2 has no bottlenecks, as one might expect. For d = 2 we get that a general conic has 4 bottlenecks, which corresponds to 2 pairs of points with coinciding normal lines. These lines can be real: Consider the case of a general real ellipse and its two principal axes, see Figure 1 . FIGURE 1. Ellipse with principal axes.
Remark 3.6. Let X be a smooth affine variety in general position. As we have seen, the bottleneck degrees ofX and X ∞ are functions of the polar numbers of these varieties. If i :X ∞ →X is the inclusion then the relation between the polar classes ofX and those of its hyperplane sectionX ∞ is p j (X ∞ ) = i * p j (X). This is straightforward to verify using for example the adjunction formula [12] Example 3.2.12 and the relation between polar classes and Chern classes (4) . This means that the polar numbers ofX andX ∞ are the same in the sense that deg(
As a consequence, Proposition 3.4 may be used to to express the bottleneck degree of X ⊂ C n in terms of the polar numbers of its closureX ⊂ P n . This nonsingular quartic curve is notable because all 28 bitangents are real.
EXAMPLES
The bottleneck pairs {(x 1 , x 2 ), (y 1 , y 2 )} are the off-diagonal solutions to the following set of four equations, which are the equations of the bottleneck ideal described in Equation (1) . The first two imply that each point is on the curve and the second two of imply that each point is on the normal line to the curve at the other point. In this example, the 192 bottlenecks correspond to 192/2=96 bottleneck pairs. In particular, the real part of the Trott curve intersects the x-and y-axis each 4 times and in each case the relevant axis is the normal line to the curve at the intersection, leading to six bottleneck pairs on each axis. Example 4.2. Consider the space curve in C 3 given by the intersection of these two hypersurfaces: We obtain the following formula for the bottleneck degree of a smooth complete intersection curve X ⊂ C 3 in general position:
BND(X) = d Intersecting with the plane {x = 0} which is normal to the spheroid, we obtain the circle {y 2 + z 2 = 4} and every antipodal pair of points of the circle is a bottleneck.
