High resolution infrared emission spectra have been measured for AuH and AuD and for two isotopomers of each of CuH, CuD, AgH, and AgD. The molecules were made in a carbon tube furnace ͑King furnace͒, and in spite of intense background thermal emission from the furnace ͑at Ͼ2000°C͒, vibration-rotation emission data could be recorded. Together with high resolution measurements taken from the literature, the data for each species were treated using two types of combined-isotopomer analysis: One based on fits to empirical molecular parameters, and the other based on direct fits to the underlying potential energy functions, both of which take account of mass-dependent Born-Oppenheimer breakdown correction terms. Accurate isotopically related Dunham parameters and Born-Oppenheimer breakdown parameters are obtained for each species, as well as accurate analytic potential functions and adiabatic and nonadiabatic radial correction functions.
I. INTRODUCTION
There is considerable experimental and theoretical interest in the spectra of metal-containing diatomic hydride molecules. This is due partly to the importance of transition metal hydrides in heterogeneous catalysis, 1 and partly to their presence in many astronomical sources.
2 They are also ideal systems for studying the breakdown of the BornOppenheimer approximation and first-order semiclassical quantization condition, which in turn cause simple first-order semiclassical mass-scaling of Dunham or band constants to fail to predict accurately the energy level differences among different isotopomers. These effects are particularly large for hydride molecules [3] [4] [5] and for the high rotational levels observed in high temperature emission spectroscopy experiments. These considerations led us to undertake a series of high resolution infrared emission studies of the spectra of the coinage metal hydrides.
Since the first laboratory study of CuH in 1923, 6 the visible and vacuum ultraviolet ͑UV͒ spectra of CuH and CuD have been studied extensively by many investigators. The A 1 ⌺ ϩ -X 1 ⌺ ϩ transition of CuH has been observed in sunspot spectra 7 and tentatively identified in the spectrum of the star 19 Piscium. 8 To date, the most comprehensive work has been carried out by Ringström, who observed five excited electronic states, A 1 ⌺ ϩ , b⌬ 2 , B 3 ⌸ 0 ϩ, C1, and c1 in the 3300-3900 Å region, 9 and the E 1 ⌺ ϩ -X 1 ⌺ ϩ transition in the 2744-2270 Å region. 10 Other work includes studies by Grundström, 11 who analyzed the D 1 ⌺ ϩ -X 1 ⌺ ϩ transition in the 2260-2228 Å region, and more recently by Brown and Ginter 12 who recorded absorption spectra from 2500-1750 Å. Along with the reanalysis of the E -X and D -X systems, they found four new transitions:
, and I 1 Ϯ -X 1 ⌺ ϩ . These states are labeled using Hund's case ͑c͒ notation. All of these excited states exhibit perturbations, and the H and I states also show signs of predissociation. Although the visible spectrum of CuD has not been as extensively studied as that for CuH, the A 1 ⌺ ϩ -X 1 ⌺ ϩ system was recorded by Heimer, 13 Jeppesen, 14 Ringström, 9 and most recently by Fernando et al. 15 using FT ͑Fourier transform͒ emission spectroscopy using a hollow cathode discharge.
In the infrared, the vibration-rotation spectrum of the ground state of CuH was accidentally observed by Ram et al. 16 A copper hollow cathode lamp was used in an experiment with a continuous flow of Ne and H 2 gases to record the spectrum of NeH ϩ . 16 Copper atoms were sputtered off the cathode material, and in the presence of H 2 the CuH molecule was formed. 17 The 1-0, 2-1 bands and the 2-0 overtone band of 63 CuH and ϭ0) were recorded from Jϭ2←1 to Jϭ11←10 for 63, 65 CuH, from Jϭ3←2 to Jϭ19←18 for 63 CuD, and from Jϭ3←2 to Jϭ16←15 for 65 CuD. 18, 19 In addition, Okabayashi and Tanimoto 20 have reported accurate measurements of the Jϭ1←0 transitions of 63, 65 CuH. All of these pure rotational transitions were included in the present data analyses.
Spectra of AgH were first measured in 1931, 21 and subsequent classical work was summarized by Huber and Herzberg. 22 More recently there have been two infrared diode laser experiments. The Jones group measured 21 rovibrational transitions of the 1-0, 2-1, and 3-2 bands for 107, 109 AgH and 33 transitions for the same bands of 107, 109 AgD. 23, 24 On the other hand, theoretical studies of these molecules have been numerous, at least partly because relativistic effects are important for quantitative calculation of the properties of molecules formed from atoms as heavy as Ag. For example, in one of the best relativistic calculations to date, Ziegler et al. 25 obtained a vibrational frequency of e ϭ1709 cm Ϫ1 and an equilibrium bond length of R e ϭ1.61 Å, while their nonrelativistic calculation gave e ϭ1605 cm Ϫ1 and R e ϭ1.71 Å. Comparisons with the experimental results show that the former are much closer to the truth.
The most comprehensive experimental study of AuH and AuD was the absorption measurements of Ringström in the 2200-3000 Å region. 26, 27 He identified five excited electronic states, four of which display Hund's case ͑c͒ coupling. These states were found to have large equilibrium internuclear distances and small dissociation energies, as well as many perturbations. However, the limited resolution of those results means they can provide little information about Born-Oppenheimer breakdown effects, so they were not included in the present analysis. On the other hand, Fellows et al. 28 recently recorded high resolution optical spectra of the A 0 ϩ →X 1 ⌺ ϩ system of AuH using a Fourier transform spectrometer, and their data were included in the analysis of the new infrared measurements reported herein.
Although little studied experimentally, there have been numerous theoretical studies of AuH and AuD. This is because, as with silver, molecules formed from gold are useful for studying the influence of relativistic effects on atomic and molecular properties. 29, 30 For example, nonrelativistic calculations 31 predict the wrong energy order for the first two excited states of the Au atom, 2 P and 2 D, while relativistic calculations agree well with experiment. 32 Calculations have been carried out on the X 1 ⌺ ϩ ground state of AuH in order to study the effect of relativity on the bond length, 33 the energy ordering of low-lying electronic states, 34 the ionization energy, 35 and the dipole 36 and quadrupole moments.
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II. EXPERIMENT
The infrared emission spectra of the coinage metal hydrides were recorded with a Bruker IFS 120 HR Fouriertransform spectrometer. In these experiments, a very high temperature carbon tube furnace was employed to melt and vaporize the coinage metals. This furnace, sometimes called a King furnace, is 0.5 m in length and the central section of the tube has a 40 mm inner diameter. The tube windows are 1Љ ͑25.4 mm͒ in diameter and the tube bore diameter for the outer sections is 15 mm. The furnace is heated by a power supply ͑Astra Industries͒, and the temperature is controlled by manually adjusting the current fed to the heating elements. The temperature was measured with an optical pyrometer by sighting on the thermal emission down the center of the tube. Although this method is imprecise, an accurate temperature measurement would require a clear view of the furnace wall, and this is not possible with the present experimental arrangement. These measured temperatures are, therefore, lower bounds to the real values. The windows and the outer jacket of the furnace are cooled by a flow of water with a liquid-liquid heat exchanger and recirculator.
In the Cu experiments, a small piece of Cu rod (ϳ5 g͒ was placed inside the central section of the furnace in a carbon boat. The furnace was rapidly heated to ϳ1500°C and a flow of H 2 or D 2 gas was continuously maintained through the tube. For the CuH experiment, the total pressure inside the tube was ϳ120 Torr and the spectrum was recorded by coadding 10 scans at 0.02 cm Ϫ1 resolution. The instrumental parameters for the spectrometer were: A CaF 2 beamsplitter, liquid N 2 cooled HgCdTe ͓͑MCT͒ mercury cadmium tellu- ride͔ detector, and KRS-5 ͑thallium bromoiodide͒ windows on the external emission port of the spectrometer. The spectrum was recorded at a temperature exceeding 1700°C ͑and probably exceeding 2000°C͒ in the 1300-2100 cm Ϫ1 wave number range.
The silver experiments were performed by placing a few grams cut from a silver ingot in a carbon boat inside the furnace. For the experiments with gold, a single troy ounce of 99.9% purity gold was purchased locally from the Canadian Imperial Bank of Commerce ͑Johnson & Matthey͒. The CuH and CuD experiments were performed on different days, as were the AgH and AgD measurements, while the AuH and AuD experiments were performed on the same day. In the latter experiments, 0.5 troy ounce of Au was placed inside the furnace and melted, first under an atmosphere of D 2 gas to record the AuD spectrum, and subsequently with H 2 gas to record the spectrum of AuH. Sample spectra of all these species are shown in Figs. 1-5. The rotational constants for the coinage metal hydrides are fairly large (у3.2 cm Ϫ1 ͒, so each rotational line is well isolated ͑line spacing ϳ2B near the origin͒. The signal-to-noise ratio for the CuH and CuD was ϳ40:1 for the best lines, giving a measurement precision of Ϯ0.001 cm Ϫ1 for most lines. Although the signal-to-noise ratio for AgH and AgD was much poorer, ϳ10:1, the measurement precision in the more intense ͑lower-v) bands was also Ϯ0.001 cm Ϫ1 for the best lines. The estimated precision of most lines in the first two bands of each of AuH and AuD was also about Ϯ0.001 cm
Ϫ1
. Both the AuD and AgH emission spectra are overlapped with strong absorption lines of H 2 O, leading to blending of some rotational lines, but the H 2 O lines also provide an absolute calibration of the spectrum. The AgD spectrum did not overlap with any other spectral features, while that for AuH was overlapped with strong CO 2 emission lines.
The new infrared line positions were measured by fitting a Voigt line shape function to each feature using J. Brault's data reduction program PC-DECOMP. It determines the center of a line by fitting its profile to a Voigt line shape function, which is a convolution of Gaussian and Lorentzian functions. 38 To assign the lines in each spectrum we used an interactive color Loomis-Wood program written by C. N. Jarman which allows one visually to pick out a series of rotational lines belonging to a vibrational band. Where available, ground state combination differences ͑for CuH/D from Refs. 18 and 19, for AgH/D from Refs. 23 and 24͒ were then used to correctly assign the spectra.
III. ANALYSIS
In all of the fits reported herein, the observed transition energies were weighted by the inverse square of their uncertainties, and the quality of fit is indicated by the value of dimensionless standard error
where each of the N experimental data y obs (i) has an uncertainty of u(i), and y calc (i) is the value of datum-i predicted by the M -parameter model being fitted. All parameter uncertainties quoted here are 95% confidence limit uncertainties, and the atomic masses used in the combined isotope analysis were taken from the 1993 mass . In an effort to optimally characterize the X-state of this system, the present analysis also incorporated the pure rotational measurements for the vϭ0 levels of all four isotopomers, [18] [19] [20] as well as the ͑0,0͒, ͑0,1͒, and ͑1,0͒ bands of the electronic A-X systems of 63 CuD and 65 CuD reported by Fernando et al. 15 The uncertainties used to define the weights used for these published data were 18, 19 0.000 003 and 20 0.000 000 5 cm Ϫ1 for the pure rotational transitions and 0.004 cm Ϫ1 for the electronic transitions. 15 While more extensive A-X data have been reported by Ringström, 9 they are of much lower accuracy, and so were not used here.
For the silver hydride system the present analysis was based solely on our new infrared data. It consists of the ͑1,0͒, ͑2,1͒, and ͑3,2͒ bands of the four isotopomers AuD; for these measurements the uncertainty associated with strong unblended lines was estimated to be 0.001 cm
Ϫ1
. New high resolution optical measurements of the ͑0,0͒, ͑1,0͒, ͑2,0͒, ͑0,1͒, ͑1,1͒, ͑2,1͒, and ͑1,2͒ bands of the A(0
AuH reported by Fellows et al., 28 with estimated uncertainties of 0.003 cm
, were also included in this analysis. Listings of the data sets used in the present analyses may be obtained by sending requests by electronic mail to either P.F.B. ͑bernath@UWaterloo.ca͒ or R.J.L. ͑leroy@ UWaterloo.ca͒, or from the AIP E-PAPS electronic database.
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B. Combined isotopomer Dunham-type analysis
The method
The first stage of the analysis consisted of fitting to a separate Dunham expansion for each isotopomer of each species. In all cases, the residual discrepancies were comparable to the experimental uncertainties, and the internal consistency of the fits showed that there were no mis-assignments or anomalies in these data sets. However, the total numbers of parameters required to represent the various data sets was rather large.
In order to simplify the representation of these multiisotopomer data sets and to extract physically interesting information about Born-Oppenheimer breakdown effects, all of the multi-isotopomer data for each system were then refitted using a combined-isotopomer Dunham-type expression for the level energies. Following Ref. 42 , observed transitions for isotopomer-␣ of species A-B formed from atoms of mass M A ␣ and M B ␣ were expressed as differences between level energies written as
where
identifies the selected reference isotopomer, which in the present work is always the hydride of the most abundant isotope of the metal. This expression is fundamentally equivalent to the familiar Ross-EngKildal-Bunker-Watson [43] [44] [45] expansion, except that the Born-Oppenheimer and JWKB breakdown terms are included as additive rather than multiplicative corrections, the reference species is a real isotopic molecule, and Y 0,0 is included properly. Unlike the conventional [43] [44] [45] 
͒ and direct physical significance as the conventional Dunham constants for the reference (␣ϭ1) isotopomer. The analogous constants for other (␣ϭ " 1) isotopomers are readily generated from
.
͑3͒
Other advantages of this expansion are discussed elsewhere. 42 Within this formalism, the choice of an actual molecular species ͑isotopomer-1͒ as the reference system means that by definition Y 0,0 1 ϵ0. The analogous terms for other isotopomers are in general nonzero, since the Jeffreys-WentzelKramers-Brillouin ͑JWKB͒ and Born-Oppenheimer breakdown corrections give rise to small nonzero ␦ 0,0 A coefficients. Unfortunately, the latter cannot be determined empirically if the available data involve only a single electronic state. However, for transitions between different electronic states, S 2 ↔S 1 , if sufficiently accurate data are available for different isotopomers one can empirically determine the electronic isotope shift
͑4͒
In practice this means that the second sum in Eq. ͑2͒ should only include the (l,m)ϭ(0,0) term for the second and higher of the electronic states considered, and that the coefficients actually determined in the fit are the differences between the
A values for the two electronic states
The fact that it naturally yields this explicit description of electronic isotope shifts is another advantage of the formalism of Eq. ͑2͒.
Application to the coinage metal hydrides
The present combined-isotopomer parameter analyses were performed by fitting to Eq. ͑2͒ using program DSPARFIT, 42, 46 which simplifies the resulting parameters by applying the sequential rounding and refitting procedure of Ref. 39 . In this program, the zero of energy for each electronic state is taken to be the zero-point (vϭ0,Jϭ0) level of the reference isotopomer (␣ϭ1), and the electronic excitation energy determined in the fit is the difference between such zero point energies, T 0,0 . The T 0,0 values for the minority isotopomers are then determined by taking account of the isotopic zero point energy differences and any BornOppenheimer breakdown ͑B-O-B͒ type corrections.
Fitting the present multi-isotopomer data sets for CuH, AgH, and AuH to Eq. ͑2͒ yielded the molecular constants ͑and uncertainties͒ listed in the first column of Tables I-III, respectively. These consist of the conventional Dunham constants for the reference isotopomer plus any mass-dependent or Born-Oppenheimer breakdown parameters which could be determined. These are the essential results of each analysis. For the convenience of the user, however, the remaining columns of each table list the conventional Dunham param- eters for the minority isotopomers generated from the results in the first column using Eq. ͑3͒, and rounded at the first significant digit of the parameter sensitivity. 39 More significant digits are required to represent these derived constants adequately, as the compensating changes associated with the sequential rounding and refitting procedure do not come into play. 39 The f values for the minority isotopomers seen in the last row of each table were generated by comparing predictions generated from these derived constants with the experimental data for that isotopomer alone. The magnitudes of the resulting values indicate that those derived parameters represent the data for the minority isotopomers essentially as well as would an independent fit to those data.
Parameter-fit results for CuH and CuD
For the copper hydride system, the only available Fourier-transform A-state data was that for the two deuteride species, 15 so no hydrogenic mass-dependent correction parameters ␦ l,m H could be determined for the A state. As a result, although the fit is parameterized with CuD by conventional first-order semiclassical mass scaling. The results for the ground state indicate that the missing hydride B-O-B type corrections will not be negligible, so these predicted hydride A-state constants are expected to be distinctly less accurate than those for the deuterides. This is indicated in Table I by the ͕Y l,m ͖ values for the hydrides being placed in square brackets. Note too that while the fit is parameterized in terms of the constants for the reference isotopomer 63 CuH, since the only data for the A-state are those for the deuteride, the uncertainties in the Y l,m parameters for 63 CuD are listed as well. Except for small differences due to slightly different treatments of rounding, these A-state CuD constants and uncertainties are identical to those yielded by a multi-isotopomer fit to the same four-isotopomer data set which treats 63 CuD as the reference isotopomer.
The quantity ␦Y 0,0 for A-state CuD given in Table I is the copper electronic isotope shift implied by the fitted parameter ␦ 0,0 Cu (A). This is the absolute A-state energy shift occurring on replacing 63 Cu by the indicated Cu isotope in either the hydride or the deuteride. Although the analogous hydrogenic electronic isotope shift coefficient is expected to be distinctly larger than this, it cannot be determined from the data set used here, so 63 CuD is effectively the reference isotopomer as far as the determination of this quantity is concerned. However, it should also predict accurately the A-state electronic isotope shift from 63 CuH to 65 CuH. A possible point of concern regarding the results in Table I is the relatively large magnitude of the uncertainties in the vibrational constants Y 1,0 and Y 2,0 for the A-state. This occurs because the experimental data for this state involved only the vЈϭ0 and 1 levels of 63, 65 CuD, and it is only the small 63 CuD to 65 CuD isotope effect which allows the determination of a vibrational anharmonicity parameter. Although interparameter correlation makes these uncertainties relatively large, neglecting the anharmonic term increases f for the global fit by nearly 50%, so it cannot be ignored. These uncertainties in turn give rise to relatively large uncertainties in the H↔D zero point energy shift, which explains the difference between the magnitudes of the uncertainties in the T 0,0 values for the H and D isotopomers. However, the actual A-state vibrational spacings ⌬G 1/2 are still quite accurately determined, particularly for the D-isotopomers, and since the main reason for including the optical data was to improve the statistics on the determination of the X-state parameters, the size of the uncertainties in these A-state vibrational parameters is not a matter of great concern.
Parameter-fit results for AgH and AgD
For the silver hydride system, an interesting apparent anomaly seen in Table II is the fact that the magnitude of Y 3,0 actually increases from the hydride to the deuteride. This counter-intuitive result is explained by the fact that the value of this constant for the reference isotopomer is unusually small, almost four orders of magnitude smaller than Y 2,0 , allowing the normal mass scaling to be overwhelmed by the effect of the B-O-B correction parameter ␦ 3,0 H . As pointed out by Watson, 45 this is the type of case in which the conventional 43 Applying this expression to the results in Table II A parameters͒ may be ''normal'' ͑i.e., quite small͒.
Parameter-fit results for AuH and AuD
Because our high resolution infrared data set for AuH consists of only 69 lines, the 165 optical A-X data of Fellows et al. 28 are fairly important for the present analysis, even though they are of somewhat ͑up to 6 times͒ lower accuracy. However, the fact that no deuteride data are available for the A-state means that no mass-dependent ␦ l,m H parameters may be determined for it. As a result, the predicted A-state deuteride parameters in Table III were generated by simple first-order mass scaling; as for the copper hydrides, the resulting lower accuracy is indicated by placing the associated constants in square brackets.
C. Direct potential fit analysis
The method
As a more compact and more physically significant alternative to the Dunham-type analysis reported above, all data for the various isotopomers of a given species were also fitted directly to eigenvalue differences numerically calculated from the effective radial Schrödinger equation
where the effective adiabatic potential for isotopomer-␣ in a given electronic state is written as that for isotopomer-(␣ ϭ1) plus atomic mass dependent ''adiabatic'' correction terms and the ͑nonadiabatic͒ effective centrifugal distortion correction term is written as
where both the adiabatic potential correction functions ⌬V ad A (R) and ⌬V ad B (R), and the nonadiabatic centrifugal correction functions q A (R) and q B (R), are isotopomer independent.
This representation of the atomic mass dependent correction terms is equivalent to that in the Hamiltonian discussed by Watson 47 and used in numerous practical analyses, 5, 48, 49 except that ͑following Ref. 42͒ the reference potential is the actual effective adiabatic potential for a real isotopic (␣ϭ1) molecular species, rather than the theoretical ''clamped nuclei'' potential obtained in the lowest order version of the Born-Oppenheimer separation. 50 While of theoretical interest, the latter cannot be calculated ab initio to spectroscopic accuracy, and since experimental data which spans the same range of energy for all isotopomers are rarely available, when determined empirically it will tend to have much larger uncertainties at some distances than would the actual adiabatic potential for the dominant isotopomer, V ad 1 (R , and their magnitude is directly related to the magnitude of the change in the potential from one isotopomer to another, while q A (R) and q B (R) are dimensionless and their magnitude ͑relative to unity͒ is a direct indication of the strength of these terms. Further discussion of this representation of the B-O-B correction functions may be found in Ref. 42 .
In the present work, the effective adiabatic potential for the dominant isotopomer was represented by the ''expanded morse oscillator'' ͑EMO͒ function
V ad
1 ͑R͒ϭD e ͕1Ϫe Ϫ␤(z)(RϪR e ) ͖
, ͑10͒
where D e is the potential well depth, R e is the equilibrium bond length, zϵ(RϪR e )/(RϩR e ) and both ␤(z) and the adiabatic and nonadiabatic correction functions are expressed as power series in z
In these expansions, the units of all ͕␤ j ͖ coefficients are As shown by Watson, 45 the centrifugal correction functions q A (R) may be defined to be identically zero at R e , so the sums in Eq. ͑13͒ start at the jϭ1 term. However, treatment of the equilibrium behavior of the adiabatic potential correction functions ⌬V ad A (R) is somewhat more complicated. Different isotopomers in a given electronic state in general have slightly different well depths; between hydrides and deuterides such differences are typically of the order of a few cm
Ϫ1
, while the analogous changes among heavy atom isotopomers will be much smaller. In the absence of vibrational data spanning most of the potential well, one cannot expect to determine such differences empirically; this is the case for the systems considered here. As a result, the leading expansion coefficients u 0 A and u 0 B for the ground state (S 1 ), which determine the isotopic shift of the potential minimum, cannot be determined from fits to the available data. Thus, u 0 A (S 1 )ϭu 0 B (S 1 )ϭ0, which means in effect that for the ground states of the coinage metal hydrides, the sums in Eq. ͑12͒ begin at jϭ1.
For an excited electronic state (S 2 ), the leading adiabatic correction function coefficients are related to the adiabatic electronic isotope shift
For the present cases in which the ground state u 0 A (S 1 ) values cannot be determined from the existing data, by analogy with Eq. ͑5͒, the quantity actually determined from the fits as the leading adiabatic correction expansion coefficient for ͑excited͒ state-S 2 is
Note, however, that these effective electronic isotope shift coefficients ũ 0 A (S 2 ) are not expected to be identical to the ␦ 0,0 A (S 2 ) values yielded by the parameter-fit analysis, since the former describe only the isotopic shift in the difference between the potential energy minima in the two electronic states, while ␦ 0,0 A (S 2 ) also includes contributions due to difference in the degree of breakdown of the first-order semiclassical or JWKB approximation in the two states. However, the former contribution may usually be expected to dominate.
Together with most other published applications of the type of direct potential fit method described above, the present analysis overlooks the question of the limiting longrange behavior of the potential exponent function ␤(R) and the B-O-B correction functions. 49, [51] [52] [53] Our use of ͑half of͒ the Ogilvie-Tipping variable as our expansion parameter z, which approaches ϩ1 as R→ϱ, does mean that our functions always approach finite values in this limit ͑which is not true of those reported in early applications of this approach͒, but the limiting asymptotic values of these functions will sometimes be physically implausible. In the present cases all such irregular long-range behavior occurs at distances far beyond the range associated with the existing experimental data, and so has no effect on the results presented here. However, a more robust approach which automatically incorporates appropriate long-range behavior is under development.
54,55
Application to the coinage metal hydrides
Least-squares fits of experimental data to eigenvalue differences calculated from Eq. ͑7͒ were performed using program DSPOTFIT, 55 which uses the Numerov procedure 56 to numerically integrate Eq. ͑7͒ for the initial and final state of each transition. For all isotopomers of all three systems, this integration was performed on the interval 0.5 ÅуRу5.0 Å with a grid spacing of 5ϫ10 Ϫ4 Å. This sufficed to ensure that the eigenvalues used to simulate the infrared and electronic transitions were converged to better than 1ϫ10
, and those representing the microwave data ͑for CuH͒ were converged to better than 1ϫ10
Ϫ8 . The partial derivatives of transition energies with respect to potential energy and B-O-B correction function parameters ͑required for the fits͒ were calculated from the associated eigenfunctions using the Helmann-Feynmann theorem. The numbers of significant digits required to represent the parameters determined in the fits were minimized by application of the sequential rounding and refitting procedure of Ref. 39 .
For all three systems, the available data span only a fraction of the potential well depth, so we cannot expect to determine precise D e values from the present analysis. The ground state well depth of each species was, therefore, fixed at the literature value 22 
shows that the isotopomer dependence of T e contributes to the isotopomer dependence of D e (A), but all that can actually be determined here is the isotopomer dependence of the difference ͓D e (A)ϪD e (X)͔. The parameters defining the potential energy and B-O-B correction functions determined from simultaneous fits to data for all isotopomers of each system are presented in Table IV The solid portion of each curve indicates the interval spanned by the data used in the analysis for each system; this is defined as the region between the classical turning points of the highest observed vibrational level. Note that since the adiabatic correction functions ⌬V ad A (R) characterize the differences between the total effective potentials for different isotopomers, the range on which they are directly determined is that associated with the data for the minority isotopomer ͑here the deuteride͒, which may be smaller than that associated with the dominant one ͑the hydride͒. In the present work this was true for the ground states of CuH and AgH, and as a result, their ⌬ ad H functions are accurately know over a slightly narrower range than is the potential itself.
This difference in range is indicated on Fig. 8 by the vertical bars on the curves for those two systems, which indicate the range over which the potential itself is most accurately known. Note too that the dotted portions of the potential correction functions shown in Fig. 8 are in the extrapolation region beyond the range of the interisotopomer comparisons, so the rapid oscillations seen there may mainly represent the tendency of polynomials to extrapolate badly.
The qualitative similarity of the B-O-B corrections functions for the different coinage metals ͑see Figs. 7 and 8͒ provides reassuring evidence of their physical significance. However, it is interesting to note in Fig. 7 the very different magnitudes of the centrifugal B-O-B correction functions determined for the A and X states. The greater strength of the former is in fact expected, since this term is associated with nonadiabatic coupling with 1 ⌸ states, and the A 1 ⌺ ϩ state will lie much closer to, and hence, will be more strongly affected by such excited states than will the ground state.
One problem which sometimes arises in the direct potential fit approach is that the potential obtained may behave nonphysically in the extrapolation region outside the interval on which the experimental data depend. One manifestation of this is that at small distances the exponent function ␤(z) may decrease sufficiently rapidly with z that the steep repulsive wall of the analytic potential can actually turn over at very small-R. This happens to occur for the present ground state potential for CuH, which has an innerwall inflection point at Rϭ0.609 Å and turns over at Rϭ0.475 Å. However, these distances are far smaller than the physically accessible potential well region, since the zero of energy where the inner potential wall crosses the dissociation limit lies at ϭ1.026 Å. The computer program 55 used here avoids numerical difficulties this might cause by automatically checking for such behavior, and arbitrarily fixing ␤(z)ϭ␤(R ϭR x ) for RϽR x , where R x is the distance (ϽR e ) where the third derivative of the potential changes sign. For our ground state potential for CuH R x ϭ0.7285 Å, and since the potential energy there is 100 391 cm Ϫ1 above the dissociation limit, this correction has no effect on any bound-state properties or calculations.
An analogous problem which also may arise sometimes is that if ␤(z) in the large-R extrapolation region decreases sufficiently rapidly with R, it will give rise to a spurious outer second minimum in the potential. In the present work this happens to occur with our potentials for the X state of CuH and the A and X states of AuH. 59 However, as shown by Fig. 6 , the onset of this ͑mis͒behavior lies far beyond the region spanned by the data, and will have no practical effect on bound state property calculations. As mentioned above, a more robust approach which automatically incorporates appropriate long-range behavior is under development. 54, 55 Consideration of Tables I-IV shows that for all three molecular systems the dimensionless standard error f for the direct potential fit was typically a few % larger than that for the Dunham-type parameter fit to the same data. This is to be expected, as the potential fit imposes a consistent physical model, while the unconstrained Dunham-type parameter fits of Tables I-III have a greater ability to follow nonphysical fluctuations in the data, so the apparent im-provement in f they yield is unlikely to be physically significant. Moreover, the direct potential fits require substantially fewer parameters than the converged parameter fits for the same systems.
For the CuH case, it is interesting to note that the copper atom electronic isotope shift coefficients determined in the two methods, ␦ 0,0 Cu (A)ϭ1. 19 CuH ͑or D͒ of 0.037(Ϯ0.003) cm Ϫ1 ͓see Eqs. ͑14͒ and ͑16͔͒. As noted earlier, this means that the metal atom contribution to the zero point energy correction due to higherorder semiclassical effects is either negligible or essentially identical in the two electronic states.
IV. SUMMARY
Fourier transform emission spectroscopy has been used to record ground state vibration-rotation spectra for various isotopomers of CuH, AgH, and AuH. In spite of the intense background thermal emission of the high temperature carbon tube furnace, it was possible to record high resolution infrared emission spectra for these systems. These results were combined with high resolution pure rotational spectra for CuH and CuD and optical spectra for CuD and AuH taken from the literature, and analyzed using two types of combined-isotopomer analysis: Dunham-type parameter fits including atomic mass dependent B-O-B type isotopic corrections, and direct fits to potential energy functions with atomic mass dependent adiabatic and nonadiabatic radial correction functions. The two approaches yield fits of essentially equal quality; the slightly larger f values associated with the direct potential fits are a reflection of the constraints imposed by the greater physical reality of that approach. Moreover, the direct potential fits are much more compact ͑requiring only 1 2 to 2 3 as many parameters͒, and are expected to yield much more reliable extrapolations to higher-J states. On the other hand, generating such predictions from the results of the potential fit approach is somewhat less convenient, as it would require a user to run a radial Schrödinger-solver program, rather than simply substitute quantum numbers into analytic expressions. At the same time, the agreement between the values of the A-X electronic isotope shift from 63 CuD to 65 CuD provides gratifying confirmation of the physical consistency of the two approaches.
One of the objectives of the present work was to examine the magnitude and nature of B-O-B type corrections for a family of related hydrides. rection expansion parameters, but it is more enlightening to examine the contribution of these corrections to the differences between the properties of different isotopomers. To this end, Fig. 9 plots the B-O-B type contributions to the vibrational energies and inertial rotational constants of each deuteride; these are calculated by substituting the appropriate ␦ l,m H parameters and masses into the second expansion in Eq. ͑2͒. Once again, we see that these corrections have the same magnitude and qualitative behavior in these three systems. It is interesting to note, however, that while of roughly the same magnitude the analogous corrections for HF determined in Ref. 42 ͑dashed curves in Fig. 9͒ have the opposite sign. However, a discussion of the characteristic magnitude and nature of these corrections is beyond the scope of the present work.
