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A.D.I. methods were first introduced by Peaceman, Douglas and 
Rachford to solve the two-dimensional Poisson equation. Later Douglas 
and Rachford devised another method for solving the three-dimensional 
equation. These methods allow generalizations in more variable space. 
Here we give a q-variable method which is more rapidly convergent 
and of easier application on a digital computer. It is the same as 
Peaceman’s when q = 2. If q = 3 it is equivalent to that of Douglas 
in the case where the ratio of the smallest and greatest eigenvalue of 
the matrices involved is very small. Our method is quite different from 
Douglas’s one when q = 4. 
1. INTRODUCTION 
Les methodes de directions alter&es de Peaceman, Douglas et Rachford 
ont et& imaginees pour resoudre l’equation de Poisson a deux variables. 
Douglas et Rachford [4], et Douglas [6], imaginerent des methodes de 
directions ahernees resolvant l’equation de Poisson a 3 variables dans un 
domaine parallClipipCdique. Les deux methodes se gCnCralisent immediate- 
ment s’il y a plus de 3 variables. 
Le principal objet de cette note est d’indiquer une methode plus rapide- 
ment convergente et d’execution plus aisee sur calculateur Clectronique. 
2. LES MI~THODES DE DOUGLAS-RACHFORD ET DE DOUGLAS 
Considerons le systeme d’equations lineaires 
Au = b 
* Work supported by a contract from the French DGRST. 
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oh A est un operateur de la forme 
A=iA, 
i-l 
les operateurs Ai Ctant definis positifs, et commutables deux a deux. La 
methode de directions alter&es de Douglas-Rachford permettant de 
resoudre ce systeme, s’ecrit: 
(1 + ‘4) *n+(l/a) = [l + 6% - 41 u,t + I+ 
(1 + ~4) ‘“n+(i/a) = Y&G, + un+(i-1)/a i = 2, 39-v q 
us choisi quelconque. 
(3) 
Dans le cas particulier oh il n’y a que 3 variables (CJ = 3), 1’Climination 
des vecteurs intermediaires u,,+* et u,,+) donne 
(1 + yA,)U + Y-W + YOU,+, 
= [l + y’(A,A, + Ads + AsA,) + fl444Ju, + yb (4 
ce qui s’ecrit encore 
Oh 
u, fl = TDR% +~DR 
et oh 
fDR = ~(1 + YAJ-l(l + YAJ-‘( 1 + ‘A,)-‘b 
TDR = 1 - rA(1 + yAJ-l( 1 + ~A&l(l + ‘A&-l (5) 
est la matrice de reduction de Douglas-Rachford. La methode de directions 
alternees de Douglas permettant de resoudre le systeme (1) s’ecrit: 
(1 + YAI) %+(1/a) = [l + $A, - 241 Un + 2~31 
(1 + ~4 %+(i/a) = YA,un + Um+(i-1)/g i = 2, 3,..., q 
ua choisi quelconque. (6) 
Dans le cas particulier oh il n’y a que 3 variables (q = 3), on obtient 
(1 + ~41 + yA3U + yA,)un+, 
= [I - yA + +$A, + AzAs + AsA,) + flA,A&]u,, + 2rb (7) 
ce qui s’ecrit encore 
u n+l = TD% +fD 
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Oti 
et oti 
fD = 2Y( 1 + ‘A&1( 1 + ‘A&1( 1 + r&)-lb 
TD = 1 - 2r41 + rA,)-l(l + YA&‘(l + r-&)-l (8) 
est la matrice de reduction de Douglas. La rapidite de convergence des dew. 
procedes depend de la petitesse des rayons spectraux des matrices TDR et 
TD , et par consequent du choix du parametre Y. En fait, on voit que les 
matrices TDR et T,-, sont des expressions particulikes de la matrice 
T = 1 - mrA(1 + rA,)-l(l + Y&)-l(l + IA,)-’ 
dans laquelle on a pris successivement 1 et 2 comme valeurs de m. 
(9) 
3. UNE NOUVELLE M&THODE DE DIRECTIONS ALTEXNJ%ES 
A. Prhntation de la M&ha& 
Les deux procedes (3) et (6) 5 3 variables sont alors equivalents, du point 
de vue vitesse de convergence, au pro&de suivant: 
(1 + ‘4 ulL+* = [(l + ~4) (1 + ~4) (1 + f-4) - myA1 4 + my6 
(1 + r4 %I-+$ = %++ 
(1 + r4) %+1 = %+) 
u,, choisi quelconque UO) 
dans lequel on a pris successivement pour m les valeurs 1 et 2. 
La matrice de reduction du procede (10) est la matrice (9). Ce procede 
se gCnCralise immediatement sous la forme suivante 
(1 4 yA3 un+(lle) = [fi (1 f ‘4) - myA] % + my6 
i-l 
(1 + y&l %+(i/q.) = %l+G-l)/Q i = 2, 3,..., q 
us choisi quelconque 
dont la matrice de r&duction s’krit 
T = 1 - mrA fi (1 + rAi). 
i-1 
(11) 
(12) 
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La matrice de reduction obtenue generalise les matrices (9). De plus, le 
pro&de de directions alter&es (11) necessite le stockage d’un vecteur de 
moins que les methodes (3) et (6). 
Nous allons maintenant determiner les valeurs a donner aux parametres m 
et Y, supposes positifs, pour que le procede (I 1) converge le plus rapidement 
possible, c’est-Q-dire encore pour que le rayon spectral p(T) de la matrice T 
soit minimum. 
Nous supposerons pour cela que l’on connait des bornes communes aux 
spectres des matrices Ai soit 
a < q%) < B Z-El = (1, 2,..., 4) (13) 
oh X(A,) est une valeur propre de Ai et I l’ensemble des valeurs possibles de i. 
B. Recherche d’une Borne Supkiewe de p(T) 
Les matrices Ai , commutables deux a deux, ont m&me systkme de vecteurs 
propres. 
Les valeurs propres de T sont alors de la forme 
h,(T)=1 -mmv CM Wi) 
Ilid + yAj(Ai)I 
oh hi(Ai) designe la valeur propre de A, correspondant 5 un vecteur 
propre Vj . 
Si l’on nose 
on aura, compte tenu de (13): 
soit encore 
(14) 
C. &de de la Fonction f 
LEMME 1. Les extrema de la fonction f se produisent pour &s valarrs de x‘ 
prises aux bornes de I’intervalle [OL, /I]. En e#et, la dkivke partie& 
1 af 1 - y CklJ+Z x, --= 
f axi (I + yxi) Cier xi 
garde un signe constant quel que soit xi E [OI, is]. 
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Si les xi sont don&s, pour j # i, la fonction f est done une for&on 
monotone de xi , et les extrema de f ont lieu pour xi = ac. et Xi = /3. 
On aura done, en introduisant la fonction positive 
P~y+(q-P)~~ 
dp) = (1 + ciY)P (1 + pY)“-” P EQ = VA 1,-v 41 
(15) 
L’&tude des extrema de f revient a l’btude des extrema de g. 
D. Ihde de la Fonction g 
LEMME 2. Si Y E ]I~ , Y~+~[, air 
10 = 0 
Y rr+1 = * 
g(s) est une fonction croissante de s pour s < p, et dkroissante pour s > p, 
g(p) &ant la valeur maximum atteinte. De plus, si Y = Y, , g(s) est une fonction 
croissante de s pouv s < p - 1, puis dboissante pour s > p, g( p - 1) = g( p) 
&ant la valeur maximum atteinte. 
En effet, d’une part 9;, est une fonction croissante de p; d’autre part 
l’inCgalit6 
g(P) > g(p + 1) 
s’kcrit 
soit encore 
et par consbquent le systhme d’inCgalitCs 
YIJ < r, < Yz < *-- -=c yp < y < Y,,, < ‘** < r* < Y,+, PEQ 
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est Cquivalent au systkme 
g(P) > dP + 1) > -*- > g(q) 
E(P) > &!(P - 1) > *** > g(O) 
De plus, l’kgalitt r = Y,, entraine 1’CgalitC g(p) = g(p - 1). 
LEMME 3. g(q) est inf&ieur ou bgal b g(0) si r < r*, et dtijwoquement, 
avec 
I* = j?l’Q - d’q 
,l/Qfj - @/” * (16) 
De plus, r* est infhkur li rq. 
En effet, I’inkgalitC g(q) < g(0) s’kcrit 
Soit 
&9 l/Q 
AL.- 
1+21+/3r 
d’Oh 
r < r*. 
Nous poserons, dans toute la suite 
de telle sorte que 
L’inkgalitC r* < rQ s’kcrit 
1 - @/Q 
soit 
y(p) = 1 - q/2-(1’*) + (q - l)p > 0 
or la d&i&e y’(p), qui s’kcrit 
Y’(P) = t!? - 1x1 - P-9 
est nkgative, puisque p est infkrieure g 1, et y, fonction dkcroissante de p 
s’annulant pour p = 1, est bien ntgative. 
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E. Dkterminatzim de la Valeur Optimale de m 
T&OR&ME 1. Quel que soit le paratitre positif r, le prockdk de directions 
alternkes (11) converge si 
m < inf q 1 + 4* w + Pg” 
I 40” ’ !7P I * 
(17) 
De plus, la meilleure valeur possible de m, r &ant don&, est 
2 m*=-. 
g+G 
En effet, les relations (14) et (15) donnent 
p(T) < sup{1 1 - mg I, I 1 - mG I> = p(m, 9 
oh les quantith g et G ne dt’pendent que de 01, 8, et r. 
(18) 
m* m’ 
-rn 
FIG. 1 
Le graphique ci-contre indique les variations de p(m, r) en for&on de m, 
obtenues a partir de celles de 1 1 - mg 1 et de 1 1 - mG I. On voit immediate- 
ment, dune part que la valeur rendant p(m, I) minimum est m*, et d’autre 
part, que si m est inferieur a m’, le pro&de converge. Or 
m’ = 2/g 
Mais, d’aprb le Lemme 2, g est soit g(O), soit g(q), d’oh 1’inCgalitC (17). 
I?. Dtkmination de la Valeur Optimale de r 
Du Theo&me 1, on deduit le 
COROLLAIRE 1. La valeur optimale de r est celle qui rend le rapport g/G 
maximum. 
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En effet, si l’on donne B m sa valeur optimale m*, 1’inCgalitC (18) s’kcrit 
p(T) < l - WG) = /5(Y) 
’ 1 + (g/G) ’ 
La valeur optimale de Y est celle qui rend j(r) minimum, done g/G maximum, 
puisque g/G est positive et infkrieure B 1. 
LEMME 4. La valeur de Y infth’eure h Y* et appartenant d: I’intervalle 
[r, , ‘ll+11 d P E G-4 L..., q - 11, rendant p(r) minimum est Y = sup{v*, Y*+~}. 
En effet, tout d’abord, on ne peut avoir I < Y* et r E [Ye , r,,+J si p = q, 
puisque r * est infhrieur A yo, d’aprb le Lemme 3. Ensuite, d’aprb le 
Lemme 2, le maximum de g(s) est g(p) puisque Y E [yp , Y~+~] et d’aprks le 
Lemme 3, g(q) < g(0) puisque r < r*; par consCquent on a 
g = g(9) et G = g(P). 
lhudions alors le rapport 
go 
6 = i?(P) 
=pa + (y-P)p ,zrp- 
C’est une fonction croissante de r, valant l’unitk pour une valeur de Y Cgale g 
,LP,-- 
B-“p’ 
‘p = Pa + (9 -P> B l’(*-p) 
[ 9” 1 
Montrons alors que 
ce qui s’kcrit 
Montrons tout d’abord que p - cy est positif, soit que 
1 >w 
ce qui s’kcrit, aprks dkveloppement 
y(p) = q - ppq-* - (q - p)p+P-l > 0. 
(19) 
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Or la d&i&e 
Y’(P) = -P(4 - P)cL~+~ - (q - p)(q - p - l)p-@ 
est nkgative, ce qui montre que y est une fonction dkcroissante de CL. Or 
y(1) = 0; par conskquent, y(p) est positif pour 0 < p < 1 et /3 - aq aussi. 
L’inCgalitC (19) s’krit alors 
soit encore 
b - 1NPP + 4 -P - 11 > 1 -w 
!w d [ 
p + f 7 ;, y,- I”)]“-‘-’ [q + p - 1 - p(1 - /A)]. 
Or, d’une part la quantitk du second membre hlede g la puissance (4 - p - 1) 
est une fonction dkroissante de p, supkrieure A l’unith si p est positif et 
l’exposant lui-m&me (4 -p - 1) ktant une fonction dkroissante de p, et 
d’autre part la quantitC fj + p - 1 - p(1 - p) &ant aussi une fonction 
dtcroissante de p, il en rksulte que le second membre dkcroit lorsque p 
croit et que son minimum est done obtenu pour la plus grande valeur 
possible de p, soit pour p = p - 1; ce minimum vaut qp, ce qui prouve 
done l’inCgalitC dans le cas oh p est positif. 
Si p est nul, cette inCgalitC s’krit 
Or la d&i&e 
y(p) = q - q/w + /L - 1 > 0. 
y’(p) = 1 - P”/b-l 
est nkgative, et y, fonction dkcroissante de p prenant la valeur 0 pour TV = 1, 
est positive pour 0 < TV < 1. L’inBgalitC (19) est done dCmontrCe dans tous 
les cas. 
On en conclut done que le rapport g(n)/g(p) est une fonction croissante 
de Y dans tout l’intervalle [Ye , Y,,,]. Son maximum est done atteint pour la 
valeur de Y la plus ClevCe possible, soit pour Y = SUP{Y *, ~~+l}. 
LEMME 5. La valeur de Y sup&ieure b Y* et appartenant ~3 l’intervalle 
[ys , y,,,] oh P E (0, l,..., 41, rendant F(Y) minimum est Y = inf{r*, Ye}. 
En effet, d’aprbs le Lemme 2, le maximum de g est g(p) puisque 
Y E [Ye, r,,,], et d’aprb le Lemme 3, on a g(0) < g(p) puisque Y > Y*; 
par condquent, on a 
g = g(O) et G = g(p)- 
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hudions le rapport 
go 
6 = ‘r(P) 
C’est une fonction dkroissante de r, valant l’unid pour une valeur de Y 
Cgale ii 
l-4 y”- 
B/J - ctz 
Oh 
* = ["" + ~P-p)~ll/q 
Montrons alors que 
Yb < Yp 
ce qui s’kcrit 
l-* 
N - CT4 ‘(P-lb&-PW 
Montrons tout d’abord que @,h - (Y est positif, soit que 
(20) 
ce qui s’kcrit, aprb dheloppement 
Y(P) =9-P+PP-9Pp~o. 
Or la d&i&e de y 
Y’(P) = PC1 - 9Pp-11 
est positive pour 1-1 < q-li(p-l) = p0 < 1, nkgative pour p > p0 et nulle 
La fonction y(p) croit done depuis q -p jusqu’g y(p,,), puis dCcroit 
jusqu’8 la valeur 0 pour p = 1. Elle est done bien positive. 
L’inCgalitC (20) s’kcrira done 
(1 - MP - 1lcL + 4 -PI < 1cI - c1 
soit encore, aprks dkveloppement 
y(p) = q1'P(p&J + q -p)+l)"P - (p - 1)/A - q +p - 1 < 0. 
Or la dkivbe de y 
Y’ = (P - l)[ql'p(pp + q -p)--l'P - I] 
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est positive puisque p < 1 et par consequent, y fonction croissante de p 
s’annulant pour p = 1 est negative, et (20) est verifiee. 
On peut maintenant Cnoncer le 
THBO~ME 2. La valeur optimale de Y est Y*, la valeur de F(Y) &ant alors 
&ale ri 
1 - wYg(PN _ 1 - (dPMP)) 
p* = 1 + kKo/P(PN - 1 + k(!?MP)) 
(21) 
oh p est tel que 
ID d I* < Y9+1 . (22) 
En effet, soit p verifiant (22). D’aprbs le Lemme 4, la valeur optimale 
de I prise dans l’intervalle [r. , rr] est SUP{Y*, rr}, soit rr ; mais yl appartient 
egalement Q l’intervalle [or , YJ et toujours d’apres le Lemme 4, la meilleure 
valeur possible dans cet intervalle est sup[r*, r,], ce qui montre que y2 est 
la meilleure valeur de l’intervalle [rs , r.j; on peut ainsi continuer ce raisonne- 
ment et montrer que Y,, est la meilleure valeur de l’intervalle [Y,, , YJ. Mais 
rs appartient a l’intervalle [r, , rP+r ] dans lequel, par hypothbe, se trouve r*; 
d’aprb le Lemme 4, la meilleure valeur possible est sup{+*, Y~+~} = I*, qui 
est done la valeur optimale de I’intervalle [r. , r,,,]. 
On peut maintenant montrer, en utilisant le mCme type de raisonnement 
a partir du Lemme 5, que T* est la meilleure valeur de l’intervalle [I~ , I~+~]; 
le ThCoreme 2 est done demontrt, puisque, pour I = I* E [Y, , rP+r], on a 
g = do) = &7) et G = g(P). 
Nous allons maintenant donner une autre forme au ThCoreme 2, precisant 
la relation (22). Demontrons le theoreme final suivant: 
T&OR&ME 3. Si les matrices Aa sont dt$nies positives, deux ci deux 
commutables, et ant leur spectre contau dans l’intervalle [OL, /?I, et si le rapport 
~1 = aI/3 est contenu dans l’intervalle ]P=+~ , pz;] oh p9 est la rack autre que 
l’unitd de l’hguation en p 
q -p + p/4 - (q - p + 1)/w - (p - I)$+‘r’g’ = 0 
alors les meilleures valeurs possibles de r*, m et rm sont respectivement 
a1 -A” 
m* =Pm-l'/rl[qP"l +pP + q -p] [l - PL(*-lm]P-l[l - PII*] 
m*y* = 
2[(/3 - a)/(cPy3 - app 
q + pPca-e,le + (q - p) P-cD/a) * 
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Le rayon spectral de la matrice de reduction du pro&de de directions 
alternees (11) est alors borne superieurement par 
* _ 1 -- W’~“iPP + 4 -P) 
P- 
1 + (QP'%P + Q -P) . 
De plus, lorsque ~1 tend vers 0, on a p = q - 1, et l’on a les equivalences 
r* - 
1 
&q-p-W9) ' 
m*N2 et p* N 1 - 24/1(Qs1)/Q. 
En effet, recherchons dans quelles conditions l’inCgalitC r, < I* < r9+r 
est-elle drifiCe. L’inCgalitC Y* > rB s’ecrit, aprb developpement: 
y&u) = q - p + p/L - (q - p + I)$‘” - (p - l)$+‘r’Q) > 0. 
YP 
L 1 CL Yp+l 
FIG. 2 
Les variations de la fonction y&) sont indiquees sur le graphique 
ci-contre. Elles s’obtiennent facilement en Ctudiant les derivees premiere et 
seconde de y par rapport a p et par rapport 8 p. 
Une seule valeur pP , differente de 1, annule y&). 
Cette racine pcLs est une fonction decroissante de p et est superieure a I 
si p est inferieur a (q + 1)/2. 
L’inCgalitC r, < I* < r,,, s’ecrit done 
ce qui montre la premiere partie du Theoreme 3. 
Si l’on remarque maintenant que pp est nul, on en deduit que, lorsque TV 
tend vers 0, il se trouve dans l’intervalle ]pq , pp.-J ce qui donne la valeur 
q - 1 a p; ceci demontre la seconde partie du ThCoreme 3. 
Nous allons maintenant Ctudier quelques cas particuliers. 
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4. APPLICATIONS 
A. M&hode de Directions Alter&es d: Deux Variables 
On a q = 2, d’oh ps = 0 < p < p1 = co. Par consequent, p = 1 quel 
que soit p. On en deduit 
On retrouve les resultats de Peaceman-Rachford. 
B. M&ho& de Directions Alternkes ci Trois Variables 
On a q = 3, d’oti t~s = 0 < p < pz = 1. Par consequent, p = 2 quel 
que soit TV. On en deduit: 
p * 1 - 3 vrw + 2P) (1 - ~i# (1 + 2 4%) _ - = 
1 + 3 &F/(1 + 2j.4) 1+3@+2/.~ ’ 
Si p est trb petit, on a 
r*-&, m*N2 et p*-1-6q7. 
Cette methode est alors Cquivalente a la methode de Douglas qui converge 
done plus vite que la methode de Douglas-Rachford. 
Cependant, pour des valeurs non faibles de II, la methode de directions 
alternees (11) converge plus vite. A la limite, pour 01 = /I, on devrait prendre 
m* = 9/8 et r* = 1/21x. 
C. Mkthode de Directions Altermfes h Quatre Directions 
On a q = 4, d’oh p4 = 0 < h # 0.187 < 1 < pa < h . 
On a done deux cas a considerer: 
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1”. y, # 0.187 < p < 1 < pa . On obtient, puisque p = 2 
(1 -CL)* 
m* = g&F+ 1)s (1 - 0)s (1 -- VP) 
et 
Le rayon spectral de la matrice de reduction est le mEme que celui de la 
matrice de reduction d’un procede a deux variables de mCme CL. Comme 
il y a deux fois plus de matrices Y + Ai A inverser, on peut dire que le 
pro&de a quatre variables est, dans ce cas, deux fois moins rapide que le 
pro&de a deux variables. 
Les valeurs de m* sont comprises entre 2.55 pour p = 0.187 et +3 # 9.5. 
La convergence de la methode de Douglas est alors assez Cloignte de celle 
de cette methode. 
2”. p < p3 # 0.187. On obtient alors, puisque p = 3 
2(1 -i-d4 
----zz 
m*= (1+3~+44~)(1-@)3(1-VP) 
et 
p 
* _ 1 - 4 V$/( 1 + 3P) = (1 - V&a (1 + 2 ViL + 3 V/CL) 
- 1 + 4 Vfi(l + 3/A) 1+4a+3p 
et lorsque p tend vers 0, on a 
**-&, m*-2 et p*-1--.8+7~. 
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