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Abstract 
This dissertation was written as a part of the MSc in Energy and Finance at the Inter-
national Hellenic University. Based on the recent literature, on this paper we focus on the 
effectiveness of different hedging strategies, both constant hedge ratio and time-varying 
hedge ratio, on natural gas prices in the United States. Natural gas prices fluctuate de-
pending on seasons. To examine how these fluctuations affect the hedging ability of the 
econometric models we use we conduct an analysis regarding seasons (fall-winter, spring-
summer) and regarding market conditions (contango-backwardation). The analysis is 
conducted over different various time horizons (weekly-monthly). 
We complete this study by presenting the economic-financial benefits of using these 
hedging strategies in order to assess the impact of volatility in monetary values. 
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1 Introduction 
Risk management is a very important and wide field of economic sciences. We daily 
face risks and dangers. From our house to our job risks vary and we are obliged to elimi-
nate them or try to mitigate the damage they cause. From the ancient times people were 
dealing with risks. They started by analyzing risks and then as centuries passed people 
invented ways to manage those risks. One of the first risk management methods is the 
very commonly used insurance. [1] In this paper we focus on hedging with future contracts 
of natural gas to manage the volatility of natural gas prices.  
According to studies natural gas can play the role of the transition fuel during the 
energy transition to cleaner and greener sources of energy. Climate has changed over the 
past years and it keeps changing dramatically. The effects of this change are obvious all 
over the world. Because of continuously rising temperature the weather is also affected. 
Extreme weather events are observed around the globe and in a higher frequency. The 
scientific world urge governments to abandon coal and reduce oil usage. Natural gas can 
be an alternative to oil since it can be used for heating, electricity production and trans-
portation.  
The drawback is that natural gas faces various risks that ought to be managed in order 
to have a continuous supply and demand with the least possible price fluctuations. Ex-
treme weather events, [2] inventory prices, [3,4] supply and demand shocks, [5,6] political 
events, [7] to name some of them. Regionality, is another factor that affects natural gas 
prices and it is an obstacle for effective hedging. [8,9] 
 In the past, economists and financial analysts tried to hedge price risks of natural gas 
by using future contracts of oil and other oil products. Since this strategy was ineffective 
there had to be a market with natural gas derivatives. Henry Hub in Louisiana plays that 
role and is the benchmark for the US natural gas spot prices. [10] Traders use NYMEX 
future contracts in order to cross-hedge spot prices since future prices for each physical 
price do not exist. 
In order to find the best hedging strategy cointegration must be considered too. The 
magnitude of cointegration between oil and natural gas prices is a tool to predict natural 
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gas prices. [11] Time-varying models are considered to be more effective since they are 
more sensitive to volatility changes and because of that we have a more realistic view of 
volatility clusters. This is why they are the most commonly used. GARCH (Generalized 
Autoregressive Conditional Heteroscedasticity) [12],[13] and MRS (Markov Regime 
Switching) [14] are two time-varying models. MRS gives the opportunity to the trader to 
divide the data to two or more regimes regarding volatility. Constant hedge ratio, such as 
OLS (Ordinary Least Squares) model, are also used in order to find the (OHR) Optimal 
Hedge Ratio. One of the most effective hedging strategies has been proven to be the com-
bination of different hedging models. [15]  
Value at Risk (VaR) and ES (Expected Shortfall) are two other models that can be 
used in order to calculate the value that is at risk and the average expected losses over a 
specific time horizon in economic terms. 
The scope of this paper is to examine which of the above strategies is the most effec-
tive in terms of hedging. For our estimations we used both constant hedge ratio models 
and time-varying. Naïve and OLS are included in the first category and Risk Metrics, 
MRS and GARCH are included in the second category. To have a broader view of hedg-
ing effectiveness we analyzed thoroughly how each of the models work in different mar-
ket conditions (contango, backwardation) and in different seasons (fall-winter, spring-
summer). Because our main concern is price volatility, we also tried to forecast future 
volatility and assess if our method is efficient by comparing future hedge ratio and hedg-
ing effectiveness with the in-sample results.  
The structure of the paper is as follows. In Section 2 we present an overview of risk 
management’s roots and steps, how hedging in energy commodities work through CME 
(Chicago Mercantile Exchange) and ICE (Intercontinental Exchange) and a detailed 
presentation of how natural gas prices behave, what affects them and which strategies are 
used for hedging. In Section 3 we have a very brief presentation of our data and the source 
where we obtained them from. In Section 4 we present the models which we use for our 
calculations. The theory behind the equations and what each model offers. The results of 
our calculations are presented in Section 5. Finally, in Section 6 we sum up the conclu-
sions of our calculations.
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2 Literature Review 
2.1 Risk Management 
If we want to define what risk management is we can say that risk management is the 
process during which the dangers that can damage an organization are identified and man-
aged properly. Risk management is divided into four stages: identification, assessment, 
planning, and management. [16] PMBOK (1996) divides risk management to three stages: 
identification, analysis and response.  
In the identification stage we have to decide which risks may cause damage. Both 
internal and external sources of risks should be included. In order to adequately identify 
risks we must have access to information. Information may not be available straightaway. 
With this in mind, we need to search for historical data. The quality of the information is 
a determinant factor for risk management process. The scope of risk identification is: to 
identify and capture the most vital stakeholders in risk management and to supply the 
idea for the following management processes. To balance the preparation by giving all 
the available data for risk analysis. To identify the elements of the project/service and 
lastly, to identify the essential risks of the project/service.  
Risk quantification and analysis includes estimating risks and risk interactions in or-
der to evaluate the potential results. The outcome of this analysis is a list of opportunities 
that should be explored and dangers that need to be hedged. [17] Dawson et al argue that 
the targets of risk management are a considerable part of risk analysis. The scope of risk 
management is to find the equilibrium between risks and opportunities. These two may 
differ depending on how they are examined, but they ought to be linked with the objec-
tives of the investor/company. [18] There are two methods in this stage. Qualitative risk 
analysis and quantitative risk analysis. The former describes the possible results of risks 
with no numerical values. It’s a method for a deeper comprehension of risks. The latter 
includes models and computational analysis of the data.  
Risk response stage is divided into four categories: risk avoidance, risk reduction, risk 
transfer and risk retention.  
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Risk avoidance is achieved either by wiping out the source of risk or by ducking the 
exposure to the risk. [17] Al-Bahar and Crandell offer a very characteristic example of a 
contractor who doesn’t want to work with asbestos as a material in order to avoid possible 
losses. On the contrary, the client considering that the contractor rejects asbestos is trying 
to wipe out the source of risk by using another material. [19]  
Risk reduction can be achieved either by decreasing its likelihood to happen or by 
mitigating its impact. For example, to decrease or mitigate the impact of falling objects 
in a construction site, workers must be obliged to wear protective clothes so as to decrease 
the likelihood of objects falling, therefore safer working conditions should be adopted.  
Risk transfer is achieved by shifting the risk to another member of the project. This 
process doesn’t wipe out risks but it transfers risk to someone who is more capable of 
dealing with it. The decision to select the more suitable to deal with the risk is very crucial 
because if the selection is wrong, the risk may be increased instead of being reduced.  
Risk retention can be achieved either intentionally or unintentionally. For the second 
case it means that there was a problem in the previous two stages of identification and 
analysis. Obviously then, the response to the risk will be poor. For the first case it means 
that the previous two stages were completed successfully. Having in mind that in the real 
world there’s no return without risk we have to find the balance between these two. Ac-
tually we have to find risks that are manageable and affordable. Moreover, risk reduction 
has positive effects up to a point. After that, the damage is higher than the benefits.[17]  
Risk analysis and probabilities have their roots back in Ancient Greece where the 
probabilities of an afterlife where assessed. A more advanced analysis was conducted in 
the 4th century AD from a pagan church in North Africa. The two main questions that lead 
to a 2 × 2 matrix were if God exists or not and if people should accept Christianity or 
remain pagan. That was the first attempt to make people decide for a dilemma under 
conditions of risk and uncertainty. Although this matrix could have been the spark for 
more researches and analyses in the risk analysis and probabilities field, only in the 17th 
century, in 1657, Pascal introduced the probability theory. [20] There are many scenarios 
about this huge 13 century gap. [21,22] Some argue that the rise of capitalism along with 
the development of various firms was the reason that probability theory was introduced. 
The economic needs before the 17th century were less. Another argument is that during 
this long period the mathematical background was not sufficient to support the develop-
ment of these kind of theories; however, probability theory uses simple mathematics. So 
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the validity of this argument is not obvious. [1] Another argument is that the methodolog-
ical improvement in the 16th and 17th century lead to the scientific development with many 
theories introduced, such as Marx’s [23] and Merton’s [24]. This trend led to the probability 
theory. [1]  
The last argument is that during the previous centuries the Catholic Church had cash 
flow issues and due to the Crusades they had to find money in order to build new 
churches. At the same time lending money at an exorbitant interest was banned. Accord-
ing to Grier this situation made risk and probabilities a topic of discussion and was the 
precursor of the probability theory. [5] We still don’t know which of these arguments is 
the most dominant, but after Pascal’s theory many scientists like Arbuthnot, Halley, Ber-
noulli and Laplace proposed solutions for various problems based on it.  
In just 100 years from Pascal’s theory there was more progress than in 13 centuries. 
[1] 
One of the very first approaches to manage risks was insurance. Mesopotamians used 
interest rates when they lent a part of their production to buyers and asked for a percentage 
of their sales. [6] Babylonians used risk premiums in order to secure their cargoes that 
were transferred with vessels. Because the risk of these transfers was high (pirates, 
weather etc.) traders were also asking for high risk premiums. On the other hand, borrow-
ers in order to pay those premiums, if it was needed, they would have to sell all their 
belongings. Obviously this kind of deals were disadvantageous. Seeing trading slow 
down, Babylonian state [25] decided to manage those risks with insurances. Bottomry was 
the first insurance and one of the first attempts to manage risks. Bottomry was then 
adopted and developed even more by Ancient Greeks. Romans had developed a health 
insurance called collegia which was a fund, paying for burial expenses. A landmark in 
the insurance history is the establishment of Lloyd’s, in London in 1668 which was the 
beginning of insurances as we know them nowadays. [1] 
Risk management in commodities is first recorded back in 1730 in Japan, where the 
first future contractσ on the price of rice was established. Only after World War II risk 
management started to evolve rapidly. The reason was that large companies wanted to 
insure themselves against risks and dangers that arose during the war. Two types of mit-
igating risks were applied: Self-insurance and self-protection. The difference between 
them is that in the self-insurance you keep some funds in order to cover any possible 
losses while in the self-protection you calculate any possible losses or costs before you 
face them. [26] 
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2.2 Hedging with futures 
An alternative method to manage risks is with derivative contracts. As the word says, 
derivative contracts are financial tools and their value derives from an asset. Anyone who 
holds a derivative contract has no ownership rights. Nowadays, there are contracts for a 
lot of assets such as commodities (crude oil, natural gas), currencies, and bonds among 
others. There are four type of contracts: Forward, futures, options and swaps. 
Forward contracts are similar to cash or cash-and-carry transactions. Counterparties 
that hold these contracts agree on a future delivery of the asset. Before the trading, coun-
terparties agree on some terms like the price of the contract, the place of delivery, the 
quantity and the quality that is going to be delivered. In long-term contracts credit and 
default risks are significant. [27] 
Option contracts give the right to buy/sell and not to exercise this right. The contract 
that gives the possessor the right to buy an asset is called call option and the contract that 
gives the possessor the right to sell an asset is called put option. Options are sold at a 
specified price, which is called strike price or exercise price and at a certain date which 
is called maturity. American options can be exercised any time before the maturity. Eu-
ropean options must be exercised only on the maturity. Swaps can be both, through ex-
change and over the counter (OTC)*. [28] 
Swap contracts are agreements between two participants to exchange cash flows in 
the future. No assets are traded, only cash. Because swaps are OTC transactions, partici-
pants are exposed to higher credit risk due to the absence of an exchange market. [27] 
Futures contracts are the ones we are going to use as our data and this is why they are 
referred last. Futures contracts are similar to forward contracts. The price of the contract, 
the place of delivery, the date of delivery, the quantity and the quality are determined 
before trading takes place. The big difference between forwards and futures is that futures 
transactions are done through an exchange which acts as a guarantee. Moreover, only a 
small number of commodities are traded with future contracts. The place and the time of 
delivery are also limited. The two largest exchanges are Chicago Mercantile Exchange 
(CME) and Intercontinental Exchange (ICE).  
 
* According to Hull J [28]. in over-the-counter markets agreements that take place do not involve an ex-
change. Counterparties agree the terms of the agreement. 
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Forward contracts have three main problems which future contracts solve. Firstly, it 
is difficult to find someone to make a deal since there is no exchange. Having to agree 
for a pre-specified place of delivery and far into the future date of delivery acts as a bar-
rier. Second, there is the risk one of the counterparties to default if the market price differs 
a lot from the agreed price. Third, if for any reason one of the counterparties wants to 
cancel the transaction there is no way to offset his position and has to pay a penalty or to 
find a solution with the other party of the agreement. [27]  
In order to decrease the chances of a default, exchange organizes the trading by forc-
ing participants, through their brokers, to create margin accounts. To open a margin ac-
count the broker has to deposit a minimum amount of money that is necessary to proceed 
trading. This amount is called initial margin. At the end of every day margin account 
reflects the gains or losses from trading. This procedure is called daily settlement. A trade 
is initially settled at the end of the day on which it takes place. Then at each next day. 
When futures prices decrease, traders who hold long* positions pay those who hold short** 
positions. When futures prices increase, traders who hold short positions pay those with 
long. In order for the margin account balance to be positive, there is a lower limit that 
allows traders to carry out transactions which is called maintenance margin. If the balance 
drops below this point then the trader is alerted and he has to deposit money in order to 
reach the initial margin and cover the difference. This is called variation margin. If the 
trader refuses to pay the variation margin then the broker closes out the position and the 
account is closed. To close out the position the broker holds an adverse position in order 
to become neutral. [28] 
Future contracts have some more properties that are worth mentioning. If a trader 
decides to keep a contract until maturity, he will buy the asset at the price he had bought 
it when he had bought the contract. Both the buyer and the seller of the contract can 
demand delivery. Trading future contracts is allowed even to those who have no owner-
ship of the underlying asset. This is a common method for speculators who buy and sell 
contracts to make profit. Obviously since they do not own the asset and they have no 
place to store it they deny the physical delivery and they close out their positions. The 
third advantage of future contracts is that the initial margin is enough for a trader to start 
 
* A trader who buys future contracts holds a long position. 
** A trader who sells future contracts holds a short position. 
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trading. With a very small amount of money large amounts of an asset can be traded, 
meaning that traders can have huge profits or large losses. [27] 
Up until the first decades of 1900s futures trading was considered as the main tech-
nique for speculation and not for hedging. But this is not the case. Hedging using futures 
contracts gives the opportunity to investors for speculation. The most hedged commodi-
ties are the ones that are used the most and not the ones with the higher production. To 
be more specific, the production of corn is much higher than the production of wheat but 
wheat is traded and hedged more because its demand is higher. By hedging we do not 
erase the risks. We reduce our exposure to risks. When an investor buys or sells futures 
he/she enters into a financial position opposite to the physical position in order to lock 
the price of the commodity he’s trading. [29] 
Energy sector is a sector which faces high risks and different types of risk. The price 
of energy commodities such as crude oil, natural gas etc. depends on many factors making 
their price more volatile. Price volatility (or standard deviation) is the deviation from the 
mean or in simple words the price fluctuations. The more volatile the prices the more 
difficult is to hedge. Oil prices for instance have shocked multiple times in the past. A 
shock is an unexpected change in prices. The first shock in oil prices was back in 1973 
and the most recent was in April 2020 amid Covid-19 pandemic. Because of the correla-
tion of oil prices with other commodities (i.e. natural gas) and various indexes (i.e. GDP 
growth, S&P 500 returns, food security) it is obvious that hedging plays a very important 
role in order to mitigate risks and keep the global economy as stable as possible. [30]  
Energy commodities are correlated with various indexes. As a result, price volatility 
is the most critical factor and the one that is being studied the most. Prices depend on 
many parameters. For instance, crude oil prices depend on supply and demand among 
others. Natural gas prices depend on weather, transportation conditions and seasons of 
the year. Due to this dependency prices are very sensitive and interact spontaneously to 
any changes in these parameters. This is the reason prices and their volatilities are very 
hard to forecast adequately. What makes price volatility more important to all stakehold-
ers is that many conclusions can be derived if it is analyzed and forecasted well. Espe-
cially oil price volatility is used as a macroeconomic indicator. Using GARCH models it 
is estimated that just a minor rise in oil prices can lead to a significant increase in the S&P 
index. It is obvious that even a minor change in prices can have a massive impact to other 
economic factors. On the contrary, natural gas price volatility is less persistent than oil’s. 
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The same study shows that future volatility follows a random process making it very 
difficult to forecast. [2] 
2.3 Natural gas hedging 
In this paper we are going to use natural gas future contracts and so it’s necessary to 
have a look at the way natural gas trading works. Natural gas physical trading on spot and 
futures markets began in 1978 in the USA and in 1993 in Great Britain. In order for phys-
ical trading to take place gas facilities must be accessible. There are two types of gas 
transactions: Physical gas hubs and virtual gas hubs. Physical hubs are places where pipe-
lines, storage infrastructure and liquefaction terminals gather together. An autonomous 
hub operator is necessary in order to provide unconditional access to traders and sets the 
prices. The first physical hub was the Henry Hub near Louisiana and Texas. In Europe 
there is one in Belgium. [10] Henry Hub is the benchmark for US gas market and is also 
high correlated with the NYMEX futures price. [11] Virtual gas hubs are vital because 
natural gas becomes more accessible to those who do not own facilities. An independent 
hub operator has the control of the whole operation. He manages the entry and exit points’ 
rights from which the gas gets through, supervises the transactions and charges fees on 
entry and exit points. Traders must complete their transactions in a specified period of 
time because they are not allowed to use the grid for gas storage. The most known virtual 
hubs are in Great Britain and in the Netherlands. 
Third-party access (TPA) to natural gas facilities boosts trading even more. TPA al-
lows traders who do not own gas facilities to use them for transport. [10] This access can 
be given on a negotiated or a regulatory basis. In the first situation, traders and operators 
agree the terms of use and sign contracts. In the second, a public regulator sets the terms 
of contracts and obliges the operators to allow third-parties to sign contracts. Regulatory 
agreement can be achieved with two alternatives options. The one is the point-to-point 
system and the other is the entry-exit system. In the former system traders select the entry 
and exit points and the pipelines they will to use and they are charged with a transportation 
fee. In the latter traders select independently the entry and exit points. Those who have 
paid for entry points can sell natural gas to those who have paid for exit points. In this 
system no transportation fees are charged but there are entry and exit fees. This process 
improves trading. [31] 
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Spot market price of a virtual gas hub can act as a reference point of gas contracts. 
Also it cuts the connection between long-term gas contracts and heating oil price. Still 
the possibilities of these prices to differ are very low. The reason is that heating oil and 
natural gas are used for space heating. Customers can freely choose which of the two they 
want to use. Even though in the US gas market a strong correlation of these two prices is 
noticed, differences can appear due to several factors. [10] Depending on the usage of each 
fuel, gas prices can diverge from heating oil prices. Unlike other studies Hartley et al [32] 
found poor replaceability between heating oil and natural gas. Gas prices are highly sea-
soned. More than heating oil prices. As a result of seasonality, prices increase in very cold 
days because of the high demand and in very hot days because of the storage cost. Ex-
treme weather conditions can cause damage to gas facilities and affect natural gas spot 
prices. Transportation costs may also be a reason for the gas price fluctuations. Until 2008 
gas prices were in correlation with heating oil prices but this changed in 2009. [10] Apply-
ing the error correction approach of Engle and Granger [33] and the Johansen test [34] it is 
verified that the two prices were cointegrated* until 2008. The model showed that between 
2010 and 2014 gas prices can partially be predicted. Moreover, it is shown that heating 
oil prices shock did not affect gas prices because gas is more attractive than heating oil 
when the prices are low. [10]  
Futures market is the field where hedging takes place. Henry Hub is the only natural 
gas futures market which is used for hedging or cross-hedging since futures market for 
every physical price do not exist. In order to optimize hedging and therefore limit the risk 
of exposure, we should understand the effect of co-integration. High cointegrated physi-
cal** and futures prices result to a higher hedge performance. [35] Another key factor that 
affects hedging is how quick future prices respond to a shock in spot prices. Non-preju-
dicial futures markets respond fast. If this is not the case, then hedging may not be effec-
tive and hedgers will pay a supplementary error premium. [36]  
A very important of aspect of this topic is how cointegrated are futures prices with 
various types of physical prices. It is found that only some physical prices (wellhead, 
power, industrial, citygate) are cointegrated with futures prices. Future contracts prices 
 
* Co-integrated are two series when they perform independently in short-term but they return to their long-
term relationship during the time [33] 
** Physical prices differ depending the use of natural gas. For example, residential natural gas is more 
expensive than commercial natural gas for example. Other types of physical prices are: wellhead, power, 
industrial, citygate. 
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significantly impact future predictions of physical prices. Additionally, the effects of a 
shock in futures prices lasts longer in all physical prices. Long-maturity futures contracts 
explain a high percentage of commercial gas price variation. All the above result in a 
higher hedge ratio than a hedge ratio based only on correlation. Higher hedge ratio means 
higher hedging effectiveness as well. [37]  
Through the years various hedging models have been developed. The most well-
known and useful is Generalized Autoregressive Conditional Heteroscedasticity 
(GARCH) models introduced by Engle and Kroner in 1995. [12] These models calculate 
time-varying hedge ratios. Additionally, their advantage is that they examine some finan-
cial properties such as volatility clustering, nonlinear dependence and fat tails. [13] An-
other very practical model is Markov Regime Switching (MRS) introduced by Hamilton 
in 1989. [14] These kind of models improve hedging efficiency by having a better model 
fit. A switching in a cointegrated GARCH process is applied in energy commodities. [38] 
The way these models work and the equations will be further analyzed in the Methodol-
ogy section. 
The presence of fat tails, asymmetry and long memory make energy assets riskier than 
other traded assets. [39,40] Given that, hedging becomes more complicated. It is found that 
natural gas hedges are inefficient because they are regionally affected. [8,9] Applying the 
Ordinary Least Squares (OLS) method the Optimum Hedge Ratio (OHR) for weekly data 
significantly lower than other oil products while for monthly data it is far better. Calcu-
lating Hedging Effectiveness (HE) using the best OLS model variance is reduced less 
than half comparing to the no hedge strategy. Value at Risk (VaR) is as well reduced by 
only 26% using both OLS and GARCH models. Furthermore, Expected Shortfall of nat-
ural gas using the best OLS model drops by just 13%. The reason for this poor hedging 
performance is the high basis risk* related to natural gas which makes natural gas prices 
more volatile. The way natural gas prices behave will be further analyzed later. [41]  
In order to improve OHR and hedging effectiveness a combination of models is used. 
Results have shown that combinations outperform single-model methods. Even the worst-
performing combinations offer better hedging outcome than single models. Some other 
conclusions that can be derived from the combinations method is that depending on hedg-
 
* Basis risk arises from the difference between the asset’s price and the futures contract of the asset, from 
the uncertainty about the date of the delivery and from the possibilities the contract to be closed out before 
delivery. [28] 
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ing horizon, risk differs. Also, hedging performance is affected by season, hedging posi-
tion and the market conditions. Finally, this method can partially predict spot prices if 
only the information of the basis (futures-spot spread) is taken into consideration [15] in 
contrast to what is known about the traditional OHR estimates. [42] If not, then the risk 
reduction will be underestimated. [15]  
Natural gas is important for the US economy. Taking into account this fact, under-
standing what drives volatility in natural gas prices is vital. Unlike financial markets, 
energy markets, and so natural gas markets, are more sensitive to supply and demand 
shocks which have a huge effect on volatility. Some factors that affect supply and demand 
are weather, new technologies, the shale gas revolution and the most recent one, the 
Covid-19 pandemic. [43]  
According to several studies supply and demand shocks in the global crude oil market 
have a significant impact on natural gas prices. Moreover, after the shale gas revolution 
the effects of fluctuations of crude oil prices are more intense probably because of tight 
oil production. [44,45] Others have found the US natural gas market is more regional than 
crude oil market. Local supply or demand shocks have greater impact to prices than in-
ventory shocks. [46] US natural gas prices are also affected by weather which has an impact 
to the demand. [47] The reaction of prices to the shocks is different because not all shocks 
come from the same reason. Natural gas price volatility was affected less significantly 
from supply and demand shocks at the end of the 20th century. The reason for this may be 
the transition from offshore natural gas to onshore which made the investments safer since 
the exposure to weather anomalies was reduced. [43] The increase of shale gas production 
resulted into lower prices in the US than in the European markets. Hence, after 2009 the 
US natural gas prices have decoupled from the European natural gas prices and crude oil 
prices. [3]  
In Europe there is one more danger that can seriously affect natural gas prices. That 
is political events that can disrupt supply chain. The most recent ones were: the Russian-
Ukrainian gas conflict in 2009, the civil war in Libya in 2011 and the supply interruptions 
of Russian natural gas in 2012. In the first case, German natural gas prices increased by 
30% due to this instability but longer-term they followed the trend of crude oil and coal. 
In the second case, high uncertainty and risks for low supply affected indirectly the Ger-
man market. The demand for storage increased and so did prices. In the last case, ex-
tremely low temperature was the main factor which led to high prices. [7]  
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LNG imports can also impact natural gas prices. Although the research is in early 
stages, there are studies from which we can obtain useful information. LNG imports affect 
natural gas prices and vice versa. [48] Furthermore, it is shown that the US and Europe 
natural gas market prices are related more to crude oil prices than to physical deliveries 
of LNG [49]  
Inventory prices is another influential factor of gas prices. Studies show that inventory 
has no significant effect on natural gas prices in the US market, [3,4] while other support 
that a higher than expected increase in inventory has a negative effect on the US future 
contracts. [47] The similarity of these studies is that they use inventory variable as an ex-
ogenous variable. Assuming that inventory variable is endogenous the result is more am-
biguous. Extremely low temperatures increase the demand of natural gas. The excess de-
mand is covered by inventory holders who withdraw natural gas. Additionally, the in-
creasing demand leads to higher natural gas price, so inventory holders have a motivation 
to withdraw natural gas. This extra supply of natural gas smooths prices and demand. [3]  
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3 Data 
For our calculations we used both US natural gas weekly and monthly spot and futures 
prices from the US Energy Information Administration (EIA). EIA is located in Wash-
ington DC within the US Department of Energy. It was established in 1977. The disrup-
tions in the oil market in 1973 was the reason the Department of Energy decided to es-
tablish EIA. Their scope is to provide various information about energy commodities and 
their derivatives. Furthermore, they conduct independent analyses. [50] 
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4 Methodology 
In this chapter we provide details about the econometric models we are going to use 
for our calculations. These will be ordinary least squares (OLS), Generalized Autoregres-
sive Conditional Heteroscedasticity (GARCH), Markov Regime Switching (MRS) and 
two financial models Value-at-Risk (VaR) and Expected Shortfall (ES). 
4.1 Ordinary Least Squares method 
Ordinary Least Squares method (OLS) is a regression model. There are two variables: 
the dependent variable (𝑦𝑖) and the independent variable (𝑥𝑖). We examine how 𝑦𝑖 varies 
when changes in 𝑥𝑖 are applied. The general equation of these models is: 𝑦𝑖 = 𝑎 + 𝑏𝑥𝑖 +
𝑢𝑖 where 𝑢𝑖 is the error term. Should the error term was missing, the equation would 
represent a non-realistic scenario where all the data points would lay on a straight line. In 
simple words, there would exist no uncertainty. [51] 
For our case the equation is 
𝛥𝑆𝑡 = 𝑎 + 𝛾𝛥𝐹𝑡 + 𝑢𝑡 (1)  
In Eq. (1) 𝛥𝑆𝑡 is the changes of spot prices, α is the constant term, γ is the Minimum 
Variance Hedge Ratio (MVHR), 𝛥𝐹𝑡 is the changes of futures prices and 𝑢𝑡 is the error 
term. 
MVHR is the ratio of futures and spot prices that minimizes the variance of return 
and its formula is: [52] 
𝑀𝑉𝐻𝑅 = 𝛾 = 𝜎𝑠𝑓
𝜎𝑓
2   (2)  




4.2 Generalized Autoregressive Conditional Hetero-
scedasticity models 
Autoregressive Conditional Heteroscedasticity models and their Gereralized form 
(GARCH) examine conditional variance. It is the most common time-varying hedge ratio 
strategy. Conditional variance in ARCH models is expressed as a linear function of the 
squared lagged values of the error term [53] as showed in the equation below: 
𝜎𝑡2 = 𝑐 + ∑ 𝛼𝑖𝑢𝑡−𝑖2
𝑞
𝑖=1  (7) 
 
In GARCH models conditional variance is also expressed as a linear function of the 
squared lagged values of variance.  
𝜎𝑡2 = 𝑐 + ∑ 𝛼𝑖𝑢𝑡−𝑖2
𝑞
𝑖=1 + ∑ 𝛽𝑗𝜎𝑡−𝑗
2𝑝
𝑗=1  (8) 
 























In Eq. (9) 𝜎𝑠,𝑡−12 is the variance of spot prices , 𝜎𝑓,𝑡−12 is the variance of futures prices and 
𝜎𝑠𝑓,𝑡−1 is the covariance between spot and futures prices. 
Since variance and covariance of asset returns vary through time, Eq. (2) transforms to 
the time-varying equation 
𝛭𝑉𝐻𝑅𝑡 = 𝛾𝑡 =
𝜎𝑠𝑓,𝑡
𝜎𝑓,𝑡
2  (9) 
 
4.3 Markov Regime Switching models 
In extreme economic events, a financial crisis for example, many economic variables 
behave abnormally and they don’t follow their long-run trend to grow. [55] These regime 
changes are examined from Regime Switching models and Markov Regime Switching 
(MRS) is one of them. To further understand what this abnormality is, we assume a vari-
able that is described from the equation 
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𝑦𝑡 = 𝑐1 + 𝜑𝑦𝑡−1 + 𝑢𝑡 (10) 
and time 𝑡0 and unprecedented change happens and the above equation changes to 
𝑦𝑡 = 𝑐2 + 𝜑𝑦𝑡−1 + 𝑢𝑡 (11) 
Obviously, it is needed to include both equations in one. 
𝑦𝑡 = 𝑐𝑠𝑡 + 𝜑𝑦𝑡−1 + 𝑢𝑡 (12) 
In Eq. (12) 𝑠𝑡 is the random variable due to the unprecedented change that happened. The 
simplest form of this equation is when 𝑠𝑡 = 1 and 𝑠𝑡 = 2. This is the two-state Markov 
chain. [56] 
In our case, we have mentioned before that natural gas is state-dependent and so MRS 
should be applied for hedging. According to Eq. (12) we have 
𝛥𝑆𝑡 = 𝑐𝑠𝑡 + 𝛾𝑠𝑡𝛥𝐹𝑡 + 𝑢𝑡 (13) 
𝑠𝑡 follows two-state Markov chain with probabilities 
𝑃𝑟 = (
Pr(𝑠𝑡 = 1|𝑠𝑡−1 = 1) = 𝑃11 Pr(𝑠𝑡 = 1|𝑠𝑡−1 = 2) = 𝑃21
Pr(𝑠𝑡 = 2|𝑠𝑡−1 = 1) = 𝑃12 Pr(𝑠𝑡 = 2|𝑠𝑡−1 = 2) = 𝑃22
) =
(1 − 𝑃12 𝑃21𝑃12 1 − 𝑃21
)  (14) 
where 𝑃12 is the probability state 2 follows state 1 and 𝑃22 the probability that no changes 
will happen in the market in the next period. 
The MVHR equation is changed accordingly. If 𝜋1,𝑡 is the probability of the regime 
being in state 𝑠𝑡 then two hedge ratios emerge (𝛾1, 𝛾2). 
𝛭𝑉𝐻𝑅𝑡 = 𝛾𝑠𝑡 = 𝜋1,𝑡𝛾1 + (1 − 𝜋1,𝑡)𝛾2 (15) 
For the out of sample estimations the transition probabilities are calculated from Eq. 16 
𝜋1𝑡|𝑡+1 = ∑ Pr(𝑆𝑡 = 1|𝑆𝑡+1 = 𝑘) Pr(𝑆𝑡 = 𝑘|𝛺𝑡+1)2𝑘=1 = 𝑝11𝜋1𝑡|𝑡 + 𝑝21𝜋2𝑡|𝑡  (16) 
Accordingly the equation for MVHR is 
𝛭𝑉𝐻𝑅𝑡+1 = 𝛾𝑠𝑡+1 = 𝜋1𝑡|𝑡+1𝛾1 + (1 − 𝜋1𝑡|𝑡+1)𝛾2  (17) 
 
4.4 Risk Metrics 
Risk Metrics is a model developed by J.P. Morgan and Reuters in October 1994. Risk 
Metrics is a group of tools that is used, among other applications, for forecasting correla-
tion and volatility. This is achieved by deciding the right decay factors (λ). [57] 
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In order to find the decay factors we assume that we have two return time series 
𝑟𝑠,𝑡, 𝑟𝑓,𝑡 and their covariance matrix 





Theoretically it is feasible to determine the best decay factors. Practically this process 
is extremely complex especially in large covariance matrices. Moreover, it is shown [56] 
that even though the decay factors can be estimated, the covariance matrix is considerably 
biased and so restrictions are applied in order to find the one and only optimal decay 
factor. After all the calculations J.P Morgan and their partners found that the decay factor 
for daily series is 0.94 and for monthly series 0.97. [57] Because one of our series is weekly 
we decided to use a value between the one of daily and the one of monthly series. The 
decay factor for the weekly series is 0.96. 
Variance and covariance are calculated from the below equations 
𝜎𝑠,𝑡2 = 𝜆𝜎𝑡−12 + (1 − 𝜆)𝑟𝑠,𝑡−12   (19) 
𝜎𝑠𝑓,𝑡 = 𝜆𝜎𝑠𝑓,𝑡−1 + (1 − 𝜆)𝑟𝑠𝑟𝑓 (20) 
We should mention that Eq. 17 is applied to futures variance as well. 
4.5 Value at Risk – Expected Shortfall 
Value at Risk (VaR) is the worst loss over a target horizon such that there is a low, 
prespecified probability that the actual loss will be larger. [58] VaR is very popular be-
cause it sums up risk in a single number making it easy to understand. Assuming confi-
dence level c and L as the loss the minimum loss is expressed as 
𝑃(𝐿 > 𝑉𝑎𝑅) ≤ 1 − 𝑐 (21) 
We will use VaR in relation with volatility (σ) so it is important to mention the equation 
from which our estimations come from 
𝑉𝑎𝑅 = (1 − 𝑐)𝜎 (22) 
The outcome is expressed as a percentage. 
 Sometimes a strategy offers high probability of good returns and a low probability of 
huge loss. The trader does not have a clear view of the risks he’s undertaking. That is a 
disadvantage of VaR which answers the question “how bad things can get?”. 
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 Expected shortfall (ES) solves this problem by calculating the expected loss if things 
get bad providing a full view of the situation to the trader. ES, like VaR, uses two param-
eters. Time horizon and confidence level. The outcome is the average damages over a 
specific period at a specific confidence level when the loss is greater than VaR. [59]
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5 Empirical Results 
In this chapter we present the results that we found using the above models for our 
calculations. As mentioned before the historical data were obtained from the website of 
the US Energy Information Administration (EIA). For the weekly set of data the starting 
date is January 15th 1997 and the ending date September 11th 2020, 1235 observations in 
total. For the monthly set of data the starting month is January 1997 and the ending Au-
gust 2020, 284 observations in total. 
For hedging we used the nearest to expiration future contracts for both weekly and 
monthly data. According to the literature this contract is the most commonly used in nat-
ural gas hedges. [15] Moreover according to the literature this contract provides the most 
effective hedging. [56] 
Before proceeding to the statistical presentation of natural gas prices it is important 
to show the historical movement of spot and futures prices and point the events which led 
to high increases or decreases of the prices. Below in Figure 1 we present spot and futures 
prices in weekly frequency. 
 
Figure 1: Spot and futures natural gas prices on weekly basis  
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 As we can see in Figure 1 the two set of prices are highly correlated. Nevertheless, 
variations from the mean price are obvious in specific time periods due to extreme events 
such as: 
• The California energy crisis in 2000 which resulted to high spot prices 
• Weak supply in 2003 was the reason of high prices 
• In 2005, 2006 and 2008 hurricanes were the reason. More specifically hurricanes 
Ivan, Katrina and hurricanes Ike and Gustave 
• Due to 2008 recession which led to dramatical decrease in demand of natural gas 
from factories and homes prices dropped sharply in August 2008. 
• In 2012 prices dropped because of mild winter and a steady rise in production. 
• In 2014 there was high demand of natural gas due to cold winter. 
• Higher-than-normal temperatures were the reason for the drop in prices in 2016. 
• In August 2018 there was a spike in prices because of low inventories of natural 
gas and nuclear power plant outages. 
• The most recent drop in prices was in 2020 because of Covid-19 pandemic and the 
worldwide lockdowns which resulted to a sharp decrease in demand.. 
In Figure 2 we see the movement of spot and futures prices of natural gas on a monthly 
basis. 
 
Figure 2: Spot and futures natural gas prices on monthly basis 
 Prices on a monthly basis are also high correlated as we can see in Figure 2. Monthly 
prices are also influenced from the same extreme events like weekly prices.  
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5.1 Descriptive Statistics 
In this part we present some statistic properties of our data in order to have a better 
look at them and know how they behave. Apart from prices in Table 1 we present the 
statistic properties of returns which are the first differences of logged prices.  
  Spot prices Spot Returns Futures Prices Futures returns 
Mean 4,198349 -0,000456 4,249360 -0,000313 
Maximum 14,49000 0,642103 14,46200 0,336679 
Minimum 1,340000 -0,566646 1,575000 -0,214090 
Std. Dev 2,198053 0,076777 2,226090 0,059109 
Skewness 1,580763 0,289155 1,562920 0,147406 
Kurtosis 6,022345 15,2336 5,862672 4,712003 
Jarque-Bera 984,3881 7712,269 924,4889 155,1688 
Probability [0,000000] [0,000000] [0,000000] [0,000000] 
Table 1: Descriptive statistics of spot and futures prices and returns on weekly frequency 
 According to Jarque and Bera normality test [60] we reject the null hypothesis which 
says that the above series present in Table 1 follow normal distribution. Another point 
that is worth mentioning is the values of Kurtosis and Skewness of these series. In normal 
distribution the value of Skewness must me 0 and the value of Kurtosis must be 3. Obvi-
ously the values on our series differ from the normal ones. To be precise, in all series 
Kurtosis has values above 3 meaning that they are leptokurtic. Leptokurtic distributions 
are thinner than normal distributions. 
 We also examined the statistic properties of our data on a monthly frequency which 
are presented in Table 2.  
  Spot prices Spot Returns Futures Prices Futures returns 
Mean 4,207782 0,001433 4,258687 -0,000956 
Maximum 13,42000 0,144673 13,45400 0,406394 
Minimum 1,630000 -0,472906 1,700000 -0,395570 
Std. Dev 2,183396 0,132936 2,227572 0,120611 
Skewness 1,526612 0,037001 1,551224 0,082141 
Kurtosis 5,694132 4,352011 5,766570 3,758673 
Jarque-Bera 196,2029 21,61895 204,4693 7,105353 
Probability [0,000000] [0,000020] [0,000000] [0,028648] 
Table 2: Descriptive statistics of spot and futures prices and returns on monthly frequency 
 The Jarque and Bera test shows that neither monthly data follow normal distribution 
since we have to reject the null hypothesis. Moreover, all four series are leptokurtic like 
those of the weekly data. 
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5.2 Unit Root Tests 
Before proceeding with the analysis of our data we have to test our series about sta-
tionarity. Autocorrelation function is an indicator of stationarity. Stationarity graphically 
is the “force” that doesn’t allow a variable to deviate too much from its mean. If autocor-
relation is zero then our series is stationary. Because autocorrelation is an empirical 
method and not very accurate, unit root tests like Augmented Dickey-Fuller (ADF) [61] 
are used to find if there are any unity roots.  
Firstly we applied ADF test for the weekly series. 
  Spot prices Spot Returns Futures Prices Futures returns 
ADF test -3,319795 -18,29510 -2,946814 -2,922425 




level -3,435458   
 
5% significance 
level -2,863683  
  
10% significance 
level -2,567961   
Table 3: Outcomes of the ADF test in the weekly series 
Table 3 shows that for both spot and futures prices series there is a unit root. That means 
that we accept the null hypothesis for non-stationarity for both series. On the other hand, 
no unit roots exist in both spot and futures returns series and we reject the null hypothesis. 
Both returns are stationary. 
 
Figure 3: Spot returns and futures returns on weekly frequency 
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The movement of spot and futures returns verifies the existence of stationarity. The 
“force” which keeps the values close to the mean is obvious. 
Applying ADF test for the monthly series we get the below outcomes 
  Spot prices Spot Returns Futures Prices Futures returns 
ADF test -2,821485 -16,72966 -3,010830 -14,66592 




level -3,453400   
 
5% significance 
level -2,871582  
  
10% significance 
level -2,572193   
Table 4: Outcomes of the ADF test in the weekly series 
Similarly, monthly series follow the weekly ones about stationarity. Both prices series are 
non-stationary, since we accept the null hypothesis because a unit root exists in both se-
ries, and both returns series are stationary because no unit root exists and so we reject the 
null hypothesis.  
 
Figure 4: Spot and futures returns on monthly frequency 
As we can see from Figure 4 tend to return to the mean which is a sign of stationarity. In 
comparison with the weekly series, these fluctuate more. 
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5.3 Regression outcomes 
In this section we present and explain our analysis from the models we used. It is 
important to mention that all estimations were made based on the whole sample of obser-
vations. For the weekly series we used 1234 observations starting from 17/1/1997 to 
11/9/2020. For the monthly series our sample is formed of 283 observations starting from 
February 1997 to August 2020. Later we erase some of the observations of our sample in 
order to evaluate the forecast ability of our models. In Hedging Effectiveness part we 
explain further the way we worked. Instead of presenting all the estimated parameters of 
the models we used in a single table, we prefer to present them seperately. 
5.3.1 OLS model 
  Weekly Data Monthly Data 
Variable Coefficient Std. Error Coefficient Std. Error 
Constant Term -0.000149 0.001432 -0.000443 0.002720 
Futures Returns 0.981588 0.024236 1.035103 0.022589 
Table 5: OLS estimated parameters 
Regarding the weekly data, from Table 4 we deduce that the constant term is in sig-
nificant. Futures returns have a great impact to the dependent variable (spot returns). Spe-
cifically, 1% increase in futures returns cause a 0.98% increase in spot returns. About 
monthly data the impact is even greater since a 1% increase in futures returns case a 
1.03% increase in spot returns. The constant term is negligible. 
5.3.2 MRS model 
  Weekly Data Monthly Data 
 Coefficient Std. Error Coefficient Std. Error 
Regime 1     
Constant Term 4.40E-05 0.000729 -0.000665 0.008247 
Futures Returns 0.943521 0.014775 1.100826 0.056751 
Log of Variance -3.800389 0.033991 -2.584005 0.104198 
Transition probability 95.94 70.42 
Duration 24.68 3.38 
Regime 2     
Constant Term -0.001497 0.009210 -0.000372 0.001471 
Futures Returns 1.071209 0.108486 0.974131 0.014682 
Log of Variance -2.114542 0.070688 -4.080502 0.125608 
Transition probability 76.45 85.89 
Duration 4.24 7.09 
Table 6: MRS estimated parameters 
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 Our estimations in Markov Regime Switching consider two regimes-states. Starting 
from the weekly series, the constant term in both regimes is statistically insignificant. On 
the contrary, futures returns and logged variance are significant. Moreover, there is 
95.94% probability to be in state 1 and remain in this, while there is only 4.06% proba-
bility to switch to state two. The probability to be in state 2 and remain in this is just 
4.24%. State 1 is the low variance state and more stable than state 2. The duration of the 
first regime is 24.68 weeks, verifying that it is the low variance one, while the second’s 
is just 4.24 weeks.  
 For the monthly set of data, the constant term, the futures returns and logged variance 
act like the weekly set. The first is insignificant and the other two are statistically signif-
icant. The probability to be and remain in state 1 is 70.42%. For state 2 the probability to 
be and remain in it is 85.89% and the probability to switch is 14.11%. In this set state 2 
is the low variance state and more stable. Accordingly the duration is 3.38 months and 
7.09 months. Our results are in line with the literature [38]. 
 The smoothed probabilities of the low variance state for each set of data are presented 
in Figure 5 and Figure 6. 
 
























































































































Figure 6: State 2 of monthly series 
Observing the above figures we observe that Regime 1 of the weekly set is more stable. 
Although both states are considered low variance states, in Regime 2 of the monthly set 
the hedge ratio is a bit higher than Regime 1 of the weekly set. Moreover, due to Covid-
19 pandemic there is an instability in both regimes at the beginning of 2020.  
5.3.3 GARCH model 
  Weekly Data Monthly Data 
 Coefficient Std. Error Coefficient Std. Error 
Spot Variance     
Constant Term 0.000356 4.50E-05 0.008075 0.001547 
Lagged residual 0.455172 0.021966 0.204084 0.046779 
Lagged spot variance 0.615786 0.008377 0.343624 0.108299 
Futures Variance    
Constant Term 0.000250 4.18E-05 0.006625 0.002233 
Lagged residual 0.193150 0.022156 0.126256 0.043859 
Lagged futures vari-
ance 0.755119 0.022914 0.417794 0.166664 
Covariance     
Product of squared 
root variances 0.819260 0.007085 0.942271 0.005414 
Table 7: GARCH estimated parameters 
For our estimations we used the constant conditional correlation model (CCC). Start-
ing from the weekly data, the lagged residual term shows how quickly the series responds 
to previous shocks. For the spot variance the response is good, while the past changes, 
expressed by lagged spot variance, in volatility are considerable. About future variance, 
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lower as well. Also past variance has larger impact to the series. According to the litera-
ture GARCH models are very sensitive to variance changes and our results agree with it. 
For the monthly series the outcomes are very interesting. As we see the adjustment to 
past shocks is lower for the future variance than the spot. Besides that, we observe an 
unusually low effect of past variance to the series. Specifically, the impact of lagged var-
iance, therefore volatility, is lower for the spot variance function meaning that spot vari-
ance responds quickly to the shocks that happen in the past. Obviously our results do not 
agree with the literature. A reason for this differentiation might be the limited sample 
size. 
Below we present volatilities of each set of data graphically 
 
Figure 7: Volatility of spot and futures returns of weekly series 
We see the quick response of spot returns to the shocks. Overall spot returns are by far 
more volatile than futures returns. 
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Figure 8: Volatility of spot and futures returns of monthly series 
Same here, spot returns are more volatile than futures returns. Both series do not react 
quickly to shocks but the peaks are lower compared to weekly series 
5.3.4 Hedging Effectiveness 
In this part we present the results from our calculations and estimations about hedging 
effectiveness using the models that are described in Methodology section. Our results are 
divided in-sample results and off-sample results. Below we present the in-sample results. 
For both types we made analyses about hedging effectiveness regarding market situation 
(contango, backwardation) and seasonality (fall-winter, spring-summer). 
 Dynamic hedging models need often to be updated often and to rebalance the hedged 
portfolio. Hence, they are more costly than static hedging models. For this reason we 
calculate the hedger’s utility function which is an evaluation of hedging effectiveness 
from an economic perspective. [62]  
𝐸𝑡𝑈(𝑟𝑝𝑡+1) = 𝐸𝑡(𝑟𝑝𝑡+1) − 𝜂𝑉𝑎𝑟𝑡(𝑟𝑝𝑡+1)  (23) 
 
In Eq. (23) 𝑟𝑝𝑡+1 represents the returns of the hedged portfolio and 𝜂 is the degree of risk 
aversion which is always positive. [63] We assume that 𝐸𝑡(𝑟𝑝𝑡+1) = 0.
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Weekly data 









Unhedged 0.005895 - -0,0236 -126,287.0 -211,184.9 
Naïve 0.002530 57.09 -0,0101 -82,726.7 -169,624.1 
OLS 0.002528 57.11 -0,0101 -82,707.3 -170,386.0 
Risk Metrics 0.002622 55.52 -0,0105 -84,227.7 -188,841.6 
MRS 0.002513 57.36 -0,0101 -82,461.4 -166,669.2  
GARCH 0.003203 45.66 -0,0128 -93,093.2 -146,496.6 
Monthly data 
Unhedged 0.017672 - -0,0707 -218,659.7 -337,699.4 
Naïve 0.002104 88.10 -0,0084 -75,442.9 -108,380.3 
OLS 0.002388 86.49 -0,0096 -80,376.2 -115,674.1 
Risk Metrics 0.002125 87.97 -0,0085 -75,831.4 -112,892.3 
MRS 0.002008 88.63 -0,0080 -73,716.1 -114,460.3 
GARCH 0.002171 87.72 -0,0087 -76,635.0 -108,518.9 
Notes: For the weekly series the in-sample period is from January10 1997 to September 11 2020 
(1239 observations). 
For the monthly series the in-sample period is from February 1997 to August 2020 (288 observa-
tions). 
For Risk Metrics the decay factor is 𝜆 = 0.96 for the weekly series and 𝜆 = 0.97 for the monthly 
data as described in Methodology section. 
Utility is the average weekly/monthly utility with a degree of risk aversion 𝜂 = 4. 
VaR is calculated from (Eq. 22) at 5% quantile of normal distribution and is multiplied by 
$1,000,000 in order to present the amount of value being at risk in monetary values. 
Expected Shortfall is also multiplied by $1,000,000 in order to present the average expected loss 
in monetary values. 
Table 8: In-sample results of weekly and monthly series of data. 
As we can see from Table 8 the hedging strategies used are more effective on monthly 
than on weekly series. MRS is the most effective strategy (57.36%) regarding the weekly 
data. GARCH is unexpectedly much lower (45.66%) than the rest strategies. In terms of 
VaR per $1,000,000, MRS has the lowest percentage of the value being at risk (8.25%) 
meaning that only $82,461.4 may be at risk if the value of our investment is $1,000,000. 
However, the ES of MRS is higher than GARCH. 
MRS is the most effective (88.63%) strategy in monthly series too. All strategies are 
efficient enough, including GARCH. Like weekly series, the lowest value of VaR is in 
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MRS strategy and the average expected loss is higher. Naïve strategy offers the lowest 
ES $108,380.3 per $1,000,000. Both VaR and ES are lower in monthly series because 
hedging is more effective. 
 
Regarding market conditions the results are presented below in Table 9. Starting from 
the weekly series we see that when the market condition is contango OLS strategy is 
slightly more effective than MRS and naïve. With respect to VaR we have the least ex-
posure to risk by using the OLS strategy. The average expected losses using OLS model 
are slightly higher ($134,973.1) than those of MRS ($134,729.0) but we don’t think it is 
such a big difference to make OLS unattractive when the market condition is contango. 
Monthly series seem to be more hedging effective than weekly when in contango. All 
strategies are more than 80% effective and naïve is the most effective (85.40%) and the 
least risky. All the rest are very close in terms of hedging effectiveness and VaR but the 
one with the lowest ES is OLS, almost $5,000 per $1,000,000 lower than naïve which is 
negligible. If we take into consideration VaR we can say that OLS is not an unattractive 
strategy for this condition. 
When the market condition is backwardation in weekly series we see a drop in hedg-
ing effectiveness. Apart from GARCH strategy which is very poorly effective (32.89%), 
all others range around 50% with MRS being the most effective and having the lowest 
VaR. Risk Metrics model suffers the least losses according to ES. Taking into account 
the poor hedging effectiveness of all models we believe that VaR and ES are very im-
portant in order to choose which strategy is the most suitable to use. Risk Metrics is a 
very good alterative, or even the main hedging strategy, for the weekly series in this mar-
ket condition. It is worth mentioning that GARCH strategy suffers much more losses, 
according to ES values, than the unhedged portfolio! 
Contrary to weekly series, monthly series show an increase in hedging effectiveness 
with all the models being more than 90% effective, except from OLS. MRS is the most 
effective strategy. VaR is also significantly lower than in contango. Also MRS offer the 
least expected average losses making it by far the most efficient strategy. If we had to 
choose for an alternative one we would go either for the Risk Metrics or the GARCH. 
Summarizing our analysis so far, we see a clear lower percentage of hedging effec-
tiveness in the weekly compared to the monthly series which we observed in 
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Notes: Look Table 8. 
Table 9: In-sample results of weekly and monthly series of data regarding market condition
Weekly data 












Utility VaR(5%) ($) 
Expected Shortfall 
($) 
Unhedged 0.005147 - -0.0206 -118,003.8 -164,844.4 0.006639 - -0.0266 -134,018.4 -225,422.3 
Naïve 0.001907 62.95 -0.0076 -71,826.4 -135,522.1 0.003291 50.42 -0.0132 -94,362.0 -210,573,4 
OLS 0.001901 63.07 -0.0076 -71,713.9 -134,973.1 0.003294 50.38 -0.0132 -94,407.2 -210,818.1 
Risk Met-
rics 0.002034 60.48 -0.0081 -74,184.9 -139,399.6 0.003334 49.78 -0.0133 -94,972.1 -201,261.1 
MRS 0.001907 62,96 -0.0076 -71,820.7 -134,729.0 0.003251 51.03 -0.0130 -93,782.2 -210,058.9 
GARCH 0.002283 55,64 -0.0091 -78,590.9 -144,794.4 0.004455 32.89 -0.0178 -109,786.4 -323,210.6 
Monthly data 

















Unhedged 0.015137 - -0.0605 -202,373.7 -281,958.5 0.019918 - -0.0797 -232,142.1 -339,984.2 
Naïve 0.002210 85.40 -0.0088 -77,326.7 -110,081.8 0.001750 91.21 -0.0070 -68,808.0 -101,755.2 
OLS 0.002293 84.85 -0.0092 -78,763.6 -105,291.5 0.002303 88.44 -0.0092 -78,937.8 -129,254.3 
Risk Met-
rics 0.002289 84.88 -0.0092 -78,702.7 -118,233.0 0.001669 91.62 -0.0067 -67,196.1 -99,357.5 
MRS 0.002287 84.89 -0.0091 -78,658.7 -115,951.0 0.001432 92.81 -0.0057 -62,236.6 -91,298.1 
GARCH 0.002358 84.42 -0.0094 -79,871.3 -120,399.5 0.001687 91.53 -0.0067 -67,553.2 -96,683.2 
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the overall hedging in Table 6. When in contango VaR values are close in both the weekly 
and monthly series. When in backwardation the differences are very significant. Hedging 
effectiveness is much higher in the monthly series while VaR and ES are much less than 
in the weekly series. 
 
Below in Table 10 are presented the results with respect to seasonality. We divided 
our results to two seasons. Fall-winter and spring-summer. With a first look to the results 
we can clearly see that fall-winter period is by far more volatile than spring summer which 
is known from the literature. [47]  
 The hedging strategies applied to the weekly data offer very poor hedging effective-
ness for fall-winter period. MRS is the most effective (only 49.72%) of all. VaR is also 
high with MRS offering the lowest amount of money being at risk, but Risk Metrics offers 
the least average expected loss if the value of the investment is at risk with $201,988 loss 
per $1,000,000. The ES of MRS is slightly higher but not that higher to prevent a trader 
from using it. Naïve or OLS could be an alternative strategy which both are almost as 
effective as MRS and there VaR and ES are close to MRS as well. On the other hand 
GARCH is inadequate. 
 For the same period monthly data seem to behave in favor of the trader. Hedging 
Effectiveness is by far higher than the one, more than 80% in all models, of weekly series 
and all models’ hedging effectiveness is close. Again MRS is the most effective with the 
lowest VaR and again Risk Metrics have the least ES. We believe that only OLS could 
not be an alternative hedging option. 
 For spring-summer hedging effectiveness of all strategies is improved in weekly se-
ries. Also this period is nearly three times less volatile than fall-winter. MRS is the most 
efficient strategy and has the lowest VaR. Risk Metrics offers the least losses to the trader. 
Moreover we have to note that both VaR and ES in this period are significantly lower, 
more than half of those of fall-winter. Α reason for this evident drop is the decreased 
consumption and production during this period. 
 Monthly data seem to “follow the trend” of weekly. Hedging effectiveness, which 
was already high during fall-winter, is even higher during spring-summer. Also, variance 
is lower than the previous period. Once again MRS is the most effective strategy, but this 
time also ES is the lowest among all the other strategies making it the most attractive. 
-38- 
Notes: Look Table 8 
Table 10: In-sample results of weekly and monthly series of data regarding market conditions
Weekly data 
















hedged 0.008780 - -0.0351 -154,128.0 -258,663.1 0.003133 - -0.0125 -92,064.8 -139,763.6 
Naïve 0.004429 49.56 -0.0177 -109,465.7 -213,143.1 0.000720 77.02 -0.0029 -44,134.0 -91,570.4 
OLS 0.004428 49.56 -0.0177 -109,458.4 -212,993.5 0.000718 77.09 -0.0029 -44,070.9 -87,895.1 
Risk 
Metrics 0.004572 47.93 -0.0183 -111,222.1 -201,988.3 0.000762 75.68 -0.0030 -45,403.4 -82,938.6 
MRS 0.004414 49.72 -0.0177 -109,284.4 -207,970.5 0.000704 77.52 -0.0028 -43,649.9 -88,736.7 
GARCH 0.005762 34.38 -0.0230 -124,857.1 -249,648.8 0.000773 75.34 -0.0031 -45,716.9 -90,034.0 
Monthly data 
















hedged 0.024301 - -0.0972 -256,414.6 -323,737.9 0.011189 - -0.0448 -173,991.3 -273,778.2 
Naïve 0.003814 84.31 -0.0153 -101,577.5 -137,787.5 0.000439 96.07 -0.0018 -34,478.4 -57,651.8 
OLS 0.004159 82.89 -0.0166 -106,078.9 -154,915.1 0.000601 94.63 -0.0024 -40,312.2 -71,446.5 
Risk 
Metrics 0.003829 84.24 -0.0153 -101,778.0 -135,667.4 0.000476 95.74 -0.0019 -35,895.7 -61,658.4 
MRS 0.003697 84.79 -0.0148 -100,011.5 -138,323.7 0.000397 96.45 -0.0016 -32,762.6 -52,894.7 
GARCH 0.003915 83.89 -0.0157 -102,919.4 -137,536.1 0.000517 95.38 -0.0021 -37,398.2 -60,435.8 
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 Overall, spring-summer season offers higher probabilities of hedging and less risk 
and expected losses. Higher consumption and extreme weather events during fall-winter 
make prices more volatile and that affects hedging. 
5.4 Forecasting results 
In this part we present the results of our forecasting analysis and we apply the same 
hedging models to our new sample. We “erased” 260 observations from the in-sample 
weekly data and 60 observations from the in-sample monthly data. We call this smaller 
sample out-of-sample. Then using the equations which are described in Methodology sec-
tion we used the last in-sample observation to forecast those we “erased”. In this way we 
estimate the variance, covariance and hedge ratio based on the first observation of out-
of-sample data. In Table 11 we present the results of our calculations. A similar analysis 
with in-sample data is presented further below. 
Weekly data 









Unhedged 0,007061 - -0.0282 -138,223.8 -219,771.9 
Naïve 0,004259 39.68 -0.0170 -107,349.9 -277,580.2 
OLS 0,004258 39.70 -0.0170 -107,336.4 -276,859.9 
Risk Metrics 0,004423 37.36 -0.0177 -109,396.4 -290,759.8 
MRS 0,004245 39.88 -0.0170 -107,172.6 -223,185.4  
GARCH 0,005973 15.42 -0.0239 -127,122.2 -421,659.3 
Monthly data 
Unhedged 0.017274 - -0.0691 -216,182.8 -316,399.0 
Naïve 0.002590 85.01 -0.0104 -83,707.6 -146,090.3 
OLS 0.003094 82.09 -0.0124 -91,489.4 -158,117.4 
Risk Metrics 0.002338 86.46 -0.0094 -79,538.1 -113,842.9 
MRS 0.002441 85.87 -0.0098 -81,268.5 -138,881.1 
GARCH 0.002269 86.87 -0.0091 -78,347.6 -114,426.6 
Notes: For the weekly series the out-of-sample period is from September 25 2015 to 11 September 
2020 (260 observations). 
For the monthly series the out-of-sample period is from September 2015 to August 2020 (60 
observations). 
For more look Table 8 
Table 11: Out of sample results of weekly and monthly series 
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It is clear that weekly series is very hard to be hedged using these models. Hedging 
effectiveness is way below 50%. MRS is the most effective of all with the lowest VaR 
and ES. Although OLS and Naïve strategy are nearly as effective as MRS, they could not 
be an alternative option since the average expected losses of both are a lot higher than 
MRS’s. The highlight of Table 11 is the extremely low percentage of GARCH’s hedging 
effectiveness. Comparing out-of-sample results with in-sample we see a drop in hedging 
effectiveness. As a result of this, VaR is as high as ES. The reason for these changes is 
volatility, which has increased. 
Monthly series is more promising. Average hedging effectiveness is higher than 80% 
with GARCH being the most effective of all. While VaR of GARCH strategy is the low-
est, Risk Metrics has the lowest ES. The negligible difference between these two led us 
say that GARCH is the most appropriate strategy and Risk Metrics is a very good alter-
native. Out-of-sample data follow the trend of in-sample. Hedging effectiveness and vol-
atility range around the same values of in-sample data. VaR and ES are slightly higher. 
 
Following the previous procedure we observe how models behave depending on mar-
ket conditions. In Table 12 we see the results. Beginning from the contango condition of 
weekly data, MRS is the most effective model (65.33%) with Naïve and OLS following. 
Only GARCH is a bit lower. VaR of all models is close to each other as well as ES. MRS 
has the lowest VaR and Naïve the lowest ES. Naïve is an alternative hedging option to 
MRS. Assessing our forecasting procedure we can say that out-of-sample follows the 
same path of in-sample. Volatilities of hedged portfolios are almost the same as well as 
hedging effectiveness and VaR. Only ES has slightly increased. 
For backwardation the situation is different. At first glance we see that GARCH hedg-
ing effectiveness collapses. Negative hedging effectiveness means that it is better not to 
hedge at all. The trader will suffer less losses. The hedging ability of the other strategies 
is also poor but, fortunately, not negative. MRS is the most efficient with the least VaR. 
OLS offers the lowest ES but overall all models have extremely high average expected 
losses up to $500,000 per $1,000,000. Out-of-sample hedged portfolios are more volatile 
than in-sample and as a result hedging is not so effective. VaR and ES are subsequently 
higher. 
Looking at monthly data, things are more encouragingly. Contango market is very 
well hedged according to our results. MRS again is the most suitable strategy which has   
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 Notes: Look Table 11 
Table 12: Out-of-sample results of weekly and monthly series of data regarding market conditions
Weekly data 
















hedged 0.004943 - -0.0198 -115,643.0 -131,399.6 0.009022 - -0.0361 -156,234.5 -273,225.2 
Naïve 0.001726 65.09 -0.0069 -68,326.9 -99,108.5 0.006438 28.64 -0.0258 -131,976.2 -419,898.1 
OLS 0.001728 65.03 -0.0069 -68,381.9 -98,975.8 0.006436 28.67 -0.0257 -131,954.8 -419,078.4 
Risk 
Metrics 0.001772 64.16 -0.0071 -69,223.0 -101,047.0 0.006707 25.66 -0.0268 -134,703.1 -446,189.2 
MRS 0.001714 65.33 -0.0069 -68,091.2 -100,222.3 0.006425 28.79 -0.0257 -131,842.2 -423,097.5 
GARCH 0.001902 61.52 -0.0076 -71,734.2 -102,230.9 0.009473 -5.00 -0.0379 -160,093.7 -554,684.6 
Monthly data 
















hedged 0.018003 - -0.0720 -220,698.2 - 0.015152 - -0.0606 -202,468.1 -371,176.0 
Naïve 0.001727 90.41 -0.0069 -68,362.2 -80,315.0 0.003196 78.91 -0.0128 -92,990.9 -200,019.3 
OLS 0.002209 87.73 -0.0088 -77,305.2 -91,267.6 0.003746 75.28 -0.0150 -100,671.0 -217,551.6 
Risk 
Metrics 0.001723 90.43 -0.0069 -68,267.1 -92,287.3 0.002535 83.27 -0.0101 -82,819.0 -156,954.3 
MRS 0.001585 91.20 -0.0063 -65,480.1 -78,748.2 0.002540 83.24 -0.0102 -82,897.4 -156,954.3 
GARCH 0.001669 90.73 -0.0067 -67.191,4 -81,296.1 0.002440 83.89 -0.0098 -81,257.0 -132,605.4 
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the lowest VaR and the least ES. Undoubtedly MRS is the primary strategy for a trader. 
GARCH can be a plan-b. Out-of-sample data are almost as volatile as in-sample with the 
former being a little more stable than the latter. Average hedging effectiveness our models 
is almost the same in both series. As a result we can say that our forecasting ability is very 
good. 
Backwardation market is not so well hedged as contango but at a very sufficient level. 
GARCH model is the most effective of all with the lowest VaR and the least ES. Both 
MRS and Risk Metrics can act as an alternative hedging strategy. The wisest choice is 
GARCH. Comparing these results to in-sample we see a drop in hedging effectiveness in 
out-of-sample series, but not in the same magnitude as in the weekly series of backward-
ation market. This is because volatility has increased and thus VaR and ES increase as 
well. 
Out-of-sample data of contango market seem to be a continuation of in-sample. This 
means that we can hedge very effectively the forecasted data based on historical data. On 
the other hand when the market is backwardation our future hedging ability is not effi-
cient. 
 
Finally, in Table 13 we present our analysis regarding seasonality in out-of-sample 
data. Observing fall-winter period of weekly data we can clearly say that all strategies are 
not adequately effective. More specifically, GARCH is by far the least effective, almost 
as ineffective as if we had not tried to hedge at all, and MRS is the most effective. VaR 
and ES are high. There is a possibility for the trader to suffer huge average expected losses 
if he uses GARCH strategy, more than $500,000 per $1,000,000. We should also note 
that all hedged portfolios have higher ES than the unhedged! Comparing out-of-sample 
estimations with in-sample we see that volatility increases and that causes hedging effec-
tiveness to drop. Naïve and OLS could be alternative options for hedging. 
Spring-summer looks better. Hedging effectiveness has almost doubled compared to 
fall-winter. MRS is again the most suitable strategy since hedging effectiveness is higher 
than the rest. VaR is the lowest and ES is the second lowest if we follow this strategy. 
Differences between all models are not so significant and we can safely say that the others 
than MRS could be alternative options. Volatility of out-of-sample spring-summer period 
is slightly higher than in-sample’s and this is the reason all our results deviate very little 
from in sample results.
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Notes: Look Table 11 
Table 13: In-sample results of weekly and monthly series of data regarding market conditions
Weekly data 
















hedged 0.011765 - -0.0471 -178,410.1 -310,753.4 0.002456 - -0.0098 -81,522.1 -119,215.8 
Naïve 0.007711 34.46 -0.0308 -144,437.1 -331,840.2 0.000979 60.14 -0.0039 -51,468.4 -100,409.2 
OLS 0.007716 34.42 -0.0309 -144,480.8 -331,284.1 0.000973 60.41 -0.0039 -51,297.3 -100,514.5 
Risk 
Metrics 0.008057 31.52 -0.0322 -147,640.4 -349,302.2 0.000973 60.38 -0.0039 -51,312.7 -100,210.3 
MRS 0.007697 34.58 -0.0308 -144,306.7 -334,010.4 0.000962 60.86 -0.0038 -51,004.8 -100,264.0 
GARCH 0.011187 4.91 -0.0447 -173,974.6 -554,684.6 0.001002 59.19 -0.0040 -52,076.1 -99,616.1 
Monthly data 
















hedged 0.024980 - -0.0999 -259,971.3 -316,399.0 0.008906 - -0.0356 -155,229.5 - 
Naïve 0.004306 82.76 -0.0172 -107,940.9 -200,019.3 0.000873 90.20 -0.0035 -48,606.3 -77,442.7 
OLS 0.005106 79.56 -0.0204 -117,540.4 -217,551.6 0.001071 87.97 -0.0043 -53,838.3 -83,852.1 
Risk 
Metrics 0.003772 84.90 -0.0151 -101,027.1 -129,812.2 0.000892 89.98 -0.0036 -49,132.9 -60,282.3 
MRS 0.004029 83.87 -0.0161 -104,410.7 -189.174,9 0.000852 90.43 -0.0034 -48,021.1 -76,365.1 
GARCH 0.003629 85.47 -0.0145 -99,087.6 -132,605.4 0.000893 89.98 -0.0036 -49,148.9 -76,078.8 
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Monthly data look way better. GARCH strategy of fall-winter has the higher hedging 
strategy of all (85.47%), the lowest VaR and the second lowest ES. MRS can be consid-
ered as a plan-b strategy. Out-of-sample set of data have almost the same volatility of in-
sample. Because of this we observe almost the same values of VaR and ES. 
Spring-summer is even better. MRS strategy is the most attractive since it offers the 
highest hedging effectiveness as well as the lowest VaR. Risk Metrics suffer the least 
average expected losses of all models. Volatility of in-sample data is slightly higher and 
this is why hedging effectiveness of out-of-sample series is just lower. Nevertheless, we 
can say that our forecasting model worked well. Out-of-sample monthly data seem to be 
a continuation of in-sample in both periods.  
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6 Conclusions 
Risk management has its roots back in the 17th century. Insurance was one of the first 
risk management methods. [1] In this paper we focused on hedging with future contracts 
of natural gas to manage the volatility of natural gas prices. Because of climate change 
energy transition to cleaner energy sources is imperative. In this transition natural gas can 
play the role of the transition fuel since coal’s and oil’s usage is decreasing and going to 
drop more in the future. 
Many factors affect natural gas prices. Extreme weather events, [2] inventory prices, 
[3,4] supply and demand shocks, [5,6] political events, [7] are only some of them. It is easily 
understood that the more the risks the harder it is to manage them. As a result of this, the 
attempts to find the most suitable way to manage and eliminate those risks are more in-
tense and persistent. Various strategies have been used throughout these years. One of the 
most effective is the combination of hedging models. [15] In this paper we used five dif-
ferent models (Naïve, OLS, Risk Metrics, MRS, GARCH) for our calculations and we 
applied them to two different sets of data (weekly, monthly). We also divided our sample 
in two categories: in-sample and out-of-sample data. The latter is an attempt to forecast 
future volatility and assess if these five strategies are effective as well as in-sample data. 
Moreover we examined how hedging effectiveness behaves regarding seasonality (fall-
winter, spring-summer) and market conditions (contango, backwardation). 
Our objective in this paper was to examine which of the above models could be used 
in these specific situations. We also represented our results to economic-financial terms 
such as Utility, Value at Risk and Expected Shortfall. Generally the monthly series are 
more easily to be hedged than the weekly series. Regarding seasonality fall-winter is a 
much less effectively hedged period than spring summer. Knowing that volatility is 
higher during fall-winter it is logical. When market is contango the models are way more 
effective than backwardation market condition. 
Typically MRS is the most suitable hedging strategy because it is more effective than 
others. Of course there are some exclusions where another strategy is more suitable than 
MRS. For example, Naïve is the most effective strategy when the market is contango and 
our data are monthly. 
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About our forecasting ability for future variance, observing out-of-sample data results 
we can say that for the weekly set of data it does not work adequately. Variance of out-
of-sample data has increased and hedging effectiveness has plummeted. On the other 
hand, for the monthly series it works decently. Volatility remains at the in-sample levels 
as well as hedging effectiveness. 
From a financial perspective for both in and out of sample series, VaR and ES is lower 
in the monthly data than in the weekly data. This means that in monthly series not only 
less value is at risk but even if this amount of value is at risk the trader will face less 
average expected losses than in the weekly series. Regarding seasonality and market con-
ditions for both in-sample and out-of-sample, VaR and ES is lower in spring-summer 
season and in contango market. The only exception is backwardation market of in-sample 
monthly series which has lower VaR and ES than contango. 
This field of research is of course very broad. A part of it that really helps hedging is 
the prediction of spot and futures prices of natural gas. Being able to forecast adequately 
future prices of natural gas we can predict hedging effectiveness based on prices and not 
on variance, as we did. Moreover observing how natural gas prices react when the market 
is bull or bear or when oil prices fluctuate is another point that is interesting.
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