Abstract. We present a new computational approach for a class of large-scale nonlinear eigenvalue problems (NEPs) that are nonlinear in the eigenvalue. The contribution of this paper is two-fold. We derive a new iterative algorithm for NEPs, the tensor infinite Arnoldi method (TIAR), which is applicable to a general class of NEPs, and we show how to specialize the algorithm to a specific NEP: the waveguide eigenvalue problem. The waveguide eigenvalue problem arises from a finite-element discretization of a partial differential equation (PDE) used in the study waves propagating in a periodic medium. The algorithm is successfully applied to accurately solve benchmark problems as well as complicated waveguides. We study the complexity of the specialized algorithm with respect to the number of iterations m and the size of the problem n, both from a theoretical perspective and in practice. For the waveguide eigenvalue problem, we establish that the computationally dominating part of the algorithm has complexity O(nm 2 + √ nm 3 ). Hence, the asymptotic complexity of TIAR applied to the waveguide eigenvalue problem, for n → ∞, is the same as for Arnoldi's method for standard eigenvalue problems.
1. Introduction. Consider the propagation of waves in a periodic medium, which are governed by the Helmholtz equation (1.1) ∆v(x, z) + ω 2 η(x, z)
where η ∈ L ∞ (R 2 ) is called the index of refraction and ω the temporal frequency. When (1.1) models an electromagnetic wave, the solution v typically represents the y-component of the electric or the magnetic field. The (spatially dependent) wavenumber is κ(x, z) := ωη(x, z) and we assume that the material is periodic in the z-direction and without loss of generality the period is assumed to be 1, i.e., η(x, z + 1) = η(x, z). The index of refraction is assumed to be constant for sufficiently large |x|, such that κ(x, z) = κ − when x < x − , κ(x, z) = κ + when x > x + . In this paper we assume the wavenumber to be piecewise constant. Figure 1 .1 shows an example of the setup.
Bloch solutions to (1.1) are those solutions that can be factorized as a product of a z-periodic function and e γz , i.e., (1.2) v(x, z) =v(x, z)e γz ,v(x, z + 1) =v(x, z).
The constant γ ∈ C is called the Floquet multiplier and without loss of generality, it is assumed that Im γ ∈ (−2π, 0]. We interpret (1.1) in a weak sense. We are only interested in Bloch solutions that decay in magnitude as |x| → ∞ and we require that v, restricted to S := R × (0, 1), belongs to the Sobolev space H 1 (S). Moreover, we assume that any Bloch solution has a representative in C 1 (S). These solutions are in general not in C 2 (S) since κ is discontinuous. In this contex, Bloch solutions are also called guided modes of (1.1). If γ is purely imaginary, the mode is called propagating; if | Re γ| is small it is called leaky. Both mode types are of great interest in various settings [14, 26, 30, 28, 2] . We present a procedure to compute leaky modes, with Re γ < 0 and Im γ ∈ (−2π, 0). This specific setup has been studied, e.g., in [31] .
To compute the guided modes one can either fix ω and find γ, or, conversely, fix γ and find ω. Both formulations lead to a PDE eigenvalue problem set on the unbounded domain S. When γ is held fix, the eigenvalue problem is linear and if ω is held fix, it is nonlinear (quadratic) in γ. In this paper we fix ω, and the substitution of (1.2) into (1.1) leads to the following problem. Find (γ,v) ∈ C × H 1 (S) such that ∆v(x, z) + 2γv z (x, z) + (γ 2 + κ(x, z) 2 )v(x, z) = 0, (x, z) ∈ S, (1.3a)v (x, 0) =v(x, 1), x ∈ R, (1.3b)v z (x, 0) =v z (x, 1), x ∈ R.
(1.3c)
The problem (1.3), which in this paper is referred to as the waveguide eigenvalue problem, is defined on an unbounded domain. We use a well-known technique to reduce the problem on a unbounded domain to a problem on a bounded domain. We impose artificial (absorbing) boundary conditions, in particular so-called Dirichlet-toNeumann (DtN) maps. See [16, 6] for literature on artificial boundary conditions.
The DtN-reformulation and a finite-element discretization, with rectangular elements generated by a uniform grid with n x and n z grid points in x and z-direction correspondingly, is presented in section 2. A similar DtN-discretization has been applied to the waveguide eigenvalue problem in the literature [31] . In relation to [31] , we need further equivalence results for the DtN-operator and use a different type of discretization, which allows easier integration with our new iterative method. Due to the fact that the DtN-maps depend on γ, the discretization leads to a nonlinear eigenvalue problem (NEP) of the following type. Find (γ, w) ∈ C × C n \{0} such that and n = n x n z + 2n z . The matrices Q(γ) ∈ C nxnz×nxnz and C 1 (γ) ∈ C nxnz×2nz are a quadratic polynomials respect γ, Q(γ) = A 0 + A 1 γ + A 2 γ 2 , C 1 (γ) = C 1,0 + C 1,1 γ + C 1,2 γ 2 , where A i , C 1,i and C T 2 are large and sparse. The matrix P (γ) has the structure (1.6) P (γ) = RΛ − (γ)R
and Λ ± (γ) ∈ C nz×nz are diagonal matrices containing nonlinear functions of γ involving square roots of polynomials. The matrix-vector product corresponding to R and R −1 can be computed with the Fast Fourier Transform (FFT).
We have two main contributions in this paper:
• a new algorithm, tensor infinite Arnoldi method (TIAR), for a general class of NEPs (1.4), which is based on a tensor representation of the basis of the infinite Arnoldi method (IAR) [20] ; • an adaption of TIAR to the structure arising from a particular type of discretization of the waveguide eigenvalue problem. The general NEP (1.4) has received considerable attention in the literature in various generality settings. We list those algorithm that are related to our method. See the review papers [25, 32] and the problem collection [7] , for further literature.
Our algorithm TIAR is based on [20] , but uses a compact representation of Krylov subspace generated by a particular structure in the basis matrix. Different compact representations for iterative methods for polynomial eigenvalue problems and other NEPs have been developed in other works. In particular, the basis matrices stemming from Arnoldi's method applied to a companion linearizations of polynomial eigenvalue problems can be exploited by using reasoning with the Arnoldi factorization. This has been done for Arnoldi methods in [23, 34, 1] and rational Krylov methods [5] . The approach [23] is designed for polynomial eigenvalue problems expressed in a Chebyshev basis. makes it particularly suitable to use in a two stage-approach, which is done in [10] , where the eigenvalues of interest lie in a predefined interval and (a non-polynomial) M can first be approximated with interpolation on a Chebyshev grid and subsequently the polynomial eigenvalue problem can be solved with [23] . The algorithm in [34] is mainly developed for moment-matching in model reduction of time-delay systems, where the main goal is to compute a subspace (of C n ) with appropriate approximation properties. We stress that the algorithm in the preprint [5] , which has been developed in parallell independent of our work, is similar to TIAR in the sense that it can be interpreted as a rational Krylov method for general NEPs involving a compact representation. The derivation is very different (involving reasoning with a compact Krylov factorization as in [34, 23] ), and leads to a general class of methods with different algorithmic properties.
Some recent approaches for (1.4) exploit low-rank properties, e.g.,
T , where V i , Q ∈ C n×r for sufficiently large i, and r is small relative to n. See, e.g., [29, 33, 3] . This property is present here if we select r = n z = O( √ n), which is not very small with respect to the size of the problem, making the low-rank methods to not appear favorable for this NEP. The (non-polynomial) nonlinearities in our approach stem from absorbing boundary conditions. Other absorbing boundary conditions also lead to NEPs. This has been illustrated in specific applications, e.g., in the simulation of optical fibers [21] , cavity in accelerator design [24] , double-periodic photonic crystals [11, 12] and microelectromechanical systems [8] . There is to our knowledge no approach that integrates the structure of the discretization of the PDE and the γ-dependent boundary conditions with an Arnoldi method. The adaption of the algorithm to our specific PDE is presented in section 4.
The notation is mostly standard. A matrix consisting of elements a i,j is denoted
The notation is analogous for vectors and tensors. We use Q to denote an extension of Q with one block row of zeros. The size of the block will be clear by the context.
Derivation of the NEP.
2.1. DtN reformulation. As a first step in deriving a computational approach to (1.3), we rephrase the problem on a bounded domain S 0 := [x − , x + ] × [0, 1] ⊂ S by introducing artificial boundary conditions at x = x ± . We use a construction with socalled Dirichlet-to-Neumann (DtN) maps which relate the (normal) derivative of the solution at the boundary with the function value at the boundary. The main concepts of DtN maps are presented in various generality settings in, e.g., [31, 22, 17, 14, 15] . We use the same DtN maps as in [31] , but we use a different discretization and we need to derive some results necessary for our setting.
The DtN formulation of the eigenvalue problem (1.3) is given as follows. Find γ and u ∈ H 1 (S 0 ) such that
where [g k ] k∈Z is the Fourier expansion of g, i.e., g(z) := k∈Z g k e 2πikz and
In this section we show that, under the assumption that neither the real nor the imaginary part of γ vanish, the DtN maps are well-defined and the problems (1.3) and (2.1) are equivalent. In order to characterize the DtN maps, we consider the exterior problems, i.e., the problems corresponding to the domains S + = (x + , ∞) × (0, 1) and S − = (−∞, x − ) × (0, 1). The exterior problems are defined as the two problems corresponding to finding w ∈ H 1 (S ± ) such that, for a given g,
Remark 2.1 (Regularity). Note that if we multiply a solution to (1.3), (2.1) or (2.5) with e γz , we have a solution to the Helmholtz equation, i.e., it satisfies (1.1) in their respective domains, i.e. S, S 0 and S ± . By assumption, solutions to (1.3), (2.1) and (2.5) are C 1 and the traces taken on x = x ± and its first derivatives are always well-defined and continuous. Moreover, for x < x − and x > x + , since κ(x, z) is constant, the problem can be interpreted in a strong sense and the solutions are in C ∞ .
Our assumption that the solution has regularity C 1 can be relaxed as follows. If we select x − and x + such that κ is constant over x − and x + , we have by elliptic regularity [13 . This means that traces taken on x = x ± of a solution and its derivatives are always well-defined and smooth, without explicitly assume that the solution is in C 1 . The following result illustrates that the application of the DtN maps in (2.2) is in a sense equivalent to solving the exterior problems and evaluating the solutions in the normal direction at the boundary x = x ± . More precisely, the following lemma shows that if Re γ = 0 and Im γ ∈ (−2π, 0) the problems are well-posed in H 1 (S ± ) and the boundary relations (2.1d) and (2.1e) are satisfied. The proof is available in Appendix A.
Lemma 2.2 (Characterization of DtN maps). Suppose Re γ = 0, and Im γ ∈ 2πZ and g ∈ H 1/2 ([0, 1]). Then, each of the exterior problems (2.5) have a unique solution w ∈ H 1 (S ± ). Moreover, there is a constant C independent of g such that
If it is further assumed that g ∈ H 1 ([0, 1]), then the DtN maps in (2.2) are well-defined and satisfy
This lemma immediately implies the equivalence between (1.3) and (2.1) under the same conditions on γ.
Theorem 2.3 (Equivalence of (1.3) and (2.1)). Suppose Re γ = 0 and Im γ ∈ 2πZ. Then u ∈ H 1 (S 0 ) is a solution to (2.1) if and only if there exists a solution v ∈ H 1 (S) to (1.3) such that u is the restriction ofv to S 0 . Proof. Supposev is a solution of (1.3) and u is its restriction to S 0 . Then u clearly satisfies (2.1a-c). By Remark 2.1 the functionsv(x ± , z) = u(x ± , z) are in
. Lemma 2.2 shows thatv, restricted to S ± , are the unique solutions to the exterior problems (2.5). Hence,v is identical to the union of u and the solutions to the exterior problems (2.5). Sincev ∈ C 1 (S), we have thatv x (x ± , z) is continuous and w x (x ± , z) = u x (x ± , z) =v x (x ± , z). Moreover, due to (2.7), the boundary conditions (2.1d-e) are satisfied.
On the other hand, suppose u ∈ H 1 (S 0 ) is a weak solution to (2.1). Remark 2.1 again implies that u ∈ C 1 (S 0 ) and in particular u(
. We have from Lemma 2.2 that the exterior problems (2.5) have unique solutions w that satisfy (2.7). Letv be defined as the union of the u and w. The unionv has a continuous derivative on the boundary x = x ± due to (2.1)d-e and (2.7) and since u ∈ H 1 (S 0 ) and w ∈ H 1 (S ± ), thenv ∈ H 1 (S) and satisfies (1.3) by construction. Remark 2.4 (Conditions on γ). Modes with Re γ = 0 are propagating. For those modes, the well-posedness of the DtN-maps depends on the wave number. See [14] for precise results about well-posedness in the situation Re γ = 0. In our setting we only consider leaky modes and Re γ < 0. The situation Re γ > 0 can be treated analogously.
Discretization.
We discretize the finite-domain PDE (2.1) with a finiteelement approach. The domain [x − , x + ] × [0, 1] is partitioned using rectangular elements obtained with a uniform distribution of nodes in the x and z directions. We use n x grid points in the x-direction and n z grid points in the z-direction and define x i = x − + ih x and z j = jh z where i = 1, . . . , n x , j = 1, . . . , n z , h x = x+−x− nx+1 and h z = 1 nz . The basis functions are chosen as piecewise bilinear functions that are periodic in the z direction with period 1. In particular, the basis functions that we consider are periodic modification of the standard basis functions. We denote them as
where a, b and c are bilinear operators. The approximation of a solution of (2.8) can be expressed as
We represent the coefficients that definesũ(x, z) in a compact waŷ
such that the Ritz-Galerkin discretization of (2.8) leads to the following relation (2.10)
where
The matrices (A i )
can be computed in an efficient and explicit way 1 with the procedure outlined in Appendix B. Two approximations must be done in order to incorporate the boundary conditions. We construct approximations of the right-hand side of (2.1)d-e using the one-sided second-order finite-difference approximation, (2.11)
. . .
. The DtN maps in the left-hand side of (2.1d-e) act on the function values on the boundary only, i.e., the function approximated byû ± . We compute the first p Fourier coefficients of the approximated function, apply the definition of T ±,γ on the Fourier coefficients, and convert the Fourier expansion back to the uniform grid. More precisely, the approximation of the left-hand side of (2.1)d-e is given by (2.12)
nz,p k=1,j=−p with n z = 2p + 1. In the algorithm we exploit that the action of R and R −1 can be computed with FFT. We match (2.12) and (2.11) and get a discretization of the boundary condition (2.1)d-e. That is, we reach the NEP (1.4), with M given by (1.5) if we define
TûT −û T + and combine (2.10) with (2.12) and (2.11).
3. Derivation and adaption of TIAR.
3.1. Basis matrix structure of the infinite Arnoldi method (IAR). There exists several variations of IAR, [18, 20] . We use the variant of IAR in [20] called the Taylor variant, as it is based on the Taylor coefficients (derivatives) of M . We briefly summarize the algorithm and characterize a structure in the basis matrix. Similar to the standard Arnoldi method, IAR is an algorithm with an algorithmic state consisting of a basis matrix Q k and a Hessenberg matrix H k . The basis matrix and the Hessenberg matrix are expanded in every loop. Unlike the standard Arnoldi method, in IAR, the basis matrix is expanded by a block row as well as a column, leading to a basis matrix with block triangular structure, where the leading (top left) submatrix of the basis matrix is the basis matrix of the previous loop. More precisely, there exist vectors q i,j ∈ C n , i, j = 1, . . . , k such that
In every loop in IAR we must compute a new vector to be used in the expansion of Q k and H k . In practice, in iteration k, this reduces to computing y 1 ∈ C n given y 2 , . . . , y k+1 such that (3.2)
Clearly, since M (0) does not change throughout the iteration, and we can compute an LU-factorization before starting the algorithm, such that the linear system can be solved efficiently in every iteration. IAR (Taylor version) is for completeness given by algorithm 1.
Steps 3-9 of Algorithm 1 are visualized in Figure 3 .1 when k = 4, i.e., after three iterations. We have marked those operations that are linear combinations as dashed lines. The fact that the many operations are linear combinations leads to a structure in Q k which can be exploited such that we can reduce the usage of computer resources (memory and computation time) and maintain an equivalence with Algorithm 1.
More precisely, the block elements of the basis matrix Q k have the following structure.
Lemma 3.1 (Structure of basis matrix). Let Q i , i = 1, . . . , k be the sequence of basis matrices generated during the execution of k − 1 iterations of Algorithm 1. Then, all block elements of the basis matrix Q k (when partitioned as (3.1)) are linear combinations of q 1,1 , . . . , q 1,k .
Proof. The proof is based on induction over the iteration count k. The result is trivial for k = 1. Suppose the results holds for some k. Due to the fact that Q k is the Algorithm 1: Infinite Arnoldi method -IAR (Taylor version) [20] input :
Compute y 2 , . . . , y k+1 from the last column of Q k by setting
Compute y 1 from y 2 , . . . , y k+1 using (3.2)
4
Let y := vec(y 1 , . . . , y k+1 ) and
Possibly repeat Steps 5-6 and get new h and y ⊥
8
Compute β = y ⊥ 2
9
Compute q k+1 = y ⊥ /β
leading submatrix of Q k+1 , as in (3.1), we only need to show that the blocks of the new column are a linear combinations q i,j , i, j = 1, . . . , k. This follows directly from the fact that q 2,k+1 , . . . , q k+1,k+1 is (in step 3-9 in Algorithm 1) constructed as linear combination of q 1,k , . . . , q k,k . See 
Derivation of TIAR.
We now know from Lemma 3.1 that the basis matrix in IAR has a redundant structure. In this section we show that this structure can be exploited such that Algorithm 1 can be equivalently reformulated as an iteration involving a tensor factorization of the basis matrix without redundancy. We present a different formulation involving a factorization with a tensor which allows us to improve IAR both in terms of memory and computation time. This equivalent, but improved, version of Algorithm 1 appears to be competitive in general, and can be considerably specialized to the waveguide eigenvalue problem as we show in section 4.
More precisely, Lemma 3.1 implies that there exists a i,j, for i, j, = 1, . . . , k such that
where z 1 , . . . , z k is a basis of the span of the k first columns of the first block row, i.e., span(q 1,1 , . . . , q 1,k ) = span(z 1 , . . . , z k ). Due to (3.3), the quantities [z 1 , . . . , z k ], a i,j, for i, j, = 1, . . . , k can be interpreted as a factorization of Q k . For reasons of numerical stability we here work with an orthonormal basis z 1 , . . . , z k , i.e.,
n×k is an orthogonal matrix. This is not a restriction if the columns of the first block row of Q k are linearly independent. Note that the first block row of Q k can only be linearly independent if k ≤ n. This is the case for large-scale nonlinear eigenvalue problems, as the one we consider in this paper.
Suppose for the moment that we have carried out k − 1 iterations of Algorithm 1. From Lemma 3.1 we know that the basis matrix can be factorized according to (3.3) . The following results show that one loop, i.e., steps 3-11, can be carried out without explicitly storing Q k , but instead only storing the factorization (3.3) represented by the tensor a i,j, for i, j, = 1, . . . , k and the matrix Z k ∈ C n×k . Instead of carrying out operations on Q k that lead to Q k+1 , we construct equivalent operations on the factorization of Q k , i.e., a i,j, for i, j, = 1, . . . , k and the matrix Z k ∈ C n×k , that directly lead to the factorization of Q k+1 , i.e., a i,j, for i, j, = 1, . . . , k + 1 and the matrix Z k+1 ∈ C n×(k+1) , without explicitly forming Q k or Q k+1 . To this end, suppose we have a i,j, for i, j, = 1, . . . , k and z 1 , . . . , z k available after k − 1 iterations such that (3.3) is satisfied, and consider the steps 3-11 one-byone. In Step 3 we need to compute the vectors y 2 , . . . , y k+1 . They can be computed from the factorization of Q k , since
for j = 2, . . . , k +1. The vector y 1 is (in Step 4) computed using (3.2) and y 2 , . . . , y k+1 and does not explicitly require the basis matrix. For reasons of efficiency (which we further discuss in Remark 3.3) we carry out (3.4) with an equivalent matrix-matrix multiplication,
and subsequently setting (3.6)
In order to efficiently carry out the Gram-Schmidt orthogonalization process in step 6-9, it turns out to be efficient to first form a new vector z k+1 , which can be used in the factorized representation of Q k+1 . We define a new vector z k+1 via a GramSchmidt orthogonalization of y 1 against z 1 , . . . , z k . That is, we compute z k+1 ∈ C n and t 1 , . . . , t k+1 ∈ C such that (3.7)
and expand
The new vector y (formed in Step 5) can now be expressed using the factorization, since
. .
where we have defined g i, as In order to derive a procedure to compute h ∈ C k (in Step 6) without explicitly using Q k , it is convenient to express the relation (3.3) using Kronecker products. We have (3.10)
From the definition of h and (3.10) combined with (3.8) and the orthogonality of Z k+1 , we can now see that h can be expressed without explicitly using Q k as follows
In
Step 7 we need to compute the orthogonal completement of y with respect to Q k . This can be represented without explicit use of Q k as follows
where we have used the elements of the matrix [f i,j ] k+1 i, =1 with columns defined by (3.13)
. . , k and f i,k+1 := g i,k+1 for i = 1, . . . , k + 1. We need β in Step 8, which is defined as the Euclidean norm of y ⊥ . Due to the orthogonality of Z k+1 , we can also express β without using vectors of length n. In fact, it turns out that β is the Frobenius norm of the matrix [f i,j ] k+1 i,j=1 , since
Finally (in Step 11), we expand Q k by one column corresponding q k+1 , which is the normalized orthogonal complement. By using the introduced matrix [f i,j ] k+1 i,j=1 we have that (3.14)
Let us now define
Hence, a i,j, for i, j, = 1, . . . , k + 1 and Z k+1 can be seen as a factorization of Q k+1 in the sense of (3.3), since the column added in comparison to the factorization of Q k is precisely (3.14).
We summarize the above reasoning with a precise result showing how the dependence on Q k for every step in Algorithm 1 can be removed, including how a factorization of Q k+1 can be constructed. Theorem 3.2 (Equivalent steps of algorithm). Let Q k be the basis matrix generated by k − 1 iterations of Algorithm 1 and suppose a i,j, , for i, j, = 1, . . . , k and Z k are given such that they represent a factorization of Q k of the type (3.3) . The quantities computed (by executing Steps 3-11) in iteration k satisfy the following relations.
(i) The vectors y 2 , . . . , y k+1 computed in Step 3, satisfy (3.5).
(ii) Suppose y 1 (computed in Step 3) satisfies y 1 ∈ span(z 1 , . . . , z k ). Let z k+1 ∈ C n and t 1 , . . . , t k+1 ∈ C be the result of the Gram-Schmidt process satisfying (3.7). Moreover, let [g i, ] k+1 i, =1 be defined by (3.9). Then, then h computed in
Step 6, satisfies (3.11).
i, =1 be defined by (3.13). Then, the vector y ⊥ , computed in Step 8, satisfies (3.12).
(iv) The scalar β, computed in Step 9,
Moreover, if we expand a i,j, as in (3.15), then, a i,j, , for i, j, = 1, . . . , k + 1 and z 1 , . . . , z k+1 represent a factorization of Q k+1 in the sense that (3.3) is satisfied for k + 1.
The above theorem directly gives us a practical algorithm. We state it explicitly in Algorithm 2. The details of the (possibly) repeated Gram-Schmidt process in Step 9 is straightforward and left out for brevity.
Algorithm 2: Tensor infinite Arnoldi method -TIAR
Input :
Compute y 2 , . . . , y k+1 from a i,k, , i, = 1, . . . , k and Z k using (3.5)-(3.6)
3
4
Compute t 1 , . . . , t k+1 and z k+1 by orthogonalizing y 1 against z 1 , . . . , z k using a (possibly repeated) Gram-Schmidt process such that (3.7) is satisfied.
5
Compute the matrix G = [g i, ]
k+1 i, =1 using (3.9)
6
Compute h ∈ C k using (3.11)
7
Compute the matrix
i, =1 using (3.13)
8
Possibly repeat Steps 6-7 and obtain updated h and F
9
Compute β = F fro
10
Expand a i,j, using (3.15) Unlike IAR, TIAR requires a computational effort in order to access the vectors y 2 , . . . , y k in Step 2 since they are implicitly given via a i,j,k and Z k . In Step 2 we compute y 2 , . . . , y k with (3.6) and (3.5) which correspond to multiplying a matrix of size n × k with a matrix of size k × k (and subsequently scaling the vectors). Hence, the operations corresponding to Step 2 for m iterations of TIAR can be carried out in
At first sight, nothing is gained since the complexity of the orthogonalization in IAR (3.16) and Step 2 of TIAR, are both O(m 3 n). However, it turns out that TIAR is often considerably faster in practice. This can be explained as follows. In the orthogonalization process of IAR we must compute h = Q T k y where Q k ∈ C kn×k , whereas in Step 2 in TIAR we must compute
Step 2 in TIAR involves less data. This implies that on modern computer architectures, where CPU caching makes operations on small datasets more efficient, it is in practice considerably faster to compute Z k A T k than Q T k y although the operations have the same computational complexity. This difference is also verified in the simulations in section 5.
4. Adaption to the waveguide problem.
Cayley transformation.
One interpretation of IAR involves a derivation via the truncated Taylor series expansion. The truncated Taylor expansion is expected to converge slowly for points close to branch-point singularies, and in general not converge at all for points further away from the origin than the closest singularity. Note that M defined in (1.4) has branch point singularities at the roots of β ±,k (γ), k = −p, . . . , p where β ±,k is defined in (2.3). In our situation, the eigenvalues of interest are close to the imaginary axis and, since the roots of β ±,k are purely imaginary, the singularities are purely imaginary, which suggests poor performance of IAR (as well as TIAR) when applied to M .
In order to resolve this, we first carry out a Cayley transformation which moves the singularities to the unit circle and the eigenvalues of interest to points inside the unit disk, i.e., inside the convergence disk.
In our setting, the Cayley transformation for a shift γ 0 ∈ (−∞, 0) × (−2π, 0) is given by
and its inverse is
The shift should be chosen close the eigenvalues of interest, i.e., close to the imaginary axis. However, the shift should not be chosen too close to the imaginary axis, because this generates a transformed problem where the eigenvalues are close to the singularities. Note that the transformed problem is still a nonlinear eigenvalue problem of the type (1.4), and we can easily remove the poles introduced by the denominator in (4.1). More precisely, we work with the transformed nonlinear eigenvalue problem
4.2. Efficient computation of y 1 . In order apply IAR or TIAR to the waveguide problem, we need to provide a procedure to compute y 1 in Step 3 of Algorithm 1 and Algorithm 2 using (3.2). The structure ofM in (4.3) can be explicitly exploited and merged with Step 2 as follows. We analyze (3.2) for k ≥ 3. It is straightforward to compute the corresponding formulas for k < 3. Due to the definition ofM in (4.3), formula (3.2) can be expressed as
where we have decomposed y
. . , k with y i,1 ∈ C nxnz and y i,2 ∈ C 2nz . The linear system of equations (4.5) can be solved by precomputing the Schur complement and its LU-factorization, which is not a dominating component (in terms of execution time) in our situation. The vector z 1 can be computed directly by using the definition of F A and F C1 . Using the definition ofP in (4.4), we can express the bottom block of z 2 as
In order to carry out m steps of the algorithm, we need to evaluate (4.8) 2n z m times. We propose to do this with the efficient recursion formula given Appendix C. We note that similar formulas are used in [31] for slightly different functions.
Although the above formulas can be used directly to compute y 1 , further performance improvement can be achieved by considerations of Step 2. Note that the complexity of Step 2 in TIAR is O(m 3 n), as given in equation (3.17) . The computational complexity of this step can be decreased by using the fact that in order to compute y 1 in Step 3 and equation (4.5)-(4.6), we only need y 2 , y 3 and y 4,2 , . . . , y k+1,2 ∈ C 2nz , i.e., not the full vectors. The structure can exploited in the operations in Step 2 as follows.
Let
From (3.5) and (3.6) we have
, y 2 y 3 = ỹ 2ỹ3 /2 , and (4.11) ỹ 4,2 . . .ỹ k+1,2 = Z k,2 B 22 , y 4,2 . . . y k+1,2 = ỹ 4,2 /3 . . .ỹ k+1,2 /k ,
consists of the trailing block of Z k . By using formulas (4.10)-(4.11), we merge Step 2 and Step 3 in Algorithm 2 such that we can compute y 1 without computing the full vectors y 2 , . . . , y k . For future reference we call this adaption WTIAR.
As explained in Remark 3.3, Step 2 of TIAR is the dominating component in terms of asymptotic complexity. With the adaption explained in (4.9)-(4.11), the complexity of Step 2 in WTIAR is
If the problem is discretized with the same number of discretization points in xdirection and z-direction, we have t WTIAR,Step 2 (m,
is considerable better than the complexity (3.17), i.e., the complexity of Step 2 in the plain TIAR. Notice that when n is sufficiently large the dominating term of the complexity of WTIAR is O(nm 2 ) which is also the complexity of the Arnoldi algorithm for the standard eigenvalue problem. The complexity is verified in practice in section 5.
Numerical experiments.
5.1. Benchmark example. In order to illustrate properties of our approach, we consider a waveguide previously analyzed in [31, 9] . We set the wavenumber as in Figure 5 .1, where
Recall that the task is to compute the eigenvalues in the region Ω := (−∞, 0) × (−2π, 0) ⊂ C, in particular those which are close to the imaginary axis. We select x − and x + such that the interior domain is minimized, i.e., x − = 0 and x + = 2/π + 0.4. The PDE is discretized with a FEM approach as explained in section 2.2. Recall that the waveguide eigenvalue problem has branch point singularities and that the algorithms we are considering are based on Taylor series expansion. As explained in section 4.1, the location of the shift γ in the Cayley transformation influences the convergence of the Taylor series, and cannot be chosen too close to the target, i.e., the imaginary axis. We select γ 0 = −3 + iπ, i.e., in the middle of Ω in the imaginary direction. The error is measured using the relative residual norm
We discretize the problem and we compute the eigenvalues of the nonlinear eigenvalue problem using WTIAR 2 . They are reported, for different discretizations, in Table 5.1. The required CPU time is reported in Table 5 .2. The solution of the problem with the finest discretization, i.e., the last row in 5.1, was computed in more than 10 hours. The bottleneck for the finest discretization is the memory requirements of the computation of the LU-factorization of the Schur complement corresponding toM (0). An illustration of the execution of WTIAR, for this problem, is given in Figure 5 .2, where the domain is discretized with n x = 640 and n z = 641 and m = 100 iterations are performed. We observe in Figure 5 .2a that two Ritz values converge within the region of interest and two additional approximations converge to values with positive real part and of no interest in this application. In Figure 5 .2c we observe that the Fourier coefficients do not have exponential decay for u(x + , z). Indeed, the decay is quadratic, which is consistent with the fact that the solutions are C 1 -functions, but in general not C 2 , as explained in Remark 2.1. In particular, the second derivative of the eigenfunction is not continuous in x = x + . Hence, the eigenfunctions appear to have just weak regularity, which means that the waveguide eigenvalue problem does not have a strong solution. This supports the choice of the discretization method, based on the FEM, that we use in this paper. In these simulations we selected x ± such that the enterior domain is minimized. We also carried out simulations for larger interior domains, without observing any qualitive difference in the computed solutions. By Remark 2.1, this suggests that the C 1 -assumption is not a restriction in this case.
The plot of the absolute value of one eigenfunction is given in Figure 5 .2b. The convergence rate with respect to discretization, appears to be quadratic in the diameter of the elements. See Table 5 .1.
As we mentioned in Remark 3.3, TIAR requires less memory and has the same complexity of IAR, although it is in practice considerable faster. According to section 4.2, WTIAR requires the same memory resources as TIAR, but WTIAR has lower complexity. These properties are illustrated in Figure 5 .3a and that there is an effect of the roundoff errors, but for the purpose of computing the Ritz values located in Ω, such error is benign. Moreover, since TIAR requires less operations in the orthogonalization and implicitly imposes the structure, the roundoff errors might even be smaller for TIAR than IAR. We mentioned in section 4.2, that when n became sufficiently large, the dominating part of WTIAR is the orthogonalization process. This can be observed in Figure 5 .4. Recall that the orthogonalization in WTIAR has complexity O(nm 2 ), which is also the complexity of the standard Arnoldi algorithm. Hence, solving the waveguide eigenvalue problem with WTIAR using a fine discretization, has in this sense the same complexity as solving a standard eigenvalue problem of the same size using the Arnoldi algorithm. According to remark 3.3 the dominating part of IAR is also the orthogonalization process, but this has higher complexity O(nm 3 ). See Figure 5 .4a.
Waveguide with complex shape.
In order to show the generality of our algorithm, we carried out simulations on a waveguide with a more complex geometry Table 5 .2: CPU time and estimated memory required to perform m = 100 iterations of IAR and WTIAR. The memory requirements for the storage of the basis is the same TIAR and WTIAR. and solutions. It is described in Figure 5 .5 where
3ω and K 4 = ω and ω = π. We again select x − and x + such that the interior domain is minimized, i.e., x − = 0 and x + = 2. We discretize the problem and choose the same discretization parameters as in section 5.1 and choose as shift γ 0 = −2 − iπ. An illustration of the execution of WTIAR, for this problem, is given in Figure 5 .6, where the domain is discretized with n x = 640 and n z = 641 and m = 100 iterations are performed. We observe that several Ritz values converge within the region of interest Ω. See Figure 5 .6b and Figure 5 .6a. One of the dominant eigenfunctions is illustrated in Figure 5 .6c.
6. Concluding remarks and outlook. We have in this paper presented a new general approach for NEPs and shown how to specialize the method to a specific the waveguide eigenvalue problem stemming from analysis of wave propagation. Note that the non-polynomial nonlinearity stems from the absorbing boundary conditions. In our setting we were able establish an explicit characterization of the DtN maps, which allowed us to incorporate the structure at an algorithmic level. This approach does not appear to be restricted to the waveguide problem. Many PDEs can be constructed with absorbing boundary conditions expressed in a closed forms. By appropriate analysis, in particular differentiation with respect to the eigenvalue, the approach should carry over to other PDEs and other absorbing boundary conditions. There exist several variants of IAR, e.g., the Chebyshev version [20] and restarting variations [19] . There are also related rational Krylov methods [4] . The results of this paper may also be extendable to these situations, although this would require further analysis. In particular, all of these methods require (in some way) a quantity corresponding to formula y 1 in (3.2), for which the problem-dependent structure must be incorporated. The computation of this quantity must be accurate and efficient and require considerable problem-specific attention.
Appendix A. Proof of Lemma 2.2. We consider the exterior problem on S + in (2.5). The proof corresponding to S − is analogous. To simplify the notation we write β k = β +,k (γ) and assume, without loss of generality, that x + = 0. By Remark 2.1 the solutions of (2.5) are in C 1 and every vertical trace can then be expanded in a Fourier series. Therefore we can express w(x, z) = k∈Z w k (x)e 2πikz , g(z) = k∈Z g k e 2πikz .
By again using Remark 2.1, we have that the solutions to the exterior problem are in C ∞ if x > 0 and satisfy (2.5a). Therefore, the coefficients w k satisfy
where β k is given in (2.3). Thus, in order for w to satisfy (2.5a), we have
for all k. We now claim that there are constants C, C independent of k such that (A.1)
In particular, β k = 0 and
To determine c k and d k we have two boundary conditions. First, since w ∈ H 1 (S + ), then |w k (x)| can not grow as x → ∞. This means that d k = 0. Second, at x = 0, we have w(0, z) = g(z), so c k = g k . Hence, we have the explicit solution
Existence is thus proved, and the relationship (2.7) for the DtN maps follows directly for this solution by differentiating w k (x) and evaluating at x = 0. We also have T +,γ [g] ∈ L 2 (0, 1) since
Finally, the estimate (2.6) is given by where coefficients f ±,j, satisfy the following three-term recurrence
