We will show that under suitable conditions on f and h, there exists a positive number λ * such that the nonhomogeneous elliptic equation We also obtain some properties of the set of solutions.
Introduction
Let 2 * = 2N/(N − 2) for N ≥ 3, 2 * = ∞ for N = 2. In this paper, we study the existence, nonexistence, and multiplicity of solutions of the equation ( f 1) f (x,·) ∈ C 1 ([0,+∞),R + ), f (x,t) ≡ 0 for x ∈ S, t ≤ 0, and lim t→0 ( f (x,t)/t) = 0 uniformly for x ∈ S; ( f 2) there exists a positive constant C such that for all x ∈ S and t ∈ R,
where 2 < p < 2 * ; ( f 3) there exists a number θ ∈ [1/ p,1) such that θt ∂ ∂t f (x,t) ≥ f (x,t) > 0 ∀x ∈ S, t > 0; (1.3) ( f 4) there exists f : R → R such that lim |x|→∞ f (x,t) = f (t) uniformly for bounded t > 0, f (x,t) ≥ f (t), for all x ∈ S, t ≥ 0, and lim t→∞ ( f (x,t)/t) = ∞ uniformly for x ∈ S; ( f 5) f (x,·) ∈ C 2 (0,+∞) and (∂ 2 /∂t 2 ) f (x,t) ≥ 0 for all x ∈ S, t ≥ 0. Given ε > 0, by ( f 1) and ( f 2), there exists a C ε > 0 such that If Ω = R N or Ω = R N \D (m = 0 in our case), then the homogeneous case of problem (1.1) λ (i.e., the case h(x) ≡ 0) has been studied by many authors; see Cao [1] and the references therein. For the nonhomogeneous case (h(x) ≡ 0), Zhu-Zhou [2] have studied the multiplicity of positive solutions of equations similar to (1.1) λ . Recently, Chen [3] showed that there exists a λ * > 0 such that (1.1) λ has exactly two positive solutions if λ ∈ (0,λ * ), and (1.1) λ has no positive solution when λ ∈ (λ * ,∞). However, her method cannot determine whether λ * is bounded or infinite (at least for general nonlinearity f (x,u)). In this paper, one of our results answers the question (see Theorem 1.1). Now, we state our main results. 
where
First of all, we list some properties of f (x,t). The proof can be found in Zhu-Zhou [2, Lemma 2.1].
is monotone nondecreasing and
Asymptotic behavior of solutions
Throughout this paper, let x = (y,z) be the generic point of
We denote by C and C i (i = 1,2,...) universal constants, maybe the constants here should be allowed to depend on n and p, unless some statement is given, and denote (∂/∂t) f (x,t) and (∂ 2 /∂t 2 ) f (x,t) by f (x,t) and f (x,t), respectively, in what follows. We define
Now, we introduce the equation at infinity associated with (1.1) λ on an unbounded cylinder domain S,
Lions has studied the following minimization problem closely related to (2.1) λ :
For this problem, also a minimum exists and is realized by a ground state solution w > 0 in S such that
In order to get the asymptotic behavior of solutions of (1.1) λ and (2.1) λ , we need the following Lemmas 2.3 and 2.5. First, we quote two regularity lemmas (see Hsu [4] for the proof). Now, let X be a C 1,1 domain in R N (typically the domains considered in the introduction).
Lemma 2.1. Let f : X × R → R be a Carathéodory function such that for almost every x ∈ X, there holds
By Lemmas 2.1 and 2.2, we obtain the first asymptotic behavior of solution of (1.1) λ . 
By (1.4) and Lemma 2.1, we conclude that
and by Lemma 2.2, we have
Now, by the Sobolev embedding theorem, we obtain that u ∈ C b (Ω). It is well known that the Sobolev embedding constants are independent of domains (see Adams [5] ). Thus there exists a constant C such that for R > 0,
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From this, we conclude that u(y,z) → 0 as |z| → ∞ uniformly for y ∈ ω. By Lemma 2.2 and (1.4), we also have that
where C 1 , C 2 are constants independent of λ.
We use Lemma 2.3, and modify the proof in Hsu [6] , we obtain a precise asymptotic behavior of solutions of (2.1) λ at infinity and the second asymptotic behavior of solutions of (1.1) λ . 
Proof. (i) First, we claim that for any ε > 0 with 0 < ε < 1 + μ 1 , there exists C ε > 0 such that
Without loss of generality, we may assume ε < 1. Now given ε > 0, by ( f 1), ( f 4), and Remark 2.4, we may choose R 0 large enough such that 
(2.17)
The strong maximum principle implies that w(x) − Φ 1 (x) ≤ 0 for x = (y,z), y ∈ ω, |z| ≥ R 0 , and therefore we get this claim.
(ii) Let
It is very easy to show that
Therefore, by means of the maximum principle, there exists a constant C > 0 such that
This completes the proof of Lemma 2.5.
Existence of the minimal solution
We now prove the existence of minimal positive solutions of (1.1) λ .
Lemma 3.1. If ( f 1) and ( f 2) hold, then for any given ρ > 0, there exists λ 0 > 0 such that for
Proof. By (1.5), the Sobolev embedding theorem, and the Hölder inequality, we have that, for all u ∈ S ρ ,
Tsing-San Hsu 7 where C > 0 is a constant which is independent of λ, ρ. Hence by (3.1), there exists λ 0 > 0 such that for λ ∈ (0,λ 0 ), we have I(u) > 0 for all u ∈ S ρ . Moreover, we can choose λ 0 > 0 small enough such that ∂ ∂ρ
Then for any ε ≥ 0, there exists Proof. Since h ≡ 0 and h ≥ 0, we can choose a function ϕ ∈ H 1 0 (Ω) such that Ω hϕ > 0. For t ∈ (0,+∞), then by (1.5), By the standard barrier method, we prove the following lemma. Proof. Setting Q λ = {0 < λ < +∞ | (1.1) λ is solvable}, by Lemma 3.2, we have Q λ is nonempty. Denoting λ * = supQ λ > 0, we claim that (1.1) λ has at least one solution for all λ ∈ (0,λ * ). In fact, for any λ ∈ (0,λ * ), by the definition of λ * , we know that there exists λ > 0 and 0 < λ < λ < λ * such that (1.1) λ has a solution u λ > 0, that is,
Then u λ is a supersolution of (1.1) λ . From h(x) ≥ 0 and h(x) ≡ 0, it is easy to see that 0 is a subsolution of (1.1) λ . By the standard barrier method, there exists a solution u λ > 0 of (1.1) λ such that 0 ≤ u λ ≤ u λ . Since 0 is not a solution of (1.1) λ and λ > λ, the maximum 8 Abstract and Applied Analysis principle implies that 0 < u λ < u λ . Again using a result of Amann [8, Theorem 9 .4], we can choose a minimal positive solution u λ of (1.1) λ .
Let u λ be the minimal positive solution of (1.1) λ for λ ∈ (0,λ * ), we study the following eigenvalue problem 
This implies that {v k } is bounded in H 1 0 (Ω), then there exists a subsequence, still denoted by {v k } and some
(3.8)
By Lemma 2.3 and ( f 1), we have f (x,u λ ) → 0 as |x| → ∞, it is standard to show that v 0 achieves σ λ . Clearly |v 0 | also achieves σ λ . By (3.5) and the maximum principle, we may assume v 0 > 0 in Ω.
(ii) We now prove σ λ > λ. Setting λ > λ > 0 and λ ∈ (0,λ * ), by Lemma 3.3, (1.1) λ has a positive solution u λ . Since u λ is the minimal positive solution of (1.1) λ , then u λ > u λ as λ > λ. By virtue of (1.1) λ and (1.1) λ , we see that
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Let v 0 ∈ H 1 0 (Ω) and v 0 > 0 solves (3.5). Multiplying (3.11) by v 0 and noting (3.5), then we get
hence σ λ > λ. Now, let v λ be a minimizer of σ λ , then 13) and there exists t, with 0 < t < 1 such that
showing that σ λ is strictly decreasing in λ for λ ∈ (0,λ * ). (iii) We show next that λ * < +∞. Let λ 0 ∈ (0,λ * ) be fixed. For any λ ≥ λ 0 , we have σ λ > λ and by (3.15), then
for all λ ∈ [λ 0 ,λ * ). Thus λ * < +∞. By (3.5) and σ λ > λ, we have
and also we have
By ( f 3) and (3.17), we have that
This implies that
for all λ ∈ (0,λ * ). By Lemma 3.3(i), the solution u λ is strictly increasing with respect to λ; we may suppose that
and by (1.4), we obtain that 
Existence of second solution
When λ ∈ (0,λ * ), we know that (1.1) λ has a minimal positive solution u λ by Lemma 3.3, then we need only to prove that (1.1) λ has another positive solution in the form of U λ = u λ + v, where v is a solution of the following equation:
We define the energy functional J : H 1 0 (Ω) → R as follows:
Using the monotonicity of f and the maximum principle, we know that the nontrivial critical points of energy functional J are the positive solutions of (4.1). First, we give an inequality about concerning f and u λ .
Lemma 4.1. If ( f 1) and ( f 2) hold, then for any ε > 0, there exists C ε > 0 such that
where 1 < p < 2 * − 1 and u λ is the minimal solution of (1.1) λ .
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Proof. By ( f 1), ( f 2), (1.4), and Lemma 2.3, we obtain u λ ∈ L ∞ (Ω) and
uniformly for all x ∈ S. Thus, it is clear that Lemma 4.1 holds.
Again by Lemma 4.1 and the Sobolev embedding theorem, we obtain that
Since σ λ > λ, we may choose ε > 0 small enough such that σ λ − λ − λσ λ ε > 0. If we take
Hence, there exist ρ > 0 and α > 0 such that where one agrees that in the case l = 0 the above holds without u i , x i k . Proof. This result can be derived from the arguments in [9] (see also [10] [11] [12] ). Here we omit it. 
