Two new methods are presented for estimating car-following model parameters using data collected from Adaptive Cruise Control (ACC) enabled vehicles. The vehicle is assumed to follow a constant time headway relative velocity model in which the parameters are unknown and to be determined. The first technique is a batch method that uses a least-squares approach to estimate the parameters from time series data of the vehicle speed, space gap, and relative velocity of a lead vehicle. The second method is an online approach that uses a particle filter to simultaneously estimate both the state of the system and the model parameters. Numerical experiments demonstrate the accuracy and computational performance of the methods relative to a commonly used simulation-based optimization approach. The methods are also assessed on empirical data collected from a 2019 model year ACC vehicle driven in a highway environment. Speed, space gap, and relative velocity data are recorded directly from the factory-installed radar unit via the vehicle's CAN bus. All three methods return similar mean absolute error values in speed and spacing compared to the recorded data. The least-squares method has the fastest run-time performance, and is up to 3 orders of magnitude faster than other methods. The particle filter is faster than real-time, and therefore is suitable in streaming applications in which the datasets can grow arbitrarily large.
Introduction
The rising penetration rate of Society of Automotive Engineers (SAE) level one and level two vehicles on roadways around the world is creating new traffic flows that are a combination of human drivers and vehicle automation systems. SAE level one and level two vehicles assist with some of the driving tasks such as car following and lane keeping. For example, one common feature that is now available on many vehicles is adaptive cruise control (ACC). Like human driven vehicles, it is important to have simple and accurate models of the automated vehicles so that their impacts on the total traffic flow can be determined. To this end, several works [1, 2, 3, 4] are exploring quantitatively and qualitatively properties of commercially available vehicles, such as their string stability.
Motivated by this line of work, this article considers the problem of estimating the parameters of a car following model to characterize the behavior of an automated vehicle. Car following models were originally introduced to describe the behavior of a human driver and are typically written as an ordinary differential equation or difference equation. Famous examples include the Intelligent Driver Model, Gipps Model, and several variants of the Optimal Velocity Model [5, 6, 7] . These models output a driver's instantaneous acceleration (v) as a function of their current speed (v), inter-vehicle spacing (s), and/or relative speed difference to a vehicle in front (∆v). Each of these models have additional parameters that can take on ranges of different values to describe different driving behaviors. Common examples include the minimum inter-vehicle spacing a driver is willing to tolerate, or a maximum speed a driver is willing to drive at.
While in some cases it is reasonable to simply assume model parameter values based on assumptions about driving behavior, a more rigorous technique for selecting these values is to calibrate a proposed car-following model against recorded vehicle trajectories, a famous example of such trajectories being the Next Generation SIMulation (NGSIM) dataset. With the increasing proliferation of GPS units on vehicles and mobile devices, and the rise in sensing accuracy, more datasets of this nature are expected to become available [8] . As such, it is important to develop fast and accurate estimation routines which can learn new models from driving behavior, particularly as automated vehicles enter into the traffic stream alongside human drivers.
Several works have looked at the car-following estimation problem in the context of human drivers, with several in the context of the above mentioned NGSim dataset [9, 10, 11] . Kesting and Trieber proposed a methodology to estimate parameters for the Intelligent Driver Model by minimizing the error between simulated driving trajectories and measure, via the use of a genetic search algorithm in order to account for non-convexity in the search space [12] . Punzo and Simonelli estimated optimal parameters for several different car-following models on a 4 vehicle platoon equipped with GPS tracking units, and used a batch optimization method in which a gradient-based optimization technique was used starting from several different initial points, again in order to account for potential non-convexity [13] . This method is in the same family of techniques used in this article as a benchmark to compare the newly presented methods. In general it should be noted that many of these techniques find optimal parameters of non-linear models, and as such need to employ optimization techniques that account for this difficulty.
The methods used in [13, 1, 2, 3] are offline batch methods that are applied only after all data has been collected. Online methods, in contrast, sequentially estimate the parameters while moving in a single pass through the data. Many of these methods use filtering techniques from traditional control theory to combine model parameter estimation with state information. In contrast to offline methods, online estimators typically are scalable to arbitrarily large datasets and can potentially be used in real-time settings. Such techniques have been demonstrated to be able to identify driving models such as the IDM that accurately reproduce driving behavior [14] . However, challenges to online parameter estimation exist. Monteil and Bouroche point out that careful experimental design is necessary to enable the identifiability of some parameters depending on the car following dynamics [15] . In addition, noise characterization can be non-trivial when calibrating a filtering algorithm [16] .
The main contribution of this paper is to propose two new parameter estimation techniques for a common car-following model used to model ACC equipped vehicles, and to benchmark their performance against an existing approach. Each method is demonstrated by performing system identification of an ACC enabled vehicle using data collected from its on-board radar system. The first new method uses a batch least-squares approach, while the second method is an online method based on particle filtering. The two proposed algorithms are additionally compared against a more commonly used batch-optimization method for run-time and model accuracy.
The three methods are first tested on a numerical experiment where the data is synthetically generated from a model in which the true parameters are known, in order to compare the accuracy of the recovered parameters. Next, each method is implemented on a real dataset, which is collected by gathering radar data from an ACC enabled vehicle's on-board CAN bus. The vehicle records space gap, velocity, and relative velocity measurements. A timeseries of this data is used to estimate the model parameters using the three methods. The methods are compared in terms of the runtime, and the accuracy of the model with the learned parameters. As an illustration of the importance of the parameter estimates to the broader context of mixed traffic flows, we also estimate the string stability of the ACC system using the estimated parameters.
The least-squares method is found to have the fastest performance on the empirical dataset, but will not scale as well as the particle filter for longer datasets, due to the fact it is a batch method. All of the learned models are found to achieve similar and low errors, suggesting that all methods are viable estimation techniques.
The remainder of the paper is organized as follows. The section, Parameter Estimation Methodology, outlines each estimation method. The section, Estimation On Synthetic Data, demonstrates the estimation routines on synthetically generated (simulated) data, in order to understand the ability for the method to reconstruct a given model under no uncertainty. The section, Estimation On Real Data, presents both the experimental protocol for collecting ACC radar measurements, and the results of parameter estimation on those results. Finally, the conclusion section summarizes the the performance of each technique and the overall contribution.
Parameter Estimation Methodology
In this section, we briefly review a common model assumed for ACC vehicle dynamics, and provide a criterion for determining the string stability of the model. We then review a standard simulation-based optimization method to estimate the model parameters, before introducing the new methods based on least-squares and particle filtering respectively.
Model Description and String Stability
In order to complete the estimation problem a candidate model must be used. While most estimation routines have focused on fitting car-following models to human drivers, recent work has shown that ACC vehicles may also be modeled accurately. With the increasing interest in how vehicles with autonomous features will affect traffic flow patterns [17, 18] several works have looked at modeling ACCs using car-following models [3, 2, 1] . The most commonly used model is the constant-time headway relative-velocity (CTH-RV) car-following model, and is used in this work due to the its linear nature (which allows for a global stringstability analysis) and previous demonstration of modeling ACC systems well [19] . The CTH-RV is written as:v
where s, v, and ∆v are the space gap, speed, and speed difference between the ACC vehicle and a leading vehicle. The vector of model parameters θ = [k 1 , k 2 , τ ] T control the gain on the constant time headway term and the relative velocity term respectively, and the parameter τ is the time gap at equilibrium. One important property of a car following model is whether it amplifies or dissipates disturbances in the traffic flow. The string stability of a vehicle determines if a small perturbation to the state of a proceeding (lead) vehicle in a platoon will either amplify (string-unstable) or dissipate (string stable) in magnitude as it is propagated back in the traffic. String unstable car following dynamics give rise to so called phantom traffic jams, which seem to arise without an obvious cause but are in fact a feature of the car following behavior. Given a car following model f (·, ·, ·, ·) as in (1), it is easy to check the string stability by computing partial derivatives of the model with respect to its inputs [20] :
where f s := ∂f ∂s , f ∆v := ∂f ∂∆v , and f v := ∂f ∂v are the partial derivatives of the car-following model. If λ < 0 then the model is string stable and if λ > 0 it is string unstable. In the context of (1) this condition can be written explicitly in terms of k 1 , k 2 , and τ :
It is worth noting that λ only describes global string stability for linear models, while for non-linear models it describes only local string stability around an equilibrium. Since (1) is a linear model in the state variables (s, v, ∆v) its string stability globally holds. Each of the studies that have used this model found that that ACC vehicle driving behavior is string unstable [2, 1].
Offline Batch Optimization
Here a batch optimization scheme is reviewed in which the car-following model appears as a constraint in the optimization problem. The problem can be directly solved as a simulation-based optimization problem using standard descent-based optimization routines. Given a timeseries dataset of following vehicle speeds, spacing values, leading vehicle speeds, and an initial guess for the parameters, this method solves the ODE and compares the simulated trajectory with the measured data. The simulated trajectories are then assessed according to the performance measure specified in the objective function. New parameters are selected to improve the performance measure until a (possibly local) minimum is obtained. This approach is considered to be a well-known technique for car-following parameter estimation [13] , and is considered in this work as a benchmark for the performance of the two other estimation methods proposed.
In this work optimal parameter values are optimized for according to the root mean squared error (RMSE) between simulated inter-vehicle space gap data and recorded space gap data. It is worth noting that other error metrics might also be reasonable (e.g., errors based on the absolute error, or based on velocity measures). The RMSE space gap error is used here because it was found to produce reasonable results in previous works [13, 12] . The general form optimization scheme is written as: minimize :
with possible additional constraints on the initial conditions, and bounds on the parameters. In (4), f (θ, s, v, ∆v) corresponds to the car-following model in (1) . The term v l (t) is the lead vehicle speed as a function of time and is assumed to be available from measured data. Similarly, s(t) m denotes the measured spacing, which is compared to the spacing predicted by the model in the objective function. Alternative objective functions based on speed differences, or a weighted combination of speed and spacing can also be considered. The total time of the dataset and simulation is T . Because the ODE appears as a constraint, a typical approach to solve the problem uses simulation based optimization. It is important to note that the problem is nonlinear in the decision variables (the state and model parameters), and depending on the form of the car following model, it may also be non-convex. To combat this potential problem the optimization problem can be solved many times, with each run starting from randomly selected different initial candidate parameter values, as in [13] .
Least-Squares Matrix Problem
We next introduce a new and simple approach to estimate the model parameters of a linear car following model when the speed, spacing, and relative velocity are all directly and accurately measured. Unlike (4), the least-squares method proposed here does not require multiple starting points or solving solving multiple ODEs within each optimization run, substantially reducing the runtime. We briefly derive the least-squares formulation for the ACC car following model (1) and show that the optimal parameters can be computed by taking a matrix pseudo-inverse (denoted by †).
First we rewrite the continuous time ODE (1) in discrete-time using a forward Euler step scheme:
where ∆T is the timestep. It is selected to correspond to the frequency at which the speed, spacing, and relative velocity data is measured (e.g., on the order of 1/10 of a second for some sensor platforms including the experiments presented later in this work).
Similarly the space gap dynamics can be written in discrete time as:
Grouping together (5) and (6), the model can be rewritten as a state space model of the form:
where x k ∈ R 2 is the state vector at timestep k, with x k = [v k , s k ] T . Additionally, u k ∈ R 1 is an input to the system, which in this case is the lead vehicle speed u k = [v l,k ]. The matrix A ∈ R 2×2 is the dynamics matrix and describes how the state evolves according to v k and s k , and B ∈ R 2×1 is the control dynamics vector which accounts for the impact of the input, i.e., from v l,k . A straightforward arrangement of (5) and (6) into (7) gives A and B in terms of the car following parameters as:
For forward simulation, given an initial condition and the parameters in (8), the model (7) can be used to describe the trajectory evolution of the ACC vehicle.
Since the motivation of this work is to propose methods to recover car-following model parameters from experimental data, we need to solve an inverse problem. Concretely, we are given a timeseries of direct measurements of the state x k and input u k , and we wish to recover the parameters in (1). To simplify the problem we recognize that if we directly estimate the i, j entries of the matrices A and B (denoted a i,j and b i,j ), we can compute the car following model parameters as:
We now show how to estimate the entries of the matrices A and B via least-squares. First, for a dataset with N samples each of speed, space gap, and relative velocity collected at a uniform sample rate, define:
such that X contains measurements of v k and s k from timestep 1 to N − 1 in column-wise order. The matrix U contains all v l,k from 1 to N − 1, which are the control inputs to (7) . The term X contains the values of v k and s k from timestep 2 to N . Given the data matrices X, X , and U , (7) can now be rewritten as the following system of equations:
in which the unknowns are the entries of A (technically only containing 2 unknowns since a 2,2 = 1 and a 2,1 = −∆T ), and B (note also, b 1,2 = ∆T ). In the case when the system has many more equations than unknowns (i.e., as is the case when any nontrivial dataset is collected), and when the measurements contain errors, then (10) holds only approximately:
In order to solve for the parameter set that minimizes the error (in the sense of the sum of squared errors), the optimal matrices A * and B * can be found by solving the following least-squares problem:
where A * and B * minimize the Frobenius Norm (denoted · F ) of the error between the proposed dynamics and the real data. This is equivalent to solving the problem:
Finally problem (12) (equivalently (11)) can be solved explicitly via a pseudo-inverse:
, and the resulting model parameters are recovered via (9).
Online Estimation Problem
The parameter estimation problem can also be framed as an online estimation problem, in which a model is learned in a single sweep through the data. Such methods, if fast enough, may be used for real-time processing of data in order to estimate the model parameters during data collection. Real-time execution of an online model can fix issues with offline methods which may have increasing complexity with large problems, as they execute as data is collected. Additionally, having an active model estimate of a driver's behavior may allow for control objectives that take advantage of the knowledge of this model. As such, accurate online model estimation methods are of general interest. A sequential parameter estimation approach using the particle filter is outlined in this section. Because the filtering problem treats both the typical state variables and the parameters as part of the augmented state to be estimated, a nonlinear estimator such as the particle filter is needed.
In order to learn the model parameters, θ = [k 1 , k 2 , τ ] T , a joint parameter and state estimation problem is posed. First, θ is concatenated to the system state x k ∈ R 2 to form an augmented state X k ∈ R 5 . The augmented state vector is then sequentially estimated from the measurements, producing estimates of the parameters.
The system in state space from is written as:
where f (with a slight abuse of notation) represents the discretized car-following model described in (1); h(·) is the measurement equation, which in this case maps the augmented state vector to the measurements taken by the on-board radar sensor; w k ∼ (0, Q) ∈ R 5 and v k ∼ (0, R) ∈ R 2 are the additive process noise and measurement noise distributions at time k, respectively, and Q ∈ R 5×5 and R ∈ R 2×2 are the process and measurement error covariance matrices. The particle filter, among other filtering techniques, is deployed because of its flexibility in noise distribution and its relaxed assumption about the linearity of the dynamics of the system. More details on the particle filter implementation can be found in standard references such as [21] . The particle filter uses weighted particles (samples) approximate the conditional state distribution given all measurements up to the current timestep using a sequential estimation approach. Therefore, the output is a probability distribution for each parameter at each time step instead of a single point estimate, in contrast to the other two methods presented in this work.
Estimation On Synthetic Data
In this section, each parameter estimation routine described above is run on synthetically generated data. This is done to understand the ability for each to recover the true model parameters with no sensor noise. The data is created by selecting a set of model parameters and a predefined lead driver speed profiles. A time-series of speed and spacing values using (5) is then created via a forward Euler time-stepping scheme at the same frequency that the data is collected. The simulated data is then fed into each estimation method, with each returning a set of estimated parameter values. It is found that the two offline models are able to exactly recover the model parameters, while the online estimation finds a model close to it. Additionally, the run-times for each method are calculated and discussed.
Synthetic Data Creation
In order to create a set of synthetic data, the car-following model (1) is simulated given a known set of parameters to be recovered by the estimator. In the experiment below, the true parameters used are: θ true = [0.08, 0.12, 1.5] T . These values are representative of parameters that have been reported in [3, 1] . Additionally, in order to generate a synthetic dataset, the speed profile of a lead vehicle is needed, along with an initial spacing, and the initial following vehicle's speed. These values were all taken from [1] . In this data a driver engaged in rapid deceleration and subsequent acceleration events, interspersed with steady driving periods for a span of 620 seconds. The lead vehicle's driving profile was chosen because it is known to reflect a physically possible driving profile, and contains both steady-state driving and dynamic behavior.
In order to perform the simulation the time-stepping routine outlined in (7) is used to create timeseries data over the same length of time as the lead vehicle trajectory. First, the simulation is initialized at a follower speed and spacing of 24.4 m/s and 62.5 m, which are also taken from [1] . The data is sampled at a rate of 10 hertz, meaning that the timestep is ∆T = 0.1 seconds. From these initial conditions the speed and inter-vehicle space gap are then determined via simulation of (5). Figure 1 displays the lead vehicle and follower speed profiles and the space gap data.
The true parameters used to generate the synthetic dataset corresponds to a string-unstable model, meaning that it will tend to amplify lead vehicle disturbances. This can be seen in the simulation data, as in several occasions the leader vehicle slows down more than the leader, and speeds up more than the leader.
Estimation Results
Using the synthetic data created above, we now turn to the results of each parameter estimation routine that attempt to recover the true parameters using only the measurement data. We use the mean absolute error (MAE) in spacing and speed to compare the accuracy of each estimation method. The particle filter requires several algorithm parameters to be set, which are summarized in Table 1 . This includes the number of particles used in the estimator N p , the initial distribution of the augmented state vector, which is assumed to follow a normal distribution with mean µ x0 and covariance Q 0 , and the model and measurement covariances Q and R.
Results of the estimation are shown in Table 2 , displaying the runtime, MAE, and finally the corresponding string-stability estimate based on the parameters recovered by the estimator. The batch method recovers the exact model parameters used. Overall the method takes 19.3 seconds to complete. The least-squares approach also recovers exactly the parameters used to generate the synthetic data, while completing completely in 0.0094 seconds. This is the best runtime of the three models by about 5 orders of magnitude. The particle filter takes the longest of the three methods at 49 seconds. While the particle filter takes the longest of the three methods, it should be noted that since it finishes its computation well under the length of the experiment, it may feasibly be executed as a true real-time estimation method. The particle filter recovers a distribution on the model parameters with a mean value that is close to the true parameters. When simulating with the mean values of the parameter estimates, the calibrated model has an MAE of 0.3184 m/s in speed and 2.544 m in the spacing. Given that the particle filter assumes model and sensor noise (see Q and R from the particle filter section) it is not surprising that the mean value of the parameter estimate does not perfectly recover the true parameters (since the model and measurement in fact have zero error in this synthetic example).
It is additionally worth noting that that particle filter provides a distribution for the model parameters by looking at what values are present after the resampling stage of the particle filter algorithm. In this case, a final parameter set is chosen by selecting the mean of the particle distribution. This distribution can give a probability of the model being string unstable and gives information about the range of parameters. This is done by checking the string stability of each particle after the re-sampling step and calculating the percentage which have string unstable parameters. In the above example it is found that 98.52% of the particles yield a string unstable model.
Estimation On Real Data
In this section each estimation method is run on real data collected from an ACC equipped vehicle. Experimental details are outlined for how data is collected for estimation, and the results of the estimation are presented. First the experimental setup is outlined, describing how speed and spacing data are collected from an ACC vehicle's radar system. Next the data is compared with GPS data that was simultaneously collected during the experiment. A U-blox evaluation kit GPS platform with sub-meter accuracy is used as a benchmark to determine the accuracy of the ACC vehicle's radar data. It is observed that the radar measurements closely match the GPS devices, indicating that the radar data is a viable alternative to the GPS data. Additionally, this means that ACC radar may be used in general as a method to collect vehicle trajectory data, without the need to instrument two vehicles to collect spacing data from GPS.
Next the results of the different estimation routines are displayed. Each estimation method produces a different set of parameters when calibrated on the observed data. MAE values in both speed and spacing are used to examine the accuracy of each method to reproduce observed data, and all models are found to have similar MAE values that are considered low and are similar to those found in the works [2, 1, 3] . Additionally, the distributions of speed and spacing error are plotted as histograms. The speed errors for each calibrated model are very close to zero-centered, and while the spacing errors for the least-squares and particle filter methods are not zero-centered they are not significantly far from it. The conclusion is that due to both the low MAE values associated with each model and their error distributions that each estimation method is able to converge to a model of good accuracy to the recorded driving behavior.
Experimental Details
Inter-vehicle spacing and relative speed difference data is gathered from a lead and following vehicle. The following vehicle is an ACC equipped vehicle whose parameters are to be estimated directly from the radar data. The vehicle used in this experiment is a commercially available 2019 SUV with a full speed range adaptive cruise control system. A total of 900 seconds (15 minutes) of data are continuously recorded in which the ACC vehicle drives in traffic on a freeway in Nashville, TN following a leader equipped with GPS (used for benchmarking the radar sensor accuracy). The lead driver simply drives according to their normal driving behavior, while the ACC vehicle follows in ACC mode. The entire experiment was completed with continuous following from the ACC vehicle, as in no de-activations in the ACC were required and no cars cut in between drivers.
Data is collected by recording measurements from the CAN bus on the vehicle, which contains speed, space gap, and relative velocity data. The radar unit reports both inter-vehicle spacing between the two vehicles and speed differences between the two over the course of the experiment. The speedometer reports ACC vehicle's speed on the CAN bus.
In order to verify the accuracy of the vehicle's radar unit both vehicles are additionally equipped with sub-meter accurate GPS units which track global position and speed. As a result, two timeseries of spacing and speed are recorded and compared for similarities. A histogram of error between the two measurement techniques is displayed in figure 2.
Both the difference between spacing measurements and relative speed measurements for the radar compared to the GPS are close to zero-centered. This suggests that there is general agreement between the two different sensors. Additionally, the standard deviations of the two errors (0.70 m and 0.20 m/s for spacing and speed respectively) are considered to be quite low, suggesting that neither suffers from much sensor noise. In order to further verify that the radar device produces reasonable values for the desired purpose each estimation routine was also run on the respective GPS data. In each case the methods converged to models very similar to those displayed in the next section. From this it is deemed that the on-board radar measurements from the vehicle itself are of suitable quality for use in this study, and in general for measuring the data necessary to calibrate a car-following model.
Estimation Results
To compare the performance of each method outlined above, the dataset outlined previously that contains speed, spacing, and speed difference estimates is fed into the different parameter estimation methods. In order to compare the performances of each model the MAE between the simulated speed and real speed, and simulated spacing and real spacing are calculated for each model. Additionally, the run-time for each model to complete is calculated. The string stability estimate that each method returns is also shown. These results are displayed in Table 3 . The least-squares estimation routine again produces the fastest computation time at 0.055 seconds, with the batch optimization achieving 18.6 seconds and the particle filter executing in 73.5 seconds. The least-squares estimation approach executes roughly 3 orders of magnitude faster than the other two methods. While length of the simulation increased by 47% compared to the data presented in 3.2, the batch optimization scheme executed 4%. The particle-filter in comparison executed 50% faster than in the previous example. Comparatively, the least-squares method increased by 485%, which can be attributed to the quadratic runtime complexity of the pseudo-inverse calculation. The particle filter again runs in less time than the total time of the experiment and is an online method, meaning it could be run as a real-time estimation algorithm.
The batch optimization converges to the model that achieves both the lowest MAE speed and spacing errors at 0.2384 m/s and 2.0243 m. This represents percent errors of 0.81% in speed and 5.6% in spacing. The least-squares method converges to a model with MAE values of 0.2626 m/s and 3.5556 m, which are percent errors of 0.9% in speed and 10.7% in spacing. Finally, the particle filter routine finds a model with MAE values of 0.2916 m/s and 2.4478 m, which correspond to percent errors of 0.90% in speed and 6.7% in spacing. In general each method converges to a calibrated model with similar MAEs in speed and spacing, and similar percent errors. Additionally, these models are similar in scale to those found in other works [3, 2, 1] . These results suggest that each method was able to recover a model that reproduces good prediction of the ACC driving behavior. A time-series simulation for each model is presented in Figure 3 .
In general one can note the goodness of fit of the three models. Each calibrated model produces a similar speed profile, as is to be expected given the low MAE values on speed for each model. A small exception is during the period between roughly 325 seconds and and 375 seconds, in which the vehicle engages in an acceleration which none of the calibrated models is able to capture. This underscores that while each model produces a good recreation of the observed behavior, they cannot perfectly describe the potentially non-linear dynamics of the vehicle's control and dynamics. This underlies that it would not be realistic to expect that the proposed method could under any estimation routine achieve completely correct modeling of the ACC system, and as such errors should be expected. To further understand the goodness of fit of these models the histograms of the errors are shown in 4 and 5.
For all three models the average error is less than 0.01 m/s with standard deviations under 0.4 m/s. The batch optimization Scheme returns a model that has an average spacing error of within 0.01 m, while least-squares returns a model that has an average spacing of 2.9 m less than the real ACC, and the particle filter returns a model that has on average a model that is 0.94 m more than the ACC. Each model has an spacing error distribution with a standard deviation less than 3.4m, but more than 2.9 m. Given that the least-squares approach and the particle-filter have average spacing errors which are significantly different from zero, this suggests that there is some bias in the spacing values the model predicts, but given than all models have average speed errors which are very close to zero there does not appear to be any bias in the speed estimates. While there may be some bias in the spacing estimates of the models from the least-squares and the particle-filter the magnitude of the bias is small. Given the results presented in this section, it can be concluded that each model achieves small MAE values compared to the recorded data. These MAE values and the corresponding percentage errors are also of the same order as is reported in other works examining this problem [3, 1, 2] . Additionally, all models have either effectively zero bias or negligible biases in the error, also suggesting the models are good recreations of the ACC driving behavior.
Conclusion
Three car-following estimation routines are outlined and their performance on calibrating both with respect to synthetically calculated data and real driving data is assessed. Models are calibrated using data recorded directly from and ACC vehicle's on-board radar system. Both the batch and linear least-squares are able to recover an underlying model given no sensor or model noise, while the particle filter method comes close but does not converge exactly. All methods were found to return model parameters which correspond to low MAE values in simulation for both speed and spacing. Additionally the models were found to have error distributions with minimal bias, also suggesting goodness of fit. For these reasons the models are considered to be good recreations of the ACC driving behavior, and the three estimation methods are all considered to work well at identifying the ACC system.
In general the least-squares method is well suited to rapid parameter estimation of linear car following models for modest datasets. The batch optimization method has as good an ability to fit an accurate model as the least-squares method, but can scale to non-linear car-following models as well. Finally, the particle filter was the slowest method but recovers similar parameter values to the two offline methods. It is also able to complete calculations faster than the length of of the dataset used, meaning it could be employed as a real-time online estimation technique.
In future work, the online estimation methods will be expanded by developing the least-squares estimation problem into a real-time estimation method. Additionally, further techniques for car-following model calibration can be considered which leverage the fact that ACC vehicles report an estimated acceleration over the CAN-bus, in conjunction with speed and space-gap values.
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