In this paper, we contrive a stereo matching algorithm with careful handling of disparity, discontinuity and occlusion. This algorithm works a worldwide matching stereo model which is based on minimization of energy. The global energy comprises two terms, firstly the data term and secondly the smoothness term. The data term is approximated by a color-weighted correlation, then refined in obstruct and low-texture areas in many applications of hierarchical loopy belief propagation algorithm. The results during the experiment are evaluated on the Middlebury data sets, showing that out algorithm is the top performer among all the algorithms listed there.
Introduction
Stereo is one of the most extensively researched topic in computer vision. Research in stereo has recently experienced a new era, as result of publicly available performance testing such as the Middlebury benchmark 4 , which has allowed researchers to compare their algorithms against all the state of the art algorithms.
The stereo algorithm that is presented in this paper is from the popular energy minimization frame work that is the basis for most high-performance algorithms. As mentioned earlier there typically a data term and smoothness term. The data term consists of the matching error implied by the extracted disparity map and the smoothness term encodes the prior assumption that the world surfaces are piecewise smooth. However, the algorithm presented in this paper is different from the normal framework, in this the data term is updated based on the current understanding of which pixels in thee reference image are occluded due to low texture. The other contribution of the paper is the successful integration of several recent ideas, including color-weighted correlation 8 , hierarchical belief propagation 6 , left/right checking 2 , color segmentation 1 , plane fitting 10 , and depth enhancement. Another goal was quality which is our primary one, we also took the speed into account during the design of our algorithm. With the comparable quality, method suitable for parallel execution are preferred. The proposed matching technique can be applied for many 3D reconstruction applications 21 .
Overview of the approach
The algorithm is divided into three blocks, first block is the Initialization (Figure 1 ), second block is the pixel classification ( Figure 2 ) and the third block is the iterative refinement ( Figure 3 ). In the Initialization step the correlation volume is computed first. The basic way to construct the correlation volume is to compute the absolute difference of the luminance of the corresponding pixels in the left and right image, but there are many other methods for correlation volume construction.
The initialization is applied twice with both the left and right image as the reference image respectively. In the pixel classification module pixels are assigned one of three possible labels: occluded, stable or unstable. The occluded pixels are the ones that fail the mutual consistency check that is performed using DL and DR. The pixels that pass the mutual consistency check are then labeled as stable or unstable based a confidence measure derived from left correlation volume, which mea-2 sures if the peak in on the correlation score is distinctive enough that the local disparity can be considered stable. The output from pixel classification module is the pixel class membership. In the iterative refinement module, the initial left disparity map DL, the left image IL, the pixel class membership and the initial data term ED 24 are all used as input. In this algorithm, we use color segments extracted by mean shift 28 . The goal here is to propagate information from stable pixels to the unstable and the occluded pixels.
Detailed Description
In this section, we will give a detailed description of the building blocks outlined above. A.Initialization The main building blocks of initialization module is shown in Figure 1 , are color weighted correlation, initial data term and hierarchical BP.
The objective of the color weighted cost aggregation is to initialize a reliable correlation volume 9 . To obtain more accurate results on both smooth and discontinuous regions, an appropriate window should be selected adaptively for each pixel during the cost aggregation step.
In our implementation, we use an amended version of the color weighted approach proposed recently by Yoon and Kweon 8 . In this method, instead of finding an optimal support window, adaptive support weights are assigned to pixels in some larger window based both on the color proximity and the spatial proximity to the pixel under consideration.
B.Pixel Classification
The main building block of the pixel classification step are mutual consistency check and the correlation confidence measure. The mutual consistency check requires that the disparity value from the left and right disparity maps are constant, i.e. DL(XL) = DR(XL DL(XL)) 4 .For a pixel XL is the left image. If this relation does not the hold the pixel is declared as occluded. Otherwise, the pixel is declared as non-occluded and passed on to the correlation confidence measure. The experimental results for the pixel classification on the Tsukuba data set are provided in Figure 4 . It shows that the most bad pixels are classified into either occluded pixels or unstable pixels C.Iterative Refinement The main building blocks of iterative refinement are the mean shift color segmentation, the plane fitting with segments, the data term formulation, and another hierarchical belief propagation process identical to that in initialization 26 . The mean shift color segmentation is performed as described in 7 , an example is given in The plane fitting is performed in the disparity space, and applied per segment. This done robustly using RANSAC 12 on the disparity values of the stable pixels only. 
Depth Enhancement
To reduce the discontinuities caused by the quantization in the depth hypothesis selection process a sub pixel estimation algorithm is proposed based on quadratic polynomial interpolation. In this paper. Quadratic polynomial interpolation 23 is used to approximate the cost function between three discrete depth candidates. Figure 8 provides a visual comparison of the disparity maps and their synthesized views before and after sub-pixel estimation. Notice that quantization effect on the mans face and the background on the synthesized view in removed after sub pixel estimation.
Experiments
In this section, we will provide all the parameters settings used in our algorithm. The same parameter settings were used. The parameters are showed in Table II and separated into four parts: three parameters for the mean shift segmentation, three parameters for the color weighted filter, six parameters for the hierarchical belief propagation and six parameters for the iterative refinement. to the parameter ms. Fig. 10 . Performance according to the color-weighted filter and the hierarchical BP parameters for Tsukuba data set. cw is the size of the support window, cw is defined in Equation (2), bp is the rate of increase in the jump cost and bp is the scaling factor applied to the correlation volume after the truncation. Fig. 11 . Performance according to the iterative refinement parameters for Tsukuba data set. u is the weight for unstable pixels, o is the weight for occluded pixels, s is the threshold on correlation confidence defined in Section III and s is the threshold on the ratio of the stable pixels to all pixels.
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In Figure 12 the results after the different intermediate stages are shown. This provides a visual explanation of how the various stages in the pipeline improve the results. In Figure 13 and 14 we show how an increased number of iterations in estimating the data term improve the result. The result with zero iteration is DL, which is the initial disparity map. Based on this we chose to use the five iterations in out method.
We also test our algorithm with some outdoor scenes, which are probably more challenging. Some results are shown in Figure 15 . As no ground truth is available, we used the disparity map to synthesize novel right image, and compare with the real one. The results show that our algorithm works well with outdoor scenes, especially for color images.
To achieve sub pixel accuracy, we proposed a depth enhanced approach for post processing purpose. The results on Middlebury data sets are provided on the fifth row in Figure 12 . A set of synthesized views using the disparity maps on fourth and fifth row in Figure 12 are shown in Figure 16 , providing a visual comparison of the algorithms with and without depth enhancement. The results shown in column (a) are quantized to discrete number of planes. After sub pixel estimation, the quantization effect is removed, as it is shown in column (b). The average ranks are provided in Table IV , showing that our algorithm is currently state of the art with sub pixel accuracy. (d) shows the integer-based disparity maps from our stereo pipeline. These results are denoted by D(i+1) L in Figure   3 . (e) are the disparity maps after depth enhancement, and (f) provides the ground truth for visual comparison. 
Experimental Results
The algorithm is evaluated on the Middlebury data set and we show in Table III and IV that the algorithm on an average out performs all the other algorithms listed on the Middlebury homepage with both error threshold 1 and error threshold 0.5. The results are computed by measuring the percentage of pixels with an incorrect disparity. The ranks show that the algorithm works well in non-occluded and discontinuous areas. Also, the algorithm works better in the occluded areas than 24 . In Figure 12 the result after different intermediate stages are given. This provides and explanation of how various stages in a pipeline improve the results. In Figure 13 and 14 we show how an increased number of iterations in estimating data term Ed improves the result.
Conclusion
In this paper, a stereo based model on energy minimization, color segmentation, plane fitting, repeated application of hierarchical belief propagation and depth enhancement was proposed. In addition to a fast converging belief propagation approach is proposed, which preserves the same accuracy as the standard BP. The running time of fast converging BP is sub linear to the number of iterations. There algorithm is currently outperforming the other algorithms on the Middlebury data set on average, but there is space left for improvement.
