Abstract. The necessary and sufficient conditions are derived in order that a strong type weighted inequality be fulfilled in Orlicz classes for scalar and vector-valued maximal functions defined on homogeneous type space. A weak type problem with weights is solved for vector-valued maximal functions. § 0. Introduction
The main goal of this paper is to obtain criteria for the validity of an inequality of the form for maximal functions defined on homogeneous type spaces. The solution of a strong type one-weighted problem for classical maximal functions in reflexive Orlicz spaces was obtained for the first time by R. Kerman and A. Torchinsky [5] . This investigation was further developed in [6] , [7] ). Quite a simple criterion established in this paper in the general case is the new one for Hardy-Littlewood-Wiener maximal functions as well. Our present investigation is a natural continuation of the non-weighted case [1] , [2] , [3] , [4] . Conceptually it is close to [2] , [8] , [9] , [15] , [16] .
For vector-valued Hardy-Littlewood-Wiener maximal functions in the non-weighted case the boundedness in L p , 1 < p < ∞, was established in [9] . A weighted analogue of this result was obtained in [10] (see also [11] , [12] , [13] ). Finally, we should mention [14] , [15] , [16] containing the full descriptions of functions ϕ and a set of weight functions ensuring the validity of a weak type weighted inequality for maximal functions.
We shall now make some comments on how this paper is organized. The introduction contains some commonly known facts on homogeneous type spaces and weight functions defined in such spaces. Here the reader will also find the definition of quasi-convex functions and a brief discussion of some of their simple properties. The main results are formulated at the end of the introduction. In §1 we describe the class of quasi-convex functions, also functions which are quasi-convex to some degree less than 1. A number of useful properties to be used in our further discussion are established for such functions. The further sections contain the proofs of the main results.
Let (X, d, µ) be a homogeneous type space (see, for example, [17] , [19] ). It is a metric space with a complete measure µ such that the class of compactly supported continuous functions is dense in the space L 1 (X, µ). It is also assumed that there is a nonnegative real-valued function d : X × X → R In the latter inequality c does not depend on B. The above conditions are analogues of the well-known Muckenhoupt's conditions.
Let us recall the basic properties of classes A p (see [17] , [20] , [23] ). If w ∈ A p for some p ∈ [1, ∞), then w ∈ A s for all s ∈ [p, ∞) and there is an ε > 0 such that w ∈ A p−ε .
By definition, the weight function w belongs to A ∞ (X) if to each ε ∈ (0, 1) there corresponds δ ∈ (0, 1) such that if B ⊂ X is a ball and E is any measurable set of B, then µE < δµB implies wE < εwB.
On account of the well-known properties of classes A p we have
(see [17] , [20] , [21] .)
In what follows we shall use the symbol Φ to denote the set of all functions ϕ : R 1 → R 1 which are nonnegative, even and increasing on (0, ∞) such that ϕ(0+) = 0, lim t→∞ ϕ(t) = ∞. For our purpose we shall also need the following basic definition of quasi-convex functions:
A function ω is called a Young function on [0, ∞) if ω(0) = 0, ω(∞) = ∞ and it is not identically zero or ∞ on (0, ∞); it may have a jump up to ∞ at some point t > 0 but in that case it should be left continuous at t (see [18] ).
A function ϕ is called quasi-convex if there exist a Young function ω and
To each quasi-convex function ϕ we can put into correspondence its complementary function ϕ defined by
The subadditivity of the supremum readily implies that ϕ is always a Young function and ≈ ϕ ≤ ϕ. This equality holds if ϕ itself is a Young function. If ϕ 1 ≤ ϕ 2 , then ϕ 2 ≤ ϕ 1 , and if ϕ 1 (t) = aψ(bt) then
Hence and from (0.2) we have
Now from the definition of ϕ we obtain the Young inequality
By definition, the function ψ satisfies the global condition
If ψ ∈ ∆ 2 , then there are p > 1 and c > 1 such that
(see [3] , Lemma 1.3.2). Given locally integrable real functions f on X, we define the maximal function Mf (x) by
where the supremum is taken over all balls B containing x.
As is well-known (see [20] ), for the operator M : f → Mf inequality (0.1) is fulfilled when ϕ(u) = u p (1 < p < ∞) and w ∈ A p (X). Now we are ready to formulate the main results of this paper. 
(ii) ϕ α is quasi-convex for some α, 0 < α < 1, and w ∈ A p(ϕ) where
In order that there exist a constant c > 0 such that the inequality
be fulfilled for any vector-function f = (f 1 , f 2 , . . . ) with locally summable components, it is necessary and sufficient that the following conditions be fulfilled: ϕ ∈ ∆ 2 , ϕ α is quasi-convex for some α, 0 < α < 1, and w ∈ A p(ϕ) .
Theorem III. Let ϕ ∈ Φ. Then the following conditions are equivalent:
α is quasi-convex for some α ∈ (0, 1) and w ∈ A p( ϕ) ;
(iii) ϕ α is quasi-convex for some α ∈ (0, 1) and there is a constant c 2 > 0 such that 
is fulfilled for any λ > 0 and vector-function f = (f 1 , . . . , f n , . . . ) with locally summable components; (ii) there is a ε > 0 such that
In this paper the letter c may denote different positive constants which are independent of the meaningful variables in the present context. Throughout this paper we take 0 · ∞ to be zero. § 1. Some Properties of Quasi-convex Functions
In this paragraph we describe the class of quasi-convex functions. Lemma 1.1. Let ϕ ∈ Φ. Then the following conditions are equivalent:
is fulfilled for any t 1 and t 2 provided that t 1 < t 2 ; (iii) there is a constant c 2 > 0 such that
(iv) there are positive ε and c 3 such that
for any locally summable function f and an arbitrary ball B.
Proof. For the equivalency of the conditions (i) and (ii) see [3] , Lemma 1.1.1. We shall prove that the conditions (i) and (iii) are equivalent. Indeed, if the function ϕ is quasi-convex, then for some convex function ω and constant
, which means the quasi-convexity of the function ϕ. Now we shall show that (i)⇔(iv). The condition (i) implies that there is a convex function ω such that for some c > 0
The function ω is convex and ϕ(t) ≤ ω(t). Therefore we have (see Lemmas 2.1 and 2.2 from [16] )
provided that cε < 1. We have thereby proved the implication (i)⇒(iv). Let us now assume that the condition (iv) holds. By the Young inequality we have for s < t
Hence we obtain
which means the fulfilment of (ii) and, accordingly, of (i). The equivalency of the conditions (i) and (v) is proved as in [3] , Lemma 1.1.1.
Corollary 1.1. For a quasi-convex function ϕ we have the estimates
where the constant c does not depend on t.
Then there is a constant ε > 0 such that for an arbitrary t > 0 the following inequalities are fulfilled:
Proof. The right-hand inequality of (1.5) is contained in Lemma 1.1. Further, the convexity of the function ϕ implies
while by Lemma 1.1 the quasi-convexity of the function ϕ implies
for some c > 0. Therefore, choosing ε > 0 such that cε < 1, we obtain
thereby proving the left-hand inequality of (1.6). Next, by virtue of the Young inequality
Analogously, we obtain
thereby also proving the right-hand sides of inequalities (1.5) and (1.6).
Then the following conditions are equaivalent:
( 1.7) (iv) there is a constant c > 0 such that for any t we have
Proof. The equivalency of the conditions (i), (iii) and (iv) is proved in [3] (Theorem 1.2.1). It remains for us to assume that each of these conditions is equivalent to the condition (ii). We shall show that (ii)⇔(iii). Assume that (iii) holds. Then
Let now ϕ(2t) ≤ c 1 ϕ(t) for some constant c 1 and an arbitrary t > 0.
Since ϕ is quasi-convex, then by Lemma 1.1
for some c > 0 and any t > 0.
For the constant a 1 with the condition 2a 1 > c 1 we have
Further, We begin by presenting two results to be used in our further reasoning. The first of them describes the class of those functions ϕ from Φ for which a strong type inequality is fulfilled in the nonweighted case.
Theorem A. Let ϕ ∈ Φ, µE > 0. Then the conditions below are equivalent:
holds for an arbitrary µ-measurable function f with the condition supp f ⊂ E and with the constant c not depending on f ; (ii) ϕ α is quasi-convex for some α, 0 < α < 1. For E = X the proof of Theorem A is given in [4] . In the general case the proof is nearly the same and we therefore leave it out.
Theorem B. Let ϕ ∈ Φ. Then the conditions below are equivalent:
is fulfilled for any λ > 0 and locally summable function f : X → R 1 ; (ii) there are positive constants ε and c 2 such that the inequality
is fulfilled for any ball B and positive number λ; (iii) there is a positive constant c 3 such that the inequality
is fulfilled for any ball B and nonnegative measurable locally summable function f with the condition supp f ⊂ B. Theorem B is the particular case of Theorem 5.1 from [16] 
, where δ 0 is the Dirac measure supported at the origin. Now we shall prove several lemmas on which the proof of Theorem I rests.
Lemma 2.1. If condition (2.2) is fulfilled for ϕ from Φ and the weight function w, then the function ϕ is quasi-convex and w ∈ A s for an arbitrary s > p(ϕ) where p(ϕ) is defined by (0.6).
Proof. We shall show in the first place that in the conditions of the theorem ϕ is quasi-convex. Let E = { 1 k < w(x) < k} be such that the set has a positive µ-measure. Choose a ball such that µB ∩ E > 0. From (2.2) we have
which means that there are positive numbers ε 1 and c 2 such that we have
for any λ > 0. By virtue of Lemma 1.1 the latter inequality is equivalent to the quasi-convexity of ϕ.
The definition of the number p(ϕ) implies that the function ϕ α p(ϕ) is not quasi-convex for anyone of α ∈ (0, 1). Therefore, according to Lemma 1.2, for an arbitrary a > 1 there exists a t > 0 such that
or, which is the same thing,
Let B be an arbitrary ball and E be its any µ-measurable subset. Using the Young inequality and condition (2.2), we obtain .
This means (see [21] ) that w ∈ A s for an arbitrary s > p(ϕ) when p(ϕ) > 1 and w ∈ A 1 when p(ϕ) = 1.
Lemma 2.2. Let condition (2.2) be fulfilled and ϕ ∈ ∆ 2 . If
then the function ψ(tw) ∈ A ∞ uniformly with respect to t, t > 0.
Proof. Let B be an arbitrary ball and E be its any µ-measurable subset.
The convexity of the function ϕ implies that
t increases. Using this fact and the condition ϕ ∈ ∆ 2 , from (2.2) we obtain
where c does not depend on λ, B and E.
From the expression for t and the Young inequality we obtain
Hence we conclude that
The condition ϕ ∈ ∆ 2 implies that (see [3] , Lemma 1.3.2) 
holds, where the constant c does not depend on t.
We set
Since the function ϕ is convex, ψ 0 will be convex, too. Therefore
Substituting t = λ ϕ0(λ) µB wB into (2.10) and making use of (2.11), we obtain
Let s be such that for a given λ
Then by virtue of (1.5) and the condition ϕ ∈ ∆ 2 we have
Now from (2.13) and (2.12) we conclude that
Thus (2.2) holds, where ϕ is replaced by the convex function ϕ 0 . Now it remains for us to show that p(ϕ) > p(ϕ 0 ). First, we shall prove that there are constants c 1 and c 2 such that
(2.15)
Using (1.5), (1.6) and the Young inequality, on the one hand, we have
.
Hence we conclude that
On the other hand, Proof of Theorem I. First, we shall prove that (ii)⇒(i). By virtue of the A pcondition there is a p 1 < p(ϕ) such that w ∈ A p1 . On the other hand, the definition of p(ϕ) implies that the function ϕ 1 p 1 is quasi-convex. Applying the definition of quasi-convexity, the Jensen inequality and the fact that the
This implies
Next we shall show that (i)⇒(ii). Choose k > 0 such that the set E = {k −1 ≤ w(x) ≤ k} have a positive measure. Then from the condition (i) it follows that
for an arbitrary f provided that supp f ⊂ E. By Theorem A hence we conclude that ϕ α is quasi-convex for some α, 0 < α < 1. Now let us prove that w ∈ A p(ϕ) . The condition (i) implies that inequality (2.2) is fulfilled. Applying Lemma 2.3, we arrive at the existence of a convex function ϕ 0 such that
where the constant c 2 does not depend on λ and the ball B and, besides, p(ϕ) > p(ϕ 0 ) > 1. But in that case, according to Lemma 2.1, the function w ∈ A s for any s > p(ϕ 0 ) and therefore w ∈ A p(ϕ) . Finally, we wish to make some useful remarks.
Proposition 2.4. Either of conditions (2.1) and (2.2) is equivalent to the fact that the function ϕ is quasi-convex and w ∈ A p(ϕ) .
Proof. The fact that the condition w ∈ A p(ϕ) implies (2.2) (and, accordingly, 2.1) can be proved directly.
Let w ∈ A p(ϕ) and p(ϕ) > 
From the latter estimate, inequality (1.5) and the condition w ∈ A p1 we derive {x: The implication (ii)⇒(iii) is obtained as follows. In Proposition 2.4 it was actually proved that (ii)⇒(2.2). By Lemma 2.4 it follows from (2.2) that w ∈ A p(ϕ) . The reverse statement was shown in proving Proposition 2.4. Now we proceed to proving Theorem III. The proof will be based on the following propositions.
Proof. It is easy to show that (i)⇒(ii

Proposition 2.6. Let ϕ ∈ Φ. Then the statements below are equivalent: (i) there is a constant c such that the inequality
is fulfilled for any µ-measurable function f : X → R 1 and an arbitrary λ > 0;
(ii) the function ϕ is quasi-convex and there are positive constants ε > 0 and c 1 
Since the proof of this proposition repeats that of Theorem 5.1 from [16] , we leave it out.
If in Proposition 2.6 we replace ϕ by ϕ and take into account that ≈ ϕ ∼ ϕ for a quasi-convex function ϕ (see Lemma 1.1), then by Proposition 2.5 we conclude that the following proposition is valid. 
is fulfilled for any λ > 0 and µ-measurable function f : X → R 1 ; (ii) there is a constant c 2 > 0 such that the inequality
is fulfilled for an arbitrary λ > 0;
(iii) the function ϕ is quasi-convex and there are positive numbers ε and c 3 such that Proof of Theorem III. First, we shall prove the implication (i)⇒(iii). From the condition (i) we obtain a weak type inequality. Moreover, the same condition implies that ϕ α is quasi-convex. Indeed, the condition (i) implies that the inequality
is fulfilled on the set E = { 1 k < w(x) < k} where k is a number such that µE > 0. Therefore on account of Theorem A the function ϕ α is quasiconvex for some α, 0 < α < 1. Further by Lemma 1.2 the quasi-convexity of ϕ α (0 < α < 1) implies ϕ ∈ ∆ 2 . Now by Proposition 2.6 from (i) we conclude that (iii) is valid.
The implication (iii)⇒(iv) follows from Proposition 2.5. We shall prove the validity of the implication (iv)⇒(i). By virtue of Lemma 2.1 the condition (iv) implies w ∈ A ∞ . Now we shall use the method developed in [25] .
Let B k j and E k j (j ∈ N , k ∈ Z) be respectively balls and sets from Lemma 2 of [2] . We set
Applying the above-mentioned lemma, we obtain
Now in the condition (iv) we set
and use the resulting inequality to estimate the right-hand side of (2.20). This leads us to the estimates
On the other hand, the function ϕ α is quasi-convex for some α ∈ (0, 1) and w ∈ A ∞ . The latter condition implies that w satisfies the doubling condition. Therefore we are able to apply Theorem A to the right-hand side of the above inequality. As a result, we conclude that = 1, 2, . . . , n. For θ, 1 < θ < ∞, and x ∈ X we set
Let Mf = (Mf 1 , Mf 2 , . . . , Mf n , . . . ) .
The proof of Theorem II will be based on some auxiliary results to be discussed below. (i) there is a constant c > 0 such that the inequality
is fulfilled for any vector-function f ;
To prove the theorem we need the following lemmas: 
Proof. This lemma is well-known for classical maximal functions and so we give its proof just for the sake of completeness of our discussion. As can be easily verified, for any nonnegative locally summable function ϕ we have the estimate
where c does not depend on the ball B.
The proof is completed by applying Marcinkiewicz' interpolation theorem. 
for all λ > 0 and vector-functions f ;
(ii) the function ϕ is quasi-convex and ϕ ∈ ∆ 2 .
Proof. The quasi-convexity follows from (3.5) by virtue of Lemma 2.1. We shall prove that ϕ ∈ ∆ 2 . Let x 0 ∈ X and µ{x} > 0. We set r 0 = 1 and
where the constant b is taken from the doubling condition of the measure µ. Obviously, by the definition of numbers r k we shall have
Let us define the vector-function f = (f 1 , . . . , f n , . . . ) where
with the constant c taken from the condition (i). Obviously,
At the same time, for any x ∈ B(x 0 , r j ), (j = 1, 2, . . . ), we have on account of (3.6)
for an arbitrary x ∈ B(x 0 , r k ). Next set λ = 2t in (3.5). By (3.7) we obtain the estimate
The implication (ii)⇒(i) can be proved by the arguments used in proving Theorem 1.3.1 from [3] .
Proof of Theorem II. The necessary condition for the function ϕ α to be quasi-convex for some α, 0 < α < 1, and w ∈ A p(ϕ) follows from the scalar case (Theorem I).
Assume that these conditions are fulfilled. Then there is an ε > 0 such that w ∈ A p(ϕ)−ε . The definition of the number p(ϕ) implies that there is a p 0 such that p(ϕ) − ε < p 0 < p(ϕ) and the function ϕ 
On the other hand, since w ∈ A p 1 , by Theorem 3.1 we obtain 
We start with an extension of Theorem B. The following statement is in fact the sharpening of Theorem 5.1 from [16] for maximal functions in the case θ(u) ≡ u, dβ ≡ wdµ ⊗ δ 0 . 
is fulfilled for any λ > 0 and locally summable function f : X → R 1 ; (ii) there is a positive constant ε such that
Proof. Since in the proof of Theorem 5.1 the quasi-convexity of ϕγ was used only to show that the implication (i)⇒(ii) is valid, now it is sufficient to prove this implication by our weakened assumptions. Let B be a fixed ball and
with ε to be specified later.
In our notation we have Choose ε so small that 2c 1 c 2 ε < 1. By Corollaries 1.1 and 1.2 and the definition of g we obtain, from the above inequality, the estimate I ≤ ϕ(s)wB + cεI. Passing here to the limit as k → ∞, we derive the desired inequality (ii).
In the same manner we can generalize Theorem 5.1 from [16] to its full extent. Proof of Theorem IV. Let λ > 0 and
Let further (B j ) j be a sequence from Proposition 4.1. We set G λ = X\Ω λ and introduce the notation f 1 = f χ G λ = (f 1 χ G λ , . . . , f n χ G λ , . . . ), f 2 = f χ Ω . Condition (0.9) readily implies that w ∈ A ∞ and therefore w ∈ A p for some p > 1. Let a number p be chosen so that the function Now, from (4.3), (4.5), (4.10), (4.11) we obtain the validity of the desired inequality.
