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In this paper, we study the problem of the nonparametric estimation of the marginal density
f of a class of continuous time processes. To this aim, we use a projection estimator and deal
with the integrated mean square risk. Under Castellana and Leadbetter’s condition (Stoch.
Proc. Appl. 21 (1986) 179), we show that our estimator reaches a parametric rate of
convergence and coincides with the projection of the local time estimator. Discussions about
the optimality of this condition are provided. We also deal with sampling schemes and the
corresponding discretized processes.
r 2005 Elsevier B.V. All rights reserved.
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1.1. The problem and the framework
Consider a weakly stationary process X ¼ ðX t; t 2 RÞ observed either in
continuous time for t varying in ½0; T  or in discrete time for t ¼ t1; . . . ; tn andsee front matter r 2005 Elsevier B.V. All rights reserved.
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measure.
In this paper, we are interested in the problem of giving nonasymptotic risk
bounds in terms of the L2-integrated risk for an estimator f^ of f. Namely we study
Ekf^  f k2 where khk ¼ ðR
A
h2ðxÞdxÞ1=2 is the L2ðAÞ-norm and A is a compact set. We
will consider both the process ðX t; t 2 RÞ observed continuously over the time
interval ½0; T  and the process X ¼ ðX t; t 2 RÞ observed at sampling instants
dn; 2dn; . . . ; ndn where dn ! 0 and Tn ¼ ndn !1: Then we construct the discrete
time process ðX ti Þ1pipn by setting ti ¼ idn for 1pipn: In all the sequel, we denote by
f ðXs;XtÞ the bivariate density of ðX s; X tÞ: Moreover we will suppose throughout this
paper that the process X belongs to the class X deﬁned as follows:
Deﬁnition 1. We deﬁne X as the class of real processes X with common marginal
density f with respect to Lebesgue measure on R and such that the joint density of
ðX s; X tÞ exists for all sat; is measurable and satisﬁes f ðXs;XtÞ ¼ f ðXt;X sÞ ¼ f ðX0;X tsÞ
and is denoted by f jtsj for all s; t 2 R: We also denote by gu; gu ¼ f u  f  f where
ðf  f Þðx; yÞ ¼ f ðxÞf ðyÞ:
If X is assumed to belong to X; then it is weakly stationary. In particular strict
stationarity is not required.
Historically, Castellana and Leadbetter [12] ﬁrst introduced, in the context of
processes belonging toX; the following condition, in order to exhibit a particular order
for the rate of convergence of the quadratic risk of a nonparametric estimator of f:
CL. u 7!kguk1 is integrable on 0;1½ and guð; Þ is continuous at ðx; xÞ for each
u40:
In the following, we use a slightly different condition:
WCL. There exists a positive integrable function kðÞ (deﬁned on R) such that
8x 2 R; sup
y2R
Z þ1
0
jgtðx; yÞjdtpkðxÞ:
If X is restricted to a compact set, then condition CL entails WCL. Condition
WCL is in the spirit of Leblanc [31], who imposes in addition that kðÞ is bounded,
and shows that this condition is satisﬁed for a wide class of diffusion processes. Note
also that Assumption WCL does not impose continuity either and does not require
gtðx; yÞ to be integrable for all x; y 2 R:
1.2. Some bibliographic remarks
The problem of estimating the marginal density of a continuous time process has
been mainly studied using kernel estimators by Banon [1], Banon and N’Guyen [2],
N’Gyen [33], and Bosq [9]. Under some mixing conditions, their pointwise non-
integrated L2-risk (namely E½ðf^nðxÞ  fnðxÞÞ2 if f^n denotes their estimator), reaches
the standard rate of convergence T2s=ð2sþ1Þ when f belongs to the Ho¨lder class Cs
and s is known, and these rates are minimax in their context. Castellana and
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described by CL, that the nonintegrated quadratic risk of kernel estimators can reach
the parametric rate T1: To be more precise, they enlightened the fact that if the
distribution of ðX 0; X tÞ is not too close to a singular distribution for jtj small, then
the pointwise quadratic risk of the kernel density estimator can reach the ‘‘full rate’’:
T1: In fact this can be explained as follows: local irregularities of the sample paths
provide some additional information to the statistician.
The work of Castellana and Leadbetter led to a lot of works concerning the
problem of estimating the common marginal distribution of a continuous time
process. We refer to Bosq [8,10], Cheze-Payaud [13], Kutoyants [28], and Blanke [6],
among others, for results of this kind and various examples. Kutoyants [29], in the
case of diffusion processes, and Bosq and Davydov [11], in a more general context,
have given an alternative to the kernel density estimator, by studying the local time
density estimator which has the advantage to be an unbiased estimator of the
density. In particular, Bosq and Davydov [11] have studied its properties and showed
that the mean square error reaches the ‘‘full rate’’ T1; under slightly weaker
assumptions than Condition CL. Concerning now the study of the integrated risk,
Leblanc [31] built a wavelet estimator of f when f belongs to some general
Besov space and proved that its Lp-integrated risk converges at rate T
1 as well,
provided that the process is geometrically strong mixing, still under a condition
like CL. In this paper, we build a projection estimator for which we show that
its L2-integrated risk attains the parametric rate T
1 under WCL, but without any
additional mixing condition. This rate is achieved without knowing the regularity of
f. Moreover, we provide counter-examples in order to prove that this rate cannot be
attained if some parts of WCL are not fulﬁlled. However, if data are collected using a
sampling scheme, one may ask if some optimal sampling schemes allow to keep
parametric rates. Various schemes have been already proposed such as deterministic
or randomized ones, see e.g., Masry [32] or Prakasa Rao [35]. In this paper, we
consider some discretization schemes in accordance with the sample paths properties
of the underlying process. Speciﬁcally we suppose that the statistician may dispose of
frequent observations during a long time. We explore what kind of sampling schemes
allow to recover the parametric rate and what is the inﬂuence of the sample step on
the rate when we consider an adaptive procedure.
1.3. Outline of the paper
Since our study involves several technical conditions, we start by a general
description of our results.
The ﬁrst part of the work is devoted to the estimation of the density of the process
when using continuous time observations. All the tools are available from the
literature, in order to prove that the local time estimator, precisely deﬁned below and
denoted by f^ ; satisﬁes, under WCL and some other additional conditions:
Ekf^  f k2p 2
T
Z
kðxÞdx:
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The present paper states and improves this result in several directions. Indeed, the
local time estimator may be uneasy to compute so that it is natural to look for more
realistic continuous time estimators. We show, and this is both simple and new, that
the projection f^ S of f^ on a ﬁnite dimensional linear sub-space S of L
2ðAÞ coincides
with the minimum contrast estimator associated to the projection contrast
gT ðhÞ ¼ khk2 
2
T
Z T
0
hðX sÞds;
for h a function belonging to S. This result allows to check, by using the known
properties of the local time estimator f^ ; that f^ S keeps the super optimal rate T
1
when considering some standard ﬁnite dimensional functional spaces (trigonometric
polynomials, piecewise polynomials, wavelets) with large enough dimension and as
soon as the function to be estimated belongs to some class of regularity (described by
Besov spaces). Another consequence of this result is that by considering directly the
projection estimator, we can give a self-contained (namely, without using the local
time estimator nor any of the results previously obtained for it) and quite simple
proof of the super optimal rate of f^ S; under lighter conditions.
The second part of the work is concerned with discrete time observation of the
continuous time process. First, we study the links that can be found between WCL,
the condition for obtaining super optimal rates in continuous time, and the standard
condition for obtaining standard rates in discrete time, namely a mixing condition.
For this purpose, WCL is decomposed into a local irregularity condition WCL1 plus
an asymptotic independence condition WCL2. Secondly, it follows from the ﬁrst
part of the work that it is natural to consider the minimum projection contrast
estimator based on the discrete time sample. Then we illustrate that the standard
discrete time results and rates can be generalized to arbitrary sample step, but do not
lead to super optimal rates. The point then is to ﬁnd what kind of conditions are
required in order to replace WCL in discrete time. Such conditions are exhibited and
discussed.
The last part of the work is devoted to the illustration of those conditions. Since
they are quite technical, some examples of processes satisfying them are given, in
classes of general Markov processes or more speciﬁcally among diffusion processes.
The sharpness of condition WCL (namely of both WCL1 and WCL2) is also studied
and counter-examples are provided in cases where either WCL1 or WCL2 is
violated. Most of those examples and counter-examples are new and help to
understand the meaning and the nonemptiness of some technical assumptions.
The paper is organized as follows. In Section 2, we exhibit the link between the
local time estimator and our projection estimator. We explain how the rate of the
integrated mean square risk of our projection estimator can be either deduced from
the results concerning the local time estimator, or directly proved. Section 3 concerns
discretely observed processes and the conditions required to keep parametric rates.
Section 4 is devoted to some examples of Markov processes satisfying assumption
WCL and to the study of the optimality of WCL. Detailed proofs of our results are
postponed to Section 5.
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2.1. The local time estimator
The role of the local time in density estimation has been noticed by N’Guyen
and Pham [34] and also by Doukhan and Leon [21]. Later Kutoyants has
studied an unbiased estimator based on the local time when the observed
process is a stationary diffusion process, whereas a more general context
was studied in Bosq [8] and also in Bosq and Davydov [11]. Let us recall the
deﬁnition of this estimator. First, if X is observed over ½0; T ; its occupation measure
nT is deﬁned by
nT ðBÞ ¼
Z T
0
1BðX tÞdt; B 2 BR;
where BR denotes the s-algebra of Borel sets in R: If nT is a.s. absolutely continuous
with respect to Lebesgue measure l; then a local time for X is deﬁned as a measurable
random function lT ðx;oÞ such that lT ð;oÞ is a version of dnT=dl for almost all o in
O: In the following ‘‘a.s.’’ is omitted and we use the notation lT ðxÞ instead of lT ðx;oÞ:
Obviously the problem of the existence of the local time arises. We refer to Geman
and Horowitz [24,25] for existence criteria. However it is more convenient to work
with the conditions introduced in Bosq and Davydov [11] even if they are slightly
stronger; namely,
A1. The function ððs; tÞ; ðx; yÞÞ 7! f jtsjðx; yÞ is deﬁned and measurable over ðDc \
½0; T 2Þ  U where U is an open neighborhood of D ¼ fðx; xÞ; x 2 Rg:
A2. The function F T ðx; yÞ ¼
R
½0;T 2 f ðX s;X tÞðx; yÞdsdt is ﬁnite in a neighborhood of D
and is continuous at each point of D for all T.
Remark 1. It is noteworthy that A1 together with A2 entail the existence of a square
integrable local time (see [11]). Furthermore it is useful to notice that if we
assume that
A3. guð; Þ is continuous at ðx; xÞ for each u40;
in addition of WCL, then A1 and A2 hold.
Since lT is the density of nT it is natural to deﬁne a density estimator by setting
f^ ðxÞ ¼ lT ðxÞ
T
; x 2 R: (2.1)
This estimator is called the local time density estimator. It is shown in Bosq and
Davydov [11] that f^ is an unbiased density estimator which reaches the so-called
parametric rate T1: Indeed, according to Corollary 5.2 in Bosq and Davydov [11], if
X belongs to X and A1 and A2 hold, then
Varð f^ ðxÞÞ ¼ 2
T
Z T
0
1 u
T
 
guðx; xÞdu; x 2 R: (2.2)
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fact that a kernel estimator is introduced to approximate the local time (see
Proposition 5.1 in Bosq and Davydov [11]). Using (2.2) together with the fact that f^
is an unbiased density estimator, we get that
Ekf^  f k2p 2
T
Z
R
kðxÞdx; (2.3)
provided that WCL and A3 hold.
2.2. Projection of the local time estimator
Let S be a linear subspace of L2ðAÞ with dimension D, let PS denote the
orthogonal projection (in the L2-sense) on S and let ðjj;DÞ1pjpD be an orthonormal
basis of S. Assume that X is a continuous time process admitting a local time. Then
for any measurable function h,Z T
0
hðX tÞdt ¼
Z
R
hðxÞlT ðxÞdx:
It follows that the projection on S of f^ ; denoted by PSf^ ¼ f^ S satisﬁes f^ S ¼PD
j¼1 a^j;Djj;D and since f^  f^ S is orthogonal to S,
a^j;D ¼ h f^ ;jj;Di ¼
1
T
Z
A
lT ðxÞjj;DðxÞdx ¼
1
T
Z T
0
jj;DðX sÞds:
It appears that f^ S coincides with the minimum contrast estimator associated with the
contrast function:
gT ðhÞ ¼ khk2 
2
T
Z T
0
hðX sÞds:
This is a new result which allows to consider the local time estimator in a quite
different way. To be more precise, we have that
f^ S ¼ Argmin
h2S
gT ðhÞ: (2.4)
Notice that f^ S is an unbiased estimator of f S ¼ PSf ; the orthogonal projection of f
on S. As a consequence by using Pythagoras Theorem,
Ekf^ S  f k2 ¼ kf  f Sk2 þ EkPSðf^  f Þk2 (2.5)
as soon as the local time is square integrable. Therefore since EkPSðf^  f Þk2pEkf^ 
f k2; it follows from (2.3) and (2.5) that under WCL and A3,
Ekf^ S  f k2pkf  f Sk2 þ
2
T
Z
R
kðxÞdx: (2.6)
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in a straightforward way.2.3. Application to Besov spaces
The order of the bias term, kf  f Sk; which appears in inequality (2.6) is usually
given by classical theorems of approximation theory, and three examples of linear
subspaces S of L2ðAÞ with dimension D are standardly developed to make this order
precise. Let us recall them.Tr. Trigonometric spaces: S is generated by 1, cosð2pjxÞ; sinð2pjxÞ for j ¼ 1; . . . ; m;
A ¼ ½0; 1 and D ¼ 2m þ 1:P. Regular piecewise polynomial spaces: S is generated by r polynomials of degree
less or equal to r  1 on each of the m subintervals of equal length of A (e.g.,
intervals ½ðj  1Þ=m; j=m; for j ¼ 1; . . . ; m when A ¼ ½0; 1), D ¼ rm:W. Dyadic wavelet generated spaces with regularity r  1; as described e.g., in
Donoho and Johnstone [19].For a precise description of those spaces and their properties, we refer also to Birge´
and Massart [4]. The quantity kf  f Sk is known to be of order Da provided that f
belongs to some Besov space Ba;2;1ðAÞ with norm denoted by j:ja;2 (see DeVore and
Lorentz [18, Chapter 2, Section 7], for the deﬁnition of these spaces and the
associated norms) and S is a regular model Tr, P or W. This consideration together
with (2.6) leads to the following result.
Proposition 2. Consider a model S in Tr, P or W with dimension D and with r4a40:
Assume that the continuous time process X ¼ ðX tÞt2½0;T  belongs to the class X: In
addition assume that WCL and A3 hold and let L40: Then the estimator f^ S ¼ PSf^ of
f defined by (2.4) satisfies
sup
f2Ba;2;1ðLÞ
Ekf  f^ Sk2pCða; LÞD2a þ
2
T
Z
R
kðxÞdx; (2.7)
where Ba;2;1ðLÞ ¼ fh 2 Ba;2;1ðAÞ; jhja;2pLg; Cða; LÞ is a constant depending only on a
and L.
From this result it appears that if the dimension of S is great enough then the
integrated quadratic risk of f^ S reaches the parametric rate: T
1: For instance if we
consider a model S in Tr, P or W with dimension D ¼ ½T  and if f belongs to some
Besov space Ba;2;1ðAÞ with 1=2oaor; then
sup
f2Ba;2;1ðLÞ
Ekf  f^Sk2p Cða; LÞ þ 2
Z
kðxÞdx
 
=T ; (2.8)
as soon as X belongs to X and satisﬁes WCL and A3. The important point here is
that, as soon as a41=2; D can be chosen independently of a:
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depend on the regularity of f is not necessary provided that a local assumption on the
irregularity of the sample paths is fulﬁlled. More generally, if f belongs to some
Besov space Ba;2;1ðAÞ; then the integrated L2-risk of our projection estimator
reaches the full rate T1 whatever a40 provided that the dimension of the
projection space is great enough (½eT  suits, even if it is not realistic from a practical
point of view, but is independent of a; contrary to ½T1=2a; which would be the right
choice if a were known). This is not really surprising if we compare with what
happens when kernel density estimators are considered: it amounts in that case to
make the bandwidth as small as possible.2.4. The direct study of the projection estimator
We want to emphasize here that it is possible to obtain straightforwardly
inequality (2.6) without using any property of the local time estimator nor any
reference to kernel estimators. We will see in particular, that condition A3 is not
necessary to get the parametric rate T1: On the other hand, we cannot deal with all
types of bases simultaneously. Indeed, to deal with the variance term in
decomposition (2.5), i.e., Ekf^ S  f Sk2; a localization constraint on the basis of S is
required:
A4. Let jD :¼ðjl;DÞl2L be an L2-orthonormal basis of S with dimðSÞ ¼ D: Then
there exists a ﬁnite constant Cj not depending on D but only on the structure of the
basis such that
sup
x2A
Z
A
X
l2L
jl;DðxÞjl;DðyÞ
					
					dypCj:
Note that A4 is satisﬁed by the Haar basis and more generally we can check that:
Proposition 3. The spaces W and P satisfy assumption A4.
The proof of Proposition 3 is straightforward and is therefore omitted. We only
indicate that to check that the spaces P satisfy assumption A4, we use Eq. (8) in Birge´
and Massart [4].
Note also that this localization constraint excludes the trigonometric polynomial
spaces for which a direct result would also be easy to prove, as it would be the case
for any space generated by orthonormal functions not depending on the dimension
D of the space, i.e., such that jj;D ¼ jj : In that case A4 is not required even in a
direct computation but some other regularity conditions for the kernel qT ðx; yÞ ¼R T
0 ð1 u=TÞguðx; yÞdu must be imposed instead.
To see how to study the variance term in (2.5), let us ﬁrst deﬁne the following
centered empirical process: for any function h, let
nT ðhÞ ¼ 1
T
Z T
0
½hðX sÞ  hf ; hids; where hf ; hi ¼
Z
f ðxÞhðxÞdx:
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PD
j¼1 Eða^j;D  hf ;jj;DiÞ2; a^j;D  hf ;jj;Di ¼ nT ðjj;DÞ and nT ðf^ S 
f SÞ ¼
PD
j¼1ða^j;D  hf ;jj;DiÞnT ðjj;DÞ; we get that Ekf^ S  f Sk2 ¼
PD
j¼1 EðnT ðjj;DÞÞ2 ¼
EðnT ðf^ S  f SÞÞ: It follows that
Eðkf^ S  f k2Þ ¼ kf  f Sk2 þ
XD
j¼1
EððnT Þ2ðjj;DÞÞ
¼ kf  f Sk2 þ EðnT ðf^ S  f SÞÞ: ð2:9Þ
Then from weak stationarity, we have
Ekf^ S  f Sk2 ¼
1
T2
XD
j¼1
Var
Z T
0
jj;DðX sÞds
 
¼ 1
T2
XD
j¼1
Z T
0
Z T
0
covðjj;DðX sÞ;jj;DðX uÞÞdsdu
¼ 2
T2
XD
j¼1
Z
A
Z
A
jj;DðxÞjj;DðyÞ

Z T
0
ðT  vÞð f vðx; yÞ  f ðxÞ f ðyÞÞdv
 
dxdy: ð2:10Þ
Therefore using WCL and A4, we derive that
Ekf^ S  f Sk2p
2
T
Z
A
Z
A
XD
j¼1
jj;DðxÞjj;DðyÞ
					
					kðxÞdxdyp 2CjT
Z
A
kðxÞdx:
This leads to the following result:
Proposition 4. Consider a linear subspace S of L2ðAÞ with dimension D and satisfying
A4. Assume that the continuous time process X ¼ ðX tÞt2½0;T  belongs to the class X and
that WCL holds. Then the estimator f^ S defined by (2.4) satisfies
Eðkf^ S  f k2Þpkf  f Sk2 þ
CjkA
T
; (2.11)
where Cj is defined in A4, kA ¼ 2
R
A
kðxÞdx and kðÞ is defined in WCL.
Note that compared to Section 2.2 we do not need to assume the continuity of
guð; Þ at ðx; xÞ for each u40: Indeed to obtain the bound given by (2.11), the study
of the variance term is direct and does not use any preliminary study of the local time
estimator, which is rather tedious and requires the use of kernel estimators to
approximate the local time.3. Rates for discretized processes
In continuous time, data are often collected by using a sampling scheme. In light
of the results of Section 2, it appears that building a discretized projection estimator
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time estimator. For that purpose, we consider the following contrast function
associated to the observed process ðX kdn Þ1pkpn:
gdnðhÞ ¼
1
n
Xn
i¼1
½khk2  2hðX idn Þ:
Then we deﬁne our discretized projection estimator of f as follows:
f^
d
S ¼ Argmin
h2S
gdn ðhÞ: (3.1)
By introducing the discretized empirical centered process
ndnðhÞ ¼
1
n
Xn
i¼1
½hðX idnÞ  h f ; hi; (3.2)
and by proceeding as in the continuous time case, it is easy to see that
Eðkf^ dS  f k2Þ ¼ kf  f Sk2 þ Eðkf^
d
S  f Sk2Þ
¼ kf  f Sk2 þ
XD
j¼1
EððndnÞ2ðjj;DÞÞ:
3.1. Mixing assumptions and links with WCL
At this point, it is useful to note that Assumption WCL contains both a local
irregularity condition and an asymptotic independence condition, respectively, for
some u040;
WCL1. There exists a positive integrable function kðÞ deﬁned on R such that,
8x 2 R; supy2R
R u0
0
jgtðx; yÞjdtpkðxÞ;
and
WCL2. There exists a positive integrable function kðÞ deﬁned on R such that,
8x 2 R; supy2R
Rþ1
u0
jgtðx; yÞjdtpkðxÞ:
This is illustrated in Section 4. Condition WCL1 means that the information
provided by ðX 0; X tÞ and X 0 respectively, differs signiﬁcantly even if t is small. In
addition, as noticed by Bosq [8], Section 4, it also means that sample paths are not
smooth.
In some situations (see Theorem 7), we will use the classical absolute
regular coefﬁcient, b; which quantiﬁes the degree of inner dependence
of the continuous (or discrete) time process X and which is standardly deﬁned
as follows.
Deﬁnition 5. Let PUV be the unique probability measure on ðO O;UVÞ
characterized by PUVðU  V Þ ¼ PðU \ V Þ: We denote by PU and PV the
ARTICLE IN PRESS
F. Comte, F. Merleve`de / Stochastic Processes and their Applications 115 (2005) 797–826 807restriction of the probability measure P to U and V; respectively. The b-mixing (or
absolute regular) coefﬁcient bðU;VÞ of Rozanov and Volkonskii [37] is
deﬁned by
bðU;VÞ ¼ supfjPUVðCÞ  PU  PVðCÞj : C 2 UVg: (3.3)
Deﬁnition 6. Let Fvu be the s-algebra of events generated by the random variables
fX t; uptpvg: In the case of discrete time processes, u; t; v are taken in a discrete set.
A process fX tgt2R ðor ZÞ is said to be absolutely regular or b-mixing if
bu :¼ sup
t2Rþðor NÞ
bðFt1;Fþ1uþt Þ ! 0 as u !1: (3.4)
Moreover the process is said to be arithmetically b-mixing with rate y if there exists
some y40 such that bupð1þ uÞð1þyÞ for all u in N or Rþ: Similarly it will be said
geometrically b-mixing with rate y if there exists some y40 such that bupeyu for
all u in N or Rþ:
According to (3.3), if we denote by bu the mixing coefﬁcient
bu ¼ sup
t2Rþ
bðsðX tÞ; sðX tþuÞÞ; (3.5)
where sðX sÞ is the s-algebra generated by X s; and if we suppose that the process
takes its values in a compact set A ¼ ½R; R (so that the density is compactly A-
supported) and that WCL2 holds, we successively get for all u040;Z 1
u0
bu du ¼
Z 1
u0
sup
t2Rþ
sup
B2Bð½R;R2Þ
jPX t;Xuþt ðBÞ  PXt  PX uþtðBÞjdu
¼
Z 1
u0
sup
B2Bð½R;R2Þ
Z
B
ð f uðx; yÞ  f ðxÞf ðyÞÞdxdy
				 				du
p2R
Z R
R
sup
y2R
Z 1
u0
jguðx; yÞjdu
 !
dxp2R
Z R
R
kðxÞdxo1: ð3:6Þ
Therefore in that case and since fbug is always bounded by one, WCL2 implies thatR1
0
bu du is ﬁnite. This illustrates in what sense WCL2 can be viewed as an
asymptotic independence condition. However note that WCL2 is not strong enough
to derive some properties on the sequence of absolute regular coefﬁcients ðbu; u 2
RþÞ involving the whole past and/or the whole future of the process, which are
needed for instance in the results established in Leblanc [31]. Imposing some
conditions on the coefﬁcients ðbu; u 2 RþÞ rather than on the coefﬁcients ðbu; u 2 RþÞ
is clearly less restrictive since processes can be b-mixing without being b-mixing.
3.2. The discrete adaptive procedure rate with small sampling step under mixing
condition
When the sampling step is ﬁxed (i.e., dn ¼ 1), several adaptive procedures have
been developed (see for instance Tribouley and Viennet [39] or Comte and Merleve`de
[14], both in the mixing case). They all aim to choose automatically the optimal
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regularity of f. The optimal rate obtained in that case is n2a=ð2aþ1Þ provided that f
belongs to some Besov space of regularity a: Moreover this rate is known to be
minimax (see [20]).
We would like here to enlighten the inﬂuence of the mesh dn of the observations on
the optimal rate of convergence. To this aim, we use the same penalization procedure
as done in Comte and Merleve`de [14]; namely, we consider the penalized estimator
~f
d ¼ f^ dSm^ with m^ ¼ Argmin
m2Mn
½gdnðf^
d
Sm
Þ þ penðmÞ; (3.7)
where ðSmÞm2Mn is a collection of spaces of the same kind as S with dimension
denoted by Dm and where pen is a penalty function that happens to be of order
Dm=n: The collection of models is assumed to satisfy the following conditions:
P1. For each m in Mn; Sm is a linear subspace of L2ðAÞ with dimension Dm and
Nn ¼ maxm2Mn Dm satisﬁes Nnpn:
P2. There exists a constant F0 such that 8m; m0 2Mn; 8h 2 Sm and h0 2 Sm0 ;
kh þ h0k1pF0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dimðSm þ Sm0 Þ
p
kh þ h0k:
P3. For any positive c,
P
m2Mn
ﬃﬃﬃﬃﬃﬃﬃ
Dm
p
ec
ﬃﬃﬃﬃﬃ
Dm
p
pSðcÞ; where SðcÞ denotes a ﬁnite
constant depending only on c.
The three examples above (Tr, P, W) fulﬁll this set of assumptions, when their
dimensions vary in the set of integers or of dyadic integers. In addition, it is
noteworthy to indicate that, according to Lemma 6 of Birge´ and Massart [5],
property P2 is equivalent to the following property of any orthonormal basis
fjl;Dmgl2Lm spanning Sm of dimension Dm;X
l2Lm
j2l;Dm


1
pF20Dm: (3.8)
Moreover in order to develop our results, we need the following notations:
Ar :¼
Z 1
0
sr2bs ds and BrðdnÞ :¼
X1
k¼0
ðk þ 1Þr2bkdn ; (3.9)
where fbt gt2R is deﬁned by (3.4) and provided the integral (or the series) is
convergent.
Theorem 7. Consider a collection of models satisfying P1–P3. Let ðX idnÞ1pipn be a
discrete time sample of the continuous time process X ¼ ðX tÞt2½0;Tn; with ndn ¼ Tn and
dn ¼ na for some 0oao1=2: Assume that X is weakly stationary with
common marginal density f with respect to Lebesgue measure on R and such that
kf k1o1: In addition assume that the process is arithmetically b-mixing with
mixing rate
y43=ð1 2aÞ: (3.10)
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d
defined by (3.7) with penðmÞ ¼ kF20B2ðdnÞDm=n; where k is a
universal constant, satisfies
Eðk ~f d  f k2Þp inf
m2Mn
3kf  f Smk2 þ Kð1þ A2ÞF20
Dm
Tn
 
þ K
0
Tn
; (3.11)
where K is a numerical constant and K 0 is a constant depending on F0; y; A2; A3 and
kf 1Ak1: Moreover the choices d1n ¼ ln2ðnÞ and penðmÞ ¼ ~kð1þ A22 ÞF20B2ðdnÞDm=n
(where ~k is a universal constant) lead also to (3.11) provided that y43:
Note that the condition y43 is the one obtained in Comte and Merleve`de [14] for
dn ¼ 1: Besides, if the mixing is geometrical then dn ¼ na for any a in 0; 1½ can be
chosen, and no condition (3.10) is required.
Theorem 7 shows that the rate obtained does not really depend on the
number of observations n but rather on the length of the interval of observations,
Tn: As soon as f is assumed to belong to some Besov spaces, Ba;2;1; then we reach
the rate T2a=ð2aþ1Þn : In fact, if no assumption on the local behavior of the sample
paths is imposed, then we are not able to improve the rate by considering more
observations.3.3. Using assumption WCL in discrete time
From the previous section, it appears that if we want the process ðX idn Þ1pipn to
reach the parametric rate of convergence, assumptions on the local behavior of the
sample paths have to be imposed. We use the following assumptions which are in the
spirit of the ones introduced in Bosq [10], Section 4.5.3, in order to specify what he
calls an admissible sampling, that is a sequence ðdnÞ such that the super optimal rate
for the mean square risk remains valid when the observations are X dn ; X 2dn ; . . . ; X ndn
with a minimal sample size n.
B1. There exists a positive integrable function MðÞ deﬁned on R such that for all
u 20; u0; 8x 2 R; supy2R f uðx; yÞpMðxÞug; g 20; 1½:
B2. There exist positive functions kðÞ and pð; Þ such that for all u 2 ½u0;1½;
8x 2 R; sup
y2R
jguðx; yÞjdupkðxÞ f ðxÞpðu; xÞ:
In addition these functions are such that there exists two conjugate exponents p; qX1
such that supu2Rþ
R
R
ppðu; xÞ f ðxÞdxo1 and R
R
kqðxÞ f ðxÞdxo1: Lastly, we assume
that
R
R
ppðu; xÞ f ðxÞdx is an ultimately decreasing function of u which satisﬁes for
u140;
R1
u1
ðR
R
ppðu; xÞ f ðxÞdxÞ1=p duo1:
If f is bounded, these assumptions imply WCL and more precisely B1
implies WCL1 and B2 implies WCL2. They are fulﬁlled by the Ornstein–
Uhlenbeck process and studied for Markov processes in Section 4.1. Note
also that if supx2Rpðu; xÞpepðuÞ; then B2 holds under the stronger but simpler
condition:
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u 2 ½u0;1½;
8x 2 R; sup
y2R
jguðx; yÞjpekðxÞepðuÞ;
where epðuÞ is a bounded and ultimately decreasing function which satisﬁes for u140;R1
u1
epðuÞduo1:
Some assumptions closely related to B1 and SB2 (but slightly stronger) are made
in Blanke and Pumo [7] where optimal discretization is discussed when kernel density
estimators and pointwise quadratic risk are considered. Another assumption than B2
allows to ﬁnd a similar order; namely,
B3. Assumption WCL2 holds and there exists u040 such that the function
guðx; yÞ ¼ f uðx; yÞ  f ðxÞ f ðyÞ is Lipschitz as a function of u, uniformly in y 2 R; that
is: there exists a positive integrable function ‘ðÞ (deﬁned on R) such that for all
u; vXu040 and x 2 R;
sup
y2R
jguðx; yÞ  gvðx; yÞjp‘ðxÞju  vj: (3.12)
Assumption B3 allows to substitute
R T
u0
jgtðx; yÞjdt for its discretized counterpart.
As an illustration, if we consider a Gaussian stationary process ðX t; t 2 RÞ with
autocovariance rðuÞ; then Condition B3 is fulﬁlled as soon as rðuÞ is a Lipschitz
function for all uXu0: Again, this holds if X is an Ornstein–Uhlenbeck process.
A property similar to P2 is also required, still equivalent to (3.8) when an
orthonormal basis is considered, which can in this simpler case be written:
A5. There exists a constant F0 independent of D such that 8h 2 S;
khk1pF0
ﬃﬃﬃﬃ
D
p
khk:
Under assumptions B1 and B2 or B1 and B3, we have the following result for a
suitably discretized continuous time process.
Proposition 8. Let S be a linear subspace of L2ðAÞ with dimension D and satisfying A4
and A5. Let ðX idn Þ1pipn be a discrete time sample of the continuous time process
X ¼ ðX tÞt2½0;Tn; with ndn ¼ Tn: Assume that X belongs to the class X such that
kf 1Ak1o1 and consider the estimator f^
d
S by (3.1) with dimðSÞ ¼ D:
(1) If B1 and B2 are fulfilled, then
Eðkf^ dS  f k2Þp kf  f Sk2 þ
F20D
n
 
þ K
Tn
; (3.13)
where F0 is defined in A5, K is a constant depending on kf 1Ak1; pð; Þ; MðÞ; kðÞ and
Cj (defined in A4),
(2) If B1 and B3 are fulfilled, then
Eðkf^ dS  f k2Þp kf  f Sk2 þ
F20D
n
 
þ 2Cj
Tn
Z
A
kðxÞdx þ Cjdn
Z
A
‘ðxÞdx:
(3.14)
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approximation theory previously mentioned lead to the following result: under the
assumptions of Proposition 8 and if S is a regular model P or W with dimension D
and with r4a40; we get, for any f 2 Ba;2;1ðLÞ with kf 1Ak1o1;
Ekf  f^ dSk2pCða; LÞD2a þ
F20D
n
þ K
Tn
þ K 00dn; (3.15)
where we recall that Ba;2;1ðLÞ ¼ fh 2 Ba;2;1; jhja;2pLg:
Remark 2. The above inequality must be compared with inequality (2.7) in
Proposition 2 and inequality (2.8) in the discussion following. From the above
result, if we choose dnpT1n and if a41=2; it appears that the parametric rate T1n
remains valid as soon as we consider a model with dimension D ¼ ½Tn: It is
noteworthy to mention that the supremum of f 1A is uniformly bounded on the
Besov ball Ba;2;1ðLÞ if a41=2: More generally, it appears from (3.15) that if D and
d1n are both great enough then the parametric rate is attained. For instance
if we take D ¼ ½eTn  and dnpeTn then we reach the full rate whatever the
regularity a of the Besov space. It follows that it is always possible to make a choice
of dn which does not depend on a: If a is known, the conditions are dnpT1=ð2aÞn and
DXT1=ð2aÞn :
Remark 3. If we add to the Assumptions of Theorem 7, Assumptions B1 and B2,
then we obtain an adaptive estimator ~f
d
associated to a penalty function penðmÞ ¼
kF20Dm=n and satisfying
Eðk ~f d  f k2Þp inf
m2Mn
3kf  f Smk2 þ KF20
Dm
n
 
þ K
0
Tn
;
where K is a numerical constant and K 0 is a constant depending on F0; y; A2; A3 and
kf 1Ak1: In any case, the rate is improved.
Consider now in addition that the mixing is geometric and dn ¼ na with a 20; 1½:
Then, if f belongs to some Besov space Ba;2;1 with 1=2oa; we ﬁnd as usual
Eðk ~f d  f k2ÞpCðjf ja;2;F0Þn2a=ð2aþ1Þ þ
K 0
Tn
: (3.16)
As a consequence, if aX1=2; then n2a=ð2aþ1Þ ¼ ðTn=dnÞ2a=ð2aþ1ÞpT1n and the super
optimal rate is also reached by the adaptive estimator, automatically and without the
a posteriori choice of D. But the procedure is more complicated than the one
involved by Proposition 8 associated to Remark 2 and requires more assumptions
(namely the geometrical mixing assumption), without any obvious gain. Never-
theless, it illustrates that the super optimal rate can be reached if the step of
observations dn is small enough (condition aX1=2). Note that this could not be
obtained for arithmetical mixing.
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4.1. Condition WCL in case of Markov processes
In this section, we consider a stationary homogeneous Markov process
X :¼ðX t; t 2 RÞ: Moreover, we assume that X belongs to the class M deﬁned as
follows:
Deﬁnition 9. We deﬁne M as the class of real stationary homogeneous Markov
processes X such that X is ergodic with a unique invariant probability measure P
having a density f ðxÞ and such that the conditional density puðx; yÞ of X u knowing
X 0 ¼ x exists.
Then obviously such a X possesses a joint density f uðx; yÞ ¼ f ðxÞpuðx; yÞ: We also
denote by Puð; Þ the probability transition associated to puð; Þ:
For Markov processes, checking WCL1 or WCL2 amounts to study, for u040
H1.
R
R
ðsupy2R
R u0
0 f ðxÞjpuðx; yÞ  f ðyÞjduÞdxo1:
H2.
R
R
ðsupy2R
Rþ1
u0
f ðxÞjpuðx; yÞ  f ðyÞjduÞdxo1:
First, as soon as the marginal density is bounded, H1 holds provided that
supy2Rpuðx; yÞpCðxÞug; with CðÞ an integrable function on R and go1:
Examples of Markov diffusion processes satisfying such an assumption
may be found for instance in Dynkin [22] or more recently in Leblanc [31],
Proposition 11. Note that for these processes, g ¼ 1=2: Besides, in that case,
assumption B1 holds as well.
Let us now turn to Assumptions H2 or B2. Several papers address the question to
describe the class of ergodic processes satisfying this assumption in terms of ‘‘simple’’
characteristics (see [31, Theorem 3] or [41]). As a consequence of the proof of
Theorem 1 in Veretennikov [41], we would like to give conditions for stationary
Markov processes to satisfy H2, in terms of assumptions on the rate of convergence
of the absolutely regular coefﬁcients. Denote ﬁrst jðlÞ ¼ E expðilX tÞ and jxðl; tÞ ¼
E expðilX tjX 0 ¼ xÞ:
Proposition 10. Assume that X :¼ðX t; t 2 RÞ is a stationary homogeneous Markov
process with absolute regular coefficient ðbuÞu2Rþ ; belonging to the class M: Moreover
assume that there exist constants g41 and p4g=ðg 1Þ such that
jjðlÞjpC1ð1þ jljÞg where C140; (4.1)
and such thatZ 1
0
b1=pu duo1: (4.2)
In addition assume that for all uXu0 and any x 2 R; there exists a nonnegative function
C2ðÞ satisfying
R
R
C2ðxÞ f ðxÞdxo1 and such that
jjxðl; uÞjpC2ðxÞð1þ jljÞg: (4.3)
ARTICLE IN PRESS
F. Comte, F. Merleve`de / Stochastic Processes and their Applications 115 (2005) 797–826 813Then we haveZ
R
Z 1
u0
sup
y2R
ðf ðxÞjpuðx; yÞ  f ðyÞjÞdudxpC3
Z 1
u0
b1=pu du; (4.4)
where C3 is a positive constant. It follows that assumption H2 holds.
Note that compared to Condition (H3) in Veretennikov [41], we need not assume
C2ðÞ to be bounded. Analogously, we can prove that
Proposition 11. Assume that X :¼ðX t; t 2 RÞ is a stationary homogeneous Markov
process with absolute regular coefficient ðbuÞu2R; belonging to the class M and
satisfying the assumptions of Proposition 10. In addition assume that the sequence
ðbuÞu2Rþ is ultimately decreasing. Then the process X satisfies assumption B2.
Example 1. Consider a homogeneous Markov diffusion process, deﬁned as a
solution of the stochastic differential equation
dX t ¼ bðX tÞdt þ sðX tÞdW t; tX0; (4.5)
where ðW t; t 2 RÞ is a Wiener process. Conditions for such an X t to satisfy
(4.1)–(4.3) are given in Veretennikov [40,41]. Note that Leblanc [31] also gives
conditions for a diffusion process to be geometrically absolutely regular (see her
conditions (6), (7) and (13)).
Example 2. Here we enlighten the fact that a diffusion Markov process does not
need to satisfy the regularity assumptions given in Veretennikov [40,41] to verify H2;
indeed, b and s are required to admit nX2 bounded continuous derivatives. With
this aim, note ﬁrst that the conclusion of Proposition 10 still holds if condition (4.2)
is replaced byZ
R
Z þ1
u0
sup
l2R
jjxðl; uÞj  jðlÞj1=p du
 !
f ðxÞdxoþ1: (4.6)
Consider now the process solution of the following stochastic differential equation
dX t ¼ ða  bX tÞdt þ s
ﬃﬃﬃﬃﬃﬃ
X t
p
dW t; tX0; (4.7)
where ðW t; t 2 RÞ is a Wiener process, a, b and s are positive numbers. Such a model
is called the Cox–Ingersoll–Ross model (see [16]) and is used in ﬁnancial
mathematics. In addition for X 0 ¼ x40; this process is known to remain almost
surely positive as soon as aXs2=2: It is clear that the square root function does not
satisfy the regularity condition mentioned above. However, by setting
LðuÞ ¼ s
2
4b
ð1 ebuÞ and zxðuÞ ¼
4xb
s2ðebu  1Þ ;
and by using the fact that
jxðl; uÞ ¼
1
1 2ilLðuÞ
 2a=s2
e
ilLðuÞzxðuÞ
12ilLðuÞ
 
and jðlÞ ¼ 1
1 2ilLðþ1Þ
 2a=s2
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and (4.3) are satisﬁed with g ¼ 2a=s2 and supx2R C2ðxÞoþ1: In addition simple
calculations lead to the fact that there exists u0 such that for all uXu0;
sup
l2R
jjxðl; uÞj  jðlÞjpKebu; where K is a positive constant:
Consequently it follows that the process fX t; t 2 Rg solution of (4.7) satisﬁes
Assumption H2 as soon as a4s2=2: Nevertheless, sðxÞ ¼ s ﬃﬃﬃxp does not admit
bounded derivatives on R:
4.2. Sharpness of condition WCL
In this section, we enlighten the fact that condition WCL is sharp in the sense that
if WCL1 or WCL2 is violated then there are continuous time processes for which our
projection estimator does not reach the parametric rate.
4.2.1. About WCL1 and the local behavior of the sample paths
The following example shows that, in some sense, making a local assumption on
the irregularity of the sample paths is necessary to obtain the super optimal rate T1:
Example 3. Let us give an example of process ðX tÞt2½0;T  belonging to the classX with
kf 1Ak1o1 and fulﬁlling WCL2 but not WCL1, and for which the estimator f^ S of f
deﬁned by (2.4) satisﬁes,
lim
T!1
TEkf  f^ Sk2 ¼ 1: (4.8)
To this aim, consider X ¼ fX t; t 2 Rg a real zero mean stationary Gaussian process
which is continuous and differentiable in mean square with variance s240 and
positive autocorrelation rðÞ on Rþ that is integrable over ½u0;þ1½; u040 and such
that jrðuÞjo1 for u40: Then this process satisﬁes WCL2 but not WCL1. The bound
(5.10) can be used to see this. If we consider A ¼ ½0; 1; and if we build the estimator
f^ S on the linear space S of L
2ðAÞ with dimðSÞ ¼ DT !1 and spanned by the
orthonormal basis ðjj;DT Þ1pjpDT ; jj;DT ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
DT
p
1½D1
T
ðj1Þ;D1
T
j½; then we can prove
in Section 5.5 that (4.8) holds. More precisely, we obtain that
lim infT!1 ðT= lnTÞEkf  f^ Sk240: This proves the sharpness of condition
WCL1. Moreover, this example illustrates the fact that, at least for Gaussian
processes, WCL1 is closely linked with the irregularity of the sample paths. Indeed if
X has differentiable sample paths then they are differentiable in mean square (see
[27]), and it follows that the Gaussian process X does not reach the parametric rate.
4.2.2. About WCL2, the integrability condition near infinity
In this section, we give an example showing that if WCL1 holds but not WCL2,
then the parametric rate is not necessarily reached. For that purpose, we give a
sufﬁcient condition on the joint density of a stationary continuous time process X
belonging to the class X for X to satisfy WCL2. Following Giraitis et al. [26], we
consider the following decomposition of the joint density f u of ðX 0; X uÞ: There exists
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f uðx; yÞ ¼ f ðxÞf ðyÞ þ rðuÞf 0ðxÞf 0ðyÞ þ huðx; yÞ; x; y 2 R; (4.9)
where rðuÞ is the autocovariance of the process X and huð; Þ is such that:
8uXu0; jhuðx; yÞjpjrðuÞjk1ðxÞk2ðyÞ; x; y 2 R; for some 41; (4.10)
where k1ðÞ and k2ðÞ are positive functions deﬁned on R:
Remark 4. When f uð; Þ is a bivariate normal density, huð; Þ is the remainder in the
Taylor’s expansion and in this case, easy computations lead to the fact that (4.10) is
satisﬁed for  ¼ 2 and k1ðxÞ ¼ k2ðxÞ ¼ KðxÞ expðx2=4Þ where KðxÞ is a certain
univariate polynomial function.
It is clear that if X is a continuous time process belonging to the class X and
satisfying conditions (4.9) and (4.10) with
sup
y2A
jf 0ðyÞjoþ1; sup
y2A
k2ðyÞoþ1 and
Z
A
k1ðxÞdxoþ1;
then WCL2 holds as soon asZ 1
u0
jrðuÞjoþ1: (4.11)
Conversely, this consideration together with Remark 4 leads to the conclusion that if
X is a Gaussian process such that (4.11) is not satisﬁed but rðuÞ is square-integrable,
then WCL2 fails to hold. Since cases where (4.11) fails to hold correspond to the
situation of long-range dependence processes, this leads to the following example of
a continuous time process that does not satisfy WCL2 but that veriﬁes the local
integrability condition WCL1.
Example 4. Some fractional integrals of Gaussian processes have been considered
in the literature. The fractional integral of order a; 0oao1=2 of e.g. a stationary
Ornstein–Uhlenbeck process has two characteristics (see for instance [15]): a fractional index of local regularity namely aþ 1=2; which is illustrated by the
following development, for u in the neighbourhood of 0: rðuÞ ¼ 1þ cu2aþ1 þ
oðu2aþ2Þ; where c is a constant. a long memory property characterized by the following equivalent for u near þ1:
rðuÞ  c0u2a1; where c0 is a positive constant.
Using the behaviour of rðuÞ in a neighbourhood of 0, we get that for u 20; u0½;
jguðx; yÞjp~cð1þ ua1=2Þ; x; y 2 R; where ~c is a positive constant; (4.12)
which entails that WCL1 holds since 0oao1=2:
On the other hand the long memory property of this Gaussian process implies that
for 0oao1=4; rðuÞ is square integrable but not integrable near inﬁnity, and
therefore WCL2 is not satisﬁed as soon as 0oao1=4: When 1=4oao1=2; the
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such a process with 0oao1=4; the parametric rate is not reached since we can
prove that
lim inf
T!1
T12aEkf  f^ Sk240; (4.13)
where the estimator f^ S of f is deﬁned by (2.4) on a linear subspace S of L2ðAÞ with
dimension DT such that limT!1 DT ¼ þ1 and spanned by an orthonormal basis
ðjj;DT Þ1pjpDT deﬁned by jj;DT ðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃ
DT
p
1½D1
T
ðj1Þ;D1
T
j½ðxÞ (see Section 5).5. Proofs
5.1. Proof of Theorem 7
We ﬁrst show the following auxiliary lemma which is a triangular version of
Viennet’s inequality [42].
Lemma 12. Let ðX idn Þ1pipn be a discrete time sample of the continuous time process
X ¼ ðX tÞt2R assumed to be weakly stationary and with absolute regular mixing
coefficients1 ðbt ÞtX0: Denote by P the distribution of X 0 and by EPðcÞ ¼
R
R
cðxÞdPðxÞ:
There exists a sequence of measurable functions ðbk;dnÞkX0 with b0;dn ¼ 1; 0pbk;dnp1;
EPðbk;dn Þpbkdn such that for any h 2 L2ðPÞ and any positive integer n,
Var
Xn
i¼1
hðX idn Þ
 !
p4n
Z
R
Xn
k¼0
bk;dn
 !
h2 dP: (5.1)
Moreover for 1ppo1; EPð
P1
k¼0 bk;dn Þppp
P
lX0ðl þ 1Þp1bldn ¼ pBpþ1ðdnÞ provided
this last series is convergent.
Proof of Lemma 12. We ﬁrst write that by weak stationarity, we have
Var
Xn
i¼1
hðX idn Þ
 !
p2
Xn
k¼0
ðn  kÞjcovðhðX 0Þ; hðX idn ÞÞj:
Next following the proof of Theorem 2.1 of Viennet [42], we infer that there exist two
function b0k;dn and b
00
k;dn from R into ½0; 1 such that EPðb0k;dn Þ ¼ EPðb00k;dnÞpbkdn and
that
covðhðX 0Þ; hðX kdnÞÞp2E1=2P ðb0k;dn h2ÞE
1=2
P ðb00k;dnh2Þ:
Thus
Var
Xn
i¼1
hðX idn Þ
 !
p4n
Xn
k¼0
EP
1
2
ðb0k;dn þ b00k;dn Þ
 
h2:1Here we consider the absolute regular coefﬁcients ðbt ÞtX0 (and not ðbtÞtX0) because we need them to be
nonincreasing in order to make use of b1dn ðuÞ in the proof.
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second part of the lemma, we may proceed as follows. First we need some notations.
Let bdn :¼
P1
k¼0 bk;dn and b
1
dn ðuÞ :¼
P
iX0IðupbidnÞ for u 2 ½0; 1: For any measurable
function c from R to R; we denote by Qc the quantile function of jcðX 0Þj; that is the
pseudo inverse of the tail function t ! Pðx : jcðxÞj4tÞ: With these notations and
using Fre´chet’s [23] result combined with the fact that for all kX0; EPðbk;dn Þpbkdn ;
we easily derive that for any positive and measurable function c such that b1dn Qc is
integrable, we haveZ
bdncdPp
Z 1
0
b1dn ðuÞQcðuÞdu: (5.2)
Now we notice that for any conjugate exponents p and q, we haveZ
b
p
dn
dP
 1=p
¼ sup
kckq¼1
Z
bdncdP:
Using this representation together with (5.2), we deriveZ
b
p
dn
dP
 1=p
p supR 1
0
Q
q
cðuÞ du
 1=q
¼1
Z 1
0
b1dn ðuÞQcðuÞdu:
Next Holder’s inequality leads toZ
b
p
dn
dPp
Z 1
0
ðb1dn ÞpðuÞdu:
We end the proof by noticing that
R 1
0 ðb1dn ÞpðuÞdupp
P
lX0ðl þ 1Þp1bldn (see for
instance the bound pages 15–16 in [36]). &
We turn now to the proof of Theorem 7. We proceed similarly to the proof of
Theorem 3.1 (discrete time case) in Comte and Merleve`de [14] with some
modiﬁcations due to Lemma 12. We also notice that the above-mentioned proof
remains valid when the process is only supposed to be weakly stationary instead of
being strictly stationary. Let us now describe the methodology. We consider the
decompositions
kf  ~f dk2pkf  f mk2 þ 2nnð0 ~f
d  f mÞ þ pendðmÞ  pendðm^Þ;
and
2jndn ð ~f  f mÞjp2jndn ð ~f  f mÞ  ndn ð ~f  f mÞj þ 2jndn ð ~f  f mÞj:
where ndn denotes the empirical contrast computed on the X

idn ; where the X

idn are
distributed as X idn and constructed using Berbee’s lemma [3]. In fact they are such
that blocks far from a certain distance, say qn; are independent and such that the
blocks obtained from the X idn ’s differ in probability from the ones constructed with
the initial sequence by no more than bqn : Moreover if we denote by Bm;m0 ð0; 1Þ the
unit ball of the linear space Sm þ Sm0 ; then for any function pðm; m0Þ of m and m0; we
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2jndn ð ~f  f mÞjp
1
4
kf m  f k2 þ
1
4
k f  ~f k2 þ 8
X
m02Mn
W dðm0Þ þ 8pðm; m^Þ;
where W dðm0Þ :¼ ½ðsuph2Bm;m0 ð0;1Þjndn ðhÞjÞ
2  pðm; m0Þþ: The aim of the proof is then
to ﬁnd pðm; m0Þ such thatX
m02Mn
EðW dðm0ÞÞpCT1n : (5.3)
This is done using concentration inequalities from Talagrand [38].
Let us now indicate the changes compared to the proof given in Comte and
Merleve`de [14] for dn ¼ 1: Eq. (6.16) is now replaced for Nnpn; by
nbqndnp
C
Tn
¼ C
ndn
(5.4)
and the function pðm; m0Þ is now taken as
pðm; m0Þ ¼ 8ð4þ x2ÞF20B2ðdnÞ
Dm þ Dm0
n
;
where x is positive. Using Lemma 12 in the proof given in Comte and Merleve`de [14],
this choice leads to
EðW dðm0ÞÞpC0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
B3ðdnÞD
p
n
expðC1x2
ﬃﬃﬃﬃ
D
p
Þ þ q
2
n
n
exp K1x
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nB2ðdnÞ
p
qn
 !" #
;
where C0 ¼ C0ðK1;F0; kf 1Ak1Þ with K1 a universal constant, and
K1F0A2
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2kf 1Ak1ð1þ 2A2 þ A3Þ
p pC1 ¼ K1F0B2ðdnÞ
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2kf 1Ak1B3ðdnÞ
p p K1F0ð1þ A2Þ
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2kf 1Ak1A3
p
since from relation (3.9), we have: d1n A2pB2ðdnÞp1þ d1n A2 and d2n A3pB3ðdnÞp
1þ 2d1n A2 þ d2n A3: It follows that
EðW dðm0ÞÞpC
ﬃﬃﬃﬃ
D
p
Tn
expðC1x2
ﬃﬃﬃﬃ
D
p
Þ þ q
2
n
n
exp K1A2x
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nd1n
q
qn
0@ 1A24 35;
where C ¼ CðK1;F0; kf 1Ak1; A2; A3Þ: Consequently the term
P
m02MnEðW dðm0ÞÞ is
less than CT1n as soon as assumption P3 is fulﬁlled, qn ¼ ½n1=2 and dn ¼ na with
a40: Replacing in (5.4) qn by ½n1=2 and using that btp1=ð1þ tÞ1þy leads then to the
constraint ð1þ yÞð1=2 aÞ42 a and therefore to (3.10). If d1n ¼ ln2ðnÞ; then it
sufﬁces to choose qn ¼ ½n1=2 and x ¼ 2=ðK1A2Þ to get (5.3). On the other hand (5.4)
leads to the constraint y43: We end the proof by taking into account that
d1n A2pB2ðdnÞp1þ d1n A2pð1þ A2Þd1n : &
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Case 1. First we consider the decomposition
Eðkf^ dS  f Sk2Þ ¼
XD
j¼1
Var
1
n
Xn
k¼1
jj;DðX kdn Þ
 !
¼ 1
n
XD
j¼1
Varðjj;DðX 0ÞÞ
þ 2
n
XD
j¼1
Xn
k¼1
Z
A
Z
A
jj;DðxÞjj;DðyÞ 1
k
n
 
gkdn ðx; yÞdxdy
:¼T1;n þ 2T2;n: ð5:5Þ
Using (3.8) to bound T1;n; we ﬁnd: T1;npð1=nÞ
R
A
ðPDj¼1 j2j;DðxÞÞf ðxÞdxpF20D=n: To
study the last term in the right-hand side of inequality (5.5), we write the
decomposition: T2;n ¼ T ð1Þ2;n þ T ð2Þ2;n þ T ð3Þ2;n; where
T
ðiÞ
2;n ¼
1
n
XD
j¼1
XmðiÞn
k¼mði1Þn þ1
Z
A
Z
A
jj;DðxÞjj;DðyÞ 1
k
n
 
gkdn ðx; yÞdxdy;
where mð0Þn ¼ 0; mð1Þn ¼ ½d1n u0; mð2Þn ¼ ½d1n u1 with an arbitrarily large u1 and mð3Þn ¼
n: Using ﬁrst assumptions B2 and A4 combined with Ho¨lder’s inequality, we derive
jT ð2Þ2;njp
1
n
XD
j¼1
Xmð2Þn
‘¼mð1Þn þ1
Z
A
Z
A
jjj;DðxÞjj;DðyÞjkðxÞpð‘dn; xÞf ðxÞdxdy
pCj
n
Xmð2Þn
‘¼mð1Þn þ1
Z
A
kqðxÞf ðxÞdx
 1=q Z
A
ppð‘dn; xÞf ðxÞdx
 1=p
: ð5:6Þ
Next using again assumption B2, we get that there exists a positive ﬁnite constant K1
such that
jT ð2Þ2;njp
Cj
ndn
ðu1  u0Þ
Z
A
kqðxÞf ðxÞdx
 1=q
sup
u0;u1
Z
A
ppðu; xÞf ðxÞdx
 !1=p
p K1
ndn
:
Similar arguments leading to the bound on (5.6) yield that T
ð3Þ
2;n may be bounded
as follows jT ð3Þ2;njp
Cj
n
Pn
‘¼mð2Þn þ1
ðR
A
kqðxÞ f ðxÞdxÞ1=qðR
A
ppð‘dn; xÞ f ðxÞdxÞ1=p: Conse-
quently since
R
R
ppðu; xÞ f ðxÞdx is assumed to be an ultimately decreasing function
of u, we get
jT ð3Þ2;njp
Cj
ndn
Z
A
kqðxÞ f ðxÞdx
 1=q Z þ1
u1
Z
A
ppðu; xÞ f ðxÞdx
 1=p
du;
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jT ð3Þ2;njpK2ðndnÞ1:
Thus it remains to treat T
ð1Þ
2;n: To this aim we ﬁrst write
T
ð1Þ
2;n ¼
1
n
XD
j¼1
Xmð1Þn
‘¼1
Z
A
Z
A
jj;DðxÞjj;DðyÞ 1
‘
n
 
f ‘dnðx; yÞdxdy
 1
n
XD
j¼1
Xmð1Þn
‘¼1
Z
A
Z
A
jj;DðxÞjj;DðyÞ 1
‘
n
 
f ðxÞf ðyÞdxdy :¼ I þ II : ð5:7Þ
By using A4 and with the choice of mð1Þn ; we easily derive jII jpu0ðCjkf 1Ak1Þ=ðndnÞ:
Concerning the ﬁrst term of decomposition (5.7), Assumption B1 together with A4 yield
jI jp 1
ndgn
Z
A
MðxÞdx
 Xmð1Þn
‘¼1
1
‘g
p 1
ndgn
Z
A
MðxÞdx
 
1þ
Z mð1Þn
1
ug du
 !
p u
1g
0
ð1 gÞndn
Cj
Z
A
MðxÞdx
 
:
Gathering all the bounds gives the result in Case 1. &
Case 2: We consider decomposition (5.5) again. T1;n is treated as previously whereas
for T2;n; we set mð1Þn ¼ ½d1n u0 and consider this time the decomposition: T2;n ¼
I2;n þ J2;n; where
I2;n ¼
1
n
XD
j¼1
Xmð1Þn
k¼1
Z
A
Z
A
jj;DðxÞjj;DðyÞ 1
k
n
 
gkdnðx; yÞdxdy;
J2;n ¼
1
n
XD
j¼1
Xn
k¼mð1Þn þ1
Z
A
Z
A
jj;DðxÞjj;DðyÞ 1
k
n
 
gkdn ðx; yÞdxdy:
The term I2;n has already been treated in the proof of Proposition 8, Case 1, and
found to be of order ðndnÞ1 under assumptions B1, A4 and kf 1Ak1o1:
Concerning J2;n; we ﬁrst notice that
jJ2;njp
1
Tn
Z
A
Z
A
XD
j¼1
jj;DðxÞjj;DðyÞ
					
					 dn Xn1
k¼mð1Þn þ1
jgkdn ðx; yÞj
0B@
1CA dxdy
p 1
Tn
Z
A
Z
A
XD
j¼1
jj;DðxÞjj;DðyÞ
					
					
Z Tn
u0
jgsðx; yÞjds
 !
dxdy
þ 1
Tn
Z
A
Z
A
XD
j¼1
jj;DðxÞjj;DðyÞ
					
					
Z Tn
u0
jgsðx; yÞ  gdn½s=dnðx; yÞjds
 !
dxdy
:¼ In þ IIn;
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Pn1
k¼mð1Þn þ1
jgkdnðx; yÞj ¼
R Tn
u0
jgdn½s=dnðx; yÞjds: The ﬁrst right-hand side
term In corresponds to the continuous time one and has already been proved to be of
the order CjT
1
n
R
A
kðxÞdx under WCL2 and A4. To study the second right-hand-
side term, we use B3 which yields that for all x 2 R;
sup
y2R
Z Tn
u0
jgsðx; yÞ  gdn½s=dnðx; yÞjds
p‘ðxÞ
Z Tn
u0
js  dn½s=dnjds
p‘ðxÞ
Xn1
k¼mð1Þn þ1
Z ðkþ1Þdn
kdn
ðs  kdnÞdsp‘ðxÞ
Xn1
k¼mð1Þn þ1
Z dn
0
xdxp‘ðxÞ Tndn
2
;
which in turn together with A4 leads to IInpðCj=2Þdn
R
A
‘ðxÞdx: Gathering all the
bounds gives the result. &
5.3. Proof of Proposition 10
Using the inverse Fourier transform, we have
2pðpuðx; yÞ  f ðyÞÞ ¼
Z
R
expðilyÞðjxðl; uÞ  jðlÞÞdl:
Then using (4.1) and (4.3), we get for uXu0
2pjpuðx; yÞ  f ðyÞj
p2ðC1 þ C2ðxÞÞðp1Þ=p sup
l2R
jjxðl; uÞ  jðlÞj
 1=p Z
Rþ
ð1þ lÞgðp1Þ=p dl;
and since it is assumed that gðp  1Þ=p41; we get that there exists a ﬁnite constant K
such that for all u4u0;
sup
y2R
ð f ðxÞjpuðx; yÞ  f ðyÞjÞ
pKðC1 þ C2ðxÞÞðp1Þ=pf ðxÞ sup
l2R
jjxðl; uÞ  jðlÞj
 1=p
: ð5:8Þ
By using the fact that supl2Rjjxðl; uÞ  jðlÞjpkPuðx; :Þ Pkv; (where k  kv
denotes the variation norm), together with (5.8) and Fubini’s Theorem, we getZ
R
Z 1
u0
sup
y2R
ðf ðxÞjpuðx; yÞ  f ðyÞjÞdudx
pK
Z 1
u0
Z
R
ðC1 þ C2ðxÞÞðp1Þ=pðkPuðx; :Þ PkvÞ1=pPðdxÞ
 
du:
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R
Z 1
u0
sup
y2R
ðf ðxÞjpuðx; yÞ  f ðyÞjÞdudx
pK
Z 1
u0
Z
R
kPuðx; :Þ PkvPðdxÞ
 1=p Z
R
ðC1 þ C2ðxÞÞ f ðxÞdx
 ðp1Þ=p
du:
According to Davydov [17], the absolute regular coefﬁcient for Markov chains can
also be deﬁned as bu ¼
R
R
kPuðx; :Þ PkvPðdxÞ: Combining this consideration with
the fact that
R
R
C2ðxÞ f ðxÞðdxÞo1; we derive that there exists a ﬁnite constant C3
such thatZ
R
Z 1
u0
sup
y2R
ðf ðxÞjpuðx; yÞ  f ðyÞjÞdudxpC3
Z 1
u0
b1=pu du: &
5.4. Proof of Proposition 11
According to (5.8) and the inequality after, under (4.1) and (4.3), there exists a
ﬁnite constant K such that for all u4u0 and all x 2 R;
sup
y2R
jguðx; yÞjpKðC1 þ C2ðxÞÞðp1Þ=pf ðxÞðkPuðx; :Þ PkvÞ1=p: (5.9)
Then take pðu; xÞ :¼ðkPuðx; :Þ PkvÞ1=p and kðxÞ :¼KðC1 þ C2ðxÞÞðp1Þ=p: First it is
clear from the condition on C2ðÞ that
R ðkðxÞÞp=ðp1Þf ðxÞdx is ﬁnite. Now we notice
that since bu ¼
R
R
ppðu; xÞf ðxÞdx (see [17]), then we both get that
supu2Rþ
R
R
ppðu; xÞf ðxÞdx and R1
u1
ðR
R
ppðu; xÞf ðxÞdxÞ1=p du are ﬁnite. The ﬁrst
assertion comes from the fact that the absolutely regular coefﬁcient is uniformly
bounded by 1 and the second one from Condition (4.2). Since ðbuÞu2R is assumed to
be ultimately decreasing so is the function
R
R
ppðu; xÞf ðxÞdx in u. This achieves the
proof. &
5.5. Proof of (4.8)
Since X is mean square differentiable then 1 rðuÞ  cu2 as u ! 0: So there exist
constants c1 and c2 such that in a neighborhood of zero, 0o1 c1u2prðuÞp1
c2u
2: In addition, we have for u 20; u0½;
f uðx; yÞX
u1
2ps2
ﬃﬃﬃﬃﬃﬃﬃ
2c1
p exp  x
2 þ 1
2s2ð1þ rðuÞÞ  rðuÞ
ðx  yÞ2
2s2ð1 r2ðuÞÞ
 
: (5.10)
Then for all j 2 f1; . . . ; DT g; all x; y 2 ½D1T ðj  1Þ; D1T j and all u 20; u0½;
f uðx; yÞXCuðx; DT Þ=u with
Cuðx; DT Þ ¼
1
2ps2
ﬃﬃﬃﬃﬃﬃﬃ
2c1
p exp  x
2 þ 1
2s2ð1þ rðuÞÞ  rðuÞ
D2T
2s2ð1 r2ðuÞÞ
 
:
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lim inf
T!1
inf
u2½D1
T
;u0½
Cuðx; DT ÞXCðxÞ; (5.11)
where CðxÞ ¼ 1
2ps2
ﬃﬃﬃﬃﬃﬃﬃ
2c1
p exp  x
2 þ 1
2s2ð2 c1u20Þ
 1
2s2c2
 
; for u20o2=c1:
Due to (2.9), it sufﬁces to show (4.8) to prove that
lim
T!1
TEðnT ðf^ S  f SÞÞ ¼ þ1: (5.12)
Using (2.10), we write for TX2u0 that TEðnT ðf^ S  f SÞÞ ¼ IT þ JT ; where
IT ¼ 2
PDT
j¼1
R
A
R
A
jj;DT ðxÞjj;DT ðyÞ
R T
u0
1 u
T
 
guðx; yÞdu
 
dxdy;
JT ¼ 2
PDT
j¼1
R
A
R
A
jj;DT ðxÞjj;DT ðyÞ
R u0
0
1 u
T
 
guðx; yÞdu
 
dxdy:
(5.13)
First using condition WCL2 and the deﬁnition of the jj;DT ; we easily obtain the
bound jIT jp2
R
A
kðxÞdx: On the other hand, to treat JT ; we write: JT :¼ J ð1ÞT þ J ð2ÞT ;
with
J
ð1Þ
T ¼ 2
XDT
j¼1
Z
A
Z
A
jj;DT ðxÞjj;DT ðyÞ
Z u0
0
1 u
T
 
du
 
f ðxÞ f ðyÞdxdy and
J
ð2Þ
T ¼ 2
XDT
j¼1
Z
A
Z
A
jj;DT ðxÞjj;DT ðyÞ
Z u0
0
1 u
T
 
f uðx; yÞdu
 
dxdy:
For the ﬁrst term, we use kf 1Ak1oþ1 and the deﬁnition of the jj;DT to derive
jJ ð1ÞT jp2u0
XDT
j¼1
Z
A
Z
A
jjj;DT ðxÞjj;DT ðyÞj f ðxÞf ðyÞdxdyp2u0kf 1Ak1:
Consequently, gathering all the bounds, to prove (5.12) it remains to show that
limT!1J
ð2Þ
T ¼ þ1: Now TX2u0 implies 2ð1 u0T1ÞX1: Then by using the
deﬁnition of the jj;DT ; we derive
J
ð2Þ
T XDT
XDT
j¼1
Z j=DT
ðj1Þ=DT
Z j=DT
ðj1Þ=DT
Z u0
D1
T
f uðx; yÞdu
 !
dxdy:
This last inequality together with the lower bound for f u entails
J
ð2Þ
T X
Z
A
Z u0
D1
T
u1Cuðx; DT ÞdudxX
Z u0
D1
T
1
u
du
 !Z
A
inf
u2½D1
T
;u0½
Cuðx; DT Þdx:
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1
ln DT
J
ð2Þ
T X
ln u0  lnD1T
lnDT
Z
A
inf
u2½D1
T
;u0½
Cuðx; DT Þdx:
Next Fatou’s Lemma and Inequality (5.11) yield that
lim infT!1 ð1= lnDT ÞJ ð2ÞT X
Z
A
CðxÞdx40:
Therefore limT!1 J
ð2Þ
T ¼ þ1: This ends the proof of (5.12) and of (4.8). &
5.6. Proof of (4.13)
As in the proof of (4.8), we use decomposition (5.13). Using decomposition (4.12)
together with the behaviour of rðuÞ in a neighbourhood of 0, we easily derive that
limT!1 jJT joþ1: By using the Taylor’s expansion (4.9), we get
IT ¼ 2
XDT
j¼1
Z
A
Z
A
jj;DT ðxÞjj;DT ðyÞ
Z T
u0
1 u
T
 
rðuÞdu
 !
f 0ðxÞ f 0ðyÞdxdy
þ2
XDT
j¼1
Z
A
Z
A
jj;DT ðxÞjj;DT ðyÞ
Z T
u0
1 u
T
 
huðx; yÞdu
 !
dxdy :¼ I ð1ÞT þ I ð2ÞT :
By using Remark 4, the long memory property, the fact that 0oao1=4 and the
deﬁnition of the jj;DT ; we derive that limT!1 jI
ð2Þ
T joþ1: Next by using the
deﬁnition of the jj;DT ; we clearly have that
2
XDT
j¼1
Z
A
Z
A
jj;DT ðxÞjj;DT ðyÞ f
0ðxÞ f 0ðyÞdxdy ¼ K40:
Then Fubini’s Theorem entails that I
ð1Þ
T ¼ K
R T
u0
ð1 u=TÞrðuÞdu: By using the long
memory property, we derive that I
ð1Þ
T  fKc0½ð2aÞð2aþ 1Þ1gT2a: Consequently
limT!1 T2aI
ð1Þ
T 40: Gathering all the bounds ends the proof of (4.13). &References
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