In this paper we establish two new sufficiency theorems for a weak minimum in two classes of parametric and nonparametric optimal control problems with variable end-points in the states and equality constraints given by isoperimetric integrals and mixed state-control restrictions. The main novelty of the paper concerns its applicability for singular processes, that is, processes which do not satisfy the strict LegendreClebsch condition but only the classical necessary condition. One of our results is illustrated by means of an example in which a proposed singular extremal verifies all conditions of one of the new sufficient results.
Introduction
Hestenes in 1946, see [1] , established first and second order sufficient conditions to an isoperimetric problem of Bolza in the calculus of variations. The corresponding proof became extremely relevant since the former does not invoke to classical embedding theorems from the theory of differential equations by means of the construction of Mayer fields and since the theory of fields is not applied to problems involving isoperimetric restrictions, the main sufficient result given in [1] provides an alternate tool for solving problems with integral constraints. The origin of the technique of this proof can be found in [9] and an improved version of the proof of [1] is presented in [2] in the classical 1966 Hestenes' book. Some extensions of Hestenes' technique which have been applied in order to obtain sufficient conditions for weak and strong minima for certain classes of optimal control problems are presented in [11, 12] .
On the other hand, for the optimal control problem we shall deal with as well as for more general problems involving equality and inequality mixed constraints, one can find an extensive literature on second order sufficient conditions, see for example [4, 5, 7, 8, 13] . Some of the approaches include the construction of a bounded solution to a matrix-valued Riccati equation, a verification function satisfying the Hamilton-Jacobi equation, a quadratic function that satisfies a Hamilton-Jacobi inequality, or the insertion of the original optimal control problem as an abstract optimization problem in a Banach space. It is worth mentioning that in these approaches, the assumption that the strengthened Legendre-Clebsch condition holds is crucial. In particular, we refer the reader to [10] where the importance of this condition is fully explained. Additionally, second order conditions, as pointed out in [13] , are needed in nonlinear problems both when the candidate solution is not unique or when an existence theorem cannot be applied. Also, second order sufficient conditions have shown to be of fundamental importance for stability and sensitivity analysis of parametric optimal control problems, see for example, [3, 6] .
In this paper we present two new sufficiency theorems for weak local minima for two isoperimetric mixed state-control constrained optimal control problems. The most important properties of these new sufficient theorems relie in the facts that the proposed optimal control need not be continuous but only essentially bounded, and that the strengthened condition of Legendre-Clebsch is no longer required, that is, our theory of sufficiency is able to detect singular solutions and this issue is illustrated with an example.
A parametric isoperimetric mixed constrained optimal control problem
Suppose we are given an interval T := [t 0 , t 1 ] in R, functions
. . , r),
It will be assumed that the functions L, L 1 , . . . , L r , f and ϕ = (ϕ 1 , . . . , ϕ k ) are continuous on T × R n × R m and that they are of class C 2 with respect to x and u on T × R n × R m . Also, it will be assumed that the functions l, l 1 , . . . , l r and Ψ i (i = 0, 1) are of class
We shall use the notation z b to denote an element
Let B any subset of R p called the set of parameters. The parametric optimal control problem we shall deal with, which we label (P), is that of minimizing the functional
Elements b = (b 1 , . . . , b p ) in B will be called parameters, elements z b in A will be called processes, and a process z b is admissible if it satisfies the constraints. From now on, the notation z 0b 0 will denote an element (z 0 , b 0 ) = (x 0 , u 0 , b 0 ) ∈ A.
• A process z 0b 0 solves (P ) if it is admissible and I(z 0b 0 ) ≤ I(z b ) for all admissible processes z b . For weak local minima, an admissible process z 0b 0 is called a weak minimum of (P) if it is a minimum to I relative to the following norm
that is, if for some > 0, I(z 0b 0 ) ≤ I(z b ) for all admissible processes satisfying z b − z 0b 0 < .
• For any (x, u) ∈ X×U m we use the notationz(t) to represent (t, x(t), u(t)), alsoz 0 (t) represents (t, x 0 (t), u 0 (t)).
• Given r real numbers λ 1 , . . . , λ r , consider the functional I 0 : A → R defined by
• Let us consider the Hamiltonian function H given by
where ρ ∈ R n denotes the adjoint variable and µ ∈ R k is the multiplier associated with the mixed state-control constraints.
• Define the following function associated with the Hamiltonian, given ρ ∈ X and µ ∈ U k let, for all (t, x, u) ∈ T × R n × R m ,
and denote by E 0 the Weierstrass excess function with respect to F 0 , that is,
• The notation w β denotes any element (y,
consider the first variations of J 0 and I γ (γ = 1, . . . , r) along z b over w β which are given, respectively, by
•
where for all (t,
The sets Y (z b ) are called sets of admissible variations along z b .
• The Weierstrass excess functions of
• For all x ∈ X and all u ∈ L 1 (T ; R m ) define
• Given (ρ, µ) ∈ X × U k and (x 0 , u 0 ) ∈ X × U m , the notation [t] denotes (t, x 0 (t), u 0 (t), ρ(t), µ(t)).
• The symbol * will denote transpose.
• Observing that for i = 0, 1 and all
The following theorem provides a set of sufficient conditions for a weak minimum of problem (P). Condition (i) of Theorem 2.1 can be viewed as a generalization of the classical transversality necessary condition for the variable end-point problem in the calculus of variations, see for example [2] , Chapter 2, Section 6. Condition (ii) is a mild second order condition which arises from the properties of the original proof of this theorem. Condition (iii) is the classical first order necessary condition which is a standard well-known strengthened version of Pontryagin maximum principle. Statement (iv) corresponds to the standard Legendre-Clebsch condition and it is worth to emphasize that its strict version is not imposed. Condition (v) is precisely the positivity of the second variation over the set of nonnull admissible variations and, finally, conditions (vi) and (vii) are appropriate selected conditions related to the Weierstrass excess functions of corresponding augmented functions related to the Hamiltonian and the Lagrangians of the isoperimetric restrictions.
2.1 Theorem: Let z 0b 0 be an admissible process. Suppose there exist (ρ, µ) ∈ X ×U k , two positive numbers h, , and multipliers λ 1 , . . . , λ r such that if
the following is satisfied:
Then for some ρ, θ > 0 and all admissible processes z b satisfying z b −z 0b 0 < ρ,
In particular, z 0b 0 is a weak minimum of (P).
A nonparametric isoperimetric mixed constrained optimal control problem of Bolza
Suppose we are given an interval T :
It will be assumed that the functions L, L 1 , . . . , L r , g and φ are continuous on T × R n × R m and that they are of class C 2 with respect to x and u on T × R n × R m . Also, it will be assumed that the functions ,
As in Section 2, X will denote the set of absolutely continuous functions mapping T to R n and U s := L ∞ (T ; R s ) the set of essentially bounded functions
The nonparametric optimal control problem we shall deal with, which we label (P ), consists in minimizing the functional
The elements (x, u) in A will be called processes, and a process (x, u) is admissible if it satisfies the constraints.
A process (x 0 , u 0 ) solves (P ) if it is admissible and I(x 0 , u 0 ) ≤ I(x, u) for all admissible processes (x, u). For weak local minima, an admissible process (x 0 , u 0 ) is called a weak minimum of (P ) if it is a minimum to I relative to the norm (x, u) ∞ := ess sup t∈T |(
. We associate problem (P ) to the parametric problem of Section 2, which we denote by (P Ψ ), that is, (P Ψ ) will be the parametric problem given in Section 2, with p = n,
n is a parameter.
Theorem:
The following is satisfied: (i) z b is an admissible process of (P Ψ ) if and only if z = (x, u) is an admissible process of (P ) and
(ii) If z b is an admissible process of (P Ψ ), then
is a solution of (P ). Proof: Statements (i) and (ii) follow from the definitions of the problems. Now, let (x, u) be an admissible process of (P ) and let b ∈ Ψ −1 (x(t 0 ), x(t 1 )). By (i), (x 0 , u 0 ) is an admissible process of (P ) and z b is an admissible process of (P Ψ ). Then by (ii),
The next theorem, which is a direct consequence of Theorems 2.1 and 3.1, gives a set of sufficient conditions for problem (P ).
3.2 Theorem: Let Ψ: R n → R n × R n be any function of class C 2 such that B 0 × B 1 ⊂ Ψ(R n ) and let (P Ψ ) be the parametric problem defined in the previous paragraph of Theorem 3.1. Let z 0b 0 be an admissible process of (P Ψ ). Suppose there exist (ρ, µ) ∈ X × U k , two positive numbers h, , and multipliers λ 1 , . . . , λ r such that if
Then, (x 0 , u 0 ) is a weak minimum of (P ).
Auxiliary results
In this section we shall state three auxiliary results on which the proof of Theorem 2.1 is strongly based. The proof of these auxiliary results will be given in Section 6.
In the following lemmas we assume given z 0 := (x 0 , u 0 ) ∈ X × U m and a sequence {z
For all q ∈ N and t ∈ T , define
For all q ∈ N and almost all t ∈ T , define
where
Lemma:
For some v 0 ∈ L 2 (T ; R m ) and some subsequence of {z q }, again denoted by {z q }, {v q } converges weakly to v 0 in L 1 (T ; R m ).
There exist σ 0 ∈ L 2 (T ; R n ),ȳ 0 ∈ R n , and some subsequence of {z q }, again denoted by {z q }, such that {ẏ q } converges weakly in
, W q (t) → 1 uniformly on T , and let v 0 be the function considered in Lemma 4.1. Then,
Proof of Theorem 2.1
The proof of Theorem 2.1 will be divided in two lemmas. In Lemmas 5.1 and 5.2 below we are assuming that all the hypotheses of Theorem 2.1 are satisfied. Before establishing these lemmas, let us introduce some statements and definitions.
First of all note that given
Observe that the Weierstrass excess functionẼ 0 :
Given (ρ, µ) ∈ X × U k , if we set
. If we setM 0 :=M 0 (t, xi + bj) and N 0 :=Ñ 0 (t, xi + bj), we havẽ
where by settingP 0 =P 0 (t, xi + bj) andQ 0 =Q 0 (t, xi + bj),
Lemma:
If the conclusion of Theorem 2.1 is false, then there exists a sequence {z q bq } of admissible processes such that
Proof: Observe that J 0 (z b ) = I 0 (z b ) for all admissible processes z b . Since I 0 (z b ) = I(z b ) for all admissible processes z b , if the conclusion of Theorem 2.1 is false, then for all q ∈ N, there exists z
3)
Clearly D(z q − z 0 ) = 0 if and only if x q = x 0 and u q = u 0 . Thus, by (5.4),
Suppose D(z q − z 0 ) = 0 for infinitely many q. For i = 0, 1, we have 
Choose an appropriate subsequence of {(b q −b 0 )/|b q −b 0 |} (without relabeling), so that lim
for some β 0 ∈ R p with |β 0 | = 1. By (5.5),
For all (t, ξ, u) ∈ T × R n+p × R m and γ = 1, . . . , r, if we set
and for all (t, ξ, u, v) ∈ T × R n+p × R m × R m and γ = 1, . . . , r, if we set
we have for all z b ∈ A and γ = 1, . . . , r,
We havẽ
where by settingP γ =P γ (t, xi + bj) andQ γ =Q γ (t, xi + bj)
Since z 0b q and z 0b 0 are admissible, for all γ = 1, . . . , r, we have
As one readily verifies, for all γ = 1, . . . , r,
Therefore, for γ = 1, . . . , r,
Consequently, by (5.9) and (5.10), 0 β 0 ∈ Y (z 0b 0 ). By (5.7), (5.8), and Theorem 2.1(ii), it follows that
which contradicts Theorem 2.1(v). Therefore, there exists a sequence {z q bq } of admissible processes such that
Lemma: If the conclusion of Theorem 2.1 is false, then condition (v) of Theorem 2.1 is false.
Proof: Let {z 
By Lemma 4.1 there exist v 0 ∈ L 2 (T ; R m ) and some subsequence of {z q }, again denoted by {z q }, such that {v q } converges weakly in L 1 (T ; R m ) to v 0 . By Lemma 4.2, there exist σ 0 ∈ L 2 (T ; R n ),ȳ 0 ∈ R n , and some subsequence of {z q }, again denoted by {z q }, such that if y 0 (t) : Let us first show that for i = 0, 1,
Note that for i = 0, 1 and all q ∈ N, we have
(5.14)
By (5.11), (5.12) and (5.14), we obtain (5.13). Now, we claim that
To prove it, observe that by (5.2), (5.11) and (5.12),
both uniformly on T . Together with Lemma 4.1, this implies that
(5.16) By Theorem 2.1(i) and (iii), it follows that Now, for all q ∈ N and t ∈ T , we have
Clearly,
By Theorem 2.1(iv), we havẽ
in T ). (5.20)
In view of (5.3) and the admissibility of z 
With this in mind, (5.16), (5.18), and setting [t,
Now let us show that w 0β 0 ≡ (0, 0, 0). In view of (5.18), Theorem 2.1(vi), and the fact that
With this in mind and (5.16), the assumption w 0β 0 ≡ (0, 0, 0) contradicts the positivity of h and this proves (5.15). Let us now show thaṫ
Observe that for all q ∈ N,
all uniformly on T , and {v q } converges weakly in
Now, let us prove that
Define for all q ∈ N, t ∈ T and λ ∈ [0, 1],
For all q ∈ N and t ∈ T , we have
Then for all q ∈ N and t ∈ T ,
Since {v q } converges weakly in L 1 (T ; R m ) to v 0 and y q (t) → y 0 (t) uniformly on T , by (5.23), for all t ∈ T ,
which shows that (5.22) holds. Now, let us show that
To this end, note that since for all γ = 0, 1, . . . , r,
all uniformly on T and {v q } converges weakly in L 1 (T ; R m ) to v 0 , then for all γ = 0, 1, . . . , r,
Similarly as in (5.17), we have 
Thus, by Theorem 2.1(vii), for all γ = 1, . . . , r,
As for all q ∈ N and γ = 1, . . . , r, 
Choose an appropriate subsequence of
For all q ∈ N and t ∈ T , set
By Lemma 4.2 and (5.28),
For i = 0, 1 and all q ∈ N, we have 
As in (5.17), we have Since for all q ∈ N and γ = 1, . . . , r,
, then, by (5.38) and (5.40), for all γ = 1, . . . , r,
Thus, since
which establishes (5.37). Consequently, (5.32), (5.36) and (5.37) contradict Theorem 2.1(v) and this completes the proof of Theorem 2.1.
Proof of Lemmas 4.1, 4.2, 4.3
Proof of Lemma 4.1: Observe that for all a ∈ R m , V (a)(2 + V (a)) = |a| 2 . For all q ∈ N, we have
Clearly lim q→∞ c q = 1. Thus there exist some subsequence of {z q }, again denoted by {z q }, someȳ 0 ∈ R n and some
Consequently, {ẏ q } is equi-integrable on T , implying that the sequence {y q } is equi-continuous on T . Therefore, if y 0 (t) :=ȳ 0 +
Example
In this section we shall illustrate our sufficiency theory by means of an example. In this example, a singular process satisfies all conditions of Theorem 3.2 implying that the proposed process becomes a weak minimum of problem (P ).
7.1 Example: Consider the problem (P ) of minimizing the functional For this problem we shall consider the data of the nonparametric problem given in Section 3 which are given by T = [0, 1], n = 1, m = 2, r = 1, k = 1, B 0 = B 1 = {0}, (x 1 , x 2 ) ≡ 0, 1 (x 1 , x 2 ) ≡ 0, L(t, x, u) = 2u Observe that if we set b 0 := 0, then z 0b 0 ≡ (0, 0, 0) is admissible of (P Ψ ). Let ρ(t) := −t (t ∈ T ), µ(t) := 0 (t ∈ T ) and note that (ρ, µ) ∈ X × U 1 . Choose the multiplier λ 1 = 0 and set l 0 (b) := l(b) + λ 1 l 1 (b) = 0, L 0 (t, x, u) := L(t, x, u) + λ 1 L 1 (t, x, u) = 2u Recalling that the notation [t] means (t, x 0 (t), u 0 (t), ρ(t), µ(t)), we have Now, note that the function F 0 (t, x, u) = −H(t, x, u, ρ(t), µ(t)) −ρ(t)x is given by F 0 (t, x, u) = t sin 2 u 1 − t sin 2 u 2 + tu Consequently, if z b is admissible, for all t ∈ T , E 0 (t, x(t), u 0 (t), u(t)) = t sin 2 u 1 (t) − t sin 2 u 2 (t) +tu 2 1 (t) + 2u . By Theorem (3.2), (x 0 , u 0 ) is a weak minimum of (P ).
