Recently several algorithms based on Empirical Mode Decomposition (EMD) have been proposed to decompose two or higher dimensional nonstationary signals which are varying over time, like the Bivariate, Multivariate EMD and Noise-Assisted Multivariate EMD. In this work we present a new method called Multivariate Fast Iterative Filtering (MFIF), which is based on the recently proposed Fast Iterative Filtering technique, able to decompose uniquely these kind of signals in a fast and stable way. We show performance of MFIF algorithm applied to geophysical signals compared with the state-of-the-art method.
Introduction
The decomposition and analysis of nonstationary signals is a field of research that received two decades ago an acceleration when the breakthrough Empirical Mode Decomposition (EMD) method was published by Huang et al. [12] . The EMD in fact was the first algorithm completely data driven able to decompose a nonstationary monodimensional signal into simple components called Intrinsic Mode Functions (IMFs). IMFs are functions that fulfill two properties: the number of zero crossing equals the number of extrema or differ at most by one; considering upper and lower envelopes connecting respectively all the local maxima and minima of the function, their mean has to be zero at any point. The EMD algorithm is a twice iterative method. There is an outer loop which allows to identify all the IMFs contained in signal that are separated from the original one by simple subtraction. This outer loop stops when in the reminder there are no more oscillatory components left and the reminder itself is then identified as the trend of the given signal. Secondly there is an inner loop which allows to extract each single IMF by means of the so called sifting procedure. This procedure allows to separate the locally highest scale contained in a signal by means of the information provided in the signal itself about the localization of its extrema. The idea, in fact, is that of separating the smallest scale from the rest by computing the moving average of the given signal. This moving average is computed as the average of two envelopes: a upper and a lower envelope connecting all the maxima and all the minima, respectively. For more details we refer the interested reader to [12, 6] .
The EMD received a lot of attention over the years, as testified by the high number of citations of the original algorithm 1 , and it has been applied to a wide variety of problems, see for instance [11] and references therein. Recently several generalizations of EMD to the case of complex and bidimensional nonstationary signals evolving over time were proposed [23, 1, 21] , for more details see [17] and references therein. Subsequently a trivariate first [18] and then multivariate generalization [17] of the standard EMD method were proposed. All these generalizations share a problem related to the nonuniqueness in the computation of the envelopes and, subsequently, in the decompositions. Several approaches have been proposed over the years to fix this problem. They all boils down to the idea of computing the decompositions of several projections along different directions of the n-dimensional signal evolving over time and then compute a unique average decomposition. Among all these approaches the so called Multivariate Empirical Mode Decomposition (MEMD) appears to be the most reliable one. As a matter of fact it is the only one extended n-dimensions. In the MEMD the signal projections in a n-dimensional spaces are chosen using a suitable set of directions obtained from a wise sampling on an n-sphere [17] .
In this work we propose a new alternative method which is based on the so called Iterative Filtering (IF) algorithm [13, 6] . IF, which was proposed by Lin et al [13] as an alternative method to the EMD, proved to be convergent and stable both in the continuous and discrete setting [6, 9, 3] . The idea behind IF is really simple: to replicate the very same structure of the EMD method, including the sifting procedure, but to compute the moving average in a way such that its mathematical analysis becomes more tractable. In particular in the IF technique the moving average Lpsqpxq is computed as a convolution of the given signal s with a compactly supported filter or window w which provides the weights to be used to compute the local average
The method becomes nonlinear because 2L, which is the filter function support length, is computed based on the information contained in the signal itself. In particular the IF algorithm makes use of the relative distance between subsequent extrema of the signal under study. This simple change in the sifting approach opened the door to the mathematical analysis of these kind of iterative methods. We remind that a rigorous mathematical analysis of the EMD algorithm both in the continuous and the discrete setting is a challenging task due to the repetitive use of envelopes specifically designed at each iteration for the signal under study. Several attempts to tackle these problem have been made in the last two decades, but they remains still open problems in the field. It has been observed, instead, that EMD in its original form is unstable [24] . For this reason an alternative version called Ensemble EMD (EEMD) has been proposed making the algorithm slower, but more stable to noise. More recently the vary same MEMD technique with a noise-assisted approach, the so called Noise-Assisted MEMD (N-A MEMD), has been proposed to resolve stability issue together with the mode mixing problem in the existing EMD algorithm [19, 20, 14] . On the other side, the numerical analysis of the discrete IF allowed to speed the IF algorithm up by means of the Fast Fourier Transform (FFT) to produce the so called Fast Iterative Filtering [9] . In a recent work [2] the authors compare in a few numerical examples the computational performance of IF versus FIF showing that the FFT allows to speed IF algorithm up roughly 100 times.
In the next section we provide details on the newly proposed algorithm called Multivariate Fast Iterative Filtering (MFIF) technique.
Multivariate Fast Iterative Filtering method
Given a n-dimensional signal evolving over time s P R nˆR the main idea behind the Multivariate Fast Iterative Filtering (MFIF) algorithm is to decompose each of the n dimensions using Fast Iterative Filtering (FIF) method using for every dimension a unified way to compute the filter function support length 2L. Considering the given signal as a sequence of vectors vptq " tv j ptqu n j"1 rotating in R n as t evolves in R, we can compute the filter function support length using θptq, angle of rotation of such vectors over time
In particular we use as filter function support length 2L the double average distance between subsequent extrema in θptq.
We point out that this approach is very natural if we consider a multivariate IMF as a vector in R n rotating around the time axis. Computing the double average distance between subsequent extrema in θptq allows to estimate the average scale of the highest frequency rotations embedded in the given signal. The pseudo code of MFIF is given in Algorithm 1 and a Matlab implementation is available online 2 .
Algorithm 1 Multivariate Fast Iterative Filtering
IMF = MFIFpsq IMF = tu compute θptq using (2) while the number of extrema of θ ě 2 do compute the filter function w with support length 2L while the stopping criterion is not satisfied do for j " 1 to n do v pmq j " IDFT rpI´diag pDFTpwm DFTpv j qs end for m " m`1 end while IMF = IMF Y tv pmq u v " v´v pmq compute θ using (2) end while IMF = IMF Y tvu
A geophysical application
To show the abilities of the MFIF algorithm we apply it to a geophysical dataset. We consider the Earth magnetic field measurements made by one of the three satellites of the European Space Agency Swarm mission 3 from April 21 to 22, 2004. In Figure 1 we plot two channels of the magnetic field, namely H and D. We apply the MFIF algorithm using a laptop equipped with an Intel Core i7-8550U CPU, 1.80GHz, 16.0 GB RAM, Windows 10 Pro, Matlab R2018a. We use the standard setting α " Almost min in the FIF method which allows to select a mask length which is almost minimal for each IMF. With this settings the algorithm requires roughly 0.63 seconds to produce 66 IMFs plus a trend when applied to the 2D plus time signal given by the H and D components of the magnetic field. In Figure 2 we show a few randomly selected IMFs and the produced trend. The same algorithm with α " Almost min, produces 65 IMFs plus the trend in roughly 0.75 seconds when applied to the complete 3 channels magnetic field H, D, and Z. If, instead, we set the value α " 1 the MFIF algorithm produces only 11 IMFs and requires 0.35 seconds to complete the decomposition. In Figure 3 we plot the IMFs and trend relative to the first two channels D and H.
The choice of the α parameter allows indirectly to select the number of IMFs produced. The higher is α P r0, 1s the smaller is the number of IMFs, but also lower is their quality from a definition of IMF point of view. The smaller α the higher the number of IMFs, but, at the same time, the higher their quality. The option α " Almost min proves to be in most applications the right choice.
We compare the performance of MFIF with the ones of the Multivariate Empirical Mode Decomposition 4 (MEMD). The algorithm available on the internet has been developed only for 3 or 16 channels multivariate signals. We apply it to the complete magnetic field dataset and plot only the first two components relative to the H and D channels. The MEMD technique requires roughly 24.04 seconds to produce a complete decomposition containing 12 IMFs and a trend. In Figure 4 we plot the first two channels of all the produced IMFs except the fourth IMF, plus the trend. We point out that the MFIF method, based on the Fast Fourier Transform, requires to extend periodically the signal under study. This can be a limitation in general. In this example, for instance, we notice that the trends produced using MFIF are all periodical, ref. Figure 2 and 3 , wheras the MEMD method produces a trend which is clearly not periodical, Figure 4 . However this limitation can be easily overcome as suggested in [4] . The idea is to first extend the signal as we like, with, for example, constant, reflective, antireflective, et cetera boundary conditions, and then apply the MFIF on this newly extended signal. In doing so we combine the freedom of choosing the boundary conditions that we believe best fit the signal under study with the fast calculations given by a Fast Fourier Transform based method.
Conclusions
In this paper we propose a new fast algorithm, named Multivariate Fast Iterative Filtering (MFIF), for the decomposition of multivariate nonstationary signals. When applied to a real life signal MFIF proves to produce comparable results with the ones produced by the Multivariate Empirical Mode Decomposition (MEMD), which is currently the official method adopted in the literature for the decomposition of this kind of signals. From a computational time point of view MFIF proves to be roughly 60 times faster than MEMD. Furthermore, since MFIF is entirely based on the FIF method whose mathematical analysis as been completely addressed in [9] , the MFIF method is completely convergent and stable. Whereas the MEMD mathematical analysis has still to be tackled.
The main open problem in this context regards the development of an algorithm that combines the Multidimensional Iterative Filtering (MIF) method [8] , which handles signals which are varying over space, with the MFIF approach, which handles multidimensional signals which vary over time. There must be smarter ideas than simply applying the two techniques in sequence. We plan to work in this direction of research in a future work.
