Abstract. By evaluating elliptic integrals in terms of standard Ä-functions instead of Legendre's integrals, many (in one case 144) formulas in previous tables are unified. The present table includes only integrals of the first and second kinds having integrands with real singular points. The 216 integrals of this type listed in Gradshteyn and Ryzhik's table constitute a small fraction of the special cases of 13 integrals evaluated here. The interval of integration is not required, as it is in previous tables, to begin or end at a singular point of the integrand. Fortran codes for the standard /^-functions are included in a Supplement.
1. Introduction. Let [p} = [Pi,P2,---,Pn}=f(ai + b1tr/2---(an + bnt)''"/2dt, v where px,...,pn are nonzero integers, the integrand is real, and the integral is assumed to be well defined. Many integrals like / (1 -;c2sin2<í,)"/2¿<í, and f (a + bz2)Pl/2(c + dz2)Pl/1 dz can be put in the form (1.1) by letting t = sin2<f> or / = z2.
For purposes of classification we assume the b's are nonzero and no two of the quantities a¡ + b,t are proportional. If at most two p's are odd, the integral (1.1) is elementary. If exactly three p's are odd (the "cubic case"), the integral is elliptic of the first or second kind if all the even p 's are positive, and otherwise it is third kind.
The only such integral of the first kind is [-1, -1, -1]. If exactly four p's are odd (the "quartic case"), the integral is elliptic of the first or second kind if all the even p's are positive and px + • ■ • +pn < -4; otherwise it is third kind. The only such integral of the first kind is [-1,-1,-1,-1].
If more than four p's are odd, the integral is hyperelliptic.
Integrals of the first kind are traditionally expressed in terms of Legendre's F(<p, k) with 0 < k < 1 and 0 < <j> < it/2. Integrals of the second kind require E((p, k) and usually F also. We shall replace F by the symmetric integral (1.2) RF(x, y, z) = \Ç [(t + x)(t + y)(, + z)Yl/2dt
and E by (1.3) RD(x, y, z) = f jf° (t + Xyl/2(t + y)-1/2(t + z)"3/2dt.
These Ä-functions are homogeneous:
RF(Xx,Xy,Xz) = X-l/2RF(x,y,z), RD(Xx,Xy,Xz) = X-3/2RD(x,y,z), and they are normalized so that (1.5) RF(x,x,x) = x~1/2, RD(x,x,x) = x"3/2.
Fortran codes [6] for computing RF and RD when x, y, z are real and nonnegative are listed in the Supplements section of this issue and can be found also in most of the major software libraries. Customary integral tables [1] , [7] , [9] assume that the interval of integration begins or ends at a branch point of the integrand, and many special cases are listed according to the positions of the other branch points relative to the interval of integration and to one another. If the integral at hand does not have either limit of integration at a branch point, it must be split into two parts that do. In the present paper these two parts are recombined by the addition theorem, and the need to specify the relative positions of the branch points then disappears. The use of /^-functions greatly facilitates the application of the addition theorem and leads to a further unification that cannot be achieved with Legendre's integrals, because the expressions for RF(x, y, z) and RD(x, y,z) in terms of Legendre's integrals with 0 < k < 1 and 0 < </> < 77/2 depend on the relative sizes of x, y, and z (see [5, (4.1) , (4. 2)], (5.25), and (5.32)).
Integrals of the third kind and integrands with conjugate complex branch points, resulting from an irreducible quadratic factor a¡ + b¡t + c¡t2, will be deferred to later papers. (Integrals of the first kind with quadratic factors are treated in [3] .) The main table in Section 2 consists of quartic cases, since cubic cases can be obtained from these by putting at = 1 and b¡ = 0 for various choices of i. To select integrals that are relatively simple and occur most commonly in practice, we arbitrarily require T.\p¡\ < 8. Apart from permutation of subscripts in (1.1), there are just nine quartic cases of the first or second kind satisfying this criterion: 
(A-^A^AV3-y,y2nn~3). In place of (2.3) we define the square roots being nonnegative. The remarks in the paragraph preceding (2.6) apply, after replacement of U¡¡ by U¡, also to the following integrals.
h^^^'^'^^^Y where £ denotes summation over cyclic permutations of the subscripts 1,2,3. The same notation is used in the next formula.
]kdX3d23RD{U2,U2,U2) + -Î 5bxb2bj I 3 and [1,-1,-1,-3], from which the remaining integrals can be obtained by the recurrence relations of Section 5. In order that the first part of the proof shall apply for future purposes to [1, -1, -1, -1, -2], which is an integral of the third kind, we do not restrict the number n of factors in (1.1) to be 4. It will be important that these three integrals have px> -2 and Hp¡= -4.
In (1.1) we assume x > y and a, + b¡t > 0, y < t < x, for all i. In the notation of Section 2 this implies X2 > 0 and Y2 > 0 for all i. Temporarily we assume further that -ax/bx > x and that ai + b¡t > 0, y ^ ; < -ax/bx, for i > 1. This assumption, which will later be removed by analytic continuation, means that -ax/bx is the first singularity encountered to the right of the interval of integration. The first part of the assumption implies (ax + bxx)/bx < 0, whence X2 > 0, bx < 0, and Y2 > 0, since Y2 = A'2 -bx(x -y). The second part of the assumption implies ai + b¡(-ai/bi) > 0, whence dx, > 0, i > 1.
We can now split (1.1) into two parts, both well defined if px > -2: which is the same as (2.6).
This removal of the d 's from the arguments of R F is the critical step. As shown by (1.2). an argument of RF must not be negative, and so the functions on the right-hand side of (4.5) require the branch points to be ordered so that dX2. dx3. and dx4 are positive. To show that (4.10) holds without the assumption that -ax/bx is the first singularity to the right of the interval of integration, we use analytic continuation in bx or more conveniently in w, where We fix x. y. Y¡ > 0, 1 ^ / < n. and X, > 0. 2 *s / sS n. Then ax and bx are functions of w\ and we can make -ax/bx be the first singularity to the right of the interval of integration by choosing w positive and sufficiently small. For such values of n-we have proved that (4.10) is true. We shall show that both sides of (4.10) are analytic in w on the complex plane cut along the nonpositive real axis. It follows by the permanence of functional relations that (4.10) holds in the cut plane and in particular for all positive values of w. Therefore it holds for any real value of -ax/bx outside the closed interval of integration. The last statement is immediately evident from the graph of ax + bxt as a function of t. since ax + bxy has been fixed and w = ax + bxx.
To prove analyticity, we recall that an ^-function is analytic when each of its arguments lies in the plane cut along the nonpositive real axis [2, (6.8-6) . Theorem (6.8-1)]. Since (2.3) shows that U¡. = a,-w1/2 + j8, , where a(/ and ßu are positive. U2 lies in the cut plane when w does, and so the right-hand side of (4.10) is analytic in the cut u-plane. The left side is defined by (1.1), which can be rewritten, when "L p, = -4. as (4.12) [p] = (x-y)\T\YiP'\R -1 1 ' -Pi -Pi, *{ by taking s = (x -t)/(t -y) as a new variable of integration and using [2, (6.8-6) ]. Since Y2 is positive and X2 = w, the right side of (4.12) and the left side of (4.10) are analytic in the cut w-plane, and the proof of (2.6) is complete. A different proof of (2.6) was given in [3] , but the present proof is adaptable to (2.7) with only minor changes. The addition theorem for RD, obtained by putting p = z in [11, (8. 11)], is RD(z2, z3, z4) = RD(z2 + X,z3 + X,z4 + X) (4.13) +RD(z2 + n,z3 + ¡i,z4 + u)
where ¡i is the same as in (4.7). Thus (4.6) becomes
(4.14) ■{RD(z2 + ii,z3 + li,z4 + ii)
Substituting (4.4) and (4.9) and using the homogeneity property (1.4), we find (2.7).
The temporary assumption about -ax/bx can again be removed by the permanence of functional relations. In the first term on the right-hand side of (2.7), dX2 and dX3 are linear functions of w = A'2 by (2.1) and (4.11), and RD is analytic in the cut w-plane by the same reasoning that applied earlier to RF. The second term also is analytic because Xx/Ux4 = wl/2/(aX4wl/2 + ßX4), where aX4 and ßX4 are positive.
Since the left side of (2.7) is a special case of (4.12), the proof is complete.
5. Recurrence Relations. Let e¡ denote an n-tuple with 1 in the ith place and 0's elsewhere (for example, [p + 2ex] = [px + 2,p2,..., /?"]). We shall first list some relations between different integrals, then give their proofs, and finally show how they can be used to obtain all the integrals in the table from the two fundamental integrals (2.6) and (2.7). The most useful relation is The latter, which can be used to raise the value of £/?,-, contains n integrals since di: = 0. In the first term we substitute (5.11) with p replaced by p -2e¡; in the second and third terms we use (5.1) with or without replacement of j by k. The result is (5.5), and (5.6) has a similar proof starting from 6,3(a, + bft)(ak + bkt)(am + bmt) as a cubic polynomial in a, + b¡t.
The following special cases of (5.1) show how to obtain (2.8), (2.9), (2.10), and (2.11) from (2.6) and (2.7):
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
We have omitted ps = 0 in the two integrals on the right-hand side of (5.14). In (5.15), [-1, -1, -3, -1 ] is found by interchanging the subscripts 3 and 4 in formula (2.8) specialized to [-1, -1, -1, -3 -1, -1, -1, -5] from [-1, -1, -1, -3] and [-1, -1, -1, -1] , since the first term of (5.6) is 0. Equations (2.12) and (2.13) then follow from two more special cases of Aside from permutation of indices, each integral on the right-hand side of these equations is among the 13 cubic cases listed in the first paragraph of Section 3. Equation ( 
