Abstract: Our previous constitutive model for fully dense ceramics has been extended to include A1 2 0 3 (AD999) and Si 3 N 4 ; there are now parameters for seven materials. New experimental data, such as spall and double-shock wave-profiles for SiC and B 4 C, have been successfully simulated. Additional experiments are proposed which should help elucidate the remaining problems.
INTRODUCTION
In a previous article, (hereafter referred to as [1]), I described a new constitutive model for the dynamic strength of fully-dense ceramics. The purpose of this present report is to add information regarding new materials and to make additions and corrections to the old data base. In particular, I discuss double-shock experiments, spall, data for yield strength vs. strain rate, and ultrasonic data for the pressure dependence of the shear modulus. For a complete description of the constitutive model, the Mie-Griineisen equation of state, as well as the definitions of all terms and symbols, the reader is referred to [1].
EQUATION OF STATE AND DYNAMIC STRENGTH
2.1 AI 2 0 3 Grady has performed two successful VIS AR experiments on AD999 at 53-and 63-GPa peak stress [2] . AD999 is an alumina with only 0.6% porosity and a Hugoniot elastic limit (HEL) of 12 GPa. These data are compared in Fig. 1 with hydrocode simulations using the parameters in Table 1 . As in [ 1] , all data for initial density p 0 , bulk sound speed C Q , and shear modulus G g are taken from Grady's work. The Griineisen gamma y 0 and rate-independent yield strength Y. were determined by the author. To achieve the calculated results shown, the entire experiment, including the 6061-T6 Al sabot, had to be included. The equations of state (EOS) and constitutive models for Al, PMMA, Ta, and W, the latter two rate-independent, are found in [3] . Except for an unexplained vertical offset, the agreement in the timing and shape between the experimental and calculated profiles is excellent. Even many small details in the shape of the experimental profiles are faithfully reproduced in the calculations.
The experimental time difference between the elastic and plastic waves, as well as the peak velocity, are also very well reproduced in the calculations. In previous work with AD995, the experimental time difference was always significantly longer and the peak lower than in the calculations, consistent with the fact that AD995 is about 2.4% porous. In addition, the shape of the calculated and experimental loading profiles are in good agreement which adds to the credence of the rate-dependent part of the model. Finally, the experimental and calculated initial release times agree, in accord with the ultrasonically-measured pressure dependence of G. However, a major discrepancy occurs at the end of the first or principal release where several oscillations in the data are not reproduced in the calculations. At first glance these oscillations appear to be spall signals. However, at this time the calculation shows that the alumina is not in tension. This is true even when the density of the PMMA was arbitrarily cut in half to force the calculations to fall below the data. This would imply that spall is not the origin of these oscillations. In addition, if spall were present, it seems very unlikely that it would not have affected the later part of the signal, especially the timing. I have no explanation for these oscillatory structures. However, it is important to emphasize that their presence in experimental data does not necessarily mean that spall has occurred. Figure 2 shows a qualitative sketch of the Hugoniot compared with the available data for AlN [4-71. With theexceptionof the point at arelativevolume of 0.81, the pictureis consistentwith two separate phase transformations, one at 21.5+1 GPa and a relative volume of about 0.92, and the other at 28k1.5 GPa and a relativevolume of approximately 0.85. The first transformation is accompanied by avolume change of about 4%; the second, about 13%. Of course, the second break may also be due, in full or in part, merely to wave 
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interactions. This Hugoniot sketch is also in qualitative agreement with several experimental wave profiles from Grady [2] , which show pronounced, step-like changes in the shape of the loading profile at velocities appropriate to these stress levels (e.g., the insert in Fig. 2 ). Grady's profiles also show evidence of a strong shock up to the first transformation. It is difficult to reconcile this with theconcave downward shape in the data of Rosenberg et al. 141 . However, with the exception of the highest stress point, the experimental error in these data could accommodate a concave upward shape.
Because the model lacks a phase-change mechanism, I have not shown any comparisons of calculations with Grady's data for peak stresses above 21.5 GPa. Unfortunately, the only reliable low-stress profiles are at or beIow the HEL, and these really do not provide a stringent test for the model. There is also some question about the quality of the A1N tested [g] . I suggest that a few new profiles below 21.5 GPa, but well above the HEL, would be good tests for the model.
TiB2
Following a suggestion made in [l] , diamond-anvil pressure-cell experiments were performed by J. Akella in an effort to elucidate the origin of the so-called double yield [9] . This feature has been observed in wave profiles taken on material from four different suppliers [g] . The x-ray diffraction measurements were made in a hydrostatic environment to 12 GPa, and quasi-hydrostatic to 40 GPa with no evidence of any phase change until approximately 30 GPa. As a follow-on to this work, I suggest that at least one plate-impact experiment be performed with aramp-wave generator. This will allow us to see if the existence of the double yield depends on a high rate of stress loading.
B4C
Grady has produced two new wave profiles on B,C at peak stresses of 42.2 and 60.5 GPa 121. The lower stress experiment had a Ta impactor, and, as usual, employed a VISAR to measure the velocity of the interface between the target and a LiF window. The higher stress experiment was a symmetrical impact. Both experiments were at higher stresses than his previous work with Dow material [2] . The new profiles, especially the higher stressone, show much less evidenceof the strong oscillations that characterized all the earlier, lower stress data [l] . In fact these profiles are at a high enough peak stress that the limit on rate dependence described in [l] is operative. The hydrocode simulations were done with this limit YL set to 1.5 GPa. Figure 3 compares the 42.2-GPa profile with a hydrocode simulation uslng the model described in [l] . The agreement is satisfactory with the very important exception of the time difference between the elastic and plastic loading waves. Substantially increasing parameter C from [l] did not alleviate the problem. There is a similar, but smaller, discrepancy for the 60.5-GPa comparison.
For the previous lower stress data, it was often impossible to see the arrival of the main shock. However, the first reflection of the elastic precursor off the oncoming main shock was always visible, and this gives a good relative measure of the shock velocity. Figure 4 shows the early-time history for all the experiments done with the Dow material. In order to compare these results, they have all been normalized to the same target thickness. It is clear that up to 30 GPa, the first reflection arrival times imply a continuous increase in shock velocity as the peak stress increases. However, at 42.2 GPa, this arrival time is later than for the 25.7-GPa While there is a hint of a possible phase change in these data, no evidence of one is seen in the wave profiles.
Another unexplained problem can also be seen in Fig. 4 . The HEL for the 60.5-GPa experiment is approximately 30% higher than the HEL for the other profiles. (To get the agreement between the simulation and the experiment in Fig. 3 , YA wasincreased from 12.1 to 15.1 GPa.) Grady has suggested that this difference could be related to precursor decay as the target thickness in this experiment was about 113 that of the others [g]. I feel, however, that the difference is too great for this explanation to be valid.
I would suggest that the region between 30 and 42 GPa be explored with additional wave profiles, all taken using one well-characterized batch of material. 2.5 Si3N4 AS has been the case with all other ceramics, Si N has its own individual peculiarities. This can be seen in the wave profiles from Grady [2] In Fig. 5 , draiy's lowest stress profile is compared with a hydrocode simulation using the parameters in Table 1 . It is quite clear that the principal experimental shockwave velocity is much slower than the calculation. Indeed, this velocity does not exceed the bulk sound speed even when thepeakdriving stressisabout 43 GPa. However, the insertinFig. 5 shows that a small peakoccurs immediately after the HEL which is apparent in three out of four profiles. This early structure occurs at a time that is approximately coincident with a calculation which uses a shock velocity-particle velocity slope of l .O; however, this value is much different from the value of 1 .S5 given by Mashimo et al. [10] . This peak is largest and most obvious in the lowest stress experiment, being about 12 GPa. This would suggest that additional experiments should be done at peak driving stresses between the HEL (9.4 GPa) and about 15 GPa to define this feature further. Perhaps a phase transition has taken place at about 12 GPa. Also, experimental sources for this effect have not yet been ruled out [g].
DOUBLE-SHOCK EXPERIMENTS
Grady and co-workers have performed double-shock experiments on Sic [l l] and B4C [2] . Both employed a composite flyer consisting of LiF backed by Ta. These data are compared with hydrocode simulations in Fig. 6 . For Sic, we used the same model as described in [l] . The agreement could hardly be improved upon. In particular, the calculated arrival time and maximum velocity of the elastic precursor at reshock are in excellent agreement with the data. Because I estimate that 2D effects should start around 2.1 ps after the arrival of the elastic wave, the agreement beyond 3.4 ps may be fortuitous.
For B4C, the model described in [l] was used with the exception that the value of YA was reduced from 12.1 to 11.6 GPa. This change brought the calculated velocities at the HEL and first elastic reflection into agreement with the data, but did affect the later parts of the simulation. Grady has noted that there is enough sample-to-sample variation in B4C to easily account for this few percent spread in HEL [g]. I estimate that 2D effects should commence at about 2.2 PS, which is where the calculation and data begin to differ. Besides calculating thecorrect arrival timeof the elastic precursor atreshock, one can see that thecalculation simulates some rather fine details very well. Note particularly the small structure just before the amval of the elastic precursor at reshock as well as some fine structures at the reshock peak and release.
SPALL
Grady and his co-workers have performed plate-impact experiments to determine the spall strength of a number of ceramics [2, 11, 12] . The analysis of these data, given in Table 2 , includes calculated maximum stress I S , , the ratio (in %)of G , , , to the HEL, and an estimate of strain ratek during the spall process. The spall strength C was determined using the Cochran-Banner model [l31 in a 1D Lagrangian hydrocode simulation of the experimental wave-profiles. The strain rate was determined from the experimental profiles by the fractional change in velocity (vmax -vmh) (Fig. 7 )exhibits a spall strength of2 GPa[12] . This is ahigher value than that of most metals, certainly brittle ones like tungsten [3] . It would be highly informative to perform a few experiments on this material where Gm exceeds the HEL by 20 to 50%. Table 1 compares the results for [d(lnG) / dP]o for an estimated value, the formula for which is described in 1141, and a value determined from the elastic release time in the measured wave profiles. The latter can be considered as a valid experimental approach. The assumptions required are as follows: (1) The temperature dependence of G is either known or, if not, has only a small effect on G as compared with pressure; (2) a MieGriineisen equation of state, referenced to the Hugoniot, provides an adequate representation of the bulk modulus and its variation with pressure; (3) an ensuing hydrocode simulation of the wave profile basicaIIy reproduces the experimental data. All of these assumptions I believe are valid.
PRESSURE DEPENDENCE OF THE SHEAR MODULUS
For A1203, the two values also agree with onemeasured by ultrasonic techniques [15] . Presently, groups led by Prof. M. Manghnani at the University of Hawaii and by Dr. D. Dandekar at the Army Research Laboratory, Watertown, MA, are working on additional ultrasonic measurements. Table 1 . However, except for Sic, the change in Y from b = 104 to 103 S-' does not exceed 0.8 GPa. This small change, coupled with the large uncertainties in the data at 103 S-', make it difficult to use these curves to determine the rate-dependence parameter D [l] . At present, the best way to determine D is to fit the shape of the initial shock-loading portion of at least one wave profile. These values are listed as Dprofile in Table 1 . They are different from the values for D in [l] due to an unfortunate error in units conversion in the original paper.
The consequences of this error are three-fold. First, the model no longer reproduces the Y vs. 6 data for Sic, the only material with enough change in Y to be a sensitive test. This implies that the assumption in [l] that Y in compression is similar to the fracture stress in tension is not valid. On the other hand, a positive consequence is that the value of 6, at which the maximum contribution to Y due to rate dependence occurs, is now of order 105 S-'. This is a reasonable strain rate at the HEL. Using the older, larger values for D, this strain rate was too small, being of order 103 S-'. An additional positive conse uence is thatD is now much X closer to the value calculated from Grady's model (i.e., Dest = (3po~o&2)' , than it was in [l] . One future endeavor is to recalculate all the wave profiles using the exact Grady model, i.e., using Dest in place of D, and also setting the other rate-dependence parameter n (see [l] ) equal to 113 rather than 0.366. If this produces successful simulations of the data, then two more parameters in the model (D and n) can be determined a priori.
