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Re´sume´
L’abduction est le processus consistant a` expliquer
une observation q e´tant donne´e une base de connais-
sances KB, c’est-a`-dire a` trouver un ensemble de faits
E, appele´ une explication, tel que KB et E im-
pliquent conjointement q. De plus, les explications sont
contraintes par un ensemble d’hypothe`ses H, c’est-a`-dire
un ensemble de litte´raux sur lesquels elles doivent eˆtre
forme´es. Ce proble`me est reconnu pour avoir de nom-
breuses applications, en particulier en intelligence artifi-
cielle (IA), et a beaucoup e´te´ e´tudie´ des points de vue
de l’IA comme de la complexite´.
Dans cet article, nous pre´sentons un algorithme a`
la DPLL adapte´ aux proble`mes d’abduction. En parti-
culier, cet algorithme nous permet de proposer une ap-
proche heuristique pour ces proble`mes, et de de´velopper
des techniques ad hoc d’e´lagage de l’arbre de recherche.
Nous de´veloppons un prouveur, de´die´ aux proble`mes
d’abduction et baptise´ zlas, et nous proposons une com-
paraison de notre me´thode a` celle du projet QUIP, qui
utilise une traduction en une formule boole´enne quanti-
fie´e (QBF) pour re´soudre ce type de proble`mes. En plus
du prouveur qbf inclus dans QUIP, nous enrichissons
les tests avec les meilleurs prouveurs qbf actuels. Nous
montrons que pour la plupart des tests propose´s, notre
algorithme permet d’ame´liorer significativement les re´-
sultats obtenus avec une mode´lisation en QBF.
Abstract
Abduction is the process of explaining an observa-
tion q given a knowledge base KB, i.e., of finding a set
of facts E, called an explanation, such that KB and E
together entail q. Explanations are moreover constrained
by a set of hypotheses H, that is, a set of literals over
which they must be built. This problem is well-known to
have many applications, in particular in Artificial Intel-
ligence (AI), and has been widely studied from both an
AI and a complexity-theoretic point of view.
In this paper, we present a DPLL-like algorithm,
adapted to abduction problems. In particular, it allows
us to propose a heuristic approach to abduction, and to
develop ad hoc pruning techniques of the search tree.
We develop a solver, dedicated to abduction pro-
blems and called zlas, and we propose a comparison of
our method to the one envisioned in the QUIP project,
which uses a translation into a quantified Boolean for-
mula (QBF) to solve this kind of problems. In addition
to the qbf solver included in QUIP, we enhance tests
with the best state-of-the-art current qbf solvers. We
show that for most of the proposed tests, our algorithm
allows to significantly improve results obtained with a
QBF modeling.
1 Introduction
qbf, le proble`me de la validite´ pour les formules
boole´ennes quantifie´es (QBF), reveˆt une importance
grandissante en intelligence artificielle (IA). Cela peut
s’expliquer par le fait que, en tant que proble`me
PSPACE-complet canonique, de nombreux proble`mes
d’IA peuvent s’y re´duire en temps polynomial. En
outre, des re´sultats expe´rimentaux obtenus dans di-
vers domaines de l’IA (dont la planification, le rai-
sonnement non-monotone, l’infe´rence paraconsistante)
montrent qu’une approche base´e sur la traduction peut
s’ave´rer plus efficace que des algorithmes de´pendants
du domaine et de´die´s a` ces taˆches (voir [11, 14, 2,
27, 22]). Ainsi, de nombreux prouveurs qbf ont e´te´
conc¸us et e´value´s ces dernie`res anne´es (voir principa-
lement [3, 15, 28, 17, 23, 1, 29]).
Parmi les proble`mes inte´ressants qui peuvent eˆtre
traduits en QBF, l’abduction est un proble`me tre`s
important. Alors que de nombreuses e´tudes sur l’ab-
duction adoptent le point de vue de la complexite´
et ne donnent des algorithmes que pour les classes
polynomiales, nous nous inte´ressons aux algorithmes
ge´ne´riques pour les proble`mes d’abduction. Cepen-
dant, le proble`me ge´ne´ral (sans restriction sur la base
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de connaissances) est ΣP
2
-complet, et reste complet
meˆme avec des restrictions telles que des requeˆtes ato-
miques et des ensembles d’hypothe`ses clos par ne´ga-
tion. Il s’agit donc de trouver des solutions efficaces
en pratique. L’utilisation d’algorithmes pour le pro-
ble`me qbf est une direction prometteuse, puisque la
recherche dans ce domaine est actuellement tre`s active.
Ne´anmoins, des e´tudes d’algorithmes ge´ne´riques
pour l’abduction existent, sous la forme d’algorithmes
pour le calcul d’implique´s (consequence-finding). Des
travaux dans cette direction ont e´te´ mene´s essentielle-
ment par Simon et del Val [7, 31], et nous conseillons
au lecteur l’e´tat de l’art de Marquis [18]. Zanuttini a
e´galement propose´ un algorithme ge´ne´rique [32], qui
utilise principalement les notions d’oubli de variables
(projection) et de satisfiabilite´. Finalement, Egly et
al. [11] proposent des me´thodes pour traduire un pro-
ble`me d’abduction en une QBF.
Nous proposons une autre approche, base´e sur un
algorithme a` la DPLL pour explorer l’espace de re-
cherche des explications candidates. Notre approche
est donc de´die´e a` l’abduction, et permet d’utiliser des
me´thodes heuristiques spe´cialise´es pour choisir les hy-
pothe`ses, ainsi que des conditions d’e´lagage fortes pour
l’espace de recherche. L’une de ces conditions est celle
provoquant un retour en arrie`re (backtrack) de`s que
l’explication candidate n’est pas cohe´rente avec la base
de connaissances. Cette condition peut be´ne´ficier de
prouveurs tre`s efficaces pour la satisfiabilite´ (nous uti-
lisons actuellement minisat [9]).
Nous comparons notre approche a` celle base´e sur
une traduction en QBF sur des jeux d’essais ge´ne´re´s a`
partir de proble`mes de satisfiabilite´, et nous montrons
que, comme on pouvait s’y attendre, notre prouveur
est plus performant que ceux base´s sur une telle trans-
formation, et ce, meˆme lorsque ces derniers utilisent
les meilleurs prouveurs qbf actuels.
Le papier est organise´ comme suit. Le paragraphe 2
donne des de´finitions pre´liminaires. Dans le para-
graphe 3, nous pre´sentons les me´thodes connues pour
re´soudre des proble`mes d’abduction. Nous pre´sentons
notre algorithme a` la DPLL dans le paragraphe 4, et
commentons les re´sultats expe´rimentaux dans le pa-
ragraphe 5. Dans le paragraphe 6, nous concluons et
donnons des perspectives de travail.
2 De´finitions
2.1 Notations
Si ϕ est une formule propositionnelle, ℓ est un lit-
te´ral et L est un ensemble de litte´raux, V(ϕ) (resp.
V(ℓ), V(L)) de´signe l’ensemble des variables apparais-
sant dans ϕ (resp. ℓ, L). De meˆme, si ϕ est sous forme
normale ne´gative, L(ϕ) de´signe l’ensemble des litte´-
raux y apparaissant. Si ℓ est un litte´ral, ℓ de´signe le
litte´ral oppose´. Si L = {ℓ1, . . . , ℓk} est un ensemble
de litte´raux,
∧
L de´signe la formule propositionnelle
ℓ1 ∧ · · · ∧ ℓk. Les affectations sont note´es comme l’en-
semble des litte´raux qu’elles satisfont. Si ϕ et ϕ′ sont
deux formules propositionnelles, nous notons ϕ |= ϕ′
si ϕ implique ϕ′, c’est-a`-dire si tout mode`le de ϕ est
un mode`le de ϕ′.
2.2 Proble`mes d’abduction
Nous utilisons la de´finition standard suivante d’un
proble`me d’abduction. Dans la de´finition comme dans
le reste de l’article, V repre´sente un ensemble de va-
riables, H un ensemble d’hypothe`ses, q une requeˆte, ϕ
une base de connaissances et E une explication.
De´finition 1 (proble`me d’abduction) Une
instance du proble`me d’abduction est un n-uplet
(V,H, q, ϕ), ou` V est un ensemble de variables pro-
positionnelles, H est un ensemble de litte´raux forme´s
sur V , q est une variable de V r V(H) et ϕ est une
formule propositionnelle forme´e sur V .
Une solution d’une telle instance est un ensemble de
litte´raux E (aussi appele´ une explication) tel que :
1. E ⊆ H ;
2. ϕ ∧
∧




Le proble`me d’abduction consiste, e´tant donne´e une
telle instance, a` de´cider s’il existe une explication et,
si c’est le cas, a` en calculer une.
Dans la pratique, nous nous inte´ressons a` des bases
de connaissances sous forme normale conjonctive.
Exemple 2 (proble`me d’abduction) Soient V =
{h1, h2, h3, x1, x2, q}, H = {h1,¬h1, h2,¬h2, h3} et la
formule propositionnelle suivante sur V :
ϕ = (h1 ∨ ¬h2 ∨ q) ∧ (h1 ∨ ¬h2 ∨ ¬x1)∧
(h1 ∨ ¬h2 ∨ x1) ∧ (h3 ∨ x1 ∨ x2)∧
(h1 ∨ h2 ∨ q).
Alors le n-uplet (V,H, q, ϕ) est une instance du pro-
ble`me d’abduction.
L’ensemble E = {¬h1,¬h2} est une explication
pour cette instance, puisque l’on a E ⊆ H, que
ϕ ∧
∧
E est satisfiable (comme en te´moigne l’affecta-
tion {¬h1,¬h2, h3, x1, x2, q}), et que ϕ∧
∧
E implique
q (comme en te´moigne la dernie`re clause). Notons que
{¬h1,¬h2, h3} est aussi une explication.
En revanche, {¬h1,¬h2,¬h3} n’est pas une explica-
tion, puisque l’on a ¬h3 /∈ H. L’ensemble {¬h1, h2}
n’en est pas une non plus, meˆme s’il implique q
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conjointement a` ϕ ; en effet, il n’est pas cohe´rent avec
ϕ. Finalement, l’ensemble {h1, h3} n’est pas une ex-
plication, puisqu’il n’implique pas q conjointement a`
ϕ ; cela peut se voir, par exemple, avec l’affectation
{h1, h2, h3, x1, x2,¬q}.
2.3 Restrictions du proble`me
Dans la litte´rature, il existe de nombreuses autres
formalisations du proble`me d’abduction. Elles dif-
fe`rent en particulier quant a` la repre´sentation syn-
taxique de la requeˆte, aux proprie´te´s impose´es a` l’en-
semble d’hypothe`ses et a` la classe de formules conside´-
re´e pour les bases de connaissances (KB), ainsi qu’aux
proprie´te´s impose´es aux explications calcule´es.
Les restrictions impose´es a` l’ensemble d’hypothe`ses
H sont importantes. Cet ensemble est souvent restreint
a` eˆtre clos par ne´gation, c’est-a`-dire a` contenir soit h
et ¬h, soit aucun des deux, pour toute variable h.
Les e´tudes cherchant a` identifier des classes poly-
nomiales de KB pour ce proble`me imposent e´gale-
ment diverses restrictions. Par exemple, Selman et Le-
vesque [30] et Eiter et Gottlob [12] conside`rent des
KB de Horn (en CNF), et Zanuttini [32] conside`re des
classes de formules DNF et affines. Des e´tudes ont e´ga-
lement classifie´ la complexite´ du proble`me, en fonction
du langage de contraintes autorise´ pour la KB, pour
des restrictions spe´cifiques sur H et q [21, 6].
Cependant, lorsque la classe pre´cise de la KB n’im-
porte pas, ce qui est le cas lorsque l’on e´tudie des ap-
proches ge´ne´riques, plusieurs restrictions se re´duisent
les unes aux autres. En particulier, nous supposons ici
que la requeˆte q est un litte´ral, et ce sans perte de ge´ne´-
ralite´. En effet, si la requeˆte est un terme ou une clause
ψ, on peut ajouter des clauses exprimant q′ ↔ ψ a` ϕ
en temps polynomial et remplacer la requeˆte ψ par q′
(ou` q′ est une nouvelle variable). Notons que la litte´-
rature ne conside`re pas, en ge´ne´ral, des requeˆtes plus
complexes (telles que des formules CNF quelconques),
puisque les requeˆtes formalisent habituellement des ob-
servations simples sur l’environnement.
Nous supposons e´galement que q n’est pas une hypo-
the`se (q /∈ H). A` nouveau, c’est sans perte de ge´ne´ra-
lite´, puisque si q ∈ H, on peut introduire une nouvelle
variable q′, ajouter des clauses exprimant q ↔ q′ a` ϕ,
et remplacer la requeˆte q par q′.
Il est aussi important de noter que nous nous re-
streignons au proble`me de de´cision, c’est-a`-dire que
nous cherchons une explication quelconque, pas force´-
ment, par exemple, minimale pour l’inclusion. En effet,
pour ce dernier crite`re, on voit qu’il existe une explica-
tion minimale si et seulement s’il existe une explication
quelconque. Mais il est e´galement facile de voir que la
partie difficile est celle consistant a` trouver une expli-
cation ; la minimisation est en ge´ne´ral plus facile (en
ce qui concerne la minimalite´ pour l’inclusion), car elle
peut eˆtre re´alise´e de fac¸on gloutonne. Pour une e´tude
de´taille´e des divers crite`res de minimalite´ et certaines
implications algorithmiques, nous renvoyons le lecteur
a` [12].
2.4 Formules boole´ennes quantifie´es
Nous comparons notre approche principalement a`
celle du projet QUIP, qui utilise une re´duction du pro-
ble`me d’abduction au proble`me qbf, le proble`me de
la validite´ des formules boole´ennes quantifie´es. Nous
de´finissons ce dernier proble`me dans la suite.
Une formule boole´enne quantifie´e (QBF) est une for-
mule construite sur un ensemble de symboles proposi-
tionnelles avec les connecteurs usuels ¬, ∨, ∧ et → et
les quantificateurs ∀ et ∃ sur les variables. L’ensemble
de toutes les variables apparaissant dans une QBF Σ
est note´ V(Σ), et une variable x ∈ V(Σ) est dite libre
dans Σ si et seulement si toutes ses occurrences ne sont
pas sous la porte´e d’un quantificateur.
Une QBF Σ est dite pre´nexe si elle est de la forme
Σ = Qx1 . . . Qxn.φ, ou` chaque occurrence deQ de´signe
∀ ou ∃, et φ ne contient aucun quantificateur. φ est ap-
pele´e la matrice de Σ, et la se´quence de quantifications
Qx1 . . . Qxn est appele´e son pre´fixe. Une formule est
dite ferme´e si et seulement si elle n’a aucune variable
libre.
Une QBF est dite satisfiable si elle a au moins un
mode`le selon la se´mantique usuelle des connecteurs et
des quantificateurs, et valide si toute interpre´tation
la satisfait. Nous ne manipulons ici que des formules
QBF ferme´es.
Nous utiliserons la formalisation suivante du pro-
ble`me de validite´ pour les QBF.
De´finition 3 (qbf) Une instance du proble`me de va-
lidite´ pour les QBF est simplement une QBF Σ. Le
proble`me consiste a` de´cider si Σ est valide.
3 Me´thodes pour re´soudre des proble`mes
d’abduction ge´ne´riques
3.1 Calcul d’implique´s
Le consequence-finding est essentiellement le pro-
ble`me consistant a` ge´ne´rer les implique´s premiers
d’une formule donne´e. Diverses proprie´te´s peuvent eˆtre
impose´es sur les implique´s premiers que l’on cherche
a` ge´ne´rer ; Marquis [18] donne un e´tat de l’art, no-
tamment sur l’utilisation de la ge´ne´ration d’implique´s
premiers pour l’abduction. La caracte´risation donne´e
par Marquis est la suivante [18, Proposition 4.2].
Proposition 4 Un ensemble E est une explication
minimale pour l’inclusion d’une instance (V,H, q, ϕ)
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du proble`me d’abduction si et seulement si la clause∨
ℓ∈E ℓ est un implique´ premier de ϕ ∧ ¬q qui n’est
pas implique´ par ϕ et dont tous les litte´raux sont dans
H = {ℓ | ℓ ∈ H}. Ces implique´s premiers sont appele´s
les implique´s 〈H,ϕ〉-premiers de ¬q.
Il y a d’autres caracte´risations des explications en
termes d’implique´s premiers (voir par exemple [26]).
Proposition 5 Un ensemble E est une explication
minimale pour l’inclusion d’une instance (V,H, q, ϕ)
du proble`me d’abduction si et seulement si la clause
(q ∨
∨
ℓ∈E ℓ) est un implique´ premier de ϕ.
La caracte´risation de Marquis sugge`re donc de cal-
culer des implique´s 〈H,ϕ〉-premiers de ¬q. Celle de
Reiter et de Kleer’s sugge`re de calculer des implique´s
premiers de ϕ dont les litte´raux sont dans H ∪ {q},
puis de ne retenir que ceux qui contiennent q. Cette
dernie`re ide´e semble moins efficace, mais le proble`me
de ge´ne´ration correspondant a e´te´ plus largement e´tu-
die´ dans la litte´rature.
Cependant, dans ce rapport pre´liminaire, nous ne
comparons pas notre approche a` celle base´e sur la ge´-
ne´ration d’implique´s premiers. Cette comparaison est
en effet relativement complexe, puisqu’en ge´ne´ral, les
algorithmes de ge´ne´ration d’implique´s premiers sont
conc¸us et optimise´s pour calculer tous les implique´s
premiers d’une CNF donne´e, ce qui n’est pas notre but
(cela correspondrait a` ge´ne´rer toutes les explications
minimales pour un proble`me d’abduction). En particu-
lier, dans la conception de tels algorithmes l’accent est
souvent mis sur des repre´sentations efficaces de tre`s
grands ensembles d’implique´s (comme par exemple
dans zres, de Simon et del Val [31]). Cela est ne´ces-
saire pour la ge´ne´ration, mais induit clairement des
surcouˆts inutiles pour l’abduction.
3.2 Traductions en QBF
Nous comparons notre approche avec celle par tra-
duction en QBF, de´veloppe´e par le projet QUIP a`
Vienne [11]. L’ide´e est d’utiliser l’expressivite´ du pro-
ble`me de validite´ des QBF pour encoder divers pro-
ble`mes de raisonnement non-monotone, puis d’utiliser
les meilleurs prouveurs qbf pour les re´soudre.
Pour l’abduction, l’approche est la suivante. La
QBF qui encode une instance du proble`me d’abduction
refle`te simplement chaque condition dans la de´finition
de l’abduction. Ne´anmoins, comme cela est fait dans
l’imple´mentation de QUIP, nous restreignons la de´fini-
tion a` des hypothe`ses positives. Mais cette restriction
n’induit aucune perte de ge´ne´ralite´, puisqu’une hypo-
the`se ne´gative ¬h peut eˆtre remplace´e par une hypo-
the`se positive h′, ou` h′ est une nouvelle variable, du
moment que l’on ajoute h′ ↔ ¬h a` la KB.
De´finition 6 (QBF pour l’abduction)
Soit Π = (V,H, q, ϕ) une instance du proble`me
d’abduction, ou` H ne contient que des litte´raux
positifs. Notons H = {h1, . . . , hn}. La QBF ΣΠ est
de´finie comme :
∃e1, . . . , en

 ∃V
ϕ ∧∧ni=1 ei → hi
∧
∀V




Intuitivement, pour tout i, ei devine si hi est dans
l’explication. En effet, on voit que les contraintes sur
les ei sont de la forme ei → hi ; autrement dit, hi est
pris en compte si et seulement si ei est positif. Les
deux termes dans la porte´e de ∃e1, . . . , en expriment
les conditions 2 et 3 de la de´finition 1, respectivement.
Egly et al. [11] montrent que, pour une instance Π
du proble`me d’abduction, Π a une explication si et
seulement si ΣΠ est valide. De fait, cette transforma-
tion effectue´e, tout prouveur qbf peut eˆtre utilise´ pour
re´soudre un proble`me d’abduction.
Malheureusement, la plupart des prouveurs qbf
n’acceptent pas des QBF quelconques, mais requie`rent
qu’elles soient donne´es sous forme normale conjonc-
tive pre´nexe. Afin d’e´viter une explosion en taille de
la formule, des transformations en forme normale pre´-
servant la structure peuvent eˆtre utilise´es pour mettre
la QBF sous cette forme [24, 8, 10]. Contrairement
aux transformations usuelles, qui exploitent les lois de
distributivite´ des connecteurs, ces transformations in-
troduisent de nouvelles variables servant de noms pour
des occurrences de sous-formules, et sont polynomiales
en la taille de la formule donne´e.
Les tests reporte´s dans [11] ne concernent pas
seulement des proble`mes d’abduction, mais aussi
d’autres proble`mes de raisonnement non-monotone.
Les auteurs comparent leur outil, baptise´ QUIP, avec
DeRes [5], dlv [13], smodels [20] et Theorist [25].
Quatre des cinq jeux d’essais viennent de Theory-
Base [4], un ensemble de tests classique pour les for-
malismes non-monotones. Le dernier jeu consiste en
des proble`mes de diagnostic abductif pour des addi-
tionneurs n-bits.
4 Une approche DPLL pour l’abduction
4.1 Pre´sentation
Nous de´crivons maintenant notre approche DPLL
pour re´soudre un proble`me d’abduction. L’ide´e de base
est d’explorer l’espace de recherche, c’est-a`-dire toutes
les combinaisons de litte´raux de H, a` la DPLL. A`
chaque nœud, soit une hypothe`se est e´limine´e, soit elle
est choisie et affecte´e a` vrai dans la base de connais-
sances. De fait, une explication candidate courante E
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est implicitement maintenue par l’algorithme, et la
base de connaissances courante repre´sente KB ∧
∧
E.
Ne´anmoins, puisqu’en ge´ne´ral les variables ne
peuvent pas eˆtre toutes affecte´es de cette manie`re, il
faut des conditions d’arreˆt plus complexes que pour la
satisfiabilite´. Lorsqu’on atteint une feuille, c’est-a`-dire
lorsque tout litte´ral de H est soit e´limine´, soit affecte´
et propage´ dans la base de connaissances, on de´cide
simplement si la base de connaissances courante est
satisfiable et implique la requeˆte. Si c’est le cas, le can-
didat courant E est une explication. Sinon, un retour
en arrie`re est ne´cessaire. Cette condition d’arreˆt peut
donc be´ne´ficier de prouveurs efficaces pour la satisfia-
bilite´.
Nous insistons sur le fait que contrairement au cas
du proble`me de satisfiabilite´, chaque hypothe`se est soit
e´limine´e, soit choisie a` chaque nœud. Il n’y a pas d’af-
fectation a` vrai ou faux, et le cas d’une hypothe`se ap-
paraissant positivement et ne´gativement dans H est
simplement pris en compte par la proce´dure ✓ e´limi-
ner ou affecter ✔. Pour ce qui est de cette dernie`re
de´cision, nous testons simplement s’il existe une expli-
cation contenant l’hypothe`se courante, et sinon, lors
du retour en arrie`re, nous de´cidons s’il en existe une
ne la contenant pas ; autrement dit, nous l’e´liminons
et passons a` l’hypothe`se suivante.
Certaines conditions peuvent eˆtre teste´es presque
sans surcouˆt a` chaque nœud, et peuvent permettre
l’e´lagage de tout le sous-arbre ayant ce nœud pour
racine. Nous en pre´sentons trois.
Tout d’abord, notre algorithme maintient la base de
connaissances courante sature´e pour la re´solution uni-
taire. Si, a` un nœud donne´, la clause vide est de´tecte´e,
on peut en de´duire que la formule KB∧
∧
E courante
n’est pas satisfiable, et donc que E ne peut pas eˆtre
e´tendue en une explication. Donc, dans ce cas, on peut
revenir sur le dernier choix d’hypothe`se.
Ensuite, si la base de connaissances courante ne
contient plus aucune occurrence de la requeˆte (et
meˆme si elle contient des occurrences de sa ne´gation),
on peut en de´duire qu’il n’existe pas d’explication e´ten-
dant l’explication courante. En effet, si KB ∧
∧
E ne
contient pas d’occurrence de q, alors soit elle est in-
satisfiable, soit elle est satisfiable mais ses mode`les
peuvent eˆtre e´tendus avec q ou q indiffe´remment. Dans
tous les cas, on voit aise´ment qu’il n’y a pas d’explica-
tion e´tendant E. En outre, cette condition peut encore
eˆtre de´cide´e efficacement.
Pour terminer, si la clause unitaire (q) est dans la
base de connaissances courante, cela signifie que la for-
mule KB∧
∧
E implique q. Dans ce cas, on de´cide si la
base de connaissances courante est satisfiable. Si c’est
le cas, on a trouve´ une explication, et sinon on revient
sur le dernier choix d’hypothe`se.
4.2 L’algorithme
L’algorithme de base mettant en œuvre les prin-
cipes pre´sente´s ci-dessus est donne´ sur l’algorithme 1.
Il prend en entre´e une instance (V,H, q, ϕ) du pro-
ble`me d’abduction, et retourne, soit une explication
pour l’instance, soit {{}}, ce qui signifie qu’il n’existe
pas d’explication. La formule propositionnelle ϕ est
suppose´e en CNF.
Algorithme 1 : Algorithme DPLL pour l’abduc-
tion
fonction Abduction
Donne´es : une instance (V,H, q, ϕ) du proble`me
d’abduction.
Re´sultat : une explication E pour l’instance, s’il en
existe une, {{}} sinon.
de´but
/* Cas de base : */
si ϕ contient une clause vide alors
/* ϕ ∧
∧
E est insatisfiable : */
retourner {{}} ;





E′ ne peut impliquer q pour
aucun E′ : */
retourner {{}} ;
si la clause unitaire (q) est dans ϕ alors
/* ϕ ∧
∧
E implique q : */
si ϕ est satisfiable alors retourner E;
retourner {{}} ;
si H ={} alors
/* Plus de branchement possible : */
si ϕ est satisfiable et ϕ∧¬q ne l’est pas alors
retourner E;
retourner {{}} ;
/* Branchement : */
ℓ = un litte´ral de H;
E = E ∪ {ℓ};
affecter ℓ a` vrai dans ϕ;
saturer ϕ pour la re´solution unitaire;
H ′ = H r {ℓ};
res = Abduction((V,H ′, q, ϕ));
si res 6= {{}} alors retourner res;
/* Brancher sans ℓ : */
E = E \ {ℓ};
annuler la propagation unitaire de ℓ dans ϕ;
retourner Abduction((V,H ′, q, ϕ));
fin
L’algorithme est re´cursif. Chaque appel re´cursif de´fi-
nit un nouveau nœud dans l’arbre de recherche. Afin de
simplifier la pre´sentation, l’explication candidate cou-
rante E est suppose´e stocke´e dans une variable globale.
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Il est important de noter que des re`gles de simpli-
fication usuelles peuvent eˆtre utilise´es, comme c’est le
cas lors de la de´tection d’une clause vide, mais que
d’autres ne peuvent pas. La propagation de litte´raux
apparaissant dans des clauses unitaires peut aussi eˆtre
utilise´e, puisqu’elle ne change pas l’ensemble de mo-
de`les de la base de connaissances. En revanche, on
ne peut pas simplifier les litte´raux purs. Par exemple,
si V = {h, q}, ϕ = {¬h ∨ q} et H = {h}, la re`gle
des litte´raux purs affecterait h a` faux, et l’explication
(unique) E = {h} disparaˆıtrait.
Nous donnons maintenant un exemple du fonction-
nement de l’algorithme.
Exemple 7 (suite de l’exemple 2) Soient a` nou-
veau H = {h1,¬h1, h2,¬h2, h3} et
ϕ = (h1 ∨ ¬h2 ∨ q) ∧ (h1 ∨ ¬h2 ∨ ¬x1)∧
(h1 ∨ ¬h2 ∨ x1) ∧ (h3 ∨ x1 ∨ x2)∧
(h1 ∨ h2 ∨ q).
L’algorithme branche d’abord sur h1 a` vrai ; on obtient
donc ϕ = (h3 ∨ x1 ∨ x2), et puisque cette formule ne
contient pas q, cette branche est une impasse.
L’algorithme revient donc sur son choix et branche
sur ¬h1. On obtient alors :
ϕ = (¬h2 ∨ q) ∧ (¬h2 ∨ ¬x1) ∧ (¬h2 ∨ x1)∧
(h3 ∨ x1 ∨ x2) ∧ (h2 ∨ q).
Cela ne donne pas de re´ponse. Il faut donc continuer
a` descendre dans l’arbre de recherche.
L’ensemble H est maintenant {h2,¬h2, h3}. L’algo-
rithme branche sur h2 avec la valeur vrai, et on ob-
tient :
ϕ = (q) ∧ (¬x1) ∧ (x1) ∧ (h3 ∨ x1 ∨ x2).
La formule contient la clause unitaire (q), mais n’est
pas satisfiable, donc cette branche est une impasse.
L’algorithme revient donc sur son dernier choix et
branche sur ¬h2 ; on obtient alors ϕ = (h3∨x1∨x2)∧
(q), qui contient la clause unitaire (q) et est satisfiable.
L’algorithme retourne donc l’explication {¬h1,¬h2}.
4.3 Heuristiques
Comme nous l’avons vu, notre approche permet
d’utiliser une approche heuristique pour se´lectionner
l’hypothe`se la plus inte´ressante a` chaque nœud. Du fait
de la structure de la recherche, une telle heuristique
doit eˆtre capable de se´lectionner une hypothe`se qui
fait tre`s probablement partie d’une explication, c’est-
a`-dire dont l’affectation a` vrai rend la requeˆte ✓ plus
implique´e ✔ mais n’affecte ✓ pas trop ✔ la satisfiabilite´
de la base de connaissances.
Dans cet esprit, nous avons expe´rimente´ plusieurs
heuristiques, et il s’est ave´re´ que la plus efficace est
une fonction inspire´e de l’heuristique bien connue pour
sat et dite de Jeroslow-Wang [16].
Cette heuristique vise a` promouvoir la de´couverte
d’une explication pour le proble`me en pre´fe´rant les hy-
pothe`ses dont la ne´gation apparaˆıt souvent dans des
petites clauses avec la requeˆte. L’ide´e est que, s’il existe
une clause (¬h∨q) dans la base de connaissances, alors,
h est clairement une hypothe`se prometteuse. Un raffi-
nement est aussi effectue´, qui pe´nalise les hypothe`ses
dont la ne´gation apparaˆıt e´galement souvent dans les
meˆmes clauses que la ne´gation de la requeˆte. Ensuite,
avec des poids plus faibles, les co-occurrences de l’hy-
pothe`se avec la requeˆte ou sa ne´gation sont prises
en compte. Tous ces poids cherchent donc a` e´valuer
dans quelle mesure brancher sur l’hypothe`se conside´re´e
✓ implique plus ✔ la requeˆte. Les e´galite´s sont arbitre´es
par de petits poids qui visent a` pre´fe´rer les hypothe`ses
qui me`neront moins probablement a` l’insatisfiabilite´.
Pour re´sumer, pour chaque hypothe`se h nous ad-
ditionnons les poids suivants, calcule´s pour toutes les
clauses C ∈ ϕ. L’heuristique est statique, c’est-a`-dire
que les hypothe`ses sont ordonne´es une fois pour toute.




+2048/|C| si q ∈ C et ¬h ∈ C
−1024/|C| si q ∈ C et h ∈ C
−2048/|C| si ¬q ∈ C et ¬h ∈ C
+1024/|C| si ¬q ∈ C et h ∈ C
−2/|C| si h ∈ C
+1/|C| si ¬h ∈ C
0 si h,¬h 6∈ C






Un autre type d’heuristique que nous avons expe´-
rimente´ donnait la pre´fe´rence aux hypothe`ses proches
de la requeˆte dans le graphe d’implication de la base
de connaissances. Autrement dit, h e´tait e´value´ a` 1
s’il existait une clause de la forme (¬h ∨ · · · ∨ q), a` 2
s’il n’en existait pas mais qu’il y avait deux clauses de
forme respective (¬h∨ · · · ∨ ℓ) et (ℓ∨ · · · ∨ q), etc. Ce-
pendant, les expe´riences mene´es ont montre´ que cette
heuristique n’e´tait pas aussi efficace que la pre´ce´dente,
qu’elle fuˆt utilise´e statiquement ou dynamiquement.
4.4 Autres conditions d’e´lagage
Dans l’algorithme de base, nous avons donne´
quelques conditions sans surcouˆt pour e´laguer des par-
ties de l’arbre de recherche. Nous avons e´galement ex-
pe´rimente´ des conditions plus couˆteuses, que nous de´-
crivons maintenant.
Tout d’abord, nous avons expe´rimente´ un test de
satisfiabilite´ de la formule ϕ ∧
∧
E courante a` chaque
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nœud de l’espace de recherche, ce qui constitue e´vi-
demment une condition plus forte que la de´tection des
clauses vides. De`s que la formule ϕ ∧
∧
E courante
est insatisfiable, on peut revenir sur le dernier choix1.
En poursuivant dans cette direction, nous avons e´ga-
lement expe´rimente´ un test a` chaque nœud pour de´-
terminer si ϕ∧
∧
E implique la requeˆte. Si c’est le cas,
on peut de´cider si ϕ ∧
∧
E est satisfiable, ce qui de´-
cide alors si E est une explication pour le proble`me
d’abduction.
Ces deux conditions, et leurs combinaisons, ont e´te´
expe´rimente´es avec un prouveur sat, en l’occurrence
minisat [9]. Il s’est ave´re´ que tester l’implication a`
chaque nœud induit un surcouˆt important a` chaque
nœud, tout en permettant peu d’e´lagage. En revanche,
il s’est ave´re´ que tester la satisfiabilite´ a` chaque nœud
acce´le`re la recherche globale, tant en termes de temps
que de nombre de nœuds explore´s. Les expe´riences rap-
porte´es dans le paragraphe suivant ont donc e´te´ me-
ne´es avec cette condition.
5 Expe´rimentations
5.1 Cadre expe´rimental
Les re´sultats empiriques pre´sente´s dans ce para-
graphe ont e´te´ obtenus sur un PIV 3 GHz muni de
512 Mo de RAM sous Linux.
Nous avons imple´mente´ un prouveur d’abduction
appele´ zlas (version 0.0.6)2. Il prend en entre´e des
proble`mes d’abduction dans notre propre format ins-
pire´ des formats DIMACS et appele´ ADIMACS.
Exemple 8 (suite de l’exemple 2) Soient a` nou-
veau H = {h1,¬h1, h2,¬h2, h3} et
ϕ = (h1 ∨ ¬h2 ∨ q) ∧ (h1 ∨ ¬h2 ∨ ¬x1)∧
(h1 ∨ ¬h2 ∨ x1) ∧ (h3 ∨ x1 ∨ x2)∧
(h1 ∨ h2 ∨ q).
Dans le format DIMACS, les variables sont repre´sen-
te´es par des nombres. Posons h1 = 1, h2 = 2, h3 = 3,
x1 = 4, x2 = 5, et q = 6. Alors ce proble`me d’abduc-
tion dans le format ADIMACS est comme suit :
c Ceci est un commentaire
c #VARIABLES=6, #CLAUSES=5
p cnf 6 5
q 6
h 1 -1 2 -2 3 0
1 -2 6 0
1 -2 -4 0
1Cette technique est a` rapprocher de techniques des prou-
veurs qbf comme le test de ve´rite´ triviale.
2Documentation comple`te et exe´cutable disponibles sur
www.info.unicaen.fr/~zanutti/zlas.
1 -2 4 0
3 4 5 0
1 2 6 0
Notons que la diffe´rence avec le format DIMACS clas-
sique re´side dans les lignes de´butant par q et h, qui re-
pre´sentent respectivement la requeˆte et les hypothe`ses.
L’objectif est de comparer zlas avec d’autres outils.
Plus pre´cise´ment, nous utilisons quip_filter [11], un
outil pour construire une QBF a` partir d’un proble`me
de raisonnement (ici l’abduction) avec la de´finition 6,
et nous comparons le comportement de boole (le prou-
veur qbf de QUIP) avec zlas. Nous comparons e´ga-
lement, en plus de boole, deux des meilleurs prou-
veurs qbf actuels, sKizzo et 2clsQ [19]. Ces deux
derniers prouveurs, contrairement a` boole, ne´cessitent
une transformation sous forme normale, ce qui est re´a-
lise´ par qst3. qst est de´veloppe´ par Martina Seidl et
Michael Zolda, et il est de´crit dans le me´moire de Mi-
chael Zolda [33].
Les trois prouveurs qbf sont comme suit :
boole est un prouveur propositionnel base´ sur les dia-
grammes de de´cision binaires4 ; l’un de ses avan-
tages est qu’il ne ne´cessite pas de transformation
sous forme normale supple´mentaire [11] ;
sKizzo (version 0.8.2) est base´ sur une nouvelle tech-
nique, appele´e skole´misation symbolique, et sur
une forme de raisonnement symbolique ; cette ap-
proche le de´marque des autres prouveurs qbf [1],
mais il n’en est pas moins compe´titif ;
2clsQ (1re place a` la compe´tition qbf 2006) est un
prouveur qbf base´ sur un raisonnement sur les
clauses binaires [29].
5.2 Jeux d’essais
Tous les jeux d’essais ge´ne´re´s le sont a` partir d’ins-
tances DIMACS e´crites pour sat5. Nous re´alisons un
premier tri afin de ne conserver que les instances sa-
tisfiables, puisque ce sont les seules susceptibles d’eˆtre
inte´ressantes. Nous travaillons ainsi sur 148 des 237
instances, et 8 des 12 familles de proble`mes. Nous uti-
lisons un ge´ne´rateur de proble`mes d’abduction, baptise´
agen, qui ge´ne`re trois proble`mes d’abduction a` partir
d’une seule instance sat comme suit :
– choisir une variable pour requeˆte,
– ge´ne´rer trois ensembles diffe´rents d’hypothe`ses
forme´s de 10, 50 ou 100% des variables,
3Exe´cutable disponible sur
http://www.kr.tuwien.ac.at/research/eq/qst.





– conserver telle qu’elle la formule CNF comme base
de connaissances du proble`me.
Pre´cisons que les requeˆtes et les hypothe`ses ne sont
ge´ne´re´es qu’a` partir de litte´raux positifs afin de respec-
ter le formalisme de QUIP. De plus, seules les instances
que quip_filter est capable de filtrer sont conserve´es,
meˆme si zlas est capable de les re´soudre.
Chaque instance est ge´ne´re´e aux formats ADIMACS
et QUIP. Notons que les instances au format QUIP
sont ge´ne´re´es avec l’option SET DETAIL OFF. Un total
de 101 × 3 = 303 instances, a` partir de 6 familles de
proble`mes sat, sont ge´ne´re´es.
5.3 Re´sultats
Dans le tableau 1, la colonne Bench donne le nom
du type d’instances DIMACS original pour sat. La
troisie`me colonne (Hyp) est une indication sur la ma-
nie`re dont les hypothe`ses sont choisies : 00 (resp. 50,
90) signifie que chaque variable a 0% (resp. 50%,
90%) de chances de ne pas apparaˆıtre dans le pro-
ble`me d’abduction conside´re´, c’est-a`-dire que 100%
(resp. 50%, 10%) des variables, excepte´e la requeˆte,
ont une chance d’apparaˆıtre dans l’ensemble d’hypo-
the`ses. La dernie`re colonne indique le nombre de pro-
ble`mes ayant une explication ou pas d’explication. Il
est ainsi possible de de´duire, a` partir du nombre d’ins-
tances (colonne #inst), pour combien d’entre elles la
solution est inconnue, i.e. combien sont irre´solues par
tous les prouveurs.
Enfin, les six colonnes restantes donnent des temps
en secondes. Les colonnes Filtre et qst donnent juste
une indication sur le temps ne´cessaire respectivement
a` quip_filter pour construire une QBF, et qst pour
en calculer la forme normale. Finalement, les colonnes
boole, sKizzo, 2clsQ, et zlas donnent les temps cu-
mule´s pour les prouveurs boole, sKizzo, 2clsQ, et
notre prouveur pour re´soudre l’ensemble d’instances
correspondant. Nous donnons enfin, entre parenthe`ses,
le nombre de timeouts ou proble`mes irre´solus, par
exemple pour des raisons de manque d’espace me´-
moire, pour le prouveur correspondant. La limite de
temps est fixe´e a` 60 secondes de temps CPU pour
chaque prouveur.
Les meilleurs re´sultats, c’est-a`-dire ceux dont le
nombre de timeouts ou d’instances irre´solues est le
plus petit, sont en caracte`re gras. 2clsQ obtient des
re´sultats ge´ne´raux le´ge`rement meilleurs, puisque son
nombre de timeouts est plus petit. Cependant, excepte´
pour les instances aim, notre algorithme est clairement
plus efficace que tous les autres teste´s.
Assez naturellement, nous observons que zlas est
mois efficace sur les proble`mes comportant le plus
grand nombre d’hypothe`ses (i.e. avec une colonne
✓ Hyp ✔ petite). Parmi les 101 instances pour chaque
taux d’hypothe`ses, il ne´cessite 374.85 secondes pour
en re´soudre 59 avec toutes les variables dans l’en-
semble d’hypothe`ses, alors qu’il n’a besoin que de 72.79
secondes pour re´soudre 94 proble`mes lorsque seules
10% des variables apparaissent dans l’ensemble d’hy-
pothe`ses. Cette tendance est encore plus frappante
pour les proble`mes aim. En effet, alors que zlas peine
re´ellement a` les re´soudre en ge´ne´ral, il s’ave`re ne pas
eˆtre loin de devenir le meilleur pour ces instances avec
10% des variables dans l’ensemble d’hypothe`ses.
Nous avons aussi calcule´ des temps moyens. Les re´-
sultats sont a` nouveau assez encourageants. Alors que
zlas a besoin de 2.32 secondes en moyenne pour re´-
soudre l’une des 223 instances, boole (resp. sKizzo,
2clsQ) ne´cessitent 3.01 (resp. 4.68, 12.47) secondes
pour re´soudre l’une des 174 (resp. 162, 233) instances,
en conside´rant les temps moyens duˆs au filtre (resp. au
filtre (0.09 seconds) et a` qst (3.05 seconds)).
6 Conclusion et perspectives
Dans cet article, nous avons traite´ d’un point de vue
pratique et expe´rimental de la re´solution de proble`mes
d’abduction. Nous avons, dans un premier temps, de´-
crit un nouvel algorithme de´die´ a` l’abduction, et pre´-
sente´ une heuristique inte´ressante. Les re´sultats expe´-
rimentaux rapporte´s donnent un sens a` cette e´tude et
encouragent une recherche dans cette direction.
Nous pouvons constater que, bien que la recherche
sur les prouveurs qbf suscite un grand inte´reˆt de nos
jours, ils ne sont pas encore aussi efficaces qu’ils le
pourraient. Nous pouvons e´galement conclure que les
techniques d’encodage ne sont pas assez puissantes. En
effet, cette e´tude tend a` montrer l’inefficacite´ des outils
d’encodage et de re´solution de QBF pour l’abduction.
Clairement, cette e´tude n’est pas comple`te d’un
point de vue expe´rimental. Dans un proche avenir,
nous envisageons de comparer notre approche avec des
algorithmes de consequence-finding efficaces (cf. la dis-
cussion dans cet article). Nous projetons e´galement de
comparer ces approches a` l’aide d’autres types de jeux
d’essais. De meˆme, il apparaˆıt ne´cessaire de de´termi-
ner quels jeux d’essais sont difficiles, ce qui nous semble
complexe, e´tant donne´ le manque de maturite´ actuel
de la recherche sur les prouveurs d’abduction. Enfin,
ces expe´rimentations auraient besoin d’eˆtre approfon-
dies par des comparaisons avec d’autres transforma-
tions en des QBF sous forme normale.
Des perspectives concernant notre prouveur sont
e´galement envisage´es. Nous projetons d’expe´rimenter
de nouvelles heuristiques, en particulier base´es sur
un apprentissage durant la recherche. Nous essaierons
aussi d’utiliser des conditions d’e´lagage plus sophisti-
que´es, par exemple en utilisant un prouveur sat moins
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Temps
Bench #inst Hyp Filtre qst boole sKizzo 2clsQ zlas oui/non
aim 48 00 0.34 28.70 2.73(0) 85.38(0) 81.95(0) 270.48(22) 20/28
48 50 0.30 23.84 2.46(0) 71.61(0) 130.50(1) 26.17(14) 21/27
48 90 0.30 20.91 2.52(0) 75.99(0) 337.10(1) 3.26(0) 22/26
144 all 0.94 73.45 7.71(0) 232.98(0) 549.55(2) 299.91(36) 63/81
ii 16 00 5.00 137.41 0(16) 0(16) 132.68(5) 0.50(6) 12/0
16 50 5.00 129.33 8.04(15) 4.36(15) 108.69(9) 0.41(6) 10/0
16 90 5.00 124.24 7.14(15) 1.44(15) 203.67(9) 17.81(5) 10/2
48 all 15.00 390.98 15.18(46) 5.80(46) 445.04(23) 18.72(17) 32/2
jnh 16 00 0.92 26.14 0(16) 0(16) 78.92(2) 0.05(9) 9/5
16 50 0.69 22.83 0(16) 0(16) 301.09(2) 0.07(5) 12/3
16 90 0.81 22.46 0(16) 0(16) 281.19(12) 0.36(0) 10/6
48 all 2.42 71.43 0(48) 0(48) 661.20(16) 0.48(14) 31/14
par 17 00 1.54 79.00 149.30(8) 3.71(12) 6.11(7) 103.28(4) 8/8
17 50 1.48 60.37 186.92(7) 3.27(12) 132.90(7) 42.61(5) 5/8
17 90 1.51 50.96 148.53(8) 3.23(12) 194.75(8) 50.55(1) 5/11
51 all 4.53 190.33 484.75(23) 10.21(36) 333.76(22) 196.44(10) 18/27
ssa 3 00 1.12 72.08 0(3) 0.18(2) 3.81(2) 0.54(0) 2/1
3 50 1.32 59.91 0(3) 0(3) 120.40(1) 0.89(0) 3/0
3 90 1.05 37.14 0(3) 0(3) 59.41(1) 0.81(0) 3/0
9 all 3.49 169.13 0(9) 0.18(8) 183.62(4) 2.24(0) 8/1
Tab. 1 – Re´sultats (temps et nombre de timeouts ou e´checs me´moire) re´sume´s par type d’instance sur boole,
sKizzo, 2clsQ, et zlas. Les temps sont donne´s en secondes.
souvent mais en conservant son pouvoir e´laguant.
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