INTRODUCTION
Fuzzy probability was originally introduced by L.A. Zadeh [4] in 1968.
He started with a classical probability space (X,A,P) and for each fuzzy event y, that is a measurable function y: X^ [0, 1] , he defined the probability of y by m(y) = ydP .
( 1) More recently, the author [2] 
studied fuzzy a-algebras. The most important among them are the so-called generated fuzzy a-algebras which consist of all fuzzy sets being measurable functions with respect to some classical a-algebra.
Together with R. Lowen [3] he gave an axiomatic definition of fuzzy probability measures and showed that in the case of a generated fuzzy a-algebra such a fuzzy probability measure is an integral in the sense of (1) 
if and only if some condition (J) is fulfilled which guarantees a kind of differentiability of the measure.
In this paper we study now a much larger class of finite fuzzy measures m (not only probability measures) and show that they can be characterized in a unique way by
where P is some finite measure and K denotes a Markoff-kemel. A fuzzy probability measure was defined in [3] to be a map m: a •+ [0, 1] fulfilling these axioms: 
BASIC DEFINITIONS AND NOTATIONS
But it turns out that, if we choose the probability measure P which is 
Vy E a: m(y) = K(x,y(x))dP(x) . (Note that, because of ]0,1[ being a P-null-set, in the case of x e ]o,l[ for K(x,«) each measurable function can be chosen without any

VB e BO[0,1[: K(-,B): X -R is A-B-measurable (6) x -* K(x,B) Vx e X: K(x,«): Bn[o,l[ -> r is a measure (7) B -• K(x,B)
A kernel is called a Markoff-kernel iff
that means that K(x,«) is a probability measure for each x e X. For more details about kernels we refer to [1] .
FINITE FUZZY MEASURES Now let P be a finite measure on (X,A) and K a Markoff-kernel from (X,A) to ([0,1[, BH[0,1[).
Lemma. The function 
Theorem. Let m be a finite fuzzy measure. Then there exists one and only one finite measure P on (X,A) and a P-almost everywhere uniquely determined Markoff-kernel K such that
Vy 6 a: m(y) = K(x,[0,y(x)[)dP(x) . (12) Proof. (1) First we show that for each a e d)^[0,l] P : A -* R a
A-*• m(aAlA) is a finite measure on (X,A): For each aG d)n[o,l] we obviously have
PaU) =m(0) = 0 , Pa(X) =m(a) <* , P (A) > 0 . av ' -
To prove the a-additivity of P let (An)nG1Nc A be a sequence of pairwise disjoint sets. Using (10) and (11) we get
Qx([a,6[) = hx(3) -hx(a) (a,3 G [0,1], a < 6) . (5) Putting K: Xxgn[o,l[ -+ R it is trivial that K(x,«) is a (x,B) -Qx(B)
probability measure for each x G X.
In order to show that K(.,B) is measurable for each B G sn[o,l[
we first prove that 
which implies that K(-,D\C) is measurable, too.
Finally, if (Cfl)nG]N is a sequence of pairwise disjoint elements of V,
we get 
K(x, u C ) = Q ( u C ) = I Q (CJ = I K(x,C) (x G X) nG]N n x nGlN n n=l x n n=l n and hence the measurability of K(«, u CM).
= I f K(x,[0,a.[)dP(x) =f JK(x,[0,a.[).l, (x)dP(x) i=l jAi 1 JAi 1=1 1 Ai K(x,[0,y(x)[)dP(x) .
