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Abstract
We prove estimates of the L2 norms on relatively dense subsets of the real line of functions with
Fourier transforms supported on lacunary sets of intervals. This result is a real line analogue of
Zygmund’s theorem on lacunary trigonometric series. The results also hold in higher dimensions.
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0. Introduction
The uncertainty principle in Fourier analysis is a statement that a function and its Fourier
transform cannot both be concentrated on small sets. Many examples of this principle can
be found in the book by Havin and Joricke [4] and in an article by Folland and Sitaram [3].
A typical statement is
∫
|f |2  C
(∫
E
|f |2 +
∫
F
|fˆ |2
)
, (1)
where E and F are the complements of “small” sets and C is independent of f ∈ L2. An
equivalent statement is
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|f |2  C
∫
E
|f |2, (2)
where f ∈ L2 with supp fˆ ⊂ Fc and C is independent of f . In particular, if f ∈ L2 is
supported on Ec and fˆ is supported on Fc then f vanishes almost everywhere. Here the
Fourier transform is defined as follows:
fˆ (y)=
∫
f (x)e−i2πxy dx
and ‖f ‖2 = ‖fˆ ‖2.
We mention the following three versions of the above principle: the Amrein–Berthier
theorem ([1] and [4, p. 97]), the Logvinenko–Sereda theorem ([8] and [4, p. 113]) and
Wolff’s theorem [12, Theorem 2.1]. In the Amrein–Berthier theorem, which is a quanti-
tative version of a result due to Benedicks [2], sets of finite Lebesgue measure play the
role of small sets, i.e., Ec and Fc have finite measure. In the Logvinenko–Sereda theorem,
which was motivated by the theory of PDE, E is a so called relatively dense set and F
is the complement of an interval. By a relatively dense subset of the real line we mean a
measurable set E for which there exist a > 0 and γ > 0 such that
|E ∩ I | γ a (3)
for every interval I of length a. In an earlier paper [5] the author obtained an optimal
estimate of C in terms of the density γ , a and the size of Fc and generalized the Log-
vinenko–Sereda theorem to the case when F is the complement of finitely many intervals
with the estimate depending only on the number of intervals but not how they are placed.
The results also hold in higher dimensions. The case of finitely many intervals can be
viewed as a real line analogue of Turan’s lemma ([9, Theorem 1.5] and [4, pp. 447, 452]) on
trigonometric polynomials with a given number of frequencies which is a discrete version
of the uncertainty principle. The Amrein–Berthier theorem can also be considered as a real
line analogue of Turan’s lemma. Nazarov obtained interesting results for Turan’s lemma
and the Amrein–Berthier theorem [9].
In Wolff’s theorem Ec and Fc are so called -thin sets. This theorem has numerous
applications. In his recent paper [6] the author extended Wolff’s theorem for other fami-
lies of thin sets which allowed to unify the theorem of Wolff and the Logvinenko–Sereda
theorem.
We will generalize the following Zygmund’s theorem on lacunary trigonometric series
([13, pp. 202–208] and [4, p. 111]) to the real line in the spirit of the Logvinenko–Sereda
theorem. A set of integers Λ= {λk}∞k=−∞ is called lacunary if
N = sup
k =l
Card
{
(k′, l′): λk − λl = λk′ − λl′
}
<∞. (4)
For example, if λk+1/λk  q > 1 for k = 0,1, . . . and λk =−λ−k for k < 0.
Theorem (Zygmund). Let Λ be a set of integers satisfying condition (4) above. If g ∈
L2([0,1]) and Specg ∈Λ: g(t)=∑∞k=−∞ ckei2πλkt then
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E
|f |2  C(E,Λ)
1∫
0
|f |2, (5)
where C(E,Λ) > 0 for any set E ⊂ [0,1] of positive measure.
Nazarov showed that, in fact, C(E,Λ)= C(|E|,N) and generalized Zygmund’s theo-
rem to the real line in the spirit of the Amrein–Berthier theorem [9, §§3.4, 3.5].
We will obtain a new version of the uncertainty principle of type (2). For simplicity
we prove our statements for dimension d = 1 and then indicate what needs to be done in
higher dimensions. We need to reformulate the definition of lacunarity (4) for the real line.
A sequence of real numbers Λ= {λk}∞k=−∞ is lacunary if there exists N <∞ such that
N = max
k =l Card
{
(k′, l′): |λk − λl − (λk′ − λl′)| 1
}
. (6)
Let Ik,l be the interval of length 1 centered at λk−λl : Ik,l = [λk−λl−1/2, λk−λl+1/2].
Then
N = max
k =l Card
{
(k′, l′): Ik,l ∩ Ik′,l′ = ∅
}
. (7)
Another equivalent definition:
N = max
x
Card
{
(k, l), k = l: x ∈ Ik,l
}
= max
x
Card
{
(k, l), k = l: λk − λl ∈
[
x − 1
2
, x + 1
2
]}
. (8)
The following conjecture is a generalization of Zygmund’s theorem to the real line in the
spirit of the theorem of Logvinenko and Sereda:
Conjecture 1. Let Λ= {λk}∞k=−∞ be lacunary as above and let E be relatively dense as
in (3). If f ∈L2(R) and supp fˆ ⊂⋃∞k=−∞[λk − b/2, λk + b/2] then
‖f ‖L2(E)  C(γ, a, b,N)‖f ‖2. (9)
The main difference from the Logvinenko–Sereda theorem is that supp fˆ need not be a
compact set. Instead of a trigonometric series
∑∞
k=−∞ ckei2πλkx we consider the following
sum f (x) =∑∞k=−∞ fk(x)ei2πλkx , where fk ∈ L2(R) with supp fˆk ⊂ [−b/2, b/2] and{λk}∞k=−∞ is a lacunary sequence. Similarly to the discrete case [11] it can be shown that
‖f ‖44 =
∥∥fˆ ∗ ˜ˆf ∥∥22  2b(1+N max(1,2b))‖f ‖42.
We will prove that Conjecture 1 holds in the following three cases: when the set E is
large or when the support of the Fourier transform Fc is small or when E is periodic. The
statements also hold in higher dimensions. It is well known that the relative density (3) is
also necessary for an inequality of the form
‖f ‖Lp(E)  C(E,Σ,p)‖f ‖p (10)
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p. 113]. We will give a necessary condition for the support of fˆ for the inequality (10) to
hold for relatively dense sets E.
Note that the constant C below is not fixed and varies appropriately from one equality
or inequality to another. The notation x  y means that there exists a constant C such that
x  Cy . The notation x ∼ y means that x  y and y  x .
1. Large E
Theorem 1. Let Λ = {λk}∞k=−∞ be lacunary as in (6) and let f ∈ L2(R) with supp fˆ ⊂⋃∞
k=−∞[λk−b/2, λk+b/2]. If E ∈R is relatively dense as in (3) with 1−γ  (a, b,N)
sufficiently small then∫
E
|f |2  1
2
∫
|f |2, (11)
where
(a, b,N)= 1
16(1+ 2πab)2(a−1 + 2π)N .
Proof. We can choose fk ∈ L2(R) such that supp fˆk ∈ [−b/2, b/2], supp fˆk(x − λk)
are disjoint (it is clear that supp fˆk(x − λk) ⊂ [λk − b/2, λk + b/2]) and fˆ (x) =∑∞
k=−∞ fˆk(x − λk). Then
f (x)=
∞∑
k=−∞
fk(x)e
i2πλkx (12)
and
‖f ‖22 =
∞∑
k=−∞
‖fk‖22. (13)
Divide the whole real line into intervals I of length a each. Consider one of them. We will
need to prove the following local estimate:∫
I∩Ec
|f |2  (1− γ )
∞∑
k=−∞
∫
I
(
|fk|2 + a
∣∣(f 2k )′∣∣)
+ 1
a
∞∑
k=−∞
√
(1− γ )a(1+ 2πa)N
∫
I
|fk|2
+
∞∑
k=−∞
√
(1− γ )a(1+ 2πa)N
∫
I
(∣∣f ′k∣∣2/(πb)+ πb|fk|2).
We can assume that I = [−a/2, a/2]. Squaring (12) we have
610 O. Kovrizhkin / J. Math. Anal. Appl. 288 (2003) 606–633∫
I∩Ec
|f |2 =
∞∑
k=−∞
∫
I∩Ec
|fk|2 +
∑
k =l
∫
I∩Ec
fk(x)f¯l(x)e
i2π(λk−λl)x dx. (14)
The first term is bounded by
(1− γ )
∞∑
k=−∞
∫
I
(
|fk |2 + a
∣∣(f 2k )′∣∣). (15)
We used here the following identity: g(x) = g(y)+ ∫ xy g′(t) dt with g = f 2k and relative
density of E: |I ∩Ec| (1− γ )|I | with |I | = a. To estimate the second term in (14), we
will rewrite it in the following way:
∑
k =l
∫
I∩Ec
(
fk(y)f¯l(y)+
x∫
y
(
fk(t)f¯l (t)
)′
dt
)
ei2π(λk−λl)x dx
=
∑
k =l
fk(y)f¯l(y)χˆI∩Ec (λk − λl)+
∑
k =l
a/2∫
y
(fkf¯l )
′(t)χˆ[t,a/2]∩Ec(λk − λl) dt
−
∑
k =l
y∫
−a/2
(fkf¯l )
′(t)χˆ[−a/2,t ]∩Ec(λk − λl) dt. (16)
The first term in this expression is bounded by
∞∑
k=−∞
√
(1− γ )a(1+ 2πa)N ∣∣fk(y)∣∣2.
To show this we will apply Holder’s inequality to the first term in (16):∑
k =l
fk(y)f¯l(y)χˆI∩Ec (λk − λl)
√∑
k =l
∣∣fk(y)fl(y)∣∣2√∑
k =l
∣∣χˆI∩Ec (λk − λl)∣∣2

∞∑
k=−∞
∣∣fk(y)∣∣2√√√√∑
k =l
∫
Ik,l
(
|χˆI∩Ec |2 +
∣∣((χˆI∩Ec)2)′∣∣)

∞∑
k=−∞
∣∣fk(y)∣∣2
√√√√√N
∫
⋃
k =l Ik,l
(
|χˆI∩Ec |2 +
∣∣((χˆI∩Ec )2)′∣∣)

∞∑
k=−∞
∣∣fk(y)∣∣2
√
N(1+ 2πa)
∫
|χˆI∩Ec |2
=
∞∑ ∣∣fk(y)∣∣2√N(1 + 2πa)(1− γ )a. (17)k=−∞
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g = (χˆI∩Ec )2 and p = 1 (note supp ̂(χˆI∩Ec )2 ∈ [−a, a]) and the Plancherel theorem
‖χˆI∩Ec‖22 = ‖χI∩Ec‖22 = |I ∩ Ec|. In a similar way we can bound the second term in
(16) by
a/2∫
y
√√√√4( ∞∑
k=−∞
|f ′k |2
)( ∞∑
k=−∞
|fk|2
)√∑
k =l
∣∣χˆ[t,a/2]∩Ec(λk − λl)∣∣2 dt

∞∑
k=−∞
a/2∫
y
(∣∣f ′k∣∣2/(πb)+ πb|fk|2)√N(1+ 2πa)(1− γ )a. (18)
The third term in (16) is treated analogously. Integrating (14) over y ∈ I and applying (15),
(17) and (18) we obtain∫
I∩Ec
|f |2  (1− γ )
∞∑
k=−∞
∫
I
(
|fk|2 + a
∣∣(f 2k )′∣∣)
+ 1
a
∞∑
k=−∞
√
(1− γ )a(1+ 2πa)N
∫
I
|fk|2
+
∞∑
k=−∞
√
(1− γ )a(1+ 2πa)N
∫
I
(∣∣f ′k∣∣2/(πb)+ πb|fk|2). (19)
Summing (19) over all intervals I and applying Bernstein’s inequality ∫ |f ′k|2  (πb)2 ×∫ |fk|2 and (13), we get∫
Ec
|f |2  (1+ 2πab)
(
1− γ +
√
(1− γ )(a−1 + 2π)N
)∫
|f |2. (20)
If
1− γ  1
16(1+ 2πab)2(a−1 + 2π)N
then the factor on the right side of (20) is less than 1/2. Thus we obtain the desired esti-
mate (11). ✷
Remark 1. We can always take larger a and try to minimize (1 + 2πab)2(1 + 2πa−1).
Then we will get C(1+ ab)2(1+min(b, a−1)), so we can take
1− γ  1
C(1+ ab)2(1+min(b, a−1)) .
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In this section we assume that a  1 in definition (3) since we can always take larger
a and replace the density γ with γ /2. We can just replace a < 1 with a certain multiple
ka  1 keeping γ the same.
Theorem 2. Let E ⊂R be relatively dense as in (3) with a  1 and let Λ= {λk}∞k=−∞ be
lacunary as in (6). If f ∈ L2(R) and supp fˆ ⊂⋃∞k=−∞[λk − b/2, λk + b/2] with ab 
(γ,N) sufficiently small then∫
E
|f |2  (γ,N)
∫
|f |2,
where
(γ,N)=
(
CN
γ
)−(CN/γ )2
and C is an absolute constant.
Proof. Rescaling we can assume that |E ∩ I |  γ for every interval I of length 1 and
replace Λ with aΛ and b with ab. Since a  1 we get N(aΛ)  N(Λ) = N from the
definition (6). The proof of the following lemma is quite similar to Nazarov’s proof of
Zygmund’s theorem for lacunary periodic trigonometric series [9, §3.5]. The difference is
that λk need not be integers. We just sketch the proof and outline the differences.
Lemma 1. Let Λ be lacunary as in (6) and let I be an interval of length 1. If g(x) =∑∞
k=−∞ ckei2πλkx and E ⊂ I has positive measure then∫
E
|g|2 C(|E|,N)∫
I
|g|2,
where
C
(|E|,N)= (CN|E|
)−(CN/|E|)2
.
Sketch of the proof. First assume that the gaps |λk − λl | 2 for all k = l; then there is a
constant C > 0 such that
C−1
∞∑
k=−∞
|ck|2 
∫
I
|g|2 C
∞∑
k=−∞
|ck|2.
See, for example, [13, pp. 222–224]. Therefore, we will identify the sequence c = {ck} ∈ l2
with the corresponding exponential series g =∑∞k=−∞ ckei2πλkx on the interval I . We
have ∫
c
|g|2 = |I ∩Ec|
∞∑
k=−∞
|ck|2 +
∑
k =l
ckc¯l χˆI∩Ec(λl − λk).
I∩E
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I∩Ec
|g|2  C(1− γ +√(1+ 2π)N(1− γ ) )∫
I
|g|2.
Thus, the lemma holds if E is large enough:
If |I ∩Ec| C/N with C sufficiently small then∫
E
|g|2  1
2
∫
I
|g|2. (21)
Now we consider the case when |I ∩Ec| C/N . The same argument shows that∫
E
|g|2 = |E|
∞∑
k=−∞
|ck|2 + 〈TEg,g〉,
where
〈TEg,g〉 =
∑
k =l
ckc¯l χˆE(λl − λk).
We can view TE as an operator acting on l2. We claim that TE is a self-adjoint Hilbert–
Schmidt operator since∑
k =l
∣∣TE(k, l)∣∣2 =∑
k =l
∣∣χˆE(λl − λk)∣∣2  CN |E|
by an argument used in (17) in the proof of Theorem 1. Let σ1, σ2, . . . be the eigenvalues
of TE enumerated in the descending order of their absolute values: |σ1| |σ2| · · · . Since
∞∑
s=1
∣∣σs∣∣2 =∑
k,l
∣∣TE(k, l)∣∣2  CN |E|
we have that |σn+1|2 CN |E|/(n+ 1). If Vn is the space spanned by the first n eigenvec-
tors of TE , then the norm of TE on V ⊥n is equal to |σn+1|. Recall that∫
E
|g|2 = |E|
∞∑
k=−∞
|ck|2 + 〈TEg,g〉.
If g⊥Vn(E) with
n(E)= n(|E|)= [CN|E|
]
, (22)
with large enough C, then |〈TEg,g〉| (|E|/2)∑∞k=−∞ |ck|2. Hence, if g⊥Vn, then∫
|g|2  |E|
2
∞∑
k=−∞
|ck|2. (23)
E
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n 1. We can think that n= 0 if E is large enough (see (21)).
Now we will do the general case. The main idea is to construct a set δE ∈ I\E such
that |δE| δ(|E|) > 0 if |E|< 1 and∫
E
|g|2 C(N, |E|) ∫
E∪δE
|g|2.
Then we will iterate until we get a large enough set so that we can apply (21). In fact, we
will reach I automatically at some iteration.
Let n= n(|E|/2)= [2CN/|E|] obtained from (22). Define
Et =
n⋂
j=0
(E − j t).
We can choose τ > 0 so small that |Et |  |E|/2 for t ∈ [0, τ ]. It is clear that τ < 1. We
will pick τ in a special manner. Consider the continuous function ψ(x)= |Ec ∩ (E + x)|.
ψ(0)= 0, ψ(1)= |E|. Let nτ = inf{x, 0 x  1: ψ(x)= |E|/2n}; then∣∣Ec ∩ (E + nτ)∣∣= |E|
2n
and ∣∣Ec ∩ (E + kt)∣∣ |E|
2n
for k = 1, . . . , n and t ∈ [0, τ ].
Hence,
|Et | =
∣∣∣∣∣
n⋂
k=0
(E − kt)
∣∣∣∣∣=
∣∣∣∣∣E\
n⋃
k=1
(E − kt)c ∩E
∣∣∣∣∣
 |E| −
n∑
k=1
∣∣(E − kt)c ∩E∣∣= |E| − n∑
k=1
∣∣Ec ∩ (E + kt)∣∣ |E|
2
.
Let p be the following linear combination:
p(x)=
n∑
j=0
aj (t)g(x + j t)
with
∑n
j=0 |aj (t)|2 = 1. Then∫
Et
|p|2 
(
n∑
j=0
∣∣aj (t)∣∣2)( n∑
j=0
∫
Et
∣∣g(x + j t)∣∣2 dx)

n∑
j=0
∫
E−j t
∣∣g(x + j t)∣∣2 dx = n∑
j=0
∫
E
∣∣f (x)∣∣2 dx = (n+ 1)∫
E
|g|2.
Since |Et | |E|/2 we can choose such aj (t) that p⊥VEt . Then
O. Kovrizhkin / J. Math. Anal. Appl. 288 (2003) 606–633 615∫
I
|p|2  C|Et |
∫
Et
|p|2  (n+ 1)
(
C
|E|
)∫
E
|g|2 = 2.
We will need the following technical result due to Nazarov [9, §§3.1–3.3]: for every interval
J ⊂ I of length Aτ with A 1 it is possible to construct an exponential polynomial φJ of
order at most n such that∣∣g(x)− φJ ∣∣AnR(x)
for all x ∈ J with the following estimate of the remainder R:∫
I
|R|2  [C(n+ 1)]4n2.
Now we will construct δE ∈ I ∩ Ec. Divide I into intervals of length |J | = Aτ . We will
choose A later so that 1/Aτ is an integer. Fix some 0 < α  |E| < 1. Call an interval J
good if |E ∩ J | α|J | and correspondingly bad if |E ∩ J |< α|J |. Denote
δE =Ec ∩
⋃
goodJ
J.
Then ∣∣Ec ∩ (E + nτ)∣∣ nτ + |δE| + ∣∣∣∣∣Ec ∩ ⋃
badJ
J ∩ (E + nτ)
∣∣∣∣∣
 nτ + |δE| +
∑
badJ
∣∣J ∩ (E + nτ)∣∣
 nτ + |δE| +
∑
badJ
(∣∣J\(J + nτ)∣∣+ ∣∣(J + nτ) ∩ (E + nτ)∣∣)
 |δE| + 1|J |
(
nτ + α|J |)
 |δE| + nτ 1|J | + α
since the number of bad intervals is bounded by 1/|J | − 1. Recall that |Ec ∩ (E + nτ)| =
|E|/2n. If we put α = |E|/8n < |E| then
3|E|
8n
 |δE| + nτ 1|J | .
There are two possible situations:
1. nτ  |E|/8n. Then we can put 1/|J | = [|E|/8n2τ ] and obtain that
|δE| |E|
4n
.
We also have that
A= |J |
τ
= 1
τ
[ |E| ]  16n2|E| .8n2τ
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|E|/2n= |Ec ∩ (E + nτ)| nτ + 1− |E| |E|/8n+ 1− |E|.
2. nτ > |E|/8n. Then we put |J | = 1, α = |E| and therefore I is a good interval itself.
In this case
A= 1/τ < 8n2/|E|.
Now we will explain how to proceed in each case.
1. ∫
δE
|g|2 
∫
⋃
goodJ
|g|2  2
∑
goodJ
∫
J
|φJ |2 +A2n
∫
J
|R|2

∑
goodJ
(
C|J |
|E ∩ J |
)2n−1 ∫
E∩J
|φJ |2 + 2A2n
∫
J
|R|2

∑
goodJ
(
C
α
)2n−1 ∫
E∩J
|g|2 +A2n
(
C
α
)2n−1 ∫
J
|R|2

(
Cn
|E|
)2n−1 ∫
E
|g|2 +A2n
(
Cn
|E|
)2n−1 ∫
I
|R|2.
We used a Turan-type estimate for an exponential polynomial φ of order n:∫
K
|φ|2 
(
C|K|
|F |
)2n−1 ∫
F
|φ|2,
where F a subset of positive measure of an interval K [9, Lemma 3.3]. Recall that∫
I
|R|2  [C(n+ 1)]4n2 = [C(n+ 1)]4n(n+ 1)( C|E|
)∫
E
|g|2,
A 16n
2
|E| and n=
[
N
(
C
|E|
)]
.
Hence,∫
δE∩E
|g|2 
(
C(n+ 1)3
|E|
)4n ∫
E
|g|2 
(
CN
|E|
)(CN/|E|) ∫
E
|g|2
with
|δE| |E|
4n
 |E|
2
CN
.
2. In a similar way we can get∫
I
|g|2 
(
CN
|E|
)(CN/|E|) ∫
E
|g|2
and we are done in this case.
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1
|Ek| −
1
|Ek+1| =
|δEk|
|Ek|(|Ek| + |δEk|) 
|Ek |2
CN
2|Ek|2 =
1
CN
,
and therefore∫
I
|g|2 
(
CN
|E|
)(CN/|E|)2 ∫
E
|g|2.
Thus, we proved the lemma under the assumption that the gaps |λk − λl | 2 for all k = l.
One needs to modify the above proof slightly if for some pairs k = l, |λk − λl | < 2.
From the definition (8) it follows that there are no more than 4N such pairs. Define
Λ′ = {λk ∈Λ: ∃λl ∈Λ, l = k, |λk − λl | 2}.
Then the cardinality of Λ′ is bounded by 4N . Let
g(x)=
∞∑
k=−∞
cke
i2πλkx =
∑
λk∈Λ\Λ′
cke
i2πλkx +
∑
λk∈Λ′
cke
i2πλkx = h(x)+ r(x),
where r(x) is an exponential polynomial of order n′  4N. The proof goes in the same
way with a few changes. We will only discuss the changes. Let n1 be the same as in (22):
n1 =
[
CN
|E|
]
.
Put
n= n1 + n′ 
[
CN
|E|
]
+ 4N  CN|E| .
Let
p(x)=
n∑
j=0
aj (t)g(x + j t)=
n∑
j=0
aj (t)h(x + j t)+
n∑
j=0
aj (t)r(x + j t)
with
∑n
j=0 |aj (t)|2 = 1 such that
∑n
j=0 aj (t)r(x + j t) = 0 and
∑n
j=0 aj (t)h(x + j t) =
p(x)⊥Vn1(Et ) which is exactly n1 + n′ = n linear homogeneous equations with n + 1
variables aj . Then∫
I
∣∣∣∣∣
n∑
j=0
aj (t)h(x + j t)
∣∣∣∣∣
2
dx =
∫
I
|p|2  C|Et |
∫
Et
|p|2  (n+ 1) C|E|
∫
E
|g|2 = 2.
Therefore, there are exponential polynomials φJ of order at most n such that∣∣h(x)− φJ (x)∣∣AnR(x)
for every x ∈ J where
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I
|R|2  [C(n+ 1)]4n2.
Then ∣∣g(x)− φJ (x)− r(x)∣∣= ∣∣h(x)− φJ (x)∣∣AnR(x).
It is left to note that∫
J
|φJ + r|2 
(
C|J |
|E ∩ J |
)2n+2n′−1 ∫
E∩J
|φJ + r|2

(
C|J |
|E ∩ J |
)4n−1 ∫
E∩J
|φJ + r|2.
We have∫
δE
|g|2 
∫
⋃
goodJ
|g|2  2
∑
goodJ
∫
J
|φJ + r|2 +A2n
∫
J
|R|2

∑
goodJ
(
C|J |
|E ∩ J |
)4n−1 ∫
E∩J
|φJ + r|2 + 2A2n
∫
J
|R|2

∑
goodJ
(
C
α
)4n−1 ∫
E∩J
|g|2 +A2n
(
C
α
)4n−1 ∫
J
|R|2

(
Cn
|E|
)4n−1 ∫
E
|g|2 +A2n
(
Cn
|E|
)4n−1 ∫
I
|R|2.
The rest of the proof is the same as in the case when the gaps |λk−λl | 2 for all l = k. ✷
Now we are in a position to proceed with the proof of Theorem 2.∫
E∩I
∣∣f (x)∣∣2 dx = ∫
E∩I
∣∣∣∣∣
∞∑
k=−∞
fk(y)e
i2πλkx +
x∫
y
ei2πλkxf ′k(t) dt
∣∣∣∣∣
2
dx
 1
2
∫
E∩I
∣∣∣∣∣
∞∑
k=−∞
fk(y)e
i2πλkx
∣∣∣∣∣
2
dx −
∫
I
∣∣∣∣∣
∞∑
k=−∞
x∫
y
ei2πλkxf ′k(t) dt
∣∣∣∣∣
2
dx

(
CN
γ
)−(CN/γ )2 ∫
I
∣∣∣∣∣
∞∑
k=−∞
fk(y)e
i2πλkx
∣∣∣∣∣
2
dx
−C√N
∞∑
k=−∞
∫ ∣∣f ′k∣∣2
I
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(
CN
γ
)−(CN/γ )2 ∫
I
∣∣∣∣∣
∞∑
k=−∞
(
fk(x)−
x∫
y
f ′k(t) dt
)
ei2πλkx
∣∣∣∣∣
2
dx
−C√N
∞∑
k=−∞
∫
I
∣∣f ′k∣∣2

(
CN
γ
)−(CN/γ )2 ∫
I
∣∣∣∣∣
∞∑
k=−∞
fk(x)e
i2πλkx
∣∣∣∣∣
2
dx
−C√N
∞∑
k=−∞
∫
I
∣∣f ′k∣∣2.
Note that the estimate for the term∫
I
∣∣∣∣∣
∞∑
k=−∞
x∫
y
ei2πλkxf ′k(t) dt
∣∣∣∣∣
2
dx 
∫
I
∫
I
∣∣∣∣∣
∞∑
k=−∞
ei2πλkxf ′k(t)
∣∣∣∣∣
2
dx dt
 C
√
N
∞∑
k=−∞
∫
I
∣∣f ′k∣∣2
is obtained in a way similar to (16)–(18) in Theorem 1. Summing over all intervals I and
applying Bernstein’s inequality
∫ |f ′k|2  (πab)2 ∫ |fk|2 and (13) we get∫
E
|f |2 
(
CN
γ
)−(CN/γ )2 ∫
|f |2 −C√N
∞∑
k=−∞
∫ ∣∣f ′k∣∣2

(
CN
γ
)−(CN/γ )2 ∫
|f |2 −C√N(ab)2
∫
|f |2.
Thus, we get the desired estimate if the second term above is less than a half of the first
one. It happens if
ab
(
CN
γ
)−(CN/γ )2
with large enough C. ✷
3. Periodic E
The next case we consider is when E is a periodic set with period a. Let∣∣E ∩ [0, a]∣∣= γ a
and let f be a function with lacunary Fourier transform. A similar case was studied for
uniqueness in [7]: if f vanishes on E then f vanishes on the whole real line. We will
obtain a quantitative statement.
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Λ= {λk}∞k=−∞ be lacunary as in (6). If f ∈ L2(R) and supp fˆ ⊂
⋃∞
k=−∞[λk − b/2, λk +
b/2] then∫
E
|f |2  C(γ, a, b,N)
∫
|f |2,
where
C(γ, a, b,N)=
[
(1+ b)N
(
C
γ
)4[ab]+1]−(1+b)2N2(C/γ )8[ab]+2
.
Proof. We will start with some results on periodizations. Define a family of periodizations
of a function f ∈L1(R):
gt (x)=
∞∑
k=−∞
f (x + ka)e−i2πt(x+ka), (24)
where t ∈ [−1/2a,1/2a]. Then gt (x) is periodic with period a, ‖gt‖L1([0,a])  ‖f ‖1 and
its Fourier coefficients are
gˆt (l)= 1
a
fˆ
(
l
a
+ t
)
.
Now we assume that f ∈L1∩L2. The next argument shows an important relation between
the average of the L2 norm of periodizations and the L2 norm of f :
a
1/2a∫
−1/2a
∫
E∩[0,a]
∣∣gt (x)∣∣2 dx dt
=
∑
k,l
∫
E∩[0,a]
a
1/2a∫
−1/2a
f (x + ka)f¯ (x + la)e−i2πt(k−l)a dt dx
=
∑
k,l
δkl
∫
E∩[0,a]
f (x + ka)f¯ (x + la) dx
=
∞∑
k=−∞
∫
(E−ka)∩[0,a]
∣∣f (x + ka)∣∣2 dx = ∫
E
|f |2.
We used that E =E − ka since E is periodic. In particular, it follows that
a
1/2a∫
−1/2a
∫
[0,a]
∣∣gt (x)∣∣2 dx dt = ∫ |f |2.
In the next lemma we extend these results to functions from L2. For simplicity we assume
that a = 1.
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t ∈ [−1/2,1/2] with period 1 such that gt (x) ∈ L2([0,1] × [−1/2,1/2]),
1/2∫
1/2
∫
E∩[0,1]
∣∣gt (x)∣∣2 dx dt = ∫
E
|f |2
and
gˆt (l)= fˆ (l + t)
for almost all t and all l ∈ Z.
Proof. Consider the cutoff:
f n(x)= χ[−n,n]f (x).
Since f n ∈ L1 ∩ L2 and converge to f in L2 we can define corresponding families of
periodizations gnt (x) which form a Cauchy sequence in L2([0,1] × [−1/2,1/2]):
1/2∫
−1/2
∫
[0,1]
∣∣gnt (x)− gmt (x)∣∣2 dx dt = ∫ |f n − f m|2.
Let gt (x) be the limit of gnt (x). Thus, we get the first statement of the lemma
1/2∫
1/2
∫
E∩[0,1]
∣∣gt (x)∣∣2 dx dt = lim
n→∞
1/2∫
1/2
∫
E∩[0,1]
∣∣gnt (x)∣∣2 dx dt
= lim
n→∞
∫
E
|f n|2 =
∫
E
|f |2.
To obtain the second statement of Lemma 2 we consider the following sum:
∞∑
l=−∞
1/2∫
−1/2
∣∣gˆt (l)− fˆ (l + t)∣∣2 dt
=
∞∑
l=−∞
1/2∫
−1/2
∣∣gˆt (l)− gˆnt (l)+ fˆ n(l + t)− fˆ (l + t)∣∣2 dt
 2
∞∑
l=−∞
1/2∫
−1/2
∣∣gˆt (l)− gˆnt (l)∣∣2 + ∣∣fˆ n(l + t)− fˆ (l + t)∣∣2 dt
= 2
1/2∫
−1/2
∫
[0,1]
∣∣gt (x)− gnt (x)∣∣2 dx dt + 2∫ |f n − f |2  ,
where  can be arbitrarily small if n is large enough. ✷
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[−ab/2, ab/2] and Λ is replaced by aΛ (call it Λ again). Let gt be a family of periodiza-
tions of f as defined in (24). It follows from Lemma 2 that gˆt (l)= fˆ (l + t) for almost all
t ∈ [−1/2,1/2]. Assume for simplicity that t = 0 is among them. Let nk be the smallest
integer in [λk − ab/2, λk + ab/2] if such exists. Denote Λ˜= {nk}∞k=−∞. Then
Specg0 ⊂
m=[ab]⋃
m=0
(Λ˜+m). (25)
Next lemma generalizes a result of Nazarov for Zygmund’s theorem on lacunary trigono-
metric series.
Lemma 3. If g0 ∈ L2[0,1] with Specg0 satisfying (25) and |E ∩ [0,1]| = γ > 0 then∫
E∩[0,1]
|g0|2  C(γ, a, b,N)
1∫
0
|g0|2,
where
C(γ, a, b,N)=
[
(1+ b)N
(
C
γ
)4[ab]+1]−(1+b)2N2(C/γ )8[ab]+2
.
Remark 2. A similar estimate holds for h with Spech ⊂ ⋃nk=1(Λ + lk), the union of
shifts of a lacunary set Λ. We can put it in another way. If Spech = {µk}∞k=−∞ ⊂ Z then
N = sup
r /∈A
Card{(µk,µl): r = µk −µl}<∞ where A is a finite subset of Z containing 0.
Proof of Lemma 3. Denote M = [ab]. Let
R = sup
n∈Z
Card
{
(k, k′,m,m′), k = k′, 0m,m′ M: n= nk +m− (nk′ +m′)
}
 (M + 1) sup
n∈Z
Card
{
(k, k′), k = k′: n ∈ [λk − λk′ − ab,λk − λk′ + ab]
}
 (M + 1)N(1+ [2b]).
The last inequality follows from the definitions (6)–(8) with 1 replaced by a. We can write
g0 in the following way:
g0(x)=
∞∑
k=−∞
pk(x)e
i2πnkx,
where pk are trigonometric polynomials of degree M:
pk(x)=
M∑
m=0
c(k)m e
i2πmx.
Therefore,
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E∩[0,1]
|g0|2 =
∞∑
k=−∞
∫
E∩[0,1]
|pk|2 +
∑
k =k′
∫
E∩[0,1]
pkp¯k′e
i2π(nk−nk′ )x
=
∞∑
k=−∞
∫
E∩[0,1]
|pk|2
+
∑
k =k′
∑
0m,m′M
c(k)m c¯
(k′)
m′ χˆE∩[0,1]
(
nk +m− (nk′ +m′)
)
. (26)
The first term in (26) is bounded from below by
∞∑
k=−∞
(
γ
C
)2M+1 M∑
m=0
∣∣c(k)m ∣∣2 = ( γC
)2M+1 1∫
0
|g0|2. (27)
We applied a Turan-type inequality for a polynomial of degree M+1 [9, Lemma 3.3]. The
second term in (26) can be written in the form 〈Tg0, g0〉 where T is a Hilbert–Schmidt
operator on L2([0,1]):
T̂ g0(nk′ +m′)=
∑
k =k′
′ ∑
0mM
χˆE∩[0,1]
(
nk +m− (nk′ +m′)
)
gˆ0(nk +m)
and T̂ g0(n)= 0 for the rest of n. Its Hilbert–Schmidt norm is√∑
k =k′
∑
0m,m′M
∣∣χˆE∩[0,1](nk +m− (nk′ +m′))∣∣2 √Rγ (1− γ ).
We will not proceed further since the rest of the argument is the same as in Lemma 1. The
estimate for n in (22) is replaced with
n=
[
R
(
C
γ
)4M+1]
.
This leads us to the desired inequality∫
E∩[0,1]
|g0|2  C(γ, a, b,N)
1∫
0
|g0|2,
where
C(γ, a, b,N)=
[
R
(
C
γ
)4M+1]−R2(C/γ )8M+2

[
(1+ b)N
(
C
γ
)4[ab]+1]−(1+b)2N2(C/γ )8[ab]+2
. ✷
In a similar way we have that
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E∩[0,1]
|gt |2  C(γ, a, b,N)
1∫
0
|gt |2 (28)
for almost all t ∈ [−1/2,1/2]. Applying Lemma 2 and (28) we obtain∫
E
|f |2  C(γ, a, b,N)
∫
|f |2. ✷
4. Higher dimensions
The statements we discussed in the Introduction also hold in higher dimensions. The
definitions of lacunarity (4), (6)–(8) can be adapted for higher dimensions, e.g., (4)
stays the same with λk being integer-value vectors. One of the simplest examples is
Λ = Λ1 × Λ2 × · · · × Λd where Λi are one-dimensional lacunary sequences. Another
example for d = 2 is Λ = ⋃∞k=−∞ λk × (Λ2 + k) where Λ1 = {λk}∞k=−∞ and Λ2 are
one-dimensional lacunary sequences. Then Zygmund’s theorem holds in higher dimen-
sions with the same proof (all we need is a property of Hilbert–Schmidt operators and
shifts of E, it is analogous to the proof of the Amrein–Berthier theorem in [4, pp. 97–100,
111]. Actually, it is possible to adapt the proof of Nazarov [9] to obtain the same estimate
of C(|E|,N). Here is an outline of changes to his proof. There is a point x in the cube
Q= [−1/2,1/2]d such that |Ec ∩ (E + x)| = (1 − |E|)|E|. Let ν = x/|x|. We will con-
sider only the shifts E+ tν with t ∈ [0, τ ]. There is no problem with adapting the results of
[9, §3.1], just substitute λν in θτ . Choose a new system of coordinates y = (y1, y2, . . . , yd)
obtained from (x1, x2, . . . , xd) by a rotation around the origin with the y1 axis in the di-
rection of ν. Note that y ranges over a rotated cube Q. To adapt technical results from
[9, §3.2] we would take partial derivatives ∂/∂y1. Exponential polynomials pJ are ones
with respect to y1 with coefficients depending on y2, y3, . . . , yd where intervals J are par-
allel to the y1 axis. More important changes take place to adapt technical results from
[9, §3.3]. If y2, y3, . . . , yd are fixed then y1 varies along a certain interval I . We choose the
length of corresponding J such that |I | is an integer multiple of |J |. There are two cases
(compare with the proof of Lemma 1):
1. If nτ  |I ||E|/8n then |I |/|J | = [|I ||E|/8n2τ ]. The number of intervals J in this case
is |I |/|J |.
2. If nτ > |I ||E|/8n then J coincides with I .
Thus we can construct δE ∩ I for every given d − 1 tuple y2, y3, . . . , yd such that in case 1∣∣Ec ∩ (E + nτ)∩ I ∣∣ |δE ∩ I | + nτ |I ||J | + γ |I | |δE ∩ I | + |E|4n |I |,
in case 2∣∣Ec ∩ (E + nτ)∩ I ∣∣ |δE ∩ I |.
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y2, y3, . . . , yd , we obtain the volume of the cube Q which is 1):
|E|
2n

∣∣Ec ∩ (E + nτ)∣∣ |δE| + |E|
4n
.
The rest of the proof is the same as when dimension d = 1.
The definitions of lacunarity (6)–(8) can be adapted for higher dimensions in the fol-
lowing way. Replace the absolute value in (6) with a certain norm. We can choose the
sup-norm over all d coordinates ‖λk − λl − (λk′ − λl′)‖∞ and replace unit intervals with
unit cubes in (7), (8). If we use the Euclidean norm ‖ · ‖2 in (6) and replace cubes with
balls in (7), (8) then the definition of lacunarity would be not only shift but also rotation
invariant. However, for technical reasons we choose the sup-norm ‖ · ‖∞ in the definition
of lacunarity. Lemma 1 holds in higher dimensions with essentially the same estimate of
C(|E|,N):
Lemma 1′. Let Λ be lacunary in Rd and let Q be a unit cube. If g(x)=∑∞k=−∞ ckei2πλkx
and E ⊂Q has positive measure then∫
E
|g|2 C(|E|,N,d)∫
Q
|g|2,
where
C
(|E|,N,d)= (C(d)N|E|
)−(C(d)N/|E|)2
with C(d)= (Cd)d .
The proof of Lemma 1′ is almost the same as above. The difference is that g is no longer
periodic, i.e., λk need not be in Zd . As in the proof of Lemma 1, we first assume that the
gaps ‖λk − λl‖∞  Cd (actually possible  d ) for all k = l; then
Ad
∞∑
k=−∞
|ck|2 
∫
Q
|g|2  Bd
∞∑
k=−∞
|ck|2.
To show, for instance, the left inequality, just modify the 1-dimensional proof in Zyg-
mund [13, pp. 222–224] by evaluating the integral of the product of |g|2 with ψ(x) =
φ(x1)φ(x2) . . .φ(xd) where φ(t) is a nonnegative smooth enough function supported in
[−1/2,1/2] such that |φˆ(t)| C1/(1+ t2). The diagonal term will be (φˆ(0))d‖g‖22. Tiling
Rd by cubes with sides of length q = inf
k =l ‖λk −λl‖∞  Cd we can estimate the cross term
from above by(
φˆ(0)
)d((1+ C2
q2
)d
− 1
)
‖g‖22 
1
2
(
φˆ(0)
)d‖g‖22
provided that C is large enough. Thus, the inequality is proven. If we drop the assumption
that ‖λk −λl‖∞  Cd for all k = l then from the definition of lacunarity it follows that the
number of pairs (k, l), k = l, such that ‖λk − λl‖∞ < Cd is no more than (Cd)dN . The
rest of the proof goes as in Lemma 1.
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parallelepiped Π with sides of length a1, a2, . . . , ad parallel to coordinate axes and γ > 0
such that∣∣E ∩ (Π + x)∣∣ γ |Π | (29)
for every x ∈ Rd . Relatively dense sets appear in problems related to PDE. See, for ex-
ample, [12, Lemma 1.1] and [10]. If a function f ∈ Lp(Rd ), p ∈ [1,∞], has its Fourier
transform fˆ supported in a parallelepiped J with sides of length b1, b2, . . . , bd parallel to
coordinate axes then the Logvinenko–Sereda theorem discussed in the Introduction holds:
‖f ‖Lp(E)  C‖f ‖p.
See [4, pp. 112–115]. In his earlier paper [5] the author obtained an optimal estimate of C
in terms of the density γ and
∑d
j=1 ajbj and generalized the Logvinenko–Sereda theorem
to the case when fˆ is supported in a union of finitely many identical parallelepipeds J with
the estimate C depending only on the number of the parallelepipeds but not how they are
placed.
We can formulate Conjecture 1 for higher dimensions. Let J be the parallelepiped cen-
tered at the origin with sides of length b1, b2, . . . , bd parallel to coordinate axes:
J =
[
−b1
2
,
b1
2
]
×
[
−b2
2
,
b2
2
]
× · · · ×
[
−bd
2
,
bd
2
]
. (30)
Conjecture 1′. Let Λ= {λk}∞k=−∞ be lacunary in Rd and let E ⊂ Rd be relatively dense
as in (29). If f ∈L2(Rd ) and supp fˆ ⊂⋃∞k=−∞(J + λk) then
‖f ‖L2(E)  C(γ,a,b,N,d)‖f ‖2. (31)
We claim that the results of previous sections hold in higher dimensions too. We can
show by induction on the dimension d that
f (x)= f (y)+
∑
α =0: αj1
( x∫
y
)α
f (α)(y)(dy)α, (32)
where x, y ∈Π . In particular, it follows that
|Π |∣∣f (x)∣∣ ∫
Π
|f | −
∑
α =0: αj1
aα
∫
Π
∣∣f (α)∣∣ (33)
and
|Π |∣∣f (x)∣∣ ∫
Π
|f | +
∑
α =0: αj1
aα
∫
Π
∣∣f (α)∣∣. (34)
Here α = (α1, . . . , αd) is a multi-index in Rd with nonnegative integer coordinates, |α| =∑d
j=1 αj ,
f (α) = ∂
α1
α1
. . .
∂αd
αd
f,∂x1 ∂xd
O. Kovrizhkin / J. Math. Anal. Appl. 288 (2003) 606–633 627α! = α1! . . .αd !, β  α if βj  αj ∀j = 1, . . . , d . If x ∈ Rd then xα = xα11 . . . xαdd . The
inequality between geometric and arithmetic means gives
∑
α(1,1,...,1)
aα =
d∏
j=1
(1+ aj )
(
1+ 1
d
d∑
j=1
aj
)d
 e
∑d
j=1 aj . (35)
Theorem 1′. Let Λ= {λk}∞k=−∞ be lacunary inRd , let J be a parallelepiped inRd defined
by (30) and let f ∈L2(Rd ) with supp fˆ ⊂⋃∞k=−∞(J + λk). If E ⊂Rd is relatively dense
as in (29) with 1− γ  (a,b,N) sufficiently small, then∫
E
|f |2  1
2
∫
|f |2,
where
(a,b,N)= 1
16N
∏d
j=1(1+ 2πajbj )2(1/aj + 2π)
.
The proof is almost identical to the proof of Theorem 1. Using (32) and (34) we can get
the following local inequality:∫
Π∩Ec
|f |2  (1− γ )
∞∑
k=−∞
∑
α(1,1,...,1)
aα
∫
Π
∣∣(f 2k )(α)∣∣
+ 1|Π |
√√√√√(1− γ )|Π |N d∏
j=1
(1+ 2πaj)
×
∞∑
k=−∞
∑
α(1,1,...,1)
aα
∑
βα
(πb)(α−2β)
∫
Π
∣∣f (β)k ∣∣2.
Summing over all parallelepipeds Π and applying Bernstein’s inequality, we obtain a
global inequality:
∫
Ec
|f |2  2
√√√√√(1− γ )N d∏
j=1
(
1+ 2π
aj
) d∏
j=1
(1+ 2πajbj )
∫
|f |2.
The desired result follows if 1− γ is sufficiently small.
Now we assume that aj  1 ∀j = 1, . . . , d since we can always take larger aj and re-
place the density γ with γ /2d . We can just replace aj < 1 with certain multiples kjaj  1
keeping γ the same.
Theorem 2′. Let E ∈Rd be relatively dense as in (29) with aj  1 and let Λ= {λk}∞k=−∞
be lacunary in Rd . If f ∈ L2(Rd) and supp fˆ ⊂⋃∞k=−∞(J + λk), where J is a paral-
lelepiped in Rd defined by (30) such that ∑dj=1 ajbj  (γ,N,d) sufficiently small, then
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E
|f |2  (γ,N,d)
∫
|f |2,
where
(γ,N,d)=
(
C(d)N
γ
)−(C(d)N/γ )2
.
The proof is analogous to the proof of Theorem 2. Rescaling we can assume that |E ∩
Π | γ for every unit cube Π and replace Λ with aΛ and bj with ajbj . Since aj  1 we
get N(aΛ) N(Λ) = N . Using (32)–(34) and Lemma 1′ we can get the following local
inequality:∫
E∩Π
∣∣f (x)∣∣2 dx  (C(d)N
γ
)−(C(d)N/γ )2 ∫
Π
∣∣∣∣∣
∞∑
k=−∞
fk(x)e
i2πλkx
∣∣∣∣∣
2
dx
− 2
∞∑
k=−∞
∑
0<α(1,1,...,1)
∫
Π
∣∣(f 2k )(α)∣∣
− 2
√
N2d
∞∑
k=−∞
∑
0<α(1,1,...,1)
∑
βα
(πab)(α−2β)
∫
Π
∣∣f (β)k ∣∣2.
Summing over all parallelepipeds Π and applying Bernstein’s inequality and (35), we
obtain the following estimate:∫
E
|f |2 
(
C(d)N
γ
)−(C(d)N/γ )2 ∫
|f |2 −Cd√N
(
exp
(
d∑
j=1
ajbj
)
− 1
)∫
|f |2.
If
∑d
j=1 ajbj is sufficiently small, the second term is less than a half of the first term and
the theorem follows.
The next case we consider is when E is a periodic set on the lattice generated by a =
(a1, a2, . . . , ad). Put |E ∩Π | = γ |Π |. The following theorem can be proven similarly to
its 1-dimensional version Theorem 3.
Theorem 3′. Let E ⊂ Rd be periodic as above, let J be a parallelepiped in Rd de-
fined by (30) and let Λ = {λk}∞k=−∞ be lacunary in Rd . If f ∈ L2(Rd) and supp fˆ ⊂⋃∞
k=−∞(J + λk) then∫
E
|f |2  C(γ,a,b,N)
∫
|f |2,
where
C(γ,a,b,N)
=
[
d∏
(1+ bj )N
(
C
γ
)∏d
j=1(4[ajbj ]+1)
]−∏dj=1(1+bj )2N2(Cγ )2∏dj=1(4[aj bj ]+1)
.j=1
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[9, Theorem 1.5, Lemma 3.3] and [4, pp. 452–453] for trigonometric polynomials with a
given number of frequencies also hold in higher dimensions (a higher-dimensional case
can be reduced to a 1-dimensional one along a certain interval in the unit cube with the
same estimate except that constant C is replaced by Cd ). See, for example, [5]. However,
since we need a d-dimensional Turan-type result for periodic polynomials, we can slightly
modify a 1-dimensional proof due to Nazarov [9, Theorem 1.4] for periodic trigonometric
polynomials to higher dimensions with a constant C independent of the dimension d .
5. Necessary condition for spectrum
First we will discuss the 1-dimensional case. Recall that a set E ⊂R is called relatively
dense if there exist a > 0 and γ > 0 such that
|E ∩ I | γ a (36)
for every interval I of length a. It is a well-known fact that relative density is also necessary
for an inequality of the form
‖f ‖Lp(E)  C(E,Σ,p)‖f ‖p (37)
to hold for a fixed p ∈ [1,+∞) for every f ∈ Lp(R) with supp fˆ ⊂ Σ ⊂ R. See, for
example, [4, p. 113]. Now we will consider an inverse problem. We will give a necessary
condition for Σ ⊃ fˆ so that (37) holds. It is interesting to compare it with the lacunarity
of Fc in the previous theorems.
Theorem 4. Suppose that for a given open set Σ ∈ R there exist 0 < γ < 1, a > 0 and
p ∈ [1,∞] such that for every relatively dense set E satisfying (36) we have
‖f ‖Lp(E)  C(E,p)‖f ‖p (38)
for every f ∈ Lp with supp fˆ ⊂Σ . Then for every b0 > 0, Σ cannot contain arbitrarily
long arithmetic progressions with steps at least b0.
Proof. Note that the parameter a is fixed during the whole proof. First we will prove that
there is a uniform constant C such that (38) holds for large enough sets E, i.e., there exists
γ0 ∈ [γ,1) and C(p) > 0 such that
‖f ‖Lp(E)  C(p)‖f ‖p (39)
holds for every relatively dense set E with density γ0 and every f ∈ Lp with supp fˆ ⊂Σ .
Suppose toward a contradiction that this is not true. Then there exists a sequence of fn and
corresponding relatively dense sets En with density γn > 1− (1− γ )/2n such that
‖fn‖Lp(En) 
1
n
‖fn‖p.
Let E =⋂∞n=1 En. Then E is relatively dense with density γ :
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∣∣∣∣∣I ∩
∞⋃
n=1
Ecn
∣∣∣∣∣ a −
∞∑
n=1
a(1− γn) a − a
∞∑
n=1
1− γ
2n
= γ a
for every interval I of length a. On the other hand, we have
‖fn‖Lp(E)  ‖fn‖Lp(En) 
1
n
‖fn‖p
which contradicts to (38). The next lemma plays a crucial role.
Lemma 4. Let Σ ∈ R be an open set for which there exists b0 > 0 such that Σ contains
arbitrarily long arithmetic progressions with steps at least b0 then for every 0 < γ < 1
(meaning arbitrarily small 1 − γ ) and every a > 0 (meaning arbitrarily small a) there
exist a sequence of ( periodic) relatively dense sets En satisfying (36) and a corresponding
sequence of functions fn ∈Lp with supp fˆ ⊂Σ such that
lim
n→∞
∫
En
|fn|p∫ |fn|p = 0
for every 1 p ∞.
Remark 3. If Σ contains an infinite arithmetic progression then we can take only one
(periodic) set E instead of the sequence of En. Here is an example of such Σ which has a
finite measure:
Σ =
∞⋃
k=1
(
k − 1
2k
, k + 1
2k
)
.
It is interesting to compare it with the Amrein–Berthier theorem (see the Introduction and
[4, pp. 97, 455]). Also compare the lemma with the previous sections where we used either
smallness of 1− γ or smallness of ab or periodicity of E.
Proof of Lemma 4. Define L = [1/ab0] + 1, a positive integer such that 1/Lb  a for
every b  b0. Suppose we have an arithmetic progression with step b  b0 of length
Ln+ 1: x0, x0 + b, x0 + 2b, . . . , x0 + Lnb ∈ Σ . Hence, there exists  > 0 such that⋃n
k=0[x0+ kLb− , x0+ kLb+ ] ⊂Σ since Σ is open. We can assume that  < Lb/2 so
that these intervals are disjoint. Let φ be a Schwartz function with supp φˆ ⊂ [−1,1] such
that φ(0)= 1, e.g., if φˆ  0. Define
fˆn(x)=
n∑
k=0
φˆ
(
x − x0 − kLb

)
(40)
so that supp fˆn ⊂Σ. Then∣∣fn(y)∣∣=
∣∣∣∣∣
n∑
k=0
ei2π(x0+kLb)yφ(y)
∣∣∣∣∣ (41)
= ∣∣Dn(Lby)φ(y)∣∣, (42)
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following easily verified property:
lim
n→∞
‖Dn‖Lp([−δ,δ]c)
‖Dn‖Lp([0,1]) = 0 ∀0 < δ <
1
2
, 1 p ∞.
This is true since ‖Dn‖Lp([0,1]) ∼ n1/p′ for 1 <p ∞, ‖Dn‖L1([0,1]) ∼ lnn and |Dn(x)|
1/sinπδ if δ  |x|  1/2. Put δ = (1− γ )/4. Now we will construct a (1/Lb)-periodic
set E:
E ∩
[
− 1
2Lb
,
1
2Lb
]
=
[
− 1
2Lb
,
1
2Lb
]∖[
− δ
Lb
,
δ
Lb
]
. (43)
Then
|Ec ∩ I | ([aLb] + 1) 2δ
Lb
 2aLb 1− γ
2Lb
= (1− γ )a
for every interval I of length a. We used that 1/Lb a to get the second inequality. Thus,
|E ∩ I | γ |I |.
Let 1  p <∞. |φ(x)| C/1+ x2 since φ is a Schwartz function. Applying (42) we
have ∫
E
|fn|p =
∞∑
k=−∞
∫
E∩[−(2k−1)/2Lb,(2k+1)/2Lb]
∣∣Dn(Lby)φ(y)∣∣p dy

∞∑
k=−∞
p
Cp
(1+ (k/Lb)2)p
1
Lb
∫
[−1/2,1/2]\[−δ,δ]
∣∣Dn(y)∣∣p dy
 Cpp
(
1+ Lb

)
1
Lb
‖Dn‖pLp([−δ,δ]c)
 C
pp

‖Dn‖pLp([−δ,δ]c). (44)
We used the fact that  < Lb/2 to get the last inequality.
Now we need to estimate ‖fn‖pp . Recall that φ(0) = 1. Since φ is a continuous func-
tion there is r > 0 such that φ(x)  1/2 if |x| r . We can assume that  < 2Lbr . Then
applying (42) we have
∫
|fn|p  p 12p
r/∫
−r/
∣∣Dn(Lby)∣∣p dy = p2p 1Lb
rLb/∫
−rLb/
∣∣Dn(y)∣∣p dy
 
p
2p
1
Lb
[
2Lbr

]
‖Dn‖pLp([0,1]) 
p
2p
1
Lb
Lbr

‖Dn‖pLp([0,1])
 r
p
2p
‖Dn‖pLp([0,1]). (45)
We used that  < 2Lbr to get the last but one inequality.
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En
|fn|p∫ |fn|p  ‖Dn‖Lp([−δ,δ]c)‖Dn‖Lp([0,1]) → 0
as n→∞.
The proof for p =∞ is similar and even easier. ✷
Remark 4. If p = 2 we can use periodizations to prove Lemma 4 (see the proof of Theo-
rem 3).
Theorem 4 follows from Lemma 4 since otherwise we would get a contradiction
to (39). ✷
In case of higher dimensions by an arithmetic progression we mean a sequence x0,
x0 + b, x0 + 2b, . . . , x0 + nb where x0, b ∈ Rd . The length of the step is |b|. The relative
density is defined by (29). Theorem 4 and Lemma 4 hold for all dimensions. All we need
to do is to show that Lemma 4 holds by reducing the construction of a sequence of En and
fn to the 1-dimensional case. Define L = [1/|a|b0] + 1. Suppose we have an arithmetic
progression x0, x0 + bn, x0 + 2bn, . . . , x0 + nbn ∈Σ ⊂ Rd with |bn|  b0. Then we will
choose a new system of coordinates (y1, y2, . . . , yd) such that the y1 axis is parallel to bn.
Put
fˆn(y)= hˆn(y1)ψˆn(y2, y3, . . . , yd),
where hˆn is defined as in (40) in Lemma 4 and ψˆn is supported in a small enough ball in
Rd−1 so that supp fˆn ⊂Σ . Put
En = Sn ×Rd−1,
where Sn is a periodic subset of the y1 axis defined as in (43) in Lemma 4. It is easy to
check that∣∣Ecn ∩Π∣∣ C(d,a) |Scn ∩ I ||a| |Π |,
where I is a certain interval of length at most |a|. If we choose δ = (1− γ )/C(d,a) in
the definition of Sn then |Ecn ∩Π | (1− γ )|Π |. Thus, |En ∩Π | γ |Π |. The rest of the
proof is the same as in Lemma 4 since∫
En
|fn|2∫ |fn|2 =
∫
Sn
|hn|2∫ |hn|2 .
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