With the growing number of published scientific papers world-wide, the need to evaluation and quality assessment methods for research papers is increasing. Scientific fields such as scientometrics, informetrics and bibliometrics establish quantified analysis methods and measurements for scientific papers. In this area, an important problem is to predict the future influence of a published paper. Particularly, early discrimination between influential papers and insignificant papers may find important applications. In this regard, one of the most important metrics is the number of citations to the paper, since this metric is widely utilized in the evaluation of scientific publications and moreover, it serves as the basis for many other metrics such as h-index. In this paper, we propose a novel method for predicting long-term citations of a paper based on the number of its citations in the first few years after publication. In order to train a citations prediction model, we employed artificial neural networks which is a powerful machine learning tool with recently growing applications in many domains including image and text processing. The empirical experiments show that our proposed method out-performs state-of-the-art methods with respect to the prediction accuracy in both yearly and total prediction of the number of citations.
Introduction
Nowadays, many researchers are working on scientific projects world-wide and writing research papers. As a result, many papers are being published everyday with different scientific qualities and impacts. Therefore, the need to evaluating published papers and assessing their quality is overwhelming. A variety of criteria exist in the literature for evaluating the quality of a scientific paper, but one of the most important evaluation metrics is the number of citations to the considered paper. The citation count is a significant indicator since it is widely used for measuring the impact of a paper [18, 37, 40] and moreover, it has been used as the basis for many other criteria such as h-index [24] , impact factor [16] , i-10 index , and other evaluation metrics for journals, conferences, researchers, and research institutes [57, 38] .
We consider the problem of predicting the citation count of a scientific paper. This problem has many applications in different domains. With the increasing amount of published papers, researchers need to recognize the more influential papers in advance that they can plan their research direction [59, 2] . Moreover, by predicting the citation count of a paper, we can evaluate the future impact of the paper authors, with potential applications in hiring researchers and faculties, and granting awards and funds. Various efforts exist in the literature for gaining such insights about the future impact of researchers [9, 21, 42, 17] .
In this paper, we propose a method for predicting the citation count of a scientific paper based on its citations during the early years of publication. In other words, the proposed method takes the citation count of a paper in a few years after its publication (namely three to five years) and predicts its citations in a more long-term period (e.g. from 5th to 15th year after publication). In this problem we do not investigate other sources of information such as author features, journal properties, and the content (text) of the paper. Although some existing works include more sources of information as the inputs of the citation prediction method we keep the inputs as simple as the citation pattern of the early publication year, to keep the problem definition simple, general, and also applicable in other domains. This problem has already gained attention in the literature and various methods are proposed to solve this problem [7, 55] .
It is worth noting that citation prediction is not a trivial or simple task, since scientific papers show different patterns of citations. For example, some papers remain unnoticed for many years and then, attracts a lot of attention (this phenomenon is called "sleeping beauty in science") [33, 26, 53] . Some other publications gradually gain less citations due to emergence of new methods or losing applicability. Consequently, a single rule or a simple model can not effectively predict the future citations of a paper, and more powerful methods are needed.
We considered the citation prediction as a regression learning problem, and then we utilized artificial neural networks as a powerful model for learning the prediction task. Based on the citation patterns of many existing scientific papers, the proposed neural network is trained to predict the citation count of papers in the future. Artificial neural networks are inspired by the human brain networks, and has found many successful applications in regression and classification learning. In recent years, neural networks have been effectively applied in various problems such as voice recognition [23, 12] , object recognition [46, 30] , image processing [54, 22] , and text processing [47, 51] . We designed a customized recurrent neural network which is appropriate for learning the sequence of the citations. We have also run comprehensive experiments to show the effectiveness of the proposed method over the existing baseline methods.
The rest of this paper is organized as follows: In section 2 we review the related works. then in section 3 we formulate the problem and present the proposed method. In section 4 we evaluate the proposed method and compare it with the state-of-the-art baselines. Finally, we conclude the paper in section 5 and describe the future works.
Related Works
Many researches exist in the literature for predicting the impact and success of scientific works. The existing works aim different goals such as citation count prediction for scientific papers [14, 7, 55, 61, 60, 34, 15, 59, 8, 32, 41, 5] , predicting highly cited papers [35, 39, 45] , predicting h-index of the researchers [3, 15, 1] , and predicting the impact factor of scientific journals [27, 58, 43] .
We can categorize the existing works based on their utilized sources of information for scientific impact prediction. In the first category, the graph of the scientific papers is utilized as the main source of information [45, 41, 13, 6, 35, 28] . Sarigol et al. use the co-authorship network of the scientists and the author centrality measures for predicting highly cited papers [45] . Many existing works tackle the problem as a link prediction problem in the citation network of the papers [41, 13, 6] . McNamara et al. also investigate the paper neighborhood properties in the citation network in order to forecast the highly cited papers [35] . Klimek et al. construct a bipartite network of papers and words (only the words in the paper abstracts), and analyze this network to find the papers with the highest impact potential [28] .
The second category of the existing works utilize information that are available right after the publication of the papers. This information includes the content of the paper (paper text), the publication venue (e.g., the journal or conference), information related to the authors, the subject (research area) of the paper, and the references. Such data which are available right after the publication of a paper, may help gain insight about the impact of the paper in the future. For example, authors of [15, 14] propose to use the following six information sources for predicting whether a paper will increase the h-index of the author in a five-year period after publication: author, topic, references, publication venue, the social network, and the temporal attributes. Mazloumian utilizes the information related to the paper authors such as published papers count, the research experience years count, the average annual citations count, and h-index, in order to predict the total author citation count in k successive years [34] . Some methods also utilize the topic of the paper (e.g. its rank and freshness), the authors properties (e.g. rank and h-index), and the publication venue for predicting the paper citation count in the future [59, 60] . Yu et al. utilize 24 features including information about the authors, publication venue, and citations in two years after publication [61] . Castillo et al. utilize information about the past publications of the authors, the number of the citations in the first year of publication, and the coauthorship network to predict the citation count in the first few years after publication [8] . Bornamnn et al. utilize the citation count in the first few years after publication along with the journal impact factor, number of the authors, and number of the references [5] .
The third category of information which is utilized in existing works includes data gathered after the publication of the paper. For example Lamb et al. [32] investigate the popularity of a paper in the web (e.g., in the news and Wikipedia) and social networks (such as Twitter and Facebook), and then show a correlation between this popularity and the amount of citation to the paper. But as the main class of interest, many existing works utilize shortterm citation count of a paper for predicting its long-term citations [39, 55, 7, 61] . The citation count of the early years after publication is an important feature which improves the accuracy of citation count prediction [29, 5] . Newman predicts highly cited papers based on the short-term citation count of the papers and the computation of z-score of the citations of the papers of the same research field [39] . Wang et al. design a general relationship (formula) which predicts the citation count of a paper in the years after publication [55] . In this method, the prediction formula is fitted to a specific paper by tuning the formula parameters based on the citation count of the paper in the early years of its publication. This work is a leading research for citation count prediction with manual designed formula which is developed by human experts. But in recent years, artificial intelligence and machine learning methods are widely utilized to replace human-inspired constant formulas. For example, Cao et al. predict citation count of a paper, using the citation pattern of the most similar past papers according to the citations of the early years after publication [7] . In other words, this method first clusters the papers with similar short-term citation patterns, and then predicts the citation count based on the average and the centroid of the clusters. This method outperforms related works, such as [55] , and thus is considered as one of the main baselines in our experimental evaluations.
It is worth noting that three described categories overlap, i.e., some methods belong to more than one category. For example, some existing works utilize both short-term citation counts and the author properties [61, 8] and therefore, they belong to both the second and the third illustrated categories.
In this paper, we only consider the short-term citation count, and no other features, for predicting the long-term citations of scientific papers. Significant recent researches have defined the same problem statement with the same input information (i.e., only short-term citations pattern) [7, 55] . This is an important problem since it does not utilize extra information such as the paper text or the authors background. Therefore, the results are applicable when the input data is limited.
Proposed Method
In this section, we formulate the problem and the assumptions and then, we describe our proposed method along with the details of the employed techniques.
Problem Statement
Suppose that the paper P has received c 0 , c 1 , ... , c n citations respectively in the years after its publication. In other words, c i shows the citation count of the paper in the ith year after publication. Assume that we know c 0 , c 1 , ... , c k and we want to predict c k+1 , c k+2 , ..., c n for a paper (k < n). The problem is to predict the citation count of a paper until the nth year of its publication when we already know its citation count only for the first k + 1 years (0 th to k th year) after its publication. As we described in the Section 2 we only consider the citations of the first k + 1 years as the input of the algorithm, and no other c i citation count of the paper P in its ith year of publication c i The predicted citation count of the paper P in its ith year of publication k The maximum year after publication in which the citation counts are known n The maximum year after publication in which the citation count should be predicted C Total citations of the paper P from the k+1th to nth years after its publication C Total predicted citations of the paper P in the period of k+1th to nth years after its publication information (such as author properties or journal attributes) is utilized. The actual citation count for the ith year is called c i , and the predicted citation count for the ith year is called c i . Moreover, we define C = n i=k+1 c i as the total citations of the paper from k+1th to nth year of publication, andĈ = n i=k+1ĉ i as the corresponding total predicted citations of the same period.
A citation prediction method is evaluated according to the accuracy of bothĈ andĉ i values. This is because an effective prediction method should estimate both yearly citations and total citations of a paper in the considered time period. Consequently, the problem is to minimize the error ofĈ andĉ i values, i.e.,ĉ i values should be as close and correlated as possible to c i values, and so forĈ and C values. Table 1 summarizes the defined symbols.
Citation Count Prediction
We utilize machine learning methods in order to build a model that learns to predict citation count of a paper in the future based on the citation history of the paper. The model should predict the citation count which is an (non-negative) integer number, therefore, the defined problem is regarded as a regression problem. Artificial neural network is one of the most powerful and effective methods for regression learning (and other problems such as classification) and therefore, we designed a special neural network as the main part of our proposed method. A neural network is built up of several layers of neurons, and it learns to find a function from the inputs to the outputs data. In the recent years, neural network has found effective applications in text processing [36, 31, 48] , image processing [49, 25, 30] , voice processing [20] , and many other fields. Particularly, with increasing the number of hidden layers of the neural network, the deep learning is evolved with surprising power for learning complex functions [19] .
A neural network is first trained in the training phase, and then it is used for prediction in the sampling phase. In our proposed method, a neural network is trained which having the citation count of a paper in the early years of publication as the input, predicts the citation count in the future years as the output. In other words, the proposed neural network learns to predictĉ k+1 ,ĉ k+2 , ...,ĉ n based on c 0 , c 1 , ..., c k . The neural network is first trained using a dataset of existing papers with known citations history, and then it can be utilized as the citations estimator in the future based on the pattern of the previous citations of the considered paper. As the datasets of training and test data, we utilize many published papers with known citations history in their first n years after publication. We employ some of those papers as the training set in order to train the neural network, and then we utilize the rest of the papers as the test set in order to evaluate the accuracy of the trained neural network.
In the defined citation count prediction problem, both the inputs and the outputs form sequence of consecutive values. In such problems Recurrent Neural Networks (RNN) [56, 44] are effective to learn the sequence of the values and therefore, we utilized RNNs in our proposed method. RNNs are known to be effective in learning tasks in which the inputs and outputs conform an inherent sequence, for example speech to text [20] , sentiment analysis [48] , and machine translation [4, 10] tasks are frequently trained by RNNs since their input data (text or speech) are inherently sequential (rather than a set of independent features). As an alternative of RNNs, simple feedforward neural networks are unable to effectively realize the input sequence order and therefore, result in less accuracy. RNNs process the input sequence in their inherent order and as the sequence is being processed, a hidden memory is built based on the so-far-visited input data and therefore, the sequence of the input is effectively considered [11] . In the defined citation prediction problem, the length of the input sequence is k+1 (c 0 , ..., c k ), and the length of the output sequence is n−k (ĉ k+1 ), ..., c n ). Thus, a many-to-many RNN architecture is designed in our proposed method (RNNs are classified into four categories based on the length of the input and output data: 1-one-to-one, 2-one-to-many, 3-many-to-one, and 4-many-to-many).
As the main building block in the architecture of our proposed method, we employed a deep neural network technique called sequence-to-sequence model [52] which has already found many successful applications in the literature (e.g., in machine translation [52, 10] ). This technique trains models to convert sequences from one domain to sequences in another domain (e.g., to translate a French sentence to English). The model is composed of two independent neural networks called the encoder and the decoder networks. As illustrated in Figure 1 , the inputs are fed to the encoder and the outputs are obtained from the decoder. The encoder network aims to understand the input sequence, and create its corresponding representation in another dimensional space. This representation is then forwarded to the decoder network which converts it to the output sequence. In order to predict each output neuron, the decoder utilizes all its input neurons along with the formerly predicted output neurons (see Figure 1) . In this manner, the output neurons are also fed in to the network to enable learning the inherent sequence nature of the input data. The proposed neural network should be trained in order to predict the citation count of the papers in the future. In the training phase, the training dataset is utilized in order to learn and optimize the parameters of the neural network. Each tuple of the training set corresponds to the citation information of a published paper, which includes the citation count of the paper from the 0th to kth year of its publication as the input, and the actual citation count from (k + 1)th to nth year as the output. Therefore, the inputs (citation count values for k + 1 years) are fed to the encoder and the actual outputs (citation counts from the year k + 1 to n) are presented to the network for training. As illustrated in Figure  1 , c 0 to c k are the inputs of the neural network which are fed to the encoder, and c k+1 to c n are its outputs which are obtained from the decoder. It is worth noting that the decoder network takes c k as an input in the decoder network in order to predict c k+1 , and then c k+1 is needed for predicting c k+2 and so forth.
After the training phase, the sampling phase aims to predict the citation count for the papers which are not employed in the training phase, having the citation count of their first k years of the paper after publication. Figure 2 illustrates the sampling phase, in which the decoder estimates the c x for x > k values. Since we do not access the actual c x data in the sampling phase, c x predicted values are also fed to the next neuron of the decoder neural network in the sampling phase.
The proposed method, learns to predict the future citation count of a paper based on the history of its early years citations. The employed recurrent neural network with the sequence-to-sequence model technique, enables the method to effectively learn the sequence pattern of the citations, and to predict the future citations more accurately than the baseline methods, as illustrated in the next section.
Evaluations
In this section, we illustrate the results of our comprehensive experiments and empirical evaluations. First, we describe the utilized datasets and the baseline methods and then, we show the results of the experiments and a comparison to the baselines.
Dataset
We extracted a dataset of published papers along with their citations from the Web of science (WoS) citation database which is a well-known online scientific citation indexing service. In this dataset, we considered the publications of five prestigious journals: Nature, Science, NEJM (The New England Journal of Medicine), Cell and PNAS (Proceedings of the National Academy of Sciences). The dataset covers the papers which are published after 1980 and before 2003, and it includes 14 years of the citations for each paper (all citations before 2017). We considered the mentioned journals because the journals are highimpact publications with a long history. Moreover, one of our main baseline methods [7] also included similar journals and therefore, we considered such journals for fair comparison of evaluations. In order to separate training and test data, we considered the published papers between 1980 and 1997 as the training set, and the papers published in the five subsequent years (from 1998 to 2002) as the test set for evaluations. Table 2 illustrates the considered journals in this dataset along with the number of extracted papers from each journal and the size of the training-set and the test-set.
Our prepared dataset includes the following information for each paper: Paper identifier (a number between one and 175,432), journal identifier, publication year, and the citation counts from the 0th to 14th year after publication (year 0 to year 14 citation count). Actually we set n = 14 (according to Table 1 , n is the last year after publication in which the citation count is predicted). Table 3 illustrates a small window of the dataset for five sample papers. As it can be seen from the samples, extracting a simple pattern of citations is not trivial, and an intelligent method is necessary for citation pattern prediction.
Baseline Methods
We selected three baselines in order to compare the evaluation results against. First, the "Mean of Early Years' method (MEY) is a naïve and simple prediction function which always returns the average of the citation count in the k first years of paper publication as the predicted citation count. Equation 1 shows the MEY prediction method. For many papers, the citation count in the early years of publication is similar to long-term citations. Although MEY is a simple prediction function, it shows relatively good prediction accuracy in some situations, and outperforming MEY is not an trivial task for citation prediction methods.ĉ
The second and the third baselines are proposed by Cao et al. [7] . As illustrated in Section 2, this research has already outperformed important existing methods, such as [55] , and thus we considered it as one of the main baselines in the experiments. The second baseline, which is called AVR, finds the most similar papers published in the same journal according to the citation count of the paper in the early years of publication and then, utilizes the average citations of those found paper in the subsequent years as the predicted citation count of the paper. The third baseline, which is called GMM, also finds the most similar papers published in the same journal according to the citation count of the early publication years but then, clusters the found papers in three groups using Gaussian Mixture Model (GMM) algorithm and then, the most similar centroid to the target paper is selected. The citation pattern of that centroid is utilized as the prediction function for the citation count of the target paper. Finally, our proposed method is called NNCP (Neural-Network-based Citations Prediction) in the evaluation reports.
Implementation Details
We utilized "Keras" framework and its "SimpleRNN" component for implementing the proposed neural network. The recurrent layers include 512 values, which means the encoder network generates a vector output with 512 dimensions. In the decoder sector, a "Dense" layer is utilized to generate the output (predicted citation count) namelyĉ i . We did not normalize the inputs and outputs of the neural network. The "rectified linear unit" (ReLU) is used as the activation function in all layers of the neural network, which is defined as f (x) = max(0, x). In order to avoid overfitting of the proposed method, the "Dropout" technique [50] is used with the rate of 0.2 in the RNN layers which prunes the neural network, and enables more epochs (100 epochs in our experiments) in the training phase. We implemented the RMSProp Optimization algorithm with the learning rate of 10 −5 . Data are fed to the network in batches 256 papers (batch-size = 256). More than half millions of parameters are trained and tuned in the training phase of the proposed method. Table 4 summarizes the implementation details of the proposed method.
Measurement Criteria
Two popular criteria are utilized in order to evaluate the proposed method and compare it with the baselines, first, Root Mean Square Error (RMSE) and second, the coefficient of determination (R 2 ). RMSE measures the variation of the predicted values to the actual values and thus, lower values of RMSE are desirable. On the other hand, R 2 measures the correlation between the actual and the predicted values. The R 2 value ranges from 0 to 1, where R 2 = 0 means no correlation and R 2 = 1 shows that the model has perfect prediction 
Evaluation Results
We set up different experiments in order to evaluate the proposed method. According to the training-set and the test-set (described in Section 4), we computed the accuracy of the proposed method and the baselines. The accuracy of the methods are measured based on two criteria: RMSE and R 2 . In the first experiment, we set n = 14 and k = 3 (refer to Table 1 ) which means the citation count of the first three years are used to predict the citation count until the 14th year after publication. Moreover, the accuracy of the methods are measured in two modes: First, the accuracy ofĈ and second, the average accuracy ofĉ i values. In other words, the average yearly criteria is measured (ĉ i ) along with the aggregated accuracy of the predicted values (Ĉ). Figure 3 illustrates the evaluation results of this experiment. As the figure shows, the proposed method (named NNCP) results in higher values of R 2 in both yearly and total modes, and this fact is consistent for all of the considered journals. Moreover, the proposed method results in less RMSE value for all the journals in both yearly and total modes. Therefore, the proposed method outperforms all the baseline methods in k = 3 for all of the considered journals.
In the second experiment, we repeat the last experiment but for k = 5. In this experiment, the citation history of the first five years of publication is used in order to predict the citation counts in the rest of the subsequent years until the 14th year of publication. Figure 4 shows the evaluation results of this experiment. As the figure shows, the proposed method outperforms all the baselines in the k = 5 mode according to both RMSE and R to both RMSE and R 2 scores, because with k = 5 more input information is available for the methods (citation counts of five years after publication, instead of only 3 years citation history) in order to investigate the citation counts in the future.
It is very important to detect future highly cited papers. Some efforts are done for early detection of highly cited papers [39, 45] . So in the next experiment we compare our proposed method with basic methods regarding their accuracy in predicting citations of potential highly cited papers. Models was used to predict citations of 100 highly cited papers (according to total citations up to 2018) which has been published between 1998 to 2002 in two cases of k=3 and k=5, then the RSM E is calculated for those predictions. Number of best prediction summed for all methods for the case of k=3 and k=5 are presented in fig 5  and fig. 6 respectively.
As it can be seen in figures 5 and 6, in most cases the proposed method outperforms other methods when exposed to highly cited papers. The more the number of papers of journal and more early year available citation information (k=5) the more accuracy of the proposed method again.
Also the citation dynamics of randomly selected 100 highly cited papers are projected in fig. 7 . The figure shows that the pattern doesnt follow a similar shape in different papers and doesnt have a simple and static behavior. The result shows that the predicted pattern fits more than any other studied method on the real behavior of the citation dynamics of such papers.
Sensitivity Analysis
In this section another study is done over proposed method. Firstly, all papers of all five journals within 1980 to 1997 was used as training set and similar information from 1998 to 2002 was used as test set to run all.
Four methods of MEY, AVR, GMM and NNCP over them. This evaluation is an indicator of level of information extracted from different years. So we used citation data of years 7,8,,14 (c 7 , c 8 ,,c 14 ) as the evaluation years and compared predictions done with k=0, k=1 to k=6 with these values. The results of this experiment was shown in fig. 8 .
As it can be seen in the figure, for the most cases and especially when the sufficient number of citations is provided, the proposed methods fits more than other methods to the reference values. But for the case of k <= 2, the accuracy of the proposed methods drops.
Discussion
Pros and cons of MEY, AVR, GMM, NNCP are listed as below based on our analysis.
1. The method of MEY doesnt use other papers citation information and only uses the citation data of the paper to predict its future citations. This method is so primitive and simple which is prone to big errors facing in the case of big size of data fed to it. The other suffering of this method is that it predicts the future statically and cant detect the ascending or descending behavior of the citations. 2. As it is explained in AVR and GMM methods, these methods only use information of x papers with best similarity in citation history. If the most similar found paper doesnt resemble the dynamic citation behavior of the paper (for example by having opposite ascending or descending nature), the methods of AVR and GMM cant predict well the target papers citation. While the proposed neural network can use data of all papers to shape and define the mapping function of inputs to output and so has the higher prediction power. 
Conclusion
Using Neural Networks, a model has been derived which is capable of predicting long term citation count of a paper based on the early years citations pattern history. The model is trained by citations of the same journal papers and will be able to predict newly published ones. Recurrent Neural Networks (RNN) are a powerful type of neural networks capable of being trained on data with sequential nature. This is the reason why the proposed network in this paper is able to learn the output computing function by means of RNN from the inputs, and can achieve a model to predict long term citations as a function of short term citations of a paper.
The proposed method performed better than the best available published methods to predict the yearly citation pattern of a paper and total citations of a paper. Also it is shown that in this way, papers of different journals even with less available citation history performed better than previous approaches to the problem. It is also concluded that this neural network is capable of doing predictions with higher level of accuracy compared to its alternatives.
The high power of neural networks was exploited in this problem and it can be a start for next researches in similar problems in bibliometric studies and can inspire its application for the science of science (SciSci) community.
It has been shown by machine learning scientists that with more layers in the neural network (deep networks) we can achieve higher accuracy in various problems. As a conclusion this work can be seen as a basis for complementary works which adopt deeper networks to construct more complex and more powerful predictors of citations.
