Some alternative formulations for transient dynamic response optimization are described and analyzed. A critical review and comparative study of the formulations are presented. The key feature of the formulations is that the state variables, in addition to the real design variables, are treated as independent variables in the optimization process. The state variables include different combinations of generalized displacements, velocities and accelerations. Formulations based on different discretization techniques for first-order and second-order differential equations are presented. Finite difference, Newmark's method and some methods based on collocation are all discussed. Similar to the simultaneous analysis and design (SAND) approach used for optimization of static structures and the direct collocation/transcription method for optimal control, the state governing equations are treated as equality constraints. A major advantage of these formulations is that special design sensitivity analysis methods are no longer needed. However, the formulations have larger numbers of variables and constraints. Therefore sparsity of the problem functions must be exploited in all the calculations. Advantages and disadvantages of the formulations are discussed. The results of a numerical example and performance features of the formulations are compared.
I.
Introduction ransient dynamic response optimization problems involve integration of linear or nonlinear differential equations (DEs), which is usually time-consuming. The most common approach for optimization of such problems has been the one where only the design variables are treated as optimization variables [1] [2] [3] [4] . All other response quantities, such as displacements, velocities, and accelerations, are implicit functions of the design variables. This optimization process, however, is difficult to use in practice. The main difficulty is that since the response quantities are implicit functions of the design variables, they require special methods for gradient evaluation 5, 6 . The entire process is difficult to use with existing simulation software. Another interesting approach for transient dynamic optimization is the so-called equivalent static load method, where the problem is transferred to a quasi-static problem 7, 8 . The idea is to find a static load set that can generate the same displacement field as that with the dynamic load at certain times. Therefore, multiple equivalent static load sets obtained at all the time intervals can represent various states of the structure under the dynamic load. However, with this approach, DEs must still be integrated a number of times and design sensitivity analysis must also be performed for the resulting static problems.
To alleviate the difficulties mentioned above, alternative formulations have been developed 9 . By formulating the optimization problem in a mixed space of design and state variables, explicit solution of DEs at each iteration is no longer required and there is no need for design sensitivity analysis. This is similar to the simultaneous analysis and design (SAND) [10] [11] [12] method developed for static structural optimization. The simultaneous approach has also been used to solve optimal control problems, which is called the direct collocation or transcription method [13] [14] [15] [16] [17] [18] [19] . Detailed formulations for the optimal control problems can be found in Refs. 20 and 21.
One major application field for direct collocation method is the optimal trajectory design in aerospace engineering [13] [14] [15] [16] [17] . The procedure of simultaneous solution of DAEs and the optimization problems has also been applied to chemical process engineering 18, 19 . Starting form a system of first order differential equations, polynomial approximations in the time domain for the state, control and algebraic variables is obtained. Bounds on the state variables are enforced at the time grid points, or at all collocation points in the time domain. The optimization variables are the state variables at the time-grid points, first derivatives of the state variables, and the control and the algebraic variables at all collocation points. The resulting nonlinear programming (NLP) are usually solved by a sequential quadratic programming (SQP) method [21] [22] , or an interior point method 19 . In this research, several simultaneous formulations are reviewed and compared for optimization of transient dynamics problems. Various state variables, such as the displacements, velocities and accelerations are treated as independent variables in the optimization process. The equations of motion are treated as equality constraints. All constraints in these formulations are expressed explicitly in terms of the optimization variables. Therefore their gradient evaluations become quite simple. Although the resulting optimization problem is large but it is quite sparse which can be solved using sparse NLP algorithms. One numerical example is optimized and its solutions are compared with those available in the literature. Advantages and disadvantages of the formulations are discussed.
The present work describes and evaluates some simultaneous formulations for transient dynamic mechanical systems. The major contributions of the paper are as follows: (1) simultaneous formulations based on the SAND and direct collocation concepts are described, evaluated and compared, (2) some formulations based on the direct discretization of the second order form of the equations of motion (Newmark's method, Hermite interpolation) are proposed, which will facilitate use of the existing simulation software in the optimization process, and (3) a modern and powerful optimization algorithm and associated software are used that take full advantage of the sparsity structure of the simultaneous formulations.
II. Dynamic Response Optimization Problem
The basic dynamic response optimization problem is to determine design parameters related to stiffness and damping properties of the dynamic system, to achieve certain goals (e.g., minimization of a cost function, such as the maximum displacement or acceleration) while satisfying all the performance requirements.
A. Governing Equations
Let x be an m dimensional vector to represent the design variables for the problem, which may directly include the mass, stiffness and damping parameters of the dynamic system, and z be a d dimensional vector that represents the state variables for the problem. The equation of motion for a linear system are written as follows (nonlinear problem can be treated similarly): 
where
in which I is a d d × identity matrix. It is worthwhile to examine both the second and the first order forms of the dynamics equations.
B. Cost Function and Constraints
In general, a cost functional includes the state and design variables, as
where T is the total time interval considered. The objective J may be the cost of the system, a performance measure, or any other function of the state variables. A time-dependent functional, such as maximum acceleration or displacement, can also be treated as an objective. Design requirements are imposed as inequality constraints. One type of constraints is not dependent on time, which is treated easily in the optimization process. The other type of constraints is the so-called point-wise constraint, which needs to be satisfied at each point of the entire time interval
Five treatments of the point-wise constraints have been discussed in the literature 5 . In this study, the conventional treatment is used where the time interval is divided into N subintervals (N+1 time grid points) and the constraints are imposed at each time grid point:
The length of the subinterval is t ∆ , and is defined as
. In dynamic systems, the time-dependent inequality constraints in Eq. (5) may include the displacement, velocity and acceleration constraints. Some time-independent constraints include the lower and upper bounds for the design variables.
If the first-order form of the DEs is used, state space variables y in Eq. (2), i.e., displacements z and velocities z ɺ are used in the constraint expressions. The problem is to determine x to minimize the cost function in Eq. (4), subject to the first order DEs in Eq. (2), and
Note that Eqs. (2) and (7) are discretized into N+1 equations in the entire time interval [ ] T , 0 , and they represent a system of constraints as follows:
The optimization problem is to find x to minimize the cost functional in Eq. (4) subject to the constraints of Eqs.
(1) and (5), or (2) and (6), and other time-independent constraints. If the problem is solved based on the conventional formulation, where the optimization is carried out only in the space of design variables, the equations of motion in (1) and (2) need to be integrated to determine the system response and thus calculate various functions of the optimization problem. Since the constraint functions in this formulation are implicit functions of the design variables, implicit differentiation procedures need to be used to evaluate the gradients. Analytically, the direct differentiation or the adjoint variable method can be used 5, 6 . These procedures are difficult to implement with an existing simulation code, because the code needs to be recalled to solve for displacement, velocity and acceleration gradients or the adjoint vectors. Then, the gradients of the response functionals need to be assembled using the adjoint vectors or the displacement gradients.
III.

Simultaneous Formulations Based on First Order DEs
In this section, simultaneous formulations based on the direct collocation/transcription method of optimal control are presented and discussed. In these formulations, the system of first order DEs is directly discretized and imbedded into the optimization formulation. Starting form a system of first order differential equations, approximations in the time domain for the state variables are set up and collocation is enforced at certain time points. Direct collocation/transcription methods are used often in trajectory optimization, chemical process engineering, and robotic motion planning. These formulations are based on different discretization and integration techniques. The first order state differential equations in Eq. (2) are approximated within each segment using an integration formula. The approximate integration formulation is then transformed to a set of algebra equations, the so-called defect equations, which need to be set to zero to enforce the DEs. In this section, the following notations are used:
where 
A. Simultaneous Formulation Based on Trapezoidal Discretization (TR)
This formulation is based on the trapezoidal rule of numerical integration 25 . The general form of integration from
t is given as
If the trapezoidal approximation is considered, the defect equations can be set up 16 as ( )
where ( ) ( )
In this formulation, the state variables i y (i = 0, N) are chosen as the optimization variables. The defect equation in Eq. (12) needs to be satisfied to enforce the DEs; therefore, this formulation is to minimize the objective function in Eq. (4), subject to the equality constraints as
and the discretized form of inequality constraints in Eq. (8) . Note that time-dependent constraints on the state variable y can be imposed on the discrete time grid points, i.e., i y (i = 0, N). This formulation is based on a linear approximation of the state gradient f , and therefore a quadratic approximation of the state variables y in each time subinterval. It can also be derived from the forward difference approximation of the average velocities and accelerations in each time subinterval.
B. Simultaneous Formulation Based on Compressed Hermite-Simpson Discretization (CHS)
If the Simpson rule is used in the numerical integration in Eq. (10), the defect equations 13, 17 are
where i c, f and i f are defined in Eqs. (9) and (12), respectively. And
The state variables i y (i = 0, N) are chosen as the optimization variables. This formulation is to minimize the objective function in Eq. (4), subject to the inequality constraints in Eq. (8), and the equality constraints (approximated state equation) as
Note that time-dependent constraints on the state variables can be imposed at the discrete time grid points, or both the discrete time grid points and the center of each time subintervals. In this formulation, the state variables y are chosen as continuous differentiable functions and defined piecewise as cubic polynomials between 1 − i y and i y . This formulation can also be derived by collocating the first derivatives as equality constraints at the center point of each subinterval 13, 17 .
C. Simultaneous Formulation Based on Separated Hermite-Simpson Discretization (SHS)
An alternate 26 . In this case, the equality constraints are in Eq. (16) and
where i c, f and i f are defined in Eqs. (9) and (12), respectively. Equation (17) contains additional constraints that need to be satisfied. The time-dependent constraints on the state variables can be imposed at the discrete time grid points, or both the discrete time grid points and the center of each time subintervals.
IV.
Simultaneous Formulations Based on Second Order DEs
Although a large number of accurate, high-order or multi-step numerical methods are available to solve the system of first order DEs 25 , the analysis of practical structural and mechanical dynamics also heavily rely on those single-step direct time integration methods that solve the second order DEs directly 23, 24 . These methods are usually more efficient, and they are widely used in many commercial codes. Therefore, the development of simultaneous formulations combined with the second order form of the DEs will bring benefit to use these available codes directly. In the next section, some of these formulations are presented, and they are based on Newmark's method, central difference method and Hermite interpolation.
A. Simultaneous Formulations Based on Newmark's Method (Newmark)
The Newmark's method
The Newmark's method is one of the most popular single step direct integration methods for second order DEs. Based on the assumption that the acceleration is linear within each time step, the following equations can be set up:
Two widely used cases of Eqs. (18) and (19) are as follows: (18) and (19) can be reduced to very simple form, and this is in fact the central difference method, also the constant acceleration method. For general cases when 0 ≠ β , it is not easy to use the displacements to express the velocities and accelerations. When 0 = β , it is possible to express the velocities and accelerations with respect to the displacements in a simple form. The central difference method will be discussed in next section. Two possible simultaneous formulations based on Newmark's method in Eqs. (18) and (19) are discussed in this section.
Design variables, displacements and velocities as optimization variables (Newmark-1)
If displacements and velocities are treated as optimization variables, accelerations can be expressed in terms of the displacements and velocities. Therefore, an explicit form can be obtained for the dynamic optimization problem. The problem is to determine x , z and z ɺ (i = -1, N+1) to minimize the cost function of Eq. (4), subject to the state equations (1), and constraint in Eq. (6). More equality constraints are needed due to the introduction of additional variables. Rearranging the Newmark's equations in Eqs. (18) and (19) , the accelerations are expressed as follows: 
Note that in Eqs. (20) and (21) , is not applicable here. The basic idea of the formulations based on the direct discretization of second order DEs is that the system of DEs is discretized as equality constraints. However, it is not possible to express i zɺ ɺ in terms of i z and i z ɺ , from Newmark's equations in Eqs. (18) and (19) . Therefore, it is not easy to express and evaluate the equality equations in Eq. (1).
Design variables, displacements, velocities and accelerations as optimization variables (Newmark-2)
From Eq. (1), it is seen that other simultaneous formulations are possible. If the displacements z , velocities z ɺ and accelerations zɺ ɺ are treated as variables simultaneously, another explicit form is obtained. The problem is to determine x , z (i = -1, N+1), z ɺ and zɺ ɺ (i = 0, N) to minimize the cost function of Eq. (4), subject to the equations of motion (1), and discretized constraints in Eq. (6). It is obvious that the equality constraints in Eq. (1) are explicit with respect to the optimization variables x , z , z ɺ and zɺ ɺ . However, more equality constraints are needed, since the state variables are related to each other by the Newmark's equations in Eqs. (18) and (19) . These need to be imposed in the formulation.
B. Simultaneous Formulations Based on Central Difference Method (CD)
Three simultaneous formulations based on the central difference approximation have been presented and evaluated in Ref. 9 . Details of these three formulations are not presented here. However, these formulations include displacement only (CD-1), displacement and velocity (CD-2), and displacement, velocity and acceleration (CD-3) as additional optimization variables, respectively. Finite difference relationships are used as equality constraints in the formulations, which makes the implementation of the algorithm quite simple, as ( )
( )
C. Simultaneous Formulation Based on Piecewise Hermite interpolation (Hermite)
The basic discretization scheme is as follows The optimization problem is to determine x , z , and z ɺ to minimize the cost function of Eq. (4), subject to the equality constraints in Eq. (1) at the discrete time grid points, and the discretized inequality constraints in Eq. (6) at the time grid point and the middle of each point. From Eq. (25),
at the grid point
A system of equality constraints is obtained at each time grid point, as
The relationships between the displacement and velocity variables are obtained from Eq. 
Since the first and second order derivatives of the displacement are needed in the dynamic optimization, the kth derivatives of a cubic B-spine curve can be easily obtained from Eq. (32), since only the basis functions are functions of time.
In this formulation, the control vector P for each DOF are chosen as the optimization variables. This formulation is to minimize the objective function in Eq. (4), subject to the inequality constraints in Eq. (5), as
Note that the equilibrium equations in Eq. (1) can be expressed by P similarly and treated as equality constraints in the formulation. The time-dependent constraints on the state variables can be imposed on the discrete time grid points.
V.
Evaluation of Formulations Table 1 shows the sizes of all the formulations. The following symbols are used in the table: m = number of elements in the design variable vector x ; N = number of time intervals (number of grid points = N + 1); n = number of control points in a cubic B-spline; d = number of DEs in Eq. (1), or the dimension of vector z ; e = number of constraints in g ; however, some of the inequality constraints in some alternative formulations become simple bounds on the variables. • Design sensitivity analysis must be performed.
• Dense Jacobian and Hessian matrices. • DEs must be integrated. • Larger number of variables and constraints.
• Acceleration constraints become complex.
HS
•
Good smoothness •
Smaller NLP problems • Velocity constraints become linear or simple bounds.
• Implementation is not straightforward.
• Acceleration constraints become complex. • Larger number of variables and constraints.
• Larger number of non-zero elements in Jacobians. • Implementation is not straightforward.
Newmark
BSpline
• Good smoothness.
• Smaller NLP problems • Displacement, velocity or acceleration constraints are linear.
• Implementation is not straightforward. • Displacement, velocity or acceleration constraints are not simple bounds.
Since the objective and constraint functions are all explicit in terms of the optimization variables in the alternate formulations, the gradients of functions can be obtained easily by direct differentiation. Note that the alternate formulations do not require the equations of motion in Eq. (1) to be satisfied exactly at each iteration of the optimization process. It needs to be satisfied only at the final solution point. This has advantage if instabilities occur or no solution exists for certain designs in the design space. Also, unnecessary simulations of the system are avoided at intermediate designs, where it might be difficult to obtain a solution.
The differences between the simultaneous formulations are discussed in Table 2 . For the simultaneous formulations based on the first order DEs, the number of time grid size is usually not very large; therefore, the resulting NLP may not need to be too large. Since most of the methods are based on polynomial interpolations between grid points, only a reasonable number of grid points is needed. Moreover, these methods can provide more accurate solution, provided that multi-step or higher order method are used. As can be seen that the defect equations (i.e., Eqs. (13) and (16)) involve repeated substitutions of the equations of motion (2), if multi-step methods of discretization or higher order polynomial interpolations are used. Thus implementation becomes tedious. Sparsity patterns of those formulations are hard to identify and define. For the constraints involving accelerations, the expressions for some cases become complex, since the equations of motion are embedded in the expressions for accelerations.
With the second order DEs, since the equations are directly discretized and treated as equality constraints, the complexity of the constraint equations is well defined. The implementation and sparsity pattern are very straightforward. For the finite difference-based methods, e.g., central difference or Newmark's methods, since a small time step is used to guarantee convergence and stability, the number of grid points N is usually very large, resulting in large numbers of variables and constraints in the formulations. Large-scale NLP solution algorithms with sparse matrix capabilities are required to solve the simultaneous formulations efficiently. These methods are more suitable for dynamic response that may not necessarily be smooth. The methods treat the acceleration constraints more efficiently. Some aspects of the simultaneous formulations are discussed in details in Section VI, when a design example is solved.
VI.
Numerical Example summarized in Tables 4 and 5 . Table 4 gives the final optimum solutions with different formulations for N=300. The final objective values of the design example are listed in Table 5 . It is seen that various simultaneous formulations work well and optimal solutions are obtained. The optimum solutions obtained by the conventional and simultaneous formulations in this study are slightly better than those available in the literature. Most of the formulations converged to a slightly lower objective function value for N = 100 compared to the solution with N = 300 and 500. This indicates that there was some violation of the constraints between the grid points when N = 100 was used. Since different approximations of state variables are introduced in the simultaneous formulations, the quality of the final solutions is different. Note that the quality of the final solution depends on the approximation made between the state variables. In this work, the finite difference based methods, such as CDs and Newmarks provide similar performance in terms of the final optimal solutions, numbers of iterations and computing efforts. In order to have good results, the number of grid points usually needs to be large. The second order Hermite and Bspline formulations do not provide better accuracy with small a number of time grid points, because the equations of motion constraints are only imposed at the discrete time grid points, and no intermediate points for constraints are considered.
For simultaneous formulations based on first order DEs, such as CHS and SHS, the optimal solutions with N = 100 are already very good. This can be explained by the piecewise cubic polynomial approximations for both the generalized displacements and velocities, and the imposing of constraints at the center of each time step. These provide accurate approximations for the state variables; therefore, for CHS and SHS to reach similar accuracy of optimal solutions as other alternative formulations, a smaller number of time steps N is needed. Although SHS is easier to implement than CHS, due to the inclusion of more variables, the overall performances of CHS and SHS are similar. TR usually performs better than CHS or SHS with respect to the computational efforts for various N, because of simpler expressions of constraints and the exclusion of constraints or variables at the centers of time steps. However since the approximation is not as good as those by CHS or SHS, the optimal solution obtained by TR for N = 100 is not as good, either. Table 5 contains comparison of the numbers of iterations and CPU efforts for different grid sizes. It shows that as the number of grid points is increased the computational effort with all the alternative formulations increases; the increase being more dramatic for larger N. Although the numbers of iterations needed for the alternative formulations are mostly in the range of 20~40, the CPU/iteration is quite large, and becomes larger as the size of the optimization problem increases. However, the CPU effort for the conventional formulation keeps relatively stable for various N. It is seen that the alternative formulations are more efficient and require less CPU effort than the conventional formulation when the number of time grid points is small (N = 100), except for CHS and SHS. For N = 300, only CD-1 is more efficient than the conventional formulation, and with N = 500, the conventional formulation is the most efficient one among all the formulations. This can be explained by the sizes of the formulations. When the number of time grid points becomes large, there are much more optimization variables and constraints in the alternative formulations which makes the convergence slow. Apparently, the QP solver for calculation of the search direction becomes less efficient as the numbers of variables and constraints increase. Therefore, better QP solvers for large sparse problems need to be developed.
Advantages and disadvantages of formulations
The main advantages of the simultaneous formulations for dynamic systems are as follows. (i) The equations of motion for the system need not be integrated explicitly. They need to be satisfied only at the final solution point. This has advantage if instabilities occur or no solution exists for certain designs in the design space. Also, unnecessary simulations of the system are avoided at intermediate designs, where it might be difficult to obtain a solution. (ii) Design sensitivity analysis of the systems (which is quite tedious and difficult to implement) is not needed since all the problem functions are explicit in terms of the variables. (iii) The inclusion of more state variables in the formulations simplifies the constraint expressions and computer implementations. Some constraints may become linear or simple bounds on the variables, such as the constraints on the displacements, velocities and accelerations. The gradients of the linear constraints in the simultaneous formulations can be programmed independently and calculated only once in the solution process. A major disadvantage of the simultaneous formulations is that the optimization problem is very large and large-scale sparse NLP methods are needed. Also, since the simultaneous formulations include different types of variables, which have different orders of magnitudes, scaling of some of the variables is necessary to reduce numerical difficulties. 
Scaling of variables
In most alternative formulations, velocity and acceleration variables are normalized by positive numbers. These normalizers are comparable to the velocity and acceleration limits. If the generalized displacements have large difference in their orders of magnitude, e.g., rotations and translations, some variables, such as the rotations may also need to be scaled. This is true for the rotational degrees of freedoms in the example. The current scaling option in SNOPT works fine only if a good starting point is provided or the problem is not too nonlinear. Efficient automatic scaling procedures need to be developed and incorporated into the alternative formulations.
Other formulations
It is clear that other simultaneous formulations are possible. These are based on different discretization techniques of the first or second-order DEs, such as the Runge-Kutta formula for numerical solution of first order DEs 14, 20, 26 , and piecewise higher degree polynomial approximations of state variables for first order DEs 16 . However, these multi-step methods or higher degree of polynomials may result in significant complexity of numerical implementation for the simultaneous formulations, which is not desired. The application of these methods for transient dynamic optimization needs further evaluation.
VII. Concluding Remarks
Simultaneous formulations for optimization of transient dynamic mechanical system were described and evaluated. Different state variables or their parametric approximations were treated as optimization variables in the formulations, i.e., generalized displacements, velocities and accelerations. Therefore the discretized state equations (DEs), either in the first or second order forms could be treated as equality constraints in the optimization process. By introducing more variables into the formulations, the forms of the constraints and their derivatives were changed. The formulations were implemented with a sparse NLP code for evaluation. The simultaneous formulations had more variables and constraints, although the constraints had simpler form compared to the conventional formulation. Therefore an optimization algorithm for large numbers of variables and constraints was used to solve the problem.
The solutions for one sample problem were obtained and compared. In terms of CPU times, most SAND formulations outperform the conventional formulation for small number of time grid points. When the problem size is too large, the sparse QP subproblem solver becomes slow to converge, resulting in much more computational effort than the conventional formulation.
The simultaneous formulations represent a fundamental shift in the way analysis and design optimization of dynamic systems are currently treated. This shift in paradigm needs to be further investigated. The exploitation of the matrix sparsity, decomposition schemes, efficient solution methods of sparse QP subproblems, and parallel algorithms for the alternative SAND formulations need to be further studied, developed and combined for much broader practical applications of these formulations.
