The following two theorems are long since known.
Theorem 1.1. If σ a (S ) < ∞ and S ∈ K for 1 ≤ ≤ r, then σ a (S) < ∞ and Γ S ∈ K.
Mellin [7] , p. 23, proved this only for Θ = 0. The same proof works for the general situation. In [8] , p. 61, Mellin remarks that even the following theorem holds. Theorem 1.2. If the coefficients of P are real , σ a (S ) < ∞ and S ∈ K for 1 ≤ ≤ r, then σ a (S) < ∞ and S ∈ K.
The proof is the same as for Theorem 1.1 with some obvious changes. Under the strong assumption of ellipticity of P more precise conclusions about the location and order of the poles of S(s) can be drawn (Mahler [6] ).
In the special case P ∈ R[X 1 , . . . , X r ], a ( ) n = ξ n , λ n = n, with |ξ | = 1, ξ = 1 for 1 ≤ ≤ r, n ∈ N, the function S(s) can be continued to an entire function and the numbers S(−k), k ∈ N 0 , can be computed explicitly (Cassou-Noguès [1] ).
In the special case S 1 = . . . = S r = ζ the method of Sargos [9] , [10] gives a much sharper result than the method of Mellin does.
Another class of polynomials for the same S is investigated by Lichtin [4] , [5] . This class is not defined by a condition on the coefficients of its members but by a growth condition.
In this paper Sargos' method is applied to the more general Dirichlet series (1.1). First the following sharpened version of Theorem 1.1 is obtained. Let polord w S denote the order of the pole w of S. Theorem 7.8 of Jorgenson and Lang [3] states that under certain conditions from an asymptotic development for theta series 
with the properties:
As an application of Theorem 1.3 one derives In contrast to Mellin's method the method of Sargos can also be applied to situations in which the Dirichlet series S (s) have an infinite number of poles in a vertical strip of finite width. Then maybe S(s) cannot be continued analytically beyond its half plane of absolute convergence but the behaviour of S(s) when s approaches its boundary can be analyzed and therefore a Tauberian theorem can be applied. An example for this situation is
Then the theta series Θ(t)
Let c > 1. In [7] , p. 24, Mellin mentioned the series
about which he explicitly stated that his method cannot be applied to it. But Sargos' method can be applied and gives 
In this case the meromorphic continuation to C is possible because the integral linear combinations of the poles 2πin(log c)
have no accumulation point in C. For the same reason the following theorem holds. 
, and have order ≤ r.
Some auxiliary theorems.
The following transformations are an essential tool in [9] :
The following theorem is crucial for Sargos' method. 
As in [9] , S(s) is represented as an integral with the help of the residue theorem. Therefore functions G (z), 1 ≤ ≤ r, on S Θ are needed which have poles of order 1 and residues (a ( ) n ) n≥1 exactly at the points (λ n ) n≥1 and for which the asymptotic behaviour as |z| → ∞ is known on each ray z = re iφ , Θ < |φ| < π/2. In [9] , G (z) = (e(z)−1)
with e(z) := exp(2πiz) is used; in this paper G (z) is constructed by a Mittag-Leffler series. The asymptotic development is obtained with a method of Mellin.
Lemma 2.2. Assume 0 ≤ Θ < π and let (λ n ) n≥1 be a sequence in S Θ with lim n→∞ |λ n | = ∞, (a n ) n≥1 a sequence in C and p ∈ N 0 . Assume that the Dirichlet series T (w) := n≥1 a n λ −w n is absolutely convergent for w ≥ p + 1. Then the series
k is uniformly convergent on each compact subset of C after omitting finitely many summands. For each z ∈ C \ R − 0 with |arg z| < π − Θ and p + 1 < a < p + 2, we have the identity
The following is a slight adaptation of the proof in [7] , §1. The first part of the theorem is standard for Mittag-Leffler series. For each a ∈ R
For each w ∈ C with | w| ≥ δ > 0, the estimate (sin πw)
holds. Therefore the integral is absolutely and uniformly convergent with respect to z on each compact subset of C \ R − 0 . So it is holomorphic with respect to z. From the residue theorem it follows that
uniformly in a. For fixed z ∈ C \ R − 0 with |z| < 1, and 0 < a < 1, it follows from (2.1) that
as q → ∞,
. From (2.1) it follows by holomorphic
with |arg z| < π − Θ, and p + 1 < a < p + 2, we have |arg z| + |arg λ n | < π and therefore zλ −1 n ∈ C \ R − 0 for each n ∈ N. By (2.2) the nth summand in M T (z) is therefore equal to a n λ
Summation over n gives the representation of M T (z) after interchanging integration and summation. This is allowed because for w = a + it,
Under certain meromorphy conditions on T (w) an asymptotic development of M T (w) can be proved which is a generalization of Stirling's formula for Γ /Γ (w).
Theorem 2.3. Assume 0 ≤ Θ < π and let (λ n ) n≥1 be a sequence in S Θ with lim n→∞ |λ n | = ∞ and (a n ) n≥1 a sequence in C. Assume that the Dirichlet series T (w) := n≥1 a n λ −w n has the following properties:
Then for each b ∈ (−∞, p+1)\Z for which T (w) has no poles on w = b and for each ε > 0 and z ∈ S π−Θ−ε with |z| ≥ 1,
Choose a = p + 3/2. From Lemma 2.2 and the residue theorem,
In {p + 1 ≤ w < a} the only pole of π(sin πw)
lies at p + 1 and has residue (−1)
From this the statement of the theorem follows.
the assumptions of Lemma 2.2 for 1 ≤ ≤ r with a common Θ and p and assume
Then there is a sequence (R m ) m≥1 which tends monotonically to infinity and has the property:
for each n ∈ N, 1 ≤ ≤ r, with a -constant which is independent of R, , n. For z ∈ C with |z| = R and 1 ≤ ≤ r it follows that 
Here a slit is made in the complex plane along the positive real axis and log z is defined on C \ R + 0 where arg z takes values from 0 to 2π. I ε consists of the path from 1 to ε above the slit, the circle around 0 with radius ε which starts at ε and is run through in the positive direction and the path from ε to 1 below the slit. P r o o f. The case k = 0 is contained in Lemma 4.1 of [9] . The general case follows by taking the kth derivative with respect to α. Lemma 2.6. The series
defines a meromorphic function on C whose poles are at −n, n ∈ N, are simple and have the respective residues Λ(n).
with |z| ≥ 1 and |arg z| ≤ π − ε, ε > 0, we have the asymptotic formula
where runs through the nontrivial zeros of ζ(s), a n , b n are complex constants and Log z is the principal branch of the logarithm. Furthermore, for
, we have
P r o o f. According to Lemma 2.2 with Θ = 0, p = 1 and T (w) = −ζ /ζ(w) the first part of the statement holds for 
Res w=n 
Substituting into (2.4) gives (2.5).
For the last part of the statement assume |z| ≥ 2 with min n∈N |z + n| ≥ 1/2. Then
) respectively. Partial summation ends the proof of the lemma. 
Let P ∈ R[X] have nonnegative coefficients and deg
has the abscissa of (absolute) convergence
and therefore
Hence the left hand side is finite if and only if the right hand side is finite. The right hand side is Y (P, σ
− 1; σ) in the notation of [9] . From Theorem 3.1 and Lemma 3.2 in that paper the statement follows.
is a meromorphic function on C with simple poles at −c n , n ∈ N 0 , and residue 1 respectively.
The nth summand is exp(−2π|n|ε/log c). 
| ≥ 1. Applying the residue theorem to the rectangle with vertices a ± iT k , b ± iT k and letting k → ∞ gives
Res . From this the asymptotic formula follows. The nth summand without the factor π(z log c)
From this it follows that 
The integral is absolutely convergent because of (3.2). For w ∈ C with w < p, and ν ∈ N 0 , Cauchy's theorem gives
Let σ * a > 0 be the abscissa of absolute convergence of the Dirichlet series n∈N r P (n) −s . According to [9] , Lemmas 3.2 and 4.2, the estimate
for z ∈ S r Θ ,a . r-fold application of (3.3) gives
Here integrations and summations may be interchanged because of the choice of p and (3.2). Substituting (3.1) into (3.6) shows that S(s) is a linear combination of the parameter integrals 
where for each ∈ K 1 the parameter µ runs through {0, . . . , ν }. If w l ∈ Z then µ only runs through {0, . . . , ν − 1}. S(s) is therefore a linear combination of the integrals (3.7) where K 1 runs through all subsets of {1, . . . , r}, (l ) ∈K 1 runs through
. . , polord w l (S )−1} and K 2 := {1, . . . , r}\K 1 . If polord w l (S ) = 0 for a ∈ K 1 then the corresponding integral does not appear.
The absolute convergence of the integrals (3.7) can be checked using s > σ * a (p + α + 1). In the following they will be written as linear combinations of other integrals by decomposing the sets of integration and by the transformation formula. Therefore the subsequent integrals are absolutely convergent.
Decomposing the paths −γ 1 + γ 0 + γ −1 and parameterizing γ ±1 show that (3.7) is a linear combination of the integrals is up to sets of measure zero the disjoint union of the sets Img ω(λ) and for each λ ∈ Λ(K 1 , K 21 ),
Here b
Decomposing the region of integration in the innermost integral in (3.8) and applying the transformation formula show that (3.7) is a linear combination of integrals (3.10)
where K 21 runs through all subsets of K 2 , 
With a continuity argument it follows from the compactness of γ
that there are ε, c > 0 with the property: For each z ∈ γ
It follows from Lemma 2.5 for s > max{σ *
In fact, it is possible to deduce from (3.5) and (3.9) that
but this fact will not be used in the sequel.
From (3.11) it follows that each of the integrals in (3.13) defines a holomorphic function with respect to s as long as
the existence of constants c 1 , c 2 > 0 can be deduced so that (3.10) can be continued meromorphically to s > c 1 
Then the poles of (3.10) which are contained in s > c 1 b + c 2 lie in the set
The order of a pole w 0 with w 0 > c 1 
w 0 can be a pole of (3.10) only if there are µ ∈ V and a ∈ Z with w 0 = γ
and have an order ≤
Taking all together one sees that S(s) can be continued meromorphically to s > c 1 b + c 2 and that the poles lie in 
This gives (1.3) and (1.4). The inequality in (1.4) makes the set finite and therefore the maximum is well defined. The inequality in (1.3) ensures that for the poles of S(s) in a finite strip, only a finite number of w need to be taken into consideration. 
From (3.5) it follows that
and therefore S(s) fulfils DIR2(b). As S ∈ K the function S(s) lies in Dom(V ) in the notation of [3] , p. 78. According to Theorem 7.5 of [3] the theta series Θ(t) fulfils AS1-AS3. According to Theorem 7.4 of [3] , P = {−w 0 | w 0 a pole of Γ (s)S(s)} and therefore P is contained in a set of the form (1.5). If p ∈ P then it follows from (9), p. 80 of [3] that
From (4.1) and (1.4) the inequality (1.6) follows.
Proof of Theorem 1.5.
According to Lemma 2.7 the Dirichlet series
From this it follows by Lemma 2.6 that 
has the form (3.9) and
and consequently (5.5) is absolutely convergent for s > σ a . From (3.9) and (5.7) it follows that γ µ ≥ (α µ + 1)/σ a for each µ ∈ U ∪ V . If one chooses a suitable ε > 0 then it follows by Lemma 2.5 and (3.12) that for each s > σ a with sγ µ ∈ Z for µ ∈ V , (5.5) can be expressed in the form 
If = 1 then by partial integration,
If ≥ 2 then
and for ≥ 2,
Then in the case = 1, η(σ, T ) σ exp(c T ) and in the case ≥ 2 it follows by substitution τ = σu that
Consequently, in both cases, lim σ→0 η(σ, T ) = 0 for each T > 0. Assume without loss of generality that P (1, . . . , 1) > 1. The effective Tauberian Theorem of Ikehara ( [11] , Theorem 11, p. 265) yields
gives T (x) log x and (x) log −1 x. From this Theorem 1.5 follows. 
The integral is absolutely convergent. Assume
Then H(z) is continuous everywhere with the exception of the point a. From Lemma 2.8 it follows that for z ∈ Trace(γ 1 ) ∪ Trace(γ −1 ),
where
. The nth summand is exp(−2π|n|Θ /log c) and therefore the n-series has a convergent majorant on Trace(γ 1 ) ∪ Trace(γ −1 ) which is independent of z. Expressing G in (6.1) by H and using an argument similar to (3.4) one sees that S(s) is a linear combination of the integrals 
Furthermore,
This set is independent of (n ) ∈K 3 . Therefore on summation over (n ) ∈K 3 no accumulation of poles in C can occur. For the more general series n 1 ,...,n r ≥0 P (c
such an accumulation cannot be ruled out. Therefore it cannot be continued meromorphically to C with the method of this paper.
For R ≥ 1 define
Then F R (s)A(s, n) has no poles in the disk K R (0) with center 0 and radius
Assume µ ∈ V and let the minimum
The µth factor in (6.6) is therefore
If δ > 1/2 then the µth factor in (6.6) is
where the -constant is independent of (n ) ∈K 3 . Consequently, in the representation
and the series is uniformly convergent on each compact subset of (6.7). F R (s)I(s) can therefore be continued holomorphically to (6.7) and so I(s) can be continued meromorphically to (6.7) where the poles lie in N 
