We study the solution of linear systems resulting from the discreitization of unsteady diffusion equations with stochastic coefficients. In particular, we focus on those linear systems that are obtained using the so-called stochastic Galerkin finite element method (SGFEM). These linear systems are usually very large with Kronecker product structure and, thus, solving them can be both time-and computer memory-consuming. Under certain assumptions, we show that the solution of such linear systems can be approximated with a vector of low tensor rank. We then solve the linear systems using low rank preconditioned iterative solvers. Numerical experiments demonstrate that these low rank preconditioned solvers are effective.
Introduction
Many problems in science and engineering are modelled using partial differential equations (PDEs). One of such important models is the diffusion equation which arises in, for instance, fluid flow and transport of chemicals in heterogeneous porous media (see e.g. [6] , [21] ), as well as in temperature prediction of biological bodies, [25] , etc. More often than not, the diffusion equation is modelled deterministically. However, in the transport models for groundwater flows, for example, it is only possible to measure the hydraulic conductivity at a limited number of spatial locations; this leads to uncertainty in the groundwater flow simulations, [6] . Hence, it is reasonable to model the hydraulic conductivity as a random field. This, in turn, implies that the solution to the resulting stochastic model is necessarily also a random field. There is, therefore, the need to quantify the uncertainty in the solution of the model.
Generally, in order to solve PDEs with stochastic inputs, three competing methods are standard in the literature: the Monte Carlo method (MCM), the stochastic collocation method (SCM) and the stochastic Galerkin finite element method (SGFEM), see e.g. [6] , [1] , [3] , [14] , [12] . In contrast to MCM and SCM (both of which are based on stochastic sampling), SGFEM is a non-sampling approach which transforms a PDE with uncertain inputs into a large system of coupled deterministic PDEs. Despite this curse of dimensionality problem associated with the SGFEM, the beauty of the approach lies, among others, in the ease with which it lends itself to the computation of such quantities of interest as the moments and the density of the solution. In this paper, our key objective is to study the solution of systems resulting from the discretization of unsteady diffusion equations with stochastic coefficients, using the SGFEM.
In the past two decades, research on the solution of diffusion equations with random inputs using the SGFEM has been focused mainly on developing solvers for steadystate problems, see e.g. [1] , [9] , [23] , [11] , [21] , etc. Time-dependent problems have not yet received adequate attention. A few attempts in this direction include [25] , [20] , [22] and [26] . Unlike the steady-state problem, the time-dependent model problem presents the additional challenge of solving a large coupled linear system for each time step. As opposed to the literature above on unsteady diffusion problems, the main aim of this paper is to tackle this dimensionality problem using low rank iterative solvers studied in [19] in the framework of parametrized linear systems. The rest of the paper is organised as follows. In Section 2, we give some basic notions on which we shall rely in the rest of the paper. Next, we present our model problem and provide an overview of its discretization in Section 3. Since our approach is based on low rank approximation, we first show the existence of a low rank approximation of the solution to the stochastic Galerkin system in Section 4 before proceeding to discuss our preconditioned low rank iterative solvers in Section 5 and numerical results in Section 6. Finally, we draw some conclusions in Section 7 based on our findings in the paper.
Basic notions and definitions
Let the triplet (Ω, F, P) be a complete probability space, where Ω is a sample space of events. Here, F denotes a σ-algebra on Ω and is endowed with an appropriate probability measure P. Moreover, let D ⊂ R d with d ∈ {1, 2, 3}, be a bounded open set with Lipschitz boundary ∂D.
Definition. A mapping κ : D × Ω → R is called a random field if for each fixed x ∈ D, κ(x, ·) is a random variable with respect to (Ω, F, P).
We denote the mean of κ at a point x ∈ D byκ(x) := κ(x, ·) . The covariance of κ at x, y ∈ D is given by
Note that the variance Var(κ) = σ 2 κ of κ at x ∈ D is obtained if we set x = y in (1) and the standard deviation of κ is Var(κ). Let L 2 (Ω, F, P) denote the space of square-integrable random fields defined on (Ω, F, P).
We shall also need the concepts of Kronecker product and vec(·) operators.
It follows from (2) that the vec(·) operator essentially reshapes a matrix into a column vector. In MATLAB notation, for example, we have vec(X)=reshape(X,n*m,1).
More precisely, we consider the vec(·) operator as a vector space isomorphism vec : R n×m → R nm and denote its inverse by vec −1 : R nm → R n×m . Kronecker product and vec(·) operators exhibit the following properties, see e.g. [8] .
Finally, we introduce the tensor rank of a vectorized matrix, see e.g., [16] .
Definition. Let X ∈ R n×n and x = vec(X) ∈ R n 2 . Then, the tensor rank of x is the smallest k ∈ Z + such that
In particular, the tensor rank of the vector x coincides with the rank of the matrix X.
A model problem with stochastic inputs
In this section, we introduce and discretize our model problem. More precisely, we study the solution of the stochastic initial-boundary value problem of the form
where, for ease of exposition, we restrict our discussion to a sufficiently smooth, timeindependent deterministic source term, as well as Dirichlet boundary conditions. However, our discussion naturally generalizes to other stochastic boundary conditions and stochastic time-dependent source terms. In the model (5), we note here that κ(x, ω), and hence the solution u(x, ω, t) are random fields. We assume that the random input κ is P-almost surely uniformly positive; that is,
The well-posedness of the model (5) then follows from classical the Lax-Milgram Lemma (see e.g. [21] ). Next, following [22] , we review the discretization of (5) using the stochastic Galerkin finite element method (SGFEM).
Overview of stochastic Galerkin finite element method
As we noted in Section 1, the discretization of partial differential equations with random coefficients using classical SGFEM is standard in the literature. Indeed, one usually follows a four-step procedure in this method, see e.g., [25] , [22] , [21] . The randomness in the model is, first of all, represented with a finite number of random variables. Then, we use the Karhunen-Lòeve expansion (KLE) to decouple the random and spatial dependencies in the random field, κ. Next, we approximate the solution as a finite-term expansion using basis orthogonal polynomials -the so-called generalized polynomial chaos expansion (PCE). The fourth and final stage entails performing a Galerkin projection on the set of polynomial basis functions. The above procedure transforms the stochastic problem (5) to a system of (usually) large coupled system of deterministic diffusion equations, which can then be solved with the appropriate methods for deterministic PDEs. In what follows, we briefly review the four steps.
Karhunen-Lòeve representation of stochastic inputs
Let κ : D × Ω → R be a random field with continuous covariance function C κ (x, y). Then κ admits a proper orthogonal decomposition (or KLE)
where σ κ is the standard deviation of κ. The random variables ξ := {ξ 1 , ξ 2 , . . .} are centred, normalized and uncorrelated (but not necessarily independent) with
and {λ i , ϕ i } is the set of eigenvalues and eigenfunctions corresponding to C κ (x, y). In other words, the eigenpairs {λ i , ϕ i } solve the integral equations
The eigenfunctions {ϕ i } form a complete orthogonal basis in L 2 (D). The eigenvalues {λ i } form a sequence of non-negative real numbers decreasing to zero. In practice, the series (7) is truncated after, say, N terms based on the speed of decay of the eigenvalues since the series converges in
However, one has to ensure that the truncated random field
satisfies the positivity condition (6) so that the model (5) is still well-posed. It should be noted, though, that the truncated KLE (8) is a finite representation of κ(x, ω) with the minimal mean-square error over all such finite representations. For some random inputs, the covariance functions and eigenpairs can be computed explicitly. If they are not known a priori, then they can be approximated numerically, see e.g. [12] for details regarding the computation and convergence of KLE.
Generalized polynomial chaos expansion
Generalized polynomial chaos expansion is a means of representing a random field u ∈ L 2 (Ω, F, P) parametrically through a set of random variables. More precisely, we have
where u j , the deterministic modes of the expansion, are given by
, ξ is a finite-dimensional random vector as in (8) and ψ j are multivariate orthogonal polynomials satisfying
where Π and ρ are, respectively, the support and probability density of ξ. The random variables are chosen such that their probability density coincides with the weight function of the orthogonal polynomials used in the expansion, e.g., Hermite polynomials and Gaussian random variables, Legendre polynomials and uniform random variables, Jacobi polynomials and beta random variables, etc. Note that n-dimensional orthogonal polynomials are constructed by taking n products of 1-dimensional orthogonal polynomials.
By the Cameron-Martin Theorem, the series (9) converges in the Hilbert space L 2 (Ω, F, P), see e.g. [10] . Thus, as in the case of KLE, we truncate (9) after, say, P terms to obtain
where P is determined by the expression
In (13) above, Q is the highest degree of the orthogonal polynomial used to represent u. A detailed discussion on how to choose Q (and hence P ) can be found in, for instance, [21] .
Observe from (7) and (9) that the expansions decouple the random fields into stochastic and deterministic dependencies. Besides, the KLE in (7) is a special case of the PCE in (9) with Q = 1.
Stochastic Galerkin approach
If we substitute the expressions (8) and (12) into the model (5), we get
Next, we project (14) onto the space spanned by the P + 1 polynomial chaos basis functions to obtain, for j = 0, 1, . . . , P,
where
It should be noted that the system of P + 1 deterministic diffusion equations in (15) are coupled. Designing a fast solver for such a large coupled system can be quite a challenge. This is the main purpose of the remainder of this paper. However, if doubly orthogonal polynomials (see e.g. [2] ) are used, then one obtains a decoupled system which can be solved relatively easily. We do not consider the latter case in this paper.
In practice, the quantity of interest is not the solution u of the model (5) itself; rather, one is usually interested in some functional of u. Once the modes u i , i = 0, 1, . . . , P, have been computed, the intended quantities of interest, such as the moments and probability density of the solution can easily be deduced. For instance, the mean and the variance of the solution are, respectively, given explicitly by
Spatial and time discretizations
In the spirit of [21] and [22] , we use classical finite elements to discretize the spatial domain. Furthermore, we assume that each of the deterministic coefficients u i , i = 0, 1, . . . , P, in (15) is discretized on the same mesh and with equal number of elements. More precisely, with J basis functions s j (x), each mode u i is approximated as a linear combination of the form
After spatial discretization and some algebraic manipulations (see e.g [21] ), one gets the system of ordinary differential equations:
The stochastic matrices G i ∈ R (P +1)×(P +1) are given by
and the vectors g 0 and f 0 are defined via
The mass matrix M ∈ R J×J and the stiffness matrices K i ∈ R J×J , i = 0, 1, . . . , N, are given, respectively, by
Observe, in particular, from (22) and (23) that the matrix K 0 contains the mean information of the random field κ, whereas the matrices K i , i > 0, capture the fluctuations therein.
For time discretization, we use implicit Euler to avoid stability issues. To this end, we set t n = nτ, n = 0, 1, . . . , T max , with τ = T /T max . Moreover, we define the computed numerical approximation u(t n ) := u n , so that (17) yields
or, equivalently,
and
We note that the stochastic Galerkin matrix A as defined in (27) is sparse in the block sense, symmetric and positive definite. Indeed, in such practical applications as flow problems, the length N of the random vector ξ is usually large due to the presence of small correlation length in the covariance function of κ. This, in turn, increases the value of P in (13) (and hence the dimension of A) quite fast, see e.g., [12] . This is a major drawback of the SGFEM. To tackle this problem, we consider low rank approximation to the solution of the linear system (25).
Existence of low rank solution of the Galerkin system
In what follows, we focus our attention on the solution of the system (25) using two iterative solvers. First, however, following [4] , we show, under certain conditions, that the solution of (27) can be approximated with a vector of low Kronecker rank. To this end, for arbitrary A ∈ R m×m and b ∈ R m , consider the following linear system
Define, for k ∈ N, the following quadrature points and weights
Our point of departure is the following lemma from [16] .
Lemma 1. Let the matrix A ∈ R m×m in (28) be symmetric and positive definite. Suppose that the spectrum of A is contained in the strip Λ := [λ min , λ max ] ⊂ R + and let Γ be the boundary of [1, 2λ min /λ max + 1]. Let k ∈ N and j = −k, . . . , k. Then the solution x = A −1 b to the system (28) can be approximated bỹ
with the approximation error
where |Γ| is the length of Γ and the quadrature weights t j , w j are given by (30) and (31).
A sharper bound can, in fact, be obtained in (33) if A possesses some special Kronecker product structure, see e.g. [18] . Next, we recall the so-called the ShermanMorrison-Woodbury formula (see e.g. [15] ), on which, together with Lemma 1, we shall rely to prove our main result. 
We can now state our main result, which shows that the solution of the system (25) can indeed be approximated with a vector of low tensor rank. For this purpose, we split the matrix (27) as follows:
Observe then from (19) , (21), (22) and (27) that L in (35) is symmetric and positive definite. Furthermore, let the stochastic matrices G i , i = 1, . . . , N, be decomposed in low rank format:
Since also the stiffness matricesK i , i = 1, . . . , N, are symmetric, then each of them admits the factorization: 
For all time steps n ≥ 2, let the tensor rank of b n ≤ , where J(P + 1). Then, for k ∈ N, the solution u n of (25) can be approximated by a vectorũ n of the form
where the vector Y ∈ R J·r is the solution of
and t j , w j are the quadrature weights and points as given by (30) and (31). The corresponding approximation error is given by
Moreover, the tensor rank ofũ n in (38) is at most (i) (2k + 1) · (r + 1), if n = 1, and
Proof. Observe first from (4), (36) and (37) that we have the low rank representation
Hence, from Lemma 2, (35) and (41), we note that
Now, by definition, the matrix L = G 0 ⊗K 0 is symmetric and positive definite. Thus, using the fact that
where β := 2t j /λ min , together with (42) and Lemma 1, immediately yields (38) and (40).
To show (i), it suffices to show that the tensor rank of b 1 − U Y is at most r + 1. Now, note that
From (26), we see that b 1 = τ (g 0 ⊗ f 0 ) , sinceũ 0 = 0 and the source term f is time-independent. But then, since the orthogonal polynomials {ψ j } satisfy
is a matrix of rank 1. Hence, b 1 is a vector of tensor rank 1. Next, following similar arguments as in the proof of Theorem 1 in [4] , we show that the tensor rank of U Y is r, which, together with (43), completes the proof of (i). Now, let Y ri denote J · r i elements of Y, and observe from
But then, by assumption the r i sum up to r. Hence, the tensor rank of U Y is r. Finally, to prove the assertion (ii), suppose that, for n ≥ 2, the tensor rank of b n is at most J(P + 1). Since the tensor rank of U Y is r, it trivially follows from the previous argument and the definition of b n in (26) that (ii) holds with ≥ 1.
Remark 1. Note that, G 0 is just a (P + 1) × (P + 1) identity matrix if we work with orthonomal basis polynomials {ψ i }. Hence, in this special case, (38) reduces tõ
Remark 2. The assumption in Theorem 1 that, ∀n ≥ 2, the tensor rank of the right hand side b n is at most , where 1 ≤ J(P + 1), is justified by the fact that the tensor rank tends to grow as the time step n increases. In practical computations, the tensor rank of u n−1 is truncated with respect to its singular value decay to ensure that the tensor rank of b n is kept under control.
Remark 3. We note here that Theorem 1 merely provides a theoretical evidence for the existence of low rank approximation to the solution of (25) as J, P → ∞. Thus, we will not rely on these estimates above especially in the iterative solvers that will be discussed in the rest of this paper.
Computing low rank approximations
Although the stochastic Galerkin matrix A in (27) is block sparse, symmetric and positive definite, it is generally ill-conditioned with respect to stochastic and spatial discretization parameters, e.g. the finite element mesh size, the length N of the random vector ξ, or the total degree of the multivarite stochastic basis polynomials {ψ i }, [21] . Hence, a natural iterative solver for the system is a preconditioned Congujate Gradient (CG) method, [23] , [21] . Another iterative solver is a preconditioned Richardson method, [19] . Nevertheless, the choice of an 'appropriate' preconditioner is of utmost concern in this regard. In dealing with steady problems with relatively small σ κ , many authors use the so-called mean-based preconditioner proposed originally by [13] . Ullmann in [23] points out that the mean-based preconditioner does not take into account all the information contained in A and thus proposes and analyses an optimal preconditioner based on an approach discussed in [24] . In what follows, we call this the Ullmann preconditioner.
The relative efficiency and optimality of the two preconditioners above notwithstanding, a major issue in solving (25) is evident. More precisely, for each timestep n, one has to solve an enormous elliptic system. Due to the coupled nature of the systems, this exercise can be both computer memory-and time-consuming. To mitigate this problem, we propose to solve (25) with the preconditioners above, together with low rank CG and Richardson methods proposed in [19] in the framework of parameterized steady problems. First, however, we introduce the preconditioners.
Preconditioning

Mean-based preconditioner
The mean-based preconditioner 1 is given by
Now, observe that G 0 is a diagonal matrix due to the orthogonality of the stochastic basis functions {ψ i }. Hence, M 0 is a block diagonal matrix. Moreover, by definition, 
Ullmann preconditioner
This preconditioner is of the form
The Ullmann preconditioner (47) can be thought of as a 'perturbed' version of M 0 since
It is inspired by the first part of the following result obtained by Van Loan and Pitsianis.
Lemma 3. ([24]
) Suppose m = m 1 m 2 , n = n 1 n 2 , and X ∈ R m×n . If R ∈ R m2×n2 is fixed, then the matrix L ∈ R m1×n1 defined by
is fixed, then the matrix R ∈ R m2×n2 defined by
Van Loan and Pitsianis further show that the matrices L defined in (49) and R defined in (50) are symmetric and positive definite provided X and R or L, respectively, are symmetric and positive definite. Now if we set X = A and R =K 0 in (27), it follows from (49) that the matrix G in (47) minimizes ||A − G ⊗K 0 || F . More interestingly, M 1 inherits the sparsity pattern, symmetry and positive definiteness of the Galerkin matrix A. Besides, unlike M 0 , it makes use of all the information in A. Unfortunately, by reason of its construction, M 1 loses the block diagonal structure enjoyed by M 0 which makes it more expensive to invert than the latter.
Next, we consider a similar preconditioner which combines the advantages of both M 0 and M 1 , and but is less expensive to invert than M 1 .
A variant of Ullmann preconditioner
Based on (50) in Lemma 3, we set X = A and fix L = G 0 in (27). It turns out that the matrixK, defined byK
minimizes ||A − G 0 ⊗K|| F . Hence, we define the next preconditioner M 2 by
Now, observe that, just as M 1 , the new preconditioner M 2 is also a perturbation of M 0 since
Moreover, from (52) and (51) we see that M 2 is block diagonal. Since A and G 0 are both symmetric and positive definite, we also know from the work of Van Loan and Pitsianis above that M 2 is symmetric and positive definite. In terms of implementation, it turns out that M 2 is fairly easy to implement because of its block diagonal structure since M −1
for any vector x of appropriate dimension. But then, G
is just a diagonal matrix from (19) , and
from (51). So, the major task here is to invertK just as it is to invertK 0 in M 0 . We approximate the inversesK −1 andK
using an algebraic multigrid V-cycle solver in our computations.
Remark 4.
As pointed out in [23] , if the probability density ρ of the random vector ξ is even, that is, ρ(ξ) = ρ(−ξ), as in the case of Gaussian and uniform densities, then the eigenvalues of the stochastic matrices G i , i = 1, . . . , N, are symmetric about the origin. Thus, trace(G T i G 0 ) = 0, and M 2 reduces to M 0 .
Preconditioned iterative solvers
Having presented the preconditioners, we proceed in this section to discuss the low rank preconditioned Congugate Gradient (LRPCG) method and the low rank preconditioned Richardson (LRPR) method, [19] . The basic idea behind LRPCG and LRPR is that the iterates in the algorithms are truncated based on the decay of their singular values. Thus, at each iteration, the iterates are put in low rank format (cf. (25) ). The truncation, no doubt, introduces further error in the solution. However, the truncation tolerance can be so tightened that the error becomes negligible. More importantly, the computer memory required to store the matrices is reduced and the computational time is thus enhanced.
First, we present LRPCG in Algorithm 1. We point out a few things regarding
Algorithm 1 Low Rank Preconditioned Congugate Gradient Method
Input: Matrix functions A, M : R J×(P +1) → R J×(P +1) , right hand side B n ∈ R J×(P +1) in low rank format. Truncation operator T w.r.t relative accuracy ε rel .
the implementation of LRPCG with respect to the solution of (25) . Note that, in Algorithm 1, all vectors in R J·(P +1) (cf. (18)) are reshaped into R J×(P +1) matrices by the vec −1 operator. Now, recall that for each fixed time step n = 1, 2, . . . , T max , we need to solve an elliptic system using the LRPCG algorithm. In particular, for each solve, we need to evaluate A(X), where X := u n k or P k . For this purpose, we set
where X ∈ R J×(P +1) is of low rank, say, k :
so that, using (3), one gets
Hence, we have
and we then have to reshape (56) to have
Moreover, in order to apply any of the three preconditioners to the residual matrices R k , that is, M −1 (R k ), we have to ensure that R k are in low rank format as in (55), so we can obtain similar expressions as in (56) i , i = 0, 1, 2, have the same size and Kronecker product structure as A. The right hand side of (25) , that is,
. Finally, the iterates u n k are truncated in every iteration by the trucation operator T based on the decay of their singular values.
Next, we present the LRPR in Algorithm 2. The implementation issues in Algorithm 2 are handled as discussed above in the case of LRPCG. One point is noteworthy here, though. Since A and M are symmetric and positive definite, the parameter α is chosen as
to ensure the best convergence rate, see e.g., [17] . For large linear systems, the eigenvalues in (58) can be quite expensive to compute.
Having discussed the two low rank solvers, we proceed to the next section to investigate the performance of these solvers in conjuction with the preconditioners.
Algorithm 2 Low Rank Preconditioned Richardson Method
Input: Matrix functions A, M : R J×(P +1) → R J×(P +1) , right hand side B n ∈ R J×(P +1) in low rank format. Parameter α > 0, truncation operator T w.r.t relative accuracy ε rel .
6 Numerical experiments
To demonstrate the performance of the approach presented in this paper, we consider the 1D version of our model problem (5) which was studied in [7] . More precisely, we choose f = 1 and D = (−a, a), where a = 1. The random input κ is characterized bȳ
The eigenpairs (λ j , ϕ j ) of the KL expansion of κ are given explicitly in [14] :
Here, ω 2j and ω 2j−1 , respectively solve 1 − ω 2j tan(ω 2j ) = 0, j ∈ N,
In the simulations, we set = 1 and investigate the behavior of the solvers for different values of the discretization parameters N, Q, σ κ . Moreover, we choose ξ = {ξ 1 , . . . , ξ N } such that 1] , and N -dimensional Legendre polynomials with support in [−1, 1] N . Note then that this choice yields M 2 = M 0 . Hence, we will compare the iterative solvers with respect to only the mean-based preconditioner M 0 and the Ullmann preconditioner M 1 in this particular example.
(ii) ξ j ∼ Beta(α, β), with 1 < α < β, so that density of ξ is not symmetric but positively skewed and we can use Jacobi polynomials with support in [−1, 1] N . In this case, we can conveniently appeal to the three preconditioners M 0 , M 1 and M 2 in our comparative analyses.
The numerical experiments were performed on a Linux machine with 80 GB RAM using MATLAB R 7.14 together with a MATLAB R version of the AMG code HSL MI20, [5] . In both examples (i) and (ii), the resulting linear systems were solved for time T = 1; the stopping criterion for both CG and Richardson methods was 10
and relative tolerance for the truncation operator in both cases was 10 −8 . Tables 1 and 2 show the simulation results for examples (i) and (ii) repectively. Here, the 1D unsteady diffusion equation is solved using low rank preconditioned CG and Richardson algorithms, as well as using the plain preconditioned CG method. In all the simulations, the total number of iterations and total CPU times 2 as reported in the table are used as benchmarks to compare the performance of the solution approaches. We used the tuple of parameters (N, Q, σ κ ). Thus, in (5, 3, 1) and (5, 3, 0.1) we have P = 56 (cf. (13)), whereas (6, 4, 0.1) and (6, 4, 1) give P = 210.
In the second and third columns of Table 1 are the outputs from the low rank approach while the last two are without the low rank truncations (using just the MATLAB command 'pcg'). Also in the second and third columns, the outputs in parentheses are from the Richardson method, whereas adjacent to them are those from the CG method.
Observe that the low rank approach generally takes less CPU time than the plain approach, although the plain approach does a little better on average in terms of the iteration counts. The performance of the low rank approach is particularly pronounced as P increases to 210 (that is, with (6, 4, 1) ) in which case the CPU time is reduced by more than 9 times using M 0 and 15 times using M 1 .
Timesteps=143
LRM Table 2 : Outputs of simulations showing total CPU times and total iterations from preconditioned low rank solvers (first four rows) compared with those from plain preconditioned CG (last four rows) for selected parameter values using model (ii).
In Table 2 , we include the preconditioner M 2 in the comparison. As in Table 1 , we also observe here that the low rank approach is less time-consuming than the plain approach regardless of the preconditioner used. Particularly noteworthy is that, with the low-rank solvers, on average, the new preconditioner M 2 competes favourably in terms of CPU time and iterations relative to both M 0 and M 1 ; however, with the plain preconditioned CG, it performs relatively better than M 1 especially when σ κ ≥ 0.5. Finally, in both considered examples, we note that low rank preconditioned Richardson outperforms low rank preconditioned CG in terms of CPU time, but takes more iterations. This is not suprising because the latter does at least two low rank truncations unlike the former which does only one.
Conclusions and outlook
The use of SGFEM in discretizing linear PDEs with uncertain inputs is standard in the literature. For it to compete favourably with other approaches like Monte Carlo and stochastic collocation methods in solving time-dependent problems, efficient solvers with appropriate preconditioners have to be developed to solve the resulting large dimensional coupled linear system. In this paper, we have solved the linear systems (25) using low rank iterative solvers, together with three different preconditioners. In general, the combination of each of the preconditioners and the iterative solvers seems quite promising as it reduces the CPU time and computer memory required to solve the linear system. Although the low rank approach introduces further error in the simulation due to the low rank truncations, the relative tolerance of the truncation operator can be so tightened that the error will become negligible while computational time is greatly reduced. In the future, we plan to apply the low rank approach to unsteady (Navier)-Stokes problems.
