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Abstract
Average-case analysis computes the complexity of an algorithm averaged over all
possible inputs. Compared to worst-case analysis, it is more representative of the
typical behavior of an algorithm, but remains largely unexplored in optimization.
One difficulty is that the analysis can depend on the probability distribution of
the inputs to the model. However, we show that this is not the case for a class of
large-scale problems trained with gradient descent including random least squares
and one-hidden layer neural networks with random weights. In fact, the halting
time exhibits a universality property: it is independent of the probability distri-
bution. With this barrier for average-case analysis removed, we provide the first
explicit average-case convergence rates showing a tighter complexity not captured
by traditional worst-case analysis. Finally, numerical simulations suggest this
universality property holds for a more general class of algorithms and problems.
1 Introduction
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Figure 1: As the model grows (x-axis), the stan-
dard deviation (shaded region) in the halting time
of gradient descent on random least squares van-
ishes and the halting time becomes predictable.
Note also a universality phenomenon, that is, the
halting time limit is the same for problems gener-
ated from different distributions.
Traditional worst-case analysis of optimization
algorithms provides complexity bounds for any
input, no matter how unlikely [Nemirovski,
1995, Nesterov, 2004]. It gives convergence
guarantees, but the bounds are not representative
of the typical runtime of an algorithm. Average-
case analysis on the other hand computes the
expected complexity of an algorithm over all
possible inputs and is representative of the typi-
cal behavior. Yet, average-case analysis is rarely
used in optimization because the complexity of
algorithms is assumed to depend on the specific
probability distribution of the inputs (data). Sur-
prisingly, simulations reveal this is not the case
for large-scale problems.
We show that almost all instances of high-
dimensional data are indistinguishable to first-
order algorithms. Particularly, the halting time
(number of iterations to reach a given accuracy)
for gradient descent converges to a constant
value which is independent of the input distribu-
tion (see Figure 1). Since the halting time is deterministic, the average-case complexity coincides
(almost surely) with the empirical convergence behavior of algorithms.
Preprint. Under review.
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Contributions. We develop an average-case analysis for gradient descent (GD) on quadratic
problems for two different data models: a random least squares model, and a neural network with
one hidden layer and random weights. We assume that the targets come from a generative model
corrupted by noise and that the data satisfies some conditions on low order moments but otherwise no
other assumptions on the distribution are made. We consider the setting where both the number of
input features (d) and data points (n) are large. Our main results are the following:
1. A framework for average-case analysis of GD using generative models with noise. We show
a concentration result for the norm of the gradient which illustrates the effects of the noise, signal,
algorithm, and model (Theorem 1). The framework relies heavily upon random matrix theory.
2. A proof that halting time of GD is independent of the input data for large-dimensional
problems. We show that the number of iterations to reach a nearly stationary point converges to a
constant value as both n and d grow regardless of the distribution of the data (Theorem 2).
3. The first explicit average-case convergence rate for gradient descent. In the case dn = 1 (non-
strongly convex objective), we obtain a convergence rate for the squared norm of the gradient of
O(k−5/2), which significantly improves upon the best worst-case rate (Theorem 3). When dn 6= 1,
the average-case rate matches (asymptotically) the worst-case rate.
These theoretical results are supported by simulations and empirically extended to other models, such
as logistic regression, as well as other algorithms, such as stochastic gradient descent (SGD). This
suggests that this universality property holds for a wider class of problems.
Related work. The average-case analysis has a long history in computer science and numerical
analysis. Often it is used to justify the superior performances of algorithms such as Quicksort
(sorting) [Hoare, 1962] and the simplex method in linear programming, see for example [Spielman
and Teng, 2004] and references therein. Despite this rich history, it is challenging to transfer these
ideas into continuous optimization due to the ill-defined notion of a typical continuous optimization
problem. Recently Pedregosa and Scieur [2020], Lacotte and Pilanci [2020] derived a framework for
analyzing the average-case gradient-based methods and developed optimal algorithms with respect to
the average-case. The class of problems they consider is a special case of (1) with vanishing noise.
We use a similar framework– extending the results to gradient descent and noisy quadratics while
also providing explicit convergence guarantees.
Several works have transferred the ideas of random matrix theory to complexity theory. Deift and
Trogdon [2019] showed that the halting time for conjugate gradient on Gaussian data becomes
deterministic as the dimension grows. It is believed this property holds in greater generality– for
more distributions and more algorithms. In Sagun et al. [2017], empirical evidence confirms this for
neural networks and spin glass models.
Our work draws heavily upon classical polynomial based iterative methods [Flanders and Shortley,
1950, Golub and Varga, 1961]. Originally designed for the Chebyschev iterative method [Golub
and Varga, 1961], the polynomial approach for analyzing algorithms was instrumental in proving
worst-case complexity for the celebrated conjugate gradient method [Hestenes and Stiefel, 1952].
For us, the polynomial approach gives an explicit equation relating the eigenvalues of the data matrix
to the iterates which, in turn, allows the application of random matrix theory results.
Notation. We denote vectors in lowercase boldface (x) and matrices in uppercase boldface (H).
Given a matrix H ∈ Rd×d, the largest eigenvalue of H is λ+H . A sequence of random variables
{yd}∞d=0 converges in probability to y, indicated by yd Pr−−−→
d→∞
y, if for any ε > 0, lim
d→∞
Pr(|yd−y| >
ε) = 0. In other words, the probability that yd is far from y goes to 0 as d increases. Probability
measures are denoted by µ and their densities by dµ. We say a sequence of random measures µd
converges to µ weakly almost surely (a.s.) if for any bounded continuous function f , we have∫
fdµd →
∫
fdµ almost surely.
2 Problem setting
We will analyze the expected halting time and average-case complexity of quadratic objectives in
which both the number of samples and features are large. This model is rich enough to reproduce the
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dynamics that arise in more complex models, yet simple enough to be understood in closed form.
More precisely, we consider problems of the form
arg min
x∈Rd
{
f(x)
def
=
1
2n
‖Ax− b‖2
}
, with b def= Ax˜+ η , (1)
whereA ∈ Rn×d is a random matrix (discussed in the next subsection), x˜ ∈ Rd is an unobserved,
random signal vector, and η ∈ Rn is a noise vector.
This quadratic model is receiving a renewed interest in the machine learning community as recent
advances have shown that over-parametrized models, including neural networks, have training
dynamics similar to those of quadratic problems [Jacot et al., 2018, Novak et al., 2019, Arora et al.,
2019, Chizat et al., 2019].
2.1 Data matrix, noise, signal, and initialization assumptions
Throughout the paper we make the following two assumptions.
Assumption 1 (Initialization, signal, and noise) The initial vector x0 ∈ Rd, the signal x˜ ∈ Rd,
and noise vector η ∈ Rn satisfy the following conditions:
1. The entries of x0 − x˜ are i.i.d. random variables and there exist constants C,R > 0 such that for
i = 1, . . . , d
E [x0 − x˜] = 0, E [(x0 − x˜)2i ] = 1dR2 and E [(x˜− x0)4i ] ≤ 1d2C. (2)
2. The entries of the noise vector η are i.i.d. random variables that verify the following for i =
1, . . . , d and for some constants C˜, R˜ > 0
E [η] = 0, E [η2i ] = R˜2, and E [η4i ] ≤ C˜. (3)
Assumption 1 arises as a result of preserving a constant signal-to-noise ratio in the generative model.
Such generative models with this scaling have been used in numerous works [Mei and Montanari,
2019, Hastie et al., 2019]. Furthermore, the initial point, x0, is distributed symmetrically with respect
to the sphere with radius R and center x˜.
Next, we state an assumption on the eigenvalue distribution of the data matrix,A. In Section 2.2 we
review practical scenarios in which this is verified.
Assumption 2 (Data matrix) SupposeA is a random n×d matrix such that the number of features,
d, tends to infinity proportionally to the size of the data set, n, so that dn → r ∈ (0,∞). Let
H
def
= 1nA
TA with eigenvalues λ1 ≤ . . . ≤ λd and let δλi denote the Dirac delta distribution with
mass at λi. We make the following assumptions on the eigenvalue distribution of this matrix:
1. The empirical spectral measure (ESM) converges weakly to a deterministic measure µ with
compact support,
µH
def
=
1
d
d∑
i=1
δλi → µ weakly, almost surely . (4)
2. The largest eigenvalue ofH converges in probability to the largest element in the support of µ. In
particular, if λ+ denotes the top edge of the support of µ then
λ+H
Pr−−−→
d→∞
λ+. (5)
Assumption 2 characterizes the distribution of eigenvalues for the random matrixH which, approxi-
mately, equals the distribution of the measure µ, see (4). Since the measure µ is compactly supported,
these random eigenvalues ofH are bounded and the maximum eigenvalue becomes predictable as
the model size grows, see (5). For details on some tools from random matrix theory see Appendix A.
2.2 Examples of data distributions.
In this section we review two examples of data-generating distributions that verify Assumption 2: a
model with isotropic features and a one-hidden layer neural network with random weights.
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Figure 2: The ESM of matrices 1nA
TA with
i.i.d. entries converges as n, d → ∞ to the
Marchenko-Pastur distribution, shown here
for different values of r = d/n.
Isotropic features. The first model we consider
has entries of A which are i.i.d. random vari-
ables with zero mean, equal variance, and bounded
fourth moments, that is, E [Aij ] = 0,E [A2ij ] =
σ2,E [A4ij ] <∞ for all i, j. No other distributional
assumptions are imposed.
This ensemble has a rich history in random matrix
theory. When the number of features d tends to infin-
ity proportionally to the size of the data set n, dn →
r ∈ (0,∞), the seminal work of Marchenko and Pas-
tur [1967] showed that the spectrum ofH = 1nA
TA
asymptotically approaches a deterministic measure
µMP, verifying Assumption 2. This measure, µMP,
is given by the Marchenko-Pastur law (see Figure 2):
dµMP(λ)
def
= δ0(λ) max{1− 1r , 0}+
√
(λ− λ−)(λ+ − λ)
2piλσ2r
1[λ−,λ+] ,
where λ− def= σ2(1−√r)2 and λ+ def= σ2(1 +√r)2 .
(6)
One-hidden layer network with random weights. In this model, the entries of A are the result
of a matrix multiplication composed with a (potentially non-linear) activation function g : R→ R:
Aij
def
= g
( [WY ]ij√
m
)
, whereW ∈ Rn×m, Y ∈ Rm×d are random matrices. (7)
The entries ofW and Y are i.i.d. with zero mean, isotropic variances E [W 2ij ] = σ2w and E [Y 2ij ] = σ2y ,
and light tails (see Appendix B for details). As in the previous case to study the large dimensional
limit, we assume that the different dimensions grow at comparable rates given by mn → r1 ∈ (0,∞)
and md → r2 ∈ (0,∞). This model encompasses two-layer neural networks with a squared loss,
where the first layer has random weights and the second layer’s weights are given by the regression
coefficients x. Particularly, the optimization problem in (1) becomes
min
x
{
f(x) =
1
2n
‖g( 1√
m
WY
)
x− b‖22
}
. (8)
The model was introduced by [Rahimi and Recht, 2008] as a randomized approach for scaling
kernel methods to large datasets, and has seen a surge in interest in recent years as a way to study
the generalization properties of neural networks [Hastie et al., 2019, Mei and Montanari, 2019,
Pennington and Worah, 2017].
The difference between this and the isotropic features model is the activation function, g. We assume
g to be entire with a growth condition and have zero Gaussian-mean (Appendix B). These assumptions
hold for polynomials which can approximate to arbitrary precision common activation functions such
as sigmoid g(z) = (1 + e−z)−1 and softplus g(z) = log(1 + ez), a smoothed variant of ReLU.
Benigni and Péché [2019] recently showed that the empirical spectral measure and largest eigenvalue
of H converge to a deterministic measure and largest element in the support, respectively. This
implies that this model, like the isotropic features one, verifies Assumption 2. However, contrary to
the isotropic features model, the limiting measure does not have an explicit expression, except for
some specific instances of g in which it is known to coincide with the Marchenko-Pastur distribution.
3 Halting time is almost deterministic
In this section we develop a framework for the average-case analysis and state a main result of this
paper: the concentration of the halting time. We denote the halting time Tε as the first iteration at
which the gradient falls below some predefined ε:
Tε
def
= inf {k > 0 : ‖∇f(xk)‖2 ≤ ε} . (9)
Our main result (Theorem 2) states that this halting time is predictable for almost all high-dimensional
data, or more precisely,
lim
d→∞
Pr(Tε = constant) = 1 . (10)
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Furthermore, we provide an implicit expression for this constant, otherwise known as the average
complexity, and in Sec. 4, we give an explicit expression under further assumptions. The rest of this
section sketches a proof of this result; full proofs for intermediate results are deferred to Appendix C.
Step 1: Gradient descent as a polynomial. There is an important link between the iterates gener-
ated from gradient descent (GD) and polynomials. To see this, recall gradient descent with step size
1/λ+H , (1 / Lipschitz constant of the gradient) generates iterates on problem (1) with the recursion
xk − x˜ = xk−1 − x˜− 1λ+H∇f(xk−1) =
(
I − 1
λ+H
H
)
(xk−1 − x˜) + 1nλ+HA
Tη . (11)
By unfolding the recursion, we get an explicit formula for xk − x˜ in terms of the point x0 − x˜ and
the noise 1nA
Tη:
xk − x˜ =
(
I − 1
λ+H
H
)k︸ ︷︷ ︸
def
=Pk(H;λ
+
H)
(x0 − x˜) + 1
λ+H
∑k−1
i=0
(
I − 1
λ+H
H
)i
︸ ︷︷ ︸
def
=Qk(H;λ
+
H)
· 1
n
ATη.
(12)
Here Pk and Qk are k-degree polynomials with coefficients depending on the maximum eigenvalue
ofH , λ+H . The polynomial Pk is associated with the signal whereas the polynomial Qk effects the
noise. This identity in the expression for the least squares’ gradient yields the following proposition.
Proposition 1 (Polynomials and gradients) Suppose the iterates {xk}∞k=0 are generated from gra-
dient descent. The following identity exists between the iterates and its polynomial,
‖∇f(xk)‖2 = (x0 − x˜)TH2P 2k (H;λ+H)(x0 − x˜) + 1n2ηTA(I −HQk(H;λ+H))2ATη
+ 2n (x0 − x˜)T
[
H2Pk(H;λ
+
H)Qk(H;λ
+
H)−HPk(H;λ+H)
]
ATη.
(13)
Remark 1 Although not presented in this paper, similar formulas can be derived for the objective
function and the distance to the optimum. Concentration properties also hold for these measures of
optimality. We state our results in terms of the gradient because it is a natural stopping criterion.
This equality for the squared norm of the gradient is crucial for deriving average-case rates. In contrast,
worst-case analysis typically uses only bounds on the norm. A difficulty with the polynomials Pk
and Qk is that their coefficients depend on the largest eigenvalue ofH , and hence are random. We
can remove this randomness thanks to Assumption 2, replacing λ+H with the top edge of the support
of µ, denoted by λ+, without loss of generality. Moreover, the polynomials Pk and Qk are related;
for any invertible matrix H , Qk(H;λ+) = H−1(I − Pk(H;λ+)). Proofs of these facts are in
Appendix C.1.
Step 2: Concentration of the gradient. Having established the key equation linking the gradient
to a polynomial in Proposition 1, we now show that for almost any large model the magnitude of the
gradient after k iterations converges to a deterministic value which we denote E
d→∞
[‖∇f(xk)‖2].
Theorem 1 (Concentration of the gradient) Suppose the ratio of the model size over samples
d/n→ r ∈ (0,∞). Then the norm of the gradient concentrates around a deterministic value:
‖∇f(xk)‖2 Pr−−−→
d→∞
signal︷︸︸︷
R2
∫
λ2P 2k (λ;λ
+)︸ ︷︷ ︸
GD algorithm
data model︷︸︸︷
dµ +
noise︷︸︸︷
R˜2 r
∫
λP 2k (λ;λ
+)︸ ︷︷ ︸
GD algorithm
data model︷︸︸︷
dµ
def
= E
d→∞
[‖∇f(xk)‖2]. (14)
Intuitively, the value of E
d→∞
[‖∇f(xk)‖2] is the expected gradient after first taking the model size to
infinity. The above expression explicitly illustrates the effects of the model and the algorithm on the
norm of the gradient: the signal (R2) and noise (R˜2), the optimization algorithm which enters into
the formula through the function Pk, and the model used to generateA by means of the measure µ.
The main tool to prove this limit is the moment method which requires computing explicit expressions
for the moments of the squared norm of the gradient. Indeed, by conditioning on H , we prove in
(Appendix C.2, Prop. 3) that the variance is O ( 1d) and the expected value is given by
E
[‖∇f(xk)‖2|H] = R2 1d tr(H2P 2k (H;λ+))︸ ︷︷ ︸
signal
+ R˜2 rd tr(HP
2
k (H;λ
+))︸ ︷︷ ︸
noise
.
(15)
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Since the variance decreases as model size grows, the squared norm of the gradient converges to its
conditional expectation. Therefore, the norm of the gradient equals an expected trace of a polynomial
inH . Random matrix theory studies convergence properties of the limiting eigenvalue distribution of
high dimensional matrices; and thus for any ` ≥ 0, the expected trace converges (App. C.2 Prop. 4)
1
d
tr(H`P 2k (H;λ
+)) =
∫
H`P 2k (λ;λ
+) dµH
Pr−−−→
d→∞
∫
λ`P 2k (λ;λ
+)dµ. (16)
Our concentration result (14) follows by combining the conditional expectation of the squared norm
of the gradient in (15) with the limiting value of the expected traces (16) (see App. C.2 for details).
Step 3: Halting time converges to a constant. The concentration of the norm of the gradient in
(14) gives a candidate for the limiting value of the halting time Tε. More precisely, we define this
candidate for the halting time τε from E
d→∞
[‖∇f(xk)‖2] and we recall the halting time, Tε, as
τε
def
= inf {k > 0 : E
d→∞
[‖∇f(xk)‖2] ≤ ε} and Tε def= inf {k > 0 : ‖∇f(xk)‖2 ≤ ε} . (17)
We note that the deterministic value τε is, by definition, the average complexity of GD whereas Tε
is a random variable depending on randomness from the data, noise, signal, and initialization. This
leads to our main result that states the almost sure convergence of the halting time to a constant value.
Theorem 2 (Halting time universality) Let ε be such that E
d→∞
[‖∇f(x0)‖2] > ε, ‖∇f(x0)‖2 > ε
(at least one step is performed), and E
d→∞
[‖∇f(xk)‖2] 6= ε for all k. Then:
lim
d→∞
Pr(Tε = τε) = 1 . (18)
That is, for large models the number of iterations to reach a nearly optimal point equals τε, the average
complexity. Since the dependence in τε on the distribution of the data is limited to only the first two
moments, almost all instances of high-dimensional data have the same halting time. We remark that
this framework can in principle be extended to other first-order methods. We report gradient descent
because of its simple and explicit polynomial and leave the results for other algorithms as future
work. Proof of Theorem 2 is deferred to Appendix C.3.
4 Average-case complexity: explicit expression for isotropic features
In this section, we derive an expression for the average-case complexity in the isotropic features
model. In this case, the empirical spectral measure µH converges to the Marchenko-Pastur measure
µMP (6). When the ratio of features to samples r does not equal 1, the least squares problem in (1) is
(almost surely) strongly convex as the limiting spectral measure has a gap between the first non-zero
eigenvalue and zero (see Figure 2). However, as r approaches 1, the smallest non-zero eigenvalue
become arbitrarily close to 0. This phenomenon suggests different convergence rates in the regimes
r = 1 and r 6= 1.
The average-case complexity, τε, is controlled by the value of the expected gradient norm in
(14). Hence to analyze the average-case rate, it suffices to derive an expression for this value,
E
d→∞
[‖∇f(xk)‖2]. We now present our average-case rate, deferring the proof to Appendix D.
Theorem 3 (Average-case rate) Suppose the limiting measure µ is the Marchenko-Pastur µMP and
let Γ(z) denote the gamma function with parameter z. If the ratio r = 1, the average-case rate is
‖∇f(xk)‖2 Pr−−−→
d→∞
24R2σ4√
pi
Γ(2k + 3/2)
Γ(2k + 4)︸ ︷︷ ︸
signal
+
4R˜2σ2√
pi
Γ(2k + 3/2)
Γ(2k + 3)︸ ︷︷ ︸
noise
= O
(
R2σ4
k5/2
)
︸ ︷︷ ︸
signal
+O
(
R˜2σ2
k3/2
)
︸ ︷︷ ︸
noise
,
and if r 6= 1, the average-case rate is
‖∇f(xk)‖2 Pr−−−→
d→∞
4σ2Γ(2k + 3/2)√
pi
(
1− λ
−
λ+
)2k[R2σ2(1−√r)2
Γ(2k + 3)
+
6R2σ2
√
r
Γ(2k + 4)︸ ︷︷ ︸
signal
+
R˜2r
Γ(2k + 3)︸ ︷︷ ︸
noise
]
.
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Table 1: Comparison of rates of convergence in terms of halting time –number of iterations until
‖∇f(xk)‖2 < ε. By construction, the average-case complexity is at least as good as the worst-
case complexity. Furthermore, it is strictly faster in the non-strongly convex setting, provided the
dimension d is larger than the iteration k and for strongly convex objectives match the worst-case
asymptotic guarantees. See Appendix C.3 for derivations.
Strongly convex,
r 6= 1, R˜2 > 0
Non-strongly convex
w/o noise r = 1, R˜2 = 0
Non-strongly convex
w/ noise, r = 1, R˜2 > 0
Worst O
(
λ+
λ− log(
1
ε )
)
O (σ2Rε−1/2) O (σ2R˜√d · ε−1/2)
Average O
(
λ+
λ− log(
1
ε )
)
O (σ8/5R4/5ε−2/5) O (σ4/3R˜4/3 · ε−2/3)
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Figure 3: Average-case vs worst-case in
least squares with isotropic features (r =
1, d = 4096). Top: 8000 runs of GD,
standard deviation (shaded region, unde-
tectable), and theoretical rates (dashed
lines). Empirical runs precisely match the
theoretical average-case rates. Bottom:
Ratio of the upper bound in worst-case
to empirical gradient after k = 4096 it-
erations, UB(‖∇f(xk)‖2)/‖∇f(xk)‖2.
From the concentration of gradients (top),
this implies that the norms of the gradient
for worst-cases are always larger than
average. The distribution of worst-case
gradient rates with noise has large vari-
ance contrasting the little variance in (top)
and makes the expected worst-case unpre-
dictable in contrast with the noiseless.
Comparison with worst-case complexity. The
average-case complexity in the strongly convex case
matches the worst-case guarantees for GD and when
r = 1 and no noise (R˜2 = 0) requires O(ε−2/5)
iterations compared to O(ε−1/2) in the worst-case. It
may appear at first glance a discrepancy between the
average-case and exact worst-case rate in the noisy, r = 1
setting given in [Taylor et al., 2017] as
‖∇f(xk)‖2 ≤ (λ
+
H)
2‖x0−x?‖2
(k+1)2
def
= UB(‖∇f(xk)‖2),
where x? is the optimum of (1). But the worst-case
rate depends on the distance to optimality, ‖x0 − x?‖2
which under our generative model grows as dimension
increases, approx. ‖x0 − x?‖2 ≥ R˜2d (Appendix D,
Lemma 7). Provided the dimension is bigger than the
iteration counter (d ≥ k1/2), the average complexity
indeed yields a faster rate of convergence. Finally, to
make E [‖x0−x?‖2] constant across dimensions using a
generative model, the noise η must go to zero as d→∞.
Here the average case reduces to the noiseless regime.
Our average-case rates accurately predict the simulations,
in contrast to the worst-case rates (see Figure 3). Al-
though our rates only hold on average, surprisingly, even
a single instance of GD exactly matches the theoretical
predictions. Moreover, the noisy non-strongly convex
worst-case is highly unpredictable due to the instability
in x? across runs. As such, the worst-case analysis is not
representative of typical behavior (see Figure 3).
5 Numerical Simulations
To illustrate our theoretical results we report simulations
using gradient descent (GD) on the least squares problem
under the isotropic features model. We further investigate
the halting time in logistic regression and least squares
with mini-batch stochastic gradient descent (SGD). See Appendix E for details.
Setup. The vectors x0 and x˜ are sampled i.i.d. from the Gaussian N(0, 1dI) whereas the entries of
A are sampled either from a standardized Gaussian or Bernoulli distribution. We train the following
models:
• Least squares. The least squares problem minimizes the objective function f(x) = 12n‖Ax−b‖2.
The targets, b = Ax˜+ η, are generated by adding a noise vector η to our signal,Ax˜. The entries
of η are sampled from a unscaled normal, N(0, R˜2), for different values of R˜2.
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Figure 4: Halting time universalilty beyond least squares. We compute the halting time on
algorithms and models not covered by our theory and note that the convergence to a deterministic
and universal halting time is also empirically observed in these settings. For different model size d (x
axis) we sample the vectors x˜, x0 and the matrixA (R˜2 = 0.01 and r = 0.5) and report the halting
time (y axis) and its standard deviation (shaded area) for GD on logistic regression and SGD on both
least squares and logistic regression.
• Logistic regression. For the logistic regression model we generate targets in the domain
(0, 1) using b = σ (Ax˜+ η) where σ is the logistic function. The output of our model
is y = σ (Ax), and the objective function is the standard cross-entropy loss: f(x) =
− 1n
∑n
i=1 bi · log(yi) + (1− bi) · log(1− yi) .
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Figure 5: Effect of the ratio r = d/n on
the halting time for various levels of noise
R˜2. The less conditioned (more square)A is
the more number of iterations to reach sub-
optimality, as predicted. As the noise level
increases, the difference between the linear
rates (r 6= 1) and the sublinear rates (r = 1)
grows. A total of 104,960 models trained
keeping fixed the number of entries in the ma-
trix dn = 224. For SGD, the minibatch size
equals n8 . We plot the curves for all values
r 6= 1 with the value for r = 1 as a single
point due its large value.
Parameter settings. In all simulations, the halting
criterion is the number of steps until ‖∇f(x)‖2 < ε
where ε is chosen to be 10−6 for GD and 10−4 for
SGD (other values showed very simular results). The
step size for GD is fixed to be 1/L where L is the
Lipschitz constant of the gradient. For least squares,
L = λ+H . We approximate λ
+
H by performing 16
steps of the power iteration method on the matrix
H , initialized with a constant vector of norm 1. For
logistic regression, we set the step size to be 4/λ+H .
In SGD, we sample rows from the matrixA.
The mini-batch size parameter in SGD is a fixed frac-
tion of the data set size n16 , so that the comparison of
halting times across model sizes is consistent. When
the models are over-parametrized (n < d), a strong
growth condition [Schmidt and Le Roux, 2013] holds.
This means a scaling of the GD step size can be used
to ensure convergence. In the under-parametrized
setting, SGD does not converge to the optimum. In
this case we chose a step size such that the expected
squared gradient norm at the stationarity equals the
halting criterion. See Appendix E.1 for derivations.
Results and conclusions. Fig. 1 confirms our the-
oretical results: variability in the halting time de-
creases and the halting time converges to a deter-
ministic quantity independent of the distribution of
the data. Experimentally, the standard deviation de-
creased at a rate of d−1/2, consistent with results in
random matrix theory. More interestingly, our results
extend to the non-quadratic function, logistic regres-
sion as well as SGD (see Fig. 4). Secondly, Fig. 5
evaluates the halting times dependency on the ratio r. As predicted by the theory, the halting time
takes its maximum value (i.e. algorithm is slowest) precisely when r = 1. For SGD different step
sizes are used for the over-parametrized and under-parametrized regime resulting in an asymmetric
curve and a clear discontinuity at r = 1. We leave the study of these phenomena as future work.
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Halting Time is Predictable for Large Models:
A Universality Property and Average-case Analysis
Supplementary material
The appendix is organized into five sections as follows:
1. Appendix A introduces some tools from random matrix theory.
2. Appendix B expands upon the spectral assumptions in Sections 2.1 and 2.2.
3. Appendix C proves the main concentration and halting time theorems as stated in Section 3.
4. Appendix D derives the average-case complexity results from Section 4.
5. Appendix E contains details on the simulations.
Unless otherwise stated, all the results hold under Assumptions 1 and 2. We include all statements
from the previous sections for clarity.
Notation. All stochastic quantities defined hereafter live on a probability space denoted by
(Pr,Ω,F) with probability measure Pr and the σ-algebra F containing subsets of Ω. A random
variable (vector) is a measurable map from Ω to R (Rd) respectively. Let X : (Ω,F) → (R,B)
be a random variable mapping into the borel σ-algebra B and the set B ∈ B. We use the standard
shorthand for the event {X ∈ B} = {ω : X(ω) ∈ B}.
A Tools from random matrix theory
This appendix provides a review of definitions and known results from the theory of random matrices
that will be useful for our analysis. Random matrix theory studies properties of matricesH (most
notably, statistics of matrix eigenvalues) whose entries Hij are random variables. We refer the reader
to [Bai and Silverstein, 2010, Tao, 2012] for a more thorough introduction.
Spectral distributions. Many important statistics of random matrix theory can be expressed as
functionals on the eigenvalues of a matrixH (e.g., determinants and traces). Let λ1, . . . , λd be the
eigenvalues ofH and define the empirical spectral measure (ESM), µH , as
µH(λ)
def
=
1
d
d∑
i=1
δλi , (19)
where δλi is a Dirac delta function, i.e., a function equal to 0 except at λi and whose integral over the
entire real line is equal to one. A main interest in random matrix theory is to characterize the behavior
of the empirical spectral distribution, or equivalently the distribution of the eigenvalues of a random
matrix, as the dimension tends to infinity. An example of a limiting distribution of the eigenvalues for
a class of random matrices generated from the isotropic features model is the Marchenko-Pastur law
defined in (6).
There is a wealth of literature on the spectrum of large random matrices of the formH def= 1nA
TA. In
this case it is known that the ESM converges towards the Marchenko-Pastur distribution [Marchenko
and Pastur, 1967]. The Marchenko-Pastur law is characterized by the ratio of the model size (d) over
the number of samples (n), d/n→ r ∈ (0,∞). When r is bounded away from 1, the Marchenko-
Pastur distribution exhibits a gap between 0 and the smallest non-zero eignenvalue. We note that for
r > 1 some eigenvalues are 0, but the gap still exists. When the ratio r approaches 1, this gap vanishes
and the eigenvalues become arbitrarily close to 0 i.e., the matrixH becomes more ill-condition.
Universality. A fundamental concept in random matrix theory is that of universality- a broad notion
to describe eigenvalue statistics of ensembles (classes of random matrices) that do not depend on the
specific distribution of their entries (see e.g., Tao [2012]). Universality results are similar in spirit
to classical law of large numbers and central limit theorems in probability. For example, the law of
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large numbers states that the empirical average converges to its expected value independent of the
(shape) distribution of the random variables [Durrett, 2010, Theorem 2.2.9]. Analogues for random
matrices include the largest and smallest eigenvalues of matrices generated from the isotropic features
model converge in probability to the upper and lower edges of the Marchenko-Pastur law [Bai and
Silverstein, 2010, Chapter 5] and the ESM of Wigner matrices tends to the so-called semicircular law
[Bai and Silverstein, 2010, Chapter 2].
B Spectral assumptions in Sections 2.1 and 2.2
In Section 2.2 we presented two models for the data generating distributions: isotropic features and
one-hidden layer network with random weights. In this appendix we provide additional details. In the
following two lemmas, we give a precise statement of the spectral density of each model as related to
Assumption 2.
B.1 Isotropic features
In their seminal work, Marchenko and Pastur [1967] showed that the spectrum of H = 1nA
TA
under the isotropic features model converged to a deterministic measure. Subsequent work then
characterized the convergence of the largest eigenvalue ofH . Below we state these results.
Lemma 1 (Isotropic features) (Bai and Silverstein [2010, Theorem 5.8]) Suppose the matrix
A ∈ Rn×d is generated using the isotropic samples model. Then the empirical spectral measure
(EMS) µH converges weakly almost surely to the Marchenko-Pastur measure µMP and the largest
eigenvalue of H , λ+H , converges in probability to λ
+ where λ+ = σ2(1 +
√
r)2 is the top edge of
the support of the Marchenko-Pastur measure.
B.2 One-hidden layer networks
For the one-hidden layer network, following [Benigni and Péché, 2019], we assume that the activation
function g is an entire function with a growth condition satisfying the following zero Gaussian mean
property:
(Gaussian mean)
∫
g(σwσyz)
e−z
2/2√
2pi
dz = 0 . (20)
The additional growth condition on the function g is precisely given as there exists positive constants
Cg, cg, A0 > 0 such that for any A ≥ A0 and any n ∈ N
sup
z∈[−A,A]
|g(n)(z)| ≤ CgAcgn . (21)
This growth condition is verified for polynomials which can approximate to arbitrary precision
common activation functions such as the sigmoid g(z) = (1 + e−z)−1 and the softplus g(z) =
log(1+ez), a smoothed approximation to the ReLU. The Gaussian mean assumption (20) can always
be satisfied by incorporating a translation into the activation function.
In addition to the i.i.d., mean zero, and isotropic entries, we also require an assumption on the tails of
W and Y , that is, there exists constants θw, θy > 0 and α > 0 such that for any t > 0
Pr(|W11| > t) ≤ exp(−θwtα) and Pr(|Y11| > t) ≤ exp(−θytα). (22)
Although stronger than bounded fourth moments, this assumption holds for any sub-Gaussian random
variables (e.g., Gaussian, Bernoulli, etc). Under these hypothesis, Assumption 2 is verified.
Lemma 2 (One-hidden layer network) (Benigni and Péché [2019, Theorems 2.2 and 5.1]) Sup-
pose the matrix A ∈ Rn×d is generated using the random features model. Then there exists a
deterministic compactly supported measure µ such that µH −→
d→∞
µ weakly almost surely. Moreover
λ+H
Pr−−−→
d→∞
λ+ where λ+ is the top edge of the support of µ.
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C Proofs of Section 3
In this appendix, we provide auxiliary lemmas and details surrounding the concentration of the halting
time. In particular, we provide a rigorous proofs of Proposition 1, Theorem 1, and Theorem 2. This
appendix is organized into three subsections corresponding to the steps outlined in Section 3:
• Section C.1 Gradient descent as a polynomial. Proposition 1 derives an identity relating the
gradient and matrix polynomials. Unfortunately, the polynomials have coefficients which are
random. We overcome this difficulty by removing this randomness in Proposition 2 and Lemmas 3
and 4.
• Section C.2 Concentration of the gradient. The goal of this subsection is to prove Theorem 1
using the moment method. We compute the first two moments conditioned onH (Proposition 3)
and show that the conditional expectation converges to a deterministic quantity (Proposition 4).
Combining these results, we conclude with the concentration of the gradient.
• Section C.3 Halting time converges to a constant. Proof of Theorem 2.
C.1 Gradient descent as a polynomial.
The gradient descent algorithm generates iterates following the recursion
xk − x˜ = xk−1 − x˜− 1λ+H∇f(xk−1) =
(
I − 1
λ+H
H
)
(xk−1 − x˜) + 1nλ+HA
Tη .
Unfolding this recursion we obtain the following explicit formula for xk − x˜ in terms of the point
x0 − x˜ and the noise 1nATη:
xk − x˜ =
(
I − 1
λ+H
H
)k
(x0 − x˜) + 1
λ+H
k−1∑
i=0
(
I − 1
λ+H
H
)i · 1
n
ATη
= Pk(H;λ
+
H)(x0 − x˜) +Qk(H;λ+H) · 1nATη,
(23)
where Pk and Qk are k-degree polynomials with coefficients depending on the maximum eigenvalue
ofH , λ+H , defined by
Pk
(
H;λ+H
) def
=
(
I − H
λ+H
)k
and Qk(H;λ+H)
def
= 1
λ+H
k−1∑
i=0
(
I − 1
λ+H
H
)i
, Q0(H;λ
+
H) = 0.
(24)
If the matrix H is invertible (e.g., if n ≥ d, the matrix H a.s. is invertible for large n), then the
polynomial Qk reduces to
Qk(H;λ
+
H) = H
−1
(
I − (I − H
λ+H
)k)
= H−1
(
I − Pk(H;λ+H)
)
. (25)
Thereby, the polynomials Pk and Qk are related through the geometric series. Using the identity (23)
in the expression for the least squares’ gradient yields the following proposition.
Proposition 1 (Polynomials and gradients) Suppose the iterates {xk}∞k=0 are generated from gra-
dient descent. Then the following identity exists between the iterates and its polynomial,
‖∇f(xk)‖2 = (x0 − x˜)TH2P 2k (H;λ+H)(x0 − x˜) + 1n2ηTA(I −HQk(H;λ+H))2ATη
+ 2n (x0 − x˜)T
[
H2Pk(H;λ
+
H)Qk(H;λ
+
H)−HPk(H;λ+H)
]
ATη.
(26)
Proof. By definition, the gradient ∇f(xk) can be written as ∇f(xk) = H(xk − x˜) − 1nATη.
The result follows immediately by plugging in (23) into this expression and using the identity
H2Q2k(H;λ
+
H)− 2HQk(H;λ+H) + I = (I −HQk(H;λ+H))2.
The coefficients of the polynomials Pk and Qk depend on the largest eigenvalue of H , and hence are
random. We can remove this source of randomness using Assumption 2, which allows us to replace
λ+H with the top edge of the support of µ, denoted λ
+, without loss of generality. This is seen in the
proposition below. In the following we denote ‖ · ‖op the operator 2-norm (‖A‖op is the maximum
singular value of the matrixA).
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Proposition 2 (Remove randomness in coefficients of polynomial) Suppose Assumption 2 holds.
Fix any k-degree polynomial P˜k whose coefficients depend continuously on the largest eigenvalue of
H . Then the following hold
‖P˜k(H;λ+H)− P˜k(H;λ+)‖2op Pr−−−→
d→∞
0 . (27)
Proof. Fix any ε, δ > 0. Let ci(·) where i = 0, . . . , k be the coefficients associated with the term of
degree i in P˜k(H; ·). For each i, the continuity of ci(·) implies there exists δε > 0 such that
whenever |λ+H − λ+| ≤ δε ⇒ |ci(λ+H)− ci(λ+)| ≤
ε
4(4λ+)i
. (28)
For sufficiently large d, Assumption 2 implies Pr
(|λ+H − λ+| > min{δε, λ+}) ≤ δ. With this, we
define the event S = {|λ+H − λ+| ≤ min{δε, λ+}}. Depending on whether S has occurred or not,
we have for all sufficiently large d
Pr
(‖P˜k(H;λ+H)−P˜k(H;λ+)‖op > ε) = Pr (S ∩ {‖P˜k(H;λ+H)− P˜k(H;λ+)‖op > ε})
+ Pr
(Sc ∩ {‖P˜k(H;λ+H)− P˜k(H;λ+)‖op > ε})
≤ Pr (S ∩ {‖P˜k(H;λ+H)− P˜k(H;λ+)‖op > ε})+ δ. (29)
Here we used that Pr
(Sc ∩ {‖P˜k(H;λ+H) − P˜k(H;λ+)‖op > ε}) ≤ Pr(Sc) ≤ δ for large d.
Therefore, it suffices to consider the first term in (29) and show that it is 0. By construction of the set
S, any element in S satisfies both ‖H‖op ≤ 2λ+ and |ci(λ+H)− ci(λ+)| ≤ ε4(4λ+)i . Hence on the
set S, we have the following
‖P˜k(H, λ+H)− P˜k(H;λ+)‖op ≤
k∑
i=0
|ci(λ+H)− ci(λ+)|‖H‖iop ≤
k∑
i=0
(2λ+)iε
4(4λ+)i
≤ ε
2
. (30)
From this, we deduce that Pr
(S ∩ {‖P˜k(H;λ+H) − P˜k(H;λ−)‖op > ε}) = 0 and the result
immediately follows by (29).
The squared norm of the gradient in (26) is a quadratic form. In Proposition 2, we removed the
randomness in the coefficients of the polynomial and wow we will relate this back to the squared
norm of the gradient, and particularly, the quadratic form. The following lemmas state this precisely.
Lemma 3 Suppose the sequences of non-negative random variables Xd, Yd ≥ 0 satisfy E[Xd] ≤
γ <∞ and Yd Pr−−−→
d→∞
0. Then XdYd
Pr−−−→
d→∞
0.
Proof. Fix constants ε, δ > 0 and suppose we set εˆ = εδ2γ and δˆ =
δ
2 . Because Yd converges in
probability, we have Pr(Yd > εˆ) ≤ δˆ for sufficiently large d. Define the event S = {Yd ≤ εˆ} and
decompose the space based on this set S so that for large d
Pr(XdYd > ε) = Pr(S ∩ {XdYd > ε}) + Pr(Sc ∩ {XdYd > ε}) ≤ Pr(S ∩ {XdYd > ε}) + δ2 .
Here we used that Pr(Sc ∩ {XdYd > ε}) ≤ Pr(Sc). For the other term, a direct application of
Markov’s inequality yields
Pr(S ∩ {XdYd > ε}) ≤ Pr(S ∩ {εˆXd > ε}) ≤ εˆε · E[Xd] ≤ δ2 .
The result immediately follows.
Lemma 4 (Remove randomness in coefficients of quadratic form) Suppose Assumption 2 holds
and let the vectors w ∈ Rd and v ∈ Rd be i.i.d. satisfying E [‖w‖22] = R2 and E [‖v‖22] = R˜2 for
some constants R, R˜ > 0. For any k degree polynomial P˜k whose coefficients depend continuously
on λ+H , the quadratic form converges in probability
wT P˜k
(
H;λ+H
)
v −wT P˜k
(
H;λ+
)
v
Pr−−−→
d→∞
0.
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Proof. Using the Cauchy-Schwartz inequality, it suffices to show that for every ε > 0 we have
lim
d→∞
Pr
(
‖w‖2 · ‖v‖2 ·
∥∥P˜k (H;λ+H)− P˜k (H;λ+) ∥∥op > ε) = 0 .
Define Xd = ‖w‖2‖v‖2 and Yd =
∥∥P˜k (H;λ+H) − P˜k (H;λ+)∥∥op. Proposition 2 immediately
gives that Yd
Pr−−−→
d→∞
0. Next, Cauchy-Schwarz implies
E [Xd] = E [‖w‖2‖v‖2] ≤ E [‖w‖22]1/2E [‖v‖22]1/2 = RR˜.
The result immediately follows after applying Lemma 3.
From Lemma 4 and the expression for the squared norm of the gradient in (26), we can replace the
maximum eigenvalue λ+H in (26) with the top edge of the support of µ, λ
+. This followed because
the vectors x0 − x˜ and 1nATη satisfy w and v in Lemma 4 and the terms surrounding these vectors
in (26) are polynomials inH .
C.2 Concentration of the gradient.
Having established the key equation linking the gradient to a polynomial in Proposition 1, we now
show for almost any large model that the magnitude of the gradient after running gradient descent
for k iterations converges to a deterministic value. The main tool to prove Theorem 1 is the moment
method which requires computing explicit expressions for the moments of the norm of the gradient.
We summarize this in the following proposition.
To ease notation in the next few propositions, we define the following matrices and vectors
u
def
= x0 − x˜, B def= H2P 2k (H;λ+), C def= (I −HQk(H;λ+))2,
and D def= 2
[
H2Pk(H;λ
+)Qk(H;λ
+)−HPk(H;λ+)
]
.
(31)
and let y be the quadratic form given by
y
def
= uTBu+ 1nu
TDATη + 1n2η
TACATη. (32)
Observe that the value y is simply ‖∇f(xk)‖2 in (26) with λ+H replaced with λ+.
Proposition 3 Suppose the matrix A and vectors x0, x˜, and η satisfy Assumptions 1 and 2. Let
Pk and Qk be the k-degree polynomials defined in (24). Using the notation in (31) and (32), the
following holds for any ε > 0
Pr
(|y − [R2 tr(Bd )+ R˜2 tr(CHn )]| > ε |H)
≤ 1ε2
(
C−R4
d tr
(
B2
d
)
+ C˜−R˜
4
n tr
( (CH)2
n
)
+ R
2R˜2
n
[ tr(D2H)
d
])
.
(33)
Without loss of generality, we assume that the constantsC and C˜ are large enough such thatC > 3R4
and C˜ > 3R˜4.
Proof. By definition of matrix multiplication, we can write any quadratic form as wTFz =∑
i,j wizjFij . Expanding the quadratic forms, the following holds
E [y |H] = E [uTBu |H] + 1nE [uTDATη |H] + 1n2E [ηTACATη |H] (34)
(ind. of η and u, E [η] = 0) = E
[∑
i,j
uiujBij |H
]
+ 1n2E
[∑
i,j
ηiηj(ACA
T )ij |H
]
(35)
(isotropic prop. of η and u) = R2 ·
∑
i
Bii
d + R˜
2 ·
∑
i
(ACAT )ii
n2 (36)
= R2 · tr(B)d + R˜2 · tr(CH)n . (37)
In the last equality, we used that tr(ACAT ) = tr(CATA) = n · tr(CH).
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To prove (33), we will use Chebyshev’s inequality; hence we need to compute the Var
(
y|H) =
E
[
y2|H]− (E[y|H])2. First, a simple computation yields that
(
E [y|H])2 = [R2tr(B)d ]2︸ ︷︷ ︸
(i)
+
[ R˜2tr(CH)
n
]2︸ ︷︷ ︸
(ii)
+ 2
[R2tr(B)
d
][ R˜2tr(CH)
n
]︸ ︷︷ ︸
(iii)
. (38)
Next, we compute E [y2|H]. By expanding out the terms in (32), we get the following
E [y2|H] = E [(uTBu)2|H]︸ ︷︷ ︸
(a)
+E
[ (
ηTACATη
n2
)2
|H]︸ ︷︷ ︸
(b)
+E
[
2uTBu·ηTACATη
n2 |H
]︸ ︷︷ ︸
(c)
+ E
[ (
uTDATη
n
)2
|H]︸ ︷︷ ︸
(d)
+E
[
2
(
uTBu+ η
TACATη
n2
)
· uTDATηn |H
]
︸ ︷︷ ︸
(e)
.
(39)
To compute the variance of y, we take (39) and subtract (38). Since this is quite a long expression,
we will match up terms and compute these terms individually. First consider the terms (a) and (i) in
equations (39) and (38) respectively. By expanding out the square, we get
Var(uTBu|H) = E [ (uTBu)2 |H]− [R2tr(B)d ]2 = ∑
i,j,k,`
E [uiujuku`]BijBk` −
[R2tr(B)
d
]2
.
We need each index to appear exactly twice in the above for its contribution to be non-negligible since
E [u2i ] = R
2
d and E [u] = 0. There are four possible ways in which this can happen: {i = j = k = `},{i = j, k = `, k 6= i}, {i = k, j = `, i 6= j}, or {i = `, j = k, i 6= j}. By the symmetry of the B
matrix, the last two cases are identical. Noting that E [u4i ] ≤ Cd2 and E [u2i ] = R
2
d , we, consequently,
get the following expression for the variance
Var(uTBu |H) =
∑
i
E [u4i ] ·B2ii +
∑
i 6=j
E [u2i ] · E [u2j ] ·
(
BiiBjj + 2B
2
ij
)− R4d2 [tr(B)]2
≤ C −R
4
d2
·
∑
i
B2ii +
2R4
d2
∑
i6=j
B2ij +
R4
d2
(∑
i
B2ii +
∑
i6=j
BiiBjj − [tr(B)]2
)
=
C −R4
d2
·
∑
i
B2ii +
2R4
d2
∑
i6=j
B2ij
≤ C −R
4
d2
· (∑
i
B2ii +
∑
i6=j
B2ij
)
=
C −R4
d
·
[
tr(B2)
d
]
.
(40)
In the second equality, we used that
∑
iB
2
ii +
∑
i 6=j BiiBjj − [tr(B)]2 = 0 and in the second
inequality we can without loss of generality choose C so that C > 3R4. Finally, we used that∑
iB
2
ii +
∑
i 6=j B
2
ij = tr(B
2).
Next, we consider the terms (b) and (ii) in equations (39) and (38) respectively. Similar to the previous
case, by expanding out the square, we get the following
Var
(
ηTACATη
n2 |H
)
= E
[ 1
n4
∑
i,j,k,`
ηiηjηkη`(ACA
T )ij(ACA
T )k` |H
]− [ R˜2tr(CH)n ]2.
Because of independence, isotropic variance E [η2i ] = R˜2, and mean E [η] = 0, we need each index
to appear exactly twice in the above expression in order for its contribution to be non-negligible.
There are four possible ways in which this can happen: {i = j = k = `}, {i = j, k = `, k 6= i}, {i =
k, j = `, i 6= j}, or {i = `, j = k, i 6= j}. As before, we have the following expression for the
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variance
Var
(
1
n2 · ηTACATη |H
) ≤ C˜n4 ∑
i
(ACAT )2ii +
R˜4
n4
∑
i 6=j
(ACAT )ii(ACA
T )jj
+ 2R˜
4
n4
∑
i 6=j
(ACAT )2ij − R˜
4
n2 [tr(CH)]
2
= C˜−R˜
4
n4
∑
i
(ACAT )2ii +
R˜4
n4
[(∑
i
(ACAT )2ii +
∑
i6=j
(ACAT )ii(ACA
T )jj
)]
+ 2R˜
4
n4
∑
i6=j
(ACAT )2ij − R˜
4
n2 [tr(CH)]
2
≤ C˜−R˜4n4
[∑
i
(ACAT )2ii +
∑
i 6=j
(ACAT )2ij
]
= C˜−R˜
4
n ·
[ tr((CH)2)
n
]
.
(41)
Here we can without loss of generality choose C˜ so that C˜ > 3R˜4. Next, we compare (c) and (iii) in
equation (39) and (38), respectively. We begin by expanding out (c) in equation (39) which yields
E
[
2
n2 · uTBu · ηTACATη |H
]
= E
[
2
n2
(∑
i,j
uiBijuj
)(∑
k,`
ηk(ACA
T )k`η`
) |H].
The only terms which contribute are when i = j and k = `. Therefore, we deduce the following
2
n2 · E
[
uTBu · ηTACATη |H]− 2[R2tr(B)d ] · [ R˜2tr(CH)n ]
= 2R˜
2R2
n2d
∑
i,j
Bii(ACA
T )jj − 2
[R2tr(B)
d
] · [ R˜2tr(CH)n ]
= 2R˜
2R2
nd
[
tr(B)tr(CH)
]− 2[R2tr(B)d ] · [ R˜2tr(CH)n ] = 0.
(42)
We have now used up all the terms in (38) so the remaining terms, (d) and (e), in (39) we will show
are themselves already going to 0 as d→∞. Again expanding the term (d), we get
E
[
1
n2
(
uTDATη
)2 |H] = E [ 1n2 (∑
i,j
ui(DA
T )ijηj
)2 |H]. (43)
By independence and isotropic variance of u and η, the only terms which remain after taking
expectations are the ones with u2i and η
2
j terms. Therefore, we deduce
1
n2E
[(
uTDATη
)2 |H] = 1n2 ∑
i,j
E
[
u2i
] · E [η2j ] · (DAT )2ij = R2R˜2n2d ∑
i,j
(DAT )2ij
= R
2R˜2
n ·
[ tr(D2H)
d
]
.
(44)
The only term which remains in (39) is (e). Since E [η] = 0, the term uTBu ·uT DATn η contributes
nothing to the expectation. Similarly since E [u] = 0, the term 1n3 · ηTACATη · uTCATη is also
zero in expectation.
Putting all the quantities (40), (41), (42), (44) together with (38) and (39), a straight forward applica-
tion of Chebyschev’s inequality yields
Pr
(∣∣y − [R2tr(Bd )+ R˜2tr(CHn )]∣∣ > ε |H) ≤ Var
(
y − [R2tr(Bd )+ R˜2tr(CHn )] |H)
ε2
≤ 1
ε2
(
C−R4
d tr
(
B2
d
)
+ C˜−R˜
4
n tr
( (CH)2
n
)
+ R
2R˜2
n
[ tr(D2H)
d
])
.
Because ‖∇f(xk)‖2 and y only differ in the coefficients of the polynomial and these polynomials
converge in probability (see Section C.1), then intuitively, the proof of Proposition 3 says showed
that conditioned onH , the Var(‖∇f(xk)‖2|H) is O( 1d ) and
E [‖∇f(xk)‖2|H] = R2tr
(
B
d
)
+ R˜2tr
(
CH
n
)
. (45)
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Consequently, conditioned on H , the squared norm of the gradient is roughly (45). So in view of
this, it suffices to understand the expected traces of polynomials inH . Random matrix theory studies
convergence properties of the limiting distribution of high dimensional matrices, particularly the
empirical spectral measure. An important tool derived from using Assumption 2 linking the ESM
and the expected trace to the moments of the measure µ is given below.
Proposition 4 (Moments of ESM) Let P˜k be any k-degree polynomial. Under Assumption 2, the
following is true
tr
[ P˜k(H)
d
]
=
∫
P˜k(λ) dµH
Pr−−−→
d→∞
∫
P˜k(λ)dµ.
Proof. For sufficiently large d, Assumption 2 says Pr(λ+H > λ
+ + εˆ) ≤ δ2 . Define the event
S = {λ+H ≤ λ+ + εˆ}. We construct a bounded, continuous function h by
h(λ) =

P˜k(0), if λ < 0
P˜k(λ), if 0 ≤ λ ≤ λ+ + εˆ
P˜k(λ
+ + εˆ), otherwise.
Because the function h is bounded and continuous, Assumption 2 guarantees that
Pr
(∣∣ ∫ h(λ) dµH − ∫ h(λ) dµ ∣∣ > ε) ≤ δ. (46)
Depending on whether S has occurred, we have for all sufficiently large d
Pr
(∣∣ ∫ P˜k(λ) dµH − ∫ P˜k(λ) dµ∣∣ > ε) = Pr (S ∩ {∣∣ ∫ P˜k(λ) dµH − ∫ P˜k(λ) | > ε})
+ Pr
(Sc ∩ {∣∣ ∫ P˜k(λ) dµH − ∫ P˜k(λ) dµ∣∣ > ε})
≤ Pr (S ∩ {∣∣ ∫ P˜k(λ) dµH − ∫ P˜k(λ) dµ∣∣ > ε})+ δ2 . (47)
In the last line, the probability Pr
(Sc ∩ {∣∣ ∫ P˜k(λ) dµH − ∫ P˜k(λ) dµ∣∣ > ε}) ≤ Pr(Sc) ≤ δ2 for
large d. Hence, we consider only the first term in (47). By construction, for any element in S it is
clear that h(λ) = P˜k(λ). For sufficiently large d, equation (46) yields
Pr
(S ∩ {∣∣ ∫ P˜k(λ) dµH − ∫ P˜k(λ) dµ∣∣ > ε}) ≤ Pr (∣∣ ∫ h(λ) dµH − ∫ h(λ) dµ∣∣ > ε) ≤ δ
2
.
The result follows after combining with (47).
Now that we have described the main components of our argument, we present a preliminary
concentration result for the gradient.
Proposition 5 Suppose the vectors x0, x˜, and η and the matrixA satisfy Assumptions 1 and 2 resp.
The following holds∣∣‖∇f(xk)‖2 − (R2 1d tr(H2P 2k (H;λ+))︸ ︷︷ ︸
signal
+ R˜2 1n tr((I −HQk(H;λ+))2H)︸ ︷︷ ︸
noise
)∣∣ Pr−−−→
d→∞
0. (48)
Proof. Recall the definitions in (31) and (32) and equation (13). We note that the only difference
between ‖∇f(xk)‖2 and y is that the coefficients of the polynomials in ‖∇f(xk)‖2 continuously
depend on λ+H while the coefficients in y depend on λ
+. The polynomials Pk andQk together with As-
sumptions 1 and 2 ensure that all the conditions of Lemma 4 hold by settingw and v to combinations
of u and 1nA
Tη and the polynomials toB,C, andD. Therefore we have |‖∇f(xk)‖2−y| Pr−−−→
d→∞
0
so it suffices to prove (48) with ‖∇f(xk)‖2 replaced by y.
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Fix constants ε, δ > 0. Proposition 4 guarantees convergence in probability of any expected trace to
a constant which depends on the polynomial and the deterministic measure µ. This together with the
definitions ofB, C, andD yield for sufficiently large d
Pr
(∣∣ tr(B2)
d
∣∣ > M1 def= ε+ ∫ λ4P 4k (λ;λ+) dµ) ≤ δ6 ,
Pr
(∣∣ tr((CH)2)
n
∣∣ > M2 def= ε+ r ∫ λ2(1− λQk(λ;λ+))4 dµ) ≤ δ6 ,
and Pr
(∣∣ tr(D2H)
d
∣∣ > M3 def= ε+ 4 ∫ λ[λ2Pk(λ;λ+)Qk(λ;λ+)− λPk(λ;λ+)]2 dµ) ≤ δ6 .
(49)
We define the set S for which the expected traces of the random matrices are bounded, namely,
S = {∣∣ tr(B2)d ∣∣ ≤M1} ∩ {∣∣ tr((CH)2)n ∣∣ ≤M2} ∩ {∣∣ tr(D2H)d ∣∣ ≤M3)},
and we observe because of (49) that the probability Pr(Sc) ≤ δ2 . The total law of probability yields
the following
Pr
(∣∣y − [R2tr(Bd )+ R˜2tr(CHn )]∣∣ > ε) = Pr (S ∩ {∣∣y − [R2tr(Bd )+ R˜2tr(CHn )]∣∣ > ε})
+ Pr
(Sc ∩ {∣∣y − [R2tr(Bd )+ R˜2tr(CHn )]∣∣ > ε})
≤ Pr (S ∩ {∣∣y − [R2tr(Bd )+ R˜2tr(CHn )]∣∣ > ε})+ δ2 . (50)
Hence it suffices to bound the first term in (50). The idea is to condition on the matrixH and apply
Proposition 3. The law of total expectation yields
Pr
(S ∩ {∣∣y − [tr(R2Bd )+ tr( R˜2CHn )]∣∣ > ε})
(conditioned onH) = E
[
1S Pr
(∣∣y − [tr(R2Bd )+ tr( R˜2CHn )]∣∣ > ε|H)]
(Proposition 3) ≤ 1ε2E
[
1S
(
C−R4
d tr
(
B2
d
)
+ C˜−R˜
4
n tr
( (CH)2
n
)
+ R
2R˜2
n
[ tr(D2H)
d
]) ]
. (51)
Here for the indicator of the event S we use the notation 1S(ω) where the indicator is 1 if ω ∈ S and
0 otherwise. By construction of the event S, each of the expected traces in (51) are bounded and
therefore, we deduce that
Pr
(S ∩ {∣∣y − [tr(R2Bd )+ tr( R˜2CHn )]∣∣ > ε}) = 1ε2 · O( 1d).
By choosing d sufficiently large, we can make the right hand side smaller than δ2 . The result
immediately follows from (50).
Proposition 5 reveals that for high-dimensional data the squared norm of the gradient ‖∇f(xk)‖2 is
a polynomial in the eigenvalues of the matrixH . Every eigenvalue, not just the largest or smallest,
appears in this formula (48). This means that gradient descent indeed sees all of the eigenvalues of
the matrixH , not just the top or bottom one. However, the expected trace is still a random quantity
due to its dependency on the random matrix. In the following theorem, we remove this randomness
and complete the concentration of the gradient after noting that the moments of the empirical spectral
measure converge in probability to a deterministic quantity, denoted by E
d→∞
[‖∇f(xk)‖2].
Theorem 1 (Concentration of the gradient) The squared norm of the gradient converges in proba-
bility to a fixed quantity,
‖∇f(xk)‖2 Pr−−−→
d→∞
signal︷︸︸︷
R2
∫
λ2P 2k (λ;λ
+)︸ ︷︷ ︸
GD algorithm
data model︷︸︸︷
dµ +
noise︷︸︸︷
R˜2 r
∫
λP 2k (λ;λ
+)︸ ︷︷ ︸
GD algorithm
data model︷︸︸︷
dµ
def
= E
d→∞
[‖∇f(xk)‖2]. (52)
Intuitively, the value of E
d→∞
[‖∇f(xk)‖2] is the expected gradient after first taking the model size
to infinity. The above expression explicitly illustrates the effects of the signal and noise, the model,
and the algorithm on the norm of the gradient– the signal (R2) and the noise (R˜2), the optimization
algorithm which enters into the formula through the function Pk, and the model used to generateA
by means of the measure µ.
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After running GD for k iterations, the variance in the norm of the gradient decreases to 0 as dimension
increases and the norm concentrates around its expected value.
Proof. A simple calculation yields that Qk(λ;λ+) = 1λ (1− (1− λλ+ )k) for any λ ∈ (0, λ+]. Hence
on the support of µ, the polynomial takes the following form
λ(1− λQk(λ;λ+))2 = λP 2k (λ;λ+).
This together with Propositions 4 and 5 yield the result.
C.3 Halting time converges to a constant.
It remains to relate the concentration of the magnitude of the gradient to the halting time and derive
a universality property. We refer to the halting time Tε as the first iteration at which the gradient
falls below some predefined ε and a candidate for the limiting halting time τε produced from our
concentration result E
d→∞
[‖∇f(xk)‖2] in (14), namely
Tε
def
= inf {k > 0 : ‖∇f(xk)‖2 ≤ ε} and τε def= inf {k > 0 : E
d→∞
[‖∇f(xk)‖2] ≤ ε}. (53)
We note that the deterministic value τε is, by definition, the average complexity of GD whereas Tε is
a random variable. First a simple dominated convergence argument shows that τε is well-defined and
finite for any choice of ε > 0.
Lemma 5 (τε is well-defined) Under assumptions of Proposition 5, one has E
d→∞
[‖∇f(xk)‖2]→ 0.
Proof. By definition of Pk(λ;λ+), it is clear that both λ2P 2k (λ;λ+)→ 0 and λP 2k (λ;λ+)→ 0 and
they are bounded for any λ ∈ [0, λ+]. By dominated convergence theorem, the result follows.
With our candidate for the limiting halting time τε well-defined, we show that number of iterations
until ‖∇f(xk)‖2 ≤ ε equals τε for high-dimensional data.
Theorem 2 (Halting time universality) Suppose that E
d→∞
[‖∇f(x0)‖2] > ε and ‖∇f(x0)‖2 > ε.
Provided that E
d→∞
[‖∇f(xk)‖2] 6= ε for all k, the probability of reaching ε in a pre-determined
number of steps satisfies
lim
d→∞
Pr(Tε = τε) = 1.
If the constant ε = E
d→∞
[‖∇f(xk)‖2] for some k, then the following holds
lim
d→∞
Pr(Tε ∈ [τε, τε +Mε]) = 1, where Mε def= inf{k − τε > 0 | ξk < ε}.
Proof. To simplify notation, we define ξk
def
= E
d→∞
[‖∇f(xk)‖2]. First, we consider the case where
ε 6= ξk for all k. We are interested in bounding the following probabilities
Pr(Tε 6= τε) = Pr(Tε < τε) + Pr(Tε > τε). (54)
We bound each of these probabilities independently; first consider Pr(Tε < τε) in (54). For τε = 1,
we note that Pr(Tε < τε) = 0 since Tε ≥ 1. So we can assume that τε > 1. Since Tε ≤ τε − 1, we
obtain
Pr(Tε < τε) = Pr
( τε−1⋃
k=0
{Tε = k}
)
≤
τε−1∑
k=0
Pr(Tε = k) ≤
τε−1∑
k=0
Pr(‖∇f(xk)‖2 ≤ ε). (55)
Now we bound the probabilities Pr(‖∇f(xk)‖2 ≤ ε). As τε is the first time ξ falls below ε, we
conclude that ξτε < ε < ξτε−1, ξτε−2, . . . , ξ0 where we used that ε 6= ξk for any k. Next we define
the constant 0 < δ def= min
0≤k≤τε
{|ε− ξk|} and we observe that δ < |ε− ξk| = ξk − ε for all k < τε.
Fix a constant εˆ > 0 and index k. Theorem 1 says that by making d(k) sufficiently large
Pr(‖∇f(xk)‖2 ≤ ε) ≤ Pr(‖∇f(xk)‖2 < ξk − δ) ≤ εˆ
τε − 1 .
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Here we used that τε is finite for every ε > 0 (Lemma 5). Set D
def
= max{d(1), d(2), . . . , d(τk − 1)}.
Then for all d > D, we have from (55) the following
Pr(Tε < τε) ≤
τε−1∑
k=0
Pr(‖∇f(xk)‖2 ≤ ε) ≤
τε−1∑
k=0
εˆ
τε − 1 = εˆ.
Lastly, we bound Pr(Tε > τε). The idea is similar to the other direction. Let δ be defined as above.
Therefore, again by Theorem 1, we conclude for sufficiently large d
Pr(Tε > τε) ≤ Pr(‖∇f(xτε)‖2 > ε) ≤ Pr(‖∇f(xτε)‖2 − ξτε > δ)→ 0.
Indeed, we used that ξτε < ε and δ < |ε− ξτε | = ε− ξτε . This completes the proof when ε 6= ξk.
Next, we consider the second case where ξk = ε. Note that Mε <∞ for all ε because lim
k→∞
ξk = 0.
In this setting, we are interested in bounding
Pr(Tε 6∈ [τε, τε +Mε]) = Pr(Tε < τε) + Pr(Tε > τε +Mε).
The arguments will be similar to the previous setting. Replacing the definition of δ above with
δ
def
= min
0≤k≤τε−1
{|ε− ξk|} yields that δ > 0 since ε < ξτε−1, ξτε−2, . . . , ξ0. With this choice of δ, the
previous argument holds and we deduce that Pr(Tε < τε)→ 0. Next we show that Pr(Tε > τε+Mε).
As before, we know that Pr(Tε > τε +Mε) ≤ Pr(‖∇f(xτε+Mε )‖2 > ε). By definition of Mε, we
have that ε > ξτε+Mε . Now define δ
def
= ε − ξτε+Mε > 0. The previous argument holds with this
choice of δ; therefore, one has that Pr(Tε > τε +Mε)→ 0.
For large models the number of iterations to reach a nearly optimal point equals its average complexity
which loosely says Tε = τε. The variability in the halting time goes to zero. Since the dependence
in τε on the distribution of the data is limited to only the first two moments, almost all instances of
high-dimensional data have the same limit. In Appendix D, we compute the value τε for various
models.
D Average case complexity: explicit expression for isotropic features
In this section, we derive all the average complexity results from Section 4. Particularly, we show
• An exact formula for the integral of Pk(λ;λ+) against the Marchenko-Pastur measure
(Lemma 6).
• A complete derivation of Theorem 3 which gives the average-case complexity.
• A detailed explanation of the comparisons between the average-case and worst-case com-
plexities. Particularly, the rate that the distance to the optimum approximately grows as
function of dimension (Lemma 7).
Under the isotropic features model (Sec 2.2), the ESM µH converges to the well-known Marchenko-
Pastur measure µMP (6). In light of (52), the average complexity coincides with the integral of
P 2k (λ;λ
+) against the limiting eigenvalue distribution dµMP. These integrals are beta functions as
seen below.
Lemma 6 (Exact Formula for Marchenko-Pastur) Let dµMP be the Marchenko-Pastur law de-
fined in (6).
1. For r = 1 and ` = {1, 2}, the following holds∫
λ`P 2k (λ;λ
+) dµMP =
(λ+)`+1
2piσ2
· Γ(2k +
3
2 )Γ(`+
1
2 )
Γ(2k + `+ 2)
∼ (λ
+)`+1
2piσ2
· Γ(`+
1
2 )
(2k + 3/2)`+1/2
.
2. For r 6= 1, the following holds∫
λP 2k (λ;λ
+) dµMP =
(λ+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k Γ(2k + 32 )Γ( 32 )
Γ(2k + 3)
∼ (λ
+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k
· Γ(
3
2 )
(2k + 32 )
3/2
.
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3. For r 6= 1, the following holds∫
λ2P 2k (λ;λ
+) dµMP
=
(λ+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k (λ− · Γ(2k + 32 )Γ( 32 )
Γ(2k + 3)
+
(λ+ − λ−) · Γ(2k + 32 )Γ( 52 )
Γ(2k + 4)
)
∼ (λ
+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k ( λ− · Γ( 32 )
(2k + 32 )
3/2
+
(λ+ − λ−)Γ( 52 )
(2k + 32 )
5/2
)
.
Proof. The proof relies on writing the integrals in terms of β-functions. Let ` = {1, 2}. Using a
change of variables λ = λ− + (λ+ − λ−)w, we deduce the following expression∫
λ`P 2k (λ;λ
+) dµMP =
1
2piσ2r
∫ λ+
λ−
λ`−1
(
1− λλ+
)2k√
(λ− λ−)(λ+ − λ) dλ
=
(λ+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k ∫ 1
0
(1− w)2k(λ− + (λ+ − λ−)w)`−1
√
w(1− w) dw.
(56)
We consider cases depending on whether λ− = 0 or not (i.e. r = 1). First suppose λ− = 0 so by
equation (56) we have
1
2piσ2r
∫ λ+
λ−
λ`−1
(
1− λλ+
)2k√
(λ− λ−)(λ+ − λ) dλ = (λ
+)`+1
2piσ2r
∫ 1
0
(1− w)2k+1/2w`−1/2 dw.
The result follows after noting that the integral is a β-function with parameters 2k+ 3/2 and `+ 1/2
as well as the asymptotics of β-functions, β(x, y) = Γ(y)x−y for x large and y fixed.
Next consider when r 6= 1 and ` = 1. Using (56), we have that∫
λP 2k (λ;λ
+) dµMP =
(λ+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k ∫ 1
0
(1− w)2k+1/2w1/2 dw.
The integral is a β-function with parameters 2k + 3/2 and 3/2. Applying the asymptotics of
β-functions, finishes this case.
Lastly consider when r 6= 1 and ` = 2. Similar to the previous case, using (56), the following holds∫
λ2P 2k (λ;λ
+) dµMP =
(λ+ − λ−)2
2piσ2r
(
1− λ
−
λ+
)2k (
λ−
∫ 1
0
(1− w)2k+1/2w1/2 dw
+ (λ+ − λ−)
∫ 1
0
(1− w)2k+1/2w3/2 dw
)
.
The first integral is a β-function with parameters 2k+3/2 and 3/2 and the second term is a β-function
with parameters 2k + 3/2 and 5/2. Again using the asymptotics for β-functions yields the result.
We now present our average-case rate.
Theorem 3 (Average-case rate) Suppose the measure µ equals the Marchenko-Pastur measure
µMP. If the ratio r = 1, the average-case rate is
‖∇f(xk)‖2 Pr−−−→
d→∞
24R2σ4√
pi
Γ(2k + 3/2)
Γ(2k + 4)︸ ︷︷ ︸
signal
+
4R˜2σ2√
pi
Γ(2k + 3/2)
Γ(2k + 3)︸ ︷︷ ︸
noise
= O
(
R2σ4
k5/2
)
︸ ︷︷ ︸
signal
+O
(
R˜2σ2
k3/2
)
︸ ︷︷ ︸
noise
,
and if r 6= 1, the average-case rate is
‖∇f(xk)‖2 Pr−−−→
d→∞
4σ2Γ(2k + 3/2)√
pi
(
1− λ
−
λ+
)2k [R2σ2(1−√r)2
Γ(2k + 3)
+
6R2σ2
√
r
Γ(2k + 4)︸ ︷︷ ︸
signal
+
R˜2r
Γ(2k + 3)︸ ︷︷ ︸
noise
]
.
Proof. The result immediately follows from Theorem 1 and Lemma 6.
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D.1 Derivation of the worst and average-case complexity in Table 1
The average-case complexities in Table 1 are computed from Theorem 3. In the strongly-convex
setting (r 6= 1), the squared norm of the gradient behaves like (1− λ−λ+ )2k. When r = 1 and noisy,
the rate of k−5/2 is dominated by k−3/2. Table 2 summarizes these results.
Table 2: Comparison of rates of convergence in terms of number of iterations to obtain a point x
satisfying ‖∇f(x)‖2 < ε. Average rate matches the worst rate when r 6= 1 and achieves a faster rate
in the noiseless, r = 1 setting, O(ε−2/5) versus O(ε−1/2). In the noisy, r = 1 regime, the worst rate
grows like
√
d so for sufficiently large d is slow. Here, in the strongly convex setting, the O hides
logarithmic dependencies in r, σ, R, and R˜. For the other cases, the O only hides universal constants.
See Appendix D.1 for derivations.
Strongly convex,
r 6= 1, R˜2 > 0
Non-strongly convex
w/o noise r = 1, R˜2 = 0
Non-strongly convex
w/ noise, r = 1, R˜2 > 0
Worst O
(
λ+
λ− log(
1
ε )
)
O (σ2R · ε−1/2) O (σ2R˜ · √d · ε−1/2)
Average O
(
λ+
λ− log(
1
ε )
)
O (σ8/5R4/5 · ε−2/5) O (σ4/3R˜4/3 · ε−2/3)
We now turn to the worst-case guarantees. We discuss below how to make the terms in the worst-case
complexity comparable.
Worst-case complexity: strongly convex and noiseless non-strongly convex regimes. The stan-
dard analytical worst-case bound for the strongly convex regime and the exact worst-case bound for
the non-strongly convex setting [Taylor et al., 2017], respectively,
‖∇f(xk)‖2 ≤ (λ+H)2‖x0 − x?‖2
(
1− λ
−
H
λ+H
)2k
and ‖∇f(xk)‖2 ≤ (λ
+
H)
2‖x0 − x?‖2
(k + 1)2
,
where x? is the minimal norm solution of (1). For sufficiently large d, the largest λ+H and smallest
eigenvalues λ−H ofH converge almost surely to σ
2(1 +
√
r)2 and σ2(1−√r)2 respectively. These
are the top and bottom edge of the Marchenko-Pastur distribution. We also note in the noiseless
setting ‖x0−x?‖2 = ‖x0−x˜‖2. Hence by Assumption 1 and R˜2 = 0, on average, ‖x0−x˜‖2 = R2.
From these observations we derive the worst complexities.
Worst-case complexity: noisy non-strongly convex regime. While discussing the worst-case
complexity in Section 4, we noted a discrepancy in the noisy, non-strongly convex regime between
the average rate and the exact worst complexity given by [Taylor et al., 2017]
‖∇f(xk)‖2 ≤ (λ
+
H)
2‖x0 − x?‖2
(k + 1)2
where x? is the optimum of (1). (57)
For sufficiently large d, the largest eigenvalue of λ+H converges a.s. to the λ
+ = 16σ2, the top edge
of the support of µMP. So to derive worst-case complexity bounds, it suffices to understand the
behavior of the distance to the optimum.
The point x? and x˜ are distinctively different when noise is added to the signal. For simplicity,
consider the setting where the matrix A is invertible. Intuitively, the optimum x? ≈ A−1b =
x˜+A−1η where x˜ is the underlying random signal. Because the signal x˜ is scaled, Assumption 1
says E [‖x0 − x˜‖2] = R2. Therefore, the distance to the optimum x0 −x? is controlled by the noise
which in turn is bounded by the reciprocal of the minimum eigenvalue ofATA, namely
‖x0 − x?‖2 ≈ ‖x0 − x˜‖2 + ‖A−1η‖2 ≥ |u
T
minη|2
λmin(ATA)
,
where (λmin(ATA),umin) is an eigenvalue-eigenvector pair corresponding to the minimum eigen-
value ofATA. Unfortunately, the smallest eigenvalue is not well-behaving. Particularly there does
not exist any scaling so that expectation of λmin(ATA)−1 is finite. The distribution is heavy-tailed.
However we show with high-probability that this quantity |u
T
minη|2
λmin(ATA)
grows faster than R˜2d.
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Worst-case complexity: strongly convex regime. In the strongly convex regime, average-case
and worst-case coincide. This is consistent with [Scieur and Pedregosa, 2020], who showed that the
rate of average-case optimal methods converges in the number of iterations to the rate of optimal
worst-case methods.
Lemma 7 (Growth of ‖x0 − x?‖2) Suppose Assumptions 1 and 2 hold such that the noise vector
η ∈ Rd and the data matrix A ∈ Rd×d have i.i.d. Gaussian distributed entries. Let x? be the
minimal norm solution to (1). For any δ > 0 there exists a constant Mδ > 0 such that
lim inf
n→∞ Pr
(‖x0 − x?‖2 ≥ d · R˜2Mδ) ≥ 1− δ. (58)
Proof. We begin by defining the constant Mδ > 0. The n× n matrixA is invertible a.s. so without
loss of generality the smallest eigenvalue of ATA is non-zero. Here the dimensions are equal,
d = n. From [Edelman, 1988, Corollary 3.1], we know that nλmin(ATA) converges in distribution
where we denote λmin(ATA) to be the smallest eigenvalue of ATA. It is immediately clear that
log(nλmin(A
TA)) also converges in distribution. By Theorem 3.2.7 in Durrett [2010], the sequence
of distribution functions {Fn(x) = Pr(log(nλmin(ATA)) ≤ x)} is tight, that is, there exists an
Cδ > 0 such that
lim sup
n→∞
Pr
(
nλmin(A
TA) 6∈ (e−Cδ , eCδ ]) = lim sup
n→∞
1− Fn(Cδ) + Fn(−Cδ) ≤ δ2 .
In particular, we know that
lim sup
n→∞
Pr
(
n−1(λmin(ATA))−1 < e−Cδ
) ≤ δ2 . (59)
Furthermore, suppose the random variable X is distributed as χ21-squared with 1 degree of freedom.
Then there exists a constant Ĉδ > 0 such that
Pr(X ≤ Ĉδ) ≤ δ2 . (60)
Let Mδ
def
= 14 min{e−2Cδ , Ĉ2δ }. With Mδ defined, we are now ready to prove (58). The matrixA is
a.s. invertible so gradient descent converges to x? = A−1b. Next we observe that (58) is equivalent
to solving
lim sup
n→∞
Pr
(‖x0 −A−1b‖ < R˜√nMδ) ≤ δ. (61)
Plugging in the value of b, we get the following
Pr
(‖x0 −A−1b‖ < R˜√nMδ) ≤ Pr (‖A−1η‖ < R˜√nMδ + ‖x0 − x˜‖).
By Markov’s inequality, we deduce that
Pr
(‖x0 − x˜‖ ≥ R˜√nMδ) ≤ R2
nMδR˜2
.
Consider the event given by S def= {‖x0 − x˜‖ < R˜
√
nMδ }. The total law of probability yields
Pr
(‖x0 −A−1b‖ < R˜√nMδ)
≤ Pr (Sc)+ Pr (S ∩ {‖A−1η‖ < R˜√nMδ + ‖x0 − x˜‖})
≤ R
2
nMδR˜2
+ Pr
(‖A−1η‖ < 2R˜√nMδ) = R2
nMδR˜2
+ Pr
(‖A−1η‖2 < 4nR˜2Mδ).
(62)
A simple calculation gives that n−1R˜−2‖A−1η‖2 ≥ n−1(λmin(ATA))−1R˜−2(uTminη)2 where the
orthonormal vector umin is the eigenvector associated with the eigenvalue (λmin(ATA))−1. From
this, we deduce the following inequalities
Pr
(‖A−1η‖2 < 4nR˜2Mδ) ≤ Pr (n−1λmin(ATA)−1 · R˜−2(uTminη)2 < min{e−2Cδ , Ĉ2δ })
≤ Pr (n−1λmin(ATA)−1 < min{e−Cδ , Ĉδ})+ Pr (R˜−2(uTminη)2 < min{e−Cδ , Ĉδ})
≤ Pr (n−1λmin(ATA)−1 < e−Cδ)+ Pr (R˜−2(uTminη)2 < Ĉδ).
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Since η is Gaussian and umin is orthonormal, we know that R˜−2(uTminη)
2 ∼ χ21, a chi-squared
distribution, so (60) holds and we already showed that n−1(λmin(ATA))−1 satisfies (59). By taking
lim sup, we have
lim sup
n→∞
Pr
(‖A−1η‖2 < 4nR˜2Mδ) ≤ δ.
The inequality in (61) immediately follows after taking the limsup of (62).
Combining this lemma with the equation (57), we get with high probability that
‖∇f(xk)‖2 ≤ (λ
+
H)
2‖x0 − x?‖2
(k + 1)2
≈ 16σ
2R˜2d
(k + 1)2
.
By setting the right-hand side equal to ε, we get the worst-case complexity result.
Lastly, we remark that to make ‖x0 − x?‖2 constant across dimensions while using a generative
model, the noise η must decrease to zero as d→∞. In this setting, the average case reduces to the
noiseless regime described above.
E Simulation details
For Figures 1 and 4, which show that the halting time concentrates, we perform 2
12√
d
training runs
for each value of d. In our initial simulations we observed that the empirical standard deviation was
decreasing as d−1/2 as the model grows. Because the larger models have a significant runtime, but
very little variance in the halting time, we decided to scale the number of experiments based on this
estimate of the variance.
For Figure 3, which shows the convergence rates, we trained 8192 models for d = n = 4096 steps
both with (R˜2 = 0.05) and without noise. The convergence rates were estimated by fitting a line to
the second half of the log-log curve.
For each run we calculate the worst-case upper bound on ‖∇f(xk)‖2 at k = n using Taylor et al.
[2017, Conjecture 3].
‖∇f(xk)‖2 ≤ L
2‖x0 − x?‖2
(k + 1)2
def
= UB(‖∇f(xk)‖2)
where x? is the argmin of f calculated using the linear solver in JAX [Bradbury et al., 2018]. To
visualize the difference between the worst-case and average-case rates, we draw a log-log histogram
of the ratio,
UB(‖∇f(xk)‖2)
‖∇f(xk)‖2 .
E.1 Step sizes
In this appendix section, we discuss our choices of step sizes for logistic regression and stochastic
gradient descent (SGD).
E.1.1 Logistic regression
For gradient descent and the least squares problem we use the step size 1L . The Lipschitz constant, L,
is equal to the largest eigenvalue ofH which can be quickly approximated using a power iteration
method.
For logistic regression the Hessian is equal toATDA, whereD is the Jacobian matrix of the sigmoid
activation function. Hence, the Hessian’s eigenvalues are equal to those ofH scaled by the diagonal
entries Dii = σ((Ax)i)(1 − σ(Ax)i)). Since the maximum value of these entries is 14 we use a
step size of 4L for our logistic regression experiments.
E.1.2 Stochastic gradient descent (SGD)
The least squares problem (1) can be reformulated as
min
x∈Rd
1
2n
‖Ax− b‖2 = 1
2n
n∑
i=1
(aix− bi)2 , (63)
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where ai is the ith row of the matrix A. We perform a mini-batch SGD, i.e., at each iteration we
select uniformly at random a subset of the samples bk ⊂ {1, . . . , n} and perform the update
xk+1 = xk − α|bk|
∑
i∈bk
∇fi(xk) . (64)
With a slight abuse of notation, we denote by ∇fi(xk) = 1|bk|
∑
i∈bk ∇fi(xk) the update direction
and use the shorthand b = |bk| for the mini-batch size since it is fixed across iterations. The rest
of this section is devoted to choosing the step size α so that the halting time is consistent across
dimensions n and d. Contrary to (full) gradient descent, the step size in SGD is dimension dependent
because a typical step size in SGD uses the variance in the gradients which grows as the dimension d
increases.
Over-parametrized. If n ≤ d we call the model over-parametrized. In this case, the strong growth
condition from Schmidt and Le Roux [2013] holds. This implies that training will converge when we
use a fixed step size 2LB2 where B is defined as a constant verifying for all x
max
i
{‖∇fi(x)‖} ≤ B‖∇f(x)‖ . (65)
To estimate B we will compute the expected values of ‖∇fi(x)‖2 and ‖∇f(x)‖2. To simplify the
derivation we will assume that x˜ and η are normally distributed. At iterate x we then have
∇f(x) = 1
n
AT (A(x− x˜)− η) (66)
∇f(x) ∼ N
(
Hx,
1
d
H2 +
R˜2
n
H
)
. (67)
Hence the expected value of ‖∇f(x)‖2 is ‖Hx‖2 + tr
(
1
dH
2 + R˜
2
n H
)
. Following Bai and Silver-
stein [2010, Equation 3.1.6 and Lemma 3.1], we know that for large values of n and d, the expected
trace 1d trH ≈ 1 and 1d trH2 ≈ 1 + r. Further, E
[‖Hx‖2] = (1 + r)‖x‖2 and hence
E
[‖∇f(x)‖2] ≈ (1 + r)‖x‖2 + (1 + r) + rR˜2
= (1 + r)(1 + ‖x‖2) + rR˜2 .
(68)
We can approximate the same value for a mini-batch gradient, where
E
[‖∇fi(x)‖2] ≈ (1 + r′)(1 + ‖x‖2) + r′R˜2 , (69)
for batch size b and r′ = db . Note that ‖x‖ ≈ 1 because of the normalization of both the initial point
and the solution, so for our experiments we set B2 = 2+r
′(2+R˜2)
2+r(2+R˜2)
.
Under-parametrized. In the under-parametrized case, SGD with a constant step-size will not
converge but instead reach a stationary distribution around the optimum. Given a step size α ≤ 1LMG
the expected square norm of the mini-batch gradients will converge to αLM where M and MG
are constants such that E
[‖∇fi(x)‖2] ≤ M + MG‖∇f(x)‖2 [Bottou et al., 2018, Theorem
4.8, Equation 4.28]. We will use rough approximations of both M and MG. In fact, we will set
MG = B
2 = 2+3r
′
2+3r .
To approximate M we will estimate the norm of the mini-batch gradients at the optimum for our least
squares model. Set x∗ = A+b = A+η + x˜ where A+ is the Moore-Penrose pseudoinverse. We
will write the row-sampled matrix A˜ in mini-batch SGD A˜ = PA where P consists of exactly b
rows of the identity matrix. Note that P TP is idempotent.
∇˜f(x∗) = 1
b
A˜T (A˜(A+η + x˜− x˜)− η˜)
=
1
b
ATP T (PAA+η − Pη)
=
1
b
ATP TP (AA+ − I)η .
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To simplify the derivation we will again assume that η is normally distributed and that R˜ = 1. Thus
we have
∇˜f(x∗) ∼ N
(
0,
1
b2
ATP TP (AA+ − I)(AA+ − I)TP TPA
)
. (70)
By taking the expectation of the squared norm, we derive the following
E
[
‖∇˜f(x∗)‖2
]
=
1
b2
tr
(
ATP TP (AA+ − I)(AA+ − I)TP TPA)
=
1
b2
tr
(
ATP TPAA+A+TATP TPA
)
+
1
b2
tr
(
ATP TPP TPA
)−
2
b2
tr
(
ATP TPAA+P TPA
)
= tr
(
H˜2A+A+T
)
+
1
b
tr
(
H˜
)
− 2
b
tr
(
H˜A+P TPA
)
=
1
n
tr
(
H˜2H+
)
+
1
b
tr
(
H˜
)
− 2
b
tr
(
H˜A+A+TATP TPA
)
=
1
n
tr
(
H˜2H+
)
+
1
b
tr
(
H˜
)
− 2tr
(
H˜2A+A+T
)
=
1
b
tr
(
H˜
)
− 1
n
tr
(
H˜2H+
)
.
Now, we must find an approximation of 1n tr
(
H˜2H+
)
. For b ≈ n we have H˜2H+ ≈H whereas
for b ≈ 1 we argue that H˜ and H+ can be seen as independent matrices with H+ ≈ I . We can
linearly interpolate between these two extremes,
E
[
‖∇˜f(x∗)‖2
]
≈ 1
b
tr
(
H˜
)
− b
n
1
n
tr (H)−
(
1− b
n
)
1
n
tr
(
H˜2
)
(71)
= r′ − b
n
r −
(
1− b
n
)
r(1 + r′) = (1− r)(r′ − r) . (72)
Experimentally these approximations work well. Hence in our simulations we set M =
R˜2(1− r)(r′ − r).
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