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Abstract
We investigate a free one-dimensional spinless Fermi gas, and the Tonks–Girardeau gas interacting
with a single impurity particle of equalmass.We obtain a Fredholmdeterminant representation for
the time-dependent correlation function of the impurity particle. This representation is valid for an
arbitrary temperature and an arbitrary repulsive or attractive impurity-gas δ-function interaction
potential. It includes, as particular cases, the representations obtained for zero temperature and
arbitrary repulsion in (Gamayun et al 2015Nucl. Phys. B 892 83–104), and for arbitrary temperature
and inﬁnite repulsion in (Izergin and Pronko 1998Nucl. Phys. B 520 594–632).
1. Introduction
Quantummany-body interacting systems in one spatial dimension solved by the Bethe ansatz are unique in that
their complete set of eigenfunctions and eigenstates are known explicitly [1]. The use of this property constitutes
awhole research ﬁeld by now.Describing the time evolution of the observables is one of themost challenging
problems in theﬁeld, remaining largely open.
The present paper is devoted to a particular Bethe ansatz-solvablemodel: a singlemobile impurity
interactingwith a free Fermi gas in one spatial dimension through a δ-function potential of an arbitrary (positive
or negative) strength g. Its eigenfunctions and spectrumhave been found in [2, 3]. The eigenstates were
represented as a sumof a product of planewaves with special coefﬁcients. Such a representation is common for
the Bethe ansatz-solvablemodels. The solution [2, 3]may be obtained from the one for theGaudin–Yangmodel
[4–6] as a particular case. However, themodel we consider here has its own speciﬁcity: there exists a
representation for its eigenstates through a single determinant resembling the Slater determinant for the free
Fermi gas [7–9].We use this representation as a starting point to investigate the time-dependent two-point
impurity correlation function.We also argue that this function is the same as the one for a singlemobile
impurity interactingwith the Tonks–Gurardeau gas [10, 11].
Ourmain result is an exact expression for the aforementioned correlation function in the limit of inﬁnite
system size,  ¥L , and for arbitrary chemical potential (or density). This representation is obtained for the
repulsive aswell as attractive impurity-gas δ-function interaction potential of arbitrary strength g , and for
arbitrary temperature. The key ingredient is the Fredholmdeterminant of a linear integral operator of integrable
type (see, e.g, sectionXIV.1 of [1]). The present solution encompasses two particular cases known so far (i)
inﬁnite repulsion  ¥g [12, 13] (ii) arbitrary repulsion g 0 at zero temperature [14].
The paper is organized as follows: in section 2we deﬁne themodel under consideration. In section 3we
summarize ourmain results. In section 4we explain the transformation from the laboratory to themobile
impurity reference frame. In section 5wewrite the eigenfunctions in themobile impurity reference frame. They
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are represented as a determinant differing from the Slater determinant representation of the free Fermi gas by a
single row only. Using this representationwe obtain the form-factors (the overlaps of the eigenfunctions of the
model under considerationwith the eigenfunctions of the free Fermi gas) in the formof the determinants of
some ﬁnite-dimensionalmatrices. In section 6we perform a form-factors summation in the case g 0which
leads us to the Fredholmdeterminant representation of the impurity correlation function. In section 7we extend
the results obtained in section 6 to the case <g 0. Some properties of form-factors and Fredholmdeterminants,
whichwe use to derive our results, are given in the appendices.
2.Model
In this sectionwe deﬁne ourmodel.We consider a free one-dimensional spinless Fermi gas at temperatureT in
the presence of a single distinct quantumparticle (impurity) propagating through it.We investigate the
correlation function
( ) ( ) ( ) ( )†y y= á ñ G x t Z x t,
1
, 0, 0 . 2.1T
The canonical creation (annihilation) operators †ys (ys) carry the subscript s =  for the Fermi gas, and s = 
for the impurity. The canonical anticommutation relations read
( ) ( ) ( ) ( ) ( ) ( )† †y y y y d d¢ + ¢ = - ¢s s s s ss¢ ¢ ¢x x x x x x . 2.2
The temperature-weighted average á ñT in equation (2.1) is deﬁned as
∣ ∣ ∣ ∣ ( )
{ }
( ) åá ñ = á Ä á ñ Ä ñb m - - N N0 e 0 . 2.3T
N
E NN
Here
∣ ∣ ( )† †ñ = ñ  N c c 0 2.4p pN1
is the free Fermi gas state containingN fermionswith themomenta ¼p p, , .N1 The gas is on a ring of
circumference L, and periodic boundary conditions are imposed.We have
( ) ( )† †åy p= = =   ¼s s-x
L
c p
n
L
n
1
e ,
2
, 0, 1, 2, . 2.5
p
px
p
i
The vacuum ∣ ñs0 is the state with no particles, ∣ ñ =s sc 0 0.The sum in equation (2.3) runs through all possible
values of ¼p p, , ,N1 and N :
( )
{ }
å åå å=
=
¥
. 2.6
N N p p0 N1
The parameterβ is the inverse temperature, b = T1 .The Boltzmann constant, kB, and the Planck constant, ÿ,
are equal to one in our units. The Boltzmann–Gibbsweight ( )b m- -e E NN is deﬁned by the value of the free Fermi
gas energyEN in the state (2.4):
∣ ∣ ( ) ( )ñ = ñ º ¼H N E N E E p p, , , 2.7N N N N1
and by the chemical potentialμ. TheHamiltonian of the free Fermi gas reads
( ) ( ) ( )†ò y y= - ¶¶  
⎛
⎝⎜
⎞
⎠⎟H x x m x xd
1
2
, 2.8
L
0
2
2
wherem is the particlemass. Therefore
( ) ( )å=
=
E p , 2.9N
j
N
j
1
where
( ) ( ) =q q
m2
. 2.10
2
The grand partition functionZ in equation (2.1) is
( ) ( )
{ }
( ) [ ( ) ]å = = +b m b m- - - -Z e 1 e . 2.11
N
E N
p
pN
Here, the product is taken over all possible values of the single-particlemomentum,
p= =   ¼p n L n2 , 0, 1, 2, .The operator y in equation (2.1) evolves with time t as
( ) ( )y y=  -x t x, e , 0 e ,tH tHi i where
2
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( )= +H H H 2.12imp
is theHamiltonian of the entire system, and
( ) ( ) ( ) ( ) ( ) ( ) ( )† † †ò y y y y y y= - ¶¶ +     
⎡
⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥H x x m x x g x x x xd
1
2
. 2.13
L
imp
0
2
2
TheHamiltonian (2.12) deﬁnes the fermionic Gaudin–Yangmodel [4–6], inwhich the number of impurity
particles
( ) ( ) ( )†ò y y=  N x x xd , 2.14L
0
is arbitrary. However, only states of theHamiltonian (2.12)with =N 0, and =N 1are relevant for the
dynamics described by the correlation function (2.1). The parameter g in equation (2.13) gives the strength of the
impurity-gas interaction.We consider the case of both repulsive, g 0, and attractive, <g 0, interactions. The
ﬁrst-quantized formof theHamiltonian (2.12)with =N 1 is
( ) ( )å åd= - ¶¶ -
¶
¶ + -=  = 
H
m x m x
g x x
1
2
1
2
. 2.15
j
N
j j
N
j
1
2
2
2
2
1
Here, ¼x x, , N1 are coordinates of the gas particles, and x is the coordinate of the impurity.
Let us now consider the Tonks–Girardeau gas [10, 11]. It consists of bosons interacting with each other
through a δ-function repulsive potential of inﬁnite strength. The eigenfunctions of the Tonks–Girardeau gas,
( )Y ¼x x, ,B N1 , and those of the free Fermi gas, ( )Y ¼x x, ,F N1 , are in one-to-one correspondence:
( ) ( ) ( ) ( )
 
Y ¼ = Y ¼ -
<
x x x x x x, , , , sign . 2.16F N B N
j l N
j l1 1
1
Here, ( )xsign stands for the sign function, equal to one (minus one) for x positive (negative). Adding a single
mobile impurity to the Tonks–Girardeau gas leads to themodel whose eigenstates ( )Y ¼x x x, , ,B N1 satisfy
( ) ( ) ( ) ( )
 
Y ¼ = Y ¼ - 
<
x x x x x x x x, , , , , , sign , 2.17F N B N
j l N
j l1 1
1
where ( )Y ¼x x x, , ,F N1 is an eigenstate of theHamiltonian (2.15).We stress that ( )Y ¼x x x, , ,B N1
( ( )Y ¼x x x, , ,F N1 ) is symmetric (antisymmetric)with respect to any permutation of ¼x x, , N1 . The impurity is
distinguishable from the gas particles, therefore no symmetry restriction needs to be enforcedwhen exchanging
x with ¼x x, , N1 . Equations (2.16) and (2.17) imply that the correlation function (2.1) is the samewhether the
impurity is injected into the free Fermi gas or the Tonks–Girardeau gas. Note that this statement holds true for
certain other observables (for example, the average impuritymomentum [15]).We present our calculations for
an impurity injected into a free Fermi gas, bearing inmind that our results, which are summarized in section 3,
are applicable to the case of the impurity injected into the Tonks–Girardeau gas aswell.
3. Results
In this sectionwe show themain result of our paper: the Fredholmdeterminant representation of the correlation
function (2.1) at a given temperatureT and chemical potential m.The structure of the representation crucially
depends on the sign of the impurity-gas interaction g.
In section 3.1we give the representation for the repulsive impurity-gas interaction, g 0.The result for the
attractive interaction, <g 0, is given in section 3.2. The particular cases of the inﬁnitely strong repulsion,
 ¥g , and attraction,  -¥g , are discussed in a separate section 3.3.
3.1. Impurity-gas repulsion, g 0
The Fredholmdeterminant representation for the correlation function (2.1) in the case of the repulsive
impurity-gas interaction, g 0, reads
( ) [( ) ( ˆ ˆ ) ( ˆ ˆ ˆ )] ( )òp= L - + + + --¥
¥
G x t h I V I V W,
1
2
d 1 det det . 3.1rep
Here
[ ( ) ( )]
∣ ∣
( )( )
( )ò òp n n p= - = -t
t
-¥
¥ - - + -¥
¥ -
+
h q q q
g
q
k q
1
2 i
d e
1
4
d
e
, 3.2q
q
i
2 i
2
where
( ) ( ) ( )t = -q t q xq, 3.3
3
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the function ( ) q is deﬁned by equation (2.10),
( ) ( )

n = - q
g
q k2
1
, 3.4
and
( ) ( )= L k g
2
i . 3.5
The identity operator is denoted by Iˆ . The kernels of the linear integral operators Vˆ and Wˆ , on the domain
[ ] [ ]-¥ ¥ ´ -¥ ¥, , , are deﬁned by
( ) ( ) ( ) ( ) ( ) ( )¢ = ¢ - ¢- ¢
+ - - +V q q e q e q e q e q
q q
, , 3.6
and
( ) ( ) ( ) ( )¢ = ¢+ +W q q e q e q, , 3.7
respectively. The functions e are deﬁned as
( ) ( ) ( ) ( ) ( ) ( )( )p J= =
t+ - -e q e q e q e q q,
1
e , 3.8qi 2
where
( ) ( ) ( ) ( )( )òp n n= ¢
¢
¢ - - -
¢
¢ - +
t
-¥
¥ - ¢ - +⎛
⎝⎜
⎞
⎠⎟e q q
q
q q
q
q q
1
2 i
d e
i0 i0
, 3.9qi
and
( ) ( )[ ( ) ]J = +b m-q
1
e 1
3.10
q
is the Fermiweight. The determinant—‘det’ symbol in equation (3.1)—stands for the Fredholmdeterminant of
the corresponding linear integral operator. For completeness, we discuss the properties of Fredholm
determinants, whichwe use to derive our results, in appendix A.
The kernel (3.6) belongs to a class of integrable kernels [1, 16]. Due to this property the resolvent operator Rˆ,
deﬁned as
ˆ ˆ ( ˆ ˆ ) ( )- = + -I R I V , 3.111
is also integrable:
( )
( ) ( ) ( ) ( )
( )¢ = ¢ - ¢- ¢
+ - - +R q q
f q f q f q f q
q q
, . 3.12
The functions f are the solutions to the integral equations
( ) ( ) ( ) ( ) ( )ò+ ¢ ¢ ¢ = -¥
¥
 f q q V q q f q e qd , . 3.13
Using the fact that the operator Wˆ , with the kernel (3.7), has rank one, we recast the representation (3.1) into the
following form:
( ) ( ) ( ˆ ˆ ) ( )òp= L - +-¥
¥
++G x t h B I V,
1
2
d det , 3.14rep
where
( ) ( ) ( )ò=++ -¥
¥
+ +B q e q f qd . 3.15
3.2. Impurity-gas attraction, <g 0
The Fredholmdeterminant representation for the correlation function (2.1) in the case of the attractive
impurity-gas interaction, <g 0, reads
( ) ( ) ( ) ( )= +G x t G x t G x t, , , . 3.16iattr rep
Here,Grep is given by equation (3.1) inwhichwe let g be negative. The functionG
i in equation (3.16) is given by
the following expression:
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( ) [ ( ˆ ˆ ˆ ) ( ˆ ˆ ˆ ˆ )] ( )[ ( ) ( )]òp= L + + - + + -t t-¥
¥ - ++ -G x t g I V V I V V V,
4
1
2
d e det det . 3.17i k k
2
i
1 1 2
The kernels of the operators entering equation (3.17) are deﬁned on [ ] [ ]-¥ ¥ ´ -¥ ¥, , .The kernel of Vˆ is
given by equation (3.6), and those of Vˆ1 and Vˆ2 are given by
( ) ( ) ( )
( )( )
( ) ( ) ( ) ( ) ( )¢ = ¢- - ¢ -
¢
- -
¢
- ¢
- -
+ -
- +
-
+ -
+
V q q
he q e q
k q k q
e q e q
k q
e q e q
k q
, , 3.181
and
( ) ( ) ( )
∣ ∣ ∣ ∣
( )¢ = ¢- - ¢
- -
+ +
V q q g
e q e q
k q k q
, , 3.192 2 2 2
respectively. The functions entering equations (3.18) and (3.19) are deﬁned in section 3.1.Note thatGi accounts
for the bound states formed by the impurity and the gas particles, which exist for theHamiltonian (2.15)with
<g 0. This is explicitly shown in section 7.
3.3. The limiting cases of inﬁnitely strong repulsion and attraction,  ¥g
In this sectionwe consider the Fredholmdeterminant representation for the correlation function (2.1) in the
limiting cases of inﬁnitely strong impurity-gas repulsion,  ¥g , and attraction,  -¥g . In the case
 ¥g our representation coincide with the one given in [12, 13]. In the previously unexplored case  -¥g
the representation is shown to be identical with the one obtained for  ¥g .
In the  ¥g limits the function (3.2) reads as follows:
( ) ( )h=
¥
⎜ ⎟⎛⎝
⎞
⎠h G x tlim 2 sin 2 , . 3.20g
2
0
Here, the variable η is related toΛ by the formula
( )hL = - ⎜ ⎟⎛⎝
⎞
⎠cot 2 , 3.21
andG0 is theGreen’s function of a free particle
( )
( )
( )( )òp d= =
¹
=
t p
-¥
¥ - -
p⎪
⎪
⎧
⎨
⎩
G x t k
t
x t
,
1
2
d e
e e 0,
0.
3.22k
m
t0
i
i
2
imx
t4
2
2
Let us consider the function ( )G x t,rep , which is deﬁned by equation (3.1) for both repulsive, g 0, and
attractive, <g 0, interactions. The  ¥g limits of this equation read
( ) {[ ( ) ] ( ˆ ˆ ) ( ˆ ˆ ˆ )} ( )òp h= - + + + -  ¥p
p
¥ - ¥ ¥ ¥
G x t G x t I V I V W g,
1
2
d , 1 det det , . 3.230
The kernels of the operators ¥ˆV and ˆ¥W are
( ) ( ) ( )¢ º ¢¥ ¥V q q V q q, lim , , 3.24g
and
( )( ) ( ) ( )¢ º ¢h¥ ¥W q q W q q,
1
2 sin
lim , , 3.25
g
2
2
where ( )¢V q q, and ( )¢W q q, are deﬁned by equations (3.6) and (3.7), respectively. In the  ¥g limits the
function (3.9) reads as follows:
( ) ( ) ( )
( )
( )òh p h hº = ¢ ¢ - +
t
t¥ ¥ -¥
¥ - ¢ -⎜ ⎟⎛⎝
⎞
⎠e q e q q q qlim sin 2
1
p.v. d
e
sin
2
cos
2
e , 3.26
g
q
q
2 i
i
where the symbol ‘p.v.’ indicates that the integral has to be interpreted as theCauchy principal value.Note that
the representation (3.23) coincides with equation (5.63) of [13] in the limit  ¥B and  -¥h while
keeping m+ = =h B const ,whereμ is the chemical potential in ourmodel.
The function ( )G x t,i entering equation (3.16), and deﬁned by equation (3.17), vanishes in the  -¥g
limit
( ) ( )=  -¥⎛⎝⎜
⎞
⎠⎟G x t g g,
1
, . 3.27i
Let us prove this statement. Letting  -¥g in equations (3.6), (3.18), and (3.19), after some elementary
algebra, we get from equation (3.17)
5
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( ) ( ) ( )[ ( ) ( )]òp= L L  -¥t t-¥
¥ - ++ -G x t u g, 1
2
d e , , 3.28i k ki
where
( )
( )
( ˆ ˆ ) ( )L = L + + ¥ --u I V B
4
1
det . 3.29
2 2
Here, the kernel of the operator ¥ˆV is deﬁned by equation (3.24), and
( ) ( ) ( )ò=-- -¥
¥
- -B q e q f qd , 3.30
where -f is deﬁned by equation (3.13).We have
( ) ( ) ( ) ( )t t+ = L - - L+ -k k t
m
g
x
4
1 2 , 3.31
2
2
where τ is deﬁned by equation (3.3), and k by equation (3.5). Therefore, the right-hand side of equation (3.28)
decays at least as fast as g1 if
∣ ( )∣ ( )< ¥u 0 . 3.32
The analytic properties of ( )Lu discussed in section 2.3 of [17] imply the validity of equation (3.32), thus
completing the proof of equation (3.27).
We found that the correlation function (2.1) is given by the same expression (3.23) for both  ¥g and
 -¥g limits. This implies, in particular, that the results for ( )¥G x t, obtained by the technique developed in
[18] (which is speciﬁc to the  ¥g limit) are valid in the  -¥g limit.
4.Mobile impurity reference frame
In this sectionwe take ourmodel deﬁned in the laboratory reference frame, andwrite it in themobile impurity
reference frame, following [8].We obtain theHamiltonianwhich does not contain the impurity coordinate and
contains the totalmomentum (a good quantumnumber) explicitly. The calculations performed in the rest of
our paper are based on this representation of theHamiltonian.
Let us introduce the operator
( ) =  e , 4.1P Xi
where
( ) ( ) ( ) ( ) ( )† †ò òy y y y s= = - ¶¶ =  s s s s s s⎜ ⎟⎛⎝ ⎞⎠X x x x x P x x x xd , d i , , . 4.2
L L
0 0
The transformation of an arbitrary operator from the laboratory to themobile impurity reference frame reads
( )   = - . 4.31
It is often referred to as a polaron, or the Lee–Low–Pines transformation [19]. For single-particle operators, we
get
( ) ( ) ( )y y= - x xe 4.4P xi
( ) ( ) ( )y y= -  x x X , 4.5
and for theHamiltonian (2.12) subjected to the condition =N 1, we get
( )  = + = H H H N, 1. 4.6imp
Here
( ) = H H 4.7
and
( ) ( ) ( ) r= - + =   H
P P
m
g N
2
0 , 1. 4.8imp
2
The totalmomentumP is conserved in themodel (2.12):
[ ] ( )= = + P H P P P, 0, . 4.9
Equation (4.9), written in themobile impurity reference frame reads
[ ] ( ) = = =  P H P P N, 0, , 1. 4.10
Thismeans that P is the totalmomentumof themodel written in themobile impurity reference frame.
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The state (2.4) is an eigenfunction of themomentumoperator for the free Fermi gas
∣ ∣ ( )åñ = ñ =
=
P N P N P p, . 4.11N N
j
N
j
1
Using that ∣ ñ = X 0 0we get for the operator (4.1)
∣ ∣ ∣ ∣ ( ) ñ Ä ñ = ñ Ä ñ N N0 0 . 4.12
Wenote that
∣ ∣ ∣ ∣ ( )ñ Ä ñ = ñ Ä ñ H N E N0 0 , 4.13N
where the energy EN of the free Fermi gas in the state ∣ ñN is deﬁned by equations (2.7) and (2.9). Applying the
transformation (4.3) to the operators entering equation (2.1) and using equations (4.4) and (4.11)–(4.13)we get
( ) ∣ ∣ ( ) ( )∣ ∣ ( )
{ }
( ) †å y y= á Ä á ñ Ä ñb m- - -   -  G x t Z N x N,
1
e e e 0 e 0 0 . 4.14
N
E t P x E N tHi i iN N N
Using themomentum space decomposition (2.5) for the operators y and †y entering equation (4.14), we
get
( ) ∣ ∣ ( )
{ }
( ) ( ) ( )å å= á ñb m- - - - -G x t
Z L
N N,
1
e e
1
e e . 4.15
N
E N E t
p
P p x tH pi i iN N N
Here, ( )H p is obtained from H , equation (4.6), by projecting the operator P entering equation (4.8) onto the
state ∣† ñ c 0p havingmomentum p:
( ) ( ) ( ) ( ) ( ) ( )   r= + = - +  H p H H p H p
p P
m
g,
2
0 . 4.16imp imp
2
By using themobile impurity reference framewe reduce the problemof calculating the correlation function
(2.1) to the analysis of thematrix elements ∣ ∣( )á ñ-N Ne tH pi entering equation (4.15). The impurity-gas
interaction term, ( )rg 0 , in equation (4.16) has the formof a static potential scattering off the gas particles.
Using the completeness condition
∣ ∣ ( )å ñá =f f 1 4.17
f
p p
p
for the eigenfunctions ∣ ñfp of theHamiltonian ( )H p at a given p,
( )∣ ∣ ( ) ñ = ñH p f E f , 4.18p f p
wewrite
∣ ∣ ∣ ∣ ∣ ( )( ) åá ñ = á ñ- -N N N fe e . 4.19tH p
f
p
tEi 2 i
p
f
The overlaps ∣á ñN fp , often called form-factors, vanish in the largeN limit for any ¹g 0 (the decay rate for some
∣á ñN fp is found in [8]). This vanishing is an example of the Anderson orthogonality catastrophe [20].We give an
explicit expression for ∣á ñN fp in section 5. The sumover fp in equation (4.19) contains inﬁnitelymany terms, and
does not vanish as  ¥N .Wecalculate this sum in sections 6 and 7.
5. Bethe ansatz
In section 5.1we present the eigenfunctions and spectrumof theHamiltonian (4.16). In section 5.2we discuss
the solutions of the Bethe ansatz equations. In section 5.3we calculate the overlaps between the eigenfunctions
of theHamiltonian (4.16) and the eigenfunctions (2.4) of the free Fermi gas.
5.1. Eigenfunctions and spectrum
The eigenfunctions and spectrumof themobile impuritymodel (2.15)were found exactly in [2, 3]. The
eigenfunctions in the coordinate representation could bewritten as a sum running over all permutations ofN
particles, and containing !N terms. Each of the terms is a product of planewavesmultiplied by a factor which
does not depend on the coordinates of the particles. Such a structure of the eigenfunctions is common for the
Bethe ansatz solvablemodels [1]. For example, this is the case in theGaudin–Yangmodel [4–6, 21], which
contains themobile impuritymodel (2.15) as a particilar instance.However, speciﬁc to themodel (2.15), the
eigenfunctions can bewritten in themobile impurity reference frame as a single determinant,much resembling
the Slater determinant for the eigenfunctions of a free Fermi gas.We demonstrate this explicitly in the present
section.
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We let the particlemass
( )=m 1 5.1
through the rest of the paper in order to lighten notations.Wewrite the eigenfunctions ∣ ñfp , deﬁned by
equation (4.18), in the coordinate representation as the determinant of the ( ) ( )+ ´ +N N1 1 matrix
( )
!
( ) ( )
( )  
n n
=
- - +
+
+
f x x
Y
N L
k k
,...,
e ... e
e ... e
...
. 5.2p N
f
N
k x k x
k x k x
N
1
i i
i i
1 1
N
N N N
1 1 1 1
1 1
Here, n- is deﬁned by equation (3.4). The factorYf ensures the normalization condition
∣ ( )dá ¢ñ = ¢f f . 5.3p p ff
Note that ∣ dá ¢ ñ ¹¢ ¢f fp p ff for ¹ ¢p p .WecalculateYf in section 5.3. The set of quasi-momenta ¼ +k k, , N1 1
satisﬁes a systemof nonlinear equations (Bethe equations)
( )= - L = ¼ +k L k
g
j Ncot
2
2
, 1, 2, , 1, 5.4
j j
and
( )å=
=
+
p k . 5.5
j
N
j
1
1
Recall that p is the totalmomentumof the system in the laboratory reference frame, and it is quantized as follows
( )p= =  p
L
n n
2
, 0, 1, 2 ,.... 5.6
The energyEf of the state ∣ ñfp is
( )å=
=
+
E k
1
2
. 5.7f
j
N
j
1
1
2
The determinant in equation (5.2) differs from the Slater determinant for the eigenfunctions of a free Fermi gas
by the last rowonly. Note that the explicit formof thematrix under the determinant can be changed by a unitary
transformation; its size can also be reduced by decomposing the determinant. This explains the variety of the
representations equivalent to the one given by equation (5.2), found in the literature [7–9, 14, 15].
5.2. Solutions of the Bethe equations
In this sectionwe discuss the properties of the solutions of the Bethe equations (5.4) and (5.5) that we use to
derive our results.
Any solution ¼ L+k k, , ,N1 1 of the Bethe equations (5.4) and (5.5) has the following properties [3]: (i)Λ is
real. (ii) If g 0 all kjʼs are real. (iii) If <g 0 either all kjʼs are real, or ¼ -k k, , N1 1 are real, while kN and +kN 1have
a non-zero imaginary part, and *= +k kN N 1. Furthermore, if kN and +kN 1 are complex, they read as follows in the
large L limit:
( ) ( ) ( )∣ ∣ ∣ ∣ = + = ++ - + - -k k k ke , e , 5.8N g L N g L1
where k are deﬁned by equation (3.5).
Wewill often use the following representation of the Bethe equations (5.4):
( )
( )
( )nn= = ¼ +
-
+
k
k
j Ne , 1, , 1, 5.9k L
j
j
i j
where n are given by equation (3.4). Taking the derivative of equation (5.9)with respect toΛwe get
( ) ( )
( ) ( )
( )n nn n
¶
¶L = + = ¼ +
- +
- +
k
L
k k
k k
j N
2
1
, 1, , 1. 5.10
j j j
Lg j j
4
Substituting equation (5.8) into (5.10)we obtain
( ) ( )∣ ∣ *¶¶L =
¶
¶L = + =
+ - +
k k g
k k
2
e , . 5.11N N g L N N
1
1
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Let us introduce the real-valued functionR(x) as a solution of the equation
( ) ( ) ( )= +R x x
gL
R xcot
4
. 5.12
This function is single-valued for-¥ < < ¥x if
( ) -
gL
4
1. 5.13
For the rest of the paperwe assume that equation (5.13)holds true.We note that the results obtained using this
condition are valid for arbitrary g in the  ¥L limit.
The functionR(x)decaysmonotonously
( ) ( )¶¶ < -¥ < < ¥
R x
x
x0, 5.14
and takes the values between 0 andπ:
( ) ( ) ( )p-¥ = ¥ =R R, 0. 5.15
Using this function, any real-valued quasi-momenta kj entering equation (5.4) can be parametrized as follows
( )p dp= - =   ¼
⎛
⎝⎜
⎞
⎠⎟k L n n
2
, 0, 1, 2, , 5.16j j
j
j
where
( )d p d p= L - <⎛⎝⎜
⎞
⎠⎟R gL n
4
, 0 . 5.17j j j
Combining equations (5.16), (5.17), and (5.14) one can immediately see that
( )¶¶L > -¥ < L < ¥ = ¼ +
k
j N0, , 1, , 1 5.18
j
for any real-valued quasi-momentum k .j
Evidently, real quasi-momenta kjʼs, are in one-to-one correspondencewith njʼs. The kjʼs should be different
from each other, otherwise the function (5.2) vanishes. This implies that the njʼs should be different as well.
Therefore, each eigenstate (5.2) is uniquely characterized by an ordered set < < +n nN1 1 (or by
< < -n nN1 1 if *= +k kN N 1) for a given p.Wealso stress that taking the limits L  ¥ and L  -¥ one
gets the same subset of eigenstates (5.2). The condition d p<j imposed in equation (5.17) ensures that this
subset is taken into account only once.
5.3.Determinant representation for ∣á ñN fp
In this sectionwe present an explicit formula for the overlaps ∣á ñN fp between the eigenfunctions (2.4) of the free
Fermi gas and the eigenfunctions (5.2) of themobile impuritymodel.We also present an explicit formula for the
normalization constantYf in equation (5.2).
Straightforward calculations (see appendix B.1 for details) lead us to the following result:
∣ ( ) ( ) ná ñ =
=
+
-⎜ ⎟
⎛
⎝
⎞
⎠N f Y L D k
2i
det , 5.19p f
N
f
j
N
j
1
1
where
( )  =
- -
- -
+
+
Ddet
...
...
1 ... 1
5.20f
k p k p
k p k p
1 1
1 1
N
N N N
1 1 1 1
1 1
is the determinant of the ( ) ( )+ ´ +N N1 1 matrix, and n- is deﬁned by equation (3.4).We get from
equation (5.19)
∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ( ) ( )∣ ( ) n ná ñ =
=
+
- +⎜ ⎟
⎛
⎝
⎞
⎠N f Y L D k k
2
det . 5.21p f
N
f
j
N
j j
2 2
2
2
1
1
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Now, using equation (B16) from appendix B.2wewrite an explicit expression for ∣ ∣Yf 2:
∣ ∣ ( ) ( ) ( ) ( )
( ) ( )
( ) ån n n nn n= + +- =
+
- +
=
+ - +
- +
Y
gL
k k
k k
k k
1
4
1
. 5.22f
j
N
j j
j
N
j j
gL j j
2
1
1
1
1
4
Substituting this expression into equation (5.21) and using equation (5.10)we get
∣ ∣ ∣ ∣ ∣ ( )å á ñ = ¶¶L
¶
¶L=
+ -
=
+
⎜ ⎟⎛⎝
⎞
⎠N f L D
k k2
det . 5.23p
N
f
j
N
j
j
N
j2 2
1
1
1
1
1
Recall that ¼ L+k k, , ,N1 1 solve the Bethe equations (5.4) and (5.5).
In sections 6 and 7we employ the representation (5.23) to perform the summations in equations (4.19) and
(4.15) and obtain the result expressed in terms of the Fredholm determinants.
6. Summation in case of impurity-gas repulsion, g 0
In this sectionwe perform the summations in equations (4.19) and (4.15). This results in the Fredholm
determinant representation for the correlation function (2.1).We assume that the impurity-gas interaction is
repulsive, g 0.The case of the attractive interaction, <g 0, is considered in section 7.
In section 6.1we perform the summation in equation (4.19) using the explicit formula (5.23). In section 6.2
we transform the representations obtained in section 6.1, using the fact that the system size  ¥L . In
section 6.3we perform the summations in equation (4.15).
6.1. Summation over fp
In this sectionwe perform the summation over fp in equation (4.19).
The quasi-momenta ¼ +k k, , N1 1 characterizing the eigenfunctions fp for a given p are coupled to each other
by the condition (5.5). There, the totalmomentum p is quantized, as given by equation (5.6). The quantization is
due to aﬁnite system size, L, and should play no role for the observables as  ¥L .Wecan therefore write the
following identity
( ) ( )òåd p- =  ¥å=
+
-¥
¥ -=
+⎛
⎝
⎜⎜
⎞
⎠
⎟⎟k p z L12 d e , . 6.1j
N
j
k p z
1
1
i
j
N
j1
1
The argumentå -=+ k pjN j11 of theDirac δ-function on the left-hand side of this expression is equal to zerowhen
equation (5.5) is satisﬁed. Using equation (6.1) to calculate the correlation function (2.1) produces results which
are exact in the  ¥L limit.
Let us now introduce the function
( ) ( )ò å ådD ¼ = L ¶¶L -+ -¥
¥
=
+
=
+⎛
⎝
⎜⎜
⎞
⎠
⎟⎟n n
k
k p, , d . 6.2p N
j
N
j
j
N
j1 1
1
1
1
1
Here, ¼ +n n, , N1 1 are integers which deﬁne ¼ +k k, , N1 1 as given by equations (5.16) and (5.17).We stress that kjʼs
depend onΛ through djʼs as given by equation (5.17). Therefore, ( )D ¼ =+n n, , 1p N1 1 if there exists a solution
to the Bethe equations (5.4) and (5.5) for a given set ¼ +n n, , N1 1, and p, and is equal to zero otherwise:
( ) ( ) ( ) ( )D ¼ = ¼+ +⎧⎨⎩n n
n n p
, ,
1 , , , and solve equations 5.4 and 5.5 ,
0 otherwise.
6.3p N
N
1 1
1 1
Deﬁning
( ) ∣ ∣ ∣ ( ) ( ) ( )¼ = á ñ ¼+ +
⎧⎨⎩F n n
N f n n p
, ,
, , , and solve equations 5.4 and 5.5 ,
0 otherwise,
6.4p N
p N
1 1
2
1 1
and using equations (5.23) and (6.2)we get
( ) ∣ ∣ ( )ò  åd¼ = L ¶¶L -+ -¥
¥
=
+
=
+
⎜ ⎟⎛⎝
⎞
⎠
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟F n n L
k
D k p, , d
2
det . 6.5p N
N
j
N
j
f
j
N
j1 1
1
1
2
1
1
We stress that Fp is symmetric with respect to the permutations of ¼ +n n, , N1 1, and vanishes if any two integers
from this set coincide. Using equation (6.5)wewrite the right-hand side of equation (4.19) as follows:
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∣ ∣
( )!
( ) ( )( ) åá ñ = + ¼- ¼ +
-
+
N N
N
F n ne
1
1
, , e . 6.6tH p
n n
p N
tEi
, ,
1 1
i
N
f
1 1
On the right-hand side of this expression the summation over each nj goes independently over all integers. The
factor ( )!+N1 1 compensates themultiple counting of the Bethe ansatz solutions stemming from the removal
of the ordering condition < < +n n .N1 1 Substituting the identity (6.1) into equation (6.6)we get
∣ ∣
( )!
∣ ∣ ( )
( )
( )
 ò
òå p
á ñ = + L
´ ¶¶L
t
-
-¥
¥
¼ -¥
¥ -
=
+
-
+
⎜ ⎟⎛⎝
⎞
⎠
⎡
⎣⎢
⎤
⎦⎥
N N
N
z
L
D
k
e
1
1
d
d
2
e
2
det e , 6.7
tH p
n n
pz
N
f
j
N
k j
i
, ,
i 2
1
1
i
N
j
1 1
where
( ) ( )t = -k t k zk
2
. 6.8
2
We stress that each kj depends on nj as given by equations (5.16) and (5.17). Since ¼ +k k, , N1 1 are real we have
∣ ∣ ( ) ( )=D Ddet det 6.9f f2 2
and equation (5.18) is applicable.We can, therefore, rewrite equation (6.7) as follows
∣ ∣
( )!
( ) ( )
( )
( )
 ò
òå p
á ñ = + L
´ ¶¶L
t
-
-¥
¥
¼ -¥
¥ -
=
+
-
+
⎜ ⎟⎛⎝
⎞
⎠
⎡
⎣⎢
⎤
⎦⎥
N N
N
z
L
D
k
e
1
1
d
d
2
e
2
det e . 6.10
tH p
n n
pz
N
f
j
N
k j
i
, ,
i 2
1
1
i
N
j
1 1
Wenow transform the summation over ¼ +n n, , N1 1 in equation (6.10) using a technique explained in
appendix B.3. Employing equation (B23)we get
( )!
( )
( ) ( ) ( )
( )å +
¶
¶L
= - + -
t
¼ =
+
-
+
⎜ ⎟⎛⎝
⎞
⎠
⎡
⎣⎢
⎤
⎦⎥L N D
k
h A A B
2 1
1
det e
1 det det . 6.11
N
n n
f
j
N
k j
, ,
2
1
1
i
N
j
1 1
Here
( )( )å= ¶¶L t-h
k
e , 6.12
n
ki
( )( )
( )
( )å= ¶¶L - - = ¼
t-
A
L
k
k p k p
j l N
2 e
, , 1, , , 6.13jl
n
k
j l
i
and
( ) ( ) ( )= = ¼B
L
e p e p j l N
2
, , 1, , , 6.14jl j l
where
( ) ( )
( )å p= ¶¶L - = =   ¼
t-
e q
k
k q
q
L
n n
e
,
2
, 0, 1, 2, . 6.15
n
ki
We stress that the summation index n in equations (6.12), (6.13), and (6.15) is related to k by equation (5.16).We
rewrite equation (6.13) in a formused in our subsequent calculations
( )
( )
( ) ( )
( )
( )åd d= ¶¶L - + -
-
- = ¼
t-⎡
⎣
⎢⎢
⎤
⎦
⎥⎥A L
k
k p
e p e p
p p
j l N
2 e
1 , , 1, , . 6.16jl jl
n
k
j
jl
j l
j l
i
2
Substituting equation (6.11) into (6.10)we get
∣ ∣ [( ) ( )] ( )( ) ò ò pá ñ = L - + -- -¥
¥
-¥
¥ -N N dz h A A Be d
2
e 1 det det . 6.17tH p pzi i
6.2. Large L limit
In this sectionwe use the fact that the system size  ¥L to transform the representations obtained in
section 6.1.
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We introduce the function
( ) ( )= - L -b k k
g
kL2
cot
2
6.18
whose zeroes ( ) =b k 0 are the solutions to the Bethe equations (5.4). It satisﬁes the following identity
( ) ( ) ( )¶¶ =
¶
¶L =
-
⎜ ⎟⎛⎝
⎞
⎠
b k
k
k
b kat 0. 6.19
1
Using this identity we transform the summation in equations (6.12), (6.16), and (6.15) as follows
∮( ) ( ) ( ) ( )å p
¶
¶L = g
k
f k
k
b k
f k
1
2 i
d
. 6.20
n
The contour γ is oriented counter-clockwise. It is chosen in such away that the zeroes of b(k) are inside the
domain bounded by γ, and the poles of the function f(k) are outside.
We now take the large L limit. This will remove the effects of the boundary conditions, and further simplify
the formulas. The function ( )kLcot 2 entering b(k) is periodic with the period p L2 .The variation over the
period of the other terms entering b(k) can be neglected in the integrals containing b(k) to the leading order of
the L1 expansion. Taking into account that
( )
( )òp - = + ¹
p
k
z k z z
z
1
d
1
cot
1
isign Im
, Im 0 6.21
0
we can replace ( )kLcot 2 with i if g >Im 0 andwith-i if g <Im 0 in the function b(k) on the right-hand side
of equation (6.20).
We beginwith applying the arguments from the previous paragraph to the representation (6.20) of the
function (6.12).We take the contour γ consisting of two straight lines, g+ and g-. Here, g+ runs from¥ + i0
to-¥ + i0, and g- runs from-¥ - i0 to¥ - i0. Therefore
( )
( ) ( )òp= - L - - - L +
t t
-¥
¥ - -⎛
⎝⎜
⎞
⎠⎟h k k g k g
1
2 i
d
e
2 i
e
2 i
. 6.22
k ki i
Wenowperform the same procedure with the function ( )e q , deﬁned by equation (6.15).We take the
contour γ consisting of g g+ -, , and c.Here, c is a clockwise-oriented closed contour around the point q.We
have
∮ ( ) ( )
p
- = = =   ¼
k
b k k q
q
L
n n
d 1
0 at
2
, 0, 1, 2, . 6.23
c
Therefore
( )
( )
( ) ( )
( )
( ) ( )
( ) ( )
ò
ò
p
p
= - L - - - - - L + - +
= - L- L + + - L + -
t t
t t
-¥
¥ - -
-
-¥
¥ -
⎛
⎝⎜
⎞
⎠⎟e q k k g k q k g k q
q g
q g
k
k g k q
1
2 i
d
e
2 i
1
i0
e
2 i
1
i0
2 e
2 1
1
p.v. d
e
2 1
1
, 6.24
k k
q k
i i
i
2
i
2
where p.v. stands for theCauchy principal value of the integral.
Nowwe transform the diagonal entries of thematrix (6.16):
∮( ) ( ) ( )
( ) ( )å pº
¶
¶L - = - L - -
t
g
t- -
A
L
k
k p
k
k p
2 e 1
2 i
d
cot
e
. 6.25jj
n
k
j
k
g
kL
k
j
i
2 2
2
i
2
We take the same contour γ as for ( )e q .The contour c gives now a non-vanishing contribution.We have
( )∣ ( )( )= + ¶t- =A
L
e qe
2
. 6.26jj p q q pi j j
Using
( )( ) =t
=
- - +e e , 6.27
j
N
p tE P z
1
i i ij N N
we arrive at the following expressions for the determinants enteringequation (6.17):
( ˜ ) ( )= +- +A I Vdet e det , 6.28tE P zi iN N
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and
( ) ( ˜ ˜ ) ( )- = + -- +A B I V Wdet e det . 6.29tE P zi iN N
Here
˜ ( ) ( ) ( ) ( ) ( )p= -- = ¼
+ - - +
V
L
E p E p E p E p
p p
j l N
2
, , 1, , 6.30jl
j l j l
j l
and
˜ ( ) ( ) ( )p= = ¼+ +W
L
E p E p j l N
2
, , 1, , . 6.31jl j l
The functions E are deﬁned as
( ) ( ) ( ) ( ) ( )( )p= =
t+ - -E q e q E q E q,
1
e , 6.32qi 2
and the functions ( )h e q, , and ( )t q by equations (6.22), (6.15), and (6.8), respectively. Substituting
equations (6.28) and (6.29) into equation (6.17)we get
∣ ∣
[( ) ( ˜ ) ( ˜ ˜ )] ( )
( )
( )
 ò
ò p
á ñ = L
´ - + + + -
-
-¥
¥
-¥
¥ - -
N N
z
h I V I V W
e d
d
2
e e 1 det det . 6.33
tH p
P p z E t
i
i iN N
6.3. Summation over p and { }N
In this sectionwe perform the summation over p and { }N in equation (4.15) and obtain the Fredholm
determinant representation for the correlation function (2.1).
We replace the sumover pwith an integral
( )òå p -¥
¥
L
p
1 1
2
d , 6.34
p
while taking the  ¥L limit of equation (4.15), and get
( ) ∣ ∣ ( )
{ }
( ) ( ) ( )òå p= á ñb m- - -¥
¥ - - -G x t
Z
p
N N,
1
e e
d
2
e e . 6.35
N
E N E t P p x tH pi i iN N N
The right-hand side of equation (6.33) depends on p through the function -e pzi only. Taking this into account
and substituting equation (6.33) into (6.35)weperform the integration over p,
( ) ( )( )ò p d= --¥
¥ -p x zd
2
e , 6.36p x zi
and then the integration over z, to obtain the following expression
( ) [( )
( ˜ ) ( ˜ ˜ )] ( )
{ }
( )ò åp= L -
´ + + + -
b m
-¥
¥ - -G x t
Z
h
I V I V W
,
1
2
d
1
e 1
det det . 6.37
N
E NN
Here, ˜h V, , and W˜ are given by equations (6.22), (6.30), and (6.31), respectively.
Equation (6.37) is the desired Fredholmdeterminant representation for the correlation function (2.1). This
representationmay bewritten in the following equivalent form (see appendix A for a proof)
( ) [( ) ( ˆ ˆ ) ( ˆ ˆ ˆ )] ( )òp= L - + + + --¥
¥
G x t h I V I V W,
1
2
d 1 det det . 6.38
Here, Iˆ is the identity operator, and Vˆ and Wˆ are linear integral operators with the kernels
( ) ( ) ˜ ( ) ( )
( ) ( ) ˜ ( ) ( ) ( )
J J
J J
¢ = ¢ ¢
¢ = ¢ ¢
V q q q V q q q
W q q q W q q q
, , ,
, , , 6.39
where
( ) ( )[ ( ) ]J = +b m-q
1
e 1
, 6.40
q
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is the Fermiweight, and ( ) =q q 22 is the single-particle energy. The kernels
˜ ( ) ( ) ( ) ( ) ( ) ( )¢ = ¢ - ¢- ¢
+ - - +V q q E q E q E q E q
q q
, 6.41
and
˜ ( ) ( ) ( ) ( )¢ = ¢+ +W q q E q E q, 6.42
are obtained from equations (6.30) and (6.31), respectively.
7. Summation in case of impurity-gas attraction, <g 0
In the present sectionwe adapt the approach of section 6 to the case of attractive impurity-gas interaction,
<g 0.Wemake our analysis for L and g satisfying equation (5.13). Our results are applicable for all values of g in
the  ¥L limit.
The quasi-momenta kN and +kN 1 could be complex for <g 0 (this is discussed in section 5.1).We split the
sumon the right-hand side of equation (4.19) into two parts:
∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ( )( ) å åá ñ = á ñ + á ñ- - -N N N f N fe e e . 7.1tH p
f
p
tE
f
p
tEi 2 i 2 i
p
r
f
p
i
f
The sumover fp
r runs over the real sets ¼ +k k, , N1 1, while the sets with *= +k kN N 1 constitute the sumover f .pi
The approach of section 6 can be applied to the sumover fp
r directly.On substituting this sum into equation (4.15)
it leads to the same Fredholmdeterminant representation for ( )G x t, , as given by equation (6.38) in the
case g 0.
Let us now consider the sumover f .
p
i Proceeding as in section 6we get the analogue of equation (6.10):
∣ ∣ ∣
( )!
∣ ∣ ( )
[ ( ) ( )]
( )
ò òå
å 
pá ñ = - L
´ ¶¶L
¶
¶L
¶
¶L
t t
t
-
-¥
¥
-¥
¥ - - +
+
¼ =
-
-
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Since ¼ -k k, , N1 1 are real, and *= +k kN N 1, we have
∣ ∣ ( ) ( )= -D Ddet det . 7.3f f2 2
Using equation (5.18) for ¼ -k k, , N1 1, equation (5.11) for kN and +kN 1, and taking into account equation (7.3),
we transform equation (7.2) into
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Wenow transform the summation over ¼ -n n, , N1 1 in equation (7.4) using the technique explained in
appendix B.3. Employing equation (B30) and the asymptotic formula (5.8)we get
( )!
( ) ( ) ( )( )å -
¶
¶L = - + +
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¼ =
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-
-
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Here
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( )( )( )( )
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( )å= ¶¶L
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- - - - = ¼
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- +
C
L
k k k k k
k p k p k p k p
j l N
2 e
, , 1, , , 7.6jl
n
k
j l j l
i
and
( ) ( ) ( )= = ¼D
L
v p v p j l N
2
, , 1, , , 7.7jl j l
where
( )
( )( )
( )p= -- - = =   ¼
- +
- +
v q
k k
k q k q
q
L
n n,
2
, 0, 1, 2, . 7.8
We stress that the summation index n in equation (7.6) is related to k by equation (5.16).We rewrite
equation (7.6) in a formused in our subsequent calculations:
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( ) ( )
( )( )
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e p
k p L
e p
k p L
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k p k p
j l N
2 2 2
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j j l
Here, h A, , and e are deﬁned by equations (6.12), (6.13), and (6.15), respectively. Substituting equation (7.5) into
(7.4)we get
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Further transformations of this sum into the Fredholmdeterminant representation of the function (2.1) can
be performed using steps similar to those performed in sections 6.2 and 6.3, andwe arrive at the results
summarized in section 3.2.
8.Discussion and outlook
Themain result of the present paper is the Fredholmdeterminant representation for the time-dependent two-
point impurity correlation function (2.1).We consider a particular Bethe ansatz solvablemodel: Amobile
impurity interactingwith a free Fermi gas (or the Tonks–Girardeau gas [10, 11]) through a δ-function potential
of arbitrary strength g.Weextend the approach of [14] to the case where the impurity-gas interaction can be
attractive, <g 0, and the temperature can beﬁnite.
Let us discuss howour results can be used to investigate themobile impurity dynamics. Various asymptotic
formulas for a Fredholm determinant can be obtained by formulating thematrix Riemann–Hilbert problem and
solving it asymptotically [1, 22–25]. Inmodel (2.12) Fredholmdeterminant representations are known in the
 ¥g limit [12, 13], and corresponding asymptotic solutions of thematrix Riemann–Hilbert problemhave
been discussed in [17, 26–28]. However, these solutions are speciﬁc to certain regimes inwhich the temperature-
weighted average is different from the one deﬁned by equation (2.3) (see [29, 30] for further description of these
regimes). The results obtained in [14] and in the present papermake it possible to formulate thematrix
Riemann–Hilbert problem at arbitrary g , in the regimewhere the temperature-weighted average is deﬁned by
equation (2.3). The large time and distance asymptotic solution of thematrix Riemann–Hilbert problem should
be comparedwith the predictions of [18] (see equation (6) therein) validwhen  ¥g and the temperature is
zero. The Fredholmdeterminant representation is also promising for investigating the spectral function
(deﬁned by the Fourier transformof the correlation function (2.1) from space and time tomomentum and
frequency variables). All existing approaches based on amapping betweenmicroscopic interacting theories and
effective free ﬁeld theories describe a shape of the spectral function only in some vicinity of a singularity (see
[31, 32] and references therein). In contrast, a numerical evaluation of the Fredholmdeterminant, combined
with asymptotic expansions, has been shown for severalmodels to give precise data for correlation and spectral
functions everywhere in space–time andmomentum–frequency domains [28, 33, 34].We expect that this
approachwill give precise data for the impurity spectral function in ourmodel as well. Having such datamay
help verify the phenomena predicted in [35].
The approach developed in the present paper could be applied to other observables in themodel. Of
particular interest is the time-dependent averagemomentumof an impurity particle injectedwith some initial
momentum into a free Fermi gas. This problemhas been investigated using the Bethe ansatz [15]. However, the
form-factors summation (whichwe do analytically in section 6 for the impurity correlation function)was done
numerically in [15]. Later, the same problemwas addressedwith other techniques [36–40]. The existing results
were obtained for particular time scales (for example, short time in the case of simulations using time-dependent
densitymatrix renormalization group) and values of the external parameters (for example, weak impurity-gas
coupling in the case of calculations done by diagrammaticmethods).We expect that, using the Fredholm
determinant representation, the averagemomentumof the impurity particle could be precisely calculated at all
times and for all values of the external parameters.
Let us nowdiscuss howour results could help further develop the Bethe ansatz approach. Although the
Fredholmdeterminant representation for correlation functions of the Tonks–Girardeau gaswas found [41–43],
the search still continues for other Bethe ansatz solvablemodels. This search has been particularly successful for
thosemodels whosemany-bodywave functions vanish as any two particles approach each other, either on the
lattice or in the continuum. In that case, Fredholmdeterminant representations can be found using the same
techniques as those for a free Fermi gas (for example,Wick’s theorem can be employed [44]). In themodel we
consider here thewave functions do not vanish as the impurity approaches the gas particles, unless  ¥g .
Nonetheless, we ﬁnd that the Fredholmdeterminant representation for the correlation function, given in
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equation (2.1), exists for any g.Whether its existence is due to somemapping between ourmodel and a non-
interacting quantum ﬁeld theory remains an open problem.
The linear integral operators entering the Fredholmdeterminant representation given in the present paper
are of a special, integrable type (see, e.g, sectionXIV.1 of [1]). Exploiting the properties of operators of this type,
helped represent correlation functions of severalmodels as solutions to nonlinear differential equations
[16, 45, 46]. Our resultsmake it possible to try applying this approach to themobile impuritymodel
considered here.
In the case  ¥g , Fredholmdeterminant representations for the correlation function (2.1) of the free
Fermi gas and the Tonks–Girardeau gas on the lattice are found in [47, 48], respectively. A straightforward
modiﬁcation of the approach given in the present paper would lead to a Fredholm determinant representation
for the samemodels with arbitrary g.
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AppendixA. Fredholmdeterminants for the free Fermi gas
In this appendixwe recall how a Fredholmdeterminant is deﬁned and prove an identity used in sections 6 and 7.
Take an arbitraryM×MmatrixV .Wehave
( )
!
( )
   å å åd + = = = =V N Vdet
1
det . A1
j l M
jl jl
N
M
a
M
a
M
j l N
a a
1 , 0 1 1 1 ,N
j l
1
The limit  ¥M in this expression deﬁnes the Fredholmdeterminant of the operator ˆ ˆ+I V :
( ˆ ˆ )
!
( )
 å å å+ = =
¥
=
¥
=
¥
I V
N
Vdet
1
det . A2
N a a j l N
a a
0 1 11 ,N
j l
1
The limit  ¥M may not exist, and even if it does, the expression on the right-hand side of equation (A2)may
diverge for someV.We assume, however, that the necessary existence and convergence conditions are fulﬁlled
for the operators encountered in our paper. These operators are linear integral operators, andwe therefore use
the following rigorous formula to deﬁne the Fredhomdeterminant (see, e.g., [49], vol IV, p 24):
( ˆ ˆ )
!
( ) ( )
( ) ( )
( )   ò òå+ = =
¥
-¥
¥
-¥
¥
I V
N
k k
V k k V k k
V k k V k k
det
1
d d
, ... ,
, ... ,
. A3
N
N
N
N N N
0
1
1 1 1
1
Let us nowprove an identity whichwe use in sections 6 and 7.We take
( ˜ ) ( )
{ }
( )å= +b m- -Z
Z
I K
1
e det . A4K
N
E NN
Here
( )
{ }
( )å= b m- -Z e A5
N
E NN
and K˜ is an arbitraryN×Nmatrix whose entries ˜ ˜ºK Kjl p pj l are functions of ¼p p, , .N1 The energyEN is the
sumof single-particle energies
( ) ( )å=
=
E p . A6N
j
N
j
1
Themomenta ¼p p, , N1 are quantized
( )p= =   ¼p
L
n n
2
, 0, 1, 2, A7j
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and the summation over { }N is deﬁned as follows
( )
{ }
å åå å=
=
¥
. A8
N N p p0 N1
The parameterμ is the chemical potential, andβ is the inverse temperature.We are going to demonstrate that
equation (A4) can be represented as a Fredholmdeterminant
( ˆ ˆ ) ( )= +Z I Kdet A9K
for which the operator Kˆ has the kernel
( ) ( ) ˜ ( ) ( ) ( )J J¢ = ¢ ¢K q q q K q q q, , . A10
Here
( ) ( )[ ( ) ]J = +b m-q
1
e 1
A11
q
is the Fermiweight, and the kernel ˜ ( )¢K q q, of the operator ˜ˆK is obtained from the entries of thematrix K˜p pj l as
follows:
˜ ˜ ( ) ( )p ¢ = ¢ =K
L
K q q q p q p
2
, , , . A12p p j lj l
We stress that the equivalence of the representations (A4) and (A9) is known, see, for example, [43].We prove it
here tomake our paper self-contained.
We begin showing the equivalence of equations (A4) and (A9)with taking a determinant from equation (A4)
andwriting it as
( ˜ ) ∣ ∣ ∣ ∣ ( )˜ † ˜† †
   
d + = á ñ = á ñå å¢ ¢ ¢ ¢ ¢ ¢K c c N Ndet det 0 : e : 0 :e : . A13
j l N
jl p p
j l N
p
c K c
p
c K c
1 , 1 ,
j l j
p p p pp p
l
p p p pp p, ,
The symbol : : stands for the normal ordering. The state
∣ ∣ ( )† †ñ = ñN c c 0 , A14p pN1
of a free spinless Fermi gas containsN fermionswith themomenta ¼p p, , N1 , and ∣ ñ0 is the vacuum state
containing no fermions.We therefore get for equation (A4)
∣ ∣ ( )
{ }
( ) ˜†å= á ñåb m- - ¢ ¢ ¢Z
Z
N N
1
e : e : . A15K
N
H N c K cp p p pp p,
Here,H is theHamiltonian of a free spinless Fermi gas
[ ( ) ] ( )† †å åm m- = - º
¢
¢ ¢H N p c c c h c . A16
p
p p
p p
p pp p
,
Wenow take the identity (see, for example, [50] for a proof)
( )( )† †=å å -¢ ¢ ¢ ¢ ¢ ¢e : e : , A17c A c c I cep p p pp p p p p A pp p, ,
where I is the identity operator, d=¢ ¢Ipp pp , and ¢App is an arbitrary function of p and ¢p . Using this identity we
bring the exponent of equation (A16) to the normal-ordered form
( )( ) ( )†= åb m- - - ¢b¢ - ¢e : e : . A18H N c I cep p p h pp p,
Wenow substitute equation (A18) into (A15) and use the following identity (see, for example, [50] for a proof)
( )† †
†=å å å å+ +¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢
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⎦⎥:e :: e : : e : . A19c A c c B c c A B A B cp p p pp p p p p pp p p p p pp pp p pp p p p, , ,
Here, ¢App and ¢Bpp are arbitrary functions of p and ¢p .We get
∣ ∣ ( )
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[ ( ˜ ) ]†å= á ñå + -b¢ - ¢ ¢Z
Z
N N
1
:e : . A20K
N
c I K I ce
p p p
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The sumover { }N is the trace over all fermionic states. Therefore equation (A20) can bewritten as
( )
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† ˜
†=
å
å
-
-
b
b
¢
- ¢ ¢
¢
- ¢ ¢
Z
Tr:e :
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,
where h˜ is deﬁned by the formula
( ˜ ) ( )˜ = +b b- - I Ke e . A22h h
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We recognize the numerator and denominator on the right-hand side of equation (A21) as the partition
functions of the corresponding fermionicmodels, rewrite themusing a standard formula found in statistical
mechanics textbooks, and get
( ˆ )
( ˆ )
( ˆ ( ˆ ˜ˆ ))
( ˆ )
( ˆ ˆ ) ( )
˜ˆ
ˆ
ˆ
ˆ=
+
+
= + +
+
= +
b
b
b
b
-
-
-
-Z
I
I
I I K
I
I K
det e
det e
det e
det e
det , A23K
h
h
h
h
where ˜ˆK is related to Kˆ by equation (A10).We thus proved that equations (A9) and (A4) are equivalent.
Appendix B. Summation formulas atﬁniteN
In this appendixwe explain howwe insert the summations (or integrations) into the product of two
determinants.We use the following deﬁnition of the determinant of an arbitraryN×Nmatrix A:
( )å=
¼ =
¼A A Adet . B1
a a
N
a a a Na
, , 1
1
N
N N
1
1 1
Here,  ¼a aN1 is the Levi-Civita symbol
( ) =
+ ¼ ¼
- ¼ ¼¼
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a a N
a a N
1 if , , is an even permutation of 1, , ,
1 if , , is an odd permutation of 1, , ,
0 otherwise.
B2a a
N
N
1
1N1
The product of two Levi-Civita symbols with ¼a a, , N1 and ¼b b, , N1 taking values from the set ¼ N1, , can be
written as the determinant of theN×Nmatrix whose entries are theKronecker delta symbols:
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B.1. Summation in the overlap ∣á ñN fp
Wewrite equation (5.2) as
∣
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and the coordinate representation of state (2.4) as
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Recall that the function n- is deﬁned by equation (3.4). Taking the product of equation (B4)with the complex
conjugate of equation (B5), integrating the result over ¼x x, , N1 , and using identity (B3)we get
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Here, the functionf is deﬁned as
( ) ( )( )òf ¢ = - ¢z z L x, 1 d e . B7
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Using the quantization condition for the free Fermi gasmomenta, { } = = ¼Lp j Nexp i 1, 1, ,j , and
equations (5.9) and (3.4)we arrive at
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Substituting equation (B8) into (B6)we have
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is the determinant of the ( ) ( )+ ´ +N N1 1 matrix.
B.2. Summation in the normalization factor ∣ ∣Yf2
Wewrite equation (5.2) as
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Recall that the function n- is deﬁned by equation (3.4). Taking the product of equation (B11)with its complex
conjugate, integrating the result over ¼x x, , N1 , and using identity (B3)we get
∣ ∣
!
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
( )   
* *
* * *
* * *
 å å n n f
f f n
f f n
n n
=
=-
-
¼ =
+
¼ =
+
¼ ¼ - +
=
+ +
+ + + + +
- - +
+ +
+ + + +Y N
k k k k
k k k k k
k k k k k
k k
1
,
, ... ,
, ... ,
... 0
. B12
f
a a
N
b b
N
a a b b a b
j
N
a b
N
N N N N
N
2
, , 1
1
, , 1
1
1
1 1 1 1 1
1 1 1 1 1
1 1
N N
N N N N j j
1 1 1 1
1 1 1 1 1 1
Here, the functionf is given by equation (B7).
Let us nowuse the fact that ¼ +k k, , N1 1 are solutions to the Bethe equations (5.4) and (5.5).We established in
section 5.3 that ¼ -k k, , N1 1 are always real, and kN and +kN 1 are either both real or complex-conjugated to each
other, * = +k kN N 1.We thus eliminate the complex conjugation from equation (B12):
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Using equations (5.9) and (3.4)we get from equation (B7) the expression
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valid for any quasi-momenta ka and kb from a given solution ¼ L+k k, , ,N1 1 of the Bethe equations (5.4) and
(5.5). Substituting equation (B15) into (B13)we get after some elementary algebra
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B.3. Two summation formulas with ( )Ddet f 2
Weconsider
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where Ddet f is deﬁned by equation (5.20), and kjʼs and njʼs by equation (5.16). The function ( )f kj is arbitrary.
Wewrite equation (5.20) as
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Substituting this representation into equation (B17) and using identity (B3)we get after some elementary algebra
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where Ddet f is deﬁned by equation (5.20).We stress that equation (B24) contains the parameters kN and +kN 1
without a summation over them, in contrast to equation (B17).We use the following two representations for
equation (5.20):
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Substituting the product of these representations into equation (B24) and using the identity (B3)we get
˜ ˜
˜ ˜ ( )
   = -s
C C v
C C v
v v
...
...
... 0
. B27
N
N NN N
N
11 1 1
1
1
Here
˜ ( )( )( )
( )( )( )( )
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+
+
C
f k k k k k
k p k p k p k p
j l N, , 1, , , B28jl
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N N
j l N j N l
1
1
and
( )( )
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+
+
v
k k
k p k p
j N, 1, , . B29j
N N
N j N j
1
1
Weﬁnally write equation (B27) as
˜ ( ˜ ) ( )
   
= - + +s C C v vdet det . B30
j l N
jl
j l N
jl j l
1 , 1 ,
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