Abstract. In this note we prove that Moebius orthogonality does not hold for subshifts of finite type with positive topological entropy. This, in particular, shows that all C 1+α surface diffeomorphisms with positive entropy correlate with the Moebius function.
Introduction
Let µ denote the Möbius function, i.e. A sequence f : Z → C is said to be deterministic if it is of the form
for all n and some topological dynamical system (Y, T ) with zero topological entropy h(Y, T ) = 0, a base point x ∈ Y , and a continuous function F :
Conjecture 1. (P. Sarnak) Let f : N → C be a deterministic sequence. Then In this case we also say, that the Moebius function does not correlate or is orthogonal to the sequence f (k).
The conjecture is known to be true for several dynamical systems. For a Kronecker flow (that is a translation on a compact abelian group) it is proved in [13] and [6] , while when (X, f ) is a translation on a compact nilmanifold it is proved in [7] . In [3] it is established also for horocycle flows. For orientation preserving circle-homeomorphisms and continuous interval maps of zero entropy it is proved in [8] . For other references see ( [1] , [2] , [9] ).
In this paper we study the opposite direction of the conjecture. That is, we are interested in systems with positive entropy and their correlation properties with the Moebius function. Peter Sarnak, in his famous exposition [12] , mentions that for a given sequence ǫ(n) satisfying certain conditions such as µ(n), one can construct a positive entropy flow orthogonal to ǫ(n) (he attributes this to Bourgain -private communication) . But this example has never been published. Assuming Bourgains claim, it becomes of interest to construct positive entropy system which does not correlate with the Moebius function. In this context the subshifts of finite type is a natural class to examine. We mention, that the conjecture in the opposite direction has previously been considered in [2] and [5] . The authors construct examples of non-regular Toeplitz sequences for which the orthogonality to the Moebius function does not hold. We point out that for any measure preserving dynamical system (X, B, ν, T ) Sarnak's conjecture holds almost surely with respect to ν (see [11] ). Hence the orthogonality to the Moebius function may fail only on a pathological set. Another motivation for studying subshifts of finite type comes from Katok's famous horseshoe theorem which states, that for any C 1+ε smooth surface diffeomorphisms with positive entropy, there is a compact invariant set Λ such that the restriction of the map on Λ is topologically conjugate to a subshift of finite type with positive topological entropy. So this shows, that all sufficiently smooth surface diffeomorphisms with positive entropy correlate with the Moebius function. Horseshoes also emerge in many other systems with positive entropy, such as unimodal maps, Hénon maps etc.
Statement and proof of the main theorem
We are going to prove the following theorem. First we recall the definition of a subshift of finite type. Let V be a finite set of n symbols and A be an n × n adjacency matrix with entries in {0, 1}. Define Σ
The shift operator T maps a sequence in the one-sided shift to another by shifting all symbols to the left, i.e.
The topological entropy of a subshift of finite type can be computed by computing the number of different admissible words of length up to n, i.e. if
We say, that the sequence of symbols X = {x k } n k=0 from V is a word in Σ + A , if we have A x i ,x i+1 = 1 for all i = 0, .., n−1. For the word X, the number of its elements will be denoted by |X|. We say, that we have an admissible loop at v ∈ V , if there exists a finite sequence of elements {x k } n k=0 , n ≥ 1 from V such, that x 0 = v, x n = v and x k = v for 0 < k < n and A x i ,x i+1 = 1 for all i = 0, ..., n − 1.
The main property of the Möbius function, which will be used in the proof is the following well known fact (see e.g. [10], [4 
The following lemma is an easy consequence of (2.2). It can also be obtained from Mirsky's theorem on the patterns of arithmetic progressions in square free numbers ([10]) Lemma 1. For any M ∈ N there exist an integer 0 ≤ s < M, for which
Proof. For this it is enough to note that
and since the sum in the left hand side does not converge to 0, then the same must hold at least for one of the M sums on the right hand side.
Let us return to subshifts of finite type with positive entropy. Note, that for some v ∈ V there are at least two different admissible loops at v. Otherwise the space Σ + A will consist of only periodic orbits and from (2.1) it will follow, that the topological entropy of T is zero. Let γ 1 = {x 1 , x 2 , .., x n } and γ 2 = {y 1 , y 2 , .., y m } be the two loops. Define also the words γ 
Proof. We say that two finite words of equal length a and b have the recognizability property if in any concatenation of these two words (aa, ab, bb or ba) neither a nor b have any additional occurrences (not shown in the writing of the concatenated blocks). For example, it is very easy to check that a = 00110 and b = 01010 have the recognizability property. Following the patters of 0:s and 1:s in a and b, we construct the following two words, 
where χ γ (u) is the characteristic function of the word γ. It is easy to check, that χ γ (u) is a continuous function and hence so is φ(u).
Since the words x and y satisfy the recognizability property, then it is clear, that in the sequence z s they may appear only at the positions n ≡ s (mod l). But from the construction of the test function φ and the choice of the subwords {z k } in z s it follows, that φ(T n (z s )) = µ(n), if µ(n) = 0 and n ≡ s (mod l). Hence the lemma is proved.
Proof. Using Lemma 2 we can find a positive integer l such that for any integer s, with 0 ≤ s < l, there exists an element z s ∈ Σ + A and a continuous test function φ ∈ C(Σ + A ) such that (2.4) holds. Now we use Lemma 1 with M = l to find an integer s for which (2.3) holds. According to (2.4)
But from the choice of s lim sup One can also show, that the entropy of T is positive. By definition |x| = |y| = l. As we know all concatenations of the words x and y are admissible, hence if we consider all admissible words of length {nl, n = 1, 2 · · · }, then for the number of different words of length nl we will have (2.7) log #B nl nl ≥ log 2 n nl = log 2 l = log 2 1/l .
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