Higher Derivatives of L-series associated to Real Quadratic Fields by Taylor, Lawrence
ar
X
iv
:m
at
h/
06
12
18
9v
1 
 [m
ath
.N
T]
  7
 D
ec
 20
06
Higher Derivatives of L-series associated to Real
Quadratic Fields
Lawrence Taylor
May 11, 2019
Abstract
This text is a modified version of a chapter in a PhD thesis [21] sub-
mitted to Nottingham University in September 2006, which studied an
approach to Hilbert’s twelfth problem inspired by Manin’s proposed the-
ory of Real Multiplication [7]. In [20] we defined and studied a nontrivial
notion of line bundles over Quantum Tori. In this text we study sections
of these line bundles leading to a study concerning theta functions for
Quantum Tori. We prove the existence of such meromorphic theta func-
tions, and view their application in the context of Stark’s conjectures and
Hilbert’s twelfth problem. Generalising the work of Shintani, we show that
(modulo a Conjecture 5.7) we can write the derivatives of L-series associ-
ated to Real Quadratic Fields in terms of special values of theta functions
over Quantum Tori.
1 Introduction
The theory of Complex Multiplication uses the theory of elliptic curves to
provide a complete explicit class field theory for imaginary quadratic fields,
thereby solving Hilbert’s twelfth problem for such fields. The proposed theory
of Real Multiplication [7] is expected to solve the corresponding problem for
real quadratic fields.
As discussed in [20,22], non-Hausdorff topological spaces known as Quantum
Tori are supposed to play an analogous role in Real Multiplication as elliptic
curves do in Complex Multiplication. In [20] we developed a nontrivial notion
of line bundles over these spaces, and in this text we discuss the existence of
sections of these nontrivial bundles.
Sections of line bundles over topological spaces are a source of many inter-
esting functions in number theory. Examples include the modular j-function,
modular forms, and Jacobi theta functions. Given the expected role of Quan-
tum Tori in an explicit class field theory for real quadratic fields, we expect
sections of line bundles over these objects to be interesting and relevant to such
a theory. We will see that this is indeed so through the work of Shintani, and
together with Stark’s conjectures may provide crucial information on generat-
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ing abelian extensions of real quadratic fields.
In [20] we defined the notion of a line bundle over a Quantum Torus ZL as an
element of the group of cocycles Z1(L,H∗). The motivation for this definition
was the fact that line bundles over a Complex Torus XΛ are in bijection with
the group of cocycles Z1(Λ,H∗). Suppose piL : L → XΛ is a line bundle over
such a Complex Torus XΛ, and corresponds to a cocycle Aλ(v) ∈ Z
1(Λ,H∗).
The topological space L is viewed as the quotient of C × C by the action of Λ
given by
λ(z, v) = (z + λ,Aλ(v)z).
A section of L is a map σ : X → L, such that piL ◦ σ = 1XΛ . If p and p˜ denote
the natural projections
C // XΛ and
C× C // L
respectively, then we have the following commutative diagram:
C× C
pi

p˜ // L
piL

C
p // XΛ.
σ
\\
where pi is the projection on to the first coordinate.
The natural projection p˜ : C × C → L is a covering map, so the section σ
lifts to a section σ˜ : C→ C× C of the trivial bundle on C satisfying
pi ◦ σ = 1C. (1)
By (1) we have
σ˜(z) = (z, θ(z))
for some θ ∈ H∗. Since σ˜ is a lift of σ, for all λ ∈ Λ we have
p˜ ◦ σ˜(z) = p˜ ◦ σ˜(z + λ),
which implies that
θ(z + λ) = Aλ(v)θ(z). (2)
Conversely, if θ ∈ H∗ satisfies the periodicity condition of (2) with respect to
the lattice Λ, the map
σ : z + Λ 7→ p˜((z, θ(z)))
defines a section of L. This prompts the following definition:
Definition 1.1 (Theta function). A holomorphic theta function for a group
G ⊆ C is a holomorphic map θ : C→ C such that for all v ∈ C
θ(v + g) = Ag(v)θ(v) (3)
for some Ag ∈ Z
1(G,H∗).
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Hence theta functions for a complex lattice Λ correspond to sections of holo-
morphic line bundles over the Complex Torus XΛ. To determine the existence
of sections of holomorphic line bundles over Quantum Tori ZL, we need to deter-
mine whether there are any holomorphic theta functions for the pseudolattice L.
This text is split in to two main parts, the first consisting of §2 and §3. In
the first of these we show that unlike the case for complex lattices Λ, there are
no nontrivial holomorphic theta functions corresponding to a pseudolattice L.
In §3, we weaken the condition of holomorphicity to allow our theta function to
have poles. We show that the double sine function studied by Shintani [12,13]
and Kurokawa [5,6] can be interpreted to be a meromorphic theta function for
a pseudolattice.
In the 1970’s Stark made a series of conjectures [14–17] regarding the values
of L-functions associated to number fields at s = 0. The second half of this
text concerns the application of the functions we discuss in the first part to
these conjectures. In §4 we give an introduction to Stark’s ideas, and how they
are related to our goal of understanding an explicit class field theory for real
quadratic fields. The remainder of §4 is devoted to an account of the work of
Shintani. In [12] Shintani described the values of an L-function associated to a
real quadratic field in terms of specific values of the double sine function, and in
a later paper [13] used these values to generate abelian extensions of specific real
quadratic fields. In the context of this thesis, this is an important result, stating
that in specific cases special values of meromorphic theta functions associated
to Quantum Tori can generate abelian extensions of certain real quadratic fields.
We see that Shinatani’s result can be interpreted as a solution in a special
case to the Rank One Abelian Stark conjecture [9,18], which concerns the case
when the L-function has a simple zero at s = 0. There exist higher order Stark
conjectures [10, 19] which concern the cases when the L-function has zeros of
higher order at s = 0. Motivated by these conjectures and Shintani’s result
we investigate whether it is possible to write higher derivatives of L-functions
associated to real quadratic fields in terms of meromorphic theta functions for a
pseudolattice. Our main result is Theorem 6.1, which writes the mth derivative
of an L-function as an element of a certain field, whose generators contain the
special values of various functions defined in §5 which are shown to be theta
functions for pseudolattices.
We use Shintani’s work of [12] to reduce the proof of Theorem 6.1 to a result
concerning a type of zeta function. This result is proved in §7 using a blend of
induction (of which Shintani’s result is the starting case), and the calculation
of various contour integrals. In §8 we discuss the possible implications this has
to Real Multiplication, and where this result could be improved.
3
2 Holomorphic Theta functions for L
We begin by showing that there are no nontrivial1 holomorphic theta functions
for a pseudolattice.
Proposition 2.1. Let L be a pseudolattice. There are no nontrivial holomor-
phic theta functions for L.
Proof. Note that if Θ is a theta function for Al ∈ Z
1(L,H
∗) and
Bl(v) = Al(v)
h(v + l)
h(v)
for some non-vanishing holomorphic function h, then Θ(v)h(v) is a theta func-
tion for Bl. Hence it suffices to show that there are no nonconstant holomorphic
theta functions satisfying (3) for a representative of each cohomology class in
Z1(L,H∗).
Suppose Θ is a holomorphic theta function for a line bundle L. By Theorem
3.18 of [20], the isomorphism class of L inH1(L,H∗) has a unique representative
µ(l)σˆ(η)l(v)
where µ ∈ Hom(L,U(1)) and σˆ(η)l(v) is defined in (11) of [20] to be
σˆ(η)l(v) := e
sη
pii
ω1
[b2ω2+2bv]
for l = aω1 + bω2. Here L = ω1Z + ω2Z, η is the image of L under the Chern
class map, and sη ∈ Z is the integer associated to η under the natural isomor-
phism Alt2(L,Z) ∼= Z. For the details see [20].
For v ∈ R we have |µ(l)σˆ(η)l(v)| = 1. Hence for all v ∈ R we have
|Θ(v + l)| = |µ(l)σˆ(η)l(v)Θ(v)| = |Θ(v)| . (4)
First note that if Θ(v) has a zero, then it is identically zero, for the above
relation implies that it has an accumulation point of zeros. Therefore we may
assume that Θ(v) is nonvanishing.
Fix r ∈ R. Since Θ is nonvanishing there exists a function xr(v) holomorphic
in v such that
Θ(v + r)
Θ(v)
= e2piixr(v). (5)
Without loss of generality we assume that x0(v) = 0. Equation (4) implies that
xr(v) ∈ R for all v ∈ C. Since xr(v) is a holomorphic function in v this implies
that it is constant.
1A trivial theta function is a nonzero multiple of the exponential function.
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Now fix v ∈ C, and let r, s ∈ R. Then
Θ(v + r + s)
Θ(v)
=
Θ(v + r + s)
Θ(v + r)
Θ(v + r)
Θ(v)
.
Hence there exists n(v) ∈ Z such that
xr+s(v) = xs(v + r) + xr(v) + 2piin(v)
= xs(v) + xr(v) + 2piin(v).
Since x0(v) = 0 we see that n(v) = 0, and as a function of r ∈ R, xr(v) is a
homomorphism. Hence for all r ∈ R, xr(v) = αr for some α ∈ R.
Now consider the left hand side of (5). As r varies over C this is a holomor-
phic function. Hence for fixed v, there exists a function xv(w) holomorphic in
w such that for all v ∈ C
Θ(v + w)
Θ(v)
= e2piixv(w).
Again we assume without loss of generality that xv(0) = 0, and therefore
xz(v) = xv(z) for all v,w ∈ C. On R we therefore have xv(w) = αw, and
hence by holomorphicity this holds on the whole plane.
Since Θ is holomorphic we may compute its derivative along any path. Let
z ∈ C, and let γz(t) be the path z + t. Then
Θ′(z) = lim
t→0
Θ(γz(t))−Θ(γz(0))
t
= lim
t→0
Θ(z + t)−Θ(z)
t
= lim
t→0
e2piiαt − 1
t
Θ(z) = 2piiαΘ(z).
Hence
d
dz
log(Θ(z)) = 2piiα
and hence Θ(z) = Ae2piiαz for some A ∈ C∗.
This could be viewed as a set back in defining Real Multiplication analogues
to functions which form the foundation of Complex Multiplication, such as the
Weierstrass ℘-function and modular discriminant ∆. When Xτ is the Complex
Torus corresponding to the lattice Λτ = Z + Zτ there are four holomorphic
Jacobi theta functions denoted by θi(z, τ) for i = 1, 2, 3, 4. These are related to
the ℘ and ∆-functions via the following expressions:
℘(z; τ) = − log(−θ1(z; τ))
′′ + c for some constant c;
θ3(0; τ)
24 =
∆2( τ+12 )
∆(τ + 1)
where ∆ = η24.
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We may have hoped that the existence of nontrivial holomorphic theta functions
associated to Quantum Tori would have enabled us to define similar functions
for a real irrational parameter θ in place of the complex modulus τ .
The nonexistence of nontrivial holomorphic theta functions for pseudolat-
tices leads us to consider the existence of theta functions which are meromor-
phic. For Complex Tori, elliptic functions and meromorphic theta functions
can be constructed out of quotients of holomorphic theta functions [3]. For
Quantum Tori this technique fails due to Proposition 2.1. In the next section
we examine how it is possible to define meromorphic theta functions for L.
3 Meromorphic Theta Functions for L
Let H denote the ring of holomorphic functions on C, and denote by K the
field of fractions of H. Then K∗ is the multiplicative group of those meromor-
phic function which are not identically zero. Consider the group of 1-cocycles
Z1(L,K∗). These can be viewed as cocycles corresponding to meromorphic
theta functions for the pseudolattice L. We saw in the previous section that
any holomorphic theta function for L is constant. This motivates the following
question:
Question 3.1 (Existence of meromorphic theta functions for L). Does there
exist Al(v) ∈ Z
1(L,K∗), and a nonconstant meromorphic function F on C such
that for any l ∈ L, v ∈ C we have
F (v + l) = Al(v)F (v)?
Definition 3.2. Let ω = (ω1, ω2) be a 2-tuple of elements ω1, ω2 ∈ R>0. The
double sine function with parameter ω is the unique meromorphic function
Sω2 (z) on C such that:
Sω2 (z, ω) = 2 sin
(
piz
ω2
)
Sω2 (z + ω1, ω) (6)
Sω2 (z, ω) = 2 sin
(
piz
ω1
)
Sω2 (z + ω2, ω) (7)
Sω2
(
ω1 + ω2
2
, ω2
)
= 1. (8)
This existence of such a function can be deduced from the properties of the
double gamma function. The development of the double gamma function by
Barnes in [2] in 1901 was motivated by Lerch’s formula
log Γ(x) = ζ ′(0, x) +
1
2
log(2pi), (9)
where ζ(s, x) is the Riemann-Hurwitz zeta function. For x, ω1, ω2 ∈ R>0, and
s ∈ C with ℜ(x) > 0, the double Riemann-Hurwitz zeta function is defined to
be
ζ2(s, x, (ω1, ω2)) =
∑
n1,n2∈N
1
(n1ω1 + n2ω2 + x)s
.
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This series converges absolutely for ℜ(s) > 1 and has an analytic continua-
tion to the complex plane. The relationship between the gamma function and
Riemann-Hurwitz zeta function in (9) motivates the double gamma function
Γ2(x, ω) to be defined by the following relation:
log (Γ2(x, ω)) =
∂
∂s
ζ2(s, x, ω)
∣∣∣∣
s=0
+A
where A is some normalising constant. We can now define the double sine
function by the following formula:
Sω2 (z) :=
Γ2(ω1 + ω2 − z, ω)
Γ2(z, ω)
.
Proposition 3.3. Let L = Zω1 + Zω2 be a pseudolattice. Then S
ω
2 (z) is a
meromorphic theta function for L. More generally, suppose that G is a mero-
morphic function such that there exist meromorphic functions f(v) and g(v)
such that for all v ∈ C
G(v + ω1) = f(v)G(v) (10)
G(v + ω2) = g(v)G(v). (11)
Then G(v) is a meromorphic theta function for L. If l = nω1 +mω2 ∈ L then
we have
G(v + l) = Al(v)G(v) (12)
where
Al(v) :=
n−1∏
r=0
m−1∏
s=0
f(z + rω1)g(z + sω2).
Proof. It suffices to prove the general case. It is an immediate consequence of
the periodicity relations of (10) and (11) to show that (12) is satisfied. We need
to show that Al(v) ∈ Z
1(L,H∗). Let l1 = n1ω1+m1ω2 and l2 = n2ω1+m2ω2 ∈
L, and let l = l1 + l2 = nω1 +mω2. Then
Al1+l2(v) =
n−1∏
r=0
m−1∏
s=0
f(v + rω1)g(v + sω2)
=
n−1∏
r=n2
m−1∏
s=m2
f(v + rω1)g(v + sω2)
×
n2−1∏
r=0
m2−1∏
s=0
f(v + rω1)g(v + sω2)
=
n1−1∏
r=0
m1−1∏
s=0
f(v + (r + n2)ω1)g(v + (s+m2)ω2)
× Al2(v)
= Al1(v + l2)Al2(v)
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Having exhibited the existence of meromorphic theta functions for pseu-
dolattices, we shall now concern ourselves with their possible application to
Real Multiplication. In the next section we examine the work of Stark and
Shintani to Hilbert’s twelfth problem, and observe that meromorphic theta
functions for pseudolattices have an important role to play in this area.
4 Stark’s Conjecture and Hilbert’s Twelfth Problem
In this section we give a brief overview of a series of conjectures made by Stark
concerning the values of L-functions associated to number fields at s = 0. This
leads on to give an account of the work of Shintani, who proved a version of
Stark’s conjecture in special cases when the ground field was a real quadratic
field. We aim to stress the importance of the double sine function in Shintani’s
method, and its application in his approach to a solution of Hilbert’s twelfth
problem for certain real quadratic fields. Motivated by so called “higher order”
Stark conjectures, and Shintani’s results we will study generalisations of the
double sine function in §5.
4.1 L-functions and Stark’s conjecture
Let K be a number field, and suppose thatM is an abelian extension of K with
Galois group G. Class field theory supplies a homomorphism
ψ˜M/K : IK → G
where IK denotes the group of fractional ideals of K. Let V be a representation
of G with character χ. Then define
L(χ, s) =
∏
p
Lp(χ, s)
where p runs over the prime ideals in OK and
Lp(χ, s) =
(
1− χ(ψ˜M/K(p))NK/Qp
−s
)−1
.
Let S be a finite set of places of K which is non-empty and contains all the
infinite places of K. We define the L-function associated to S by
LS(χ, s) :=
∏
p/∈S
Lp(χ, s).
These functions are known as L-functions, and when χ is a nonprincipal charac-
ter they have analytic continuations to the entire complex plane. There exists a
functional equation for these functions relating their values at s to their values
at 1− s.
We can write
LS(χ, s) =
∑
g∈G
χ(g)LS(s, g)
8
where
LS(s, g) =
∑
a:(a,S)=1
ψ˜M/K(a)=g
1
NK/Q(a)s
.
When χ is nonprincipal the functional equation implies (see [19]) that the
order of vanishing of LS(χ, s) is equal to
r(χ) = |{v ∈ S : v splits completely in L}| . (13)
Suppose L is ramified at precisely one of the infinite primes, and that S contains
precisely the ramified finite primes and the infinite ones. Then r(χ) = 1.
In a series of four papers [14–17] between 1971 and 1980, Stark studied the
values of the L-functions attached to such Galois extensions of number fields
at the value s = 1, which are related via the functional equation to the values
at s = 0. If as above, the L-function has a first order zero at s = 0, the simple
pole of the gamma factor of the functional equation picks out the derivative of
LS(χ, s) at s = 0. Under these conditions studying the value of the L-function
at s = 1 is equivalent to studying the value of the derivative at s = 0.
Conjecture 4.1 (Rank One Abelian Stark Conjecture [9], [18]). Let M/K be
an abelian extension, and S a finite set of places of K containing the infinite
ones, one of which splits completely in M . Let m be the number of roots of
unity contained in K. There exists an S-unit (not necessarily unique) ε ∈ M
such that for every character χ of G we have
d
ds
LS(χ, s)
∣∣∣∣
s=0
= −
1
m
∑
σ∈G
χ(σ) log |εσ|w .
Variations on this conjecture exist for when both infinite primes ramify
(known as the Brumer-Stark conjecture), and when K is totally real. This last
case was studied by Tangedal in [18].
In the last of Stark’s papers he proves a version of Conjecture 4.1 for the
cases case k = Q, and when k is an imaginary quadratic field. The latter result
uses the the work of Ramachandra in [8], which also was a driving force behind
the work of Shintani, whose work we study in the next section.
4.2 Real Quadratic Fields and the work of Shintani
In 1976 Shintani [11] introduced a generalisation of the Riemann-Hurwitz zeta
function and proved its analytic continuation to the complex plane. Shintani
used this function to reprove the result of Siegel and Klingen [4, 13]:
Suppose k is a totally real field, and let χ a character of the ray class
group of F modulo an integral ideal f. Let S be the finite set of those
primes dividing f. Then for each n ∈ N we have LS(1− n, χ) ∈ Q.
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Shintani showed that for a totally real field k, it is possible to express L-functions
associated to k as linear combinations of these “Shintani L-functions”, reducing
the study of the value of LS(s, χ) to that of Shintani’s L-functions. In a subse-
quent paper [12], Shintani proved a formula relating the value of his L-functions
at s = 1 to the double gamma function studied by Barnes in [2], analogous to
the Kronecker limit formula for imaginary quadratic fields. Using these ideas
he went on to prove a refined Stark conjecture for real quadratic fields in [13].
4.2.1 Shintani’s Limit Formula
In this section we give an account of Shintani’s Kronecker limit formula for real
quadratic fields.
Let F be a real quadratic field such that Gal(F/Q) is generated by σ. Given
an integral ideal g of OF we let F
+
1,g denote the group of principal fractional
ideals of F generated by those elements α such that
1. α is totally positive. i.e. α > 0 and ασ > 0;
2. ordp(α − 1) > 0 for all p|g.
The group IgF/F
+
1,g is denoted by G
+
g (F ), and is called the narrow class group
of F modulo g, where IgF denotes the group of fractional ideals coprime to g.
When g = OF we denote this group by G
+(F ), and its order by h+. Given a
fractional ideal a we let [a]+ denote the class it represents in G+(F ).
Now fix an integral ideal f of F , and put
S(f) := {p : p is a prime ideal of OF dividing f} ∪ {1, σ}.
Let χ be a character of G+f (F ), and suppose ε is a fundamental totally positive
unit of F .
Define a simplicial cone in R2 by
C := {x(1, 1) + y(ε, εσ) : x > 0, y > 0}.
We choose and fix a set of representatives {a1, a2, . . . , ah+} of the narrow class
group G+(F ) of F . For each g ∈ G+f (F ) there exists a unique i such that
g = [fai]
+ in G+(F ).
With this notation, for g ∈ G+f (F ) we define the finite set
R(g) = {z = x(1, 1) + y(ε, εσ) ∈ C ∩ (fai)
−1 : xfai ∈ g, 0 < x ≤ 1, 0 ≤ y < 1}.
Shintani showed that
LS(s, g) = N(fai)
−s
∑
z=x1+εx2∈R(g)
ζ(s, (ε, εσ), (x1, x2)) (14)
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where ζ(s, (ε, εσ), (x1, x2)) is a special case of a family of zeta function we will
call “Shintani L-functions”. Higher dimensional versions of this function were
studied in [11], which he used to evaluate the zeta functions associated to to-
tally real algebraic number fields at negative integers, obtaining the result of
Siegel and Klingen stated previously.
In [12], Shintani is able to give an explicit formula for the value of the
derivative his L-function at s = 0 in terms of Barnes’ double gamma function.
Shintani’s result can be expressed ass
d
ds
ζ(s, (ε, εσ), (x1, x2))
∣∣∣∣
s=0
= log (T (x1 + εx2, (ε, ε
σ))) (15)
where
T (x1+εx2, (ε, ε
σ)) =
{
Γ2(x1 + x2ε, (1, ε))Γ2(x+ yε
σ, (1, εσ))
ρ((1, ε))ρ((1, εσ ))
}
e
ε−εσ
4
log
“
εσ
ε
”
(x21+x1−
1
6).
The numbers ρ((a1, a2)) are normalising constants which occur in the theory of
the double gamma function [2]. The main result of [12] is deduced from (14)
and (15):
Theorem 4.2 (Shintani, [12]). Let F be a real quadratic field, and f an integral
ideal of OF . Let S = S(f) and suppose g ∈ G
+
f (F ). Then
d
ds
LS(s, g)
∣∣∣∣
s=0
= log T (g)
where
T (g) =
∏
z=x1+εx2∈R(g)
T ((z, (ε, εσ)).
Hence if χ is a character of G+f (F )
d
ds
LS(χ, 0)
∣∣∣∣
s=0
=
∑
g∈G+
f
(F )
χ(g) log T (g).
This final expression is reminiscent of the one in the Rank One Abelian
Stark conjecture (Conjecture 4.1). With this comparison, Stark’s conjecture
suggests that the class invariants T (g) are units in some ray class field over F .
4.3 Shintani’s Class Invariants
In 1978 Shintani produced a paper proving a modified version of Stark’s con-
jecture for real quadratic fields, subject to various conditions. Astonishingly,
he was unaware of Stark’s conjecture when he formulated his results.
As before, let F be a real quadratic field, and f an integral ideal of F . Fix
a totally positive integer ν such that ν + 1 ∈ f, and let [ν]+f denote the class it
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represents in G+f (F ). By the Existence Theorem of class field theory (Theorem
??), there exists an abelian extension Mf of F such that the reciprocity map
induces an isomorphism
G+f (F )
∼= Gal(Mf/F ).
We shall abuse the notation and shall identify [ν]+f with its image under the reci-
procity map as an element of this Galois group. For g ∈ Gal(Mf/F ), Shintani
studies the value of LS(s, g) − L(s, [ν]
+
f g) using Theorem 4.2. The properties
of ν imply this has a particularly nice form:
LS(s, g) − LS(s, [ν]
+
f g) =
∑
z∈R(g)
log {F (z, (1, ε))F (zσ , (1, εσ))} (16)
where the function F (z, (1, ε)) is related to the double sine function introduced
in Definition 3.2 by
F (z, (1, ε)) = S
(1,ε)
2 (z)
−1.
Based on this result Shintani defines the natural class invariant
Xf(g) =
∏
z∈R(g)
F (z, (1, ε))F (zσ , (1, εσ)).
With the notation of Theorem 4.2 we have
Xf(g) = T (g)T ([ν]
+
f g)
−1.
Theorem 4.2 implies that if Stark’s conjecture is true, the invariants Xf(g)
should be units.
For a subgroup G of G+f (F ), given c ∈ G
+
f (F )/G define
Xf(c,G) =
∏
g∈G
Xf(cg),
and letMf(G) denote the subfield ofMf fixed by the elements of G. Using these
invariants Shintani proves the following subject to some conditions on G and
further rather restrictive hypotheses on the ideal f.
Theorem 4.3. There exists a positive rational number m such that
1. The invariant Xf(c,G)
m is a unit in the field Mf(G). Moreover for every
g ∈ G+f (F ) we have
{Xf(c,G)
m}
ψMf/F (g) = Xf(cg,G)
m
2. Consider the system of invariants⋃
f′‖f
{
Xf0(c, G˜)
m : c ∈ G+f0(F )/G˜
}
.
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The union is taken over all divisors f0 of f which satisfy the same condi-
tions that f does, and G˜ is the image of G under the natural homomor-
phism
G+f (F ) −→ G
+
f0
(F ).
Then this system generates Mf(G) over F .
The conditions on G imply that precisely one of the infinite primes of F
splits in Mf(G), so we are in the case considered by the Rank One Abelian
Stark conjecture. Theorem 4.3 not only serves to give a special case of Stark’s
conjecture, but also has the two ingredients listed in the introduction which
are required as a solution to Hilbert’s twelfth problem: A system of generators
with an explicit action of the Galois group.
5 Generalisations of the Double Gamma Function
Shintani’s results imply that the double sine function will play an important
role in any solution to the Rank One Abelian Stark conjecture for real quadratic
fields. The description of this function as a meromorphic theta function for a
pseudolattice, and hence a section of a line bundle over a Quantum Torus leads
us to question the existence of other such functions. In this section we gen-
eralise the notion of the double gamma function originally defined by Barnes,
with a view to investigating its relationship to the values of L-series attached
to real quadratic fields.
Let ω1, ω2 ∈ R be such that the quotient ω2/ω1 is not negative. In [2], the
double gamma function was defined by the integral equation
Γ2(z, ω) := exp
{
1
2pii
∮
I(λ,∞)
e−zt
1
(1− e−ω1t)(1− e−ω2t)
log(−t) + γ
t
dt
}
. (17)
In this representation and in what follows, for r ∈ R>0 ∪ {∞}, I(λ, r) is the
contour from r towards zero along the positive real axis to λ, around zero an-
ticlockwise by a circle of radius λ and then out along the real axis to r.
We aim to generalise this integral definition to define a family Γr2(z, ω)
of functions which satisfy periodicity conditions with respect to the group
Zω1 + Zω2, for which we have Γ
1
2(z, ω) = Γ2(z, ω).
Barnes supplies the following defining relation for the double sine function
log (Γ2(z, ω)) =
d
ds
ζ2(s, z, ω)
∣∣∣∣
s=0
where
ζ2(s, z, ω) =
∞∑
n,m=0
1
(z +mω1 + nω2)s
for ℜ(s) > 1 and ℜ(z) > 0. The function ζ2(s, z, ω) has meromorphic continu-
ation to the whole plane as a function of s and z.
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Definition 5.1. Let r ∈ N, and suppose ω = (ω1, ω2) ∈ R
2 is such that the
quotient ω2/ω1 is not negative. For z ∈ C define
log(Γr2(z, ω)) :=
(
d
ds
)r
ζ2(s, z, ω)
∣∣∣∣
s=0
. (18)
We have an integral formula for ζ2(s, z, ω) given by
ζ2(s, z, ω) =
Γ(1− s)
2pii
∮
I(λ,∞)
e−zt
(−t)s−1
(1− eω1t)(1 − eω2t)
dt.
Integrating this r times we obtain an integral expression for Γr2(z, ω):
log (Γr2(z, ω)) =
1
2pii
r∑
m=0
(−1)m
(
r
m
)
Γ(m)(1)
∮
I(λ,∞)
e−zt
(1− eω1t)(1 − eω2t)
log(−t)r−m
t
dt.
(19)
Definition 5.2. For ω = (ω1, ω2) ∈ R
2 such that the quotient ω2/ω1 is not
negative, z ∈ C with ℜ(z) > 0 define
Gr2(z, ω) = exp
(
1
2pii
∮
I(λ,∞)
e−zt
(1− eω1t)(1− eω2t)
log(−t)r
t
dt
)
Lemma 5.3. Fix z ∈ C and ω ∈ R2>0. Let W denote the field generated over Q
by the values Γ(i)(1) for i = 0, . . . , r. Let V vector space over W generated by
the values log
(
Γj2(z, ω)
)
for j = 0, . . . , r. Then V is equal to the vector space
over W generated by log
(
Gj2(z, ω)
)
for i, j = 0, . . . , r.
Proof. Define a matrix A with coefficients
Aij = (−1)
j
(
i
j
)
Γ(j)(1) ∈W.
By (19) we have
log (Γr2(z, ω)) =
r∑
j=0
Arj log
(
Gr−j2 (z, ω)
)
.
The matrix Aij is upper triangular, with nonzero diagonal entries, and therefore
invertible.
Corollary 5.4. Gr2(z, ω) is a meromorphic theta function on C for the pseu-
dolattice L = Zω1 + Zω2.
Proof. The meromorphicity follows from the meromorphicity of the ζ2(z, s, ω),
(18) and Lemma 5.3. Observe that
ζ2(s, z + ω1, ω) =
Γ(1− s)
2pii
∮
I(λ,∞)
e−zt[1 + (1− eω1t)]
(−t)s−1
(1 − eω1t)(1 − eω2t)
dt.
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= ζ2(s, z, ω) +
Γ(1− s)
2pii
∮
I(λ,∞)
e−zt
(−t)s−1
(1− eω2t)
dt.
The second term is equal to a zeta function ζ1(s, z, ω2) which has meromorphic
continuation to the whole plane [1]. Let Γr1(z, ω2) = exp
(
ζ
(r)
1 (0, z, ω2)
)
, and
hence
Γr2(z + ω1, ω) = Γ
r
1(z, ω1)Γ
r
2(z, ω).
A similar expression holds for Γ2(z + ω2, ω).
Hence the functions Γr2(z, ω) are meromorphic theta functions for L. By
Lemma 5.3, the functions Gr2(z, ω) are.
Our final aim is to write the higher derivatives of L-functions associated to
real quadratic fields in terms of meromorphic theta functions for a pseudolat-
tice. In order to achieve this we will need to introduce another function, which
does not seem to have any analogy in Shintani’s work.
For t, u, z, v ∈ C and ω, λ ∈ R2 define
g(t, u, z, v, ω, λ) =
ezte(|λ|−v)tu
(1− et(ω1+uλ1))(1 − et(ω2+uλ2))
−
ezt
(1− etω1)(1− etω2)
(20)
where |λ| = λ1 + λ2. This is a holomorphic function in u with a zero at u = 0.
We define a family of functions CN (t, v, ω, λ) indexed by N ∈ N by
g(t, u, z, v, ω, λ) +
ezt
(1− etω1)(1− etω2)
=
∞∑
N=0
etzCN (t, v, ω, λ)u
N . (21)
We note that
C0(t, v, ω, λ) =
1
(1− etω1)(1 − etω2)
,
and hence
log(Gr2(z, ω)) =
1
2pii
∮
I(λ,∞)
log(−t)r
t
e(|ω|−z)tC0(t, v, ω, λ)dt
for any λ ∈ R2, v ∈ C where |ω| = ω1 + ω2.
Suppose h is a function in a real variable vanishing at 0. Let J be the
operator defined on such a function by
J(h)(u) := −
1
2pii
∫ u
0
1
t
h(t)dt.
Let g(u) be the function defined in (20), considered as a function of u. Then
we have
Jk(g(u))(1) = (−1)k
∞∑
N=1
CN (t, v, ω, λ)
Nk
,
where the functions CN (t, v, ω, λ) are as defined in (21). Note that this can be
viewed as a variety of zeta function.
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Definition 5.5. Suppose ω, λ ∈ R2 are such that neither of the quotients ω2/ω1
or λ2/λ1 are negative. For z, v ∈ C and q, k ∈ N define
Hq,k(z, v, ω, λ) :=
1
2pii
∮
I(λ,∞)
e(|ω|−z)tJk(g(u))(1)
log(−t)q
t
dt. (22)
Proposition 5.6. For all k, q,∈ N, the integral of (22) converges for ℜ(z) > S
for some S depending on v, ω and λ. In this region the integral defines an ana-
lytic function Hk,q(z, v, ω, λ), which is a theta function in z for the pseudolattice
L = Zω1 + Zω2.
Proof. The proof of this result is the subject of §9.1.
This last result follows as a result of some crude estimates using Cauchy’s
integral formula for the derivative of a holomorphic function. We conjecture
that this may be strengthened:
Conjecture 5.7. For all k, q ∈ N, v ∈ C and ω, λ ∈ R2>0 the integral in (22)
defines a meromorphic function Hq,k(z, v, ω, λ), which as a function in z is a
theta function for L = Zω1 + Zω2.
We will implicitly assume Conjecture 5.7 for the remainder of this thesis.
6 The derivative of L-functions of real quadratic fields
Let F be a real quadratic field and suppose f is an integral ideal of F . Let
S be a finite set of primes of F containing those primes dividing f. Let χ be
a character of the group G+f (F ), and let LS(χ, s) denote the corresponding
L-function. In §4.2, we saw from the results of Shintani that under certain
circumstances we can write the value of L′S(χ, 0) as a linear combination of
special values of meromorphic theta functions for pseudolattices lying in F . In
this section will prove the following
Theorem 6.1. Let F be a real quadratic field, f an integral ideal of F , and χ
a character of IfF . Let m ∈ N, and let L
(m)(χ, s) denote the mth derivative of
the L-function with respect to s. We may write L
(m)
S (χ, 0) as an element of the
field Kmf (F ) generated over F by
1. 2pii, the values Γ(j)(1) for j = 0, . . . ,m. The maximal power of 2pii which
occurs is m+ 1;
2. the roots of unity of order p, where p is the maximal order of an element
of G+f (F );
3. the logarithms of a finite number of elements Ni ∈ F (which are specified
in the statement of Lemma 6.3);
4. the values Lin (−ε
σ/ε), Lin (−ε/ε
σ) and Lin (−1) for n = 1 . . . m + 1,
where Lin denotes the n
th polylogarithm function, and ε is a generator
for the group of totally positive units of F ;
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5. the special values
log(Gr2(x
i
1 + εx
i
2, (1, ε)))
log(Gr2(x
i
1 + ε
σxi2, (1, ε
σ)))
log(Hr,k(xi1 + εx
i
2, x
i
1 + ε
σxi2, (1, ε), (1, ε
σ )))
log(Hr,k(xi1 + ε
σxi2, x
i
1 + εx
i
2, (1, ε
σ), (1, ε)))
where xi is one of a finite set of pairs of element of F determined by F
and the choice of ε. The highest value of r and k which occurs is m.
.
Remark. Throughout the proof I will refer to fields generated over Q or F
by some combinations of these generators. For example, if I wish to refer to
the field generated over Q by those elements in statements 2, 4 and 5 in the
statement of Theorem 6.1, I shall denote this field by Q([2], [4], [5]).
We will break the proof up in to several stages. The first stage is to recall
that we can write the L-function of F as a finite sum of “Shintani L-functions”.
Definition 6.2 (Shintani L-function). Let a = (a1, a2), x = (x1, x2) ∈ R
2.
Then we define the Shintani L-function ζ(s, a, x) for ℜ(s) > 1 by
ζ(s, a, x) =
∞∑
m,n=0
1
(x1 +m+ (x2 + n)a1)s(x1 +m+ (x2 + n)a2)s
. (23)
Elements of the proof of the following result were discussed in §4.2 when we
discussed Shintani’s Limit Formula:
Lemma 6.3 (Shintani, [12]). Let ε > 1 be a generator for the group of totally
positive units of F , and let σ be the non trivial element of Gal(F/Q). There
exists N ∈ N, 2-tuples x1, . . . , xN ∈ F
2, elements Ni ∈ F and ci ∈ µp such that
LS(χ, s) =
N∑
i=1
ciN
s
i ζ(s, (ε, ε
σ), xi). (24)
Differentiating the expression for LS(χ, s) in (24) m times with respect to
s, we see that at s = 0 the derivative of the L-function is given by
L
(m)
F (0, χ) =
m∑
j=0
N∑
i=1
ci
(
m
j
)
log(Ni)
m−jζ(j)(0, (ε, εσ), xi). (25)
This expression shows the need to adjoin the roots of unity µp and the values
log(Ni) which are mentioned in parts 2 and 3 of the statement of Theorem 6.1.
With this result in mind, Theorem 6.1 will follow if we can prove the following:
Proposition 6.4. Let m ∈ N and suppose x ∈ F 2. Then with the notation of
Theorem 6.1, ζ(m)(0, (ε, εσ), x) ∈ Kmf (F ).
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7 Proof of Theorem 6.1
We will prove Theorem 6.1 by proving Proposition 6.4.
An integral formula for ζ(s, a, x) is given in [12] as
4pi2
(1 + e2piis)
Γ(1− s)2
ζ(s, a, x) =
∫
I(λ,∞)
(−t)2s
dt
t
∫
I(λ,1)
us
du
u
[g(t, tu) + g(tu, t)] (26)
where
g(t1, t2) =
e(1−x1)(t1+t2)+(1−x2)(a1t1+a2t2)
(1− et1+t2)(1− ea1t1+a2t2)
.
We shall proceed by induction.
Proposition 7.1. For m = 0, 1, ζ(m)(0, (ε, εσ), x) ∈ Kmf (F ).
Proof. These results follow from the statement and proof of Proposition 3 of
[12]. We let B1 and B2 denote the first and second Bernoulli polynomials, which
have coefficients in Q. The statement of this result implies that
ζ(1)(0, (ε, εσ), x) = log
(
Γ12(x1 + x2ε, x1 + x2ε
σ, (1, ε), (1, εσ ))
)
+ log
(
Γ12(x1 + x2ε
σ, x1 + x2ε, (1, ε
σ), (1, ε))
)
+
εσ − ε
4εεσ
log
(
εσ
ε
)
B2(x1).
We may rewrite the final term as
εσ − ε
4εεσ
log
(
εσ
ε
)
B2(x1) =
εσ − ε
4εεσ
[Li1(−ε
σ/ε) − Li1(−ε/ε
σ)]B2(x1)
since Li1(x) = − log(1− x).
In the proof of this result, Shintani also shows that
ζ(0, (ε, εσ), x) =
1
4
(
1
ε
+
1
εσ
)
B2(x1) +B1(x1)B1(x2) +
1
4
(ε+ εσ)B2(x2).
Hence we may write the null values of these derivatives of the zeta function
in terms of the double gamma function. Since the field W of Lemma 5.3 is
contained in Q([1]), the result follows.
Now fix m ∈ N, and assume the inductive hypothesis holds for all values of
b less than m:
If x ∈ F 2 then ζ(b)(0, (ε, εσ), x) ∈ Kmf (F ) for all b = 0 . . . m− 1.
We need to show that ζ(m)(0, (ε, εσ), x) ∈ Kmf (F ).
Differentiate both sides of (26) m times with respect to s. Evaluating at
s = 0 we see that the left hand side of the result is a finite sum of terms of the
form
Tma,b := 2pi
2(2pii)aζ(b)(0, a, x)
(
d
ds
)m−a−b
Γ(1− s)
∣∣∣∣∣
s=0
(27)
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for a, b ∈ N such that a + b ≤ m. By our inductive hypothesis, if b 6= m then
Tma,b ∈ K
m
f (F ). Note that it is at this point we are required to adjoin the higher
derivatives of the gamma function in the statement of Theorem 6.1. To prove
that ζ(m)(0, (ε, εσ), x) ∈ Kmf (F ) it is therefore sufficient to show that the m
th
derivative of the right hand side of (26) lies in Kmf (F ). The rest of this section
is devoted to proving that this is indeed true.
When we differentiate m times with respect to s, the right hand side of (26)
becomes
Im(s) :=
∫
I(λ,∞)
(−t)2s
dt
t
∫
I(λ,1)
us
du
u
[g(t, tu) + g(tu, t)][2 log(−t) + log(u)]m.
Using the binomial theorem we see that at s = 0
Im(0) =
m∑
p=0
(
m
p
)
2pIp,m−p (28)
where
Ip,q :=
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
[g(t, tu) + g(tu, t)] log(−t)p log(u)q.
In order to evaluate integrals of this form we will first consider the integrals
Ap,q :=
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
g(t, tu) log(−t)p log(u)q
where p = m − q and q = 0, 1, . . . ,m. Once we have evaluated the integrals
Ap,q, we shall be able to use our result to evaluate the integrals
Bp,q :=
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
g(tu, t) log(−t)p log(u)q. (29)
Having shown that both Ap,q and Bp,q lie in K
m
f (K), since Ip,q = Ap,q + Bp,q
it shall follow that Ip,q ∈ K
m
f (F ). Hence by (28) we will have shown Im(0) ∈
Kmf (F ).
We begin by noting that
g(t, tu) = g(t, u, (1 − x1) + a1(1− x2), (1 − x1) + a2(1− x2), (1, a1), (1, a2))
= − e
zt
(1−et)(1−ea1t)
+
∑∞
N=1 e
tzCN (t, v, (1, a1), (1, a2))u
N .
where z := (1− x1) + a1(1− x2) and v = (1− x1) + a2(1− x2).
Before we proceed we make a remark which will simplify our calculations.
Note that the integral expression we have for ζ(s, a, x) in (26) is independent
of λ for sufficiently small λ, and hence Im is independent of λ. Hence Im =
limλ→0 Im. Now suppose we can write Im as the sum of finitely many integrals:
Im =
n∑
i=1
∫
I(λ,∞)
∫
I(λ,1)
fi(t, u)du dt.
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Then providing each of the limits is finite, we have
Im = lim
λ→0
Im =
n∑
i=1
lim
λ→0
∫
I(λ,∞)
∫
I(λ,1)
fi(t, u)du dt.
We will use this idea to calculate the integrals Ap,q. There are three cases to
consider:
• When q = 0 we have
Ap,0 = −
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
eztC0(t, v, (1, a1), (1, a2)) log(−t)
p
+
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
∞∑
N=1
etzCN (t, v, (1, a1), (1, a2))u
N log(−t)p.
The second integral vanishes since the integrand does not have poles on
or within the contour traced as u traces I(λ, 1). By our definitions
Ap,0 = 4pi
2 log (Gp2(1 + a1 − z, (1, a1)))
= 4pi2 log (Gp2(x1 + a1x2, (1, a1)))
.
• Now consider the case when neither p or q are zero. Then
Ap,q = −
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
ezt
(1− et)(1− ea1t)
log(−t)p log(u)q
+
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
∞∑
N=1
etzCN (t, v, (1, a1), (1, a2))u
N log(−t)p log(u)q.
Using Lemma 9.4 (found in the Appendix) we find that this is equal to
−
(2pii)q+1
q + 1
∫
I(λ,∞)
dt
t
ezt
(1− et)(1 − ea1t)
log(−t)p
+
q−1∑
k=1
(−1)k
q!
(q − k)!
(2pii)q−k
∫
I(λ,∞)
dt
t
∞∑
N=0
etz
CN (t, v, (1, a1), (1, a2))
Nk+1
log(−t)p.
Using the definitions of §5 we find that
Ap,q = −
(2pii)q+2
q + 1
log (Gp2(x1 + a1x2, (1, a1)))
−(2pii)q+1
q−1∑
k=0
q!
(q − k)!
log
(
Hp,k+1(x1 + a1x2, x1 + a2x2, (1, a1), (1, a2))
)
.
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• Finally we consider the case when p = 0. In this case
A0,q = −
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
ezt
(1− et)(1− ea1t)
log(u)q
+
∫
I(λ,∞)
dt
t
∫
I(λ,1)
du
u
∞∑
N=1
etzCN (t, v, (1, a1), (1, a2))u
N log(u)q.
The coefficient of t−1 in the integrand of the first integral is calculated to
be
1
2
1 + u
a1 + a2u
B2(x1) +B1(x1)B1(x2) +
1
2
a1 + a2u
1 + u
B2(x2).
We use Lemma 9.4 again to calculate the integral over I(λ, 1) to find that
A0,q = −
∫
I(λ,1)
[
1
2
1 + u
a1 + a2u
B2(x1) +B1(x1)B1(x2) +
1
2
a1 + a2u
1 + u
B2(x2)
]
log(u)q
u
+
q−1∑
k=0
(−1)k
q!
(q − k)!
(2pii)q−k
∫
I(λ,∞)
dt
t
∞∑
N=1
etz
CN (t, v, (1, a1), (1, a2))
Nk+1
.
Using the definitions of §5 this simplifies to
A0,q = −
∫
I(λ,1)
[
1
2
1 + u
a1 + a2u
B2(x1) +B1(x1)B1(x2) +
1
2
a1 + a2u
1 + u
B2(x2)
]
log(u)q
u
−(2pii)q+1
q−1∑
k=0
q!
(q − k)!
log
(
H0,k+1(x1 + a1x2, x1 + a2x2, (1, a1), (1, a2))
)
.
To prove the result it suffices to show that the first integral lies in Kmf (F ).
Note that∫
I(λ,1)
log(u)q
u
1 + u
a1 + a2u
du
=
1
a1a2
∫
I(λ,1)
log(u)q
[
1
u
−
a2
a1 + a2u
]
[(1− a1) + (a1 + a2u)] du.
We are therefore reduced to calculating the following integrals∫
I(λ,1)
log(u)qdu; (30)
∫
I(λ,1)
log(u)q
u
du; (31)
∫
I(λ,1)
log(u)q
a1 + a2u
du. (32)
Lemma 9.4 shows that both the integrals (30) and (31) lie in Kmf (F ). By
the remark made earlier, to determine (32) it is sufficient to evaluate
lim
λ→0
∫
I(λ,1)
log(u)q
a1 + a2u
du.
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It is easy to see that the integral around the circular path is O(λ), so
tends to 0 as λ→ 0. This reduces the evaluation of (32) to that of
lim
λ→0
{∫ 1
λ
(log(u) + 2pii)q
a1 + a2u
du−
∫ 1
λ
log(u)q
a1 + a2u
du
}
.
Expanding this using the binomial theorem we are reduced to showing
that the following expression lies in Kmf (F ):
lim
λ→0
∫ 1
λ
log(u)q
a1 + a2u
du.
This is proved in Lemma 9.5.
Hence we have shown that for all p = 0 . . . m, Ap,m−p ∈ Kf(F ). The details of
the proof describes this in more detail:
Lemma 7.2. There exist αl, βr,k ∈ F ([1]) and polynomials Q1, Q2 and Q3 ∈
Q([1], [4])[X1,X2] such that
Ap,q =
∑
l
αl log
(
Gl2(x1 + a1x2, (1, a1))
)
+
∑
r,k
βr,k log
(
Hr,k(x1 + a1x2, x1 + a2x2, (1, a1), (1, a2))
)
+B2(x1)Q1[a1, a2] +B1(x1)B1(x2)Q2[a1, a2] +B2(x2)Q3[a1, a2].
In order to show that Im(0) ∈ K
m
f (F ) we need to show that Bp,m−p ∈
Kmf (F ) where Bp,q is defined in (29). However, note that
g(tu, t) = g(t, u, (1 − x1) + a2(1− x2), (1 − x1) + a1(1− x2), (1, a2), (1, a1))
= g(t, u, v, z, (1, a2), (1, a1))
If Ap,q has an explicit description as in the statement of Lemma 7.2, then the
above expression implies that we have
Bp,q =
∑
l
αl log
(
Gl2(x1 + a2x2, (1, a2))
)
+
∑
r,k
βr,k log
(
Hr,k(x1 + a2x2, x1 + a1x2, (1, a2), (1, a1))
)
+B2(x1)Q1[a2, a1] +B1(x1)B1(x2)Q2[a2, a1] +B2(x2)Q3[a2, a1].
Hence Bp,q ∈ K
m
f (F ), and therefore Ip,q = Ap,q+Bp,q does. By (28) Im(0) ∈
Kmf (F ).
✷
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8 Meromorphic Theta functions and Stark’s conjec-
ture
Let F be a real quadratic number field, and let f be an integral ideal of F . Let
T be a finite set of primes, such that the finite primes in T are precisely those
dividing f, and suppose χ is a character defined on IfF . Let S be a set of places of
F containing S. Then the relationship between the L-functions corresponding
to T and S is given by
LS(χ, s) = LT (χ, s)
∏
p∈T\S
Lp(χ, s). (33)
In §4 we examined the Rank One Abelian Stark conjecture, which concerned
the case when the L-function had a simple zero at s = 0. Higher order con-
jectures, exist when the L-function has zeros of order greater than one. These
conjectures link the values of derivatives of L-functions over number fields to
the existence of units in Galois extensions, and have been the subject of study
by Tate [19] and Rubin [10]. In the light of these conjectures we suggest that in-
formation concerning the derivatives of L-functions associated to real quadratic
fields will be relevant to Real Multiplication.
In §6 we identified a certain field Kmf (F ) in which the value L
(m)
S (χ, 0) lies.
If S contained both real primes of F then we observe from (13) that r(χ) = 2,
and LS(χ, 0) has a second order zero at s = 0. Although we have not explicitly
done so, using our method it is possible to give an exact formula for the value
L(2)(χ, 0) in terms of the theta functions Gr2 and H
k,r, and hence to formulate
a conjecture on how these functions may define units in a class field above F .
When T is a set of primes containing S, the L-function LT (χ, 0) may have
zeros at s = 0 of arbitrary order. Using (33) we see that
L
(m)
T (χ, 0) ∈ K
m
f (F )
(
{log(NF/Q(p)) : p ∈ T \ S}
)
.
Using analogous techniques to the proof of Theorem 6.1 we could obtain an
explicit formula for this value in terms of meromorphic theta functions for
pseudolattices in F .
Theorem 6.1 is a far cry from an immediate application to Hilbert’s twelfth
problem. It does not give an explicit description for the value of the derivative
of the L-function (although this is implicit in the proof), and the field Kmf (F ) is
clearly not a number field. However, motivated by a technique of Shintani’s [13]
we can write certain L-values purely in terms of theta functions, without the
transcendental constant terms:
Theorem 8.1. Let F be a real quadratic field, f an integral ideal of F , and χ
a character of Gf(F ). Let m,n ∈ N. Let µ ∈ F be a totally positive element of
OF such that ν ≡ 1 mod f, and suppose g ∈ G
+
f (F ). If S = S(f) then the value
L
(m)
S (0, g)−L
(m)
S (0, [ν]
+
f g) is an element of the field Kf(F ) generated over F by
a finite number of meromorphic theta functions.
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Proof. By the proof of Theorem 1 of [13], with the notation used previously we
have
LS(s, g) = N(faj)
−s
∑
x1+εx2∈R(g)
ζ(s, (ε, εσ), (x1, x2)).
Differentiating m times with respect to s we get
L
(m)
S (0, g) =
∑
x1+εx2∈R(g)
m∑
k=0
(
m
k
)
log(N(faj))
m−kζ(k)(0, (ε, εσ), (x1, x2)).
By Lemma 7.2, by employing an induction argument it is easy to show that there
exist coefficients al, br,k ∈ F ([1]) and polynomials R1, R2 andR3 ∈ Q([1, 4]) such
that
ζ(m)(0, (ε, εσ), (x1, x2)) =
∑
l
al log
(
Gl2(x1 + x2ε, (1, ε))
)
+
∑
l
al log
(
Gl2(x1 + x2ε
σ, (1, εσ))
)
+
∑
r,k
br,k log
(
Hr,k(x1 + x2ε, x1 + x2ε
σ, (1, ε), (1, εσ ))
)
+
∑
r,k
br,k log
(
Hr,k(x1 + x2ε
σ , x1 + x2ε, (1, ε
σ), (1, ε))
)
+B2(x1)R1[ε, ε
σ ] +B1(x1)B1(x2)R2[ε, ε
σ ] +B2(x2)R3[ε, ε
σ ].
For z = x1 + x2ε ∈ R(g), by the proof of Theorem 1 of [13] the map
z 7→ −z :=


1− x1 if x2 = 0, 0 < x1 < 1
1− x1 + (1 − x2)ε if 0 < x1, x2 < 1
1 + (1− x2)ε if x1 = 1, 0 < x2 < 1
is a bijection between R(g) and R([ν]+f g). If −z = x1 + x2ε, then observe that
B2(x1) = B2(x1), B1(x1)B1(x2) = B1(x1)B1(x2) and B2(x2) = B2(x2). Hence
when we compute L
(m)
S (0, g) − L
(m)
S (0, [ν]
+
f g) using the above expression, the
presence of the terms with the polynomials R1, R2 and R3 vanish. We define
Gr(z, ε) :=
Gr2(z, (1, ε))
Gr2(1 + ε− z, (1, ε))
,
Hr,k(z, v, ε, εσ) :=
Hr,k(z, v, (1, ε), (1, εσ ))
Hr,k(1 + ε− z, v, (1, ε), (1, εσ ))
.
It follows that L
(m)
S (0, g)−L
(m)
S (0, [ν]
+
f g) can be written as a finite linear com-
bination with coefficients in F of values of the form
log(N(faj))
iGr(x1 + x2ε, ε)
log(N(faj))
iGr(x1 + x2ε
σ , εσ)
log(N(faj))
jHr,k(x1 + x2ε, x1 + x2ε
σ , ε, εσ)
log(N(faj))
jHr,k(x1 + x2ε
σ, x1 + x2ε, ε
σ , ε).
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The proof of Theorem 6.1 in §7 would enable us to give an explicit ex-
pression for the value L
(m)
S (χ, 0) as an element of of the field K
m(F ), which
is transcendental over F . By the proof of Theorem 8.1 we could obtain an
expression for
L
(m)
S (0, g) − L
(m)
S (0, [ν]
+
f g)
as an element of a field Lf(F ). It would be interesting to investigate whether the
field Lf(F ) is algebraic over F , or if not, whether any subfield of it was. Indeed,
according to higher order versions of Stark’s conjectures certain combinations
(defined by the explicit expression for the L-value) of the special values of theta
functions are strongly related to units in some algebraic extension of F .
9 Appendix
9.1 The analyticity of Hq,k
Lemma 9.1. Fix v ∈ C and ω, λ ∈ R2 such that neither of the quotients ω2/ω1
and λ2/λ1 are negative, and assume that |ωi| > |λi| for i = 1, 2. Then there
exists R, r > 1 such that for |t| sufficiently large and for all N
|CN (t, v, ω, λ)| ≤
1
rN
max
{
er|t||λ1+λ2−v|, e−r|t||λ1+λ2−v|
}
R2
.
Proof. By the conditions on ω and λ, there exists r > 1 such that the function
g(t, u, z, v, ω, λ) defined in (20) is a meromorphic function in u possessing no
poles in the circle {|u| < r} other than the one at zero. By the definition of the
functions CN (t, v, ω, λ) in (21), by Cauchy’s formula we have
CN (t, v, ω, λ) =
1
2pii
∮
|u|=r
1
uN+1
e(|λ|−v)tu
(1− et(ω1+λ1u))(1− et(ω2+λ2u))
du.
Therefore we obtain
|CN (t, v, ω, λ)| ≤
1
2pi
2pir
rN+1
max
|u|=r
{
e(|λ|−v)tu
(1− et(ω1+λ1u))(1 − et(ω2+λ2u))
}
.
Now consider∣∣∣∣∣ e
(|λ|−v)tu
(1− et(ω1+λ1u))(1− et(ω2+λ2u))
∣∣∣∣∣ =
∣∣e(|λ|−v)tu∣∣∣∣1− et(ω1+λ1u)∣∣ ∣∣1− et(ω2+λ2u)∣∣
≤
∣∣e(|λ|−v)tu∣∣∣∣1− ∣∣et(ω1+λ1u)∣∣∣∣ ∣∣1− ∣∣et(ω2+λ2u)∣∣∣∣
≤
max|u|=r
∣∣e(|λ|−v)tu∣∣
min|u|=r
∣∣1− ∣∣et(ω1+λ1u)∣∣∣∣min|u|=r ∣∣1− ∣∣et(ω2+λ2u)∣∣∣∣ . (34)
The remainder of the proof is concerned with obtaining bounds for these max-
ima and minima. On the circle we have u = riθ for 0 ≤ θ ≤ 2pi. We first
consider the denominator of (34), and put t = t1 + it2:
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∣∣∣1− ∣∣∣et(ω1+λ1u)∣∣∣∣∣∣ = ∣∣∣1− eℜ(t(ω1+λ1u))∣∣∣
=
∣∣∣1− et1ω1+rt1λ1 cos(θ)−rt2λ1 sin(θ)∣∣∣
This expression assumes its extremal values when t1 cos(θ) − t2 sin(θ) does,
which are equal to ± |t|. Hence
min
|u|=r
∣∣∣1− ∣∣∣et(ω1+λ1u)∣∣∣∣∣∣ = min{∣∣∣1− et1ω1+rλ1|t|∣∣∣ , ∣∣∣1− et1ω1−rλ1|t|∣∣∣} ,
and we obtain a similar expression for
min
|u|=r
∣∣∣1− ∣∣∣et(ω2+λ2u)∣∣∣∣∣∣ .
Therefore, there exists a T ∈ R such that if |t| > T then
min
{
min
|u|=r
∣∣∣1− ∣∣∣et(ω1+λ1u)∣∣∣∣∣∣ , min
|u|=r
∣∣∣1− ∣∣∣et(ω2+λ2u)∣∣∣∣∣∣} ≥ R.
Now consider the numerator of (34), and put v = v1 + iv2. We calculate
(|λ| − v)tu = (λ1 + λ2 − v1 − iv2)(t1 + it2)u
= ([(λ1 + λ2 − v1)t1 + v2t2] + i [(λ1 + λ2 − v1)t2 − t1v2]) u
The real part of the above expression is equal to
r [(λ1 + λ2 − v1)t1 + v2t2] cos(θ)− r [(λ1 + λ2 − v1)t2 − t1v2] sin(θ).
Hence the extremal values of∣∣∣e(|λ|−v)tu∣∣∣ = ∣∣∣e(|λ|−v)tr(cos(θ)+i sin(θ))∣∣∣
are e±E where
E2 = r2 [(λ1 + λ2 − v1)t1 + v2t2]
2 + r2 [(λ1 + λ2 − v1)t2 − t1v2]
2
= r2
(
(λ1 + λ2 − v1)
2t21 + v
2
2t
2
2 + (λ1 + λ2 − v1)
2t22 + t
1
1v
2
2
)
= r2
(
(λ1 + λ2 − v1)
2 |t|2 + v22 |t|
2
)
= r2 |t|2 |λ1 + λ2 − v|
2
Corollary 9.2. Under the same conditions as Lemma 9.1, the integral∫
I(λ,∞)
e(|ω|−z)tJk(g(u))(1)
log(−t)
t
dt
converges if ℜ(z) > r |λ1 + λ2 − v|+ ω1 + ω2.
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Proof. The integrand is bounded on the circular path around the origin, so it
suffices to show that the following integrals converge:∫ ∞
λ
e(|ω|−z)tJk(g(u))(1)
log(−t)
t
dt;
∫ ∞
λ
e(|ω|−z)tJk(g(u))(1)
log(−t) + 2pii
t
dt.
Note that since t dominates log(t) there exists R1 such that if t > R1.
max
{∣∣∣∣ log(−t)t
∣∣∣∣ ,
∣∣∣∣ log(−t) + 2piit
∣∣∣∣
}
< 1.
Once again, on any finite interval (λ,R) the integrands are bounded so it suffices
to show that the following integral is convergent for sufficiently large R:∫ ∞
R
∣∣∣e(|ω|−z)t∣∣∣ ∣∣∣Jk(g(u))(1)∣∣∣ dt (35)
for sufficiently large R.
∣∣∣Jk(g(u))(1)∣∣∣ ≤
∣∣∣∣∣
∞∑
N=1
CN (t, v, ω, λ)
Nk
∣∣∣∣∣
≤
∞∑
N=1
|CN (t, v, ω, λ)|
≤
max
{
er|t||λ1+λ2−v|, e−r|t||λ1+λ2−v|
}
R2
∞∑
N=1
1
rN
.
Then the expression of (35) is less than or equal to
1
1− r
1
R2
∫ ∞
R
∣∣∣e(|ω|−z)t∣∣∣max{er|t||λ1+λ2−v|, e−r|t||λ1+λ2−v|}dt
If ℜ(z) > r |λ1 + λ2 − v|+ ω1 + ω2 then this integral converges.
Corollary 9.3. The integral (22) defines an analytic theta function for the
pseudolattice L = Zω1 + Zω2 in the region ℜ(z) > r |λ1 + λ2 − v|+ ω1 + ω2.
Proof. Using the integral formula we see that for i = 1, 2
log(Hk,q(z + ωi, v, ω, λ))
=
1
2pii
∮
I(λ,∞)
e(|ω|−z)t(1− eωit)Jk(g(u))(1)
log(−t)
t
dt+ log(Hk,q(z, v, ω, λ)).
In a similar way to the proof of Corollary 9.2 one can show that the above
integral converges for ℜ(z) > r |λ1 + λ2 − v|+ ω1 + ω2.
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9.2 Contour Integrals used in §7
In this appendix we calculate two integrals that we used previously in §7 whilst
proving Theorem 6.1.
Lemma 9.4. Let m ∈ Z,and r ∈ N. Then
∫
I(λ,1)
um logr(u)du =
{ ∑r−1
k=0(−1)
k r!
(r−k)!
(2pii)r−k
(m+1)k+1
if m 6= −1
(2pii)r+1
r+1 if m = −1.
Proof. Since the integrand is holomorphic at all points away from 0, we know
the value of the integral is independent of λ. We will show that we can split
this integral in to a finite sum of finite integrals, and take the limit as λ → 0.
We have ∫
I(λ,1)
um logr(u)du =
∫ λ
1
um logr(u) +
∫ 1
λ
um [log(u) + 2pii]r
+iλm+1
∫ 2pi
0
e(m+1)iθ [log(λ) + 2piiθ]r dθ.
The second integral is O(λ). The first integral is equal to
r−1∑
k=0
(
r
k
)
(2pii)r−k
∫ 1
λ
um logk(u)du. (36)
Let
Im,k =
∫ 1
λ
um log(u)kdu
and note the decomposition um log(u)k = u−1×um+1 log(u)k. Using integration
by parts we obtain
Im,k =
[
um+1 log(u)k+1
]1
λ
− (m+ 1)Im,k+1 − kIm,k.
We are only interested in the limit of these integrals as λ → 0. Taking this
limit we obtain
lim
λ→0
Im,k = −
k
m+ 1
lim
λ→0
Im,k−1.
This yields
lim
λ→0
Im,k = (−1)
k k!
(m+ 1)k+1
which when substituted in to (36) yields the result.
Lemma 9.5. Let d be a non-negative integer. Then
lim
λ→0
∫ 1
λ
log(u)r
a1 + a2u
du =
r!
a2
Lir+1
(
−
a2
a1
)
.
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Proof. We first observe the identity
∫ t
0
logr(u)
a1 + a2u
du =
1
a2
r∑
i=0
(−1)i+1Lii+1(−at/b) log(t)
r−i r!
(r − i)!
. (37)
This is easy to prove by differentiation, and using the identities
Li1(z) = − log(1− z) and Lis+1(z) =
∫ z
0
Lis(t)
t
dt.
Now split the integral in the statement of the lemma in to two parts:∫ 1
λ
log(u)d
a1 + a2u
du =
∫ 1
0
log(u)d
a1 + a2u
du−
∫ λ
0
log(u)d
a1 + a2u
du.
Evaluating the integral of (37) at t = 1 yields r!a2Lir+1. The order of vanishing
of Lij(t) is at least 1 for j ≥ 1. Hence Lij(λ) log(λ)
n → 0 as λ → 0 for any
j ≥ 1, n ∈ N.
References
[1] Barnes, E. The theory of the gamma funcion. Messenger Math. (2) 29
(1900), 64–128.
[2] Barnes, E. The theory of the double gamma funcion. Philisophical Trans-
actions of the Royal Society (A) 196 (1901), 265–388.
[3] Farkas, H. M., and Kra, I. Theta Constants, Riemann Surfaces and
the Modular Group. American Mathematical Society, October 2001.
[4] Hida, H. Elementary Theory of L-functions and Eisenstein Series (Lon-
don Mathematical Society Student Texts). Cambridge University Press,
February 1993.
[5] Kurokawa, N., and Koyama, S.-y. Multiple sine functions. Forum
Math. 15, 6 (2003), 839–876.
[6] Kurokawa, N., Mu¨ller-Stu¨ler, E.-M., Ochiai, H., and
Wakayama, M. Kronecker’s Jugendtraum and ring sine functions. J.
Ramanujan Math. Soc. 17, 3 (2002), 211–220.
[7] Manin, Y. I. Real multiplication and noncommutative geometry (ein
Alterstraum). In The legacy of Niels Henrik Abel. Springer, Berlin, 2004,
pp. 685–727.
[8] Ramachandra, K. Some applications of Kronecker’s limit formulas. Ann.
of Math. (2) 80 (1964), 104–148.
[9] Roblot, X.-F. Stark’s conjectures and Hilbert’s twelfth problem. Exper-
iment. Math. 9, 2 (2000), 251–260.
29
[10] Rubin, K. A Stark conjecture “over Z” for abelian L-functions with
multiple zeros. Ann. Inst. Fourier (Grenoble) 46, 1 (1996), 33–62.
[11] Shintani, T. On evaluation of zeta functions of totally real algebraic
number fields at non-positive integers. J. Fac. Sci. Univ. Tokyo Sect. IA
Math. 23, 2 (1976), 393–417.
[12] Shintani, T. On a Kronecker limit formula for real quadratic fields. J.
Fac. Sci. Univ. Tokyo Sect. IA Math. 24, 1 (1977), 167–199.
[13] Shintani, T. On certain ray class invariants of real quadratic fields. J.
Math. Soc. Japan 30, 1 (1978), 139–167.
[14] Stark, H. M. Values of L-functions at s = 1. I. L-functions for quadratic
forms. Advances in Math. 7 (1971), 301–343 (1971).
[15] Stark, H. M. L-functions at s = 1. II. Artin L-functions with rational
characters. Advances in Math. 17, 1 (1975), 60–92.
[16] Stark, H. M. L-functions at s = 1. III. Totally real fields and Hilbert’s
twelfth problem. Advances in Math. 22, 1 (1976), 64–84.
[17] Stark, H. M. L-functions at s = 1. IV. First derivatives at s = 0. Adv.
in Math. 35, 3 (1980), 197–235.
[18] Tangedal, B. A. A question of Stark. Pacific J. Math. 180, 1 (1997),
187–199.
[19] Tate, J. T. Conjectures de Stark Sur Les Fonctions L D’Artin En S=o:
Notes D’Un Cours a Orsay [De] John Tate (Progress in Mathematics).
Springer, January 1984.
[20] Taylor, L. Line bundles over Quantum Tori. Modifed from a PhD
submitted to Nottingham University in September 2006, December 2006.
[21] Taylor, L. Noncommutative Tori, Real Multiplication and Line Bundles.
PhD thesis, School of Mathematical Sciences, University of Nottingham,
September 2006.
[22] Taylor, L. A Nonstandard approach to Real Multiplication. Modifed
from a PhD submitted to Nottingham University in September 2006, De-
cember 2006.
30
