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In the Web, when a page does not have any forward or outgoing links, then that page 
can be called as hanging page/dangling page/zero-out link page/dead end page. Most 
of the ranking algorithms used by search engines just ignore the hanging pages. 
However, hanging pages cannot be just ignored because they may have relevant and 
useful information like .pdf, .ppt, video and other attachment files. Hanging pages 
are one of the hidden problems in link structure based ranking algorithms because:  
 
 They do not propagate the rank scores to other pages (important function of 
link structure based ranking algorithms). 
 They can be compromised by spammers to induce link spam in the Web. 
 They can affect Website optimization and the performance of link structure 
based ranking algorithms. 
 
A detailed literature survey on link structure based ranking algorithms, hanging 
pages and their effect on Web information retrieval was conducted. Different link 
structure based ranking algorithms were explored and compared. Also, literature 
review on Web spam and in particular link spam was conducted. Finally, a detail 
literature survey on Web site optimization was conducted. The following are the 
research objectives: 
 
 Handling Hanging Pages (HP) in the link structure based ranking algorithms. 
PageRank is used as the base algorithm throughout this research. 
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 Developing Hanging Relevancy Algorithm (HRA) to produce fair and 
relevant ranking results by including only the relevant hanging pages. 
 Developing Link Spam Detection (LSD) algorithm to analyse and detect the 
effect of hanging pages in link spam contribution. 
 Developing techniques and methods to improve Web Site Optimization 
(WSO) by studying the effect of hanging pages in Search Engine 
Optimization (SEO). 
 
The following are the methodologies used to meet the research objectives: 
 
 Web Graph is implemented where nodes are treated as Web pages and edges 
between nodes are treated as hyperlinks. 
 PageRank algorithm is simulated, matrix interface as well as graph interface 
is created and the ranks of Web pages are computed.  
 Experiments are conducted to show the effects of hanging pages and methods 
are proposed to handle hanging pages in ranking Web pages. 
 Hanging Relevancy Algorithm (HRA) is implemented and only the relevant 
hanging pages are included in the rank computation to reduce the complexity. 
 Link Spam Detection (LSD) algorithm is implemented to detect link spam 
contributed by hanging pages. 
 Experiments are conducted to show the effect of hanging pages in Search 
Engine Optimization (SEO) and factors are proposed to build optimized Web 
sites. 
 
PageRank algorithm was implemented and experiments were carried out to show its 
convergence. Three publicly available datasets, WEBSPAM-UK2006, WEBSPAM-
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UK2007 and EU2010 were used for the experiments, apart from live data from the 
World Wide Web. Several experiments were conducted to show the effects of 
hanging pages on Web page ranking. Methods were proposed to include all the 
hanging pages in PageRank computation and to compare them with PageRank 
algorithm. The proposed methods were slower than PageRank algorithm but 
produced more relevant results. The experiments showed the percentage of hanging 
pages in the following datasets: WEBSPAM-UK2006 - 21.35%, WEBSPAM-
UK2007 - 43.11%, EU2010 - 54.21% and the Curtin University (Sarawak) Website - 
35.57%. The study showed that the hanging pages are keep increasing in the Web. 
 
Hanging Relevancy Algorithm (HRA) is implemented and it produced more relevant 
results with less computation time compared to including all the hanging pages in the 
computation. The experiment also showed that the ranks of certain relevant hanging 
pages were increased by four, signifying that these pages deserved a better ranking. 
 
Experiments were carried out using live Web data to prove the contribution of link 
spam by hanging pages. The results showed that the rank of the target page after link 
spam had increased by two and the order had also improved. This proved that 
hanging pages contributed to spam and the proposed method had detected link spam 
contributed by the hanging pages. Experiments were done to determine the On-Site 
and Off-Site ranking factors by taking www.curtin.edu.my as a sample Website. The 
link analysis experiment showed that 90% of the sample Website's back links are 
external links and only 10% are internal back links. 80% of the sample Website's 
links are followed back links and only 20% of them are no-followed back links. The 
experiments showed different ranking factors and also suggested factors to improve 
the ranking of the particular Website.  
 
The research study has therefore, helped to improve the rankings of relevant hanging 
pages and reduce the link spam contributed by hanging pages in the Search Engine 
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Chapter 1 Introduction 
 
1.1 OVERVIEW 
According to a recent survey conducted by Netcraft, an Internet service company, 
there are currently 958,919,789 Web sites in the World Wide Web (2014). Another 
report from Factshunt, an Internet service company, states that as of December 2013, 
there are 14.3 trillion live Internet pages (2013). It is evident, therefore, that the 
number of Websites is approaching the one trillion mark, and the number of Web 
pages is increasingly difficult to count. Factshunt, further states that in 2013, the 
average number of searches in the Google search engine was 149.16 billion per 
month, and the total number of searches was 2.0827 trillion (2013). Information 
retrieval from this many trillion pages is a mammoth task. Search engines and their 
ranking algorithms, thus play a very important role in extracting relevant information 
from the World Wide Web (WWW); however, searching for relevant information in 
this huge Web is a challenging task due to the non-standard structure of the Web, 
complex styles of different Web data, the exponential growth, dynamic nature of the 
Web and the unfair treatment of relevant hanging pages by the search engines.  
 
The following are the background information related to this thesis. World Wide 
Web (WWW) is used as a medium in this research to collect data to analyse the link 
structure. This research uses the concepts of Information Retrieval (IR) to retrieve 
data from Internet. One of the Web mining techniques, Web Structure Mining 
(WSM) is applied in this research to retrieve the data using link structure analysis. 
This thesis utilizes the PageRank algorithm of Google search engine as the base 
ranking algorithm throughout this research. Another, related information in this study 
is Web spam which is also described here. Finally, the background information on 
Search Engine Optimization (SEO) is covered here.  
 
World Wide Web 
Today's Internet and the WWW are an extension of the Galactic Network and the 
packet switching concept, developed by J.C.R. Licklider and Leonard Kleinrock 
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(both of Massachusetts Institute of Technology - MIT), in the early 1960's (Leiner et 
al. 2009). The Advanced Research Project Agency Network (ARPAnet) was the first 
product of their research along with other researchers. After the introduction of the 
Transmission Control Protocol/Internet Protocol (TCP/IP) and the Open Systems 
Interconnection (OSI) in the early 1980s, the Internetworking concept evolved into 
the Internet in the mid-1980s. The Internet today is the result of the hard work of so 
many researchers and technologists who cover areas like technological evolution, 
operations and management of global and complex networks, and the social and 
commercial aspects of the information infrastructure.  
 
In 1989, WWW was developed by Tim Berners Lee (Gillies and Cailliau 2000) of 
the European Organisation for Nuclear Research (CERN), and other researchers from 
organisations using distributed computing and Internet (Seymour, Frontsvog and 
Kumar 2011). V. Cerf (Stanford University) developed protocols and structure for 
the Internet in 1973 (Bing 2007). HyperText Markup Language (HTML) started in 
late 1991 and it became the standard markup language in 1995. There are many 
versions of HTML and the current version is HTML5 which was introduced in early 
2008. There was also a need for Web browsers so that users could access, retrieve 
documents and perform other tasks on the Internet. The first Web browser, Mosaic 
was developed in 1992, followed by Netscape Navigator, Internet Explorer 1, 
OmniWeb, Chrome, etc. While some like Netscape Navigator, OmniWeb have been 
phased out, others like Internet Explorer, Mozilla Firefox, Opera and Safari are still 
in use. 
 
Information Retrieval (IR) 
Information Retrieval (IR) is a wide, often loosely-defined term which deals with the 
representation, storing, organization of and access to information items (Baeza-Yates 
and Ribeiro-Neto 1999). IR deals with two types of retrieval: Traditional IR and Web 
IR (Langville and Meyer 2006a). The Traditional IR, pre-existing the Web, is a 
search within a smaller, more controlled and non-linked collections environment. 
Examples of Traditional IR are searching for a book in a library's collection of books 
or searching for a movie title in a movie collections media. A Web Information 
Retrieval (WIR) is a search for everything within the world's largest linked document 
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collection, i.e. WWW.  
 
The representation and organisation of the information items should provide the user 
with easy access to the information in which he or she is interested. Generally, IR is 
about document retrieval, and emphasises the document as the basic unit. These 
document collections are non-linked, generally static, and organized and categorized 
by the librarians, journal editors, catalogue editors, etc. They can be stored in 
physical form such as books, journals, and artwork, as well as in electronics format 
like microfiche, DVDs and Web pages. Previously the search mechanisms were 
manual but now most of them are computerized. These computerized mechanisms 
are referred to as search engines, and are introduced later in this chapter.  
 
Traditional IR collection uses three basic computer-aided search techniques: 
Boolean, Vector Space and Probabilistic models (Baeza-Yates and Ribeiro-Neto 
1999). These search models developed in the 1960s, have grown, meshed and 
morphed into new search models. There are thousands of search engines in the Web, 
all of which use one of the three basic search techniques mentioned above. There is 
also a fourth search technique model in the Traditional IR called meta-search 
engines, which combines three basic models.  
 
Precision, Recall and Freshness are the three important parameters used to measure 
the performance of search engines. Precision is the ratio of the number of relevant 
documents retrieved against the total number of documents retrieved, while Recall 
refers to the ratio of the number of relevant documents retrieved against the total 
number of relevant documents in the collection; the higher the precision and recall 
the better the search engine. Freshness relates to how fast, fresh and new contents 
can be retrieved by search engines. A general architecture of an IR system is given in 
Figure 1.1 (Bing 2007). 
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Figure 1.1: General IR System Architecture 
 
The General IR system architecture consists of a query processing module, retrieval 
system, document collector or a text database, an indexer module, document index 
and of course a user, to issue a query. Here, a user looking for information issues a 
query to the retrieval system through the query processing module. The retrieval 
module then uses the document index to retrieve those documents that are relevant to 
the query terms, computes relevancy scores for them, ranks the retrieved documents 
according to the scores, and subsequently presents them to the user. The indexer 
helps the efficient retrieval of the documents by indexing them. 
 
Overview of Web Mining 
The WWW is a huge, explosive, diverse, dynamic and mostly unstructured data 
repository, which supplies an incredible amount of information, and also raises the 
complexity of dealing with the information from the different perspectives of 
information seekers, Web service providers and business analysts. The users want to 
have effective search tools to find the relevant information easily and precisely from 
the Web, since most of the existing tools provide information much of which may not 
be relevant to the user queries. Web service providers would like to find ways to 
predict the behaviour of users, personalize information to reduce the traffic load and 
design the Web site suited for various user groups. Business analysts require tools to 
study the needs of common users and consumers. All of them expect tools or 
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on the Web. Therefore, Web mining has become an active and popular research field, 
since it helps to retrieve relevant information from the Web. 
 
Web mining is the use of data mining techniques to automatically discover and 
extract information from the Web. According to Kosala and Blockeel (2000), Web 
mining consists of the following tasks: 
 
 Resource finding: retrieving intended Web documents 
 Information selection and pre-processing: automatically selecting and pre-
processing specific information from retrieved Web resources 
 Generalization: automatically discovering general patterns at individual Web 
sites as well as across multiple sites 
 Analysis: validating and/or interpreting of the mined patterns 
 
Web mining is more complex than WIR, because apart from IR, Web mining 
includes generalization and analysis (Baeza-Yates 2003).  
 
Resource finding is the process of retrieving the data, that is either online or offline 
from the electronic newsgroups, newsletters, newswire, libraries and HTML 
documents that are available as text sources on the Web. Information selection and 
pre-processing involves selecting the HTML documents and transforming them by 
removing HTML tags, stop words, stemming etc.  
 
Generalization is the process of discovering general patterns at individual Web sites 
as well as across multiple sites. Analysis refers to the validation and/or interpretation 
of the mined patterns. Humans play an important role in the information or 
knowledge discovery process on the Web, since it is an interactive medium. This is 
especially important for validation and/or interpretation. 
 
The Web is very large, in the order of terabytes, and is still growing rapidly. It is a 
huge and effective source for data mining and warehousing with many organisations, 
individuals and societies using this facility to provide their public information. 
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Moreover, the Web page contents are much more complex than any other traditional 
text documents. Today, Web pages lack a standard structure and they contain more 
complex styles than standardized formats. 
 
Due to the rapid growth and unstructured format of Web, conducting a search has 
become difficult. In addition to its amazing growth, the Web is dynamic, i.e. the 
information is updated frequently (Bing 2007). News, stocks and markets, e-
commerce sites, company advertisements and web service centres update their pages 
regularly. The WWW serves a broad diversity of user communities. Web users may 
have different backgrounds, interests and usage purposes. Due to these reasons, even 
though the Web is a large repository of information, very often only a small portion 
of the relevant information is available to the Web user. To summarise, the following 
characteristics of Web make IR challenging and demanding (da Gomes Jr. and Gong 
2005):  
 
 Web is huge. 
 Web pages are semi-structured. 
 Web information tends to be diverse in meaning. 
 Web is dynamic in nature. 
 
These challenges have led to the development of solutions like Database (DB), 
Information Retrieval (IR), Natural Language Processing (NLP), and Machine 
Learning along with Web mining for effective IR from Web. 
 
Web Mining Categories 
There are three areas of Web mining according to Web data usage utilised as input in 
the data mining process, namely, Web Content Mining (WCM), Web Usage Mining 
(WUM) and Web Structure Mining (WSM). WCM is concerned with information 
retrieval of from the WWW into a more structured form, and indexing the 
information to retrieve it quickly. WUM is the process of identifying the browsing 
patterns by analysing the user‘s navigational behaviour. WSM discovers the model 
underlying the link structures of the Web pages, catalogues them and generates 
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information such as the similarity and relationship between them, by taking 
advantage of their hyperlink topology.  
 
The Web classification (Cooley, Mobasher and Srivastava 1997) is shown in Figure 
1.2. Even though there are three Web mining areas, the differences between them are 
narrowing because they are all interconnected. WCM and WSM are basically used to 
extract knowledge from the WWW. Web content is concerned with the retrieval of 
information from WWW into more structured forms. WSM helps to retrieve more 
relevant information by analysing the link structure. Most researchers now focus on a 
combination of the three Web mining areas to produce better findings. 
 
Web Content Mining (WCM) 
WCM is the process of extracting useful information from Web documents that may 
consist of text, images, audio, video or structured records like tables and lists. Mining 
can be applied to the Web documents as well as the result pages produced from a 
search engine.  Two approaches to content mining are the agent based and database 
approach. The agent based approach concentrates on searching for relevant 
information, using the characteristics of a particular domain to interpret and organize 
the collected information. The database approach is used for retrieving the semi-
structure data from the Web. WCM has roots in IR and NLP. 
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Web Usage Mining (WUM) 
WUM is the process of extracting useful information from the secondary data 
derived from the interactions of the user, while surfing on the Web. It extracts data 
stored in server access logs, referrer logs, agent logs, client-side cookies, user profile 
and meta data. Analysing such data can help organisations study customers‘ Web 
browsing patterns, to facilitate e-commerce specific processing such as customised 
promotional campaigns, marketing decisions for better strategy and for designing a 
better Website (Chang et al. 2001). 
 
Web Structure Mining (WSM) 
The goal of WSM is to generate the structural summary about the Web site and Web 
page. It tries to discover the link structure of the hyperlinks at the inter-document 
level. Based on the topology of the hyperlinks, WSM categorise the Web pages and 
generates information like similarity and relationship between different Web sites. 
This type of mining can be performed at the document level (intra-page) or at the 
hyperlink level (inter-page). In this type of mining, the link structure is represented 
as a graph, in which Web documents are the nodes and the hyperlinks are the directed 
edges of the graph. Useful information can be mined by processing the relationship 
between nodes and edges. The research in this thesis is based on WSM, and analyses 
the link structure of the Web and the link structure based ranking algorithms.  
 
Search Engines 
As the Internet grew, retrieving the relevant information became more difficult. 
Researchers quickly realized the need for a tool or application to retrieve information 
from the Internet, and they developed the search engine. These engines are used to 
download, index and rank Web pages according to keywords, and present them to the 
user in the form of Search Engine Result Pages (SERPs). Search engines can also be 
called as Web index servers, and they are the most visited Websites by Internet users 
(Chang et al. 2001).  
 
The Internet and search engines have changed the life style of digital users. 
According to Zhang et al., the growth of the Internet follows Moore's law and they 
theoretically predicted that the Internet doubles every 5.32 years (2008). A recent 
report from Internetlivestats, an Internet survey company, states that there are 
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currently 2.9 billion Internet users in the world, and the Internet penetration is only 
39% (2014). Hence, there is still a lot of room for the Internet penetration to increase. 
As the Internet grows, search engines ought to do a lot of work in producing relevant 
information.  
 
The very first application or tool used for searching in the Internet was, Archie, in 
1990 (Seymour, Frontsvog and Kumar 2011). There were many search tools 
developed in the early 1990s, but the real full text crawler-based search engine is the 
WebCrawler, introduced in 1994. It was one of the first popularly used search 
engines and laid the foundation for all the modern search engines. This was followed 
by Lycos in 1994, and Magellan, AltaVista, Excite, Inktomi, SAPO, Yahoo!, 
Dogpile, Ask Jeeves in the ensuing years. Many of them like the WebCrawler and 
Lycos are still active, but a few of them were acquired by AltaVista and Inktomi, 
which in turn were purchased by Yahoo!. In 1998, Google and MSN, joined the 
search family, and they became popular due to their superior search technology.  
 
Netmarketshare‘s latest statistics show the following breakdown in terms of the 
search engine market share. Google has the largest share at 69.55%, followed by 
Baidu (Chinese Search Engine) at 16.77%, Yahoo at 6.53%, Bing at 6.18%, AOL at 
0.26%, Ask.com at 0.14%, Excite at 0.01% and others at 0.56% (2014).  Google is a 
link structure based search engine which controls the majority of the search engine 
market share, due to its mathematically proven PageRank algorithm and other 
ranking factors like trust, social and user metrics. 
 
The following are a few important search engine categories: 
 
 Crawler-based search engines (Google, ask.com) 
 Directory-based search engines (Yahoo!, dmoz.org) 
 Hybrid search engines (Google and Yahoo!) 
 Meta Search engines (Metacrawler and Dogpile) 
 Specialty search engines (Yahoo Shopping, Froogle, Bizrate, Pricegrabber 
etc.) 
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These search engines download, index and store hundreds of millions of Web pages 
continuously, and answer tens of millions of queries every day. Therefore, the Web 
mining and ranking mechanism has become very important for effective information 
retrieval. The sample architecture (Duhan, Sharma and Bhatia 2009) of a Web search 
engine is shown in Figure 1.3. 
 
There are three important components in a search engine. They are Crawler, Indexer 
and Ranking module. The Crawler is also called a Robot or Spider that traverses the 
Web and downloads the Web pages. These pages are sent to an indexing module, 
which parses them and builds the index based on the keywords in those pages. An 
alphabetical index is generally maintained using the keywords. When a user types a 
query using keywords on the interface of a search engine, the query processor 
component matches the query keywords with the index and returns the URLs of the 
pages to the user. But before presenting the pages to the user, the ranking modules 
rank all the selected keywords, and present the most relevant pages at the top and 




Figure 1.3: Sample Architecture of a Search Engine 
 
Web Spam 
Spam can intrude in any information system like e-mail, Web, social, blog or any 
review forum (Spirin and Han 2011).Web spamming is an activity on the Web where 
by spammers try to deceive the search engine ranking algorithms, and try to gain a 
better ranking in the SERPs (Perkins 2001). There are two categories of Web spam 
Web Crawler 
Indexer 
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techniques (Gyongyi and Garcia-Molina 2005a). These are boosting techniques and 
hiding techniques and their classification is shown as follows in Figure 1.4.  
 
Boosting techniques refer to methods that achieve high relevance or importance for 
one page; hiding techniques refer to methods that do not influence the ranking of 
search engine but assist boosting techniques. One example is to manipulate the 
colour scheme of the anchor text. Boosting techniques can be further classified into 
term spamming (also called as content spamming) and link spamming, while hiding 




Figure 1.4: Web Spam Techniques Classification 
 
Term spamming or content spamming refers to changes in the content of the Web 
pages, like inserting a large number of keywords in different places of the page 
(Becchetti et al. 2008; Davison 2000; Drost and Scheffer 2005). In term spamming, if 
excessive keywords are used in the body of the page then it can be called body spam; 
if excessive keywords are used in the title, then it can be called title spam and so on. 
 
Link spamming refers to changes in the link structure of the Web sites, by creating 
link farms (Baeza-Yates, Castillo and L´opez 2005; Zhang et al. 2004; Becchetti et 
al. 2008). A link farm is a thickly connected set of pages, created especially for the 
purpose of deceiving a link structure based ranking algorithm. One of the objectives 
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Content hiding refers to spam terms or links in a Web page that are invisible to the 
user, and especially designed for search engines. Cloaking refers to giving the Web 
user different content from what a search engine sees (Wu and Davison 2005). 
Redirection is the process of redirecting the browser to another Uniform Resource 
Locator (URL), as soon as the page is loaded. 
 
There are many researchers (Castillo et al. 2006; Gyongyi and Garcia-Molina 2005a; 
Becchetti et al. 2008) who have studied Web spam and developed methods to detect 
it. They are discussed in Chapter 5. 
 
Website Optimisation (WSO) 
Website Optimisation (WSO) or Search Engine Optimisation (SEO) is a process of 
making a Website friendly and easy to navigate for users as well as search engine 
robots, so that the Website will get more traffic and its rank will improve in an 
organic way in the SERPs (Kumar, Singh, and Mohan 2013). Even though SERPs 
produces hundreds of pages for a particular query, the users only look into the first 
two or three pages, thus resulting in huge competition among the commercial 
companies to appear in the top of the SERPs. This competition leads the Web masters 
or WSO professionals to use Black Hat techniques in WSO. Black Hat is a Web 
optimisation term referring to illegal spam techniques that are used to achieve higher 
than deserved rankings in SERPs. On the other hand, White Hat techniques use good 
and legitimate methods to achieve better rankings for Websites. Web masters or Web 
developers should therefore, use White Hat techniques to develop Websites from 
scratch to achieve better ranking.  
 
Basics of WWW and search engine are covered in this chapter because this thesis 
used crawler to download data from WWW for experiments and helps to improve 
Search Engine Result Pages (SERPs). Information Retrieval (IR) is also described 
here because this thesis is based on the concept of the IR. This thesis uses the concept 
of Web structure mining hence Web mining is described in this chapter. Web spam is 
explored in this chapter because this thesis helps to combat link spam that occurs due 
to hanging pages. Finally, WSO is introduced in this chapter because this thesis 
studies the effect of hanging pages in WSO.  
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1.2 PROBLEM STATEMENT 
Hanging pages are one of the hidden problems in link structure based ranking 
algorithms because: 
 
 They do not propagate the rank scores to other pages (important function of 
link structure based ranking algorithms). 
 They can be compromised by spammers to induce link spam in the Web. 
 They can affect Website optimization and the performance of link structure 
based ranking algorithms. 
 
In the Web, when a page does not have any forward or outgoing links, then that page 
can be called as hanging page/dangling page/zero-out link page/dead end page. For 
uniformity and consistency reason, ‗hanging page‘ is being used throughout this 
thesis.  
 
1.3 RESEARCH MOTIVATION 
One of the problems with the current search on the Internet is that the hanging pages 
are not included in the ranking process and the relevant hanging pages do not reflect 
the correct ranking order in the SERPs.  
 
Hanging pages can be manipulated by spammers to form link spam in the link 
structure based ranking algorithms. Also hanging pages can affect the optimization of 
Web sites. All the above problems have raised the need to handle the hanging pages 
and develop an efficient algorithm to solve the problems of hanging pages. 
 
Motivation for this study is to achieve deserved ranking for the relevant hanging 
pages and to handle the spam induced by hanging pages. This will be useful for the 
Web users who are looking more relevant information and the researchers working in 
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1.4 RESEARCH GOALS 
The main objectives of this research study are four fold. The first one is the handling 
of Hanging Pages (HP) in the link structure based ranking algorithms. PageRank is 
used as the base algorithm throughout this research. A detailed study on different 
hanging pages and how they affect the rank of neighbouring pages is done. Various 
methodologies are proposed to handle hanging pages in the link structure based 
ranking algorithms, especially for the PageRank algorithm.  
 
The second objective is to study the relevancy of hanging pages using the Hanging 
Relevancy Algorithm (HRA) to produce fair and relevant ranking results. 
Experiments are conducted with the dataset and the results are compared with the 
original PageRank algorithm.  
 
The third objective is to analyse the effect of hanging pages in link spam contribution 
and develops the Link Spam Detection (LSD) algorithm. Methods are proposed to 
detect the link spam contributed by hanging pages.  
 
Finally, the fourth objective is to study the effect of hanging pages in Search Engine 
Optimization (SEO) and propose methods to improve Web Site Optimization (WSO).      
This thesis is organized as follows: 
 
1.5 RESEARCH METHODOLOGY 
For the above mentioned research goals, the following methodologies are adopted. 
 
 Web Graph is implemented where nodes are treated as Web pages and edges 
between nodes are treated as hyperlinks. 
 PageRank algorithm is simulated, matrix interface as well as graph interface 
is created and the ranks of Web pages are computed.  
 Experiments are conducted to show the effects of hanging pages and methods 
are proposed to handle hanging pages in ranking Web pages. 
 Hanging Relevancy Algorithm (HRA) is implemented and only the relevant 
hanging pages are included in the rank computation to reduce the complexity. 
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 Link spam detection (LSD) algorithm is implemented to detect link spam 
contributed by hanging pages. 
 Experiments are conducted to show the effect of hanging pages in Search 
Engine Optimization (SEO) and factors are proposed to build optimized Web 
sites. 
 
1.6 THESIS ORGANISATION 
Chapter 1 introduces the background information related to this thesis especially, 
WWW in general, Information Retrieval (IR) in the Web, Web mining, Web spam 
and Website Optimization (WSO). It also introduces the problem statement, research 
motivation, research goals and the methodologies used in this research. 
 
In Chapter 2, a detailed literature survey on the related research is provided. First, a 
comparative study of link structure based ranking algorithms and in particular, 
PageRank (PR) algorithm (Brin and Page 1998) used by the Google Search engine is 
done. Hanging pages are introduced and the related work on hanging pages is 
described. Thereafter, Web spam and the related work on Web spam are described. 
Next, Website optimization (WSO) is introduced; their challenges are explored and 
the stages of WSO are described in detail. Preliminaries and the mathematical 
definitions used in this research are also described in this chapter. After that, three 
large publicly available datasets – WEBSPAM-UK2006, WEBSPAM-UK2007 and 
EU2010 are introduced and the percentage of hanging and non-hanging pages are 
computed and provided. The parameters' settings for all the algorithms are presented. 
This chapter concludes with a simulation of PageRank program and Weighted 
PageRank (WPR) (Xing and Ghorbani 2004) and the results are compared. 
 
Chapter 3introduces the problems of hanging pages in link structure based ranking 
algorithms and propose two methods (Method 1 and Method 2) to handle hanging 
pages. The PageRank algorithm is modified according to the proposed 
methodologies, experiments carried out using the dataset and the results compared 
with the original PageRank algorithm. Methods 1 and 2 produced fair ranking results 
by producing a decent rank for the hanging pages when compared with the PageRank 
algorithm, but then both Methods 1 and 2 took more iteration to converge. Method 1 
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took 36 iterations to converge and Method 2 took 95 iterations to converge. On 
handling hanging pages, Method 1 performed better than the standard PageRank 
algorithm and Method 2 by producing fair and decent ranks for hanging pages. 
 
Chapter 4 introduces the Hanging Relevancy Algorithm (HRA) to determine the 
relevancy of hanging pages in the link structure based ranking algorithms. As more 
and more meaningful hanging pages keep increasing in the Web, their relevancy has 
to be determined according to keywords or query terms to make the SERPs fair and 
relevant. Exclusion of these pages in ranking calculation can give biased/inconsistent 
results. On the other hand, inclusion of these pages will reduce the speed 
significantly. However most of the IR ranking algorithms exclude the hanging pages. 
But there are relevant and important hanging pages on the Web and they cannot be 
just ignored. In the proposed methodology, Anchor Text (AT) is used to determine the 
relevancy of hanging pages against keywords or query terms and stability analysis is 
done to show the rank results are consistent before and after altering the link 
structure. PageRanks are first computed without the hanging relevancy function and 
then with hanging relevancy function. The latter produced fair and relevant results 
compared with the former. This method compromises between complexity and 
relevancy. It has slow down the ranking process due to the query dependent 
approach, but it produces fair ranking results by including only the relevant hanging 
pages. 
 
Chapter 5 proposes Link Spam Detection (LSD) algorithm to detect the link spam 
contributed by hanging pages. Link spammers are constantly seeking new methods 
and strategies to deceive the search engine ranking algorithms. Search engines need 
to come out with new methods and approaches to challenge the link spammers to 
maintain the integrity of the ranking algorithms. Here, a target page is selected 
randomly and link spam is induced. PageRank program is applied to the induced link 
spam structure and the ranks are computed. The experiment showed that there was a 
considerable improvement in the PageRank of the induced link spam structure. Also 
methods are proposed to detect link spam using eigenvectors and eigenvalues. 
Another important finding in this study is the significant role played by the hanging 
pages in forming irreducible closed subsets. Experiments were done using live data 
from the Internet. One of the top 10 Websites, Amazon.com is selected and the pages 
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downloaded using a Crawler program developed in MATLAB. PageRank program is 
applied to the pages before and after link spam. The experiments clearly show that 
hanging pages do contribute to link spam. Also, second eigenvector and eigenvalues 
are computed for the downloaded pages using the Markov analysis. The second 
eigenvector has detected the link spam contributed by hanging pages in the form of 
irreducible closed subset. 
 
Chapter 6 explores the problems of hanging pages in optimizing a Website. Hanging 
pages can affect the WSO process, especially for the link structure based search 
engine ranking algorithms like PageRank, HITS and SALSA. This chapter first 
analyses the effect of hanging pages in Website optimization. Next, this chapter 
suggests methods to improve the ranking of Web pages through analysis and 
simulation. Experiments are done using live Internet data. Programs are created to 
crawl the Web and the pages are downloaded. Experiments are conducted on the 
downloaded pages to produce back link and broken link analysis. Comparisons of 
followed and no-followed links are carried out and On-Site and Off-Site ranking 
factors computed for the Curtin University (Sarawak) Web site. Also, methods are 
suggested to improve the On-Site and Off-Site ranking factors including hanging 
pages.  
 
Finally, Chapter 7 summarises the results of this research study, discusses the 
implications and concludes with a few recommendations for future research. 




Chapter 2 Literature Review 
 
2.1 INTRODUCTION 
The review of previous studies in the area of Link structure based ranking 
algorithms, hanging pages, Web spam and Search Engine Optimisation are presented 
here. With the rapid growth of WWW and the users' demand for knowledge, it has 
become more difficult to manage information on the WWW and satisfy user needs. 
Users are looking for better IR techniques and tools to locate, filter and extract the 
necessary information. Most of them use IR tools like search engines to find 
information from the WWW. Generally, many Web users do not see beyond the top 
few pages of the search results (Broder 2002; Jansen et al. 1998; Silverstein et al. 
1999). Therefore, search engines need to produce the relevant results within the top 
few pages, or they will decline in popularity. According to Borodin et al., Web users 
are not only looking for relevant information also but also for authoritative sources, 
i.e. trusted sources of correct and authentic information, like getting the information 
direct from the home page of a company (2005).  Hence, in current Web searches, 
there is a shift from relevance to authoritativeness, and the main task of the search 
engine ranking algorithms have also shifted to finding and ranking the more 
authoritative Web documents.  
 
With the above shift from relevancy to authoritativeness, the link structure of the 
Web plays a very important role in sourcing for authoritative documents. Through the 
hyperlink structure, the Web offers a rich context of information. Here, a link from 
page a to b denotes an endorsement for the quality of page b. Therefore, the Web can 
be imagined as a network of recommendations which contains information about the 
authoritativeness of the pages. Based on this concept, Kleinberg (1999a) and Brin 
and Page (1998) introduced the HITS and PageRank link analysis algorithms, where 
hyperlink structures are used to rank Web pages.  
 
The HITS algorithm collects the Web pages using the query dependent method, while 
the PageRank algorithm collects Web pages using the query independent method. 
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While, the former became popular in the research field due to its methodology, the 
latter became popular in the research as well as commercial areas due to its 
efficiency. Soon after the success of the HITS and PageRank algorithms, researchers 
developed many derivatives of both algorithms. The HITS and PageRank algorithms 
and their important derivatives are described in the next section.      
 
Important link structure based ranking algorithms are introduced and compared here, 
particularly the PageRank (PR) algorithm (Brin and Page 1998) used by the Google 
Search engine. Apart from PageRank, other link structure based ranking algorithms 
are discussed and compared. These include the Weighted PageRank (WPR) (Xing 
and Ghorbani 2004), Hyperlink-Induced Topic Search (HITS) (Kleinberg 1999a), 
Stochastic Approach for Link Structure Analysis Algorithm (SALSA) (Lempel and 
Moran 2001), DistanceRank (Zareh Bidoki and Yazdani 2008) and DirichletRank 
algorithms (Wang et al. 2008). Ranks are calculated for PageRank and Weighted 
PageRank algorithms for a given hyperlink structure. For the purposes of this 
research study, a PageRank program was developed to analyse the properties of the 
link structure based ranking algorithms, especially the PageRank algorithm. 
 
2.2 LINK STRUCTURE BASED RANKING ALGORITHMS 
With the increasing number of Web pages and users on the Web, the number of 
queries submitted to the search engines are also increasing rapidly. Therefore, search 
engines needs to be more efficient. Web mining techniques are employed by search 
engines to extract relevant documents from the Web database and provide the 
necessary information to the users. The search engines become very successful and 
popular if they use efficient ranking mechanisms. The Google search engine is very 
successful because of its PageRank algorithm. Such algorithms are used by the 
search engines to present the search results by considering the relevance, importance 
and content score; they also use Web mining techniques to order the search results 
according to the user interest. Some ranking algorithms depend only on the link 
structure of the documents, i.e. their popularity scores (WSM), whereas others look 
for the actual content in the documents (WCM).Some, however, use a combination of 
both i.e. they use the document content as well as the link structure to assign a rank 
value for a given document (Singh and Kumar 2009; Kumar and Singh 2010). If the 
search results are not displayed according to the user interest, then the search engine 
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will lose its popularity. Thus, the ranking algorithms have become very important. 
Some of the popular link structure based ranking algorithms are discussed in the 
following section. 
 
2.2.1 Citation Analysis 
Link analysis is similar to social networks and citation analysis. The citation analysis 
was developed in information science as a tool to identify core sets of articles, 
authors, or journals of a particular field of study. The ―Impact factor‖ developed by 
Eugene Garfield, is used to measure the importance of a publication(Garfield 
1972).It takes into account the number of citations received by a publication, and is 
proportional to the total number of citations a publications has. This measurement 
treats all the references equally. Important references which are regularly referred to, 
however, would be given additional weight. Pinski and Narin (1976) proposed a 
model to overcome this problem called ―influence weights‖, where the weight of 
each publication is equal to the sum of its citations, scaled by the importance of these 
citations. The influence weight (W) of the i
th














Wi is the influence weight of the i
th
 unit, where Si is the total number of references 
from the i
th
 unit to other units. C corresponds to the citation matrix. In the sum, the 
number of cites to the i
th
 unit from the k
th





If a research article receives citations from one or more other research articles, then it 
is called a backward citation and if it issues citations to other research articles, then it 
is called a forward citation. Figure 2.1 below shows a backward citation, where 
article A is cited by articles B, C and D.  
 
The same principle is applied to the Web for ranking the web pages, where the notion 
of citations corresponds to the links pointing to a Web page. This simplest ranking of 
a Web page could be done by summing up the number of links pointing to it. Here, it 
would favour only the most popular Web sites, such as universally known portals, 
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news pages, news broadcasters etc.  In the Web, the page quality and the content 
diversity should also be considered. 
 
 
Figure 2.1: Backward Citation 
 
Figure 2.2 shows the forward citation where article A is citing articles B, C and D. 
 
 
Figure 2.2: Forward Citation 
 
The same principle is applied to the Web for ranking the web pages, where the notion 
of citations corresponds to the links pointing to a Web page. This simplest ranking of 
a Web page could be done by summing up the number of links pointing to it. Here, it 
would favour only the most popular Web sites, such as universally known portals, 
news pages, news broadcasters etc.  In the Web, the page quality and the content 
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These ―hyperlinked communities that appear to span a wide range of interests and 
disciplines‖, are called "Web communities" (Gibson et al. 1998) and the process of 
identifying them is termed as ―trawling‖, (Kumar et al. 1999).There are a number of 
proposed algorithms based on the link analysis. Using Citation analysis, Co-citation 
algorithm (Dean et al. 1999) and Extended Co-citation algorithm (Hou et al. 2003) 
were proposed. However, these algorithms are simple and more significant 
relationships among the pages cannot be discovered.  
 
The following link structure based algorithms which are more complex, address the 
relationship problems faced by citation algorithms. Six link structures based ranking 
algorithms, PageRank (PR) (Brin and Page 1998), Weighted PageRank (WPR) (Xing 
and Ghorbani 2004), HITS (Kleinberg 1999a), DistanceRank (Zareh Bidoki and 
Yazdani 2008), DirichletRank (Wang et al. 2008) and SALSA algorithms (Lempel 
and Moran 2001) are discussed in detail below. 
 
2.2.2 PageRank Algorithm 
Brin and Page (1998) developed the PageRank (PR) algorithm used by Google based 
on the citation analysis. They applied the citation analysis in a Web search by treating 
the incoming links as citations to the Web pages. However, simply applying the 
citation analysis techniques to the diverse set of Web documents did not result in 
efficient outcomes. Therefore, the PageRank provides a more advanced way to 
compute the importance or relevance of a Web page, than just counting the number 
of pages that are linking to it (called as ―backlinks‖). If a backlink comes from an 
―important‖ page, then that backlink is given a higher weighting than those backlinks 
from non-important pages. In a simple way, a link from one page to another may be 
considered a vote. However, not only are the number of votes a page receives 
considered important, but the ―importance‖ or the ―relevance‖ of the ones that cast 
these votes is important as well.  
 
The PageRank computation is illustrated below: Assume any arbitrary page, A, has 
pages T1 to Tn pointing to it (incoming link). PageRank can be calculated using 
Equation 2.2. 
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 ))(/(...)(/)(()1()( 11 nn TCTPRTCTPRddAPR   (2.

The parameter d is a damping factor, usually set at 0.85 (Brin and Page 1998) to stop 
the other pages from having too much influence, this total vote is ―damped down‖ by 
multiplying it by 0.85. C(A) is defined as the number of links going out of page A.  
The PageRanks form a probability distribution over the Web pages, so the sum of all 
Web pages‘ PageRank will be one. PageRank can be calculated using a simple 
iterative algorithm, and corresponds to the principal eigenvector of the normalized 
link matrix of the Web. 
 
PageRank is displayed on the toolbar of the browser if the Google Toolbar is 
installed. The Toolbar PageRank goes from 0 – 10, like a logarithmic scale with 0 as 
the low page rank and 10 as the highest page rank. The PageRank of all the pages on 
the Web changes every month when Google does its re-indexing. Apart from 
PageRank algorithm, Google uses as many as 200 factors to rank a Web page. 
 
2.2.3 Weighted PageRank Algorithm 
Xing and Ghorbani (2004) proposed a Weighted PageRank (WPR) algorithm, which 
is an extension of the PageRank algorithm. This algorithm assigns larger rank values 
to the more important pages, rather than dividing the rank value of a page evenly 
among its outgoing linked pages. Each outgoing link gets a value proportional to its 
importance. The importance is assigned in terms of weight values to the incoming 
and outgoing links and are denoted as W
in
(m, n) and W
out
(m, n) respectively. W
in
(m, 
n), as shown in Equation 2.3, is the weight of link(m, n) calculated based on the 
number of incoming links of page n, and the number of incoming links of all 
























W  (2.4) 
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where In and Ip are the number of incoming links of page n and page p respectively, 
R(m) denotes the reference page list of page m. W
out
(m, n) is as shown in Equation 
2.4. The weight of link(m, n) is calculated based on the number of outgoing links of 
page n and the number of outgoing links of all reference pages of m, where On and 
Op are the number of outgoing links of page n and p respectively. The formula, which 
is a modification of the PageRank formula, as proposed by Xing and Ghorbani 











To differentiate the WPR from the PageRank, Xing and Ghorbani (2004), categorized 
the resultant pages of a query into four categories based on their relevancy to the 
given query: They are: 
 
1. Very Relevant Pages(VRP): pages that contain very important information 
related to a given query 
2. Relevant Pages(RP): pages are relevant but do not have important 
information about a given query 
3. Weak Relevant Pages(WRP): pages may have the query keywords but do not 
have the relevant information 
4. Irrelevant Pages(IRP): pages do not have any relevant information and query 
keywords 
 
The PageRank and WPR algorithms both provide ranked pages in the sorting order, 
to users based on the given query. Therefore, in the resultant list, the number of 
relevant pages and their order are very important for users. Xing and Ghorbani 
proposed a Relevance Rule (2004) to calculate the relevancy value of each page in 
the list of pages. That makes WPR different from PageRank. 
 
Relevancy Rule (RR): The Relevancy Rule is as shown in Equation 2.6. The 
Relevancy of a page to a given query depends on its category and its position in the 
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iWink  (2.6) 
 
Where i denote the i
th
 page in the result page-list R(p), n represents the first n pages 
chosen from the list R(p), and Wi is the weight of i
th
 page as given below in Equation 
2.7. 
 
 )4,3,2,1( vvvvW i   (2.7) 
 
Wherev1, v2, v3 and v4 are the values assigned to a page if the page is VR, R, WR 
and IR respectively. The values are always v1>v2>v3>v4. Experimental studies by 
Wenpu et al. showed that WPR produces larger relevancy values than the PageRank. 
 
2.2.4 The HITS Algorithm - Hubs and Authorities 
Kleinberg (1999a) identifies two different forms of Web pages called Hubs and 
Authorities: the former refers to pages with important contents, while the latter are 
pages that act as resource lists, guiding users to authorities. Thus, a good hub page 
for a subject points to many authoritative pages on that content, and a good authority 
page is pointed by many good hub pages on the same subject. Hubs and Authorities 
are shown in Figure 2.3. Kleinberg says that a page may be a good hub and a good 
authority at the same time. This circular relationship leads to the definition of an 
iterative algorithm called HITS.  
 
 
Hubs       Authorities 
Figure 2.3: Hubs and Authorities 
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The HITS algorithm treats WWW as a directed graph G(V, E), where V is a set of 
Vertices representing pages and E is a set of edges that correspond to links. 
 
2.2.4.1 HITS Methodology 
There are two major steps in the HITS algorithm. The first step is the Sampling Step 
and the second step is the Iterative step. In the Sampling step, a set of relevant pages 
for the given query are collected i.e. a sub-graph S of G is retrieved which is high in 
authority pages. This algorithm starts with a root set R, obtains a set of S (keeping in 
mind that S is relatively small), rich in relevant pages about the query and contains 
most of the good authorities. The second step, Iterative step, finds hubs and 








qp HA  (2.9) 
 
Where Hp is the hub weight, Ap is the Authority weight, I(p) and B(p) denotes the set 
of reference and referrer pages of page p. The page‘s authority weight is proportional 
to the sum of the hub weights of pages that it links to (Kleinberg 1999b). Similarly, a 
page‘s hub weight is proportional to the sum of the authority weights of pages that it 




AP = HQ1 + HQ2 + HQ3 HP = AR1 + AR2 
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2.2.4.2 Constraints of HITS 
The following are the constraints of the HITS algorithm (Chakrabarti et al. 1999): 
 
 Hubs and Authorities: It is not easy to distinguish between Hubs and 
Authorities because many sites are both. 
 Topic drift: Sometime HITS may not produce the most relevant documents 
for the user queries because of equivalent weights. 
 Automatically generated links: HITS gives equal importance for 
automatically generated links which may not produce relevant topics for the 
user query. 
 Efficiency:  HITS algorithm is not efficient in real time. 
 
The HITS was used in a prototype search engine called Clever (Chakrabarti et al. 
1999) for an IBM research project. Because of the above constraints HITS could not 
be implemented in a real time search engine. 
 
2.2.5 SALSA Algorithm 
The SALSA algorithm (Stochastic Approach for Link Structure Analysis), proposed 
by Lempel and Moran (2001), is another link structure based ranking algorithm, that 
combines the best features from both the PageRank and HITS algorithms. The 
SALSA algorithm performs a random walk on the hub and authorities of the bipartite 
graph by alternating between the hub and authority sides. The random walk starts 
from an authority node, selected uniformly at random and continues by alternating 
between forward and backward steps. The stochastic matrices for both the hub and 




















In Equation 2.10 shown above, h
~
is the hub matrix, G
~
is the authority Markov chain 
and de is the degree of a page. The authority matrix is given below in Equation 2.11.  



















  (2.11) 
 
In Equation 2.11, a~ is the authority matrix. A positive transition probability a~ i,j > 0 
implies that a certain page h points to both pages i and j, and hence, page j is 
reachable from page i in two steps: retracting along the links h → i and then 
following the link h → j.  The algorithm selects one of the incoming links uniformly 
at random at the authority node side of the bipartite graph and moves on to a hub 
node on the hub side. The algorithm selects one of the outgoing links uniformly at 
random, at the hub node on the hub side of the bipartite graph and moves on to an 
authority. The authority weights are defined as stationary distribution of this random 
walk.  SALSA is a variation of the HITS algorithm.  
 
2.2.6 DistanceRank Algorithm 
DistanceRank algorithm proposed by Zareh Bidoki and Yazdani (2008) is a novel 
recursive method based on reinforcement learning, (Sutton and Barto 1998) which 
considers distance between pages as punishment, called ―DistanceRank‖ to compute 
ranks of web pages. The number of ‗average clicks‘ between the two pages is defined 
as distance. The main objective of this algorithm is to minimize distance or 
punishment, so that a page with smaller distance can have a higher rank.  
 
Most of the current ranking algorithms have the ―rich-get-richer‖ problem (Cho, Roy 
and Adams 2005) i.e. the popular high rank web pages become more and more 
popular and the young high quality pages are not picked by the ranking algorithms. 
Zareh Bidoki and Yazdani suggested DistanceRank to solve the "rich-get-richer" 
problem (2008). Cho, Roy and Adams proposed to overcome the "rich-get-richer" 
problem using Page Quality function (2005). The DistanceRank algorithm is less 
sensitive to the ―rich-get-richer‖ problem, and finds important pages faster than 
others. This algorithm is based on the reinforcement learning such that the distance 
between pages is treated as a punishment factor. Normally related pages are linked to 
each other so the distance based solution can find pages with high qualities more 
quickly.  
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In the PageRank algorithm, the rank of each page is defined as the weighted sum of 
ranks of all pages having back links or incoming links to the page. A page has a high 
rank if it has more back links from high page ranks. These two properties are true for 
DistanceRank also. A page that has many incoming links should have low distance, 
and if the pages pointing to it have low distance, then subsequently, this page should 
have a low distance. The above point is clarified using the following definition. 
 
Definition 2.1: If page a points to page b, then the weight of the link between a and 
b is equal to Log10O(a), where O(a) shows a‘s out degree or outgoing links.  
 
Definition 2.2: The distance between two pages a and b is the weight of the shortest 
path (the path with the minimum value) from a to b. This is called logarithmic 
distance and is denoted as dab. 
 
 
Figure 2.5: A Sample Graph 
 
For example, in Figure 2.5, the weight of out-links or outgoing links in pages m, n, o 
and p is equal to log(3), log(2), log(2) and log(3) respectively, and the distance 
between m and t is equal to log(3) + log(2), if the path m—o—t was the shortest path 
between m and t. The distance between m and v is log(3) + log(3) as shown in 
Figure2.5, even though both t and v are in the same link level from m (two clicks), 
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Definition 2.3: If dab shows the distance between two pages a and b as Definition 
2.2, then db denotes the average distance of page b as shown in Equation 2.12, where 










 1  (2.12) 
 
In this definition, the researchers used an average click instead of the classical 
distance definition. The weight of each link is equal to log(O(a)). If there is no path 
between a and b, then dab will be set a big value. In this method after the distance 
computation, pages are sorted in the ascending order and pages with smaller average 
distances will have high ranking.  
 
This method is dependent on the out degree or outgoing links of nodes in the web 
graph like other algorithms. Apart from that, it also follows the web graph like the 
random-surfer model (Brin and Page 1998) used in the PageRank, in that each output 
link of page a is selected with probability 1/O(a). That is, the rank‘s effect of a on 
page b as the inverse product of the out-degrees of pages in the logarithmic shortest 
path between a and b. For example, if there is the logarithmic shortest path with 
single length 3 from a to b like a→c→d→b, then a‘s effect on b is (1/O(a)) * 
(1/O(c)) * (1/O(d)) * (1/O(b)). In other words, the probability that a random surfer 
started from page a to reach page b is (1/O(a)) * (1/O(c)) * (1/O(d)) * (1/O(b)).  
 
If the distance between a and b, dab is less than the distance between a and c, dac then 
a‘s rank effect, rab on b is more than on c, i.e if dab<dac the rab>rac. In other words, the 
probability that a random surfer reaches b from a is more than the probability to 
reach from c.  
 
The purpose of the DistanceRank is to compute the average distance of each page 
and there is a dependency between the distance of each page and its incoming links 
or back links. For example, if page b has only one back link and it is from page a, the 
average distance for page b, db is as follows in Equation 2.13. 
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 ))(log( aOdd ab   (2.13) 
 
In general, suppose O(a) denotes the number of forwarding or outgoing links from 
page a and B(b) denotes the set of pages pointing to page b. The DistanceRank of 
page b denoted by db is given as follows in Equation 2.14. 
 
 )()),(logmin( bBaaOdd ab   (2.14) 
 
The distance dt from Figure 2.5 is calculated as follows. 
 
dt = min{do + log2, dp + log3} = min{dm + log3 + log2, dm   + log3 + log3} = {dm + 
log3 + log2} = dm + 0.77. 
 
According to the authors, the DistanceRank is similar to PageRank in ranking pages. 
Using Equation 2.14, the authors proposed the following formula shown in Equation 
2.15 based on the Q-learning, a type of reinforcement learning algorithm (Sutton and 








bBadaOdd abb ttt  (2.15) 
 
Where α is learning rate and log(O(a) is the instantaneous punishment it receives in 
transition state from a to b. dbt and dat show distance of page b and a in time t 
respectively and dbt 1 is distance of page b at time t + 1. In other words, the distance 
of page b at time t + 1 depends on its previous distance, its further distance (da) and 
log(a), the instantaneous punishment from selection page b by the user. The discount 
factor γ is used to regulate the effects of the distance of pages in the path leading to 
page b on the distance of page b. For example, if there is a path m→n→o→p, then 
the effect of the distance of m on o is regulated with a γ factor. In this fashion, the 
sum of received punishments is going to decrease. Since Equation 2.15 is based on 
the reinforcement learning algorithm, it will converge finally and reach the global 
optimum state (Sutton and Barto 1998).  
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Equation 2.16, below, shows the learning rate α, where t shows time or iteration 
number and β is a static value to control regularity of the learning rate. If the learning 
rate is properly adjusted, the system will converge and reach the stability state very 
fast with a high throughput. In the beginning the distances of pages are not known, so 
initially α is set to one and then decreases exponentially to zero.  
 
 e t*  (2.16) 
 
According to the authors, the user is an agent surfing the web randomly and in each 
step it receives some punishment from the environment. The goal is to minimize the 
sum of punishments. In each state, the agent has some selections, next pages to click, 
and the page with the minimum received punishment will be selected as the next 
page for visiting. With that Equation 2.14 can be modified as follows: 
 
db = α * (previous punishment of selecting b) + (1- α) * (current punishment + 
instantaneous punishment that user will receive from selection b), 
 
So db is the total punishment an agent receives from selection page b.  
 
This system tries to simulate the real user surfing the web. When a user starts 
browsing a random page, he/she does not have any background about the web. Then, 
by browsing and visiting web pages, he/she clicks links based on both the current 
status of web pages and the previous experiences. As the time goes on, the user gains 
knowledge in browsing and gets the favourite pages faster. DistanceRank uses the 
same kind of approach like a real user: it initially sets α = 1 and after visiting more 
pages and getting more information, α decreases and effectively selects the next 
pages.  
 
The DistanceRank is computed recursively like PageRank as shown in Equation 
2.15. The process iterates to converge. It is possible (Zareh Bidoki and Yazdani 2008) 
to compute distances with O(p * |E|) time complexity when p<<V, which is very 
close to an ideal state. For instance, p is 7 for 7 million pages implying that 7 
iterations are enough for an acceptable ranking.  
Chapter 2 Literature Review 
33 
 
After convergence, the DistanceRank vector is produced. Pages with low 
DistanceRank will have high ranking and are sorted in the ascending order. The 
authors used two scenarios for experimental purposes. One is crawling scheduling 
and the other is rank ordering. The objective of the crawling scheduling is to find 
more important pages faster. In the rank ordering, DistanceRank is compared with 
PageRank and Google‘s rank with and without respect to a user query.  
 
Based on the experimental results done by the authors, the crawling algorithms used 
by the DistanceRank outperforms (Zareh Bidoki and Yazdani 2008)other algorithms 
like Breadth-first, Partial PageRank, Back-Link and OPIC (Online Page Importance 
Computing) in terms of throughput. That is, DistanceRank finds high important 
pages faster than other algorithms. Also, on the rank ordering, DistanceRank was 
better than PageRank and Google. The results of DistanceRank are closer to Google 
than PageRank.  
 
2.2.6.1 DistanceRank and Ranking Problems 
One of the main problems in the current search engines is the ―rich-get-richer‖ 
problem that causes the new high quality pages to receive less popularity.  To 
research this problem further, Cho and Roy (2004) proposed two models on how 
users discover new pages. The Random-Surfer finds new pages by surfing the web 
randomly without the help of search engines, while the Search-Dominant model 
searches for new pages by using search engines. The authors found out that it takes 
60 times longer for a new page to become popular under the Search-Dominant model 
than Random-Surfer model. If a ranking algorithm can find new high quality pages 
and increase their popularity earlier (Cho, Roy and Adams 2005), then that algorithm 
is less sensitive to the ―rich-get-richer‖ problem. That is, the algorithms should 
predict the popularity that the pages would get in the future.  
 
The DistanceRank algorithm is less sensitive to the ―rich-get-richer‖ problem and 
provides good prediction of pages for future ranking. The convergence speed of this 
algorithm is fast with less iteration. In DistanceRank, it is not necessary to change 
the web graph for computation. Therefore, some parameters like the damping factor 
can be removed and one can work on the real graph.  
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2.2.7 DirichletRank Algorithm 
The DirichletRank algorithm proposed by Wang et al. (2008) eliminates the zero-one 
gap problem found in the PageRank algorithm, proposed by Page et al. (1999). The 
zero-one gap problem occurs due to the current ad hoc way of computing transition 
probabilities in the random surfing model. The authors suggested the DirichletRank 
algorithm, which calculates the probabilities using the Bayesian estimation of 
Dirichlet prior. This zero-one gap problem can be exploited to spam PageRank 
results and make the state-of-art link-based anti-spamming techniques ineffective. 
DirichletRank is a form of PageRank and the authors have shown that the 
DirichletRank algorithm is free from the zero-one gap problem. They have also 
proved that this algorithm is more robust against several common link spams and is 
more stable under link perturbations. The authors also claim that this is as efficient as 
PageRank and it is scalable to large-scale web applications.  
 
Everybody wants their pages to be on the top of the search results. This leads to the 
Web Spamming, (Gyongyi and Garcia-Molina 2005a) which is a method to 
maliciously induce bias to the search engines, so that certain target pages will be 
ranked much higher than they deserve. Consequently, it leads to poor quality of 
search results and in turn will reduce the search engine reliability.  
 
Anti-spamming is now a big challenge for all the search engines. Earlier, Web 
spamming was done by adding a variety of query keywords on page contents, 
regardless of their relevance. This type of spamming is easy to detect but now the 
spammers are trying to use link spamming (Gyongyi and Garcia-Molina 2005b) after 
the popularity of link-based algorithms like PageRank. In link spamming, the 
spammers intentionally set up link structures, involving a lot of interconnected pages 
to boost the PageRank scores of a small number of target pages. This link spamming 
not only increases rank gains but is also harder to detect by the search engines. 
Figure 2.6(b) shows a sample link spam structure. Here, the leakage is used to refer 
to the PageRank scores that reach the link farm from external pages. In this, a web 
owner creates a large number of bogus web pages called B’s (their sole purpose is to 
promote the target page‘s ranking score), all pointing to and pointed by a single target 
page T. The PageRank assigns a higher ranking score to T, more than it deserves 
(sometime up to 10 times the original score), because it can be deceived by link 





Wang et al. (2008) proved that PageRank has a zero-one gap flaw which can be 
potentially exploited by spammers, to easily spam PageRank results. This zero-one 
gap problem occurs from the ad hoc way of computing the transition probabilities in 
the random surfing model currently adopted. The probability that the random surfer 
clicks on one link, is solely given by the number of links on that page. This is why 
one page's PageRank is not completely passed on to a page it links to, but is divided 
by the number of links on the page. Therefore, the probability for the random surfer 
reaching one page is the sum of probabilities for the random surfer following links to 
this page. Now, this probability is reduced by the damping factor d. The justification 
within the Random Surfer Model, therefore, is that the surfer does not click on an 
infinite number of links, but gets bored sometimes and jumps to another page at 
random. The zero-one gap problem refers to the unreasonable dramatic difference 
between a page with no out-link and one with a single out-link, in their probabilities 
of randomly jumping to any page. The authors provided a novel DirichletRank 
algorithm based on the Bayesian estimation, with a Dirichlet prior to solving the 
zero-one gap problem especially the transition probabilities. 
 
2.2.7.1 Zero-one gap Problem 
The basic PageRank assumes each row of matrix M has at least one non-zero entry, 
i.e. corresponding node in G has at least one out-link. But in reality it does not hold 
true. Many web pages do not have any out-links and many web applications only 
consider a sub-graph of the whole web. Even if a page has out-links, it might have 
been removed when the whole web was projected to a sub-graph. Removing all the 
pages without out-links is not a solution because it generates new zero-out-link 
pages. This dangling page problem has been described by Brin and Page (1998), 
Bianchini, Gori and Scarselli (2005) and Ding et al. (2002). The probability of 
jumping to a random page is 1 in zero-out-link page, but it drops to λ (in most cases, 
λ = 0.15) for a page with a single out-link. There is a big difference between 0 and 1 
out-link. This problem is referred to as ―zero-one gap‖ and is a serious flaw in the 
PageRank, because it allows spammers to manipulate the ranking results of 
PageRank.  
 



















(a)      (b) 
Figure 2.6: Sample Contrast Structures 
 
Figure 2.6(a) is a structure without link spamming (only out-link) and Figure 2.6(b) 
shows a typical spamming structure with all bogus pages, B‘s, having back links to 
the target page T. The authors denote ro(.) as the PageRank score in Figure 2.6(a) and 
rs(.) denotes the PageRank score in Figure 2.6(b). The authors proved that rs(T) ≥ 
ro(T) over the range of all λ values. Usually a small λ is preferred in PageRank so the 
result in rs(T) is much larger than ro(T). For example if λ = 0.15, rs(T) is about 3 
times larger than ro(T). In Figure 2.6(b), the addition of the bogus pages makes the 
PageRank score of the target page 3 times larger than before. This is because a surfer 
is forced to jump back to the target page with a high probability in Figure 2.6(b). 
With the default value of λ = 0.15, the single out-link in a bogus page forces a surfer 
to jump back to the target page with a probability of 0.85. This zero-one-gap problem 
denotes a serious flaw of PageRank, which makes it sensitive to a local structure 
change and thus, vulnerable to link spamming. 
 
DirichletRank is an algorithm based on the Bayesian estimation of transition 
probabilities. According to Wang et al. (2008), this algorithm not only solves the 
zero-one gap problem, but also the zero-out-link problem. The authors compared the 
DirichletRank with PageRank, and showed that the former is less sensitive to 
changes in the local structure and more robust than the latter.  
 
In DirichletRank, a surfer is more likely to follow the out links of the current page, if 
the page has many out links. Bayesian estimation provides a proper way for setting 
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the transition probabilities, and Wang et al. (2008) showed that it not only solves the 
zero-out-link problem, but also the zero-one gap problem. The random jumping 







n 0,)(  (2.17) 
 
Where n is the number of out-links and μ is the Dirichlet parameter. The researcher 
set μ = 20, plotted )(n and showed the jumping probability in DirichletRank was 
smoothed out with no gap between 0 and 1 out-link. They also calculated the 
DirichletRank scores do(.) and ds(.) for the structures in Figure 2.6(a) and (b), using 
the following formula shown in Equations 2.18 and 2.19 and )()( TdTd os  for any 
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A similar score of PageRank was obtained, i.e. ds(T) is constantly larger than or 
equal to do(T), but ds(T) is in fact close to do(T). It also shows that there was no 
significant change in T‘s DirichletRank scores before and after spamming. Hence, 
the DirichletRank is more stable and less sensitive to the change of local structure, 
does not involve extra time cost, and is suitable for Web-scale applications. The 
study also proved that the DirichletRank is more stable than the PageRank during 
link perturbation i.e. removing a small number of links or pages. Stability is an 
important factor for a reliable ranking algorithm, and this study also showed that the 
DirichletRank is more effective than the PageRank due to its more reasonable 
allocation of transition probabilities.  
 
Table 2-1 shows the comparison of all the algorithms discussed above. The main 
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criteria used for comparison are mining techniques used, working method, input 
parameters, complexity, limitations and the search engine using the algorithm. 
Among all the algorithms, PageRank and HITS are the most important ones. 
PageRank is the only algorithm implemented in the Google search engine, while 
HITS is used in the IBM prototype search engine Clever. Since HITS cannot be 
implemented directly in a search engine due to its topic drift and efficiency problem, 
the PageRank algorithm was implemented in the Java program. 
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2.3 HANGING PAGES 
In the Web, when a page that does not have any forward or outgoing links then that 
page can be called as hanging page. Hanging page can be also called dangling page, 
zero-out-link page, dead end page, sink page etc. For uniformity and consistency 
purpose, the term 'hanging page' has been used throughout this thesis. There are 
many reasons for a page to be a hanging page (Eiron, McCurley and Tomlin 2004). 
They are: 
 
 A page can be naturally hanging i.e. no forward links, like .pdf, .ppt and other 
attachment files. 
 A page producing 403 and 404 HTTP error codes can be considered as a 
hanging page. 
 A page that cannot be crawled by a crawler also can be called as a hanging 
page. 
 A page protected by robots.txt is also called a hanging page. 
 A page having no-follow in the meta tag is regarded as a hanging page. 
 A page cannot be crawled due to server, router or other problems can also be 
considered as a hanging page. 
 
This thesis focuses only on handling the hanging pages that occurs naturally in the 
Web i.e. pages without any forward links. Page et al. (the authors of the Google 
PageRank algorithm) (Page et al. 1999) have stated the following about hanging 
pages: 
 
They affect the model because it is not clear where their weight should be 
distributed, and there are a large number of them. Often these hanging links 
are simply pages that we have not downloaded yet……. Because hanging 
links do not affect the ranking of any other page directly, we simply remove 
them from the system until all the PageRanks are calculated. After all the 
PageRanks are calculated they can be added back in without affecting things 
significantly (page 6).  
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The first part of the definition holds true, in that hanging pages do not distribute the 
rank to other pages; instead, they become rank sink (Bianchini, Gori and Scarselli 
2005; Langville and Meyer 2004) and many other researchers have reaffirmed this. 










pp   (2.20) 
 
In the above equation, W represents a Website with number of pages P. Equation 
2.20 shows that, theoretically the ranking of a Website (Wp) can be calculated by 
adding all the incoming links W inp  from the pages (p) to W, minus the outgoing links
W
out
p and the hanging linksW
hp
p . Only the incoming links to a page can count in the 
rank of a Website in the link structure based ranking algorithms. The outgoing links 
distribute the rank equally to all the pages that are connected to it. The hanging pages 
absorb the rank and do not distribute the ranks to other pages. These hanging pages 
are one of the problems in ranking Web pages, and in turn a problem for Website 
Optimisation. 
 
The second part of the definition, which states that, hanging pages do not affect the 
ranking of any other page directly, is not true. While removing hanging pages in the 
iterative process of the PageRank computation may trigger other pages to become 
hanging, it also affects the rank of the neighbouring pages. This is shown in Section 
3.2. 
 
Hanging pages may have useful information, and particularly the pages with 
attachment files like .pdf, .ppt and other useful attachment files. They are not 
included in the PageRank computation and may appear in the index but it may not be 
their true rank. They may deserve a better rank if the hanging page is a relevant and 
important one. According to Eiron, McCurley and Tomlin (2004), pages producing 
403 and 404 HTTP error code can be called as penalty pages, which occur due to link 
rot or broken link problems. These penalty pages are not good for a Website and can 
bring down the rank of that site. 
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2.3.1 Existing Methods to Handle Hanging Pages 
This section discusses some former methods for dealing with hanging pages. In the 
original PageRank algorithm proposed by Brin and Page (1998), the hanging pages 
were removed from the graph and the PageRank calculated for the non-hanging 
pages. After calculations, the hanging pages were included without affecting the 
results. The authors state that a few iterations were enough to remove most of the 
hanging pages.  
 
Completely removing all the hanging pages would change the results on the non-
hanging pages (Haveliwala 1999; Kamvar et al. 2003), since the forward links from 
the pages were adjusted to consider the lack of links to unreferenced pages. 
Haveliwala (1999) and Kamvar et al. (2003) suggested jumping to a randomly 
selected page with probability 1 from every hanging page. For example, the nodes V 
of the graph (n = |V|) can be partitioned into two subsets: (i) S corresponds to a 
strongly connected sub graph (|S| = m) and (ii) The remaining nodes in the subset D 
have links from S but no forward links. Other research studies (Lempel and Moran 
2001; Ng, Zheng and Jordan 2001b) have also proposed methods to handle hanging 
pages. 
 
A fast two-stage algorithm for computing PageRank and its extensions based on the 
Markov chain reduction was suggested by Lee, Golub and Zenios (2003). The 
PageRank vector is considered as the limiting distribution of a homogeneous 
discrete-time Markov chain that transitions from one web page to another. To 
compute this vector, they presented a fast algorithm which uses the ―lumpability‖ of 
the Markov chain and constructed in two stages. In the first stage, they computed the 
limiting distribution of a chain, where only the hanging pages were combined into 
one super node. In the second stage, they computed the limiting distribution of a 
chain where only the non-hanging pages were combined. When this two limiting 
distributions were concatenated, the limiting distribution of the original chain, the 
PageRank vector, was produced. According to them, this method can dramatically 
reduce the computing time and is conceptually elegant. Sargolzaei and Soleymani 
(2010) also studied the lumping of hanging and non-hanging nodes separately and 
tried to modify the lumpability. de Jager and Bradley (2009) proposed another 
method to split the hanging pages into a separate matrix and compute the PageRank. 
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Another method by Ipsen and Selee (2007) also separated the hanging pages from the 
non-hanging ones and computed the PageRank. Other methods recommended by 
Bianchini, Gori and Scarselli (2005), Gleich et al (2010) and Singh, Kumar and Leng 
(2010; 2012) included hanging pages in the ranking process. 
 
There are two methods proposed in Chapter 3 to include hanging pages in the 
PageRank computation using Virtual Node (VN). All the previous methods ignore the 
hanging pages ranking process which is not fair for the quality hanging pages. The 
reason to include all the hanging pages in the ranking process is to get fair and 
relevant ranking for the hanging pages. Also when the hanging pages are connected 
to the VN, they became non-hanging pages and thus satisfying the stochastic 
requirement of the mathematical model. Chapter 3 describes the methods in detail. 
 
2.4 WEB SPAM 
There are two kinds of spamming according to Gyongyi and Garcia-Molina (2005a). 
They are link spamming and term spamming. Link spamming is a kind of spamming, 
where the link structure of the Web sites can be altered by using link farms (Baeza-
Yates, Castillo and L´opez 2005; Zhang et al. 2004). A link farm is a heavily 
connected set of pages, created explicitly with the purpose of deceiving a link based 
search engine‘s ranking algorithm. Term spamming includes content and meta 
spamming. Gyongyi et al. (2006) introduced the concept of spam mass and measures 
the impact of link spamming on a page's ranking. Zhou and Pei (2009) introduce 
effective detection methods for link spam target pages using page farms.  
 
Bianchini, Gori and Scarselli (2005) worked on the role of hanging pages and their 
effect on the PageRank. They introduced the notion of energy, which simply 
represents the sum of PageRanks for all the pages in a given Web site. Equation 2.21 
below shows the energy balance which makes it possible to understand the way 
different Web communities interact with each other, and help to improve the ranking 









II   (2.21) 
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Let G1 be a sub graph which represents the energy of a Web site. In the above energy 
balance equation, I  denotes the number of pages of G1, EinI is the energy that 
comes to G1 from other sites. E
out
I is the energy that goes out from G1 which is an 
energy loss i.e. hyperlinks going out from G1 decreases the energy. E
hp
I is the energy 
lost in the hanging pages, so, the presence of hanging pages in a Web triggers energy 
loss. According to Bianchini, Gori and Scarselli (2005), in order to maximize energy, 
one should not only pay attention to the references received from other sites, but also 
to the hanging pages and to the external hyperlinks. Hanging pages can be 
manipulated by spammers to boost the PageRank of Web sites. 
 
Haveliwala and Kamvar (2003) conducted a research study on the second eigenvalue 
of the Google matrix and the irreducible closed subset, and they mathematically 
proved the relationship between the second eigenvector and the link spam. According 
to them, the second eigenvalues are an artefact of certain structures in the Web graph. 
Wang et al. (2008) addressed a problem called "zero-one gap" in the PageRank 
algorithm, and developed the DirichletRank algorithm which eliminates the ―zero-
one gap‖; they proved that their algorithm is more resistant to link spamming than 
the PageRank algorithm. According to Wang et al. (2008), the probability of jumping 
to a random page is 1, in the case of a hanging page, whereas the probability of a 
single-out link page drops to 0.15 in most of the cases. There is a big gap between 0 
and 1 out link. This gap is referred to as the ―zero-one gap‖, which allows a spammer 
to manipulate PageRank to achieve spamming. The DirichletRank proposed by Wang 
et al. (2008) not only solves the ―zero-one gap‖ problem, but also the hanging page 
problem. Other researchers like Ipsen and Selee (2007), Langville and Meyer (2004) 
and Singh, Kumar and Leng (2011) have developed methods to compute PageRank, 
but they have not explored how hanging pages contribute to link spam.  
 
2.4.1 TrustRank Algorithm 
The TrustRank (Gyongyi, Garcia-Molina, and Pedersen 2004) is a popular link based 
Web spam detection algorithm, which works closely with PageRank algorithm. Web 
Spam (Gyongyi and Garcia-Molina 2005a) refers to the sites/pages that are created 
with the intention of misleading the search engines. When some sites or pages use 
various techniques to achieve higher-than deserved ranks, it is called Web spamming 
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or spamdexing (Gyongyi and Garcia-Molina 2005a). The TrustRank algorithm 
separates good sites from spam sites using semi-automated methods by, assuming 
that good sites seldom point to spam or bad sites. TrustRank works by selecting a 
good seed set. To select this set, it uses Inverse PageRank (IPR) and the link structure 
of the Web to flow the trust from good pages to other good pages, and separate all the 
good pages for the seed set. Then it sorts the results in descending order to select top 
n good pages as a seed set. The TrustRank then normalizes the distribution vector by 
applying the following Equation 2.22: 
 
 dvdtPdt ).1(..
**   (2.22) 
 
where d is the decay or damping factor normally set to 0.85, P is the transition 
matrix, dv is the distribution vector after normalization and t* is the TrustRank score. 
It is an iterative algorithm like PageRank and gets converged in M iterations. A 
simple example is given using a Web graph in Figure 2.7.  The good pages are shown 
in light blue, i.e. pages 1, 2, 4, 6 and 7 and the bad pages are shown in grey, i.e. pages 
3, 5 and 8.  
 
 
Figure 2.7: A Sample Web Graph for TrustRank 
 
The first step in the TrustRank algorithm is the SelectSeed function (Leng et al. 
2012); its goal is to identify desirable pages from the dataset. The SelectSeed 
4 5 6 
3 1 7 
2 8 
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function uses the high inverse PageRank, also known as biased PageRank to find 
pages that will be most useful in identifying additional good pages. High inverse 
PageRank pages are likely to point to other high inverse PageRank pages, 
propagating trust as a result. In the program, 0.85 is used for the damping factor (d) 
with M = 50 iterations. The SelectSeed function returns a vector s on the example in 
Figure 2.7 and shown in Equation 2.23 as follows: 
 
  18.0,19.020.0,06.0,03.0,06.0,08.0,05.0s  (2.23) 
 
Next, the rank function will arrange the vectors in descending order and use the 
oracle function on 𝐿 most desirable seed pages. Good pages are set to 1 while bad 
pages and unknown pages are set to 0. This, if the limited budget 𝐿 is 4, the seed set 
𝑆 = {7, 8, 2, 3} and good seed set 𝑆+ =  {2, 7}, while bad seed set 𝑆− = {3, 8};  the 
distribution score is shown in Equation 2.24 as follows: 
 
 𝑑𝑣 = [0, 1, 0, 0, 0, 0, 1, 0] (2.24) 
  
After that, the algorithm normalizes the static score distribution shown below in 
Equation 2.25, so that its entries sum up to 1. 
  
 𝑑𝑣 = [0, 0.5, 0, 0, 0, 0, 0.5, 0] (2.25) 
 
Finally, the last step computes the TrustRank score with dv replacing the score 
distribution in PageRank algorithm. Again, the damping factor d was set to 0.85 and 
iteration, 𝑀 = 50; the TrustRank algorithm produces the result shown in Equation 
2.26: 
 
 𝑡∗ = [0.22, 0.32, 0.14, 0.00, 0.00, 0.03, 0.10, 0.03] (2.26) 
 
In this TrustRank, the good seed pages which are pages 7 and 2 have higher scores 
than most of the pages; some pages like 1 and 3 still have higher scores than page 7. 
This is because page 1 is a good page, page 3 is pointed by a good page, while page 7 
is pointed by a bad page. This TrustRank algorithm is implemented in Chapter 3 and 
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tested along with the proposed methods to combat Web spam. 
 
2.5 WEBSITE OPTIMISATION 
2.5.1 Introduction to Website Optimisation (WSO) 
Website Optimisation (WSO) started in 1997 when companies started doing business 
through the Internet. WSO makes a Website friendly, and easy to navigate for users 
as well as Search engine robots. Consequently, the Website will get more traffic and 
its rank will improve in an organic way (Kumar, Singh and Mohan 2013).  
 
There are two ways a WSO can be initiated. The first one is before a Website is 
created i.e. from scratch and the second one is after a Website is created. It is better 
that optimisation is applied from scratch when a Website is created because altering 
the link structure of a Web after it is created, would be complicated.  
 
2.5.2 Website Optimisation Related Terminologies 
There are lots of terminologies related to Website optimisation. A few important and 
related terminologies are introduced here.  
 
 SERPs (Search Engine Results Pages): Ranking results are displayed by a 
search engine after a query is typed by a user. 
 Organic Search Results: Organic search results are the natural way of 
getting into SERPs due to relevancy of the search terms. 
 Black Hat: These are improper and illegal methods used by Webmasters to 
get higher rank in SERPs. 
 White Hat: These are proper WSO techniques, which follows the best 
practices and guidelines to get a better rank in SERPs. 
 On-Site: On-Site WSO factors are those that can be used by the Webmasters, 
within the Website to improve the ranking in SERPs. 
 Off-Site: Webmasters have very little control over these factors. Search 
engines use them to judge the quality of a Website. 
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2.5.3 Challenges of Website Optimisation (WSO) 
WSO challenges can be categorized into three categories according to the people 
involved in it. Killoran (2013), states that there are 3 classes of people involved in 
shaping the rank of a Website. They are Search engines and their programmers, 
Webmasters and WSO professionals and Search engine users. The WSO challenges 
they face are elaborated as follows: 
 
2.5.3.1 Search Engines and their Programmers 
Given a query, each search engine may produce different ranking orders. Bar-Ilan 
(2005) and Bar-Ilan, Mat-Hassan and Levene (2006) and many other researchers can 
attest to this. Even one search engine may produce different answers for a given 
query at different locations, because its different data centres around the world are 
not synchronized (Evans 2007). For a given query, one search engine may produce 
different ranking orders with different browsers, because the search engines like 
Google monitor the browser's pattern. Mowshowitz and Kawaguchi (2005) state that 
some search engines favour their own sites and products to appear on top of SERPs 
rather that of their competitors. For example, Google favours its own products, 
YouTube and Google+ in the SEPRs. Another challenge is the "rich-get-richer" 
factor, which occurs because the search engines always give higher ranking for 
popular and branded sites. Wikipedia, for instance, always comes on top of SERPs in 
Google and other Search engines. Due to this "rich-get-richer" problem, a newly 
created quality Website may have to struggle to get into SERPs. Another challenge is 
the frequent tweaking of ranking algorithms by search engines. Google tweaks its 
ranking algorithm more than 500 times in a year. Apart from PageRank algorithm, 
Google uses more than 200 factors to rank a Website. On top of these challenges, 
search engines do not disclose their ranking algorithms and techniques due to their 
business competition.    
 
2.5.3.2 Webmasters and WSO Professionals 
The second challenge in Website optimisation is how much Webmasters and WSO 
professionals know the policies of WSO and best practices. WSO is very important 
for commercial and business sites. Some Webmasters wittingly or unwittingly use 
the Black Hat WSO technique like keyword stuffing, link farming etc., to achieve a 
higher ranking in SERPs. Keyword stuffing is one of the Black Hat WSO techniques 
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in which excessive keywords are inserted in many places of a page. Link farming 
(Henzinger, Motwani and Silverstein 2002) is a densely connected page, created 
explicitly for the purpose of deceiving a link structure based Search engine ranking 
algorithm. The other challenges are discussed below in the section on On-Site and 
Off-Site ranking factors. 
 
2.5.3.3 Search Engine Users 
Search engine users' behaviour and preferences help the search engine to build a 
better relevancy algorithm based on user's response. A search engine (especially 
Google) uses the searcher's history and builds two important ranking factors, i.e. 
Click-Through Rate (CTR) and Bounce Rate (BR). CTR is the percentage of times 
searchers click on SERPs link for a given query. A higher CTR indicates that 
searchers clicking on a link on the SERPs have a higher relevancy on a given query. 
BR, which is the opposite of CTR, refers to the percentage of searchers who return to 
SERPs after clicking a link, due to the irrelevancy of a given query. A higher bounce 
rate tells the search engine that, the searchers clicking the SERPs link for a given 
query are disappointed with the Web page. The search engine remembers both CTR 
and BR in future searches. This way the search engine user helps the Search engines 
and WSO professionals make some of the best policies for ranking.  
 
2.5.4 Website Optimisation Stages 
According to Burdon (2005), Website optimisation can be done in four stages: 
  
 Pre-Site Activities - Pre-Site activities occurs before a Website is created and 
any optimisation process is started. This is all about online strategies for 
business plan, policies, and strategies, research on market demand, customers 
and competitors. 
 
 On-Site Activities - On-Site activities are concerned with designing and 
developing a Website. Keywords optimisation, contents optimisation, 
structure optimisation as well as internal link optimisation comes under this 
activity. 
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 Off-Site Activities - Off-Site activities can help to improve the ranking of a 
site after it is created. This includes relevant link building, promoting the site 
through blogs and social networks. Inbound link and social media 
optimisation comes under this activity. 
 Post-Site Activities - WSO is a continuous process, so the Post-Site activities 
include monitoring and analysing the traffic, customer feedback, link building 
effects, ranking improvements and competitor's reaction. 
 
The four important stages of optimisation are shown in Figure 2.8 below. If 
Webmasters or Web developers adopt these stages while designing and developing 
Websites, their Websites can obtain lot of traffic and will be ranked better in the 
SERPs. 
 
2.5.4.1 Pre-Site Stage 
The Pre-Site stage is a very important stage like the analysis stage of Software 
development. There are two important activities in Pre-Site stage, i.e. planning and 
research. It is concerned with planning the online business strategy, research on 
customers interest, competitor's skill etc. 
 
 
Figure 2.8: Main Stages of WSO 
 
Figure 2.9 shows the important activities in the Pre-Site stage. The first step in 
Planning is to understand the company's overall business strategy, while the next step 
is to plan the online business objectives, scope, budget and marketing. Research 
activities include finding information about market category, competitors in that 
category, and customers in that category.   
Website Optimisation 
Pre-Site On-Site Off-Site Post-Site 





Figure 2.9: Pre-Site Activities in Website Development 
 
The second important research activity is to find the relevant keywords which 
uniquely identify a business. These keywords are typed by users in the user interface 
of Search engines, while searching for information. Here, keywords play the same 
role of keywords in manuscripts which uniquely identify them. Hence, the selection 
of keywords is very important for the success of an online business. Users should try 
the keywords in the major search engines before reviewing the results onsite. More 
about keywords are covered in the next sub section.  
 
2.5.4.2 On-Site Factors 
Figure 2.10 shows the different ranking factors in the On-Site stage. They are 
Content, HTML, Internal Links and Architecture. 
 
 
Figure 2.10: On-Site Ranking Factors of WSO 
 
These On-Site ranking factors are a collection of factors which help search engine 
spiders to determine the characteristics of a page and help the users to understand it. 
These factors are fully under the control of a Webmaster. When used properly, in a 
Website, these factors can improve its ranking. Webmasters can also decide the type 
of content they want to publish.  
On-Site 
Content HTML Site Architecture Internal Links 
Pre-Site 
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Content is the king among all the ranking factors in optimisation, and is the only 
factor which can provide the true nature of a site. The four important elements 
associated with content:  
 
 Content Quality 
 Content Keywords 
 Content Engagement 
 Content Freshness 
 
2.5.4.2.2 HTML 
HTML tags can help a user or a search engine determine the relevancy of a Website. 
The HTML is the basic building block to create Websites. Search engine crawlers can 
read HTML and HTML related codes. Google, for instance, claims that it can read 
about 20 over file formats.  
 
2.5.4.2.3 Internal Links 
Internal links are hyperlinks which are used to connect the pages within the same 
domain. They help the user and the search engine crawlers to navigate the site and 
also provide the information hierarchy for a site; this in turn helps to produce the site 
architecture. The internal links ensure that the ranks are passed to other pages on the 
site. Normally the links are given between the <a and </a> using the hyperlink 
referral, href.  
 
Another important element related with link is the anchor text, which is used to 
describe the page to which the link is pointing. This anchor text is largely used by the 
search engines when identifying the relevancy of a page. Relevant keywords should 
be used in the anchor text of internal links to improve the ranking of internal pages. 
The following are a few general rules to be followed in internal links. 
 
 Use anchor text with relevant keywords in internal links. 
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 Use direct links to more important pages. 
 Avoid broken links and hanging links. 
 If a hanging page is an important page, then use the methods proposed by 
Bianchini, Gori and Scarselli (2005) and Singh, Kumar and Leng (2011) to 
make it a non-hanging page. 
 Reduce the number of no-follow links which can bring down the rank of a 
page. 
 Keep a low number of internal outgoing and external outgoing links. 
 Keep the number of links on a page to a reasonable number; otherwise search 
engines may treat your page as link farm. 
 
2.5.4.2.4 Site Architecture 
Site Architecture helps Search engines and users to easily move around and browse a 
Website in an efficient way. If the site architecture is easy to navigate, then there is a 
chance of more pages being indexed by the search engines. According to Vryniotis 
(2010) of Webseoanalytics.com, there are four types of Site Architecture used by 
Web developers. They are: 
 
 Complete Link - Here, every page is linked to every other page in the site. 
This architecture is not really good because of its poor navigation and being 
ranked lower by search engines. This approach can be used for smaller 
Websites. 
 Deep Link Hierarchy - This approach uses a tree-like structure and only the 
top level pages are indexed and ranked better in this approach. The navigation 
is slow and this architecture is not recommended. 
 Flat Link Hierarchy - Flat link hierarchy also uses a tree-like structure but it 
has fewer hierarchy levels than deep link methods. It is one of the best 
architecture where navigation, indexing and ranking is concerned, and can be 
used in small, medium and large Websites. 
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 Overlapping Link Hierarchy - This approach is a form of Flat link hierarchy, 
where, an N level page is not only linked to N+1 level page, but also to the 
important pages of N+2 level. This technique can improve the indexing and 
the rankings of important subcategory pages and can be used to build large 
Website like e-commerce sites, directories etc. 
 
2.5.4.3 Off-Site Factors 
Figure 2.11 shows the different Off-Site ranking factors which can be broadly 
categorized into five types. They are Links (Inbound links), Trust, Social, Personal 
and User metrics.  
 
 
Figure 2.11: Off-Site Ranking Factors of WSO 
 
Off-Site factors provide a very good impression on how other users (including 
Search engines) and Websites look at a Website. If a Website is relevant and useful, it 
may get references from other Websites, blogs etc. 
 
 Links - Links refers to the inbound links from external Websites. Inbound 
links from a reputed and related Website is a good way to improve the 
Website‘s authority and relevance. Authority improves trust which in turn, 
improves the rank of a site. If a Website has good and genuine content, then 
other relevant sites will link to it. This type of link is called natural or organic. 
Apart from that, proper marketing technology is required to promote the 
content. Link factors contribute to nearly 40% of the overall ranking factors 
in the Google Search engine as shown in Figure 2.12 at the end of this 
section. 
Off-Site 
Links Trust Social Personal User Metrics 
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 Trust - Trust is related to link and site authority and the domain history. 
Quality of the links, social references and site engagement factors contribute 
to Authority. When the domain and site is older, reputed and operated in the 
same way, the trust is better.  
 Social - Social networks like Facebook, Twitter, Google+ etc. play an 
important role in promoting Websites. The reputation of the post and sharing 
is important here, where content is shared with like-minded users. Search 
engines closely watch the social networks where the contents are shared. 
 Personal - Apart from other ranking factors, search engines use personal 
factors like the country the site is hosted in, who the host is, the site's social 
connections and how the site is being viewed etc. The above factors help to 
produce localized search results.  
 User Metrics - User metrics are the factors based on user's actions while 
doing a search on a search engine. Click Through Rate (CTR), Bounce Rate 
(BR) and Dwell Time (DT) are some user metric factors, which are collected 
by major search engines and used in their ranking algorithms. Recently, major 
search engines have started using user metrics also for organic searches. 
Google collects this information through Google Analytics and this can be 
checked in the Google Webmaster Tools. The CTR is calculated using the 




CTR   (2.27) 
 
Where CTR stands for Click Through Rate, NPC for Number of Times a Page 
is Clicked and NPD for Number of Times a Page is Displayed. For example, 
if a page is clicked 20 times with a display or impression of 100 times, the 
CTR rate is 0.2 or 20%. A higher CTR improves the rank of a page. BR can be 







r   (2.28) 




Where Br is the Bounce rate of a page, Vone is the total number of visitors 
viewing one page only and Vtotal is the total entries to a page. BR refers to the 
number of people who visit a site and do not click any page and then return to 
the SERPs. This shows that the site content is not relevant according to the 
user search query. A higher BR decreases the rank of a page.  
 
DT is simply the time a user spends on a page after clicking the page from 
SERPs. More DT increases the rank of the page. Search engines use the 
combination of CTR, DT and few more factors to calculate user metrics. 
 
These Off-Site factors which are not under the control of Webmasters or Web 
developers, are used by search engines to get more information about the relevancy 
of a site for a given search query. Webmasters sometimes wittingly or unwittingly 
manipulate On-Site factors to increase their site ranking. These Off-Site factors 
cannot be manipulated by Webmasters and generally Search engines combine On-
Site and Off-Site factors for ranking.  
 
2.5.4.4 Post-Site Activities 
Post-Site activities are mainly concerned with monitoring, measuring, updating and 
improving the performance of the site. The following are the different factors that 
can be monitored continuously and improved over a period of time. 
 
 Keywords  
 Contents 
 Links 
 Site Architecture  
 User metrics 
 
Website Optimisation is a continuous process because Search engines keep tweaking 
their ranking algorithms and factors frequently. The following questions need to be 
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asked routinely: Do the keywords help to improve the performance of the site? Do 
these keywords help to increase the ranking in SERPs and the traffic to the site? 
Does this help to increase the business? Also, monitor the reaction from the 
competitor‘s sites.  
 
Based on this study, the following factors can be considered as Black Hat techniques 
and should not be used in Website development. The first five factors are On-Site 
based and the next five are Off-Site based factors. 
 
 Using Spun and Duplicate content 
 Creating Content forms (a form of cloaking) 
 Using keyword stuffing (in content, titles and other meta descriptions) 
 Using tiny text, invisible text, no-frames text, no-script text, alt text (all 
targeted at Search engine crawlers) 
 Using doorway or gateway pages 
 Getting hidden inbound links and giving hidden outbound links 
 Getting inbound links from link farms 
 Purchasing expired domains and redirecting them to a Website 
 Links from spam blog comments 
 Using social networking spamming methods 
 
There are many research studies and reports about On-Site and Off-Site factors. A 
report from Sullivan (2013) of Searchengineland.com simulates a periodic table for 
SEO ranking factors. Weighting was used for all the factors based on a scale from 1 
to 3. Negative weighting was also assigned for factors violating the best practices 
(Black Hat). Another detailed report from Peters (2013) of moz.com analyses both 
On-Site and Off-Site ranking factors. Apart from that the domain level factors were 
also added in the report. Most of the WSO companies and consultants develop their 
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techniques and methodologies mainly for Google Search engine, which controls 
nearly 89% of the Search engine market. Most of the methodologies discussed in this 
chapter also work well for the Google Search engine. Figure 2.12 details the latest 
survey report from moz.com, on the distribution of WSO factors used by the Google 
algorithm (Peters 2013). 
 
 
Figure 2.12: Distribution of the latest WSO Factors used by Google 
 
It is evident from the above illustration, that link metrics (Domain Level Authority 
Link Metrics and Page Level Link Metrics) controls 40% of WSO factors. The next 
important factors are the Page Level Keyword and Content Based (15%). Google 
also places importance on user usage, traffic data and page level social metrics. 
Google, which started as a link structure based search engine, has now evolved into 
the most trusted search engine by combining more than 200 ranking factors, apart 
from using PageRank algorithm.  
 
2.6 PRELIMINARIES AND MATHEMATICAL DEFINITIONS 
All the preliminaries and the mathematical definitions used in this research study are 
described here. The Web graph, Markov Chain, Adjacency Matrix and Transition 
Probability Matrix are described, and the datasets are introduced and analysed. 
Parameter settings for all the algorithms and performance evaluations of the study 











Distribution of Ranking Factors in Google 2013  
Domain Level Authority Link
Metrics
Page Level Link Metrics




Domain Level Brand Metrics
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Chapter 2 Literature Review 
59 
 
2.6.1 Web Graph 
Graph G consists of two sets, V and E, where V is a finite, nonempty set of vertices, 
and E is a set of pairs of vertices; these pairs are called edges (Horowitz, Sahni and 
Rajasekaran 2008). The notations V(G) and E(G) represent the sets of vertices and 
edges, respectively, of graph G. A general description of the graph can be denoted as
),( EVG . In an undirected graph (UG) the pair of vertices representing any edge is 
unordered. Thus, the pairs (u, v) and (v, u) represent the same edge. In a directed 
graph (DG), each edge is represented by a directed pair (u, v); u is the tail and v is 
the head of the edge. Therefore, (u, v) and (v, u) represent two different edges.  
 
Figure 2.13 shows a sample directed graph G; the set representation for the graph G 
consists of 3 vertices and 5 edges as follows: 
 
 
Figure 2.13: Sample Directed Graph G 
 
 CBAGV ,,)(     ),(),,(),,(),,(),,()( CBACCAABBAGE   
 
Normally a graph may not have an edge from a vertex v back to itself. That is, edges 
of the form (v, v) and (u, u) are not legal. Such edges are known as self-edges or self-
loops. In some cases self-edges or self-loops can be used.  
 
The number of distinct unordered pairs (u, v) (maximum edges, ME) with u ≠ v in 
undirected graph with n vertices can be calculated using the following formula 
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n vertex. The maximum number of edges (ME) in a directed graph can be calculated 
using the following formula in Equation 2.30.  
 
 )1(  nnME  (2.30) 
 
If (u, v) is an edge in E(G), then the vertices u and v are adjacent and edge (u, v) is 
incident on vertices u and v. If (u, v) is a directed edge, then vertex u is adjacent to v, 
and v is adjacent from u. The edge (u, v) is incident to u and v. In the directed graph 
G in Figure 2.13, the edges incident to vertex B are (A, B), (B, A) and (B, C). A 
directed graph is said to be strongly connected if for every pair of distinct vertices u 
and v in V(G), there is a directed path from u to v and also from v to u. 
 
According to Broder et al. (2000), a Web can be imagined as a large graph containing 
several hundred million or billions of pages as vertices, and a few billion hyperlinks 
as edges. It can also be called a Web Graph (WG) (Kumar et al. 2000a). Several 
research studies have been done to analyse the properties of the graph (Kumar et al. 
2000a; Kleinberg et al. 1999). Stochastic models for the Web graph was analysed by 
Kumar et al. (2000b). Broder et al. showed the structure of the Web graph looking 
like a giant bow tie as shown in Figure 2.14 (2000). This Web macroscopic structure 
has four pieces. The first piece is a central core, all of whose pages can reach one 
another along directed links -- this "giant strongly connected component" (SCC) is at 
the heart of the Web. The second and third pieces are called IN and OUT. IN consists 
of pages that can reach the SCC, but cannot be reached from it - possibly new sites 
that people have not yet discovered and linked to. OUT consists of pages that are 
accessible from the SCC, but do not link back to it, such as corporate websites that 
contain only internal links. Finally, the TENDRILS contain pages that cannot reach 
the SCC, and cannot be reached from the SCC. According to Broader et al., the size 
of the SCC is relatively small compared with IN, OUT and Tendrils. Almost all the 
sets have roughly the same size. It is evident; therefore, that the Web is growing 
rapidly and it is a huge structure. In the next section, the definitions and the 
mathematical model used in this thesis are described. 
 




Figure 2.14: Macroscopic Structure of Web (Broder et al. 2000) 
 
A Web can be represented as a directed graph called Gw(Vw, Ew), where Vw denotes a 
set of Web pages and Ew denotes the hyperlink between pages.   
 
Definition 2.4: The in-degree of a page i is the number of edges (incoming links) for 
which i is the head, i.e. id(i) = ∑iEij. 
 
Definition 2.5: The out-degree of a page i is the number of edges (outgoing links) for 
which i is the tail, i.e. od(i) = ∑iEij. 
 
Definition 2.6: If dei is the degree of vertex i in a graph G with n vertices and e 
edges, then the degree of vertex de is the sum of in-degree and out-degree as follows 
in Equation 2.31.  
 
 )( odidde iii   (2.31) 
 
The vertex B has in-degree 1, out-degree 2 and degree 3 in the directed graph G in 
Figure 2.13. 
 
On a larger scale, a Web graph can be called as a host graph and it can be represented 
as  EVG hhh ,  where Vh denotes a set of host vertices and Eh denotes a set of 
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ordered pair of hosts. A host consists of a set of Web pages and under the same 
domain. Most of the properties of a Web graph apply to a host graph also.  
 
Definition 2.7: An element Aij is equal to 1 if a page i have a link to page j and is 
equal to 0 otherwise. It can be represented as an adjacency matrix in Equation 2.32. 
This matrix can also be called as a link matrix or connection matrix. The Adjacency 














































Definition 2.8: A transition probability matrix is defined as Pij = Aij/od(i) when de(i) 
> 0. For those i it is row stochastic which means i
th
 row elements sum to 1. The 
transition probability matrix can be developed using the following formula as shown 















According to Langville and Meyer, the probability matrix can be also called the 
transition probability matrix (2005). It is an n × n matrix, where n is the number of 
Web pages. If a page i has od(i) ≥ 1, then the element in row i and column j of P is  Pij 
= 1/od(i), where od(i) is the number of forward links of Web page i. Otherwise, Pij = 0 
as shown in Equation 2.33. Thus, Pij represents the likelihood that a random surfer 
will select a link from Web page i to Web page j. The generalized n × n transition 
probability matrix P for a directed Web graph is shown below: 



































Definition 2.9: Let P be a transition probability matrix and the sum of a row in a 
row matrix is 0, i.e. if ∑iPij = 0 then that corresponding page of the element can be 
referred to as a hanging page. 
 
2.6.2 Markov Chain 
The Markov Chain is a random process (Gao et al. 2009)used by a system and states 
that at any given time t = 1, 2, 3 … n occupies one of a finite number of states. At 
each time t, the system moves from state i to j, with probability Pij that does not 
depend on t. Pij is a transition probability which is an important feature of the 
Markov chain and it decides the next state of the object by considering only the 
current state and not any previous ones. A discrete Markov chain can be defined as 
follows: 
 
Let {Xn}, n = 0, 1, 2, ..., be an irreducible, aperiodic Markov chain in discrete time, 
whose state space S consists of non-negative integers. The transition probabilities are 
assumed to be stationary i.e., 
 
   ,1 PiXjXP ijnn   (2.34) 
 
In Equation 2.34, where ,...,1,0,,  nSji 0, P ji , 1, 
j
jiP . The matrix of 
transition probabilities is denoted by P = (pij), and its n
th
 power  PP nijn )(  gives the 
n-step transition probabilities. This type of Markov chain can be referred to as a 
simple discrete time Markov chain. 
 
The Markov chain (Norris 1996; Gao et al. 2009) was invented by A.A. Markov, a 
Russian Mathematician in the early 1900‘s, to predict the behaviour of a system that 
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moves from one state to another state by considering only the current state. The 
Markov chain uses only a matrix and a vector to model and predict this state. These 
chains are used in places where there is a transition of states. It has been utilised in 
Biology, Economics, Engineering, Physics etc., but the recent application of the 
Markov chain in the PageRank algorithm Google search engine is interesting and 
more challenging. The relationship between Markov chain and PageRank algorithm 
is discussed below in Section 2.6.2.1.  
 
Transition Probability matrix P is an n × n matrix formed from the transition 
probability of the Markov process, where n represents the number of states. Each 
entry in the transition matrix Pij is equal to the probability of moving from state j to 
state i in one time slot, so, 0 ≤ Pij ≤ 1 must be true for all i, j = 1, 2, …, n. The 


















The Transition Probability matrix must follow the following rules (Atherton, 2005): 
 
 The Transition matrix must be a square matrix. Each entry in the matrix 
represents a transition state of the Markov chain, so each entry must be 
between zero and one.   
 If the matrix is a row matrix, then the sum of the entries in a row is the sum 
of the transition probabilities from a state to another state; so, the sum of the 
entries in any row must equal to one. This is called a stochastic matrix. For a 
column matrix, the sum of the entries in any column must equal to one. 
 
In the above Transition Probability matrix, Pij, the probability of moving from one 
state to another state can be easily seen. For example P3,2 = ¼ i.e. the probability of 
moving from state 2 to 3 is only 25%. Markov chains are used, thus, to predict the 
probability of an event. 
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2.6.2.1 Application of Markov Chain in the PageRank Algorithm 
The PageRank algorithm is the ranking algorithm used to rank the Web pages in the 
Google Search engine (Brinkmeier 2006). In the original PageRank algorithm by 
Brin and Page (1998), the Markov chain is not mentioned. But the other researchers 
like Langville and Mayer (2004; 2006b), Bianchini, Gori and Scarselli (2005)and 
Brinkmeier (2006), explored the relationship between the PageRank algorithm and 
the Markov chain. According to Gao et al. (2011), besides the PageRank algorithm, 
all the other variations of PageRank algorithms can be modelled as a discrete-time 
Markov process. This section explains the relationship between the PageRank 
algorithm and the Markov chain. Imagine a random surfer surfing the Web, going 
from one page to another by randomly choosing an outgoing link from one page to 
go to the next one. This can sometimes lead to dead ends, i.e. pages with no outgoing 
links cycle around a group of interconnected pages. Hence, for a certain fraction of 
time, the surfer chooses a random page from the Web. This theoretical random walk 
is known as the Markov chain or Markov process. The limiting probability that an 
infinitely dedicated random surfer visits any particular page is its PageRank. 
 
2.6.3 Mathematical Definitions Example 
The following Figure 2.15 shows a sample Web graph (Gw) extracted from Curtin 
University (Sarawak) site (Kumar, Leng and Singh 2013). It contains 7 pages 
namely, Home, Admin, Staff, Student, Library, Department and Alumni. The 
following Web graph is used to explain the basic definitions, Adjacency matrix, 
Transition Probability matrix and Markov chain used in the thesis. 
 




Figure 2.15: A Sample Web Graph Gw 
 
Table 2-2 below shows the In-degree, Out-degree and the degree, for the sample Web 
graph Gw shown in Figure 2.15, as per the definitions 2.4, 2.5 and 2.6.  
 
Table 2-2: In-Degree, Out-Degree and Degree Calculation for the Web Graph Gw 
Page In-Degree (id) Out-Degree (od) Degree(de) 
Staff 1 3 4 
Student 2 2 4 
Alumni 3 0 3 
Library 3 1 4 
Home 5 6 11 
Admin 2 3 5 
Department 2 3 5 
 
The adjacency matrix A is created as per definition 2.7 and Equation 2.32 and shown 
below: 
 
Home Library Admin 
Staff Student Alumni 
Department 



































The adjacency matrix A is a row matrix. The order of row is Staff, Student, Alumni, 
Library, Home, Admin and Department. For example the first row, Staff page, has a 
link to the Student, Library and Home pages. Also notice the third row, the Alumni 
page, which is a hanging page and there are no forward links from that page. That is 
why the third row has all zeros.  
 
Next, the Transition Probability matrix P is created as per definition 2.8 and the 


































2.7 DATA SETS AND FEATURES 
Three publicly available datasets were used throughout the whole thesis – 
WEBSPAM-UK2006 (Castillo et al. 2006), WEBSPAM-UK2007 (Yahoo! Research 
2007) and EU2010 (Benczúr et al. 2010). The first two datasets were downloaded 
from the Laboratory of Web Algorithmics, Università degli Studi di Milano, with the 
support of the DELIS EU - FET research project. The third one was downloaded 
from the European Archive Foundation. Apart from the three data sets, live data from 
the Internet crawled by PyBot program (Leng et al. 2011) and MATLAB program 
were also used.  
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WEBSPAM-UK2006 consists of 77,741,046 Web pages, while WEBSPAM-UK2007 
consists of 105, 896,555 Web pages. Due to the large collection, the host level was 
considered instead of page level. The former consists of 11,402 hosts whereas the 
latter consists of 114,529 hosts. The EU2010 consists of 191,389 hosts.  Live data 
from the Internet sources were used for the page level experiments.  
 
Figure 2.16 shows the graphical representation of hanging and non-hanging hosts for 
WEBSPAM UK-2006 dataset. 
 
Figure 2.16: Hanging Vs. Non-Hanging Hosts in WEBSPAM UK-2006 Dataset 
 
Figure 2.17 shows the graphical representation of hanging and non-hanging hosts for 
WEBSPAM UK-2007 dataset. 
 
 
Figure 2.17: Hanging Vs. Non-Hanging Hosts in WEBSPAM UK-2007 Dataset 
 
Figure 2.18 shows the graphical representation of hanging and non-hanging hosts for 
EU2010 dataset. These figures show that the percentage of hanging hosts/pages have 















Figure 2.18: Hanging Vs. Non-Hanging Hosts in EU2010 Dataset 
 
Figure 2.19 shows the graphical representation of hanging and non-hanging pages in 
the Curtin University (Sarawak) Web site. 
 
 
Figure 2.19: Hanging Vs. Non-Hanging Pages in the Curtin Website 
 
2.8 PARAMETERS SETTINGS AND PERFORMANCE EVALUATION 
In this section, the general parameters settings that were used throughout the research 
study are discussed. Performance evaluations of the algorithms are shown in the 
individual chapters.  
 
For the PageRank algorithm and the proposed methodologies, the damping factor d 
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2.9 SIMULATION AND EXPERIMENT RESULTS 
This section shows the simulation and the experiment results for PageRank algorithm 
and Weighted PageRank algorithm. 
 
2.9.1 PageRank Simulation 
An example of the hyperlink structure of four pages A, B, C and D is shown in Figure 
2.20. The PageRank for pages A, B, C and D are computed using the PageRank 
program created using JAVA and applied on to the graph in Figure 2.20. The input 
entry screen is shown in Figure 2.21. Users can select the input file which contains 
the number of nodes, and the number of incoming and outgoing links of the nodes. 
The output is shown in Table 2-3 and Figure 2.22. Table 2-3 is the output of the 
PageRank convergence scores and Figure 2.22 is the PageRank convergence chart 
for the hyperlink structure in Figure 2.20.  
 
Figure 2.20: Hyperlink Structure for 4 Pages 
 
The initial PageRank is assumed as 1 and calculated accordingly, while the damping 
factor d is set to 0.85. Sample PageRank calculation using Equation 2.2 is shown 
below: 
 
PR(A)=(1-d)+ d (PR(B)/C(B)+PR(C)/C(C)+PR(D)/C(D)) 
=(1-0.85) + 0.85(1/3+1/3+1/1) = 1.566667     
 
PR(B) = (1-d) + d((PR(A)/C(A)+ (PR(C)/C(C)) = 1.099167    
 
PR(C) = (1-d) + d((PR(A)/C(A) + (PR(B)/C(B)) = 1.127264    
 
PR(D)= (1-d) + d((PR(B)/C(B) + (PR(C)/C(C)) = 0.780822    
 
Page A Page B 
Page C Page D 
Chapter 2 Literature Review 
71 
 
The second iteration is shown below by taking the above PageRank value of pages A, 




PR(B) = 0.15 + 0.85((1.444521/2)+(1.127264/3)) = 1.083313   
 
PR(C) = 0.15 + 0.85((1.444521/2)+(1.083313/3)) = 1.07086     
 
PR(D) = 0.15 + 0.85((1.083313/3)+(1.07086/3)) = 0.760349      
 
 
Figure 2.21: PageRank Program Input Entry Window 
 
Table 2-3: PageRank Convergence Scores 
Iteration A B C D 
1 1 1 1 1 
2 1.566667 1.099167 1.127264 0.780822 
3 1.444521 1.083313 1.07086 0.760349 
4 1.406645 1.051235 1.045674 0.744124 
.. .. .. .. .. 
38 1.313509 0.988244 0.988244 0.710005 
39 1.313509 0.988244 0.988244 0.710005 
40 1.313509 0.988243 0.988243 0.710005 





Figure 2.22: PageRank Convergence Chart 
 
2.9.2 Weighted PageRank Simulation 
The same hyperlink structure as shown in Figure 2.20 was used and the WPR 
































































  (2.38) 
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By substituting  all the above values into Equation 2.35, WPR of Page A is computed 
by taking a value of 0.85 for d with the initial value of WPR(B), WPR(C) and 
WPR(D) = 1. 
 






























By substituting all the above values into Equation 2.36, WPR of Page B can be 
computed by taking d as 0.85 and the initial value of WPR(C) = 1. 
 







    





















   
 
By substituting all the above values into Equation 2.37, WPR of Page C can be 
computed by taking d as 0.85. 
 
392.0))2/1*5/2*499.0()2/1*3/1*127.1((85.0)85.01()( CWPR  
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By substituting all the above values into Equation 2.38, WPR of Page D can be 
computed by taking d as 0.85.  
 
406.0))3/1*5/2*392.0()1*2/1*499.0((85.0)85.01()( DWPR   
 
2.9.3 Simulation Results Discussion 
During the 40
th
 iteration, the PageRank gets converged and the convergence 
computation ranks are shown in Table 2-3 in the simulation section. The complete 
convergence rank table is given in Appendix A.  
 
For a smaller set of pages, it is easy to calculate and find out the PageRank values 
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but for a Web having billions of pages, it is not easy to do the calculation as above. 
Table 2-3 shows the PageRank of A is higher than that of B, C and D. This is because 
page A has 3 incoming links, while pages B, C and D have 2 incoming links as 
shown in Figure 2.20. Page B has 2 incoming links and 3 outgoing links; page C has 
2 incoming links and 3 outgoing links and page D has 1 incoming link and 2 
outgoing links. It can be seen from Table 2-3, after iteration 40, that the PageRank 
for the pages gets normalized. Previous experiments (Page et al. 1999; Ridings and 
Shishigin 2002) showed that the PageRank gets converged to a reasonable tolerance. 
The convergence of the PageRank calculation is depicted as a graph in Figure 2.22 in 
the Simulation Result section. 
 
In the WPR, the order of PageRank values is A, B, D and C. These results show that 
the page rank order is different from PageRank because WPR do not divide the rank 
value of a page evenly among its outgoing linked pages rather it assigns a larger rank 
values to more relevant pages.  
 
2.10 SUMMARY 
From a careful review of the published literature, it is clear that although several 
studies on link analysis Algorithms, PageRank computation, hanging pages and Web 
spam are reported in literature, but no study has been done on including the relevant 
hanging pages in the PageRank computation and the contribution of link spam by 
hanging pages. In addition, most of the existing methods exclude the hanging pages 
in the rank computation and they get only a minimum rank which is not fair for the 
relevant hanging pages and they deserve a better rank.  
 
So far, it is found that several researches have neglected the effect of hanging pages 
in the contribution of link spam because of the assumption that it had small or 
negligible effects in the link spam. When more and more hanging pages are 
connected together, they can form an effective link spamming which can affect the 
rank of Web pages. Hence, it is very important that the hanging pages have to be 
identified and handled to avoid the link spam. Furthermore, the literature review in 
this chapter emphasises the importance of the present research, highlighting the 
research objectives outlined in Chapter 1. 








A random surfer normally surfs the Web, going from one page to another, by 
randomly choosing a forward link. When a page does not have any forward link or 
when the surfer gets bored, then he/she chooses a page by other means, like typing a 
page in URL of a browser. A page that does not have any forward or outgoing links is 
called a hanging page. Hanging page can be also called dangling page, zero-out-link 
page, dead end page, sink page etc. These hanging pages are one of the hidden 
problems of link structure based ranking algorithms, because they do not propagate 
the rank scores to other pages; this is an important feature in the link structure based 
ranking methods. Hanging pages keep growing in the Web (Eiron, McCurley and 
Tomlin2004), and they cannot be left out during the ranking process, because they 
may contain quality and relevant information.  
 
According to Langville and Meyer (2004; 2006c), the theoretical random walk of the 
Web can be considered as the Markov Chain or Markov process. The limiting 
probability that a dedicated random surfer visits any particular page is its PageRank. 
A page has a higher PageRank if it has links to and from other pages with high rank 
as well. Studies on the PageRank algorithm and Hanging Pages have been conducted 
by the following researchers: Page et al. (1999), Langville and Meyer (2004; 2005; 
2006b; 2006c), Ridings and Shishigin (2002),Eiron, McCurley and Tomlin 
(2004),Bianchini, Gori and Scarselli (2005),Wang et al. (2008),Lee, Golub and 
Zenios (2003)and Gleich et al. (2010). 
 
In this chapter, the effect of hanging pages in PageRank computing is described first 
using a sample Web graph. After analysing the effects of hanging pages, two methods 
are proposed to handle hanging pages. The first method introduces a VirtualNode 
(VN) with self-loop, where all the hanging pages are connected to the VN in the Web 
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graph. The second method also uses the Virtual Node (VN) with self-loop, with all 
the pages including hanging and non-hanging pages are connected to the VN in the 
Web graph here. The reasons for proposing the above methods are: 
 
 To handle the hanging pages to avoid the rank sink of the hanging pages.  
 To make the hanging pages as non-hanging by connecting them to the Virtual 
Node.  
 To get fair and decent rank for the hanging pages. 
 
PageRank program was created and tested with the EU2010 dataset. Programs were 
also created for Methods 1 and 2 and these two methods were compared with each 
other, and also with the PageRank program. TrustRank algorithm is also 
implemented and tested with the proposed Method 1 and 2 so that the proposed 
methods can combat Web spam. 
 
3.2 EFFECT OF HANGING PAGES IN PAGERANK COMPUTING  
This section describes the effects of hanging pages in PageRank computing. In 
Section 2.3, the original definition about hanging page is given. The second part of 
the definition says that the hanging pages do not affect the ranking of any other page 
directly which is not true. When removing hanging pages, other pages may become 
hanging and also it affects the rank of neighbouring pages. The following example 
proves that removing hanging pages affects the rank of neighbouring pages and also 
it makes other pages to become hanging.  
 
A sample directed graph with 5 nodes is shown in Figure 3.1. The non-hanging pages 
are shown in blue colour. Page B is a hanging page (no out link from page B) and is 
shown in red colour. PageRank is computed for the above graph using the PageRank 
program. In the first, computation is done by including the hanging pages. The 
hanging page B is having a rank of 0.562. In the second, PageRank computation is 
done without including the hanging page B and page B gets only a minimum rank of 
0.15. When removing hanging page B, page E became hanging as shown in Figure 
3.2. Also the neighbouring page‘s rank gets affected as shown in Table 3-1. 








Figure 3.2: Sample Directed Web Graph with 5 Nodes without Hanging Pages 
 






A 0.323 1.0 
B(H/P) 0.562 0.15 
C 0.358 1.298 
D 0.252 0.702 









Chapter 3 Methodologies to Handle Hanging Pages 
79 
 
The above example proves that when removing hanging pages, other pages may 
become hanging and their rank gets affected. In the Web, there are billions of pages 
and nearly half of them are hanging pages. PageRank algorithm generally leaves the 
hanging pages and computes the PageRank to reduce the computational complexity. 
It is important to handle the hanging pages because there are many relevant and 
quality hanging pages in the Web and they deserve a better rank. There are two 
methods proposed in this Chapter to handle the hanging pages. 
 
3.3 PROPOSED METHODS 
For this research study, two methods are proposed, whereby VN is used to handle the 
hanging pages in the Web graph (Singh, Kumar and Leng 2010; 2011). The Web is 
organized as a directed graph G(V, E) with a vertex set of V of N pages and a directed 
edge set E. This directed graph is called Web graph, which can be represented as a 
matrix. The PageRank creates the graph and matrix before it computes the rank.  
 
In Method 1, a VN with self-loop is connected and all the hanging pages are 
connected to it; this is a similar approach to Bianchini, Gori and Scarselli(2005).In 
Method 2, a VN with self-loop is connected and all the pages including hanging and 
non-hanging pages are connected to it.  
 
The basic PageRank model treats the whole Web as a directed graph. The following 
probability matrix, PV, with VN is an m × m matrix where m = (n + 1), i.e. the last 
column and the last row is for the VN, which is used for dealing with the hanging 

































A sample directed graph with 6 nodes is shown in Figure3.3. There are 6 nodes in the 
directed graph. Nodes A, B, D and E are non-hanging pages (shown in blue), while 
nodes C and F are hanging nodes (shown in red), i.e. they do not have any forward 
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links. This study shows the effect of hanging nodes in the PageRank computation 
and, how the neighbouring page ranks get affected by the hanging pages. 
 
Figure 3.3: A Directed Web Graph G with 6 Nodes 
 
The Markov analysis can be defined as any system, which uses the Markov chain to 
predict the probability of the future state, by taking only the current state. The 
Markov analysis is commonly used in Biology, Economics, Engineering, Physics and 
Computer Science as well. For instance, the Google search engine internally follows 
the Markov chain even though this fact was not mentioned in the first PageRank 
study (Brin and Page 1998). However, the other researchers (Langville and Meyer 
2005; Bianchini, Gori and Scarselli 2005) have proved that Google's PageRank 
algorithm follows the Markov chain, which uses only a matrix and a vector for 
modelling and prediction. 
 
The PageRank model uses the random walk theory on the Web graph by randomly 
moving from one node to another to compute the rank of a page. Here, some nodes 
are visited more often than others because they have more back links; thus, they are 
important pages. When a hanging node comes, the random walk cannot proceed 
further; other than moving from one node to another, it can only progress if the user 
types the URL on a Web browser. The Stochastic interpretation of PageRank 
therefore, works only when there are no hangings pages (Bianchini, Gori and 
Scarselli 2005). But in reality, there are many hanging pages on the Web (shown in 
the transition probability matrix below), and they cannot be ignored in the PageRank 
computation due to their importance.  
 
3.3.1 Transition Probability Matrix Representation 
The transition probability matrix P for the graph G in Figure 3.3 is shown as follows. 
It can also be called a hyperlink matrix and it is an n ×n matrix, where n is the 
A 
C D E F 
B 
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number of Web pages. If Web page i has di ≥ 1 links to other Web pages and Web 
page i links to Web page j, then the element in row i and column j of P is Pij = 1/di, 
where di is the number of forward links of Web page i; otherwise, dij = 0.  Thus, Pij 
represents the likelihood that a random surfer will select a link from Web page i to j. 
 
The transition probability matrix P, shown below is produced for Web Graph G in 































In the above transition probability matrix P, rows 3 and 6 have only zeros. It means 
that nodes C and F are hanging nodes and the probability of a random surfer moving 
from nodes C and F to any other nodes in the directed graph is zero. Matrix P is not 
stochastic, and it needs to be stochastic as per the PageRank model.  
 
3.3.2 Method 1 
Method 1 is as follows; a virtual node, VN, with self-loop is first connected and then 
all the hanging nodes are connected to it (shown in orange), as seen in Figure 3.4; the 
corresponding matrix 1PV which is stochastic now, is shown below. 
 
The PageRank formula in Equation 3.1 is applied to compute the PageRank for the 
graph structure shown in Figure 3.4. The sample calculation for both the Methods 1 
and 2, i.e. hanging pages connected to the VN and all the pages connected to the VN, 
are shown below. 
 



















































In Equation 3.1, p is an arbitrary page that has back links from set of pages pa. Oq is 
the number of forward links of page q and d is the damping factor such that 0<d<1, 
and it is usually set to 0.85.  The detailed computation convergence and the chart are 
shown in Appendix B. 
 
In the PageRank calculation, node A gets back links from only nodes B and D, as 



















  (3.2) 
 
A 
C D E F 
B 
VN 
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It is assumed that the initial page rank of all the nodes as 1 and the damping factor d 
is 0.85. This calculation continues until the PageRank for all the nodes converge. The 
experimental section shows the PageRank computation using Method 1,with the 















3.3.3 Method 2 
In Method 2, a Virtual node, VN, with self-loop is connected and all the pages 
including hanging and non-hanging pages are connected to it. The directed Web 




Figure 3.5:  Directed Graph with Virtual Node VN Using Method 2 
 
The corresponding transition probability matrix PV2, for Method 2 is shown below. 
In the transition probability matrix below, the last column i.e. the virtual node has 
more transition probability because every node is connected to it. This makes the 




C D E F 
B 
VN 



































The same PageRank formula shown in Equation 3.1 is applied to the directed Web 
graph in Figure 3.5 using Method 2. Here, every node gets an additional forward link 
because all the nodes are connected to the virtual node. In this method the PageRank 
values are reduced for all the nodes but the virtual node gets more back links and its 
PageRank score increases. In the final ranking order, the virtual node will not be 
shown. The PageRank of A decreases from 0.717 to 0.575, due to the rank 













APR   
 
The above calculations are the first iteration of the PageRank computation for 
Methods 1 and 2, with the PageRank converging after so many iterations. The 
detailed computation convergence and the chart are shown in Appendix B.  
 
3.4 EXPERIMENTAL RESULTS 
The PageRank and the TrustRank program were implemented in the Python program 
and tested on an Intel Core 2 (2.40 GHz) with 4GB RAM. 
 
3.4.1 Data Set 
The dataset used in the experiments was provided by the European Archive 
Foundation, with the support of the Living Web Archives (LiWA) project, known as 
the EU2010 collection (Benczúr et al. 2010). In this experiment, a host graph was 
used instead of a Web graph due to the large dataset collection. The original Web 
graph contains 23m Web pages, while the host graph contains 191388 hosts and 
103749 hanging hosts (hosts that are not pointing to other hosts) depicted in Figure 
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3.6. The table form is shown in Appendix B. In this experiment, the rank of all 
hanging hosts for Methods 1 and 2 was shown and, the Web Spam detection 
algorithm, TrustRank (Gyongyi, Garcia-Molina, and Pedersen 2004), applied on the 
same dataset and compared with the results from the TrustRank with virtual node. 
 
 
Figure 3.6: Distribution of Hanging and Non-Hanging Hosts 
 
3.4.2 Pseudo Code 
The following pseudo code given in Figure 3.7 is the same as the PageRank 
algorithm. The program was implemented using this pseudo code for Methods 1 and 
2. 
 
Figure 3.7: Algorithm to Handle Hanging Hosts using Methods 1 and 2 
Main Procedure 
Initialize checkIteration is true 
DO 
Call PageRank to calculate the PageRank for every node 
Save the PageRank for every node 
If the PageRanks of last Iteration has the same PageRanks with current Iteration 
checkIteration is false 
WHILE quits when checkIteration is false 
Procedure PageRank 
Initialize result to 0.15 (1 - the damping factor) 
FOR every outgoing nodes of the current node 
Call Calc 
Add up result with the results from Calc of all outgoing nodes 
Procedure Calc 
Calculate the result by getting the PageRank of the current node divide by the 
numbers of outgoing links of the current node times 0.15 (1 - the damping factor). 
 




For the experiments, a value of 0.85 was used for the damping factor das per the 
recommendation from many researchers (Langville and Meyer 2004, Bianchini, Gori 
and Scarselli 2005 and Gleich et al. 2010) and run in 50 iterations, which were 
sufficient to achieve convergence, because the simulation example in Section 3.3 
took less than 50 iterations except for Method 2.The experiments are conducted in 
two stages. The first one is using the sample Web graph in Figure 3.3 and the second 
one is using the EU2010 data set. 
 
3.4.3.1 Experiments with the Web Graph 
First, the PageRank program is applied to the Web graph in Figure 3.3 before 
applying Method 1 and Method 2. PageRanks are computed and the convergence is 
shown in Figure 3.8. PageRank convergence table is shown in Appendix B. 
 
 
Figure 3.8: Convergence chart for the PageRank 
 
In Figure 3.8, Y axis shows the PageRank and the X axis shows the iterations. 
PageRank has converged at the 14
th
 iteration. Next, the PageRank algorithm is 
applied to the modified Web graph in Figure 3.4 using Method 1 (with VN). 
PageRanks are computed and the convergence is shown in Figure 3.9. PageRank 


























Figure 3.9: Convergence Chart for the Proposed Method 1 
 
In Figure 3.9, Y axis shows the PageRank and the X axis shows the iterations. 
PageRank has converged at the 36
th
 iteration. Finally, the PageRank algorithm is 
applied to the modified Web graph in Figure 3.5 using Method 2 (with VN). 
PageRanks are computed and the convergence is shown in Figure 3.10. PageRank 
convergence table is shown in Appendix B. 
 
 
Figure 3.10: Convergence Chart for the Proposed Method 2 
 
In Figure 3.10, Y axis shows the PageRank and the X axis shows the iterations. 
PageRank has converged only at the 95
th
 iteration. Actually, PageRank has converged 
at the 14
th
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The graph in Figure 3.10 shows only the convergence up to 14
th
 iteration (except the 
VN).   
 
 
Figure 3.11: Rank Comparison Using PageRank, Method 1 and Method 2 
 
Figure 3.11 shows the rank comparison using PageRank, proposed Method 1 and 
Method2. Here, X axis shows the pages and Y axis shows the rank.  
 
3.4.3.2 Experiments with EU2010 Data Set 
Next, experiments are done using the EU2010 data set. This data set is using hosts 
instead of pages. PageRank is computed for Method 1 and Method 2. 
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In Method 1, a VN with self-loop was included and all the hanging hosts were 
connected to it. Figure 3.12 shows the rank results of the hanging host for Method 
1.The Y axis denotes the rank values of the hanging pages, while the X axis denotes 
the 1
st
hanging node until the 103749
th
 hanging node (the last node). 
 
 
Figure 3.13: Ranking Results of Hanging Hosts for Method 2 
 
In Method 2, all the nodes were connected to the VN to make the forward link 
uniform for ranking purposes. Figure 3.13 shows the rank results of the hanging host 
for Method 2. 
 
 
Figure 3.14: Ranking Results from TrustRank 
 
Figure 3.14 shows the ranking results on the good sites on EU2010 using TrustRank, 
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while Figure 3.15 shows the ranking results on the good sites on EU2010 with VN. A 
sample of 1309 good sites provided by the dataset was tested to see the difference 
between TrustRank and TrustRank with VN. 
 
 
Figure 3.15: Ranking Results from TrustRank with Virtual Node 
 
3.4.4 Result Analysis 
Original PageRank 
When the original PageRank program is applied on to the Web graph, shown in 
Figure 3.3, hanging pages C and F gets only a minimum PageRank of 0.15. They 
may deserve a better ranking. The PageRank get converged in 14
th
 iteration.  
Method 1 
In the Method 1, VN with self-loop was included and all the hanging pages are 
connected to it. PageRank program is applied on to the modified Web graph, shown 
in Figure 3.4. Here, the hanging pages C and F get a decent rank (0.614 and 0.324) 
and the convergence occurs at the 36
th
 iteration. When compare with original 
PageRank, Method 1 produces decent rank for hanging pages with a moderate 
convergence rate. The same analysis goes for the EU2010 data set. PageRank results 
are shown in Figure 3.12. Here, the page ranks are fair by including all the hanging 
hosts in the ranking with a moderate convergence. The output (Figure 3.12) in a chart 








In Method 2, all the hanging hosts as well as the non-hanging hosts were connected 
to the VN to make the out link uniform for ranking purposes. PageRank program is 
applied on to the modified Web graph, shown in Figure 3.5. Here, the hanging pages 
C and F get a decent rank (0.377 and 0.257) and the convergence occurs only at the 
95
th
 iteration due to the Virtual Node (VN). Method 2 also produces decent rank for 
hanging pages but with a high convergence rate. The same analysis goes for the 
EU2010 data set also. The output is shown in Figure 3.13 in a chart format. The page 
rank value reduced a little bit here, compared with Method 1, because the forward 
links of all the hosts were connected to the VN. The original PageRank method was 
not suitable as far as the hanging pages were concerned because they were omitted in 
the computation. In Method 1, the hanging pages gets a decent rank and the number 
of iterations was less when compared with Method 2. The results proved that Method 
1 is better when compared with PageRank and Method 2 because it not only reduces 
the number of iterations in the computation but also produces a fair and accurate 
ranking of results as for as the hanging pages are concerned. It is very clear that there 
are more hanging than non-hanging pages on the Web (54% are hanging pages in the 
sample data set) and this rate keeps increasing. The hanging pages therefore, cannot 
be neglected in the ranking process due to their importance.   
 
In Figures3.11 and 3.12, there is no significant difference with/without VN in the 
calculation of TrustRank. Methods 1 and 2 are, therefore capable of combating Web 
spam with the inclusion of TrustRank. 
 
3.4.5 Computation of Complexity 
The basic PageRank model treats the whole web as a directed graph G = (V, E), 
where, a set V of vertices consists of n pages, and the set E of directed edges (i, j), 
which exist if and only if page i has a hyperlink to page j. The directed graph can be 
represented as an n × n matrix. 
 
According to Augeri (2008) and Safronov and Parashar (2003),where the PageRank 
algorithm for every Web page is concerned, one needs to find all the pages to which 
the new page links. This requires a full array of scan so that every element is 
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checked. If n is the number of Web pages, an assumption can be made, that n-1 is the 
maximum number of links on a page; therefore, the worst case performance is O(n
2
). 
The PageRank algorithm which is essentially a power method algorithm has a lower 
and upper bound of Ω(n
2
 logn) and O(n
2
·t), where n = |V|, t = logd τ, d is a damping 
factor, usually 0.85 and τ = 1/n. If sparse matrices are used, the lower and upper 
bound of the PageRank algorithm are Ω(e
2
 logn) and O(e logdτ)respectively, where e 
denotes the number of edges contained in the graph. 
 
The proposed method for handling hanging pages involves adding a VN into the 





t), where n = |V + εv|, t = logd τ, d is a scaling factor, usually 0.85 and τ = 
1/n, d. This would not affect the PageRank algorithm, and by adding the VN, it 
actually takes all the hanging pages into account. Intuitively, the proposed algorithm 
(Methods 1 and 2) has the same computation power as the PageRank algorithm, and 
produced more relevant results by including hanging pages into consideration. 
 
Complexity Calculation 
Computing the PageRank is actually populating the matrix and then calculating its 
principal eigenvector. It is calculated using matrix-vector multiplication and addition. 
The cost of multiplying an n × m matrix by an m × p matrix is O(nmp). In this case, it 





This chapter has proposed two methods, Methods 1 and 2 using a Virtual Node (VN), 
to calculate PageRank in dealing with the problem of hanging pages. Method 1 took 
less iteration and also produced a fair and accurate ranking of pages compared with 
Method 2. Both Methods 1 and 2 produced relevant results when compared with the 
original PageRank algorithm. But both methods took more iteration to converge 
when compare with PageRank algorithm. Most Web ranking algorithms are kept as 
trade secrets due to competition, so it is difficult to know how the ranking algorithms 
are implemented in reality. But with the limited resources, the PageRank algorithm 
was implemented and it handled the hanging pages efficiently. The TrustRank 
algorithm was also implemented to combat spamming in the proposed Methods 1 
and 2, compared with each other and then compared with the standard PageRank 





The next chapter discusses the experiments that deal with only the relevant hanging 
pages, instead of including all the hanging pages in the rank computation.




Chapter 4 Relevancy of Hanging Pages 
 
4.1 INTRODUCTION 
As more and more meaningful hanging pages increases in the Web, their relevancy 
has to be determined according to keywords or query terms, to make the Search 
Engine Result Pages (SERPs) fair and relevant. In this chapter, an algorithm called 
Hanging Relevancy Algorithm (HRA) is introduced and implemented to determine 
the relevancy of hanging pages in the link structure based ranking algorithms(Kumar 
et al. 2014). This method includes the relevant hanging pages in the ranking 
algorithm along with the non-hanging pages to reduce the complexity over Methods 
1 and 2. The relevancy function is used to determine the relevancy of a hanging page 
with respect to keywords or query terms. Stability analysis is also done to show that 
the perturbation of link structure does not affect the order of the perturbed pages. The 
hanging relevancy algorithm, therefore, is the first kind of approach in determining 
the relevancy of hanging pages, and includes only the relevant hanging pages in the 
ranking process. This algorithm is a trade-off between complexity and relevancy by 
increasing computational complexity and at the same time producing more relevant 
results. The architecture of the proposed hanging relevancy method is shown in 
Figure 4.1. 
 
All the existing methods to handle hanging pages either exclude the hanging pages or 
include the hanging pages in the rank computation. If all the hanging pages are 
included in the computation, the computation complexity increases. If they are 
excluded in the ranking, the ranking results are not fair and relevant. To make a 
trade-off between complexity and fair results, the proposed method includes only the 
relevant hanging pages in the ranking process. The important ranking methods are 
tabulated in Table 4-1, according to computational complexity. It is assumed that 
there are N number of Web pages, which consists of N1number of non-hanging pages, 
and N2number of hanging pages. 
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Table 4-1: Inclusion of Hanging Pages in Computing 
Ranking Method Inclusion of Hanging Pages 
Computational 
Complexity 
Page et al. (1999) No )( 21NO  
Kamvar et al. (2003) No )( 21NO  






1 NONO   






1 NONO   






1 NONO   




Yes )( 2NO  








separates hanging and non-hanging pages and computes the rank using matrix lumpability. 
** 
includes both hanging and non-hanging pages in the computing 
 
 
Figure 4.1: Architecture of the Proposed Hanging Relevancy Method 
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Relevancy Algorithm is applied to the hanging pages and determines their relevancy 
according to keywords or query terms, by looking into their Anchor Text (AT). 
Stability analysis is applied to the link structure to make sure that the alteration of 
links does not change the order of the non-hanging pages. In this way the proposed 
method produces fairer and more relevant results compared to other link structure 
based ranking algorithms. For this study, experiments were done on the WEBSPAM 
UK 2006, WEBSPAM UK 2007 and EU2010 data sets, to determine the percentage 
of hanging and non-hanging hosts. A crawler program was created and it crawled the 
Curtin University (Sarawak) Web site. In the downloaded pages, hanging pages and 
non- hanging pages were separated and the PageRank program applied; the results 
are shown. 
 
4.2 ANCHOR TEXT 
The Anchor text which is the visible hyperlink text on a Web page is usually used to 
indicate the subject matter of the page to which it links. According to Zhicheng et al. 
(2009), the initial purpose of the anchor text is for users to navigate from one page to 
another, and to describe briefly the document content. Eiron and McCurley (2003) 
calls anchor text as ‗highlighted clickable text‘. Proper use of anchor text can 
increase the visibility of a page, and in turn increase the page rank. Anchor text is 
one of the important ranking factors in link structure based search engines. Inclusion 
of keywords in the anchor text can increase the value of a target page. In this study, 
the algorithm uses the anchor text to find the relevancy of hanging pages according 
to keywords or user query terms. There are two important reasons for using anchor 
text to find the relevancy of hanging pages: 
 
 The first one is, generally anchor text describe the target document short and 
precise which exactly the way a user type a query in the interface of the 
Search engines. 
 The second reason for selecting anchor text is, it is one of the important link 
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4.3 HANGING RELEVANCY USING RELEVANCY ALGORITHM 
Let Gw(Vw, Ew) be a Web graph consisting of non-hanging and hanging pages that can 
be determined by creating a transition probability matrix, using Equation 2.5 of 
Definition 2.5from Chapter 2. 
 
Relevant hanging pages are pages without any outgoing links with relevancy to a 
particular keyword or query. On the other hand, non-relevant hanging pages have no 
relevancy to the keyword or query term. The objective of this research study is to 
determine whether a hanging page is relevant to a particular query term or not. All 
the hanging nodes in the graph will be determined, either as a relevant hanging node 
or non-relevant hanging node by applying the Relevancy Algorithm. 
 
4.3.1 Methodology 
Let Gw = (Vw, Ew) be a Web graph with vertices Vw as the set of Web pages and Ew as 
the hyperlink between pages. Reference can be made to Chapter 2 for the generalized 
n ×n probability transition matrix P and the definitions.  
 
Definition 2.6 from Chapter 2, ∑p(i,j) = 0, will be utilised i.e. to find out the hanging 
pages from a Web graph using the probability matrix. This definition can be used to 
determine whether a page in the Web graph Gw is a hanging or non-hanging page. 
 
After a page is determined as a hanging page, the following Relevancy function in 
Equation 4.1is applied to graph Gw to determine the relevancy of that hanging page 


















In the above Relevancy function, AT is the Anchor Text of a hanging page and QT is 
the Query Term or keyword, which is used by the relevancy algorithm to check the 
relevancy of a hanging page. The relevancy function compares the query term (QT) 
with the anchor text (AT) of a hanging page. If the anchor text exactly matches the 
query term, then the hanging page is connected back to the home page to make it 
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stochastic. Otherwise, the hanging page is discarded from the probability matrix P. 
This modified probability matrix is defined as the proposed probability matrix PP. 
The generalized form of the proposed probability matrix PP consists of only the non-

































This proposed probability matrix, PP, is a fairer and more relevant matrix than 
probability matrix P, because it has only fewer pages to compute by including only 
the relevant pages in the computing. The hanging relevancy methodology is shown 
below in Figure 4.2. The hanging pages are selected from the graph and the 
relevancy algorithm is applied to determine the relevancy. Link adjustments are done 
for the hanging pages which passed the relevancy test to become non-hanging pages. 
Other non-relevant hanging pages are discarded.  
 
 
Figure 4.2: Hanging Relevancy Methodology 
 
The hanging relevancy algorithm uses the relevancy function to determine whether a 
hanging page is relevant or non-relevant. This algorithm compares the anchor text of 
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hanging page as relevant. Then the algorithm converts the relevant hanging page into 
a non-hanging page, and discards the non-relevant hanging page. 
 
4.3.2 Algorithm 























Figure 4.3: Hanging Relevancy Algorithm 
 
4.3.3 Example 
A sample Web graph with 8 nodes is shown in Figure 4.4. The non-hanging pages are 
shown in green (nodes A, B, C, D and G) and the hanging pages are shown in red 
(nodes E, F and H). 
 
The Adjacency Matrix A for the graph Gw is computed and shown below, as per 






Let P be the Probability Matrix for the Web Graph, Gw(Vw,Ew) which consists of all 
non-hanging and hanging pages. 
1. Starting with the first row, read all the rows from matrix P and repeat step2. 







page hanging  thediscard
else







 i.e (if AT(Anchor Text)of Gw(Vw,Ew)= QT (Query Term) w.r.t to P(i,j)then) 
  P(i,j)=1 
  connect the relevant hanging page to the home page  
 else 
  discard the row from P(i,j) 
3. Call the new matrix as PP which consists of only non-hanging pages and the 
relevant hanging pages and apply the ranking algorithm to produce a fair and 
efficient ranking order. 






















































The Probability matrix P for the sample Web Graph Gw is shown below as per 








































From the above probability matrix P, as per Definition 2.6 of Chapter 2, there are 3 
hanging pages in the graph namely, page E, F and H. Only the hanging pages, E and 
F passed the relevancy test. The algorithm is applied to the matrix P, and the 
proposed probability matrix PP is produced. There are two important steps: the first 
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the relevancy function. Matrix PP includes the relevant hanging pages (pages E and 
F) as well as the non-hanging pages shown below. Pages E and F (rows 5 and 6) are 
connected back to the home page A to make it stochastic as per the algorithm. This 
also makes the pages E and F becomes non-hanging. According to Langville and 
Meyer (2004) and Singh, Kumar and Leng (2010), matrix PP is stochastic and 
primitive like the original matrix proposed by Brin and Page (1998). A matrix 
becomes a stochastic matrix if the sum of rows is equal to 1. A positive, irreducible 
matrix is primitive if it has only one eigenvalue on its spectral circle. A matrix is 


































The modified Web graph G'w for the above proposed probability matrix is as shown 
below in Figure 4.5. Here, the hanging node (non-relevant one) is removed and the 
links are adjusted. This produces better and fairer rank results, which are discussed in 












Figure 4.5: Modified Web Graph G'w 
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the hanging pages E and F (relevant) have passed the relevancy test. Page G has 
failed the relevancy test and it was not included in the ranking process. 
 
4.3.4 Stability Analysis 
According to Ng, Zheng and Jordan (2001b), stability is one of the features to be 
measured for link structure based ranking algorithms, since there are always 
perturbations on the Web. Deleting some links on the Web should not affect the 
ranking of a popular Web site. If deleting links on a Web site changes its rank 
dramatically, then the consistency of the ranking algorithm has to be checked. 
 
Table 4-2: Relevancy Function Results for the Graph Gw 
Page Page Type Relevancy Test 
A Non-Hanging N/A 
B Non-Hanging N/A 
C Non-Hanging N/A 
D Non-Hanging N/A 
E Hanging Pass 
F Hanging Pass 
G Non-Hanging N/A 
H Hanging Fail 
 
Most of the popular link structure based ranking algorithms, like HITS and 
PageRank create a matrix and compute the principal eigenvector for stability 
analysis. In the proposed probability matrix PP, when a link is deleted (link from 
page G to page H), and the stability analysis has to be done for that matrix. It can be 
done by computing the principal eigenvector and the eigenvalues. 
 
Eigenvectors and eigenvalues are produced to prove that the proposed probability 
matrix PP is stable. The following theorem proves the stability of the proposed 
algorithm, which follows the basic PageRank algorithm. 
 
THEOREM 4.1 Let P be the probability matrix, and pe the principal right 
eigenvector of TPddU ))1((  , where d is the damping parameter usually set to 
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0.1- 0.2, and U is the transition matrix of uniform transition probabilities. Let nodes 
n1, n2... nk be altered in any way and PP be the corresponding new transition matrix. 














Assuming d is not close to 0, would mean that if the perturbed nodes or pages do not 
have a high overall PageRank scores, as compared to the unperturbed PageRank 
scores, pe, then the perturbed PageRank scores pe will be close from the original. 
 
Proof. The proof for Theorem 4.1 can be seen in Appendix D.  
 
4.4 EXPERIMENTAL RESULTS 
4.4.1 Rank Computation 
First, the PageRank program was used to calculate the ranking order for the example 
in Figure 4.4, i.e. before applying the hanging relevancy algorithm. PageRank 
formula can be referred from Equation 2.2 or Equation 3.1. Next, the PageRank 
program was used to calculate the ranking order for the example in Figure 4.5, i.e. 
after applying the hanging relevancy algorithm. 
 
Damping factor d was set to 0.85 and the number of iterations at50. The results are 
summarized in the following Table 4-3. 
 
Table 4-3: PageRank Results for the Graph Gw and G'w 
Page 
PageRank (Before Hanging 
Relevancy) 
PageRank (After Hanging 
Relevancy) 
A 1.468 2.137 
B 1.30 1.480 
C 0.517 0.465 
D 0.566 0.756 
E 0.15 0.596 
F 0.15 0.364 
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G 1.153 1.202 
H 0.15 0.15 
 
The summary of the results are shown in Figure 4.6 in the graphical form. 
 
 
Figure 4.6: PageRank Results Comparison Graph 
 
4.4.2 Experiment on WWW 
For the live experiment on the Web, the PyBot program (Web Crawler) of Leng et al. 
(2011) was used to crawl the Curtin University (Sarawak Malaysia) Website and to 
download Web pages. The PyBot Crawler, developed using Python 2.7 was 
implemented using Tree search along with a Queue (First-In-First-Out) structure. The 
Crawler downloaded both hanging and non-hanging pages. Due to the volume and 
the complexity of the World Wide Web, the crawler, crawled only the internal links 
of the domain site.  
 
The Curtin Website consists of 1728 non-hanging pages and 954 hanging pages 
(refer Figure 2.19). Figure 2.16 shows the number of non-hanging pages and hanging 
pages for other publicly available datasets like WEBSPAMUK-2006 of Castillo et al. 
(2006), WEBSPAMUK-2007 of Yahoo! Research (2007) and EU2010 of Benczúr et 
al. (2010). The experiment result shows that more than 20% of Web pages are 
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The PageRank was applied to the Curtin Web pages and the non-hanging results are 
shown in Figure 4.7. The PageRank simply removes the hanging pages due to 
computation complexity.  PageRank results for hanging nodes are shown in Figure 
4.8. 
 
The Web pages were retrieved and indexed based on their anchor texts. Table 4-4 
shows the top most indexed keywords, with keyword ―Curtin‖ being the most 
indexed (as much as 66 Web pages). 
 
 
Figure 4.7: Rank Results on the Non-Hanging Nodes 
 
The proposed relevancy algorithm was applied to the downloaded pages to rank 
them. The results were ranked using six query terms – ―Curtin‖, ―Learning‖, 
―Teaching‖, ―University‖, ―Research‖ and ―Students‖. As a sample, only the rank 





















































































Figure 4.8: Rank Results on the Hanging Nodes 
 
Table 4-4: Top Most Indexed Keywords 








Table 4-5: Hanging Pages for the Query 'Research' 



































Figure 4.9: Ranking Order of the Hanging Pages for Query ‗Research’ 
 
Table 4-5 and Figure 4.9 illustrate the results and also the ranks of the hanging pages, 
for the query search term ‗Research’. Actually, the entire hanging page results 
returned relevant to the query search term, ‗Research‘, with the first hanging page 
returned as the highest rank, signifying the most relevant hanging page. 
 
4.4.3 Experiment on Stability Analysis 
The MATLAB (V 8.0.0.783, R2012b) program was used to produce the eigenvector 
and eigenvalues for both the probability matrix P and the proposed probability 
matrix PP, for the example shown in Figure 4.4. Table 4-6 gives the eigenvalues of 
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Table 4-6: Eigenvalues of the Matrix P 
A B C D E F G H 
0.7764 0 0 0 0 0 0 0 




0 0 0 0 0 
0 0 0 
-0.1566 - 
0.2245i 
0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
 
 
Table 4-7 gives the eigenvalues of the matrix PP (for the graph in Figure 4.5), which 
are the diagonal elements d of the eigenvector v. 
 
Table 4-7: Eigenvalues of the Matrix PP 
A B C D E F G 








0 0 0 0 
0 0 0 
-0.3755 + 
0.1160i 
0 0 0 




0 0 0 0 0 0.1323 0 
0 0 0 0 0 0 -0 
 
In Table 4-6, the eigenvalues of the last 4 rows are 0 because of the hanging pages E 
and F of the Web graph in Figure 4.4. Generally, when eigenvalues are negative, the 
Chapter 4 Relevancy of Hanging Pages 
109 
 
system is stable. Both eigenvalues in Table 4-6 and Table 4-7 are mostly negative, 
and the ranking order does not change much on the probability matrix PP. 
 
4.4.4 Result Analysis 
In Table 4-3, the top 3 pages before applying the relevancy function (original 
PageRank algorithm) are pages A, B and G. After applying the relevancy function, 
the top 3 pages remained in the same order (A, B and G), but their rank values 
increased a bit. The ranking order of relevant hanging page E has moved to 5 from 6. 
The summary of the results can be seen in Figure 4.6. This show that the order of 
relevant hanging pages can improve using this hanging relevancy algorithm than the 
PageRank algorithm and at the same time reduce the computational complexity over 
Methods 1 and 2 in Chapter 3. It also improves the ranking of the home page (in this 
study, page A is the home page) considerably, because the relevant hanging pages are 
connected back to the home page. Before applying the hanging relevancy algorithm, 
PageRank gets converged at the 45
th
 iteration. After applying the hanging relevancy 
algorithm, the PageRank gets converged at the 47
th
 iteration (see Appendix D for the 
detailed results). The experiment also showed that the ranks of certain relevant 
hanging pages (page E) had increased by 4 times. This proved that relevant hanging 
pages deserves a better ranking. 
 
The proposed hanging relevancy algorithm compromises between complexity and 
relevancy. It may slow down the ranking process due to the query dependent 
approach, but it produces fair ranking results by including only the relevant hanging 
pages. The Query dependent approach can be used only, when the query independent 
approach does not produce fair results. The main focus in this method was to include 
the relevant hanging pages in the ranking process and produce fair ranking results. 
 
4.5 SUMMARY 
In this chapter, the hanging relevancy algorithm was proposed to include only the 
relevant hanging pages in the ranking process, based on the link structure. Most of 
the link structure based ranking algorithms just ignore the hanging pages during 
ranking. These relevant hanging pages are deprived of their ranks by not showing 
their true ranking order. When all the hanging pages are included in the ranking, the 
computational complexity increases. This relevancy function is used to trade-off 
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between complexity and relevancy, by increasing computational complexity and at 
the same time producing more relevant results. Considering the amount of hanging 
pages on the Web, it is really necessary to determine the relevancy of hanging pages 
according to keywords or query term. It may slow down the ranking process due to 
query dependency, but it produces fair ranking results. Hence, this relevancy 
approach can be used only when the traditional search methods do not produce the 
relevant results. As shown from the examples and the experiments, the hanging 
relevancy algorithm produces more relevant results with average computational 
complexity. The experiment also showed that the ranks of certain relevant hanging 
pages had increased by 4 times. This shows that relevant hanging pages deserves a 
better ranking. 
 








Chapter 5 Link Spam Detection 
 
5.1 INTRODUCTION 
Web Spam is a major challenge in the area of Web information retrieval (WIR), 
which is a method of deliberately manipulating the Search Engine Result Pages 
(SERPs) in an unethical manner. It is also called spamdexing (Gyongyi and Garcia-
Molina 2005b), i.e. using spamming techniques to improve the Web site index in the 
search engine rankings. As per the prediction of Henzinger, Motwani and Silverstein 
(2002), Web spam has become the most important challenge of the Web search 
engine, and it became more active after the introduction of e-commerce in the late 
1990s and the advent of fierce competition among search engines in WIR. Generally, 
Web users look at only the first few pages of the search engine results. This is one of 
the reasons why commercial and business companies push their Web sites to appear 
at the top of search engine results. There is also financial gain for the companies 
when more visitors visit their Web site. Moreover, Web users believe that the search 
engine results are authentic information, even though majority of the search engine 
results are unrelated and unauthentic. The order of search engine results in the SERPs 
is the main reason for spamming in WIR. The intention of Web spammers is to 
mislead search engine ranking algorithms by promoting certain pages to an 
undeserved rank. Consequently, they mislead the Web users with irrelevant 
information. This can affect the creditability of search engines in the WIR. 
 
There are many ways to achieve spamming. Content spamming and Link spamming 
are the two popular techniques used in WIR.  Link spamming is a type of spamming 
used to improve the ranking of certain web pages, by having illegitimate links, and it 
is the most effective way of achieving Web spam. As the internet grows in an 
exponential way, Web spamming also grows accordingly. Web spammers are looking 
for every opportunity to induce spamming. One such opportunity are the Web 
hanging pages, which do not have any outgoing links, but may have one or more 
incoming links. They receive a share of rank from other pages, but do not propagate 
their rank to other pages. Hanging pages are described in detail in Chapter 2. These 
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pages are one of the potential targets for spammers, because in link structure based 
ranking algorithms, the ranking of Web pages is decided only by the number of 
incoming links and not by the contents of the Web pages. 
 
Link structure based ranking algorithms like PageRank (Page et al. 1999), HITS 
(Kleinberg 1999a) and SALSA (Lempel and Moran 2001) can be affected with this 
kind of link spam. Among these three ranking algorithms, PageRank is the most 
affected algorithm, because it is the only algorithm that is used commercially in the 
search engines (Google) for ranking Web pages. This kind of spamming can be a 
threat to the integrity of the PageRank algorithm.  
 
This chapter proposes Link Spam Detection (LSD) algorithm to detect link spam, in 
the form of irreducible closed subsets contributed by hanging pages in the Web 
(Kumar, Singh and Mohan 2014a). A simulation is done to show the contribution of 
link spam by hanging pages using Web graph, Adjacency matrix and Probability 
matrix. The methodology first induces link spam using hanging pages and then 
detects the link spam. Experiments are done using one of the top 10 Web sites 
(Amazon.com). A crawler program is created in MATLAB which is used to 
download pages from Amazon.com. A PageRank program is also created using 
MATLAB and the program is used to rank the Web pages before and after spam. The 
results proved that link spam can be induced in hanging pages, and can be detected 
using eigenvectors and eigenvalues. 
 
5.2 PROPOSED METHODOLOGY 
Consider a Web graph Gw (Vw, Ew) which has both hanging and non-hanging pages. 
There are two steps in this methodology to induce link spam. The first step is to 
identify a target page say, T, and remove all the forward links of target page T to 
make it a hanging page. Equation 5.1 can be used to remove all the forward links of 
the target page T. 
 
 
0i ijT  (5.1) 
 

















ji  (5.2) 
 
The second step is by using Equation5.2, i.e. all the hanging pages that get an 
incoming link from the target node T, must be connected back to the target node. 
 
After applying Equations5.1 and 5.2, the graph can induce an irreducible closed 
subset that can create link spam and promote ranks for the target page. Also, this 
method works only when the graph Gw contains two irreducible closed subsets, 
which can absorb lots of energy and are not propagated outside. That is why the 
pages in the irreducible closed subsets have higher ranks than other pages. The link 
spam can be detected by studying the eigenvector and the eigenvalues, particularly, 
the second eigenvector. The proposed method can detect link spam contributed by 
hanging pages using eigenvector and eigenvalues.  
 
Definition 5.1: A set of states T is an irreducible closed subset of the Markov chain, 
corresponding to the transition probability matrix P, if and only if T is a closed 
subset, and no other subset of T is a closed subset (Haveliwala and Kamvar 2003). 
 
Definition 5.2: A Jump Probability (JP) matrix can be created by adding a damping 
factor d in the transition probability matrix. It is used to simulate the random Web 











In the above Equation 5.3, P is the transition probability matrix, d is the damping 
factor, and usually set at 0.85, n is the number of nodes in the graph and E is the n × 
n matrix of all ones. 
 
5.2.1 Eigen Vector 
To understand the importance of the second eigenvalue, one needs to review 
Definition 2.6 from Chapter 2 about the hanging pages, 0i ijP and Definition 
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5.1(irreducible closed subset). 
 
Definition 2.6 from Chapter 2 refers to a hanging or zero-out link node, i.e. in a 
closed Markov chain; a node can get an incoming link and no outgoing link from that 
node. In the real Web, there may be many irreducible closed subsets and hanging 
pages. Analysing the second eigenvalue can determine the link spam associated with 
the hanging pages. 
 
The first eigenvector is actually the PageRank values (Langville and Meyer 2005) of 






  (5.4) 
 
In Equation 5.4, g
(1)
 is the distribution of the visiting frequency of each page in the 
random web surfer model. g
(1)
 is the unique dominant eigenvector corresponding to 
the dominant eigenvalue λ1=1. To show that λ1=1 exists and is unique; the Perron-
Frobenious theorem (Meyer 2000) can be used for the Markov matrix JP. 
 
 A matrix is irreducible if its graph shows that every node is reachable from every 
other node (Haveliwala and Kamvar 2003) and (Langville and Meyer 2004). An 
irreducible Markov chain with a primitive transition matrix is called an aperiodic 
chain (Langville and Meyer 2004). As mentioned before, λ1 = 1 is the dominant 
eigenvalue and the corresponding eigenvector is the PageRank vector g
1
. The second 
largest eigenvalue is λ2, which is always less than λ1 i.e. λ1 = 1 > λ2. 
 
Theorem 5.1: The second eigenvector g
2




 = 0. 
 
The proof for Theorem 5.1 is given in Appendix E. Here, e is the vector of all ones. 




 = 0, therefore, the second eigenvector of JP only depends on 
P in Equation 5.3. 
 
Theorem 5.2: The second eigenvalue of JP, λ2 = d if P has at least two irreducible 
closed subsets.  
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The proof for Theorem 5.2 is given in Appendix E and the results are shown in the 
experimental section. Theorem 5.2 has the following inferences for the PageRank 
algorithm.  
 
PageRank convergence: Power method used by PageRank has the conversion rate 
equal to λ2/λ1 = d. Stability of PageRank algorithm: According to Haveliwala and 
Kamvar (2003), when the eigengap i.e. |λ1| - |λ2| is greater, a more stable stationary 
distribution of the Markov chain occurs. Spam Detection: The eigenvectors 
corresponding to λ2 = d is an artifact of certain structures in the Web (Haveliwala and 
Kamvar 2003). This can help to detect link spamming.  
 
According to Bianchini, Gori and Scarselli (2005), Langville and Meyer (2004) and 
Boldi, Vigna and Santini (2005), when the value of d is higher, an accurate PageRank 
will be produced. When the value of d is lower, a faster convergence and a more 
stable distribution will occur. The initial value of d used by Google is 0.85 and the 
best value of d is also 0.85, as suggested by other researchers. (Haveliwala and 
Kamvar 2003; Langville and Meyer 2004; Boldi, Vigna and Santini 2005). Hence 
0.85 was also used as the value for d in the experiment for this thesis. By studying 
the eigenvalues and the eigenvectors, link spam can be detected in the ranking 
process. In the Power method, first eigenvector is actually the PageRank vector. 
 
5.2.2Power Method 
The Power method is the simplest and most popular method to find the eigenvalue 
and eigenvector of a matrix. When power method to matrix JP in Equation 5.3, the 
convergence of the method for diagonalizable matrices is proved, provided | λ1| > | 
λ2|.  
 









forms a basis of T
n
. The initial vector v
(0)
 can 










)0(  (5.5) 
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1 . The power method normalizes the 
product JPv
(k-1)
 and it converges to g
1
. Here, each iteration is a single matrix-vector 
multiplication and it can be performed very efficiently rather than a matrix-matrix 













  and the rate of convergence is equal to |λ2|/|λ1|. The algorithm used 
for creating the program is given below. 
 
5.2.3 Algorithm 
The proposed algorithm to detect link spam caused by hanging pages is shown below 










































Figure 5.1: Algorithm to Detect Link Spam 
 
5.2.4 Example for Link spam 
Consider the following sample Web graph Gw with 8 nodes and 12 edges shown in 
1)  Let G(V,E) be a directed graph with a set of vertices and edges. 
2) Let SG be a sub graph with hanging pages and non-hanging pages. 
3)  Call PageRank 
4)  Select a random target page say T and follow the steps. 
a) 0i ijT (Remove all the outgoing links from the target node T) 
b) Look for all the hanging pages having an incoming link from the target node T  
and connect back all those hanging pages back to the target node T. 
5)  Check the sub graph SG having two irreducible closed subsets. 








































1   
(In the above formula, the value of d is 0.85 and P is the probability matrix created in 
step 7, E is the n x n vectors of all ones and n is the number of nodes in the sub 
graph).  
9)  Call the PageRank to calculate the new page rank values. 
10) Call the eig function to calculate the eigenvalues and eigenvector from the jump 
probability matrix (JP). 
11) Check the second eigenvector whether the target node T is in the irreducible closed 
















a. Create sparse transition probability matrix 
b. Calculate the PageRank using the power method by assigning the damping 
factor, no. of iterations. 
c. Create bar chart for pageranks. 
d. Return 
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Figure 5.2, which also shows the PageRanks of all the 8 nodes. Colour codes are 
used in this graph to differentiate nodes, blue (nodes 3, 4, 5 and 6) indicates non 
hanging pages, orange (node 8) denotes a hanging page and green (nodes 1 and 2) 
denotes nodes in irreducible closed subset. The sum of column 8 is zero (using 
Equation 5.1) and this indicates that page 8 is a hanging page. Let node 7 shown in 
red be the target node for link spam. Nodes 1 and 2 have high PageRanks (0.25 and 
0.27) among the 8 nodes because of the irreducible property; in addition they don't 
propagate their score to other nodes. 
 
 
Figure 5.2: Sample Web Graph Gw before Link Spam 
 
The adjacency matrix (column matrix) A is generated for the graph Gw in Figure 5.2, 
as per Equation 2.4 from Chapter 2 and shown below. The last column represents the 
out-degree (od) of node 8, while the last row represents the in-degree (id) of node 8. 
The sum of the columns in the matrix A gives the od and the sum of the rows gives 
the id. 
 
In the adjacency matrix A, the eighth column represents the hanging page for node 8 





















































The transition probability matrix P is computed for the graph Gw in Figure 5.2 as per 







































This transition probability matrix P is not stochastic because column 8 does not sum 
up to 1. This is due to the hanging page. 
 
The Web graph Gw in Figure 5.2 is modified according to the proposed method and 
shown in Figure 5.3 as follows. In the first step all the outgoing links from the target 
node (node 7) is removed. In the second step, hanging node 8 is connected back to 
the target node 7 as shown in Figure 5.3. Now this modified graph G'w has two 
irreducible closed subsets, nodes 1 and 2 and nodes 7 and 8. The PageRanks results 
are computed and shown in Figure 5.3 after the link spam is induced. The target node 
rank has increased from 0.06 to 0.185 (more than 3 times) due to proposed link spam 
methodology. Also notice that ranks of node 7 and 8 has increased to 0.185 and 0.179 
respectively due to the irreducible property as shown in Figure 5.3. 
 




Figure 5.3: Modified Web Graph G'w after Link Spam 
 








































In the above adjacency matrix (A), node 8 is no more a hanging page because it is 
connected back to node 7 (target node) as per the proposed rule in Equation 5.2. 
 
The transition probability matrix (P) (column matrix) for the graph G'w in Figure 5.3, 






















































The above probability matrix P has the following problems.  
 
 It does not model the random jump to another page (1-d). The first 
eigenvectors are not necessarily unique because matrix P is reducible 
(because of node 1 and 2 and 7 and 8).  
 The computation of the first eigenvector becomes difficult because of the 
reducibility of the matrix. 
 This matrix is not stochastic (in the above example P is stochastic because 
there are no other hanging pages in the graph, but in the real web it is not the 
case). 
 
All the above problems, i.e. reducibility, random surfer model and stochastic are 
addressed in the jump probability matrix (JP), which can be obtained by using the 
















ji  (5.6) 
 











When Equation5.4is applied to the probability matrix (P), the following jump 
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MATLAB (Version R2012b) was used to calculate the eigenvectors and eigenvalues 
for the jump probability matrix, JP. The following are the eigenvectors and 
eigenvalues: 
v = 
    0.4725    0.5000    0.4566    0.2280    0.2280    0.4564   -0.7071  -0.0167 
    0.5005    0.5000    0.3867    0.0777   -0.0777   -0.3864    0.7071    0.0167 
    0.1831    0.0000   -0.3880   -0.6052   -0.6053   -0.3882    0.0000   -0.0000 
    0.0996    0.0000   -0.1526   -0.5914    0.5914    0.1527   -0.0000   -0.0000 
    0.2191    0.0000   -0.5044    0.1789   -0.1789    0.5047   -0.0000    0.0000 
    0.1409    0.0000   -0.2979    0.2625    0.2625   -0.2981    0.0000   -0.0000 
    0.4667   -0.5000    0.2285    0.1140    0.1140    0.2282   -0.0024   -0.7069 
    0.4439   -0.5000    0.2698    0.3346   -0.3346   -0.2696    0.0024    0.7069 
 
The above v is the eigenvector produced by the MATLAB for the graph in Figure 
5.3. The first column is the first eigenvector which is the PageRank values of nodes 1 




















The above Equation5.7 shows that the second eigenvector will have a non-zero 
value, if a node is in an irreducible closed sub set; otherwise they will have zero 
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values as seen in the second column of v. This second eigenvector indicates that the 
pages in the irreducible closed subset contribute to link spam. 
 
It can be observed that the two irreducible closed subsets (nodes 1, 2 and nodes 7, 8) 
have non-zero values (0.5000, 0.5000 and -0.5000, -0.5000) and the other nodes have 
zero values. This indicates that irreducible closed subsets contribute to link spam. 
Hanging pages play an important role in forming the irreducible closed subset, and in 
turn contribute to link spam. In the experiment, the PageRank order of the target 
node (node 7) was increased from 7 to 3. The eigenvalues for the jump probability 
matrix JP is shown below.  
 
e = 
1.0019 0         0         0         0         0         0         0 
0         0.8500    0         0         0         0         0         0 
0              0    0.7197    0         0         0         0         0 
0              0         0    0.2897    0         0         0         0 
0              0         0         0   -0.2897    0         0         0 
0              0         0         0         0   -0.7197    0         0 
0              0         0         0         0         0   -0.8500    0 
0              0         0         0         0         0         0   -0.8500 
 
The second eigenvalue, as depicted the above eigenvalues e is 0.85, which is the 
same as the damping factor used for the jump probability matrix (JP). According to 
Haveliwala and Kamvar(2003), if the transition probability matrix has at least two 
irreducible closed subsets, then the second eigenvector of the Google matrix or jump 
probability matrix is λ2 = d (Theorem 5.2). The sample experiment also produced λ2 
= d (0.85). The detailed results are shown in the experimental section.  
 
5.3 EXPERIMENTAL RESULTS 
The first task in the experiment was to prove how the link spam could increase the 
PageRank values. The PageRank program was created using MATLAB (R2012b) to 
calculate the rank before and after spam. The basic PageRank algorithm by Moler 
(2011) was modified to include the proposed method, and the program was tested on 
an Intel i7 Processor (1.70 Ghz) with 6GB RAM. To begin with, the PageRank 
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program was used for the sample graph in Figure 5.2 i.e. the graph before link spam, 
and it produced the following results. 
 
The target node for the link spam is node 7 and it is currently ranked no 7. The order 
of rank for the 8 nodes from high to low is node 2, 1, 5, 3, 4, 6, 7 and 8. The second 
program, which included the proposed methodologies were applied to the graph in 
Figure 5.2 and the output is shown in Figure 5.4. 
 
 
Figure 5.4: PageRank Results before Link Spam 
 
In Figure 5.5 below, the order of rank for the 8 nodes is now node 2, 1, 7, 8, 5, 3, 6 
and 4. The target node 7 order has increased from 7 to 3. Just by connecting a 
hanging node back to the target node can increase the rank significantly. Similarly, in 
a Web, when many hanging pages are connected to a target page for link spam 
purposes, the PageRank score can increase significantly.  
 




Figure 5.5: PageRank Results after Link Spam 
 
5.3.1 Experiments with Amazon.com 
To prove further the proposed methodology, experiments were done with live 
Internet data. Table 5-1 below shows the top 10 Web sites in the world and their 
incoming links. 
 
Table 5-1: Top 10 Web Sites in the World (Source Alexa.com) 
Rank Website Name URL In-Links 
1 Facebook www.facebook.com 8,296,430 
2 Google www.google.com 4,656,505 
3 YouTube www.youtube.com 3,802,453 
4 Yahoo! www.yahoo.com 1,804,470 
5 Baidu.com www.baidu.com 304,348 
6 Amazon.com www.amazon.com 1,148,899 
7 Wikipedia www.wikipedia.org 2,171,478 
8 QQ.com www.QQ.com 445,248 
9 Windows Live www.live.com 134,048 
10 Taobao.com www.taobao.com 163,653 
 
Due to the huge Web size and the computational complexity, experiments were 
conducted with only one site (amazon.com) from the top 10 of the world's best web 
sites. First, using the surfer program from MATLAB (Moler 2011), Webpages were 
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downloaded from amazon.com. Due to the size complexity, only the first 50 pages 
from amazon.com are shown in the adjacency matrix as shown in Figure 5.6. Table 
5-2 shows the list of first 50 pages in the amazon.com. Due to the computational 
complexity, only the first 20 pages were taken from amazon.com (some images and 
pictures were omitted) and the methodology applied. Let page 15 be the target page 
for the link spam and the PageRank program developed in MATLAB was used to 
calculate the PageRank. 
 
 
Figure 5.6: Adjacency Matrix for Amazon.com for the First 50 Pages 
 
Table 5-2: List of First 50 Pages from Amazon.com 












Chapter 5 Link Spam Detection 
127 
 
Figure 5.7 shows the PageRank results for the first 20 pages of amazon.com before 
the link spam was introduced. Table 5-3 shows the summary of the results before and 
after link spam. 
 
The transition probability matrix P (column matrix) is computed and shown below 
after the link spam is introduced. It is a sparse matrix as can be seen below. 
Generally, the transition probability matrix for the real Web is a sparse matrix. The 





























































































Figure 5.7: PageRank Results before Link Spam for Amazon.com 
 
Figure 5.8 shows the PageRank results after the link spam was introduced. The target 
page 15 (http://amazonlocal.com)* in Table 5-3 is shown in bold face.  
 
 
Figure 5.8: PageRank Results after Link Spam for Amazon.com 
 
The comparison graph before link spam and after link spam is shown below in 
Figure 5.9. 
------------------------------------- 
* This is not the actual PageRank of amazon.com. It is one of the pages in amazon.com and the 
PageRanks are based on the proposed method. 




Figure 5.9: PageRank Comparisons before and after Link Spam 
 















1 'http://www.amazon.com.br' 0.0199 0.0164 0.0000 0 
2 'http://www.amazon.ca' 0.0243 0.0201 -0.0000 0.85 
3 'http://www.amazon.cn' 0.016 0.0132 0.0000 0 
4 'http://www.amazon.fr' 0.0203 0.0167 -0.0000 0 
5 'http://www.amazon.de' 0.0263 0.0217 -0.0000 0 
6 'http://www.amazon.in' 0.0091 0.0075 0.0000 0 
7 'http://www.amazon.it' 0.0214 0.0176 0.0000 0 
8 'http://www.amazon.co.jp' 0.0205 0.0169 0.0000 0 
9 'http://www.amazon.es' 0.0358 0.0295 0.0000 0 
10 'http://www.amazon.co.uk' 0.0679 0.0326 -0.0000 0 
11 'http://www.6pm.com' 0.0335 0.0276 0.0000 0 
12 'http://www.abebooks.com' 0.0279 0.023 0.0000 0 
13 'http://www.afterschool.com' 0.0489 0.0403 0.0000 0 
14 'http://fresh.amazon.com' 0.2537 0.2093 0.5000 0 
15 'http://amazonlocal.com' 0.0668 0.1499 -0.5000 0 
16 'http://www.amazonsupply.com' 0.0233 0.0192 0.0000 0 
17 'http://aws.amazon.com' 0.0091 0.0075 0.0000 0 
18 'http://askville.amazon.com' 0.0091 0.0075 0.0000 0 
19 'http://www.audible.com' 0.2286 0.1886 0.5000 0 
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Next, eigenvalues and eigenvectors for the Jump Probability matrix (JP) were 
produced by the program. The first eigenvector is actually the PageRank values 
(After Spam). Table 5-3 above shows the second eigenvector and the second 
eigenvalue for the first 20 pages of amazon.com along with the PageRank values. 
 
5.3.2 Result Analysis 
Figure 5.9 shows the comparison graph before link spam and after link spam. Notice 
that the PageRank for the target page 15 has increased from 0.0668 to 0.149. Before 
spam the order of the target page is 4. After the link spam is introduced, the 
PageRank of page 15 has more than doubled and the order of the target page is 
promoted to 3, as shown in Table 5-3. The important observation in the Table 5-3 is 
the second eigenvector which shows that pages 14 and 15 and pages 19 and 20 are 
two irreducible closed subsets. As per Equation5.7, they have non-zero values and all 
the other pages have zero values. This clearly proves that node 15 (target node) is in 
the irreducible closed subset, which contributes to link spam and this can be detected 
using the second eigenvector. This method induces link spam using hanging pages in 
the form of irreducible closed subset and the second eigenvector detects this link 
spam. Results in Figure 5.9 and Table 5-3 clearly proved that hanging pages can 
contribute link spam and this link spam can be detected using the second eigenvector. 
 
5.4 SUMMARY 
This chapter explores the contribution of hanging pages in the link spam, and 
proposed a method to form and detect link spam using hanging pages. For this 
experiment, the PageRank algorithm of Google was used as the base algorithm and 
included in the methodology. 
 
In doing this, the mathematical models behind the Google search engine like 
adjacency matrix, transition probability matrix, Google or jump probability matrix, 
Markov chain, eigenvectors and eigenvalues were explored.  
 
An important finding in this study is the significant role played by the hanging pages 
in forming the irreducible closed subsets. These subsets absorb lot of energy and get 
a high PageRank because they do not propagate their ranks to other pages. If more 
and more hanging pages are connected to an irreducible closed subset, an efficient 
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link spamming can be achieved. Another finding in this method is the detection of 
the irreducible closed subset by the second eigenvector of the jump probability 
matrix. 
 
Live pages from amazon.com were taken and experiments were conducted. The 
methodology was simulated using the amazon.com Web pages and ranking was done. 
The experiment also gave the same results as the example shown in the proposed 
methodology. If Web site developers or Search Engine Optimization (SEO) 
professionals create Web sites without hanging pages or fix the hanging pages, this 
kind of link spamming can be controlled. 
 
The challenges of Website Optimisation with regards to hanging pages are examined 
in the next chapter.  




Chapter 6 Website Optimisation 
 
6.1 INTRODUCTION 
In the 1990s, many companies realized the value of the Internet and quickly moved 
their business operations online. When more and more companies started doing 
business through the Internet, the competition became very stiff; as a result, these 
companies started working on their Websites so that it would appear on top of the 
Search Engine Result Pages (SERPs). Search Engine Optimisation (SEO) companies 
and professionals help e-commerce sites to improve their rank in an organic way, 
which in turn helps their business to grow. 
 
In this thesis, Search Engine Optimisation (SEO) is called as Website Optimisation 
(WSO) because the Websites are the one optimised to suit the search engine needs 
and the not the search engines. Throughout this chapter the term WSO is used instead 
of SEO. WSO is a set of guidelines, methodologies and techniques for a Website to 
increase the volume of traffic in a natural or organic way and to obtain a high rank in 
the SERPs. 
 
Search engines and their relevancy algorithms are constantly being challenged by 
Black Hat techniques and spammers, due to business competition. Apart from that, 
there are other hidden challenges in the Web in the form of hanging pages and 
broken links. Hanging pages are Web pages that do not have any forwarding links or 
the pages for which the forwarding links are not identified (Eiron, McCurley, and 
Tomlin 2004). A link that was working once and does not work anymore is called a 
broken link. 
 
In this chapter, the effects of hanging pages in Website optimisation are studied, and 
methods are provided to overcome the effects (Kumar, Singh and Mohan 2014b). 
Problems of hanging pages in Website optimisation are described with an example. 
Experiments were done using live data from Curtin.edu.my site and the results are 
shown. 
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6.2 ROLE OF HANGING PAGES IN WSO 
6.2.1 Effect of Hanging Pages in Search Engine Ranking Algorithms 
Removing hanging pages from the Web graph can affect the ranking of neighbouring 
pages. The following example shows two problems associated with hanging pages. 
The first one is how a hanging page accumulates rank and does not distribute it to 
other pages. The second one is how the rank of neighbouring pages can be affected 
when removing a hanging page.  
 
Example 
The following example discusses how a PageRank is affected with and without the 
hanging pages. Figure 6.1 shows a sample Web Graph Gw with 6 pages where, pages 
A, B, C, D and E are non-hanging pages, while page F is a hanging page because 
there is no out link from it. The PageRank program was used to compute the 
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A 0.735 1.345 
B 0.463 0.722 
C 0.281 0.457 
D 0.788 1.633 
E 0.485 0.844 
F (HP) 0.487 0.15 
 
The second column in the above table shows PageRank results with hanging pages 
for Graph Gw as shown in Figure 6.1. Pages D and A depict high PageRanks because 
both of them have 3 incoming links. Hanging page F has higher PageRanks than 
pages B, C and E because it does not distribute its rank to other pages.   
 
 
Figure 6.2: Modified Web Graph G
1
wwithout Hanging Pages 
 
In the above Figure 6.2, Web graph Gw is modified so that the graph does not have 
any hanging pages. There is only one hanging page (page F) in graph Gw. An 
algorithm was used to convert the Web graph Gw into G
1
w so that G
1
w does not have 
any hanging pages. The PageRank program was then applied to the modified Web 
graph G
1
w; the results are shown in the third column of Table 6-1. Here, hanging 
page F has only a minimum PageRank of 0.15 and removing this page affects the 
rank of almost all the other pages. However, the PageRank has improved for the rest 
of the pages. Thus, the Google PageRank algorithm works by leaving out the 
A 
B C D 
F E 
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hanging pages to reduce the computational complexity. The real Web is so complex 
with billions of pages and the computation of PageRank is not easy even with 
powerful computers and large storage devices. The PageRank results in Table 6-1 are 
shown in graph form in Figure 6.3 as follows: 
 
 
Figure 6.3: PageRank Results with and without Hanging Pages 
 
The above example reflects two important issues: 
 
 The first one is that hanging pages accumulate PageRank and do not 
distribute it to other pages. 
 The second one is that removing hanging pages can affect the PageRank of 
neighbouring pages and in turn will affect the rank of a Website. 
 
Excluding all the hanging pages when computing a PageRank would not be 
advisable because hanging pages may have relevant and important information. If a 
hanging page is important, then that hanging page should be converted into a non-
hanging page by using one of the methods proposed in Chapters 3 and 4. 
 
6.2.2 Methods to Overcome Broken Links and Hanging Pages in WSO 
Broken links and hanging pages are the major obstacles in optimizing a Website. 
Broken links are the links that lead to pages that do not exit.  When clicking on a 
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not found. This would be very disappointing for the user who was expecting some 
pertinent content. Broken link errors can, therefore, affect the rank of a Website in 
SERPs. 
 
6.2.2.1 How Links get Broken 
Broken links occur due to one of the following reasons: 
 
 A Web page on the Website is moved or deleted. 
 A Web page on another site is moved or deleted. 
 A Website is pulled out from the Web server or has ceased to exist. 
 A typo or incorrect URL address has been entered. 
 
6.2.2.2 Methods to Overcome Broken Links 
There are many tools and utilities to find and fix the broken links. Web 
administrators and WSO professionals need to check and fix the broken links on a 
regular basis if many additions and deletions occur in a Website. The following are a 
few strategies to fix broken links. 
 
 If the link is necessary, then the broken link should be found and updated 
with the proper link. 
 If the link is not necessary, then it should be deleted. 
 If it is a typo, the URL address should be corrected. 
 
Google Webmaster tools, link checker tools etc. can be used to find and fix broken 
links.  
 
6.2.3 Methods to Overcome Hanging Pages in WSO 
It is the duty of the Web developers, administrators and WSO professionals to 
develop a Web site without hanging pages. If a hanging page is important like .pdf, 
.ppt or any attachment file then that page has to be converted into a non-hanging 
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page. There are few methodologies proposed in Chapter 3 and 4 to convert a hanging 
page into a non-hanging page.  
 
Bianchini, Gori and Scarselli (2005) proposed a method to connect all the hanging 
pages to a hypothetical node. Singh, Kumar and Leng (2011) suggested two more 
methods to handle hanging pages.  The first one is to connect all the hanging pages to 
a virtual node and then connect the virtual node back to it. The second method is to 
connect all the hanging and non-hanging pages to the virtual node and connect the 
virtual back to it. All the hanging pages can be connected to the home page. More 
details can be found in Chapters 3 and 4. 
 
6.3 EXPERIMENTAL RESULTS 
Experiments for this research study were conducted on the WSO ranking factors in 
the Curtin University Website (http://www.curtin.edu.my) using the PageRank 
program and the SEO free tool from Webseoanalytics.com. The number of incoming 
links, URL‘s link information, domain‘s link information and also the PageRank 
score was noted. Table 6-2 gives the global rank of Curtin, PR score and the number 
of incoming links.  
 
Table 6-2: Curtin University Domain's Score and Authority 
Google's 
PR 





6.3.1 Back Link Analysis 
Figure 6.4 shows the percentage of internal and external back links for the Curtin site 
and table form is shown in Appendix F. Curtin's Website Google PageRank is 7 (on a 
scale of 10);this is because of many external back links and also most of them are 
from .edu and .gov domains.  
 
 




Figure 6.4: Curtin University Website's Internal Vs. External Back Links 
 
Figure 6.5 shows followed VS no-followed back links in the Curtin Website and this 
no-followed links are a kind of hanging pages. The equivalent table is show in 
Appendix F. The followed back links passes the PageRank to the linked page and the 
no-followed back links do not pass the PageRank to these pages.   
 
 
Figure 6.5: Curtin University Website's Followed Vs. No-Followed Back Links 
 
Table 6-3 shows the URL's external back links and domain's information. It also lists 











Curtin Website Followed Vs No-Followed Back Links 
Followed Back Links
Nofollowed Back Links
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235238 1923 335361 3469 
.edu .gov .edu .gov .edu .gov .edu .gov 
83479 640 61 10 89562 806 94 16 
 
 
6.3.2 Broken Link Analysis 
The Broken Link Analysis was conducted on a sample of 3000 pages from the Curtin 
Website, using the WebSeoAnalytics tool. The percentage of good and broken links 




Figure 6.6: Curtin University Link Statuses 
 
Figure 6.7 shows the type of broken links. The majority of them (90%) are 404 Not 
Found error, which is a client side error saying that the requested resource (page) 
could not be found. 500 and 504 errors are server side errors. The type of broken link 






Curtin Web Link Status 
Good Links
Broken links




Figure 6.7: Types of Broken Links 
 
Finally, experiments were conducted on On-Site statistics like title relevancy, 
description relevancy and keyword relevancy for the Curtin Website; the results are 
depicted in Table 6-4. 
 

















25 100% 267 100% 416 100% 75% 
 
The above experiment provides that the Curtin title relevancy is 100%, title 
description relevancy is 100%, keywords relevancy is 100% and only the HTML 
headings relevancy is 75%.  
 
6.3.3 Result Analysis and Discussion 
The results in Figure 6-3 using the sample Web graph shows that hanging pages 
accumulates PageRank and affects the rank of neighbouring Web pages and in turn 
affect the Website optimisation process. Based on the experiment and the analysis, 
the following On-Site suggestions are given to improve the ranking of the Curtin 
















1. The page meta description length is 267; it should be between 50 and 150 
characters long. 
2. The number of H2 Tags are 8; it should be lower than 4. 
3. The current number of H3 Tags are 10; it should be lower than 5. 
4. Out of 25 images, 3 of them do not have alt Text.  
 
In the broken link analysis, 90% of the broken links are due to 404 errors. This 404 
error is a client side error that the requested pages is not available or moved. Even 
though it is a client side error, this error can be disturbing for users and need to be 
fixed by the Web administrators. Check the URL for spelling or the correct slashes.  
 
The general rule in WSO is, optimise a Website for users and not for search engines. 
Based on the research and experiments, it is suggested that the following On-Site 
methodologies be considered, while optimizing a Website. 
 
 Keep good quality and fresh content. 
 Use optimised Website titles and descriptions. 
  Use proper URL structure. 
 Use Keywords at the right place and keep a maximum of 3% (more than that, 
and it may become keyword stuffing, which is a Black Hat WSO) keywords 
density in the site.  
 Create user friendly navigation by using breadcrumbs, sitemaps etc.  
 Use optimised internal links. 
 Use Alt Tag for describing image and area. 
 Use Text formatting like h1, h2, bold, italic etc. 
 Use external links only to good and relevant sites and make sure there are no 
broken links. 
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 There should not be any hanging pages, as they can absorb the ranks and do 
not distribute the ranks to other pages (Bianchini, Gori and Scarselli 2005; 
Singh, Kumar and Leng 2011).    
 
Based on this research study, the following Off-Site methodologies can be considered 
to optimise a Website. 
 
 Create links to Websites or blogs having similar interest, and if a user's 
Website is useful and genuine, then they will link back to the same user's 
Website. This natural or organic link helps to improve rankings in SERPs.  
 It is good to have few relevant incoming links from reputed sites rather than 
have many incoming links from irrelevant sites. 
 Promote a user's Website through social networks like Facebook, Twitter, and 
Google+ by sharing things with like-minded users to show the user's active 
participation. A recent survey by Searchmetrics ("Searchmetrics" 2013) says 
that Google+ has high weighting in Off-Site WSO ranking factors. 
  Webmasters can write useful and unique content about their sites, not only in 
their own blogs but also in other service related blogs (Vaidhya 2008). They 
can also post their comments in service related forums. Such blogs and 
forums allow links which can be crawled by search engines, and in the 
process promote the Websites and increase Off-Site WSO ranking factors. 
 Share documents like brochures, slides and other related ones in common 
sharing sites like Google Docs, slideshare etc. This will help the site to 
acquire the qualities of branded Websites.  
 
6.4 SUMMARY 
This chapter has explored the problem of hanging pages in WSO and proposed 
methods to overcome the effects. Experiments were first carried out to show the 
effect of hanging pages on WSO and subsequently, conducted on the Curtin 
University Website, to show both the On-Site and Off-Site ranking factors. Finally, a 
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few On-Site ranking factors were recommended to improve the ranking of Curtin 
University Website. 




Chapter 7 Conclusion 
 
As the Web is nearing one trillion pages, retrieving the relevant and authentic 
information from it has become a challenging task. While the Web pages are 
increasing at an enormous rate, the hanging pages in the Web are concurrently 
multiplying. These pages, especially the relevant ones, deserve to be ranked fair in 
the SERPS, but are ignored by the link structure based ranking algorithms during 
ranking. Subsequently, these relevant hanging pages are deprived of their rank 
evaluation and result in obtaining unfair ranks in the SERPS. This thesis has, 
therefore, examined the various problems associated with hanging pages in Web 
Information Retrieval, and proposed solutions to those problems.  
 
A comparative study of link structure based ranking algorithms was initially 
conducted. The PageRank algorithm was taken as the base algorithm for this research 
study, because it is the most affected algorithm by the hanging pages. It was 
implemented and modified according to the various problems detailed in this study. 
The PageRank algorithm was simulated for a sample hyperlink structure and the 
PageRanks were computed. The PageRank was converged in the 40th iteration. This 
experiment has proved that when a page gets more incoming links, its PageRank can 
increase. The important parameters of link structure based ranking algorithms like 
model, mining technique used, complexity, limitation etc., were also analysed and 
compared.   
 
In order to comprehend the current situation of hanging pages on the Web, three 
datasets were analysed. The experiments showed the percentage of hanging pages in 
the following datasets: WEBSPAM-UK2006 - 21.35%, WEBSPAM-UK2007 - 
43.11%, EU2010 - 54.21% and the Curtin University (Sarawak) Website - 35.57%. It 
shows that the percentage of hanging pages has increased on the Web. The study has 
also successfully implemented various algorithms to handle hanging pages in the link 
structure based ranking algorithms and found that relevant hanging pages deserved a 
better ranking. 




To deal with the problem of hanging pages, this research study proposed two 
methods to calculate the Page Rank using the Virtual Node (VN). In Method 1, all the 
hanging nodes were identified and connected to a self-loop VN and the PageRank 
was computed. In Method 2, all the hanging and non-hanging nodes were connected 
to the self-loop VN to make the out link uniform for the ranking purpose. The 
PageRank program was modified according to Methods 1 and 2 and applied to the 
EU2010 data set. In this experiment, Host graph was used instead of Web graph due 
to the large dataset collection. The percentage of hanging and non-hanging hosts 
were analysed, and it was found that nearly 54% of the hosts were hanging hosts, 
indicating that there are more hanging than non-hanging pages in the Web, and this 
needs to be addressed. Method 1 produced fair ranking results by including all the 
hanging hosts in the ranking computation, and also took less number of iterations 
(36) compared with Method 2. In Method 2, the PageRank values were reduced a 
little for all the hosts, when compared with Method 1 because the forward links of all 
the hosts were connected to the Virtual Node. Method 2 also produced fair ranking 
results but it took more iteration (95) when compared to Method 1. The TrustRank 
was also implemented and included in both Methods so that they were capable of 
combating Web spam. Overall, Method 1 performed better because it produced fair 
and relevant results apart from taking less iteration to converge, when compared with 
Method 2. 
 
A PageRank simulation program with hanging relevancy function was developed and 
experiments were carried out using a hyperlink structure with 8 pages. The PageRank 
results before and after applying the relevancy function were compared. Before 
applying the hanging relevancy algorithm, the PageRank converged at the 45
th
 
iteration, but after applying the algorithm, the convergence occurred at the 47
th
 
iteration (only 2 higher than the original PageRank algorithm). The PageRank values 
of relevant hanging pages were increased after applying the relevancy function, thus, 
implying that the relevancy function could assist in improving the rank of relevant 
hanging pages.  
 
To further consolidate the results, a crawler program was created to download the 
Curtin University Web pages and the hanging relevancy algorithm was applied on to 
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the downloaded pages. The experiments showed that nearly 36% of the downloaded 
pages from the Curtin Website were hanging pages. The hanging relevancy algorithm 
had produced more relevant results with less computation time compared to Methods 
1 and 2. The experiments further consolidated the simulation program results, in that 
the ranks of all the relevant hanging pages had improved; for example the rank of 
some pages had increased by as many as four, indicating that these pages actually 
deserved a better ranking. 
 
Stability analysis was applied on the Web graph to show that the perturbation of the 
link structure did not affect the overall rank of Websites. A program was created in 
MATLAB to produce eigenvectors and eigenvalues to study the stability analysis. 
The eigenvalues produced by the experiments were mostly negative, which indicated 
that the system was stable and the overall rank of the Website was not affected. The 
hanging relevancy algorithm, which uses the relevancy function to determine 
whether a hanging page is relevant or non-relevant, is a first kind of approach in 
determining the relevancy of hanging pages, and includes only the relevant hanging 
pages in the ranking process. This relevancy function is a trade-off between 
complexity and relevancy, i.e., it increases computational complexity but produces 
more relevant results. The use of the relevancy function can be a hybrid approach in 
determining the relevancy of hanging pages. Whenever the traditional ranking 
methods do not produce the relevant search results, the hanging relevancy algorithm 
can be used as an alternative. 
 
Link structure based algorithms can be affected by link spam. This research study has 
also proposed a Link Spam Detection (LSD) algorithm to detect link spam, in the 
form of irreducible closed subsets contributed by hanging pages in the Web. In the 
simulation example, a target page was selected randomly and link spam was 
introduced according to the proposed methodology. A program, which included 
PageRank, was created in MATLAB and applied to the Web Graph before and after 
the introduction of link spam and the results were compared. The PageRank order of 
target page 7 was promoted from 7 to 3 in the simulated example, and the rank 
increased by nearly 3 times, showing that hanging pages had contributed to link 
spam. Live Web pages were also downloaded from Amazon.com and the PageRanks 
were calculated before link spam was introduced. A target page was selected, link 
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spam introduced and the PageRank applied to it. The results showed that the rank of 
the target page had doubled and the rank order was also promoted, thus, 
consolidating the simulation results that the hanging pages can contribute to link 
spam.  
 
The second eigenvector and the eigenvalues were computed using the MATLAB 
program to detect the link spam contributed by the hanging pages. The results 
indicated that non-zero values of the irreducible closed subsets of the second 
eigenvector had helped to detect the link spam. The findings were consistent with the 
simulated examples, and also validated the fact that the hanging pages contributed to 
link spam.   
 
This study also examined different types of hanging pages and their problems in 
optimising a Website, and suggested methodologies to handle hanging pages in 
Website optimization. A crawler was used to download pages from the Curtin 
University (Sarawak) Website, and the On-Site factors and Off-Site factors were 
examined. It was found that Curtin University (Sarawak) has a Google's PageRank of 
7, which is considered as a good rank on the Google's Tool bar.  
 
Additionally, a back link analysis carried out on the Curtin site, showed that 90% of 
Curtin's back links are external, while only 10% are internal. External back links 
from relevant and authentic sites (.gov and .edu) improved the PageRank of the 
Curtin site. Only 20% of the Curtin's links are no-followed links (one of the reasons 
for forming hanging pages). The analysis also showed that only 14% of the Curtin 
links are broken links. The broken links were further analysed and the results showed 
that 90% of the broken links were due to HTTP 404 Not Found error. This meant that 
the requested page is not available on the client side. Broken links are another reason 
for forming hanging pages in the Web.  
 
The effect of hanging pages on Website optimisation was examined, and both On-
Site and Off-Site ranking factors for constructing optimised Websites, were 
suggested for the Web administrators or Web masters. Finally, the experiments also 
provided On-Site statistics for the Curtin site like title length, title relevancy, 
keywords length and keywords relevancy.  




This thesis has contributed significantly to the overall body of knowledge in the 
computing field, by identifying different types of hanging pages in the Web and 
recommending methodologies for relevant hanging pages to obtain fair ranks in the 
SERPs. In addition, this thesis has suggested methods to combat the link spam which 
accompany hanging pages, and also proposed On-Site and Off-Site ranking factors to 
build optimised Web sites, in order to obtain better ranking in the link structure based 
ranking algorithms.  
 
The research limitations of the study can be described as follows: the first one was 
the computational complexity of computing the large matrix to find out the 
PageRank. To overcome the above problems, only a portion of the dataset was taken 
for computation due to the limitation of computing resources. The second one was 
finding out the second eigenvector, due to poor convergence of the non-unique 
values of the second eigenvector in detecting the link spam contributed by hanging 
pages.  
 
To explore further, on the effect of hanging pages and link spam in the link structure 
based ranking algorithms, future research strategies should include the following: 
 
a) Apply machine learning algorithms to predict the relevancy of hanging pages 
while indexing or ranking. Machine learning is the process of construction 
and study of systems that can learn from data using artificial intelligence. 
Machine learning algorithms can be used to train on hanging pages to 
distinguish between relevant and non-relevant hanging pages. 
 
b) Apply machine learning algorithms to analyse and predict the type of 
incoming links such as link farms, reciprocal links, sponsored links, paid 
links, pure links etc. and help to combat link spam. 
 
c) Apply machine learning algorithms in Search Engine Optimisation (SEO) to 
predict the user's browsing pattern and user metrics like Click Through Rate 
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APPENDIX A - CHAPTER 2 RESULTS 
 
The PageRank convergence computation for the hyperlink structure in Figure 2.20, 
and the convergence chart are shown below: 




Page A Page B Page C Page D 
1 1 1 1 1 
2 1.566667 1.099167 1.127264 0.780822 
3 1.444521 1.083313 1.07086 0.760349 
4 1.406645 1.051235 1.045674 0.744124 
5 1.37663 1.031342 1.027281 0.733277 
6 1.356562 1.017602 1.014859 0.725864 
7 1.342848 1.008254 1.006382 0.720814 
8 1.333505 1.001881 1.000606 0.717371 
9 1.327137 0.997538 0.996669 0.715025 
10 1.322797 0.994578 0.993986 0.713427 
11 1.319839 0.992561 0.992157 0.712337 
12 1.317823 0.991186 0.990911 0.711594 
13 1.316449 0.990249 0.990061 0.711088 
14 1.315513 0.98961 0.989482 0.710743 
15 1.314874 0.989175 0.989088 0.710508 
16 1.314439 0.988878 0.988819 0.710348 
17 1.314143 0.988676 0.988636 0.710238 
18 1.313941 0.988538 0.988511 0.710164 
19 1.313803 0.988444 0.988426 0.710113 
20 1.313709 0.98838 0.988368 0.710079 
21 1.313645 0.988337 0.988328 0.710055 
22 1.313602 0.988307 0.988301 0.710039 
23 1.313572 0.988287 0.988283 0.710028 




25 1.313538 0.988264 0.988262 0.710015 
26 1.313529 0.988257 0.988256 0.710012 
27 1.313522 0.988253 0.988252 0.71001 
28 1.313518 0.98825 0.988249 0.710008 
29 1.313515 0.988248 0.988247 0.710007 
30 1.313513 0.988246 0.988246 0.710006 
31 1.313511 0.988245 0.988245 0.710006 
32 1.313511 0.988245 0.988245 0.710005 
33 1.31351 0.988244 0.988244 0.710005 
34 1.313509 0.988244 0.988244 0.710005 
35 1.313509 0.988244 0.988244 0.710005 
36 1.313509 0.988244 0.988244 0.710005 
37 1.313509 0.988244 0.988244 0.710005 
38 1.313509 0.988244 0.988244 0.710005 
39 1.313509 0.988244 0.988244 0.710005 








APPENDIX B - CHAPTER 3 RESULTS 
The number of hanging and non-hanging nodes in the EU2010 sample data set is 
shown in Table A.   
 
A. Sample Dataset Types for EU2010 





The PageRank convergence computation for the directed Web graph with 6 nodes in 
Figure 3.3, and the convergence chart are shown below: 
 
B. Convergence Computation 
Iteration 
No 
A B C D E F 
1 1 1 0.15 1 1 0.15 
2 0.858333 0.676528 0.15 0.597437 0.676528 0.15 
3 0.537893 0.506646 0.15 0.43435 0.402772 0.15 
4 0.445209 0.408089 0.15 0.390417 0.356027 0.15 
5 0.398316 0.377131 0.15 0.371984 0.337734 0.15 
6 0.3837 0.367843 0.15 0.366312 0.332135 0.15 
7 0.379319 0.36507 0.15 0.364614 0.330459 0.15 
8 0.378011 0.364243 0.15 0.364107 0.329959 0.15 
9 0.377621 0.363996 0.15 0.363955 0.32981 0.15 
10 0.377505 0.363922 0.15 0.36391 0.329766 0.15 
11 0.37747 0.363901 0.15 0.363897 0.329752 0.15 
12 0.377459 0.363894 0.15 0.363893 0.329749 0.15 
13 0.377456 0.363892 0.15 0.363892 0.329747 0.15 







The rank convergence computation for Proposed Method 1 for the Web graph in 
Figure 3.4 and the convergence chart are shown below: 
 
C. Convergence Computation for Proposed Method 1 
Iteration 
No 
A B C D E F VN 
1 1 1 1 1 1 1 1 
2 1.70833 0.91736 0.82321 0.86727 0.91736 0.38324 1.666937 
3 2.06536 0.96843 0.67017 0.92507 0.84377 0.33988 1.653512 
4 2.06337 0.9245 0.63921 0.91573 0.83092 0.33111 1.634654 
5 2.02618 0.9052 0.62852 0.90217 0.8179 0.32808 1.612057 
6 1.99791 0.89416 0.62297 0.89258 0.80903 0.32651 1.596373 
7 1.97945 0.88735 0.61964 0.88641 0.80335 0.32556 1.586296 
8 1.96772 0.88308 0.61755 0.88249 0.79976 0.32497 1.579919 
9 1.96032 0.8804 0.61624 0.88003 0.7975 0.3246 1.575896 
10 1.95565 0.8787 0.61542 0.87847 0.79607 0.32437 1.573361 
11 1.95271 0.87764 0.6149 0.87749 0.79517 0.32422 1.571763 
12 1.95086 0.87696 0.61457 0.87687 0.79461 0.32413 1.570756 
13 1.94969 0.87654 0.61437 0.87648 0.79425 0.32407 1.570121 
14 1.94895 0.87627 0.61424 0.87624 0.79402 0.32403 1.569721 
15 1.94849 0.87611 0.61415 0.87608 0.79388 0.32401 1.569469 
16 1.9482 0.876 0.6141 0.87599 0.79379 0.324 1.56931 
17 1.94801 0.87593 0.61407 0.87592 0.79374 0.32399 1.56921 
18 1.9479 0.87589 0.61405 0.87589 0.7937 0.32398 1.569147 
19 1.94782 0.87586 0.61404 0.87586 0.79368 0.32398 1.569107 
20 1.94778 0.87585 0.61403 0.87585 0.79366 0.32398 1.569082 
21 1.94775 0.87584 0.61402 0.87584 0.79366 0.32397 1.569066 
22 1.94773 0.87583 0.61402 0.87583 0.79365 0.32397 1.569056 
23 1.94772 0.87583 0.61402 0.87583 0.79365 0.32397 1.56905 
24 1.94771 0.87582 0.61402 0.87582 0.79364 0.32397 1.569046 
25 1.94771 0.87582 0.61402 0.87582 0.79364 0.32397 1.569044 




27 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.569041 
28 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.569041 
29 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
30 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
31 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
32 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
33 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
34 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
35 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.56904 
36 1.9477 0.87582 0.61402 0.87582 0.79364 0.32397 1.569039 
 
The rank convergence computation for Proposed Method 2 for the Web graph in 
Figure 3.5 and the convergence chart are shown below: 
 
D. Convergence Computation for Proposed Method 2 





A B C D E F VN 
1 1 1 1 1 1 1 1 
2 0.858333 0.676528 0.720858 0.597437 0.676528 0.354243 2.08287 
3 0.537893 0.506646 0.465693 0.43435 0.402772 0.281946 2.631993 
4 0.445209 0.408089 0.403323 0.390417 0.356027 0.264275 3.021672 
5 0.398316 0.377131 0.385158 0.371984 0.337734 0.259128 3.321682 
6 0.3837 0.367843 0.379753 0.366312 0.332135 0.257597 3.567109 
7 0.379319 0.36507 0.378141 0.364614 0.330459 0.25714 3.772855 
8 0.378011 0.364243 0.37766 0.364107 0.329959 0.257004 3.946883 
9 0.377621 0.363996 0.377516 0.363955 0.32981 0.256963 4.094552 
10 0.377505 0.363922 0.377473 0.36391 0.329766 0.256951 4.219993 
11 0.37747 0.363901 0.37746 0.363897 0.329752 0.256947 4.326596 
12 0.377459 0.363894 0.377457 0.363893 0.329749 0.256946 4.417202 
13 0.377456 0.363892 0.377455 0.363892 0.329747 0.256946 4.494215 





APPENDIX C - ASYMPTOTIC NOTATION 
 
O -notation 
O -notation or Big-Oh notation provides an upper bound on a function to within a 
constant factor. For a given function )(ng , ))(( ngO denotes the set of functions if 
there exist positive constant c and 0n  such that )()(0 ncgnf   for all 0nn  . 
)(ng is an asymptotic upper bound for )(nf . 
 
 -notation 
 -notation or Big-Omega notation provides a lower bound on a function to within a 
constant factor. For a given function )(ng , ))(( ng denotes the set of functions if 
there exist positive constant c  and 0n  such that )()(0 nfncg   for all 0nn  . 
)(ng is an asymptotic lower bound for )(nf . 
 
 -notation 
For a given function )(ng , ))(( ng denotes the set of functions if there exist positive 
constant 1c , 2c , and 0n  such that )()()(0 21 ngcnfngc   for all 0nn  . )(ng is an 
asymptotic tight bound for )(nf . 
 
 
Graphic examples of the , O , and   notations. 
 







APPENDIX D - CHAPTER 4 THEOREMS PROOF AND RESULTS 
 
Theorem 4.1 from Chapter 4 is given below: 
 
THEOREM 4.1 Let P be the probability matrix, and let pe be the principal right 
eigenvector of TPddU ))1((  , where d is the damping parameter usually set to 
0.1- 0.2, and U is the transition matrix of uniform transition probabilities. Let nodes 
n1, n2... nk be altered in any way and PP be the corresponding new transition matrix. 














Assuming d is not close to 0, this means that if the perturbed nodes or pages do not 
have high overall PageRank scores as compared to the unperturbed PageRank scores 
pe, then the perturbed PageRank scores pe will be close from the original. 
 
Proof: 
The coupled matrices are P and PP which use the transition probabilities
TPddU ))1((  and TPPddU ))1((  respectively. A coupled Markov chain 
}0:),{( tYX tt  over pairs of Web pages/documents is as follows: X0 = Y0 is drawn 
according to the probability pe, that is, from the stationary distribution of the 
PageRank random surfer model. The state transitions works as follows: One step t, 
the probability d to reset both chains, in which case Xt and Yt can set to the same page 
chosen uniformly at random collection. If no reset occurs, and if Xt-1 = Yt-1 is one of 
the unperturbed pages, then Xt = Yt is chosen to be the random page linked to by page 
Xt-1, and independently of it, Yt is chosen to be a random page linked to by page Yt-1.  
 
Now there are two "coupled" Markov chains, Xt and Yt, the former, using the 
transition probabilities TPddU ))1((  , and latter TPPddU ))1((  , so that their 
transitions are correlated. For instance, the resets to both chains always occur in lock-




asymptotic distributions of Xt and Yt must respectively be pe and pe . Now, let dt = 
P(Xt ≠ Yt). Note d0 = 0, since X0 = Y0 always. Let Q denote the set of perturbed 
pages, and: 
 
 YXPd ttt 111    
       resetno1atresetno|reset1atreset| 1111 PtYXPPtYXP tttt    
 


























))1atresetno|(()1(  tQXPYXPd ttt  
 
))(1(  Qit pedd  
 
Where to derive the first inequality, it uses the fact by construction and, the event 
YXYX tttt   ,11 is possible only if Xt is one of the perturbed pages. Using the 
fact that d0 = 0 and by iterating this bound on dt+1 in terms of dt, an asymptotic upper-
bound, dped Qi /)(  can be obtained. Thus, if ),( YX  is drawn from the 
stationary distribution of the correlated chains, so the marginal distributions of X 
and Y  are respectively given by pe and pe , then dpedYXP Qi /)()(    
. But if two random variables have only a small d chance of taking different values, 
then their distributions must be similar. More precisely, by the coupling Lemma 
(Aldous 1983) the variational distance  i pepe ||)2/1( between the distributions 
must also be bound by the same quantity d . This shows dpepe  21 , which 
concludes the proof. 





The rank convergence computation before hanging relevancy for the Web graph in 
Figure 4.4 and the convergence chart are shown below: 
 
A. Convergence Computation before Hanging Relevancy 
Iteration No A B C D G 
1 1 1 1 1 1 
2 1.708333 1.484028 0.570475 0.634028 1.296954 
3 1.633593 1.433519 0.556164 0.612851 1.255385 
4 1.586534 1.393518 0.54483 0.599518 1.225901 
5 1.552186 1.365589 0.536917 0.589786 1.204893 
6 1.527845 1.345628 0.531261 0.582889 1.189937 
7 1.510498 1.331426 0.527237 0.577975 1.179288 
8 1.498149 1.321312 0.524372 0.574476 1.171705 
9 1.489357 1.314111 0.522332 0.571984 1.166307 
10 1.483096 1.308984 0.520879 0.570211 1.162463 
11 1.478639 1.305334 0.519845 0.568948 1.159726 
12 1.475465 1.302735 0.519108 0.568048 1.157778 
13 1.473205 1.300884 0.518584 0.567408 1.15639 
14 1.471596 1.299567 0.518211 0.566952 1.155402 
15 1.470451 1.298628 0.517945 0.566628 1.154699 
16 1.469635 1.29796 0.517755 0.566397 1.154198 
17 1.469054 1.297485 0.517621 0.566232 1.153842 
18 1.468641 1.297146 0.517525 0.566115 1.153588 
19 1.468346 1.296905 0.517456 0.566031 1.153407 
20 1.468137 1.296733 0.517408 0.565972 1.153278 
21 1.467987 1.296611 0.517373 0.56593 1.153187 
22 1.467881 1.296524 0.517348 0.5659 1.153121 
23 1.467805 1.296462 0.517331 0.565878 1.153075 
24 1.467752 1.296418 0.517318 0.565863 1.153042 
25 1.467713 1.296387 0.51731 0.565852 1.153018 
26 1.467686 1.296364 0.517303 0.565844 1.153001 




28 1.467653 1.296337 0.517295 0.565835 1.152981 
29 1.467643 1.296329 0.517293 0.565832 1.152975 
30 1.467636 1.296323 0.517292 0.56583 1.152971 
31 1.467631 1.296319 0.51729 0.565829 1.152968 
32 1.467627 1.296316 0.51729 0.565828 1.152965 
33 1.467625 1.296314 0.517289 0.565827 1.152964 
34 1.467623 1.296313 0.517289 0.565826 1.152963 
35 1.467622 1.296312 0.517288 0.565826 1.152962 
36 1.467621 1.296311 0.517288 0.565826 1.152961 
37 1.46762 1.29631 0.517288 0.565826 1.152961 
38 1.46762 1.29631 0.517288 0.565826 1.152961 
39 1.467619 1.29631 0.517288 0.565825 1.15296 
40 1.467619 1.296309 0.517288 0.565825 1.15296 
41 1.467619 1.296309 0.517288 0.565825 1.15296 
42 1.467619 1.296309 0.517288 0.565825 1.15296 
43 1.467619 1.296309 0.517288 0.565825 1.15296 
44 1.467619 1.296309 0.517288 0.565825 1.15296 
45 1.467619 1.296309 0.517288 0.565825 1.15296 
46 1.467618 1.296309 0.517288 0.565825 1.15296 
 
B. Rank Convergence chart Before Hanging Relevancy 
 
 


























Figure 4.5 and the convergence chart are shown below: 
 
C. Convergence Computation after Hanging Relevancy 
Itr. 
No 
A B C D E F G 
1 1 1 1 1 1 1 1 
2 3.054167 1.723681 0.516282 1.015347 0.662562 0.437682 1.527909 
3 2.534812 1.80524 0.533614 0.868197 0.684804 0.395989 1.403001 
4 2.445743 1.685225 0.50811 0.84296 0.652075 0.388839 1.345035 
5 2.34733 1.625556 0.495431 0.815077 0.635803 0.380938 1.300879 
6 2.283845 1.580902 0.485942 0.797089 0.623625 0.375842 1.270714 
7 2.239068 1.550298 0.479438 0.784402 0.615279 0.372247 1.249682 
8 2.208039 1.528973 0.474907 0.775611 0.609464 0.369756 1.235075 
9 2.186464 1.514161 0.471759 0.769498 0.605424 0.368024 1.224923 
10 2.171473 1.503867 0.469572 0.765251 0.602617 0.366821 1.217868 
11 2.161054 1.496713 0.468052 0.762299 0.600666 0.365985 1.212965 
12 2.153814 1.491742 0.466995 0.760247 0.59931 0.365403 1.209558 
13 2.148783 1.488287 0.466261 0.758822 0.598368 0.365 1.20719 
14 2.145286 1.485886 0.465751 0.757831 0.597714 0.364719 1.205545 
15 2.142857 1.484218 0.465396 0.757143 0.597259 0.364524 1.204401 
16 2.141168 1.483059 0.46515 0.756664 0.596942 0.364388 1.203607 
17 2.139995 1.482253 0.464979 0.756332 0.596723 0.364294 1.203054 
18 2.139179 1.481693 0.46486 0.756101 0.59657 0.364229 1.202671 
19 2.138612 1.481304 0.464777 0.75594 0.596464 0.364183 1.202404 
20 2.138219 1.481033 0.46472 0.755829 0.59639 0.364151 1.202219 
21 2.137945 1.480845 0.46468 0.755751 0.596339 0.364129 1.20209 
22 2.137755 1.480715 0.464652 0.755697 0.596303 0.364114 1.202 
23 2.137623 1.480624 0.464633 0.75566 0.596279 0.364104 1.201938 
24 2.137531 1.480561 0.464619 0.755634 0.596261 0.364096 1.201895 
25 2.137467 1.480517 0.46461 0.755616 0.596249 0.364091 1.201865 
26 2.137422 1.480487 0.464603 0.755603 0.596241 0.364088 1.201844 
27 2.137392 1.480466 0.464599 0.755594 0.596235 0.364085 1.20183 




29 2.137355 1.480441 0.464594 0.755584 0.596229 0.364082 1.201813 
30 2.137345 1.480434 0.464592 0.755581 0.596227 0.364081 1.201808 
31 2.137338 1.480429 0.464591 0.755579 0.596225 0.364081 1.201804 
32 2.137333 1.480425 0.46459 0.755578 0.596224 0.36408 1.201802 
33 2.137329 1.480423 0.46459 0.755577 0.596224 0.36408 1.2018 
34 2.137327 1.480421 0.464589 0.755576 0.596223 0.36408 1.201799 
35 2.137325 1.48042 0.464589 0.755575 0.596223 0.36408 1.201798 
36 2.137324 1.480419 0.464589 0.755575 0.596223 0.36408 1.201798 
37 2.137323 1.480419 0.464589 0.755575 0.596222 0.36408 1.201797 
38 2.137323 1.480418 0.464589 0.755575 0.596222 0.36408 1.201797 
39 2.137322 1.480418 0.464589 0.755575 0.596222 0.364079 1.201797 
40 2.137322 1.480418 0.464589 0.755575 0.596222 0.364079 1.201797 
41 2.137322 1.480418 0.464589 0.755575 0.596222 0.364079 1.201797 
42 2.137322 1.480418 0.464589 0.755574 0.596222 0.364079 1.201797 
43 2.137322 1.480417 0.464589 0.755574 0.596222 0.364079 1.201797 
44 2.137322 1.480417 0.464589 0.755574 0.596222 0.364079 1.201797 
45 2.137322 1.480417 0.464589 0.755574 0.596222 0.364079 1.201797 
46 2.137322 1.480417 0.464589 0.755574 0.596222 0.364079 1.201797 
47 2.137321 1.480417 0.464589 0.755574 0.596222 0.364079 1.201797 
 



























APPENDIX E - CHAPTER 5 THEOREMS PROOF AND RESULTS 
 
Theorem 5.1 from Chapter 5 is given below: 
 
Theorem 5.1: The second eigenvector g
2




 = 0. 
 
Proof: Since  12  (by Lemma 5.1), the second eigenvector of g
2
 of JP is 
orthogonal to first eigenvector of P by using the following theorem:  
 
If P is the transition probability matrix for a finite Markov chain, then the 
multiplicity of the eigenvalue 1 is equal to the number of irreducible closed subsets 
of the chain.  
 
From Section 5.3, the first eigenvector of JP is e. Therefore g
2
 is orthogonal to e.   
 
Lemma 5.1: The second eigenvalue of JP has modulus 12  . 
 
Proof: Consider the Markov chain corresponding to P has only one irreducible 
closed sub chain S, and if S is aperiodic, then the chain corresponding to P must have 
a unique eigenvector with eigenvalue 1, by the Ergodic theorem (Grimmett, Stirzaker 
1989). So it simply shows that the Markov chain corresponding to P has a single 
irreducible closed sub chain S, and this sub chain is aperiodic.  
 
Lemma 5.1.1 shows that P has a single irreducible sub chain S, and Lemma 1.2 
shows this sub chain is aperiodic.  
 
Lemma 5.1.1: There exists a unique irreducible closed subset S, of the Markov chain 
corresponding to P. 
 
Proof: This proof was split into a proof of existence and a proof of uniqueness. 
Existence: Let the set U be the states with nonzero components inv. Let S consists of 
the set of all states reachable from U along nonzero transitions in the chain. S 




set of S can be closed. Therefore, S must be the unique irreducible closed subset of 
the chain. 
 
Lemma 5.1.2: The unique irreducible closed subset S is an aperiodic sub chain.  
 
Proof: According to Iosifescu (1980), two distinct states belonging to the same class 
(irreducible closed subset) have the same period. In other words, the property of 
having period d is a class property. Therefore, if at least one state in S has a self-
transition, then the subset S is aperiodic. Let u be any state in U. By construction, 
there exists a self-transition from u to itself. Therefore S, must be aperiodic.  
 
From Lemmas 5.1.1 and 5.1.2, and the Ergodic Theorem, 12  and Lemma 5.1 is 
proved.  
 
The Theorem 5.2 from Chapter 5 is given below: 
 
Theorem 5.2: The second eigenvalue of JP, λ2 = d if P has at least two irreducible 
closed subsets.  
Proof:  
Case 1: d = 0 
If d = 0, then from Equation 5.3, JP = E, since E is a rank one matrix and 2 = 0. 
Thus, Theorem 5.2 is proved ford = 0. 
 
 
Case 2: d = 1 
If d = 1, then from Equation 5.3, JP = P. Since P is a column-stochastic matrix, 
12  . Thus, Theorem 5.2 is proved for d = 1. 
 
Case 3: 0 <d< 1 
This can be proved as follows: It is assumed that P has two irreducible closed 
subsets. A vector g
i
 that is an eigenvector of JP and whose corresponding eigenvalue 
is di  . Therefore, d2 , and there exists di  . Therefore, if P has at least two 





Source :(Haveliwala and Kamvar.2003.The Second Eigenvalue of the Google 
Matrix) 
 
The top 10 Websites in the world are shown in graph form below: 
 

































APPENDIX F - CHAPTER 6 RESULTS 
Curtin University‘s internal and external back links are compared in Table A and 
shown below.   







The different type of back links of Curtin‘s site is shown below in the graph: 
 




The details of broken links of Curtin's site are shown below in the table: 
 
C. Curtin's Broken Links Details  
 





1  http://w w w .curtin.edu.my/map.htm
 
url src 404 
2  http://hris.staff.curtin.edu.my/ehr/cgi-bin/tsehr.dll/init >> url src bad host 
3  http://w w w .curtin.edu.my/future/fees/index.htmS
 
url src 404 
4  http://w w w .curtin.edu.my/Student_Complaints/index.htm
 













5  http://w w w .curtin.edu.my/image_video/sch_dept/A-Z_inde >> url src 404 
6  http://w w w .curtin.edu.my/image_video/contact_us_all.htm
 
url src 404 
7  http://w w w .curtin.edu.my/UniversityLife/contact_us_all.htm>> url src 404 
8  http://w w w .curtin.edu.my/sch_dept/international/index.htm
 
url src 404 
9  http://w w w .curtin.edu.my/sch_dept/R&D/index.htm
 
url src 404 
10 http://w w w .curtin.edu.my/sch_dept/CurtinSaraw ak/about.h
 
url src 404 
11 http://w w w .curtin.edu.my/sch_dept/contactWeb.asp
 
url src 404 
12 http://w w w .curtin.edu.my/A-Z_index.htm
 
url src 404 
13 http://w w w .curtin.edu.my/sch_dept/current/index.htm
 
url src 404 
14 http://w w w .curtin.edu.my/biovalley/enrolment/index.htm
 
url src 404 
15 file:///m|/learning%20centre/index.htm/m|/Learning%20Centr >> url src bad url 
16 http://w w w .curtin.edu.my/Corp%20Comm/index.htm
 
url src 404 
17 http://w w w .curtin.edu.my/future/housing.htm
 
url src 404 
18 http://w w w .curtin.edu.my/University%20Life/jcw _history.h >> url src 404 
19 http://w w w .curtin.edu.my/University%20Life/john_curtin_a >> url src 404 
20 http://w w w .curtin.edu.my/University%20Life/volunteers_co>> url src 404 
21 http://w w w .curtin.edu.my/University%20Life/staff.asp
 
url src 404 
22 http://w w w .youtube.com/w atch?v=l60qqicm1qY
 
url src 404 
23 http://w w w .curtin.edu.my/University%20Life/http/cv.curtin. >> url src 404 
24 http://w w w .curtin.edu.my/UniversityLife/maito:%20universi >> url src 404 
25 http://w w w .curtin.edu.my/staff/staffIndex.asp
 
url src 404 
26 http://w w w .curtin.edu.my/UniversityLife/UL_services/conta>> url src 404 
27 http://w w w .curtin.edu.my/ow eek/sch_dept/A-Z_index.htm
 
url src 404 
28 http://w w w .curtin.edu.my/ow eek/Student_Complaints/index>> url src 404 
29 http://w w w .curtin.edu.my/ow eek/contact_us_all.htm
 
url src 404 
30 http://w w w .curtin.edu.my/ow eek/CurtinSaraw ak/about.htm
 
url src 404 
31 http://w w w .curtin.edu.my/sch_dept/pre_university/index.ht >> url src 404 
32 http://w w w .curtin.edu.my/sch_dept/engineering_science/in>> url src 404 
33 http://w w w .curtin.edu.my/sch_dept/business/Postgraduate>> url src 404 
34 http://w w w .curtin.edu.my/University%20Life/jcw .htm
 
url src 404 
35 http://w w w .curtin.edu.my/University%20Life/picture_galler >> url src 404 
36 http://w w w .curtin.edu.my/sch_dept/Administrative/General >> url src 404 
37 http://w w w .curtin.edu.my/sch_dept/Administrative/General >> url src 404 




39 http://w w w .curtin.edu.my/sch_dept/Administrative/General >> url src 404 
40 http://w w w .curtin.edu.my/sch_dept/Administrative/General >> url src 404 
41 http://w w w .curtin.edu.my/sch_dept/Administrative/General >> url src 404 
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url src 404 
310 http://library.curtin.edu.au/ebooks/index.html
 
url src 404 
311 http://library.curtin.edu.au/theses/index.html
 
url src 404 
312 http://lis.curtin.edu.my
 
url src bad host 
313 http://w w w .curtin.edu.my/campusnew s/mediarelease/2005>> url src 404 
314 http://w w w .curtin.edu.my/campusnew s/mediarelease/2005>> url src 404 
315 http://w w w .curtin.edu.my/current/contact_us.htm
 




316 http://w w w .curtin.edu.my//map.htm
 
url src 404 
317 http://w w w .curtin.edu.my//current/accommodation/index.ht
 
url src 404 
318 http://w w w .mapmyevent.com/map/index.php?eid=25974
 
url src 500 
319 http://w w w .curtin.edu.my/sch_dept/media_culture_commun>> url src 404 
320 http://w w w .curtin.edu.my/future/complaint.asp
 
url src 404 
321 http://w w w .curtin.edu.my/future/changing_room.asp
 
url src 404 
322 http://w w w .curtin.edu.my/future/complaint_test.asp
 
url src 404 
323 http://w w w .curtin.edu.my/future/astro_tm_install_test.asp
 
url src 404 
324 (http://apps.curtin.edu.my/ERO/Admin/Event.aspx?id=209
 
url src bad url 
325 http://w w w .nestle.com.my/Pages/Nestle.aspx
 
url src 404 
326 http://w w w .curtin.edu.my/UniversityLife/Career_Alumni/eve>> url src 404 
327 http://w w w .curtin.edu.my/staffIndex.asp
 
url src 404 
328 http://w w w .curtin.edu.my/campusnew s/archives/2005/leva>> url src 404 
329 http://w w w .curtin.edu.my/campusnew s/archives/2005/chr >> url src 404 
330 http://w w w .curtin.edu.my/enrolment/index.htm
 
url src 404 
331 https://staf.curtin.edu.my:4097/mail/schedule.html
 
url src bad host 
332 http://w w w .curtin.edu.my/University%20Life/request.htm
 
url src 404 
333 http://w w w .curtin.edu.my/University%20Life/housing/index >> url src 404 
334 http://w w w .curtin.edu.my/University%20Life/request.asp
 
url src 404 
335 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
336 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
337 http://w w w .curtin.edu.my//sch_dept/pre_university/index.h >> url src 404 
338 http://w w w .curtin.edu.my//sch_dept/engineering_science/i >> url src 404 
339 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
340 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
341 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
342 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
343 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
344 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
345 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
346 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
347 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 
348 http://w w w .curtin.edu.my//sch_dept/Administrative/Genera >> url src 404 




350 http://w w w .curtin.edu.my//University%20Life/international/i >> url src 404 
351 http://w w w .curtin.edu.my//University%20Life/CurtinSaraw a>> url src 404 
352 http://w w w .curtin.edu.my//University%20Life/R&D/index.ht
 
url src 404 
353 http://w w w .curtin.edu.my//University%20Life/current/index >> url src 404 
354 http://w w w .curtin.edu.my//University%20Life/staff/staffInd >> url src 404 
355 http://w w w .curtin.edu.my//sch_dept/international/index.htm>> url src 404 
356 http://w w w .curtin.edu.my//sch_dept/R&D/index.htm
 
url src 404 
357 http://w w w .curtin.edu.my//sch_dept/CurtinSaraw ak/about. >> url src 404 
358 http://w w w .curtin.edu.my//sch_dept/contactWeb.asp
 
url src 404 
359 http://w w w .curtin.edu.my//Student_Complaints/index.htm
 
url src 404 
360 http://w w w .curtin.edu.my//current/Curtin%20Pool%20Club
 
url src 404 
361 http://w w w .curtin.edu.my//current/SPE%20student%20cha >> url src 404 
362 http://w w w .curtin.edu.my//sch_dept/ICT/CurtinSaraw ak/ab >> url src 404 
363 http://w w w .curtin.edu.my//staff/staffIndex.asp
 
url src 404 
364 http://w w w .curtin.edu.my//events/CurtinSaraw ak/about.htm
 
url src 404 
365 http://w w w .curtin.edu.my//sch_dept/MassComm/index.htm
 
url src 404 
366 http://w w w .curtin.edu.my//sch_dept/business/Postgraduat >> url src 404 
367 http://w w w .curtin.edu.my//University%20Life/picture_galler>> url src 404 
368 http://w w w .curtin.edu.my//Bookshop/contact_us_all.htm
 
url src 404 
369 https://oasis.curtin.edu.au/LoginContactUs
 
url src 500 
370 http://w w w .rsw it.rsb.my
 
url src bad host 
371 http://w w w .jtksw k.mohr.com.my
 
url src bad host 
372 http://w w w .shippingcorp.com.my
 
url src bad host 
373 http://w w w .curtin.edu.my/cutse2013/maito:CUTSE2013Sec >> url src 404 
374 http://w w w .curtin.edu.my/cutse2012/maito:CUTSE2012Sec >> url src 404 
375 httw ://w w w .megahotel.com.my
 
url src bad url 
376 http://w w w .curtin.edu.my/10thanniversary/gallery/open_da>> url src 404 
377 http://w w w .curtin.edu.my//sch_dept/current/index.htm
 
url src 404 
378 http://w w w .curtin.edu.my//sch_dept/ICT/sch_dept/A-Z_ind >> url src 404 
379 http://w w w .curtin.edu.my//sch_dept/ICT/Student_Complaint >> url src 404 
380 http://w w w .curtin.edu.my//sch_dept/ICT/contact_us_all.htm
 
url src 404 
381 http://w w w .curtin.edu.my//current/international/index.htm
 
url src 404 
382 http://w w w .curtin.edu.my//current/CurtinSaraw ak/about.htm
 
url src 404 
383 http://w w w .curtin.edu.my//current/R&D/index.htm
 
url src 404 
384 http://w w w .curtin.edu.my//current/examination/index.htm
 




385 http://w w w .curtin.edu.my//sch_dept/business/international >> url src 404 
386 http://w w w .curtin.edu.my//sch_dept/business/R&D/index.h
 
url src 404 
387 http://w w w .curtin.edu.my//sch_dept/business/CurtinSaraw >> url src 404 
388 http://w w w .curtin.edu.my//sch_dept/business/Commerce/in>> url src 404 
389 http://w w w .curtin.edu.my//sch_dept/SOBusiness/contactW>> url src 404 
390 http://w w w .curtin.edu.my//sch_dept/business/BusinessAd >> url src 404 
391 http://w w w .curtin.edu.my//sch_dept/ICT/maito:it.helpdesk@>> url src 404 
392 http://w w w .curtin.edu.my//prospective/Student_Complaints >> url src 404 
393 http://w w w .curtin.edu.my//prospective/contact_us_all.htm
 
url src 404 
394 http://w w w .curtin.edu.my//R&D/sch_dept/A-Z_index.htm
 
url src 404 
395 http://w w w .curtin.edu.my//R&D/contact_us_all.htm
 
url src 404 
396 http://w w w .curtin.edu.my//R&D/research_profile/Dr%20Ch >> url src 404 
397 http://w w w .curtin.edu.my//future/future/shuttle.htm
 
url src 404 
398 http://w w w .curtin.edu.my//faq.htm
 
url src 404 
399 http://w w w .curtin.edu.my//campusnew s/maito:yeeboon@c>> url src 404 
400 http://w w w .curtin.edu.my//Corp%20Comm/index.htm
 
url src 404 
401 http://w w w .curtin.edu.my//future/housing.htm
 
url src 404 
402 http://w w w .curtin.edu.my//University%20Life/john_curtin_a>> url src 404 
403 http://w w w .curtin.edu.my//University%20Life/jcw _history.h>> url src 404 
404 http://w w w .curtin.edu.my//University%20Life/volunteers_c >> url src 404 
405 http://w w w .curtin.edu.my//University%20Life/staff.asp
 
url src 404 
406 http://w w w .curtin.edu.my//UniversityLife/maito:%20univers >> url src 404 
407 http://w w w .curtin.edu.my//University%20Life/http/cv.curtin >> url src 404 
408 http://w w w .curtin.edu.my//learning_centre/IEP/IEP_Adms.ht >> url src 404 
409 http://w w w .curtin.edu.my//sch_dept/pre_university/Founda>> url src 404 
410 http://w w w .curtin.edu.my//sch_dept/pre_university/Diploma>> url src 404 
411 http://w w w .curtin.edu.my/RecordsArchive/campus_life_tes>> url src 404 
412 http://w w w .curtin.edu.my/csri/softlaunch.htm
 
url src 404 
413 http://w w w .pertanika2.upm.edu.my/jpertanika/index.htm
 
url src 404 
414 http://w w w .xfab.com/index.php?id=1
 
url src 404 
415 http://w w w .w aset.org/journals/
 
url src 404 
416 http://w w w .sains.com.my/sains/html/index.shtml
 
url src 404 
417 http://w w w .curtin.edu.my//sch_dept/media_culture_commu >> url src 404 




419 http://w w w .curtin.edu.my//sch_dept/sch_dept/A-Z_index.h
 
url src 404 
420 http://w w w .curtin.edu.my//sch_dept/Student_Complaints/in >> url src 404 
421 http://w w w .curtin.edu.my//sch_dept/contact_us_all.htm
 
url src 404 
422 http://w w w .curtin.edu.my//future/online_accommodation.as
 
url src 404 
423 http://w w w .curtin.edu.my//staff/Departments/Student_Serv>> url src 404 
424 http://w w w .curtin.edu.my//staff/contactWeb.asp
 
url src 404 
425 http://w w w .curtin.edu.my//jobs@curtin/about.htm
 
url src 404 
426 http://w w w .curtin.edu.my//jobs@curtin/CurtinSaraw ak/abo >> url src 404 
 
Curtin University‘s followed and no-followed back links are compared in Table D 
and shown below: 







Curtin University‘s total pages, good links and the broken links are shown below in 
Table E.  
E. Curtin University Broken Links 
Total Pages Good Links Broken Links 
3000 2574 426 
 
Curtin University‘s different types of broken links are shown in Table F below: 
 











500 Error 504 Error 
3000 426 381 10 31 3 1 
 
