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a b s t r a c t
In this article, we present a routing protocol through intra-clustering. Most hierarchical
protocols use direct intra-cluster routing, so that all the cluster member nodes forward
their data to the cluster head node directly. Considered parameters are cluster lifetime and
end to end delay between cluster member nodes and cluster head node. Also, rules related
to queue theory have been used to determine end to end delay. At last, simulation results
show the efficiency of the proposed protocol.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
There has been an exponentially growing interest in wireless sensor networks in recent years since they are very useful
in any situation.Wireless sensor networks are first divided into different clusters [1]. Each cluster comprises a set of wireless
sensor nodes. There are two types of nodes in each cluster: cluster member nodes and cluster head node. Member nodes
collect data from the environment and send it to the cluster head node. Then, the head node sends the received data to the
sink after fusion. There are two basic parts in this type of protocol: intra-cluster routing and inter-cluster routing [2].
Intra-cluster routing is carried out using direct transmission in many applications because of its ease [3]. In these
methods, member nodes send their data to the head node directly. Direct transmission can be efficiently used with clusters
having a limited geographical zone, but if the geographical zone is bigger that a certain threshold its efficiency will be
reduced [4]. This threshold can be calculated using the characteristics of the wireless sensor network. The present article
uses linear equations to calculate appropriate threshold.
Calculating the threshold has major influence on direct transmission efficiency. If the cluster has a limited geographical
zone smaller than the determined threshold, direct transmission can be used efficiently. Otherwise, it is not possible
to determine the efficiency of direct transmission compared to other methods without considering new conditions. The
present article first determines this threshold and then the efficiency of direct transmission method versus greedy indirect
transmission method will be determined using a cost function. The important parameters of the proposed cost function
include energy consumption and end to end delay between member nodes and head node.
By the characteristics of the direct transmission and greedy indirect transmission methods, it is expected that direct
method consumes more energy, but it has a lower end to end delay. The main purpose of our cost function is to help us
choose one of the two methods for data transfer based on the problem conditions.
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Determining the parameters of the cost function is very important. The values of the parameters are determined based on
the application of the wireless sensor network. When end to end delay has importance for the application, then the weight
of the end to end delay will be increased in the cost function.
There are different methods for inter-cluster routing [5]. The objective of inter-cluster routing is to deliver head node
data to the sink node. The same methods are used for intra-cluster routing (direct and indirect). Usually, head nodes collect
the data and send it to the next hop based on the type of routing protocol. This level of routing only contains cluster head
nodes and member nodes are not involved.
A great deal of researchhas been carried out ondata delivery delay for sensor networks. Limited sources in sensor network
nodes such as computing power, bandwidth, memory and energy supply make data forwarding as a challenge [6]. The
capacity bounds on howmuch real time data a sensor network can transfer by the imposed deadlines is studied in [7]. In [8],
the authors presented several reasonable assumptions on mobile ad hoc networks and introduced a discrete-time Markov
chain (DTMC) model called ad hoc-{di}model. In [9], a Markov model of a sensor network whose nodes may enter a sleep
mode was proposed and used to investigate system performance in terms of energy consumption, network capacity, and
data delivery delay.
The routing protocols based on cluster such as LEACH [10] and TEEN [11], have attracted attention in wireless sensor
networks. All the hierarchical routing protocols consist of two parts: intra-cluster and inter-cluster routing. Most of them
such as PEGASIS [12] do not consider intra-cluster routing. In otherwords, they use direct forwarding to send data in clusters.
Many works such as [13–15] considers only intra-cluster routing.
This article contains the following sections. Section 2 discusses the proposed cost function. A comparative analysis of
the two methods of direct and indirect transmission and simulation results will be presented in Section 3. Finally, Section 4
concludes the article.
2. Proposed cost function
The main objective of the proposed cost function is to help us choose one of direct and indirect transmission methods.
Energy consumption and end to end delay between cluster member nodes and head node are the main parameters in the
proposed cost function.




- Collecting (sensing) and processing data.
Depending on the type of radio receiver, nodes can have different energy consumption patterns. However, the amount of
energy consumption for wireless sensor networks is homogeneous and fixed. From this point forward, the constant Er will
be used as received energy.
Most of the energy in wireless sensor network nodes is consumed due to data transmission. The amount of energy
consumption depends on different parameters which will be dealt with in Eq. (1).
The amount of data to be processed by the node processor also affects the amount of energy consumption in the node.






where Pr is the power of the signal received by the receiver, Pt is the power of the signal sent by the transmitter, Gt is the
gain power of the transmitter antenna, Gr is the gain power of the receiver antenna, c is the speed of light and d is the
distance between the transmitter and the receiver. Generally, variables Gt , Gr and c have fixed values, while the value of
d depends on the position of the transmitter and receiver. From this point forward, Eq. (1) will be used for determining
energy in equations related to the cost function. Since the energy of the signal in the receiver should be more than a certain
threshold, given Eq. (2), the energy used for transmission by the sender can be calculated. Obviously the energy used for








Et = F(d2) (2b)
In Eq. (2a) the energy used for transmission (Et ) has been presented as a function of Gt , Gr , c and d. Since the values of Gt , Gr
and c are fixed, the energy used for transmission (Et ) can be presented as (2b).
Another parameter in the cost function is the end to end delay which can be calculated using rules related to the queue
theory. The queues in the nodes are considered to be of type M/M/1 [16]. In these types of queues, the input is of type
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Fig. 1. A model of intra-cluster data transmission.
Poisson, the output is an exponential random variable and the number of servicers is 1. Queuing delay in these queues is
calculated based on Eq. (3).
W = 1/(µ− λ) (3)
In Eq. (3),µ is the service ratewhich is an exponential stochastic variable and λ is the rate of entry for new packets which is a
Poisson stochastic variable.W is the averagewaiting time in the queuewith entry rate λ and service rateµ. In direct routing,
cluster member nodes send their data to the cluster head node directly. But, in indirect or multi-hop routing, member nodes
forward their data to the cluster head node with the help of member nodes closer to the head node. In this mode, end to
end delay can be calculated as the sum of the delays of the nodes in the path. The reason for this is that queuing delay is the
most important cause of end to end delay in intra-cluster routing.
2.1. Calculation of cost function
Fig. 1 illustrates the process of determining the cost function. This figure presents a model of intra-cluster data
transmission.
Where node C is the source node, node B is the intermediate node and node A is the head node. In direct transmission
(direct routing), node C sends its data directly to node Awith a linkwith length h. In indirect transmission (indirect ormulti-
hop routing), node C sends data to node A using intermediate nodeB. Direct transmission method uses two links. For the
purpose of simplifying the problems of length we assume two links equal to d. In Fig. 1, we also assume two angles θ and
ξ . θ is the angle between link AB and line m. m is assumed to be the horizontal axis. ξ is the angle between BC and m. The
energy consumed in direct and indirect transmission has been calculated in Eqs. (4a) and (4b), respectively.
Et1 = F(h2) (4a)
Et2 = F(d2)+ F(d2). (4b)
In Eq. (5), the relationship between the values of h and dwhich are the lines of a triangle ABC has been calculated.
h2 = d2 + d2 − 2dd cos(θ + ξ). (5)
Given Eq. (5), Eq. (4a) which is related to the energy used in direct transmission, has been rewritten in Eq. (6).
Et1 = F(2d2 − 2d2 cos(θ + ξ)). (6)
The queues related to the three groups of A, B and C are all of type M/M/1. So, end to end delay for direct and indirect
transmission has been presented in Eqs. (7a) and (7b), respectively.
W1 = 1/(µ1,1 − λ1,1) (7a)
W2 = 1/(µ1,2 − λ1,2)+ 1/(µ2,2 − λ2,2) (7b)
In Eq. (7a), λ1,1 is the entrance rate of data to the head node (node A) which equals the rate of exit from source node (node C).
µ1,1 is the rate of servicing in the head node which is predetermined as a characteristic of the sensor nodes. In Eq. (7b), λ1,2
is the rate of data entrance to the intermediate head node queue (node B) which equals the exit rate of source node (node C)
and µ1,2 is the rate of servicing in the intermediate node which is predetermined as a inherent characteristic of the sensor
network. Also, λ2,2 is the rate of data entrance to the head node (node A) which equals the rate of exit from the intermediate
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Table 1
Categorization of the variables used in Eq. (11).
Category Variables belong to each category
First category α, d, µ1,1, λ1,1
Second category θ, ξ
Third category µ1,2
node (node B) andµ2,2 is the rate of servicing in the cluster head node, also a characteristic determined when designing the
sensor network. The conditions mentioned in Eqs. (8) are also true in Eqs. (7a) and (7b).
µ1,1 = µ2,2 (8a)
µ1,2 = λ2,2 (8b)
λ1,2 = λ1,1. (8c)
Before determining the final cost function we have to calculate the cost function related to direct and indirect transmission.
The final cost function for direct transmission method (Eq. (9)) can be obtained as the sum of energy cost of direct
transmission (Eq. (4a)) and direct transmission delay (Eq. (7a)).
Cost1 = α[1/(µ1,1 − λ1,1)] + (1− α)[F(2d2 − 2d2 cos(θ + ξ))]. (9)
Also, the final cost for indirect transmission (Eq. (10)) can be obtained as the sum of the energy cost of indirect transmission
(Eq. (4b)) and indirect transmission delay (Eq. (7b)).
Cost2 = α[1/(µ1,2 − λ1,2)+ 1/(µ2,2 − λ2,2)] + (1− α)[F(d2)+ F(d2)]. (10)
Finally, the final cost function (Eq. (11)) can be obtained by subtracting the final cost function of direct transmission from
the final cost function of indirect transmission.
Cost = Cost1 − Cost2 (11)
where the value of Cost is positive, the value of Cost1 is greater than Cost2, therefore indirect transmission is more cost
efficient than direct transmission in this mode. In Eqs. (9)–(11), α determines the weight of delay cost versus energy cost.
The greater the value of α, the greater the effect of delay cost on the final cost function. The value of α should be increased
based on the importance of delay for the intended application.
3. Performance evaluation
The final cost function has been presented in Eq. (11). The performance of the obtained cost function will be investigated
through simulation. As you can see in Eq. (11), a number of variables affect the value of the final cost function. These variables
are divided into three categories based on their effect on the cost function; if a cost function is changed by changing a
variable, the cost function is affected by the variable. The first category of variables contains those variables that affect both
cost functions Cost1 and Cost2. The second category contains those variables that only affect Cost1 and the third category
contains those variables that only affect Cost2. Table 1 presents the variables along with the category they belong to.
As shown in Eq. (9), the cost function of the direct transmission method depends on the length of the link between the
source node and the cluster head node. Therefore, θ, ξ affect the final cost function Cost1 because the length of the sender’s
direct link will increase with the values of θ, ξ . This will in turn increase the value of Cost1. On the other hand, the value
of µ1,2 is important in determining the cost function Cost2. µ1,2 is the data transmission power in the intermediate node.
Higher transmission power in the intermediate node will lead to lower values of the cost function Cost2. Generally, direct
transmission consumes more energy than indirect transmission; however this method has a lower end to end delay. The
cost function (Eq. (11)) can be used in choosing one of the two data transmissionmethods based on the intended application
and network characteristics.
Parameters α,µ1,2, (θ, ξ) affect the final cost function more than the rest of parameters mentioned in Table 1. These
parameters will be discussed in more detail later.
Table 2 presents the assumed characteristics for the network in the first scenario.
All the variables in Table 2 have fixed values except θ, ξ . Fig. 2 illustrates the results of running the final cost function
for a network (a cluster in a network) with the characteristics presented in Table 2. Also, the intermediate node produces
packets for the purpose of obtaining realistic results. The number of packets produced by the intermediate node is one third
of the source node and they will be placed along with the received nodes in a queue without any priority. Therefore, λ1,2
has a greater value than λ1,1 in our simulations. In addition, in order to create delay and highlight the importance of the
parameter in the intermediate node queue µ1,2 has been assumed smaller or equal to λ1,2. Obviously, with greater µ1,2
values packet delay in the intermediate node would be equal to zero. Eq. (8a) through (8c) are valid when the intermediate
node does not send packets and its processing power is identical to that of source and target nodes.
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Fig. 2. The results of running the cost function for a network with the characteristics in Table 2.
Fig. 3. The results of running the cost function for a network with the characteristics in Table 3.
Table 2
Network characteristics in the first scenario.
λ1,1 λ1,2 λ2,2 µ1,1 µ1,2 µ2,2 d ξ θ
3 4 3 6.1 3.3 6.1 2 [15–75] 15–45–75
Table 3
Network characteristics in the second scenario.
λ1,1 λ1,2 λ2,2 µ1,1 µ1,2 µ2,2 d ξ θ
3 4 3 6.1 4 6.1 2 [15–75] 15–45–75
As shown in Fig. 2, the results of running the final cost function have been plotted for three different modes. Also
illustrates the effect of θ, ξ on the value of the final cost function. In Fig. 2, series 1 is related to a condition where θ equals
75°, series 2 is related to a condition where θ equals 50° and series 3 is related to a condition where θ equals 15°. In the
series 3, the final cost function is negative for ξ values below 20. Asmentioned before, negative values for final cost function
indicate lower cost for direct transmission than indirect transmission. Where the final value of the cost function is positive,
the cost of indirect transmission is lower than that of direct transmission. The characteristics of the second scenario are
similar to the first, with the only difference being that µ1,2 equals 4.
Fig. 3 presents the results of running the cost function for scenario 2, so that the final cost function has been plotted based
on angle ξ for θ = 15, θ = 50, θ = 75. In all these conditions the value of the final cost function is positive.
Fig. 4 illustrates the results of running the cost function for scenario 3. As shown in this figure, the value of the final cost
function decreases with decreasing inµ1,2. This decrease is a result of cost increase for indirect transmission. The reason for
the increased indirect transmission is that a decrease inµ1,2 causes increasing the end to end delay and the cost. Obviously,
lower indirect transmission power for intermediate node causes increased end to end delay.
In the past three scenarios, α was assumed equal to 0.5, but in scenario 4 this value is assumed to be 0.7. The rest of the
parameters in scenario 4 are similar to those of scenario 3 so that we can examine the effect of α on the final cost function
(Table 4).
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Fig. 4. The results of running the cost function for a network with characteristics in Table 4.
Fig. 5. The results of running the cost function for a network with characteristics in Table 4 and α = 0.7.
Table 4
Network characteristics in the third scenario.
λ1,1 λ1,2 λ2,2 µ1,1 µ1,2 µ2,2 d ξ θ
3 4 3 6.1 3.1 6.1 2 [15–75] 15–45–75
Fig. 5 shows the results of running the cost function for scenario 4. Comparing to Fig. 4 we see that the whole graphs
have smaller values. The decreased cost function is a result of increased α. Larger α values increase the importance of delay
parameter. Since the value of indirect transmission cost function decreases with increased delay importance, the value of
the final cost function has also decreased.
4. Conclusion
In this paper, a new intra-cluster routing scheme is proposed. Most of hierarchical routing protocols in wireless sensor
networks use direct routing for intra-cluster routing. Obviously, direct routing is not efficient in all situations. We have
defined a new cost function intra-cluster routing selection. The end to end delay and energy consumption are our decision
making parameters. Every routing protocol can pass its environmental status and QoS requirements to the proposed cost
function; on the other hand, cost function selects one of direct routing or multi-hop routing.
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