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Abstract 
We evaluate the validity of the commonly assumed polaron hopping model for some of the most 
popular organic semiconductors, rubrene, pentacene and C60. This model is based on the assumption 
that the charge carrier is localized, i.e. forms a polaron that hops from one molecule to the next. We 
have calculated the relevant inter-molecular charge transfer parameters that determine whether a 
polaron forms or not: electronic coupling matrix element and reorganization energy for the above 
materials using quantum chemical calculations and molecular dynamics simulations. We find that 
neither for rubrene nor pentancene the hopping model is justified due to the relatively large electronic 
couplings between molecules in the respective herring-bone layers. For C60 the coupling matrix 
elements are smaller and a small but finite barrier for charge transport exists in any transport direction. 
Despite the theoretical problems surrounding the polaron transport model, we find that mobilities 
based on this model (as obtained from Kinetic Monte Carlo simulation) reproduce very well the room 
temperature experimental mobility and anisotropy in pentacene and rubrene. However, it fails to 
reproduce the correct temperature dependence of mobility, predicting a too shallow decay with 
temperature compared to experiment. Our results call for further development of more advanced 
simulation approaches, such as non-adiabatic molecular dynamics simulation and their scale-up to 
large, application-relevant systems.    
 
  
1. Introduction 
Organic semiconductors (OS) are one of the most exciting materials that have been discovered in the 
last 50 years. Light-weight, flexible and relatively easy to produce from renewable resources, OS 
combine many desirable properties for thin film electronic devices including organic light-emitting 
diodes (OLEDs) and organic photovoltaics (OPVs).1-5 However, one of the drawbacks of OS 
compared to inorganic semiconductors is their limited conductivity of electrical charges.1  Improving 
charge mobility in OS may further advance device efficiency, in particular for OPVs through 
reduction of electrical resistance and suppression of carrier recombination. Yet, systematic 
development requires a sophisticated and experimentally-validated model that can guide materials and 
device design as a true predictive tool.   
 There are two established models to describe CT in OS, one is based on band theory6,7 in 
which the charge carrier electron is assumed to be delocalized like in inorganic semiconductors, and 
the other is polaron theory8,9 in which charge carriers are assumed to be localized and hop between 
molecules. Both models are problematic. Band-theory approaches are inapplicable at ambient 
temperatures where the mean free path is shorter than the intermolecular lattice spacing.10 Hence, over 
the last ten years, most of the theoretical/computational studies have assumed a charge hopping 
mechanism, but doubt has been cast as well over the validity of this model.7,11-17 Electronic coupling 
between sites are typically, though not always, on the same order of magnitude as reorganization  
energies in these materials (also denoted trapping energy in the materials chemistry literature) making 
polarons unstable even on the electronic time scale. What further complicates the problem are the 
large amplitude thermal motions of the organic molecules which are a consequence of the weak 
dispersion interactions that hold the molecules together. This results in strong thermal fluctuations of 
site energies (also termed “diagonal electron-phonon coupling”) and electronic coupling (“off-
diagonal electron-phonon coupling”). 
 Recently, advanced simulation methodologies including mixed quantum-classical non-
adiabatic molecular dynamics (MQC-NAMD) have been developed in first attempts to address this 
challenging problem16,18-22 (see Ref. 22 for a discussion of some of these works).  Here the charge 
carrier is explicitly propagated in the time-dependent potential created by the nuclei avoiding any a 
priori assumptions of the CT mechanism. For instance, Elstner and co-workers have simulated charge 
mobilities in 1D chains of organic molecules using Ehrenfest MD with electronic Hamiltonians at the 
level of self-consistent charge density functional tight binding.20 Our group has developed a similar 
approach denoted fragment orbital-based surface hopping which has been successful applied to 1D 
chains and dimers of simple molecules.22 Unfortunately, non-adiabatic MD simulations are 
computationally expensive even when combined with semi-empirical electronic Hamiltonians and 
applications to extended 3D materials investigated here is still impractical. In addition, MQC-NAMD 
schemes are not straightforward to apply in practice. Several remedies have been suggested to cure a 
number of inherent problems such as electronic overcoherence23-28, trivial surface crossings19,29,30 and 
detailed balance31-33 but their affect on charge mobility calculations in realistic molecular systems has 
yet to be investigated.    
 Independent on the actual method used to calculate charge mobility, a careful characterization 
of the electronic coupling, charge trapping energies and site energies, as well as their thermal 
fluctuations, is required as a basis for the investigation of the CT mechanism in OS. Here we present 
calculations of these quantities for three popular and application-relevant OSs: rubrene, pentacene and 
C60 complementing previous studies on the fullerene derivative PCBM12,14,17 (see Figure 1a-c). The 
molecules forming these three crystals exhibit an increasing degree of thermal motion. While rubrene 
molecules are “locked” to their lattice sites due to their bulky substituents, pentacene molecules 
fluctuate more freely but are still constrained by neighbouring molecules, whereas C60 buckyballs 
show unhindered rotational diffusion above 255 K34.   
 We find that in rubrene and pentacene electronic coupling within the conducting herring-bone 
layers is too large for stable formation of small polarons.  In C60 electronic couplings are smaller and a 
finite but very small barrier for electron transfer exists, which however is smaller than the vibrational 
zero-point energy. The inadequacy of the hopping model becomes apparent for rubrene and pentacene 
for which a too shallow decay of mobility with increasing temperature is predicted compared with 
experiment. These conclusions are consistent with previous studies on the fullerene derivative 
PCBM12,14,17 and call for a more advanced treatment of the problem, as for instance offered by explicit 
charge propagation schemes. 
 
2. Simulation details 
Molecular model systems. Simulations were carried out using a combination of molecular dynamics 
(MD) simulation and quantum chemical calculations. Three supercells were generated containing 54 
pentacene35, 108 rubrene36  and 108 C60 molecules37, respectively, by replicating the respective crystal 
unit cells three times along each crystallographic axes. The neutral charge state of the molecules was 
modeled with the generalized Amber force field (GAFF)38. The positively charged states for 
pentacene and rubrene and the negatively charged state for C60 were parametrized to reproduce the 
reorganization energy (λ) for charge transfer between the corresponding dimers at infinite separation 
at the density functional theory (DFT) level. To this end, the restrained electrostatic potential (RESP) 
atomic charges of the charged molecules were computed using the B3LYP functional39/6-311G* basis 
set, and used as atomic point charges in the force field description. Then, the position of the minimum 
of the C=C harmonic bond potential was adjusted so that the reorganization energy at the force field 
level matched the B3LYP/6-311G* reference value as closely as possible. All other force field 
parameters for the charged molecule are the same as for the neutral molecule. λ was obtained from the 
standard four-point formula, see Ref. 22 for a more detailed explanation. The bond lengths and atomic 
point charges used are summarized in Figure S1 and Figure S2 for each molecule and charge state, 
and the resultant reorganization energies at DFT and force field level are summarized in Table 1. 
Electronic structure calculations were carried out with the Gaussian programme package40 and force-
field calculations/MD simulations with the Amber programme package 41 or NAMD package 42. 
 MD simulations. MD simulations of the crystals were carried out for the neutral system at 
five different temperatures (100, 200, 300, 400 or 500 K) and at a pressure of 1 bar applying periodic 
boundary conditions. After equilibration, a trajectory of length 1 ns was run in the NPT ensemble 
using a Langevin thermostat.  This trajectory was used for the calculation of ET parameters (see 
below). The structure was stable during the finite temperature MD runs with RMSDs between 0.31 – 
0.95 Å with respect to experimental crystal structures. The error with respect to the experimental 
density (where known) was between 1.4-2.7%.    
 ET parameters. 1000 snapshots were taken in equidistant intervals of 1 ps for calculation of 
ET parameters (electronic coupling matrix elements Hij, site energy difference Eij  and free energy 
difference Aij) and charge hopping rates kij between adjacent molecules (typically 300-1300 pairs per 
snapshot). Electronic-coupling matrix elements (Hij) were calculated using the ultrafast Analytical 
Overlap Method (AOM)43 recently developed in our group. This method is based on a linear 
approximation Hij = CSij, where Sij is the overlap of the SOMO orbitals of charged donor and acceptor, 
and C is obtained by calibration to explicit electronic structure calculations, C = 1.819 eV. AOM 
gives couplings with small mean errors of about a factor of 1.9 over 4 orders of magnitude relative to 
DFT calculations, but saves orders of magnitude of computational cost43, see also Ref. 22 for a recent 
discussion of the method. The site energy difference Eij is defined as the total potential energy of the 
system with molecule j charged and all others neutral minus the total potential energy of the system 
with molecule i charged and all others neutral, both energies evaluated at the same nuclear geometry. 
The force field parameters for the neutral and charged molecules are used as explained above. 
Reorganization energy was assumed to be the same for each pair and equal to the intramolecular (or 
“inner-sphere”) contribution, λij = λ. The intermolecular (or “outer-sphere”) contribution is usually 
very small in organic semiconductors and is neglected in this work.13 Free energy differences Aij for 
charge hopping were calculated from the mean energy gaps, AijEij> - λ, where the brackets 
<….> denote averaging over the MD trajectory. We found that Aij is vanishingly small for any 
hopping direction because the molecules i, j of the simulated crystals are chemically identical and 
interact with similar environments. We set this parameter equal to zero.     
      
Table 1. Summary of reorganization energies from DFT and force field calculations. 
molecule 
λ from DFT (B3LYP/6-311G*) 
(meV) 
λ from optimized force field 
(meV) 
rubrene 152.7 151.0 
pentacene 97.9 96.7 
C60 105.4 104.5 
 
ET rates. The ET rates kij are obtained from the semiclassical expression44,45 
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for Aij = 0, and n  is the effective nuclear frequency along the reaction coordinate. In our previous 
works a formula slightly different from Eq. 2 was used, which assumed that the minimum of the 
adiabatic ground state coincides with the minimum of the initial diabatic state 13,14,46-48.  This is an 
approximation and should be replaced by Eq. 2. We note that the expressions Eqs. (1) and (2) are 
valid in both the non-adiabatic and adiabatic limits and any intermediate regimes. The first term on 
the right hand side of Eq. 2 is the usual expression for non-adiabatic (Marcus) ET. The second term is 
a correction that becomes important in the adiabatic regime, where electronic coupling is typically an 
order of magnitude smaller than reorganization free energy. The effective frequency was obtained 
according to Eq (3) 
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. Therefore Eq. (3) can be considered as a finite temperature, non-
harmonic extension of the weighting procedure by Huang and Rhys.  Here, the spectral density 
function J(ω) is obtained from MD simulation for the neutral crystalline systems at 300 K. 
Trajectories of length 100 ps are run and the site energy difference for a selected donor acceptor pair, 
E used for the calculation of the site energy time correlation function dDE(0)dDE(t) . This gives 
values n /c = 1539 cm
-1, 1399  cm-1  and  1624 cm-1 for pentacene, rubrene, and C60, respectively (c the 
speed of light). The difference in effective frequency for the different donor-acceptor pairs within the 
same crystal can be neglected.     
 Charge mobility. The microscopic rate constants for charge hopping were used to obtain 
macroscopic charge mobilities using an in-house developed kinetic Monte Carlo simulation 
programme that implements the Borz-Kalos-Lebowitz (BKL) algorithm49. The diffusion of only a 
single excess charge in the crystal is considered, hence the simulations correspond to the limit of low 
charge carrier concentration.  For each of the 1000 structures sampled along the 1 ns MD trajectory 
KMC simulation of charge carrier diffusion is carried out (at fixed nuclear positions). The successive 
Cartesian coordinates Ri (t), i = x,y,z, of the centre of mass of the molecule carrying the excess charge 
were monitored along a KMC trajectory and the diffusion tensor Dij calculated from the mean square 
displacements,  2D
ij
t = R
i
(t) -R
i
(0)( ) R j (t) -R j (0)( )  where the bracket indicates averaging over about 
1000 KMC trajectories per structure. The mobility tensor was obtained using the Einstein relation, 
m
ij
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T) , followed by diagonalisation. The eigenvalues of the mobility tensor thus obtained 
were averaged over all MD configurations.   
 
3. Results and discussion  
Thermal distributions of electronic couplings 
The thermal distribution of electronic couplings Hij are shown in Figure 1 (d)-(f) for rubrene, 
pentacene and C60 at room temperature (300 K). They span about 5 orders of magnitude from 10-3 to 
~200 meV. For rubrene and pentacene the total distribution is broken down in distributions for nearest 
neighbour pairs along the directions indicated in panels (a) and (b). The latter are very well 
approximated by Gaussian fit functions, P(|Hij|) = A exp[-(|Hij| - <|Hij|>)
2/(22)], with R2 values 
between 0.937-0.998 (see Table 2). Rubrene exhibits the strongest electronic coupling along the P 
(“Parallel”) direction (83.5 meV) due to almost perfect pi-pi stacking in this direction. The coupling 
between the T-shaped pairs (T) within the same herringbone layer is significantly smaller but still 
sizable. In pentacene there are no pairs that form ideal pi-stacking interactions as in rubrene but there 
are two T-shaped motifs within the herringbone layer (T1 and T2) that exhibit large electronic 
couplings (62.7 and 44.1 meV, respectively). In both materials the width of the coupling distribution 
is of the same order of magnitude as the mean, which is a common characteristic of OSs. The mean 
coupling values obtained here from our ultrafast AOM method are in good agreement with values 
reported in previous investigations13,50-52 (see Table 2).  
Table 2: Mean values (<|Hij|>) and root-mean square fluctuations () for electronic coupling matrix elements for 
inter-molecular hole transfer in rubrene and pentacene and for electron transfer in C60.a  
 
crystal dimer type 
distance of 
center of 
mass (Å) 
<|Hij|>(meV)  (meV) 
correlation 
coefficient b 
<|Hij|> 
literature 
values (meV) 
rubrene 
P 6.8 83.5 17.3 0.980 78 
e, 107f 
T 8.0 19.3 11.7 0.997 c 10 
e, 21f 
pentacene 
T1 4.8 62.7 26.4 0.937 96.7 
g, 81f 
T2 5.2 44.1 22.5 0.979 64.0
 g,68f 
P 6.3 17.6 12.0 0.985 41.7
 g,39f 
C60 P 14.2 16.7 3.9 0.998 d 14 
h 
a. All Hij values reported are obtained from the analytic overlap method (AOM)
43 and averaged over a 1 ns MD trajectory at 300 K.  
b. Fit to a single Gaussian P(|H
ij
|) =  A exp(-(|H
ij
| - <|Hij|>)
2/(22) ), unless noted otherwise. 
c. Fit to two-Gaussians P(|H
ij
|) =  A1 exp(-(|Hij| - <|Hij|>1)
2/(21
2) ) + A2 exp(-(|Hij| - <|Hij|>2)
2/(22
2). 
d. Fit to a log-normal distribution (log(|H
ij
|) instead of |H
ij
|).  
e. Ref. 50. Hij values were obtained using a fragment orbital approach and Zerner’s intermediate neglect of differential overlap.  
f. Ref. 51. Hij values were obtained by the energy-splitting-in-dimer (ESID) method, where the electronic coupling is approximated to be 
half of the energy splitting between the HOMO and HOMO-1 in the dimer, in case where charge transfer from HOMO of molecule 1 to 
HOMO of molecule 2 is considered.  
g. Ref. 52.  
h. Ref. 13. Hij values obtained from fragment orbital density functional theory (FODFT).  
 
 In contrast to rubrene and pentacene, C60 (panel f) exhibits only one single peak due to the 
free rotational diffusion of the buckyballs around their lattice sites at 300 K, averaging out any 
directional dependence. The distribution is better described by a log-normal distribution (R2= 0.998) 
than by a Gaussian (R2= 0.979) due to a long tail at larger coupling values. A similar observation has 
been made for the C60 derivative PCBM in Ref.12. We also note that the mean coupling value for C60 
(16.7 meV) is much smaller than for rubrene and pentacene. This is a consequence of the large spatial 
extent of the SOMO orbital of C60- and the small orbital coefficients on any of the carbon atoms 
including the ones on donor and acceptor that are in van-der Waals distance and contribute most to 
the coupling. Evidently, the isotropy of electronic coupling and charge mobility in room temperature 
C60 (which is beneficial in actual devices) is paid for by the modest electronic coupling strength. 
 The sensitivity of the coupling distribution with respect to a change of temperature is shown 
in Figure 1 (g-i). We find three qualitatively distinct T-dependences for rubrene (panel g), pentacene 
(panel h) and C60 (panel i). The distribution for rubrene is found to be very robust in the wide 
temperature interval 100-500 K. The qualitative features in the distribution are retained even at 
temperatures as high as 500 K. The peaks just become slightly wider and shift to somewhat smaller 
values. By contrast, the peaks for pentacene gradually disappear and coalesce to a smooth distribution 
as the temperature is increased, whereas for C60 the peaks gradually merge in a single, broad peak. 
 The different behaviour is due to the different packing structure and degree of orientational 
disorder of the molecules. Whilst the rubrene molecules are “locked” to their lattice sites by the bulky 
phenyl groups, the pentacene molecules undergo strong hindered rotations around their lattice sites as 
the temperature is increased. Hence, pentacene becomes structurally much more disordered than 
rubrene as the temperature is increased, resulting in a continuous, featureless coupling distribution at 
500 K. The effect of thermal motion is even more pronounced in case of C60 (panel i). Below 255 K 
rotation of the buckyballs around their lattice sites is hindered34 resulting in a peaked distribution. 
Above that temperature they have enough kinetic energy to rotate freely. The molecules are then 
orientationally fully disordered, resulting in a single smooth distribution.  
 Figure 1. (a)-(c) Orientation of nearest neighbour molecular pairs in pentacene (a), ruberene (b) and C60 (c) 
crystals. Arrows at the right bottom corner in each panel point in the direction of eigenvectors of the mobility 
matrix for each system (for numerical values, see Figure 5 where the same colour code is used.) (d)-(f) 
Distribution of electronic coupling matrix elements |Hij| for hole transfer between nearest neighbor pairs in 
rubrene (d) and pentacene (e), and for electron transfer in C60 (f). The data are obtained from 1 ns MD 
simulation at 300 K. The overall distribution is shown in black and the decomposition in contributions from 
different directions is shown in colour. P and T denote parallel and transverse direction, respectively. (g)-(i) The 
overall distributions of electronic coupling matrix element for all nearest neighbor pairs at different 
temperatures for rubrene (g), pentacene (h) and C60 (i).   
Thermal distributions of site energies 
The thermal distributions of site energy differences between molecules, ∆Eij, are shown in Figure 2 
(a).  They are well described by Gaussian distributions centered at zero mean. The mean gap vanishes 
because the molecules i, j are chemically identical and interact with similar environments. The width 
of the distributions is significantly larger for rubrene than for pentacene or C60 in accordance with the 
larger inner sphere-reorganization energy i for rubrene. In addition, we find that the width increases 
linearly with temperature and the slope is approximately proportional to i (Figure 2 (b)). This can be 
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understood by the well known relation for Gaussian energy gap distributions46, 2 = 2kBT, implying 
that  is virtually T-independent. 
 
Figure 2. (a) Distribution of site energy difference from 1ns-long MD simulation for nearest neighbours at 300K. 
(b) Linear relationship between variance of site energy difference and temperature.  
 
Timescales of fluctuations 
An analysis of the time scale of the fluctuations gives a complementary perspective on electronic 
couplings and site energy difference. Besides, it gives insight how those energies should be averaged 
for the calculation of ET rates. To this end we have carried out a frequency analysis of the 
fluctuations for a single CT event between two nearest neighbour molecules (Figure 3). For rubrene 
and pentacene the electronic coupling fluctuations extend from the nanosecond domain (lower limit of 
our simulation) well into the 0.1 ps regime (100 cm-1) typical of low frequency molecular motion (e.g. 
hindered rotations). Therefore, the coupling fluctuations strongly overlap with the spectrum for the 
site energy difference. The situation is different for C60. The coupling fluctuations (1-10 ps) are 
slower than for rubrene/pentacene due to slow rotations of C60 (high moment of inertia) correlating 
well with the orientational correlation time of C60 (10 ps) 34. There is no overlap with the spectrum for 
site energy fluctuations which is dominated by two high-frequency modes, the C=C stretch (1650 cm-
1) and breathing mode (485 cm-1). This implies that in C60 electronic coupling can be considered as 
static on the time scale of the site fluctuations, whereas in rubrene and pentacene coupling and site 
energy fluctuations occur on the same time scale.  
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Figure 3. Frequency analysis of ET parameters electronic coupling (green) and site energy difference (blue) for 
rubrene (a) and C60 (b) at room temperature. The distributions for the corresponding inter-molecular charge 
transfer rates (Eq. 1) are shown in red.  
 
Existence of small polaron 
Having characterized the magnitude and the thermal fluctuations of electronic couplings and site 
energy differences, we are now in the position to investigate whether small polarons can form in these 
materials. This is the case when the nuclear distortions in response to the charging of a molecule i 
create a sufficiently deep potential well so that the excess charge remains localized on the molecule. 
A necessary condition for small polaron formation to occur is that the activation free energy for 
charge transfer between the molecules i and its neighbours j, Eq. 2, is finite, > 0. Equation 2 
implies that the free energy barrier disappears, = 0 for |Hij| > λ/2. In this case, charge localized 
states no longer form and the rate formula Eq. 1 for polaron hopping becomes inapplicable. (For two-
state systems Rabi-oscillations occur instead, as discussed previously.22)  
 We have calculated the activation free energies Eq. 2 for rubrene, pentacene and C60 for the 
different electronic coupling values obtained from MD by setting λij = λi (Aij = 0). This latter choice 
assumes that the fluctuations of site energy differences determining λij and Aij  are much faster than 
for electronic coupling, and can thus be averaged over. According to Figure 4 this is strictly valid only 
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for C60, but one can expect that it gives a reasonable approximation also for pentacene and rubrene, in 
particular since the effective frequency is similar as for C60.   
 The resultant distributions for activation free energy are shown in Figure 4. We find that for a 
large fraction of configurations the activation free energies Eq. 2 vanishes (22 % for rubrene and 39 % 
for pentacene) in which case a small polaron cannot be formed. Unsurprisingly, in rubrene most of the 
activationless transitions are for the P pairs, and in pentacene for the T1 and T2 pairs, all of which 
exhibit high electronic couplings. For C60  no configuration with vanishing activation free energy was 
found due to the smaller electronic couplings in this crystal, but a large fraction of activation free 
energies is below the thermal energy, implying that small polarons would be thermally unstable in this 
system. These findings are very similar to our results obtained previously for the fullerene derivative 
PCBM.14   
 
Figure 4. Distribution of activation free energy ( , Eq. 2) for inter-molecular charge transfer in rubrene, 
pentacene and C60. Note the peak at vanishing activation free energy ( = 0) for rubrene and pentacene.   
 
Charge mobility  
The disappearance of an activation barrier for a significant number of configurations means that the 
charge carrier will delocalize and possibly form percolation paths. On the other hand, the thermal 
fluctuations of the site energies and couplings may lead to (temporary) re-localisation of the carrier. 
Therefore, a good theory for this problem should not make any a priori assumptions with regard to 
the degree of localisation of the charge carrier. In this regard, non-adiabatic molecular dynamics 
DA
ij
†
DA
ij
†
simulation techniques that explicitly propagate the charge carrier in the time-dependent external 
(nuclear) potential may present a way forward to deal with this challenging problem. 16,18-22  We have 
recently developed such a methodology based on Tully’s fewest switches surface hopping22 and 
successfully applied it to small model systems. Unfortunately, the calculation of charge mobilities for 
the 3D crystals studied here are still out of reach and will be a major objective of future work. Here 
we proceed with the calculation of charge mobilities assuming charge hopping even though we know 
from the above analysis that this model is problematic. Nonetheless, the results obtained for charge 
hopping are of interest because mobilities obtained from any improved theoretical approach 
(including non-adibatic MD simulation) will be compared to hopping mobilities as this has been the 
most popular and widely used model for the last ten years. 
 Hopping mobilities were calculated for rubrene, pentacene and C60 using Kinetic Monte Carlo 
(KMC) simulation as detailed in section 2. The eigenvalues of the charge mobility tensor obtained for 
the structures from 1ns MD are shown in Figure 5 (for 300 K), and the averaged eigenvectors are 
indicated as arrows in Figure 1 (a-c). Rubrene exhibits 2D conduction within the herringbone layer 
with the highest mobility along the parallel (P) direction (µ1 = 8.71 cm2 V-1 s-1) and a smaller mobility 
along the direction intersecting the two transverse (T) directions (µ2 =1.44 cm2 V-1 s-1). The mobility 
along the long molecular axes, perpendicular to the herringbone layers, is nearly zero. Pentacene also 
exhibits 2D conduction, yet the highest mobility is slightly lower than in rubrene (µ1 = 4.07 cm2 V-1 s-1 
along T1) and the anisotropy within the herringbone layer is smaller (µ2 = 3.19 cm2 V-1 s-1 along T2). 
For C60, the room temperature mobility obtained is somewhat smaller than for pentacene (µ = 3.30 
cm2 V-1 s-1). Overall, the agreement with previously reported theoretical hopping mobilities is good 
(see Table 3). Within the hopping model used, mobility can be easily understood in terms of the 
electronic coupling strength along the respective hopping directions because all other ET parameters 
are the same for the different directions of a given OS or similar for the different OSs investigated.  
 
 
 
 
Table 3: Comparison of computed mobilities from the literature and from current work with 
experimental mobilities at room temperature. All values given in cm2/(Vs). 
 
rubrene pentacene C60 
 
µ1 µ2 µ1 µ2 µ 
computed 
this work 
8.7 1.4 4.07 3.19 3.30 
computed  
literature 
8.1a, 3.1b, 43c 
 
3.5b, 2.2f  
 
3.0i  
experimental  20d , 10e 7.6d 
2.3g, 11h 
0.7 g 0.5 ±0.2j 
a Ref. 50, charge hopping model. 
b Ref. 51, charge hopping model.  
c Ref. 53, charge propagation using model Hamiltonian.  
d Ref.54 Field-Effect-Transistor (FET) mobility, surface of single crystal. 
e Ref. 55 Hall mobility, surface of single crystal.  
f Ref. 52, charge hopping model. 
g Ref. 56 FET mobility. 
h Ref. 57 Space-charge-limited current (SCLC) mobility as measured. Corrected to µ1 = 35 cm
2/(Vs) using effective crystal thickness.  
i Ref. 13, charge hopping model. 
j Ref. 58, time-of-flight mobility. 
 
 
 
Figure 5. Charge hopping mobilities at room temperature as obtained from KMC simulation. Data 
points are instantaneous mobility values for snapshots equidistantly spaced along the 1ns trajectory 
and continuous curves present the accumulated average of the mobilities vs time. The corresponding 
eigenvectors of the mobility tensor are shown as arrows in Fig 1(a)-(c) using the same color code. The 
strong thermal fluctuations of pentacene molecules around their lattice sites cause significant 
fluctuations in instantaneous mobility, in contrast to rubrene where mobility is virtually independent 
on the structure used. The mobilities for C60 become converged only after about 300 ps due to the 
slow rotational diffusion of the buckyballs. 
 
(a) (b) (c)
 The room temperature mobilities predicted by the hopping model are in surprisingly good 
agreement with experimental values55-61 (see Table 3, deviation of about a factor of 0.09-6.4 
depending on the experiment). However, the shortcomings of this model manifest themselves in the 
temperature-dependence of charge mobility (Figure 6). The mobility decreases with temperature as T–
n where n ~ 1 (n = 1.00 for rubrene and n = 1.16 for pentacene), whereas in experiment n = 1.38 for 
rubrene55 and n = 2.61 for pentacene57. As the hopping rates and diffusion constant obtained from 
KMC are almost temperature-independent because of the small or vanishing activation free energies 
for charge hopping, the T–1 dependence of charge mobility is simply due to the denominator in the 
Einstein Equation (Eq. 2). Hence, the hopping model cannot explain the different exponents observed 
in experiments. This leaves us to conclude that the good agreement with experimental room 
temperature mobilities is likely to be fortuitous.  
 
 Figure 6.   Mobility decay with temperature for rubrene (a) and pentacene (b). Computed hopping mobilities are 
shown in blue and green symbols and experimental mobilities54-57 in black and red symbols, respectively. Best 
linear fits are show in solid lines.  
 
4 Conclusion 
In this work we have computed the parameters that determine CT in three different OS materials: 
electronic coupling, reorganization energy and electron-phonon couplings. We find that for a 
significant fraction of conformations electronic coupling is so large in rubrene and pentacene that a 
small polaron cannot form. Similar results have been reported for fullerene derivatives by us14 and 
(a) (b)
Computed µ1	
FET, Ref. 54
Hall effect, Ref. 55
Computed µ1	
SCLC, Ref. 57
FET, Ref. 56
other groups12,17 suggesting that this is a more general characteristic of (crystalline) organic 
semiconductors.    
 Our present work substantiates the view that polaron hopping, the most widely adopted model 
in the chemistry community for the last ten years, is not sound for the description of CT in crystalline 
OS.7 The relatively good agreement between computed hopping mobilities and experimental results 
near room temperature that is often reported in the literature is likely due to a cancellation of errors. 
This becomes evident when considering the temperature dependence of mobility in the hopping 
model. The small activation energies lead to an almost T-independent charge diffusion constant at 
ambient temperatures, resulting in a T–1 dependence for any OS investigated. This is in contrast to the 
experimental T dependence, which decays faster and is specific to the OS considered.  
 We conclude that more advanced simulation approaches are necessary to describe the 
problem of CT in OS such as non-adiabatic molecular dynamics simulation. First in-roads have been 
made in this regard16,20-22, but these methods needs to be made more efficient for application to CT in 
real 3D systems. In addition, several issues of more fundamental nature need to be addressed and their 
influence on charge mobility calculations investigated. This includes the type of coupling scheme 
used for nuclear and electronic motion (Ehrenfest vs surface hopping), the correction schemes used 
for electronic overdecoherence, the problem of trivial surface crossings as well as the questions of 
internal consistency of quantum amplitudes and detailed balance. We are currently working on these 
issues within the framework of our recently developed FOB-SH approach and are confident to apply 
this methodology in the near future to the systems investigated here. The CT parameters presented in 
this work provide a sound basis for these future simulations. 
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