. We provide some small application examples to emphasize the importance of our proposed solutions. We give necessary and sufficient conditions for checking L-localized and R-localized solvabilities and apply them to achieve the closed forms of the sets of all L-localized solutions and R-localized solutions, respectively.
Introduction
We start with a max-separable function R of any vector x = (x 1 , . . . , x n ) T in R n ;
R(x 1 , . . . , x n ) = max where b i is a given real number for each ith equation. In this paper, we focus on two special simple forms of the function r (i) j (x j );
where a ij is a given real number and the jth component of vector x, x j , is a variable, for each i ∈ {1, . . . , m} and j ∈ {1, . . . , n}. These two special simple forms lead to the development of the special algebraic structures (B, ⊕, ⊗), max-plus algebra and max-min algebra, which are stated in Section 2. There are many applications for systems of max-separable linear equations. For example, a system of linear equations over max-plus algebra can assist in modeling and analysis of discrete event system [1, 2] . It was applied in Delft [3] to a large scale model of Dutch railway network or synchronizing traffic lights. Moreover, to emphasize relationships between input and output variables in the modeling of fuzzy relations [4] , the authors used max-min algebra in the model.
However, if we cannot know a precise information to a system of linear equations, it would be natural to use an interval range of information to the system, which yields an interval linear equation system. The theories of interval systems in the classical algebra were developed, for example in [5] [6] [7] [8] . The several types of solvability of max-plus/max-min interval systems have been studied, such as weak and strong solvabilities in [5] , tolerance solvability in [9] and control solvability in [10] . In addition, universal, algebraic and possible solutions are also investigated in [9] [10] [11] , respectively.
In this paper, we study new concepts of solutions called L-localized and R-localized solutions to interval systems of maxseparable linear equations and provide necessary and sufficient conditions for checking the system L-localized/R-localized solvability. We mention the maximum vector solution (principal solution) and some lemmas needed as the preliminaries for the proof of L-localized solvability in Section 2. Then, we define an L-localized solution and prove its necessary and sufficient conditions, which can be used to find the closed form of the set of all L-localized solutions, in Section 3. A small application example for the use of L-localized solutions is also provided in Example 3.4. At the end of Section 3, we provide some numerical examples to check solvability of the systems using the statements we have proved throughout the section. The results of R-localized solution are stated in Section 4, in the similar fashion as the analysis of L-localized solution. The final section is reserved for the conclusion of this article.
Preliminaries
Let (B, ⊕, ⊗) be an algebraic structure with binary operations. (B, ⊕, ⊗) is called a max-plus algebra if for any u,
The identities for maximal and minimal operations are −∞ and ∞, respectively. Let m and n be positive integers. For convenience, we denote M and N as the sets of indices {1, 2, . . . , m} and {1, 2, . . . , n}, respectively. The set of all m ×n matrices over B and the set of all column vectors of sizes n over B are denoted by B(m, n) and B(n), respectively. Operations ⊕ and ⊗ are extended to matrices and vectors in the similar way as in the classical algebra.
We consider system of max-separable linear equations of the form
where A is an m × n matrix over B, while x and b are column vectors over B of size n and m, respectively. Any x satisfying (1) is called a solution of System (1). System (1) could be operated by using the operations ⊕ and ⊗ in the similar pattern as in the classical algebra as follows: for each i ∈ M, we obtain the ith component of the vector b as
Hence, for the max-plus algebra and the max-min algebra,
respectively. We consider the ordering '≤' on the sets B(m, n) and B(n) defined as the following paragraph.
Let A, C ∈ B(m, n) and x, y ∈ B(n), where a ij and c ij are entries of matrices A and C , while x j and y j are components of vectors x and y, respectively. Then
Therefore, it is clear that if A ≤ C and x ≤ y, then A ⊗ x ≤ C ⊗ y for both max-plus and max-min algebra cases.
Let us define the vector
T used in Lemma 2.1 as follows: for the max-plus algebra, Lemma 2.1 (See K. Cechlárová and R.A. Cuninghame-Green [11] 
A and b in (2) are defined as
true if instead of the standard operation, our operation is the max-separable algebra. Lemma 2.3 tells us that we can apply max-separable algebra in the same fashion as the standard algebra. Even though the assertion of Lemma 2.3 is well known and was used in other papers, we do prefer to prove it again here so that we can see clearly how does each entry of matrix A come from.
Lemma 2.3. Let A, A ∈ B(m, n) and x ∈ B(n). Then, for any b
For the max-plus algebra, ∃p i ,
and
These imply that
and hence a iq i
Each component a ij of the matrix A ∈ A is defined as follows:
For the max-min algebra, ∃r i ,
The last inequality of (7) implies that b i ≤ x s i . Thus min{a is i , x s i } = a is i and hence
We shall construct a matrix A ∈ A such that A ⊗ x = b. Each component a ij of A ∈ A is defined as follows:
Therefore
as desired.
L-localized solvability
As we mentioned in the introduction section that we will develop the L-localized solvability conditions for an interval max-separable linear system, first let us start this section with the series of definitions needed to define an L-localized 
Please 
To see how an L-localized solution could be useful in real-world applications, let us adjust a discrete event of a small railway system in [13] as an interval system of linear equations in Example 3.4. Example 3.4. Imagine the morning rush hours in a big city metropolitan area, where everyone knows how bad the traffic is. Let us consider a small example of a city bus commuting system between two areas S 1 and S 2 by assuming that there are bus stations located at the center of these two areas with the walking distances from the stations to other places (within the same area), so that we can ignore the walking time, for simplicity. There are four bus routes connecting S 1 and S 2 as follows:
• Route 1: bus No. 1 transits from S 1 to S 2 .
• Route 2: bus No. 2 transits from S 2 to S 1 .
• Route 3: bus No. 3 transits from S 1 to S 2 , then returns back to S 1 .
• Route 4: bus No. 4 transits from S 2 to S 1 , then returns back to S 2 .
Because of the traffic jam, the commuting time through each bus route could be uncertain. We define an interval range [a ij , a ij ] to indicate the range of the amount of transit time plus the passengers boarding/leaving time of a bus route from the origin bus station in S j to the destination station in S i . Note that the origin and destination stations of Route 3 (and 4) are the same (see Fig. 1 ).
Suppose further that there are two companies located in areas S 1 and S 2 . Each company allows two slots of working time: 9:00 am-6:00 pm and 10:00 am-7:00 pm. Hence, the employees of these two companies could start working at 9:00 am or 10:00 am. It means that if the buses they caught arrive at the destinations (their located companies) after 9:00 am, then they will start their work at 10:00 am. Let the variable x 1 be the departure time that both buses of Routes 1 and 3 leave the station in S 1 and x 2 be the departure time that both buses of Routes 2 and 4 leave the station in S 2 . We will explain that (x 1 , x 2 ) could be represented as an L-localized solution to the interval linear system (9) with max-plus algebra as follows:  .
As explained in [13] , if the amount of transit time, a ij , and the starting time for work, b i , are fixed, then the time at which both buses have already arrived at the station in area S i equals max{a i1 + x 1 , a i2 + x 2 } and it should be less than or equal to b i , in general. For the bus commuting system as in (9), it would be common to have several bus departure times, so that the bus will arrive at its destination before 9:00 am or sometime before 10:00 am. Hence, (x 1 , x 2 ) satisfies an L-localized solution of (9).
The development for L-localized solvability conditions of A ⊗ x = b are presented in the series of the proved statements below where the operation for A ⊗ x could be either max-plus or max-min algebra, for the rest of this paper.
Theorem 3.5. A vector x ∈ B(n) is an L-localized solution of A ⊗ x = b if and only if
A ⊗ x ∈ b. Therefore 
e., A 1 = A, which is a contradiction. Hence A ∈ A\A 1 and (10) holds. as a function of variables a i1 ∈ [a i1 , a i1 ], a i2 ∈ [a i2 , a i2 ], . . . , a in ∈ [a in , a in ] . This is an isotone continuous function and the image of the
Conversely, assume that x satisfies
. . .
However, it is generally not true in standard interval matrix multiplication since the sign of A, A and x may cause [Ax, Ax] .
From the definition of '≤ st ', we obtain the fact that Systems (10) and (11) are equivalent to
Let us now introduce the following corollary. 
Corollary 3.6. The set of all L-localized solutions of
where the second line of the equivalence above is obtained from x * (A, b) and x * (A, b) are the maximum vector solutions of A ⊗ x ≤ b and A ⊗ x ≤ b, respectively. This completes the proof of the theorem.
Next, we further simplify the set of all L-localized solutions
For the max-plus algebra, A ⊗ x ≥ b is equivalent to the following inequalities:
Let P i be an index set defined for each i ∈ M as follows:
By (12), we have
where the last line of the simplification above follows from max i∈M {b i − a ik i :
Therefore we proved a closed form for the set of all L-localized solutions of A ⊗ x = b as stated in the following theorem. 
For the max-min algebra, A ⊗ x ≥ b is equivalent to the following inequalities:
Let S i be an index set defined for each i ∈ M as follows:
From (12), we have
Therefore, a closed form of the set of all L-localized solutions of A ⊗ x = b is stated in the following theorem. 
We provide some examples to demonstrate the use of statement developed in this section. T ≥ b, the given interval system is L-localized solvable. Furthermore, we obtain the sets P 1 , P 2 and P 3 as follows: P 1 = {1, 2, 3}, P 2 = {2, 3} and P 3 = {1}. From Theorem 3.8, the set of all L-localized solutions of A ⊗ x = b is represented as the union of the following |P 1 × P 2 × P 3 | = 6 interval vectors:
Therefore, the union of all vectors in (13) becomes
To evaluate the left bounds of vectors in (13) , the left bound of the first vector is obtained by considering element  .
We compute x * (A, b) = (2, 5, 2)
T , the given interval system is not L-localized solvable.
R-localized solvability
We shall present another type of solutions, an R-localized solution, and demonstrate a small example for its use. Theorems are studied in the same fashion as in the previous section. 
Example 4.2.
A new product is produced by two plants P 1 and P 2 . There are two customers C 1 and C 2 purchasing this product.
We define an interval [a ij , a ij ] to indicate the range of the price that P i offers to C j (see Fig. 2 ).
Suppose that [90, 100] is an interval acceptable selling price (dollars) for both P 1 and P 2 . The plant managers certainly accept if customers provide the price greater than $100. Let the variables x 1 and x 2 be the purchasing power of C 1 and C 2 , respectively. We realize that (x 1 , x 2 ) could be represented as an R-localized solution to the interval linear system (14)  .
As explained in [14] , if the amount of offering price, a ij , and acceptable selling price, b i , are fixed, then the sale can be realized for a price of min{a ij , x j }. Since P i wants to sell the product for the maximal price, the price for which the product is sold is equal to max{min{a i1 , x 1 }, min{a i2 , x 2 }} and it should be greater than or equal to b i , in general. For the product trading system as in (14) , it would be common to have m producers and n customers. Proof. The proof is similar to Theorem 3.5. 
