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DUALITY OF ANDERSON t-MOTIVES
A. Grishkov, D. Logachev1
Abstract. Let M be a t-motive. We introduce the notion of duality for M . Main
results of the paper (we consider uniformizable M over Fq[T ] of rank r, dimension n,
whose nilpotent operator N is 0):
1. Algebraic duality implies analytic duality (Theorem 5). Explicitly, this means
that the lattice of the dual of M is the dual of the lattice of M , i.e. the transposed
of a Siegel matrix of M is a Siegel matrix of the dual of M .
2. Let n = r − 1. There is a 1 – 1 correspondence between pure t-motives (all
they are uniformizable), and lattices of rank r in Cn
∞
having dual (Corollary 8.4).
3. Pure t-motives have duals which are pure t-motives as well (Theorem 10.3).
4. Some explicit results are proved for M having complete multiplication. The
CM-type of the dual of M is the complement of the CM-type of M . Moreover, for
M having multiplication by a division algebra there exists a simple formula for the
CM-type of the dual of M (Section 12).
5. We construct a class of non-pure t-motives (t-motives having the completely
non-pure row echelon form) for which duals are explicitly calculated (Theorem 11.5).
This is the first step of the problem of description of all t-motives having duals.
6. If M has good ordinary reduction then the kernels of reduction maps on groups
of torsion points for M and its dual are complementary with respect to a natural
pairing (proof is given for a particular case, Conjecture 13.4.1).
0. Introduction.
t-motives are the function field analogs of abelian varieties (more exactly, of
abelian varieties with multiplication by an imaginary quadratic field, see [L09]).
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Main references for t-motives are [A], [G]. Nevertheless, function field analogs of
some basic results in the theory of abelian varieties are not known yet.
The present paper contains an analog of such result. Namely, we introduce the
notion of duality for a t-motiveM (this is not the duality in a Tannakian category!),
and we prove some properties of this notion, see the abstract. Particularly, if M
is uniformizable and has dual then the lattice of the dual of M is the dual of the
lattice of M (Theorem 5)2. An immediate corollary of the above theorem and the
result of Drinfeld on 1 – 1 correspondence between Drinfeld modules and lattices
in C∞ (here C∞ is the function field analog of C) is Corollary 8.4: there is a 1 – 1
correspondence between pure t-motives of dimension r− 1 and rank r, and lattices
of rank r in Cr−1∞ having dual (not all such lattices have dual).
Let us give more details on the contents of the paper. For simplicity, most
results are proved for t-motives over the ring A = Fq[T ], and we consider, with
few exceptions, only the case N = 0. The main definition of duality of t-motives
(definition 1.8 — case A = Fq[T ] and definition 1.13 — general case) is given in
Section 1.3 Lemma 1.10 gives the explicit matrix form of the definition of duality
of t-motives. Since Taguchi in [T] gave a definition of dual to a Drinfeld module,
we prove in Proposition 1.12.3 that the definition of the present paper is equivalent
to the original definition of Taguchi. Section 1.14 contains a definition of duality
for abelian τ -sheaves ([BH], Definition 2.1), but we do not develop this subject.
Section 2 contains the definition of the dual lattice. Section 3 contains explicit
formulas for the dual lattice. Section 5 contains the statement and the proof of
the main theorem 5 — coincidence of algebraic and analytic duality for the case
A = Fq[T ] (section 4 contains the statement of the corresponding conjecture for
the case of general A). Section 6 contains the theorem 6 describing the lattice of
the tensor product of two t-motives (case N = 0; the proof for the general case
was obtained, but not published, by Anderson). Section 7 contains the notion
of self-dual t-motives and polarization form on them. Some examples are given.
We discuss in Section 8 the problem of correspondence between uniformizable t-
motives and lattices. Section 9 gives the statement of the main result for the case
N 6= 0 without proof and a reformulation of the theorem 5 in terms of Hodge-Pink
structures of constant weight.
Further on, we prove in Section 10 that pure t-motives have duals which are pure
t-motives as well, and some related results (a proof that the dual of an abelian τ -
sheaf is also an abelian τ -sheaf can be obtained using ideas of Section 10). In Section
11 we consider t-motives having the completely non-pure row echelon form, and we
give an explicit formula for their duals. In Section 12 we consider t-motives with
complete multiplication, and we give for them a very simple version of the proof of
the first part of the main theorem. Section 13 contains some explicit formulas for
t-motives of complete multiplication. In 13.1 we describe the dual lattice, in 13.2
we show that the results of Section 12 are compatible with (the first form of) the
main theorem of complete multiplication. Section 13.3 contains an explicit proof
of the main theorem for t-motives with complete multiplication by two types of
simplest fields. Section 13.4 gives us an application of the notion of duality to the
reduction of t-motives (subject in development, see [L]).
2Here this result is proved for M having the associated nilpotent operator N (see (1.9.2)) equal
to 0. The same result for M having N 6= 0 is proved in [GL18].
3A version of the definition of duality is obtained independently in [Tae], 2.2.
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Notations.
q is a power of a prime p;
Case of M over Fq[T ]:
Z∞ := Fq[θ], R∞ := Fq((1/θ)), C∞ is the completion of its algebraic closure
(Z∞, R∞, C∞ are the function field analogs of Z, R, C respectively);
A := Fq[T ], K := Fq((1/T ));
ι : A → C∞ (ι(T ) = θ) is the standard map of generic characteristic (with one
exception (1.16), we shall not consider the case of finite characteristic); we extend
ι to K, and we have Z∞ = ι(A) ⊂ C∞, R∞ = ι(K) ⊂ C∞.
C (resp. C2) is the Carlitz module over A = Fq[T ] (resp. over Fq2 [T ]).
Case of M over an extension of Fq[T ]:
Q∞ is a finite separable extension of Fq(θ);
∞ is a fixed valuation of Q∞ over the infinity of Fq(θ);
Z∞ ⊂ Q∞ is the subring of elements which are regular outside ∞;
R∞ is the completion of Q∞ at infinity, and C∞ — the completion of its algebraic
closure — is the same as of the case of M over Fq[T ].
A ⊃ Fq[T ], K ⊃ Fq((1/T )) are defined by the condition that ι : A → Z∞,
ι : K→ R∞ are isomorphisms.
AC := A ⊗
Fq
C∞ (i.e. AC = C∞[T ] for the case of M over Fq[T ]).
C is a Drinfeld module of rank 1 over A.
If P =
∑
aiT
i
∑
biT i
∈ C∞(T ) then P (k) :=
∑
aq
k
i T
i
∑
bq
k
i T
i
. For x ∈ AC , x = a ⊗ z, a ∈ A,
z ∈ C∞ we let x
(k) := a⊗ zq
k
.
Mr is the set of r×r matrices. If C = {cij} is a matrix with entries cij ∈ C∞(T )
then C(k) := {c
(k)
ij }, C
t is the transposed of C, C(k) −1 = (C(k))−1, Ct−1 = (Ct)−1.
If M is an AC-module, we define M
(1) as the tensor product M ⊗AC ,∗(1) AC
with respect to the map ∗(1) : AC → AC (this notation is concordant in the obvious
sense with the above notation C(1)).
For a t-motiveM we denote by E = E(M) the corresponding t-module (see [G],
Theorem 5.4.11; Goss uses the inverse functor E 7→M =M(E)).
Lie(M) is Lie(E(M)) ([G], 5.4).
Ik is the unit matrix of size k.
Throughout the whole paper the word ”canonical” will mean ”canonical up to
multiplication by elements of F∗q”.
1. Definitions.
If otherwise is not explicitly stated, throughout the whole paper we consider the
case of t-motivesM over the ringA = Fq[T ] such that N = N(M) = 0. Exceptions:
case of arbitrary A is treated in Sections 1.13, 1.14, 2, 4, 5.2. Case of arbitrary N is
treated in Sections 1, 10 and in statements of some results of Anderson in Sections
5, 6.
In the present section we consider M such that N(M) is arbitary.
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Let C∞[T, τ ] be the Anderson ring, i.e. the ring of non-commutative polynomials
satisfying the following relations (here a ∈ C∞):
Ta = aT, Tτ = τT, τa = aqτ (1.1)
We need also an extension of C∞[T, τ ] — the ring C∞(T )[τ ] which is the ring of
non-commutative polynomials in τ over the field of rational functions C∞(T ) with
the same relations (1.1). For a left C∞[T, τ ]-module M we denote by MC∞[T ] the
sameM treated as a C∞[T ]-module with respect to the natural inclusion C∞[T ] →֒
C∞[T, τ ]. Analogously, we define MC∞[τ ]; we shall use similar notations also for
the left C∞(T )[τ ]-modules.
Obviously we have:
(1.2) For C ∈Mr(C∞(T )) operations C
t, C−1 and C(i) commute.
Definition 1.3. ([G], 5.4.2, 5.4.12, 5.4.10). A t-motive M is a left C∞[T, τ ]-
module which is free and finitely generated as both C∞[T ]-, C∞[τ ]-module and
such that
∃m = m(M) such that (T − θ)mM/τM = 0 (1.3.1)
Remark. The above object is called ”abelian t-motive” (resp. ”t-motive”) in
[G] (resp. [A]), while the name ”t-motive” is used in [G] for a more general object
([G], Definition 5.4.2). Since we shall not use objects defined in [G], 5.4.2, I prefer
to use a shorter name for the above M .
t-motives are main objects of the present paper. If we affirm that an object
exists this means that it exists as a t-motive if otherwise is not stated. We denote
dimension of M over C∞[τ ] (resp. C∞[T ]) by n (resp. r), these numbers are called
dimension and rank of M . Morphisms of abelian t-motives are morphisms of left
C∞[T, τ ]-modules.
To define a left C∞[T, τ ]-moduleM is the same as to define a left C∞[T ]-module
MC∞[T ] endowed by an action of τ satisfying τ(Pm) = P
(1)τ(m), P ∈ C∞[T ].
In this situation we can also treate τ as a C∞[T ]-linear map M
(1) → M . This
interpretation is necessary if we consider the general case A ⊃ Fq[T ].
We need two categories which are larger than the category of abelian t-motives.
Definition 1.4. A pre´-t-motive is a left C∞[T, τ ]-module which is free and
finitely generated as C∞[T ]-module, and satisfies (1.3.1).
Definition 1.5. A rational pre´-t-motive is a left C∞(T )[τ ]-module which is free
and finitely generated as C∞(T )-module.
Remark 1.6. An analog of (1.3.1) does not exist for them.
There is an obvious functor from the category of t-motives to the category of
pre´-t-motives which is fully faithful, and an obvious functor from the category of
pre´-t-motives to the category of rational pre´-t-motives. We denote these functors
by i1, i2 respectively. It is easy to see (Remark 10.2.3) that if M is a pre´-t-motive
then the action of τ on i2(M) is invertible.
Let M1, M2 be rational pre´-t-motives such that the action of τ on (M1)C∞(T ) is
invertible.
Definition 1.7. (1) Hom(M1,M2) is a rational pre´-t-motive such that
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Hom(M1,M2)C∞(T ) = HomC∞(T )((M1)C∞(T ), (M2)C∞(T ))
and the action of τ is defined by the usual manner: for ϕ :M1 →M2, m ∈M1
(τϕ)(m) = τ(ϕ(τ−1(m)))
(2) Let M1, M2 be t-motives. Their tensor product is defined by M1⊗C∞[T ]M2
where the action of τ is given by τ(m1 ⊗ m2) = τ(m1) ⊗ τ(m2). It is known
(Anderson; see also [G]) thatM1⊗M2 is really a t-motive of rank r1r2, of dimension
n1r2 + n2r1. M1 ⊗M2 has N 6= 0 even if M1, M2 have N = 0.
The Carlitz module C is the Anderson t-motive with r = n = 1, it is unique over
C∞ (see, for example, [G], 3.3). The µ-th tensor power of C is denoted by C
⊗µ. Its
rank r is 1 and its dimension is µ.
Definition 1.8. Let M be a t-motive and µ a positive number. A t-motive
M ′ = M ′
µ
is called the µ-dual of M (dual if µ = 1) if M ′ = Hom(M,C⊗µ) as a
rational pre´-t-motive, i.e.
i2 ◦ i1(M
′) = Hom(i2 ◦ i1(M),C
⊗µ) (1.8.1)
Remark. This definition generalizes the original one of Taguchi ([T], Section
5), see 1.12 below. A similar definition is in [F].
1.9. We shall need the explicit matrix description of the above objects. Let
e∗ = (e1, ..., en)
t be the vector column of elements of a basis of M over C∞[τ ].
There exists a matrix A ∈Mn(C∞[τ ]) such that
Te∗ = Ae∗, A =
l∑
i=0
Aiτ
i where Ai ∈Mn(C∞) (1.9.1)
Condition (1.3.1) is equivalent to the condition
A0 = θIn +N (1.9.2)
where N is a nilpotent matrix, and the condition m(M) = 1 is equivalent to the
condition N = 0.
Let f∗ = (f1, ..., fr)
t be the vector column of elements of a basis of M over
C∞[T ]. There exists a matrix Q = Q(f∗) ∈Mr(C∞[T ]) such that
τf∗ = Qf∗ (1.9.3)
Lemma 1.10. Let M be as above. A t-motive M ′ is the µ-dual of M iff there
exists a basis f ′∗ = (f
′
1, ..., f
′
r)
t of M ′ over C∞[T ] such that its matrix Q
′ = Q(f ′∗)
satisfies
Q′ = (T − θ)µQt−1 (1.10.1)
Proof. The matrix Q of C⊗µ is (T − θ)µ. This implies the formula. 
1.10.2. For further applications we shall need the following lemma. The above
f∗, f
′
∗ are the dual bases (i.e. if we consider f
′
i as elements of Hom(M,C) then
5
f ′i(fj) = δ
i
jf, where f is canonically defined by the condition that it generates
CC∞[T ] and satisfies τ f = (T − θ)f). Let γ be an endomorphism of M and D its
matrix in the basis f∗ (i.e. γ(f∗) = Df∗). Let γ
′ be the dual endomorphism.
Lemma 1.10.3. The matrix of γ′ in the basis f ′∗ is D
t. 
Remark 1.11.1. For anyM having dual there exists a canonical homomorphism
δ : C → M ⊗M ′. This is a well-known theorem of linear algebra. Really, in the
above notations we have f 7→
∑
i fi×f
′
i . It is obvious that δ is well-defined, canonical
and compatible with the action of τ .
Remark 1.11.2. The µ-dual of M — if it exists — is unique, i.e. does not
depend on base change. This follows immediately from Definition 1.8, but can be
deduced easily from 1.10.1. Really, let g∗ = (g1, ..., gr)
t be another basis of M over
C∞[T ] and C ∈ GLr(C∞[T ]) the matrix of base change (i.e. g∗ = Cf∗). Then
Q(g∗) = C
(1)QC−1. Let g′∗ = (g
′
1, ..., g
′
r)
t be a basis of M ′ over C∞[T ] satisfying
g′∗ = C
t−1f ′∗. Elementary calculation shows that matrices Q(g∗), Q(g
′
∗) satisfy
(1.10.1).
Remark 1.11.3. The operationM 7→M ′µ is obviously contravariant functorial.
It is an exercise to the reader to give an exact definition of the corresponding
category such that the functor of duality is defined on it, and is involutive (recall
that not all t-motives have duals, and the dual of a map of t-motives is a priori a
map of rational pre´-t-motives).
1.12. The original definition of duality ([T], Definition 4.1; Theorem 5.1) from
the first sight seems to be more restrictive than the definition 1.8 of the present
paper, but really they are equivalent. We recall some notations and definitions of [T]
in a slightly less general setting (rough statements; see [T] for the exact statements).
Let G be a finite affine group scheme over C∞, i.e. G = Spec R where R is a finite-
dimensional C∞-algebra. Let µ : R → R ⊗ R be the comultiplication of R. Such
group G is called a finite v-module ([T], Definition 3.1) if there is a homomorphism
ψ : A→ Endgr. sch.(G) satisfying some natural conditions (for example, an analog
of 1.3.1). Further, let EG be a C∞-subspace of R defined as follows:
EG = {x ∈ R | µ(x) = x⊗ 1 + 1⊗ x}
The map x 7→ xq is a C∞-linear map fr : E
(1)
G → EG. Further, the map ψ(T ) : G→
G can be defined on EG. Let v : EG → E
(1)
G be a map satisfying fr ◦ v = ψ(T )− θ.
We consider two finite v-modules G, H, the above objects fr, v etc. will carry
the respective subscript. Let * be the dual in the meaning of linear algebra.
Definition 1.12.1 ([T], 4.1). Two finite v-modules G, H are called dual if there
exists an isomorphism α : E∗H → EG such that if we denote by v : EG → E
(1)
G a map
which enters in the commutative diagram
E∗H
fr∗H−→ E
∗(1)
H
α ↓ α(1) ↓
EG
v
−→ E
(1)
G
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then we have:
frG ◦ v = ψG(T )− θ (1.12.2)
i.e. v = vG.
Let M be a t-motive having m(M) = 1, E = E(M) the corresponding t-module
and a ∈ A. We denote Ea — the set of a-torsion elements of E — by Ma. It is a
finite v-module.
Proposition 1.12.3. Let M , M ′ be t-motives which are dual in the meaning
of Definition 1.8. Then ∀a ∈ A, a 6= 0 we have: Ma, M ′a are dual in the meaning
of 1.12.1 = [T], Definition 4.1.
Proof. Condition a ∈ Fq[T ] implies that multiplication by τ is well-defined on
M/aM .
Lemma 1.12.3.1. We have canonical isomorphisms i : M/aM → EMa , i
(1) :
M/aM → E
(1)
Ma
such that the following diagrams are commutative:
M/aM
τ
−→ M/aM M/aM
T
−→ M/aM
i(1) ↓ i ↓ i ↓ i ↓
E (1)Ma
fr
−→ EMa EMa
ψT−→ EMa
Proof. Let R be a ring such that Spec R =Ma. The pairing between M and E
shows that there exists a mapM → R which is obviously factorized via an inclusion
M/aM → R. It is easy to see that the image of this inclusion is contained in EMa ,
i.e. we get i. Since dimC∞(M/aM) = deg a · r(M) and dimC∞(R) = q
deg a·r(M)
we get from [T], Definition 1.3 that i is an isomorphism. Other statements of the
lemma are obvious. 
This lemma means that we can rewrite Definition 1.12.1 for the case G = Ma,
H = Na by the following way:
4
1.12.3.2. Two finite v-modules Ma, Na are dual if there exists an isomorphism
α : (N/aN)∗ → M/aM such that after identification via α of τ∗ : (N/aN)∗ →
(N/aN)∗ with a map v :M/aM →M/aM we have on M/aM :
τ ◦ v = t− θ (1.12.3.3)
We need a
Lemma 1.12.3.4. For i = 1, 2 let Ni be a free C∞[T ]-module of dimension
r with a base fi∗ = (fi1, ..., fir), let ϕi : Ni → Ni be C∞[T ]-linear maps having
matrices Qi in fi∗ such that Q2 = Q
t
1, and let a be as above. Let, further, ϕi,a :
Ni/aNi → Ni/aNi be the natural quotient of ϕi. Then there exist C∞-bases f˜i∗ of
Ni/aNi such that the matrix of ϕ1,a in the base f˜1∗ is transposed to the matrix of
ϕ2,a in the base f˜2∗.
4Here and below a t-motive N should not be confused with N of 1.9.2.
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Proof. We can identify elements ofN2 with C∞[T ]-linear forms onN1 (notation:
for x ∈ N2 the corresponding form is denoted by χx) such that χϕ2(x) = χx ◦ ϕ1.
Any C∞[T ]-linear form χ on Ni defines a C∞[T ]/aC∞[T ]-linear form on Ni/aNi
which is denoted by χa. Let now x ∈ N2/aN2, x¯ its lift on N2, then χx,a = (χx¯)a
is a well-defined C∞[T ]/aC∞[T ]-linear form on N1/aN1. For x ∈ N2/aN2 we have
χϕ2,a(x),a = χx,a ◦ ϕ1,a
Further, let λ : C∞[T ]→ C∞ be a C∞-linear map such that
1.12.3.5. Its kernel does not contain any non-zero ideal of C∞[T ]/aC∞[T ].
(such λ obviously exist.) For x ∈ N2/aN2 we denote λ ◦ χx,a by ψx, it is a C∞-
linear form on C∞-vector space N1/aN1. Obviously condition (1.12.3.5) implies
that the map x 7→ ψx is an isomorphism from N2/aN2 to the space of C∞-linear
forms on C∞-vector space N1/aN1, and we have
ψϕ2,a(x) = ψx ◦ ϕ1,a
which is equivalent to the statement of the lemma. 
Finally, the proposition follows immediately from this lemma multiplied by T−θ,
formula 1.10.1 and 1.12.3.2. 
Remark. Let a =
∑k
i=0 giT
i, gi ∈ Fq, gk = 1. Taguchi ([T], proof of 5.1 (iv))
uses the following λ: λ(T j) = 0 for j < k− 1, λ(T k−1) = 1. It is easy to check that
for x = (T i+T i−1gk−1+T
i−2gk−2+...+gk−i)f2j for this λ we have: ψx(T
if1j) = 1,
ψx(T
i′f1j′) = 0 for other i
′, j′.
1.13. We consider in Sections 1.13, 1.14 the case of arbitrary A ⊃ Fq[T ].
A t-motive over A is defined for example in [BH], p.1. Let us reproduce this
definition for the case of characteristic 0. Let J be an ideal of AC generated by the
elements a ⊗ 1− 1 ⊗ ι(a) for all a ∈ A. The ring AC [τ ] is defined by the formula
τ · (a⊗ z) = (a⊗ zq) · τ , a ∈ A, z ∈ C∞.
Definition 1.13.1. A t-motive M over A is a pair (M, τ) where M is a locally
free AC-module and τ is an AC-linear map M
(1) → M satisfying the following
analog of 1.3.1, 1.9.2:
∃m such that Jm(M/τ(M (1))) = 0 (1.13.2)
Remark 1.13.3. We can consider M as an AC [τ ]-module using the following
formula for the product τ ·m:
τ ·m = τ(m⊗ 1)
where m ∈M , m⊗ 1 ∈M (1).
The rank ofM as a locally freeAC-module is called the rank of the corresponding
t-motive (M, τ). If A = Fq[T ] then M
(1) is isomorphic toM , we can consider M as
a C∞[T, τ ]-module, and it is possible to show that in this case 1.13.2 implies that
MC∞[τ ] is a free C∞[τ ]-module. In the general case, the dimension n of (M, τ) is
defined as dimC∞(M/τ(M
(1))).
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Let us fix C = (C, τC) — a t-motive of rank 1 over A. For a t-motive M =
(M, τM) a t-motive M
′
C — the C-dual of M — is defined as follows. We put
M ′C = HomAC (M,C). Since for any locally free AC-modules M1, M2 we have
HomAC (M1,M2)
(1) = HomAC (M
(1)
1 ,M
(1)
2 )
we can define τ(M ′C) by the following formula:
For ϕ ∈ HomAC (M,C)
(1) we have τ(M ′C)(ϕ) = τC ◦ ϕ ◦ τ
−1
M
1.14. Duality for abelian τ -sheaves. We use notations of [BH], Definition 2.1
if they do not differ from the notations of the present paper; otherwise we continue
to use notations of the present paper (for example, d (resp. σ∗(X) for any object
X) of [BH] is n (resp. X(1)) of the present paper). For any abelian τ -sheaf F we
denote its Πi, τi by Πi(F), τi(F) respectively. If M , N are invertible sheaves on
X and ρ : M → N a rational map then we denote by ρinv : N → M the rational
map which is inverse to ρ with respect to the composition. We define τr,i−1(F)
(the rational τi) as the composition map τi−1(F) ◦Π
(1)
i−1
inv
(F), it is a rational map
from F
(1)
i to Fi.
Let O be a fixed abelian τ -sheaf having r = n = 1. The O-dual abelian τ -sheaf
F ′ = F ′O is defined by the formulas
F ′0 = HomX(F0,O0)
where Hom is the sheaf’s one, and the map τr,−1(F
′) : F ′0
(1) → F ′0 is defined as
follows. We have F ′0
(1)
= HomX(F0
(1),O0
(1)). Let γ ∈ HomX(F0
(1),O0
(1))(U)
where U is a sufficiently small affine subset of XC∞ , such that γ : F0
(1)(U) →
O0
(1)(U).
1.14.1. We define: [[τr,−1(F
′)](U)](γ) is the following composition map:
F0(U)
[τ inv
r,−1(F)](U)
−→ F (1)0 (U)
γ
→ O(1)0 (U)
[τr,−1(O)](U)
−→ O0(U) ∈ HomX(F0,O0)(U)
Clearly that this definition and the definitions 1.8, 1.13 are compatible with
the forgetting functor M(F) from abelian τ -sheaves to pure Anderson t-motives of
[BH], Section 3, page 8.
1.15. Duality over fields. Let L ⊃ Fq(θ) be a field extension of Fq(θ), and M
a t-motive over L (i.e. a pair (M , an L-structure on M)). Obviously we have
Proposition 1.15.1. The notion of duality for M over L is well-defined. 
Similarly, we have a proposition for Galois action:
Proposition 1.15.2. Let M be defined over Fq(θ) and γ ∈ Gal (Fq(θ)). Then
(γ(M))′ = γ(M ′). 
1.16. Case of finite characteristic. Let ι : A → F¯q be a map of finite
characteristic, we denote Ker ι by P. The definition of t-motive for this case is
similar to 1.3, see [G] for the details. The definition of duality also is similar to
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the one of the case of generic characteristic. Duality commutes with reduction.
Namely, letM be from 1.15, P a prime of L not over the infinity of Fq(θ), P ⊂ A is
ι−1(P ∩ Fq[θ]) — the finite characteristic. We consider the case of good reduction
of M at P, we denote it by M˜ . It is a t-motive in characteristic P. Let M have
dual M ′.
Proposition 1.16.1. M˜ has dual iff M ′ has good reduction at P; in this case
they coincide. 
Remark 1.16.2. Apparently if M has good reduction and dual, then M ′ also
has good reduction (in this case 1.16.1 means that M ′ exists implies (M˜)′ exists).
For standard-3 t-motives (this is a simple tipe of t-motives, see 11.8.1) apparently
this can be shown by explicit calculations.
Remark 1.16.3. Clearly 1.16.1 is true for the case of bad reductions. I do not
give exact definitions for this case.
1.16.4. Ordinarity. Let M be of finite characteristic. By analogy with the
number field case,M is called ordinary if its Newton polygon consists of 2 segments.
If N = 0 then the Newton polygon of M ′ is the dual of the one of M (the notion of
duality of polygons is clear; apparently the condition N = 0 can be omitted). So,
we have
Proposition 1.16.5. M is ordinary ⇐⇒ M ′ is ordinary. 
See 13.4.1 for a more exact result.
2. Analytic duality.
We consider in the present section the case of arbitrary A ⊃ Fq[T ] (and N = 0
as usually).
ConditionN = 0 implies that an element a ∈ A acts on Lie(M) by multiplication
by ι(a). Hence, we have a
Definition 2.1. Let V be the space Cn∞. A locally free r-dimensional Z∞-
submodule L of V is called a lattice if
(a) L generates V as a C∞-module and
(b) The R∞-linear span of L has dimension r over R∞.
Numbers n, r are called the dimension and the rank of L respectively. Attached
to (L, V ) is the tautological inclusion ϕ = ϕ(L, V ) : L→ V . We shall consider the
category of triples (ϕ, L, V ); a map ψ : (ϕ, L, V ) → (ϕ1, L1, V1) is a pair (ψL, ψV )
where ψL : L→ L1 is a Z∞-linear map, ψV : V → V1 is a C∞-linear map such that
ϕ1 ◦ ψL = ψV ◦ ϕ.
Inclusion ϕ can be extended to a map L ⊗
Z∞
C∞ → V (which is surjective by
2.1a), we denote it by ϕ = ϕ(L, V ) as well. We can also attach to (L, V ) an exact
sequence
0→ Ker ϕ→ L ⊗
Z∞
C∞
ϕ
→ V → 0 (2.2)
Let I ∈ Cl(A) be a class of ideals; we shall use the same notation I to denote
a representative in the ι-image of this class. Let (ϕ′, L′, V ′) be another lattice and
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D a structure of a perfect I-pairing < ∗, ∗ >D between L and L
′. Let us fix an
isomorphism
α : I ⊗
Z∞
C∞ → C∞ (2.2′)
D extends via α to a perfect C∞-pairing between L ⊗
Z∞
C∞ and L
′ ⊗
Z∞
C∞, we denote
this pairing by Dα,∞.
Definition 2.3. Two lattices (ϕ, L, V ) and (ϕ′, L′, V ′) are called (α, I)-dual if
there exists a perfect I-pairing D between L and L′ such that Ker ϕ ⊂ L ⊗
Z∞
C∞,
Ker ϕ′ ⊂ L′ ⊗
Z∞
C∞ are mutually orthogonal with respect to Dα,∞.
Let (n, r), (n′, r′) be the dimension and rank of (ϕ, L, V ) and (ϕ′, L′, V ′) re-
spectively. If they are (α, I)-dual then r′ = r, n′ = r − n. There exists the
following reformulation of the definition of duality. Dα,∞ induces an isomorphism
γα,D : (L ⊗
Z∞
C∞)
∗ → L′ ⊗
Z∞
C∞ (here and below for any object W we denote
W ∗ = HomC∞(W,C∞) ).
Property 2.4. (ϕ, L, V ) and (ϕ′, L′, V ′) are (α, I)-dual iff there exists an iso-
morphism from (Ker ϕ)∗ to V ′ making the following diagram commutative:
0 → V ∗
ϕ∗
→ (L ⊗
Z∞
C∞)
∗ → (Ker ϕ)∗ → 0
↓ γα,D ↓ ↓
0 → Ker ϕ′ → L′ ⊗
Z∞
C∞
ϕ′
→ V ′ → 0
(2.5)
Further, this property is equivalent to the following two conditions:
2.6. dimV ′ = r − n;
2.7. The composition map ϕ′ ◦ γD ◦ ϕ∗ : V ∗ → V ′ is 0.
Both 2.4 and (2.6, 2.7) are obvious.
Remark 2.8. It is easy to see that the functor (ϕ, L, V ) 7→ (ϕ′, L′, V ′) is well-
defined on a subcategory (not all lattices have duals, see below) of the category of
the triples (ϕ, L, V ), it is contravariant and involutive.
3. Explicit formulas for analytic duality.
Here we consider the case A = Fq[T ]. In this case Cl(A) = 0, and (α, I)-dual is
called simply dual. The coordinate description of the dual lattice is the following.
Let e1, ..., er be a Z∞-basis of L such that ϕ(e1), ..., ϕ(en) form a C∞-basis of V .
Like in the theory of abelian varieties, we denote by Z = (zij) the Siegel matrix
whose lines are coordinates of ϕ(en+1), ..., ϕ(er) in the basis ϕ(e1), ..., ϕ(en), more
exactly, the size of Z is (r − n)× n and
∀i = 1, ..., r− n ϕ(en+i) =
n∑
j=1
zijϕ(ej) (3.1)
Z defines L, we denote L by L(Z).
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Proposition 3.2. [L(Z)]′ = L(−Zt), i.e. a Siegel matrix of the dual lattice is
the minus transposed Siegel matrix.
Proof. Follows immediately from the definitions. Really, let f1, ..., fr be a basis
of L′, we define the pairing by the formula
< ei, fj >= δ
j
i (3.3)
and the map ϕ′ by the formula
∀i = 1, ..., n ϕ′(fi) =
r−n∑
j=1
−zjiϕ
′(fn+j)
(minus transposed Siegel matrix). Ker ϕ is generated by elements
vi = en+i −
n∑
j=1
zijej , i = 1, ..., r− n
and Ker ϕ′ is generated by elements
wi = fi +
r−n∑
j=1
zjifn+j , i = 1, ..., n (3.4)
It is sufficient to check that ∀i, j we have < vi, wj >= 0; this follows immediately
from 3.3. 
Remark 3.5. L′ exists not for all L. Trivial counterexample: case n = r = 1.
To get another counterexamples, we use that for n = 1 (lattices of Drinfeld modules)
a Siegel matrix is a column matrix Z = ( z1 ... zr−1 )
t
and
L(Z) is not a lattice ⇐⇒ 1, z1, ..., zr−1 are linearly dependent over R∞ (3.6)
while for n = r − 1 a Siegel matrix is a row matrix Z = (−z1 ... −zr−1 ) and
L(Z) is not a lattice ⇐⇒ ∀i zi ∈ R∞ (3.7)
Since condition (3.7) is strictly stronger than (3.6) we see that all lattices having
n = 1, r > 1 have duals while not all lattices having n = r − 1, r > 2 have duals.
It is clear that almost all matrices have duals. Here ”almost all” has the same
meaning that as ”Almost all matrices Z are a Siegel matrice of a lattice”, i.e. if we
choose an (infinite) basis of C∞/R∞, then coordinates of the entries of Z in this
basis must satisfy some polynomial relations in order that Z is not a Siegel matrice
of a lattice.
Remark 3.8. The coordinate proof of the theorem that the notion of the
dual lattice is well-defined, is the following. Two Siegel matrices Z, Z1 are called
equivalent iff there exists an isomorphism of their pairs (L(Z), V ), (L(Z1), V1).
Like in the classical theory of modular forms, Z, Z1 are equivalent iff there exists
a matrix γ ∈ GLr(Z∞) =
(
A B
C D
)
(A,B,C,D are the (n × n), (n × r − n),
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(r−n×n), (r−n× r−n)-blocks of γ respectively; we shall call this block structire
by the (n, r − n)-block structure) such that
C +DZ = Z1(A+BZ) (3.8.1)
Let A1, B1, C1, D1 be the (n, r − n)-block structure of the matrix γ−1. The
equality
−Ct1 +A
t
1Z
t = Z1
t(Dt1 −B
t
1Z
t) (3.8.2)
shows that if Z, Z1 are equivalent then −Z
t, −Zt1 are equivalent. [Proof of (3.8.2):
(3.8.1) implies Z1 = (C + DZ)(A + BZ)
−1; substituting this value of Z1 to the
transposed (3.8.2), we get −C1 + ZA1 = (D1 − ZB1)(C + DZ)(A + BZ)−1, or
(−C1+ZA1)(A+BZ) = (D1−ZB1)(C +DZ). This formula follows immediately
from
(
A1 B1
C1 D1
)(
A B
C D
)
=
(
In 0
0 Ir−n
)
].
Further, let α : (L1 ⊂ Cn∞) → (L2 ⊂ C
n
∞) be a map of lattices. If L
′
1, L
′
2
exist, then the map α′ : (L′2 ⊂ C
r−n
∞ ) → (L
′
1 ⊂ C
r−n
∞ ) is defined by the following
formulas. Let Zi be the Siegel matrices of Li in the bases ei1, ...eir of Li (i = 1, 2).
Let us consider the matrix M = (mij) ∈ Mr(Z∞) of α in the bases ei1, ..., eir (i.e.
α(e1i) =
∑
jmije2j). Let fi1, ..., fir be the dual base of L
′
i (see 3.3) and e
′
i1, ...e
′
ir
another base of L′i defined by
e′ij = fi,j+n, j + n mod r (3.8.3)
Formulas (3.8.3), (3.4) show that an analog of 3.1 is satisfied for both bases
e′i1, ..., e
′
ir, their Siegel matrices are −Z
t
i .
Let
M =
(
M11 M12
M21 M22
)
be the (n, r − n)-block structure of M. The matrix of α′ in the bases fi1, ..., fir is
Mt, and using the matrix 3.8.3 of change of base, we get that M′ — the matrix of
α′ in the bases e′i1, ..., e
′
ir — has the following (r − n, n)-block structure:
M′ =
(
Mt22 M
t
12
Mt21 M
t
11
)
(3.8.4)
The property that M comes from a C∞-linear map C
n
∞ → C
n
∞ implies that M
′
comes from a C∞-linear map C
r−n
∞ → C
r−n
∞ . This follows immediately from the
definition of dual lattice, or can be easily checked algebraically.
Remark 3.9. Taking γ =
(
1 0
0 −1
)
we get that Z is equivalent to −Z, hence
Z ′ is also a Siegel matrix of the dual lattice.
4. Main conjecture for arbitrary A.
The main result of the paper is the following Theorem 5 on coincidence of alge-
braic and analytic duality. We formulate it as a conjecture 4.1 for any A, but we
prove it only for the case A = Fq[T ]. Let M be a uniformizable t-motive. Its lat-
tice L(M) is really a lattice in the meaning of Definition 2.1, because [A], Corollary
3.3.6 (resp. [G], Lemma 5.9.12) means that it satisfies 2.1a (resp. 2.1b); recall that
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we consider the case N = 0, i.e. the action of T on Lie(M) is simply multiplication
by θ. Let us fix (like in 1.13) C = (C, τC) — a t-motive of rank 1 over A, and let
L(C) be its lattice. It is a Z∞-module. Ω = Ω(A) is an A-module, we consider a
Z∞-module ι
−1(Ω). There exists the notion of the L(C)⊗ ι−1(Ω)-duality.
Conjecture 4.1. Let M be a uniformizable t-motive having N = 0 such that
its C-dual M ′ exists. Then M ′ is uniformizable, it has N ′ := N(M ′) = 0, and
(L(M),Lie(M)) and (L(M ′),Lie(M ′)) are α, L(C) ⊗ ι−1(Ω)-dual for some α from
2.2′ (it can be explicitly described).
We give in Section 5 the first step of the proof of this conjecture.
5. Main theorem.
Recall that the word ”canonical” means ”canonical up to multiplication by ele-
ments of F∗q”.
Theorem 5.5 Let M be a uniformizable t-motive over A = Fq[T ] having N = 0
such that its dual M ′ exists and has N ′ := N(M ′) = 0. Then M ′ is uniformizable,
and (L(M),Lie(M)) and (L(M ′),Lie(M ′)) are dual.
Remark 5A. Condition N ′ = 0 holds for pure M (Theorem 10.3) and for a
large class of non-pure M (Theorem 11.5). Most likely, a modification of the end
of the proof of the present theorem will permit us to prove that N ′ = 0 holds for
all M having N = 0 and having dual.
Remark 5B. A reformulation of the theorem in terms of Hodge-Pink structures
is given in Section 9. Proof of the theorem for the case N 6= 0 is given in [GL18].
Corollary 5.1.1. If A = Fq[T ] then a Siegel matrix of M
′ is the minus trans-
posed of a Siegel matrix of M .
In the section 8 below we give a corollary of this theorem and some conjectures
related to the problem of 1 – 1 correspondence between t-motives and lattices.
5.1.2. Some definitions. Recall that E = E(M) is isomorphic to Cn∞. There
is a structure of A-module on E; multiplication by T is denoted by mT , and this
operator mT is defined in coordinates by the formula
mT (x) =
l∑
i=0
Aix
(i)
where x ∈ E = Cn∞ is a vector column, Ai are from 1.9.1. There is a map exp :
Lie(M)→ E making the following diagram commutative:
Lie(M)
Exp
→ E
θ ↓ mT ↓
Lie(M)
Exp
→ E
(5.1.3)
By definition, L(M) = Ker Exp.
5The proof of this theorem was inspired by a result of Anderson, see Section 6 for details.
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We need another space LieT (M) together with an isomorphism a : LieT (M) →
Lie(M) and a structure of A-module on LieT (M) such that the multiplication by
T on LieT (M) is simply the multiplication by θ on Lie(M), i.e.
a(Tx) = θ · (a(x)) (5.1.4)
where x ∈ LieT (M). Commutativity of 5.1.3 means that Exp ◦ a : LieT (M)→ E is
a map of A-modules.
5.1.5. We shall work merely with LT (M) := Ker (Exp ◦ a) ⊂ LieT (M) rather
than L(M). Clearly LT (M) is anA-module, a : LT (M)→ L(M) is an isomorphism
satisfying 5.1.4 for x ∈ LT (M).
The proof of Theorem 5 consists of two steps. We formulate and prove Step 1
for the case of arbitrary A.
Step 1. For the above M , M ′ we have:
(A) Uniformizability of M implies uniformizability of M ′.
(B) There exists a canonicalA-linear LT (C)⊗Ω-valued perfect pairing < ∗, ∗ >M
between LT (M) and LT (M
′) (by 5.1.5, this is the same as the Z∞-linear pairing
between L(M) and L(M ′), which, in its turn, isD of Definition 2.3). It is functorial.
Remark 5.1.6. Practically, (B) comes from [T], Theorem 4.3 (case A = Fq[T ]).
Really, to define a pairing between L(M) and L(M ′) it is sufficient to define (con-
cordant) pairings between L(M)/aL(M) and L(M ′)/aL(M ′) for any a ∈ A. Since
Ma := E(M)a = L(M)/aL(M) and because of Proposition 1.12.3 which affirms
that Ma and M
′
a are Taguchi-dual, we see that [T], Theorem 4.3 gives exactly the
desired pairing.
We give two versions of the proof of Step 1: the first one — for the general case
of arbitrary A and the second one — for the case A = Fq[T ] — is based on explicit
calculations, it is used for the proof of Step 2.
5.2. Proof: Step 1, Version 1. Here we consider the general case of arbitrary
A. Let Ω = Ω(A/Fq) be the module of differential forms; we can consider it as
an element of Cl(A). We use formulas and notations of [G], Section 5.9 modifying
them to the case of arbitrary A. For example, A (resp. K) of [G], 5.9.16 is A
(resp. K) of the present paper (recall that K¯ (resp. K¯[T, τ ]) of [G] is C∞ (resp.
AC [τ ], see 1.13) of the present paper). Hence, we denote K¯{T} of [G], Definition
5.9.10 by C∞{T}. For the general case it must be replaced by a ring Z0 defined by
the formula
Z0 := A ⊗
Fq[T ]
C∞{T} (5.2.1)
Z0 is a AC [τ ]-module, i.e. τ acts on Z0, and Z
τ
0 = A.
Z1 for the present case is defined by the same formula [G], 5.9.22. Explicitly,
Z1 := Hom
cont
A (K/A,C∞) (5.2.1a)
It is a locally free Z0-module of dimension 1 (the module structure is compatible
with the action of τ ; see [G], p. 168, lines 3 - 4 for the case A = Fq[T ]). We have:
Zτ1 is a Z
τ
0 -module ( = A-module) which is isomorphic to Ω(A) (see the last lines
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of the proof of [G], Corollary 5.9.35 for the case A = Fq[T ]), and Z1 is isomorphic
to Z0 ⊗A Ω(A).
We shall consider M as a AC [τ ]-module, like in 1.13.3. We denote M{T} :=
M ⊗
AC
Z0 ( = [G], Definition 5.9.11.1 for the caseA = Fq[T ]) andH
1(M) :=M{T}τ
like in [G], Definition 5.9.11.2. Analogous to [G], Corollary 5.9.25 we get that for
the present case
H1(M) := HomAC [τ ](M,Z1) = LT (M)
(H1(M) = H1(E) of [G], 5.9). Particularly, for M = C we have
LT (C) = HomAC [τ ](C, Z1)
Lemma 5.2.2. H1(M
′) = H1(M) ⊗
A
LT (C).
Proof. By definition, HomAC (M
′, Z1) = HomAC (HomAC (M,C), Z1). Fur-
ther,
HomAC (HomAC (M,C), Z1) = (M ⊗AC
Z0) ⊗
Z0
(HomAC (C, Z1)) (5.2.3)
(an equality of linear algebra). In order to show that we can consider τ -invariant
subspaces, we need the following objects. Let I be an ideal of A, M0 = IZ0. It
is clear that Mτ0 = I. Further, let M1 be a locally free Z0-module. We have a
formula:
(M0 ⊗
Z0
M1)
τ =Mτ0 ⊗
A
Mτ1 (5.2.4)
Really, M0 ⊗
Z0
M1 = IM1, and
(IM1)
τ = IMτ1 (5.2.5)
where this formula is true by the following reason. Obviously (IM1)
τ ⊃ IMτ1 . Let
J be an ideal of A such that IJ is a principal ideal. We have (IJ(J−1M1))τ =
IJ(J−1M1)τ and (IJ(J−1M1))τ ⊃ I(J(J−1M1))τ ⊃ IJ(J−1M1)τ , hence all
these objects are equal and we get 5.2.5 and hence 5.2.4.
The action of τ on both sides of 5.2.3 coincide. Considering τ -invariant elements
of both sides of 5.2.3 and taking into consideration 5.2.4 (M0 = HomAC (C, Z1)
and M1 =M ⊗
AC
Z0) we get the lemma. 
This lemma proves (A) of Step 1.
Lemma 5.2.6. Let Mi (i = 0, 1) be two locally free Z0-modules with τ -action
satisfying τ(cm) = τ(c)τ(m) (c ∈ Z0, m ∈Mi), and ψ :M0⊗Z0M1 → Z1 a perfect
pairing of Z0-modules with τ -action. Let, further, both Mi satisfy Mτi ⊗A Z0 =
Mi. Then the restriction of ψ to Mτ0 ⊗AM
τ
1 → Ω is a perfect pairing as well.
Proof. Let α : Mτ0 → Ω be an A-linear map. We prolonge it to a map
α¯ : M0 → Z1 by Z0-τ -linearity. By perfectness of ψ, there exists m1 ∈ M1 such
that α¯(m0) = ψ(m0 ⊗m1). It is easy to see that m1 is τ -invariant (we use the fact
that τ : Z0 → Z0 is surjective). 
16
Lemma 5.2.7. There is a natural perfect A-linear Ω-valued pairing between
H1(M) and H
1(M): H1(M) ⊗
A
H1(M)→ Ω.
Proof. For the case A = Fq[T ] this is [G], Corollary 5.9.35. General case: we
have a perfect Z0-pairing
HomAC (M,Z1) ⊗Z0
(M ⊗
AC
Z0)→ Z1
Now we take M0 = HomAC (M,Z1), M1 = M ⊗AC
Z0 and we apply Lemma 5.2.6.

Step 1 of the theorem follows from these lemmas.
Remark 5.2.8. The pairing can be defined also as the composition of
H1(M) ⊗
A
H1(M
′) = HomAC [τ ](M,Z1) ⊗A
HomAC [τ ](M
′, Z1)
→ HomAC [τ ](M ⊗AC
M ′, Z1 ⊗
Z0
Z1)→ HomAC [τ ](C, Z1 ⊗Z0
Z1) = LT (C) ⊗
A
Ω
(5.2.9)
where the second map comes from a canonical map δ : C → M ⊗
AC
M ′ of Remark
1.11.1 (more exactly, of its analog for arbitrary A).
Remark 5.2.10. Recall that the explicit formula for functoriality is the follow-
ing. Let α : M1 → M2 be a map of t-motives, α′ : M ′2 → M
′
1 the dual map and
LT (α) : LT (M2)→ LT (M1), LT (α′) : LT (M ′1)→ LT (M
′
2) the corresponding maps
on lattices. For any l′1 ∈ LT (M
′
1), l2 ∈ LT (M2) we have:
< LT (α)(l2), l
′
1 >M1=< l2, LT (α
′)(l′1) >M2 (5.2.11)
5.3. Proof: Step 1, Version 2. Case A = Fq[T ]. We identify Z1 of [G], p.168,
lines 3 – 4 with C∞{T} (see [G], Definition 5.9.10) and A with Ω. Like above, we
have an isomorphism of A-modules (recall that A is the center of C∞[T, τ ]):
LT (M) = HomC∞[T,τ ](M,Z1) (5.3.1)
([G], first terms of 5.9.25, 5.9.19). Let ϕ : M → Z1, ϕ
′ : M ′ → Z1 be elements of
LT (M), LT (M
′) respectively, and let f∗, f
′
∗, Q, Q
′ be from 1.9.3, 1.10. We denote
ϕ(f∗) = v∗ (5.3.2)
where v∗ ∈ (Z1)r is a vector column (it is a column of the scattering matrix ([A],
p. 486) of M , see 5.4.1 below). The same notation for the dual: ϕ′(f ′∗) = v
′
∗.
Condition that ϕ, ϕ′ are τ -homomorphisms is equivalent to
Qv∗ = v
(1)
∗ , Q
′v′∗ = v
′(1)
∗ (5.3.3)
(analog of the formula for scattering matrices [A], (3.2.2)). Let us consider Ξ =∑∞
i=0 aiT
i ∈ C∞{T} ⊂ C∞[[T ]] of [G], p. 172, line 1; recall that it is the only
element (up to multiplication by F∗q) satisfying
Ξ = (T − θ)Ξ(1), lim
i→∞
ai = 0, |a0| > |ai| ∀i > 0 (5.3.4)
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(see [G], p. 171, (*); there is a formula Ξ = a0
∏
i≥0(1 − T/θ
qi) where a0 satisfies
aq−10 = −1/θ). Finally, we define
< ϕ, ϕ′ >= Ξvt∗v
′
∗ (5.3.5)
Obviously < ϕ, ϕ′ > does not depend on a choice of a basis f∗.
Lemma 5.3.6. < ϕ, ϕ′ >∈ A.
Proof. Firstly, this element belongs to Fq[[T ]], because
Ξvt∗v
′
∗ − (Ξv
t
∗v
′
∗)
(1) = Ξ(vt∗v
′
∗ − (T − θ)
−1v
(1)t
∗ v
′(1)
∗ ) = Ξv
t
∗(Ir − (T − θ)
−1QtQ′)v′∗
because of (5.3.3). But we have (see (1.10.1) — the definition of Q′)
Ir − (T − θ)
−1QtQ′ = 0
Secondly, let < ϕ, ϕ′ >=
∑∞
i=0 ciT
i. Since coefficients of all factors of (5.3.5): Ξ,
v∗ and v
′
∗ — tend to 0, we get that ci also tend to 0. But ci ∈ Fq, i.e. they are
almost all 0. 
Lemma 5.3.7. The above pairing is perfect.
Proof. We have an isomorphism (here M{T} = M ⊗C∞[T ] C∞{T} with the
natural action of τ (see [G], Definition 5.9.11))
α : HomC∞[T,τ ](M,Z1)→ HomA(M{T}
τ ,A) (5.3.8)
defined as the composition of the maps
HomC∞[T,τ ](M,Z1) = HomC∞[T ](M,Z1)
τ β
′
→ HomC∞{T}(M{T},C∞{T})
τ
γ
→ HomA(M{T}
τ ,A)
where β : HomC∞[T ](M,Z1)→ HomC∞{T}(M{T},C∞{T}) is the natural map and
β′ is the restriction of β to τ -invariant elements. Using the Anderson’s criterion of
uniformizability ofM (see, for example, [G], 5.9.14.3 and 5.9.13) we get immediately
that both γ, β, and hence β′, and hence α are isomorphisms. Further, let us consider
a homomorphism
i : HomC∞[T,τ ](M
′, Z1)→M{T}
τ (5.3.9)
defined as follows. Let ϕ′, f ′∗, v
′
∗ be as above. We set
i(ϕ′) = Ξv′
t
∗f∗ ∈M ⊗
C∞[T ]
C∞[[T ]]
Since Ξ ∈ C∞{T}, we get that Ξv′
t
∗f∗ ∈ M{T}. A simple calculation (like in the
Lemma 5.3.6, but simpler) shows that i(ϕ′) is τ -invariant, hence i really defines
a map from HomC∞[T,τ ](M
′, Z1) to M{T}τ . Obviously it is an inclusion. Let
us prove that i is surjective. Really, let c∗ ∈ (Z1)r be a column vector such that
ct∗f∗ ∈M{T}
τ . An analog of the above calculation shows that if we define ϕ′ by the
formula ϕ′(f ′∗) = Ξ
−1c∗ then ϕ
′ ∈ HomC∞[T,τ ](M
′, Z1), and i(ϕ
′) = ct∗f∗ ∈M{T}
τ .
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Finally, the combination of isomorphisms (5.3.8) and (5.3.9) corresponds to the
pairing (5.3.5). 
5.4. Step 2 – End of the proof of Theorem 5. It is easy to see that the
converse of the Corollary 5.1.1 (taking into consideration Proposition 3.2) is also
true, i.e. in order to prove Theorem 5 it is sufficient to prove that a Siegel matrix
of M ′ is −Zt where Z is a Siegel matrix of M . Let us consider a basis l1, ..., lr of
LT (M) and for each li we consider the corresponding (under identification 5.3.1)
ϕi ∈ HomC∞[T,τ ](M,Z1). Let Ψ be the scattering matrix of M ([A], p. 486) with
respect to the bases l1, ..., lr, f1, ..., fr, and we denote ϕi(f∗) by vi∗ (notations of
5.3.2).
Lemma 5.4.1. vi∗ is the i-th column of Ψ (Z1 is identified with C∞{T}, see
the proof).
Proof. Follows from the definitions. Recall that K = Fq((1/T )). The isomor-
phism 5.3.1 is the composition of 2 isomorphisms i1 : LT (M) → Hom
c
A(K/A, E)
([G], 5.9.19) and i2 : Hom
c
A(K/A, E) → HomC∞[T,τ ](M,Hom
c(K/A,C∞) ([G],
5.9.24; recall that Z1 = Hom
c(K/A,C∞)). For li ∈ LT (M) we have (i1(li))(T−k) =
exp(θ−kli) ([G], line above the lemma 5.9.18) and
((i2 ◦ i1(li))(fj))(T
−k) =< fj , exp(θ
−kli) >
([G], two lines above the lemma 5.9.24). Using the identification of Z1 and C∞{T}
([G], p. 168, lines 3 - 4) and the definition of Ψ ([A], p. 486, first formula of 3.2)
we get immediately the lemma. 
Let l′1, ..., l
′
r be a basis of LT (M
′) which is dual to a basis l1, ..., lr of LT (M) with
respect to the pairing 5.3.5.
Lemma 5.4.2. The scattering matrix of M ′ with respect to the bases l′1, ..., l
′
r,
f ′1, ..., f
′
r (denoted by Ψ
′) is Ξ−1Ψt−1.
Proof. Follows immediately from 5.4.1 applied to both M , M ′, and formula
5.3.5. 
Remark 5.4.3. An alternative proof for the case of pure M (for some basis
of LT (M
′)) is the following. We denote Ξ−1Ψt−1 by Ψ1. It satisfies Ψ
(1)
1 = (T −
θ)Qt−1Ψ1 and other conditions of [A], 3.1. According [A], Theorem 5, p. 488, there
exists a pure uniformizable t-motive M1 with σ-structure such that its scattering
matrix is Ψ1. Since Ψ1 satisfies
Ψ
(1)
1 = Q
′Ψ1
we get that Q(M1) = Q
′, i.e. M1 =M
′. 
Let us recall the statement of the crucial proposition 3.3.2 of [A]. Here we consider
the case of those M whose N is not necessarily 0. Let Ψ be a scattering matrix of
M . We consider the (T − θ)-Laurent series for Ψ (here k(M) < 0 is a number, and
D−i ∈Mr(C∞)):
Ψ =
∞∑
i=k(M)
D−i(T − θ)
i
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We consider its negative part
Ψ− :=
−1∑
i=k(M)
D−i(T − θ)
i
as an element of Mr(C∞)((T − θ))/Mr(C∞)[[T − θ]].
We consider the space (T −θ)k(M)C∞[[T −θ]]/C∞[[T −θ]] as a C∞-vector space
endowed by the action of A, and we denote by V its r-th direct sum written as
vector columns of length r. Obviously
k(M) = −1 ⇐⇒ the action of T on V coincides with multiplication by θ
(5.4.3a)
We denote the i-th column of Ψ− by Ψ−i∗, it belongs to V. Following [A], we denote
by Prin(M) (resp. by Prin0(M)) the C∞[T ]-linear span (resp. the A-linear span)
of all Ψ−i∗ in V. Finally, we obviously extend the definition of LieT (M), LT (M) to
the case N 6= 0; formula 5.1.4 becomes
a(Tx) = (θ +N)(a(x)) (5.4.3b)
Proposition 3.3.2, [A] (see also Remark 5.5 below). There exists a C∞[T ]-
linear isomorphism ψE : LieT (M)→ Prin(M) such that its restriction to LT (M) ⊂
LieT (M) defines an isomorphism LT (M)→ Prin0(M) (denoted by ψE as well). 
Corollary 5.4.4. N = 0 ⇐⇒ k(M) = −1 (because N = 0 ⇐⇒ the action of
T on both LieT (M), V coincides with multiplication by θ, by 5.4.3a). 
We return to the case N = 0.
Let us consider the (T − θ)-Laurent series for Ψ′ and Ξ−1:
Ψ′ =
∞∑
i=k(M ′)
D′−i(T − θ)
i, Ξ−1 =
∞∑
i=k(ξ)
ai(T − θ)
i
Since for both M , M ′ we have N = N ′ = 0, we get k(M) = k(M ′) = −1. An
elementary calculation shows that k(ξ) is also −1. Hence, equality Ψ′Ψt = Ξ−1
(Lemma 5.4.2) implies that D′1D
t
1 = 0.
Further, there exist n columns of D1 which are C∞-linerly independent (they
are ψE-images of elements of LT (M) which form a C∞-basis of LieT (M)) and all
other columns of D1 are their linear combinations. Interchanging columns of D1 if
necessary we can assume that these columns are the last n columns. We denote by
D12 (resp. D11 ) the r × n (resp. r × (r − n) ) matrix formed by the last n (resp.
the first r − n) columns of D1. There exists a matrix S such that D11 = D12St.
Again according Proposition 3.3.2, [A], we have:
S is a Siegel matrix of L(M) (5.4.5)
(see also Remark 5.5 below).
Analogous objects are defined for D′1. We denote by D
′
12 (resp. D
′
11) the r × n-
(resp. r × (r − n))-matrix formed by the last n (resp. the first r − n) columns of
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D′1. Since D
′
1D
t
1 = D
′
11D
t
11 +D
′
12D
t
12 we get that D
′
12D
t
12 +D
′
11SD
t
12 = 0. Since
Dt12 is a n× r-matrix of rank n, it is not a zero-divisor from the right, so
D′12 = −D
′
11S (5.4.6)
Since the rank of D′1 is r − n and D
′
11 is a r × (r − n) matrix, (5.4.6) implies that
columns of D′11 are linearly independent, and by (5.4.6) and Proposition 3.3.2, [A]
we get that −S is a Siegel matrix of M ′. 
Remark 5.5. Since the notations of [A] differ from the ones of the present
paper, for the reader’s convenience we give here a sketch of the proof for the case
N = 0 of two crucial facts: Corollary 5.4.4 and 5.4.5 ([A], Theorem 3.3.2).
Let α : Lie(M) → E(M) be a linear isomorphism which is the first term of the
series for exp : Lie(M) → E(M), and let l ∈ Lie(M), f ∈ M be arbitrary. We
consider the (T − θ)-Laurent series
∑∞
i=k bi(T − θ)
i of
∑∞
j=0 < exp(
1
θj+1
l), f > T j .
Lemma 5.6. If N = 0 then k = −1, and b−1 = − < α(l), f > (this is [A],
3.3.4).
Sketch of the proof. For z ∈ Lie(M) we denote exp(z) − α(z) by ε(z), hence∑∞
j=0 < exp(
1
θj+1 l), f > T
j = A+ E, where
A =
∞∑
j=0
< α(
1
θj+1
l), f > T j ; E =
∞∑
j=0
< ε(
1
θj+1
l), f > T j
We consider their (T − θ)-Laurent series:
A =
∞∑
i=k(A)
ai(T − θ)
i; E =
∞∑
i=k(E)
ei(T − θ)
i
Since we have exp(z) =
∑∞
i=0 Ciz
(i) where C0 = In we get that ε(z) =
∑∞
i=1Ciz
(i).
This means that for large j the element ε( 1
θj+1
l) is small, and hence k(E) = 0,
because finitely many terms having small j do not contribute to the pole of the
(T−θ)-Laurent series of E (the reader can prove easily the exact estimations himself,
or to look [A], p. 491). Since α is C∞-linear, equality
∑∞
j=0
1
θj+1T
j = −(T − θ)−1
implies that k(A) = −1 and a −1 = − < α(l), f > (and other ai = 0), hence the
lemma. 
This lemma obviously implies Corollary 5.4.4. Further, elements f1, ..., fr gen-
erate the C∞-space M/τM , because multiplication by T on M/τM coincides with
multiplication by θ, hence the fact that f1, ..., fr C∞[T ]-generate M/τM implies
that they C∞-generate M/τM .
Let l1, ..., ln form a C∞-basis of Lie(M) (here we identify LieT (M) and Lie(M)
via a). Since the pairing < ∗, ∗ > between E(M) and M/τM is non-degenerate
and α is an isomorphism, we get that columns < α(l1), f∗ >, ..., < α(ln), f∗ > are
linearly independent. Again since α is an isomorphism and the pairing with f∗ is
linear, we get that
(< α(ln+1), f∗ > ... < α(lr), f∗ >) = (< α(l1), f∗ > ... < α(ln), f∗ >)Z
t
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Applying the lemma 5.6 to this formula we get immediately 5.4.5.
6. Tensor products.
There exists an analog of the Theorem 5 for the case of tensor products of t-
motives. It describes the lattice L(M1 ⊗M2) in terms of L(M1), L(M2). This is a
theorem of Anderson; it is formulated in [P], end of page 3, but its proof was not
published. We recall its statement for the case of arbitrary N 6= 0, and we give
its proof for the case N = 0 (case of arbitrary N can be obtained easily using the
same ideas).
Let M be an uniformizable t-motive whose N is not necessarily 0. Since N is
nilpotent, formula 5.4.3b shows that LieT (M) is a C∞[[T−θ]]-module. There exists
an epimorphism of C∞[[T − θ]]-modules
LT (M) ⊗
A
C∞[[T − θ]]→ LieT (M)
whose kernel q = q(M) carries information on the pair (L(M),Lie(M)).
Theorem 6 (Anderson). LetM , M¯ be any two uniformizable abelian t-motives.
Then
q(M ⊗ M¯) = q(M) ⊗
C∞[[T−θ]]
q(M¯) (6.1)
Remark 6A. M ⊗ M¯ is a uniformizable t-motive ([G], Corollary 5.9.38).
Proof of Theorem 6 (case N = 0). We define notations for M , and all
notations for M¯ will carry bar. Let ei and Z be from the beginning of Section 3.
We denote a−1(ei) ∈ LieT (M) by ei (there is no possibility of confusion). So, {ei}
is a C∞[[T −θ]]-basis of LT (M)⊗
A
C∞[[T −θ]]. Elements bi := (T −θ)ei, i = 1, ..., n
and bn+i := en+i −
∑n
j=1 zijej , i = 1, ..., r − n form a C∞[[T − θ]]-basis of q. We
need a
Lemma 6.2. Ψ(M⊗M¯) = Ψ(M)⊗Ψ(M¯) where Ψ(M) (resp. Ψ(M¯); Ψ(M⊗M¯))
is taken with respect to bases e∗ of LT (M), f∗ of MC∞[T ] (resp. e¯∗ of LT (M¯), f¯∗
of M¯C∞[T ]; e∗⊗ e¯∗ of LT (M ⊗ M¯), f∗⊗ f¯∗ of (M ⊗ M¯)C∞[T ]) (see the proof for the
notations).
Proof. We consider a map
α : HomC∞[T ](M,Z1)
τ ⊗
A
HomC∞[T ](M¯, Z1)
τ → HomC∞[T ](M ⊗ M¯, Z1)
τ
defined as follows: for ϕ ∈ HomC∞[T ](M,Z1)
τ , ϕ¯ ∈ HomC∞[T ](M¯, Z1)
τ we let
[α(ϕ⊗ϕ¯)](f⊗f¯) = ϕ(f)·ϕ¯(f¯) (it is obvious that α(ϕ⊗ϕ¯) is τ -stable). Since e1, ..., er
(resp. e¯1, ..., e¯r¯) is a basis of HomC∞[T ](M,Z1)
τ (resp. HomC∞[T ](M¯, Z1)
τ ; we
identify LT (M), resp. LT (M¯) with HomC∞[T ](M,Z1)
τ (resp. HomC∞[T ](M¯, Z1)
τ )
we get (using Lemma 5.4.1) that Ψ(M), Ψ(M¯) are non-degenerate. Since their
product is also non-degenerate, we get α(ei ⊗ e¯i¯) are linearly independent and
hence a basis of HomC∞[T ](M ⊗M¯, Z1)
τ . Applying once again Lemma 5.4.1 we get
the lemma. 
If A, B are two matrices then columns of A⊗B are indexed by pairs (k, l) where
k (resp. l) is the number of a column of A (resp. B). We denote by Ak, Bl,
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A⊗B(k,l) the respective columns. Obviosly we have: A⊗B(k,l) = Ak ⊗Bl (tensor
product of column matrices).
Let us prove that for i = 1, ..., r − n, i¯ = 1, ..., r¯ − n¯ the element bn+i ⊗ b¯n¯+i¯ ∈
q(M ⊗ M¯). According [A], Proposition 3.3.2, it is sufficient to prove that the
corresponding linear combination (see 6.3 below) of the columns of the matrix
Ψ−
M⊗M¯
is 0. Since
bn+i ⊗ b¯n¯+i¯ =
∑
j,j¯
zij z¯i¯j¯ej ⊗ e¯j¯ −
∑
j
zijej ⊗ e¯n¯+i¯ −
∑
j¯
z¯i¯j¯en+i ⊗ e¯j¯ + en+i ⊗ e¯n¯+i¯
we get the explicit form of this linear combination: it is sufficient to prove that for
all i, i¯ we have
∑
j,j¯
zij z¯i¯j¯(Ψ
−
M⊗M¯
)(j,j¯) −
∑
j
zij(Ψ
−
M⊗M¯
)(j,n¯+i¯)
−
∑
j¯
z¯i¯j¯(Ψ
−
M⊗M¯
)(n+i,j¯) + (Ψ
−
M⊗M¯
)(n+i,n¯+i¯) = 0 (6.3)
Further, 6.2 implies that
(Ψ−
M⊗M¯
)(k,k¯) =
A−1,k ⊗ A¯−1,k¯
(T − θ)2
+
A−1,k ⊗ A¯0,k¯ + A0,k ⊗ A¯−1,k¯
T − θ
hence 6.3 becomes
∑
j,j¯
zij z¯i¯j¯(
A−1,j ⊗ A¯−1,j¯
(T − θ)2
+
A−1,j ⊗ A¯0,j¯ + A0,j ⊗ A¯−1,j¯
T − θ
)
−
∑
j
zij(
A−1,j ⊗ A¯−1,n¯+i¯
(T − θ)2
+
A−1,j ⊗ A¯0,n¯+i¯ + A0,j ⊗ A¯−1,n¯+i¯
T − θ
)
−
∑
j¯
z¯i¯j¯(
A−1,n+i ⊗ A¯−1,j¯
(T − θ)2
+
A−1,n+i ⊗ A¯0,j¯ + A0,n+i ⊗ A¯−1,j¯
T − θ
)
+
A−1,n+i ⊗ A¯−1,n¯+i¯
(T − θ)2
+
A−1,n+i ⊗ A¯0,n¯+i¯ + A0,n+i ⊗ A¯−1,n¯+i¯
T − θ
= 0 (6.4)
It is easy to see that 6.4 follows immediately from the equalities
A−1,n+i =
∑
j
zijA−1,j (6.5)
A¯−1,n¯+i¯ =
∑
j¯
z¯i¯j¯A¯−1,j¯
For example, the left hand side of (6.4) has 2 terms containing A¯0,j¯ (in the middle
of the first and the third lines of (6.4)). Multiplying (6.5) by z¯i¯j¯A¯0,j¯ we get that
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the sum of these 2 terms of (6.4) is 0. For other pairs of terms of (6.4) the situation
is the same.
The proof that for i = 1, ..., r− n, i¯ = 1, ..., n¯ the element bn+i ⊗ b¯i¯ ∈ q(M ⊗ M¯)
is analogous but simpler. We have
bn+i ⊗ b¯i¯ = (T − θ)(−
∑
j
zijej ⊗ e¯i¯ + en+i ⊗ e¯i¯)
The analog of (6.3)) is
(T − θ)(−
∑
j
zij(Ψ
−
M⊗M¯
)(j,¯i) + (Ψ
−
M⊗M¯
)(n+i,¯i)) = 0
and the analog of (6.4)) is
−
∑
j
zij
A−1,j ⊗ A¯−1,¯i
T − θ
+
A−1,n+i ⊗ A¯−1,¯i
T − θ
= 0
This equality follows immediately from (6.5).
Finally, elements bi⊗ b¯i¯ (i = 1, ..., n, i¯ = 1, ..., n¯) obviously belong to q(M ⊗ M¯).
So, we proved that q(M) ⊗
C∞[[T−θ]]
q(M¯) ⊂ q(M⊗M¯). Since the C∞-codimension
of both subspaces in LT (M) ⊗
A
LT (M¯) ⊗
A
C∞[[T − θ]] is nn¯, they are equal. 
7. Self-dual t-motives.
Case A = Fq[T ]. A uniformizable t-motive M is called self-dual if there exists
an isogeny α : M → M ′. It defines an A-valued, A-bilinear form < ∗, ∗ >α on
LT (M
′) as follows:
< ϕ1, ϕ2 >α=< LT (α)(ϕ1), ϕ2 >M
5.2.11 implies that if α′ = −α (resp. α′ = α) then < ∗, ∗ >α is skew symmetric
(resp. symmetric). M is called positively (resp. negatively) self-dual if α satisfies
α′ = α (resp. α′ = −α). Hence, we have an
Analogy 7a. The number field case analog of a pair: {negatively self-dual
t-motive of rank 2n, dimension n; negative α : M → M ′} is a (generic) abelian
variety of dimension n with a fixed polarization form.
For example, like in the number field case, we can define the Rosati involution
Iα on End0(M) := End(M)⊗ Fq(T ) by the same formula Iα(ϕ) = α−1 ◦ ϕ′ ◦ α.
Further, we have a
Conjecture 7b. The dimension of the moduly variety of negatively self-dual
t-motives (if it exists) is n(n+ 1)/2.
Examples. Let e∗ be from 1.9, and let M =M(A) given by the equation (here
A ∈Mn(C∞) is A1 of 1.9.1)
Te∗ = θe∗ + Aτe∗ + τ
2e∗ (7.1)
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be a t-motive of dimension n and rank 2n. Elements fi = ei, fn+i = τei (i = 1, ..., n)
form a C∞[T ]-basis of M . We have (see, for example, Section 11): M
′ is given by
the equation
Te′∗ = θe
′
∗ −A
tτe′∗ + τ
2e′∗
and if we define
f ′i = τe
′
i, f
′
n+i = e
′
i (7.2)
then bases f∗, f
′
∗ are dual in the meaning of Lemma 1.10.
Let α :M →M ′ be given by the formula α(e∗) = De′∗ where D ∈Mn(C∞) (we
impose this essential restriction only in order to simplify exposition. In the general
case D ∈ Mn(C∞[τ ]), Df ∈ M2n(C∞[T ]), Df from 7.4). Condition that α is a
C∞[T, τ ]-map is equivalent to
D(2) = D, AD(1) = −DAt (7.3)
Further, we have
α(f∗) = Dff
′
∗ (7.4)
where Df =
(
0 D
D(1) 0
)
, hence
α′ = ±α ⇐⇒ Dtf = ±Df ⇐⇒ D
(1) = ±Dt (7.5)
Let us fix ε0 ∈ Fq2 satisfying ε
q−1
0 = −1. Then D = ε0In satisfies 7.5 with the sign
minus, and the set of A satisfying 7.3 with this D is the set of symmetric matrices.
This justifies 7b, because the set of A1 ∈ Mn(C∞) such that M(A) = M(A1) is
conjecturally discrete.
For D = In the sign in 7.5 is plus and hence a skew symmetric A defines a
positively self-dual M(A).
Remark 7.6. The below statements are conjectures based on arguments similar
to the ones which justify the below Conjecture 11.8.3. Since they are of secondary
importance, we do not give any details of justification here.
7.6.1. Conjecture. If n ≥ 3 then for a generic skew symmetric A we have:
End(M(A)) = A.
7.6.2. Corollary. Conjecture 7.6.1 implies that the ”minimal” α :M →M ′ is
defined uniquely up to an element of F∗q , and hence the symmetric pairing < ∗, ∗ >α
is also defined uniquely up to an element of F∗q .
7.6.3. Conjecture. If n = 2, α′ = α then End(M) is strictly larger than A.
Other examples of a self-dual t-motive are M ⊕M ′ where M is any t-motive,
but they do not give interesting examples of pairings.
7.6.4. Conjecture. There exist other (distinct from the ones defined by 7.1)
self-dual t-motives M having End(M) = A (we can use a version of standard
t-motives of Section 11).
Example 7.7. Case A = 0, D = In.
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In this case we can find explicitly the matrix of the symmetric form < ∗, ∗ >α in
some basis of LT (M
′). Let C2 be the Carlitz module over the field Fq2 considered
as a rank 2 Drinfeld module over Fq given by the equation
Te = θe+ τ2e
We have M = C⊕n2 . Let TT (C2) be the convergent T -Tate module of C2, i.e. the
set of elements {zi} ∈ E(C2) = C∞ (i ≥ −1, z−1 = 0) such that
Tzi = zi−1 for i ≥ 0 (i.e. z
q2
i + θzi = zi−1) and zi → 0
It is a free 1-dimensional module over Fq2 [T ]. We choose and fix its generator; its
{zi} satisfy (like in 5.3.4) |z0| > |zi| ∀i > 0. We denote
∑∞
k=0 zkT
k by Z.
Let c be a fixed element of Fq2 − Fq. Formulas (5.3.3) show that the following
elements ϕi, ϕ
′
i (i = 1, ..., 2n) form bases of L(M), L(M
′) respectively (j = 1, ..., n;
clearly that thanks to 7.2 we have ϕ′i(f
′
j) = ϕi(fn+j), n+ j mod 2n):
i ≤ n : ϕi(fj) = Zδ
j
i , ϕi(fn+j) = Z
(1)δji
i > n : ϕi(fj) = cZδ
j
i−n, ϕi(fn+j) = c
qZ(1)δji−n
i ≤ n : ϕ′i(f
′
j) = Z
(1)δji , ϕ
′
i(f
′
n+j) = Zδ
j
i
i > n : ϕ′i(f
′
j) = c
qZ(1)δji−n, ϕ
′
i(f
′
n+j) = cZδ
j
i−n
(by the way, it is clear that the same relation between elements of TT (M) and
HomC∞[T,τ ](M,Z1) holds for all M). Formula 7.4 shows that α
′(ϕ′i) = ϕi+n, where
i + n mod 2n. Let us denote Ξ · Z · Z(1) ∈ F∗q by γ. The above definitions and
formulas show that the matrix of < ∗, ∗ >α in the basis ϕ1, ϕn+1, ..., ϕn, ϕ2n consists
of n (2× 2)-blocks (trace and norm of Fq2/Fq)
γ
(
tr (1) tr (c)
tr (c) tr (N(c))
)
= γ
(
2 c+ cq
c+ cq 2cq+1
)
The determinant of this block is −(c− cq)2γ2; it belongs to F∗2q ⇐⇒ q ≡ 3 mod 4
or q is even. Since we have n blocks, we have:
det < ∗, ∗ >α 6∈ F∗2q ⇐⇒ q ≡ 1 mod 4 and n is odd.
Remark 7.8 (Jorge Morales). There is a theorem of Harder (see e.g. W.
Scharlau, ”Quadratic and Hermitian forms”, Springer-Verlag, Berlin, 1985, Chapter
6, Theorem 3.3) that states that a unimodular form over k[X ] — k being any
field of characteristic not 2 — is the extension of a form over k, i.e. there is a
basis in which all the entries of the associated symmetric matrix are constant. This
means that the classification of the above quadratic forms over Fq[T ] (q odd) is
very simple.
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Remark 7.9. Let M be a t-motive which is both negatively and positively
self-dual. There is a natural idea 7.9.2 to define an analog of Hodge structure on
M . Nevertheless, this idea fails. Namely, the exact sequence
0→ Ker ϕ→ L(M)⊗ C∞
ϕ
→ Lie(M)→ 0
is the functional field analog of an exact sequence for an abelian variety A:
0→ H0,−1(A)→ H−1(A)→ (H1,0)∗(A)→ 0
Hence, we can define H0,−1(M) := Ker ϕ, and the problem is to define an analog
of H−1,0(M).
Let us fix a negative isogeny α : M → M ′, and let us extend the skew form
< ∗, ∗ >α to L(M)⊗C∞ by C∞-linearity. It is easy to check that Ker ϕ is isotropic
with respect to this form (there is an analogy with the number field case). Let us
consider the following elementary lemma of linear algebra:
Lemma 7.9.1. Let W be a vector space of dimension 2n over a field of charac-
teristic 6= 2, B+ (resp. B−) a symmetric (resp. skew symmetric) non-degenerate
bilinear form on W , and W0 ⊂ W a subspace of dimension n which is isotropic
with respect to both B+, B−. Then almost always there exists the only W1 ⊂ W
of dimension n having properties:
W0 ∩W1 = 0; W1 is isotropic with respect to both B
+, B−
where almost always means that entries of the matrices of B+, B− in a basis of W
must not satisfy (at least one of) polynomial relations. 
If End0(M) 6= Fq(T ) and the action of Iα on End0(M) is not identical, then there
exists a positive isogeny β : M → M ′ and hence the symmetric form < ∗, ∗ >β on
L(M)⊗ C∞. Ker ϕ is isotropic with respect to < ∗, ∗ >β . Let us fix β.
Idea 7.9.2. To apply Lemma 7.9.1 to this situation (W = L(M)⊗ C∞, W0 =
Ker ϕ, B+ =< ∗, ∗ >β , B− =< ∗, ∗ >α) in order to get a canonical subspace of
L(M)⊗ C∞ which is complementary to Ker ϕ and hence can be considered as an
analog of H−1,0(M).
Clearly there is no complete analogy with the number field case. But the situa-
tion is even worse:
Proposition 7.9.3. For all M , α, β the ”almost always” condition of Lemma
7.9.1 is not satisfied. 
8. Relations between lattices and t-motives.
We have6
Theorem 8.1. ([H], Theorem 3.2). The dimension of the moduli set of pure
t-motives of dimension n and rank r is n(r − n). 
Remark. A tuple (e1, ..., er) of integers entering in the statement of this theorem
in [H] is (0,...,0,1,...,1) with 0 repeated r − n times and 1 repeated n times for the
case under consideration.
6I am grateful to Urs Hartl who indicated me this reference.
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Since this number n(r−n) is equal to the dimension of the set of lattices of rank
r and dimension n, we can state an
Open question 8.2. Let r, n be given. Let us consider the lattice map from
the set of the pure uniformizable t-motives of rank r and dimension n to the set of
lattices of rank r and dimension n. Is it true that its image is open and the fibre
at a generic point is discrete? If yes, what is the fibre?
Remark. Results of [GL17] give some evidence that for the case r = 2n in a
”neighborhood” of the n-th power of the rank 2 Carlitz module the fibre consists
of 1 point.
Theorem 5 implies that for n = r− 1 the answer to 8.2 is yes (the below Propo-
sition 11.8.5 shows that most likely the condition of purity is essential):
Corollary 8.4. All pure t-motives of dimension r− 1 and rank r having N = 0
are uniformizable. There is a 1 – 1 functorial correspondence between pure t-
motives of dimension r − 1 and rank r having N = 0 (r ≥ 2), and lattices of rank
r in Cr−1∞ having dual.
Proof. Let L be a lattice of rank r in Cr−1∞ having dual L
′. There exists the
only Drinfeld module M ′ such that L(M ′) = L′, and let M be its dual. Theorem
5 implies that L(M) = L. If there exists another pure t-motive M1 of dimension
r − 1 and rank r having N = 0 such that L(M1) = L then by Corollary 10.4 (its
proof is logically independent: there is no vicious circle) the dual M ′1 is a Drinfeld
module, according Theorem 5 it satisfies L(M ′1) = L
′, hence M ′1 = M
′ and hence
M1 =M . 
Remark 8.5. Recall that lattices of rank r in Cr−1∞ having dual are described
in 3.5 (formulas 3.6, 3.7). We see that for the case n = r− 1, N = 0 purity implies
uniformizability. We have
Question 8.5a. Do exist non-uniformizable t-motives having n = r−1, N = 0?
Question 8.5b. Do exist uniformizable t-motives having n = r−1, N = 0 such
that its lattice has no dual? (Clearly this is a subquestion of 8.2).
Remark 8.6. Clearly for any r, n we have: if a lattice L of rank r and dimension
n has no dual then L 6= L(M) for any pure uniformizableM . I do not know whether
Theorem 6 (which is an analog of Theorem 5 for another tensor operation) imposes
a more strong similar restriction on the property of L to be the L(M) of some pure
uniformizable M , or not.
Further, for any uniformizable t-motive M we have a
Corollary 8.7. If the dual of (L(M),Lie(M)) does not exist then the dual of
M does not exist. Example: the Carlitz module.
9. Main theorem in terms of Hodge-Pink structure.
Let us consider a version of a special case of the general definition of Hodge-Pink
structure ([P], 0.2; 9.1).
Definition. A Hodge-Pink structure of constant weight and complete dimension
is a pair H = (H, qH) where H is a free finite dimensional A-module and qH is a
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C∞[[T−θ]]-lattice inH⊗
A
C∞[[T−θ]] such that the dimension of qH over C∞[[T−θ]]
is equal to the dimension of H over A (condition of complete dimension).
Let ϕ : L →֒ Cn∞ be a lattice. It defines a Hodge-Pink structure H = H(L) of
constant weight and complete dimension. Firstly, instead of a Fq[θ]-module L we
consider an isomorphicA-moduleH formally defined by the propertyH⊗
A
Fq[θ] = L
where the map A → Fq[θ] is ι. We denote the isomorphism H → L by ι as well;
the composition ϕ ◦ ι : H → Cn∞ is a map of A-modules where T ∈ A acts on C
n
∞
by multipication by θ. Further, ϕ◦ ι extends to a surjection of C∞[[T −θ]]-modules
H ⊗
A
C∞[[T − θ]]→ Cn∞ denoted by ϕ◦ ι as well. Finally, qH is defined as Ker ϕ◦ ι.
IfM is a pure uniformizable t-motive then we associate it a Hodge-Pink structure
of constant weight and complete dimension H(M) = H(L(M)).
Let m = m(H) be the minimal number such that qH ⊃ (T−θ)mH⊗
A
C∞[[T−θ]].
For µ ≥ m we define the µ-dual structure H ′
µ
= (H ′
µ
, qH′µ) as follows:
H ′
µ
= H∗, qH′µ = {χ ∈ H
∗ ⊗
A
C∞[[T − θ]]
such that ∀y ∈ qH we have χ(y) ∈ (T − θ)
µC∞[[T − θ]]}
It is obvious that it is really a Hodge-Pink structure of constant weight and complete
dimension.
If H = H(L) for a lattice L then m = 1 and if L has dual then
H ′
1
= H(L′) (9.1)
this is easy to prove.
Remark 9.2. And if L has no dual? Really, H(L) exists even if L does not
satisfy Definition 2.1 (b). If L is a lattice having no dual this means that L′ does
not satisfy Definition 2.1 (b). Nevertheless, equality H ′
1
= H(L′) is meaningful
and holds. We are not interested in these lattices because they cannot be lattices
of uniformizable t-motives having dual.
Proof of the duality theorem for M having N 6= 0 is given in [GL18].
10. Duals of pures, and other elementary results.
We consider in this section the case of arbitrary N (i.e. not necessarily N = 0),
andA = Fq[T ]. The definition 1.8 extends to the case of pre´-t-motives, and remarks
1.11 hold for this case.
Lemma 10.2. Let M be a pre´-t-motive, m = m(M) from its (1.3.1), and
µ ≥ m. Then M ′ — the µ-dual of M — exists as a pre´-t-motive, and m(M ′) ≤ µ.
If M ′ is a t-motive then dimM ′ = rµ− dimM (r is the rank of M).
Proof. We must check that Q′ has no denominators, and the condition (1.3.1).
The module τM is a C∞[T ]-submodule of M (because aτx = τa
1/qx for x ∈ M),
hence there are C∞[T ]-bases f∗ = (f1, ...fr)
t, g∗ = (g1, ...gr)
t ofM , τM respectively
such that gi = Pifi, where P1|P2|...|Pr, Pi ∈ C∞[T ]. Condition (1.3.1) means
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that ∀i (T − θ)mfi ∈ τM , i.e. Pi|(T − θ)
m, i.e. ∀i Pi = (T − θ)
mi where
0 ≤ mi ≤ mi+1 ≤ m. There exists a matrix Q = {qij} ∈Mr(C∞[T ]) such that
τfi =
r∑
j=1
qijgj =
r∑
j=1
qijPjfj (10.2.1)
Although τ is not a linear operator, it is easy to see that Q ∈ GLr(C∞[T ]) (really,
there exists C = {cij} ∈Mr(C∞[T ]) such that gi = Pifi = τ(
∑r
j=1 cijfj), we have
C(1)Q = Ir).
We denote the matrix diag (P1, P2, ..., Pr) by P, so (10.2.1) means that
Q = QP (10.2.2)
Remark 10.2.3. Since QP ∈ GLr(C∞(T )), we get that the action of τ on
i2(M) is invertible.
It is clear that if M is a t-motive then
dimM =
r∑
j=1
mj (10.2.4)
(because dimM = dimC∞(M/τM). Further, (10.2.2) implies that for Q
′ = Q(M ′)
we have
Q′ = Qt−1 diag ((T − θ)µ−m1 , ..., (T − θ)µ−mr) (10.2.5)
This means that elements of Q′ have no denominators. The condition (1.3.1) for
M ′ follows easily from (10.2.5) (because Qt−1 ∈ GLr(C∞[T ])), and the dimension
formula (for the case M ′ is a t-motive) follows immediately from (10.2.4) applied
to M ′. 
A definition of a pure t-motive can be found in [G] ((5.5.2), (5.5.6) of [G] +
formula (1.3.1) of the present paper).
Theorem 10.3. Let M be a pure t-motive and m = m(M) from (1.3.1). Then
(if rm− n > 0) its m-dual M ′ exists, and it is pure.
Proof. The definition of pure ([G], (5.5.2)) is valid for pre´-t-motives. We use
its following matrix form. We denote T−1 by S and for any C we let
C [i] = C(i−1) · C(i−2) · ... · C(1) · C
Lemma 10.3.1. Let Q ∈ Mr(C∞[T ]) be a matrix such that formula (1.9.3)
defines an t-motive M . Then it is pure iff there exists C ∈ GLr(C∞((S)) ) such
that for some q, s > 0
SqC(s)Q[s]C−1 ∈ GLr(C∞[[S]])
i.e. iff SqC(s)Q[s]C−1 is S-integer and its inicial coefficient is invertible.
Proof. Elementary matrix calculations. We take C as a matrix of base change
of f∗ to a C∞[[S]]-basis of W of (5.5.2) of [G]. 
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Lemma 10.3.2. Let µ = m. We have: M ′ = M ′
µ
of Lemma 10.2 is a pure
pre´-t-motive.
Proof. Let q, s and C be from Lemma 10.3.1. We have
Q′
[s]
= ((T − θ)[s])µQ[s] t−1
(we use (1.2)). We take C′ = Ct−1. We have
Ssµ−qC′
(s)
Q′
[s]
C′
−1
=
= Ssµ−qC(s) t−1Q[s] t−1((
1
S
− θ)[s])µCt
= ((1− Sθ)[s])µS−qC(s) t−1Q[s] t−1Ct
= ((1− Sθ)[s])µ(SqC(s)Q[s]C−1)t−1
We have: q/s = n/r ([G], (5.5.6)), hence (sµ− q)/s = (rµ− n)/r and sµ− q > 0.
Further, ((1− Sθ)[s])µ ∈ GLr(C∞[[S]]), and the result follows from Lemma 10.3.1.

Remark. This result holds also for µ > m.
The theorem 10.3 follows from Lemma 10.2, the above lemmas and the proposi-
tion that a pure pre´-t-motive satisfying (1.3.1) is a t-motive ([G], (5.5.6), (5.5.7)).

Corollary 10.4. Let M be a t-motive such that m = 1, n = r − 1. Then M
has dual ⇐⇒ M is pure ⇐⇒ M is dual to a Drinfeld module.
Proof. Dimension formula shows thatM ′ (if it exists) is a Drinfeld module, and
they are all pure. 
Example 10.5. Let M be given by (notations of 1.9.1)
A0 = θI2, A1 =
(
a111 0
a121 1
)
, A2 =
(
1 0
0 0
)
This M has m = 1, n = 2, r = 3, and it is easy to see that it has no dual. Really,
for this M we have (notations of 1.9) f1 = e1, f2 = τe1, f3 = e2,
Q =

 0 1 0T − θ −a111 0
0 −a121 t− θ

 , Q′ =

 a111 t− θ a1211 0 0
0 0 1


The last line of Q′ means that τf ′3 = f
′
3. This is a contradiction to the property
that M ′
C∞[τ ]
is free. It is possible also to show (Proposition 11.3.4) that M is not
pure, and to use 10.4 in order to prove that it has no dual.
Later (Section 11) we shall construct examples of non-pure abelian t-motives
which have dual. Considerations of 11.8 predict that there is enough such t-motives.
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Theorem 10.6. For any t-motive M there exists µ0 such that for all µ ≥ µ0
the object M ′
µ
exists as a t-motive. For these µ we have
M ′
µ+1
=M ′
µ
⊗ C (10.6.1)
Proof. (10.6.1) holds at the level of pre´-t-motives, because Q(C) = (T − θ)I1.
According [G], Lemma 5.4.10 it is sufficient to prove that M ′
µ
is finitely generated
as a C∞[τ ]-module. We shall use notations of Lemma 10.2. We take
µ0 = 1 + {the maximum of the degrees of entries of Q(M) as polynomials in T}
+max(mk)
Let f ′1, ...f
′
r be the basis of M
′µ over C∞[T ] dual to f1, ...fr. It is sufficient to prove
the
Lemma 10.6.2. Let i0 = µ−min(mk). Then elements T if ′j , i < i0, j = 1, ...., r,
generate M ′
µ
as a C∞[τ ]-module.
Proof of the lemma. By induction, it is sufficient to show that for all α ≥ i0
the equation
τx = (T − θ)αf ′j (10.6.3)
(equality in M ′
µ
) has a solution
x =
r∑
k=1
Ckf
′
k
where Ck ∈ C∞[T ], deg(Ck) < α. According (10.2.5), the solution to (10.6.3) is
given by
(C
(1)
1 , ..., C
(1)
r ) = (0, ...0, (T − θ)
α−µ+mj , 0, ...0)Qt
(the non-0 element of the row matrix is at the j-th place). Unequalities satisfied
by µ and α show that all C
(1)
k are polynomials of degree < α. Since c 7→ c
q is
surjective on C∞, we get the desired. 
10.7. Virtual t-motives.7 We need two elementary lemmas.
Lemma 10.7.0.8 If M is a t-motive then M ⊗ C is also a t-motive.
Proof. Let fj (j = 1, ..., r) be a C∞[T ]-basis of MC∞[T ] and f from 1.10.2, so
fj ⊗ f is a C∞[T ]-basis of (M ⊗ C)C∞[T ]. It is sufficient to prove that (M ⊗ C)C∞[τ ]
is finitely generated. Since MC∞[τ ] is finitely generated, it is easy to see that there
exists a such that elements
(T − θ)ifj , i = 0, ..., a, j = 1, ..., r
generate MC∞[τ ]. This means that ∀j = 1, ..., r there exist cijkl ∈ C∞ such that
(T − θ)a+1fj =
a∑
i=0
γ∑
k=0
r∑
l=1
cijkl(T − θ)
iτkfl (10.7.0.1)
7This notion was indicated me by Taguchi.
8Anderson proved (not published) that the tensor product of any t-motives is also a t-motive.
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where γ is a number.
Let us multiply (10.7.0.1) by (T − θ)γ. Taking into consideration the formula of
the action of τ on M ⊗ C we get that the result gives us the following formula in
M ⊗ C:
(T − θ)a+γ+1fj ⊗ f =
a∑
i=0
γ∑
k=0
r∑
l=1
cijkl(T − θ)
i+γ−kτk · (fl ⊗ f) (10.7.0.2)
This proves that for all j the element (T − θ)a+γ+1fj ⊗ f is a linear combination of
(T − θ)ifl ⊗ f, i = 0, ..., a+ γ, l = 1, ..., r (10.7.0.3)
in (M ⊗ C)C∞[τ ]. Multiplying (10.7.0.2) by consecutive powers of T − θ we get by
induction that elements of 10.7.0.3 generate (M ⊗ C)C∞[τ ]. 
Lemma 10.7.1. If M1 ⊗ C is isomorphic to M2 ⊗ C then M1 is isomorphic to
M2.
Proof. Let fi∗ (i = 1, 2) be a C∞[T ]-basis of (Mi)C∞[T ], Qi from 1.9.3, α :
M1⊗C→M2⊗C an isomorphism and C ∈ GLr(C∞[T ]) the matrix of α in f1∗⊗ f,
f2∗ ⊗ f. The matrix of the action of τ on Mi ⊗ C in the base fi∗ ⊗ f is (T − θ)Qi,
and the condition that α commutes with multiplication by τ is
(T − θ)Q1C = C
(1)(T − θ)Q2
Dividing this equality by T − θ we get that the map α0 from M1 to M2 having the
same matrix C in the bases fi∗, commutes with τ , i.e. defines an isomorphism from
M1 to M2. 
Using Lemma 10.7.1 we can state the following
Definition. A virtual t-motive is an object M ⊗ C⊗µ where M is a t-motive
and µ ∈ Z, with the standard equivalence relation (here µ1 ≥ µ2):
M1 ⊗ C
⊗µ1 = M2 ⊗ C
⊗µ2 ⇐⇒ M2 =M1 ⊗ C
⊗(µ1−µ2)
⇐⇒ ∃µ such that µ+ µ1 ≥ 0, µ+ µ2 ≥ 0 and M1 ⊗ C
⊗(µ+µ1) =M2 ⊗ C
⊗(µ+µ2)
Lemma 10.7.1 shows that these conditions are really equivalent.
Corollary 10.7.2. The µ-dual of a virtual t-motive is well-defined and always
exists as a virtual t-motive. 
Proposition 10.8. The following formula is valid at the level of pre´-t-motives:
for any µ1, µ2, if M
′
1
µ1 , M ′2
µ2 exist then (M1 ⊗M2)′
(µ1+µ2) exists and
(M1 ⊗M2)
′(µ1+µ2) = M ′1
µ1 ⊗M ′2
µ2
Proof. This is a functorial equality; also we can check it by means of elementary
matrix calculations. 
Proposition 10.9. Let P ∈ A be an irreducible element. The Tate module
TP (M
′µ) is equal to
TP (C)
⊗µ ⊗ T̂P (M)
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(equality of Galois modules) where T̂P (M) is the dual Galois module.
Proof. It is completely analogous to the proof of the corresponding theorem for
tensor products ([G], Proposition 5.7.3, p. 157). All modules in the below proof
will be the Galois modules, and equalities of modules will be equalities of Galois
modules. Recall that E = E(M). Since TP (M) = invlimnEPn , it is sufficient to
prove that for any a ∈ A we have E(M ′µ)a = E(C⊗µ)a ⊗ Eˆa, where Eˆa is the
dual of Ea in the meaning of [T], Definition 4.1. We have the following sequence of
equalities of modules:
M ′
µ
/aM ′
µ
= HomC∞[T ](M/aM,C
⊗µ/aC⊗µ) (10.9.2)
such that the action of τ on both sides of this equality coincide (to define the action
of τ on the right and side of (10.9.2) we need the action of τ−1 on M/aM ; it is
well-defined, because the determinant of the action of τ on M is a power of T − θ,
hence its image in C∞[T ]/aC∞[T ] is invertible). 10.9.2 follows immediately from
the definition of M ′
µ
;
(M ′
µ
/aM ′
µ
)τ = HomFq[T ]((M/aM)
τ , (C⊗µ/aC⊗µ)τ ) (10.9.3)
This follows from 10.9.2 and the Lang’s theorem
M/aM = (M/aM)τ ⊗
Fq[T ]/aFq[T ]
C∞[T ]/aC∞[T ]
applied to both M = M , M = M ′
µ
(we use that both M , M ′
µ
are free C∞[T ]-
modules). Finally, we have a formula
E(M)a = HomFq((M/aM)
τ ,Fq)
([G], p. 152, last line of the proof of Proposition 5.6.3). Applying this formula to
10.9.3 we get the desired. 
11. An explicit formula.
We return to the case N = 0. Let e∗, A, Ai, l, n be from (1.9). We consider in
the present section two simple types of t-motives (called standard-1 and standard-2
t-motives respectively) whose Ai have a row echelon form, and we give an explicit
formula for the dual of some standard-1 t-motives. Analogous formula can be easily
obtained for more general types of t-motives. These results are the first step of the
problem of description of all t-motives having duals.
11.1. For the reader’s convenience, we give here the definition of standard-1
t-motives for the case n = 2 (here λ1 and λ2 satisfying λ1 = l, l > λ2 ≥ 2 are
parameters):
A0 = θI2, for 0 < i < λ2 Ai is arbitrary,
Aλ2 =
(
∗ 0
∗ 1
)
, for λ2 < i < l Ai =
(
∗ 0
∗ 0
)
, Al =
(
1 0
0 0
)
11.2. To define standard-2 t-motives of dimension n, we need to fix
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1. A permutation ϕ ∈ Sn, i.e. a 1 – 1 map ϕ : (1, ..., n)→ (1, ..., n);
2. A function k : (1, ..., n)→ Z+ where Z+ is the set of integers ≥ 1.
Definition. A standard-2 t-motive of the type (ϕ, k) is an abelian t-motive of
dimension n given by the formulas (i = 1, ..., n):
Teϕ(i) = θeϕ(i) +
n∑
α=1
k(α)−1∑
j=1
aj,ϕ(i),α τ
jeα + τ
k(i)ei (11.2.1)
where aj,ϕ(i),α ∈ C∞ is the (ϕ(i), α)-th entry of the matrix Aj .
Proposition 11.2.2. Formula 11.2.1 really defines a t-motive denoted by M =
M(ϕ, k) = M(ϕ, k, a∗∗∗). Its rank is
∑n
α=1 k(α) and elements Xαj := τ
jeα, α =
1, ..., n, j = 0, ..., k(α)− 1, form its C∞[T ]-basis. 
The group Sn acts on the set of types (ϕ, k) and on the set of the above M ;
clearly for any ψ ∈ Sn we have ψ(M) is isomorphic to M . Particularly, we can
consider only ϕ of the following form of the product of i cycles (α0 = 0, αi = n):
ϕ = (α0 + 1, ..., α1)(α1 + 1, ..., α2)...(αi−1 + 1, ..., αi) (11.2.3)
(standard notation of the theory of permutations, for γ 6= αj we have ϕ(γ) = γ+1,
for γ = αj we have ϕ(αj) = αj−1 + 1).
Example 11.2.4. Let ϕ be defined by 11.2.3, the quantity of cycles i is equal to 1
and all a∗∗∗ = 0. Then the correspondingM is of complete multiplication by a CM-
field Fqr(T ) and its CM-type Φ is {Id, fr
k(1), frk(1)+k(2), ..., frk(1)+k(2)+...+k(n−1)}
where fr is the Frobenuis homomorphism Fqr → F¯q (see 13.3, first case: formulas
13.3.1, 13.3.2 coinside with 11.2.1 for the given ϕ and a∗∗∗ = 0; ij of 13.3.0 is
k(1) + k(2) + ...+ k(j − 1) of the present notations).
Definition 11.3. A standard-1 t-motive is a standard-2 t-motive whose ϕ is
the identical permutation Id.
11.3.0. Let M =M(Id, k) be a standard-1 t-motive. Acting by ψ ∈ Sn we can
consider only the case of non-increasing k(j). We introduce a number m ≥ 1 — the
quantity of jumps of k(j), and two sequences
0 = γ0 < γ1 < ... < γm = n
(sequence of arguments of points of jumps of the function k) and
0 = λm+1 < λm < ... < λ2 < λ1 = l
(sequence of values of k on segments [γi−1 + 1, ..., γi]) by the formulas
k(1) = ... = k(γ1) = λ1
k(γ1 + 1) = ... = k(γ2) = λ2
...
k(γm−1 + 1) = ... = k(γm) = λm
(11.3.1)
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Example 11.3.2. The t-motiveM of 11.1 is a standard-1 having m = 2, γ1 = 1,
γ2 = 2 and λ1, λ2 as in 11.1. Its rank r = λ1 + λ2.
Conjecture 11.3.3. A standard-2 t-motive of the type (ϕ, k) (notations of
11.2.3) is pure iff ∀j = 1, ..., i we have:
αj − αj−1∑αj
γ=αj−1+1
k(γ)
=
n
r
This conjecture is obviously true if all a∗∗∗ are 0.
To simplify exposition, we prove here only the following particular case of this
conjecture.
Proposition 11.3.4. Let M be a standard-1 t-motive having m > 1, defined
over Fq(θ), having a good reduction at a point of degree 1 of Fq(θ) (i.e. a point
θ + c, c ∈ Fq). Then M is not pure.
Proof. Let M be defined by 11.2.1, we use notations of 11.3.1. We consider the
action of Frobenius on M˜ — the reduction of M at θ+ c. According [G], Theorem
5.6.10, it is sufficient to prove that orders of the roots of the characteristic polyno-
mial of Frobenius over A are not equal. More exactly, we consider the valuation
infinity on A (defined by the condition ord(T ) = −1); the order corresponds to a
continuation of this valuation to End(M˜). The action of Frobenius on M˜ coincides
with multiplication by τ , because the degree of the reduction point is 1.
A basis f∗ of MC∞[T ] is the set of Xαj := τ
jeα of 11.2.2. The matrix Q(M) is
defined by the following formulas for the action of τ on Xαj :
τ(Xαj) = Xα,j+1 if j < k(α)− 1 (11.3.4.1)
τ(Xα,k(α)−1) = TXα,0 −
m∑
δ=1
λδ−1∑
d=λδ+1
γδ∑
c=1
adαcXcd (11.3.4.2)
This means that if we arrange Xαj in lexicographic order (Xα1j1 precedes to Xα2j2
if α1 < α2) then the matrix Q(M) has the block form:
Q(M) = (Cij) (i, j = 1, ..., n)
where Cij is a k(i)× k(j)-matrix of the form
Cii =


0 1 0 ... 0
0 0 1 ... 0
... ... ... ... ...
0 0 0 ... 1
T − θ ∗ ∗ ... ∗

 , Cij =


0 0 ... 0
... ... ... ...
0 0 ... 0
0 ∗ ... ∗

 (i 6= j)
where asterisks mean elements a∗∗∗ (in some order). We consider the characteristic
polynomial P (X) ∈ (C∞[T ])[X ] of Q(M). We have
Cii −XIk(i) =


−X 1 0 ... 0
0 −X 1 ... 0
... ... ... ... ...
0 0 0 ... 1
t− θ ∗ ∗ ... ∗ −X


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A subset of the set of entries of a matrix is called (following N.N.Luzin) a light-
ning if each row and each column of the matrix contains exactly one element of this
subset. The product of elements of a lightning is called the value of this lightning
(i.e. the determinant is the alternating sum of the values of all lightnings).
Lemma 11.3.4.3. If a non-zero lightning of Cii − XIk(i) contains the term
T − θ, then it does not contain any term containing X . 
Let J be a subset of the set 1, ..., n and J ′ its complement.
Corollary 11.3.4.4. If a non-zero lightning of Q(M)−XIr contains terms T−θ
of blocks Cα, j ∈ J , then its value is a polynomial in X of degree ≤
∑
j′∈J ′ k(j
′),
and there exists exactly one such lightning (called the principal J-lightning) whose
value is a polynomial in X of degree
∑
j′∈J ′ k(j
′). 
Since the characteristic polynomial of Frobenius of M˜ is P˜ (respectively the
valuation infinity of C∞[T ]), it is sufficient to prove that the Newton polygon of
P (X) is not reduced to the segment ((0,−n); (r, 0)) defined by its extreme terms
(T − θ)n and Xr. To do it, it is sufficient to find a point on its Newton polygon
which is below this segment. We consider Jmin = the set of all γm− γm−1 diagonal
blocks Cii (i = γm−1 + 1, ..., γm) of Q(M) of minimal size λm. The value of the
principal Jmin-lightning is (T − θ)γm−γm−1 times polynomial in X of degree d :=
r−(γm−γm−1)λm. Corollary 11.3.4.4 implies that if the value of any other lightning
of Q(M) −XIr contains a term whose X-degree is equal to d, then the T -degree
of this term is strictly less than γm − γm−1. This means that if we write P (X) =∑r
i=0 CiX
i, Ci ∈ C∞[T ], then ord∞(Cd) = −(γm − γm−1), i.e. the point with
coordinates [−(γm − γm−1), d] belongs to the Newton diagram of P (X), i.e. it is
above (really, at) the Newton polygon of P (X). This point is below the segment
((0,−n); (r, 0)). 
Remark 11.3.4.5. It is easy to see that the Newton polygon of P (X) coincides
with the Newton polygon of the direct sum of trivial Drinfeld modules of ranks λ∗,
i.e. with the Newton polygon of the polynomial
m∏
i=1
(Xλi − T )γi−γi−1
11.4. To formulate the below theorem 11.5 we need some notations. Let M be
a standard-1 t-motive defined by formulas 11.2.1, 11.3.1. We impose the condition
λm ≥ 3. Theorem 11.5 affirms that it has dual. To find explicitly the dual of M ,
we need to choose an arbitrary function ν : (i, j) → ν(i, j) which is a 1 - 1 map
from the set of pairs (i, j) such that
1 ≤ i ≤ n; 1 ≤ j ≤ k(i)− 2 (11.4.1)
to the set [n+ 1, ..., r− n] (recall that r =
∑n
i=1 k(i) =
∑m
i=1(γi − γi−1)λi).
Let the (r − n) × (r − n)-matrices B1, B2 be defined by the following formulas
(here and until the end of the proof of 11.5 we have i, α = 1, ..., n; bβγδ is the
(γδ)-th entry of Bβ, all entries of B1, B2 that are not in the below list are 0):
11.4.2. b1iα = −ak(i)−1,α,i;
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b1,ν(i,j),α = −aj,α,i for 1 ≤ j ≤ k(i)− 2;
b1,ν(i,j+1),ν(i,j) = 1 for 1 ≤ j ≤ k(i)− 3;
b1,i,ν(i,k(i)−2) = 1;
b2,ν(i,1),i = 1.
We let B = θIr−n+B1τ+B2τ
2 and consider a t-motiveM(B) (see 11.5.1 below).
Formulas 11.4.2 mean thatM(B) is standard-2, its ϕ = ϕB is a product of n cycles
i
ϕB→ ν(i, 1)
ϕB→ ν(i, 2)
ϕB→ ...
ϕB→ ν(i, k(i)− 2)
ϕB→ i
and its k = kB is defined by the formulas kB(γ) = 2 for γ ∈ [1, ..., n], kB(γ) = 1 for
γ ∈ [n+ 1, ..., r− n].
Theorem 11.5. LetM be from 11.4 (i.e. a standard-1 t-motive having λm ≥ 3).
Then M ′ =M(B).
Proof.9 Let e′∗ = (e
′
1, ...e
′
r−n)
t be the vector column of elements of a basis of
M(B) over C∞[τ ] satisfying
Te′∗ = Be
′
∗ (11.5.1)
Let us consider the set of pairs (j, k) such that either j = 1, ..., n, k = 0, 1 or
j = n+ 1, ..., r− n, k = 0. For each pair (j, k) of this set we let (as in [T], p. 580)
Yjk = τ
ke′j . Formulas (11.4.2) show that these Y∗∗ form a basis of M(B)C∞[T ],
and the action of τ on this basis is given by the following formulas (here j =
1, ..., k(i)− 2):
τ(Yi,0) = Yi,1 (11.5.2.1)
τ(Yi,1) = (T − θ)Yν(i,1),0 +
n∑
γ=1
a1γiYγ,1 (11.5.2.2)
τ(Yν(i,j),0) = (T − θ)Yν(i,j+1),0 +
n∑
γ=1
aj+1,γ,iYγ,1 if j < k(i)− 2 (11.5.2.3)
τ(Yν(i,k(i)−2),0) = (T − θ)Yi,0 +
n∑
γ=1
ak(i)−1,γ,iYγ,1 (11.5.2.4)
Let X ′∗∗ be the dual basis to the basis X∗∗ of 11.2.2.
11.5.3. Let us consider the following correspondence between X ′∗∗ and Y∗∗:
X ′ij corresponds to Yν(i,j),0 for the pair (i, j) like in (11.4.1),
X ′i0 corresponds to Yi1 for 1 ≤ i ≤ n;
X ′i,k(i)−1 corresponds to Yi0 for 1 ≤ i ≤ n.
Therefore, in order to prove the Theorem 11.5 we must check that matrices de-
fined by the dual to (11.3.4.*) and by (11.5.2.*) satisfy (1.10.1) under identification
(11.5.3). This is an elementary exercise. 
9This proof is a generalization of the corresponding proof of Taguchi; we keep his notations.
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Remark 11.6. Clearly it is possible to generalize the Theorem 11.5 to a larger
class of t-motives — some subclass of standard-3 t-motives, see Definition 11.8.1.
The below example of the proof of Proposition 11.8.7 shows that probably the
condition λm ≥ 3 of the Theorem 11.5 can be changed by λm ≥ 2: it is necessary
to modify slightly formulas 11.4.2. From another side, a standard-1 t-motive of the
Example 2.5 shows that this condition cannot be changed to λm ≥ 1.
11.7. An elementary transformation. To formulate the proposition 11.7.3,
we change slightly notations in 1.9.1, namely, instead of A =
∑l
i=0 Aiτ
i we consider
polynomials Pk(M) of x1, ..., xn (k = 1, ..., n) defined by the formula
Pk(M) =
l∑
i=0
n∑
j=1
aikjx
qi
j (11.7.1)
Particularly, if E is the t-module associated to M (see [G], 5.4.5), x∗ = (x1, ..., xn)
t
an element of E then 11.7.1 is equivalent to Tx∗ = P∗(x∗) where P∗ =
(P1(M), ..., Pn(M))
t is the vector column. For a standard-1 t-motive M (we
use notations of 11.3.0) having m ≥ 2 we denote vector columns P1(M) =
(P1(M), ..., Pγ1(M))
t, P2(M) = (Pγ1+1(M), ..., Pγ2(M))
t. We use similar nota-
tions for M ′.
11.7.2. Let M be as above, we consider the case λ2 = λ1 − 1. Let C be a fixed
γ1 × (γ2 − γ1)-matrix. We define a transformed t-motive M1 by the formulas
P1(M1) = P1(M) + CP2(M)
q
Pi(M1) = Pi(M) for i > γ1
Proposition 11.7.3. For M , C, M1 of 11.7.2 the dual M
′
1 of M1 is described
by the following formulas:
P2(M
′
1) = P2(M
′)− CtP1(M
′)q
Pi(M
′
1) = Pi(M
′) for i 6∈ [γ1 + 1, ..., γ2]
Proof is similar to the proof of the Theorem 11.5, it is omitted. 
11.8. Non-pure t-motives. Most results of this subsection are conditional.
We shall show that under some natural conjecture the condition of purity in 8.2
and 8.4 is essential, and that for non-pure t-motives the notion of algebraic duality
is richer than the notion of analytic duality.
We generalize slightly the definition 11.2.1 as follows. Let ≻ be a linear ordering
on the set [1, ..., n], and let ϕ, k be as in 11.2.
Definition 11.8.1. A standard-3 t-motive of the type (ϕ, k,≻) is a t-motive of
dimension n given by the formulas
Teϕ(i) = θeϕ(i) +
n∑
j=1
k(j)−1∑
l=1
al,ϕ(i),j τ
lej +
∑
j≻i
ak(j),ϕ(i),j τ
k(j)ej + τ
k(i)ei (11.8.2)
39
where a∗∗∗ ∈ C∞ are coefficients (the only difference with 11.2.1 is the term∑
j≻i ak(j),ϕ(i),j τ
k(j)ej). We denote it by M(a∗∗∗).
Let M1 = M(a1∗∗∗), M2 = M(a2∗∗∗) be two isomorphic standard-3 t-motives
of the same type (ϕ, k,≻) with C∞[τ ]-bases e1∗, e2∗ respectively (we use notations
of 11.8.2 for both M1, M2). There exists C ∈ Mn(C∞[τ ]) such that the formula
defining an isomorphism between M1 and M2 is the following: e2∗ = Ce1∗.
Conjecture 11.8.3. For a generic set of a1∗∗∗ there exists only a countable set
of a2∗∗∗ such that M2 is isomorphic to M1.
This conjecture is based on calculations in some explicit cases. Particularly, it
is proved if M1, M2 are given by the below formula 11.8.5.1 and entries of C are
polynomials in τ of degree ≤ 1.
We denote byMu(r, n) the moduli space of uniformizable t-motives of the rank
r and dimension n, by L(r, n) the moduli space of lattices of the rank r and di-
mension n and by L : Mu(r, n) → L(r, n) the functor of lattice associated to an
uniformizable t-motive.
Proposition 11.8.5. Conjecture 11.8.3 implies that the dimension of the fibers
of L is > 0 for r = 3, n = 2. Particularly, we cannot omit condition of purity in
the statement of 8.2.
Proof. We consider standard-3 t-motives of the type n = 2, ϕ = Id, k(1) = 2,
k(2) = 1, 2 ≻ 1. Such M1 =M1(a111, a112, a121) is given by
A0 = θI2, A1 =
(
a111 a112
a121 1
)
, A2 =
(
1 0
0 0
)
(11.8.5.1)
(notations of Example 10.5). It has r = 3, it is not pure, hence it has no dual.
Conjecture 11.8.3 implies that the dimension of the moduli space of these t-motives
is 3 (because there are 3 coefficients a111, a112, a121). Uniformizable t-motives form
an open subset of this moduli space, while the moduli space of lattices of n = 2
and r = 3 has dimension 2. 
Remark. Similar calculations are valid for any sufficiently large r, n.
Standard-3 t-motives of the above type have not dual. The following proposition
shows that the same phenomenon holds for t-motives having dual. We denote by
Mu,d(r, n) the moduli space of uniformizable t-motives of the rank r and dimension
n having dual, by Ld(r, n) the moduli space of lattices of the rank r and dimension
n having dual, by Ld : Mu,d(r, n) → Ld(r, n) the functor of lattice and by DM :
Mu,d(r, n)→Mu,d(r, r−n), DL : Ld(r, n)→ Ld(r, r−n) the functors of duality on
t-motives and lattices respectively. Practically, Theorem 5 means that the following
diagram is commutative:
Mu,d(r, n)
DM→ Mu,d(r, r − n)
Ld ↓ Ld ↓
Ld(r, n)
DL→ Ld(r, r − n)
(11.8.6)
Proposition 11.8.7. Conjecture 11.8.3 implies that the dimension of the fibers
of Ld in the diagram (11.8.6) is > 0 for r = 5, n = 2.
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Practically, this means that the notion of algebraic duality is ”richer” than the
notion of analytic duality.
Proof. We consider standard-3 t-motives of the type n = 2, ϕ = Id, k(1) = 3,
k(2) = 2, 2 ≻ 1, r = 5. Such M is given by
A0 = θI2, A1 =
(
a111 a112
a121 a122
)
, A2 =
(
a211 a212
a221 1
)
, A3 =
(
1 0
0 0
)
(notations of Example 10.5). It has dual. Really, we denote by Ai∗j the j-th column
of Ai, and we denote by (C1|C2) the matrix formed by union of columns C1, C2.
Then M ′ =M(B) is also a standard-3 t-motive, where
B1 =

 − detA2 −a221 1− det(A1∗2|A2∗2) −a122 0
− det(A1∗1|A2∗2) −a121 0

, B2 =

 0 0 0−aq212 1 0
1 0 0


The same arguments as in the proof of Proposition 11.8.5 show that the conjec-
ture 11.8.3 implies that the dimension of the moduli space of these t-motives is 7,
while the moduli space of lattices of n = 2 and r = 5 has dimension 6. 
As above, similar calculations are valid for any sufficiently large r, n; clearly the
dimension of fibers of Ld becomes larger as r, n grow.
Let us mention two open questions related to the functor L. Firstly, let L be a
self-dual lattice such that L ∈ L(Mu,d(2n, n)). This means that DM : L
−1
d (L) →
L−1d (L) is defined.
Open question 11.8.8. What can we tell on this functor, for example, what
is the dimension of its stable elements?
Secondly, let us consider M1, M2 of CM-type with CM-field Fqr(T ), see 13.3.
Open question 11.8.9. Let the CM-types Φ1, Φ2 of the above M1, M2 sat-
isfy Φ1 6= αΦ2, where α ∈ Gal (Fqr(T )/Fq(T )). Are lattices L(M1), L(M2) non-
isomorphic?
Clearly the negative answer to this question implies the negative answer to the
Question 8.2.
For any given M1, M2 the answer can be easily found by computer calcula-
tion. Really, let M be one of M1, M2, c1, ..., cr a basis of Fqr/Fq and α1, ..., αn ⊂
Gal (Fqr(θ)/Fq(θ)) the CM-type of M . We define matrices M, N as follows:
(M)ij = αj(ci) (i, j = 1, ..., n), (N )ij = αj(cn+i), j = 1, ..., n, i = 1, ..., r − n.
The Siegel matrix Z(M) is obviously NM−1. So, we can find explicitly Z(M1),
Z(M2) for both M1, M2. To check whether Z(M1), Z(M2) are equivalent or not,
it is sufficient to find a solution to 3.8.1 such that the entries of A, B, C, D are in
M∗,∗(Fq) (this is obvious: the condition ∃γ ∈ GLr(Z∞) is equivalent to the con-
dition ∃γ ∈ GLr(Fq), because entries of Z(M1), Z(M2) are in Fqr). The equation
3.8.1 is linear with respect to A, B, C, D, and we can check whether its solution
satisfying det γ 6= 0 exists or not.
For the case q = 2, r = 4, n = 2, CM-types of M1, M2 are (Id, Fr), (Id, Fr
2)
respectively, a calculation shows that the answer is positive: lattices L(M1), L(M2)
are not isomorphic.
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12. t-motives having multiplications.
Let K be a separable extension of Fq(T ) such that KC := K⊗
Fq
C∞ is also a field,
π : X → P 1(C∞) the projection of curves over C∞ corresponding to C∞(T ) ⊂ KC .
Let K, X satisfy the condition: ∞ ∈ X is the only point on X over ∞ ∈ P 1(C∞).
Let AK be the subring of K consisting of elements regular outside of infinity. We
denote g = dimK/Fq(T ) and α1, ..., αg : K→ C∞ — inclusions over ι : Fq(T )→ C∞
(recall that ι(T ) = θ). Let W be a central simple algebra over K of dimension q2.
Each αi : K→ C∞ can be extended to a representation χi :W →Mq(C∞).
12.1. Analytic CM-type. Let (L, V ) be as in Section 2 (recall that
A = Fq[T ]) such that there exists an inclusion i : W → End
0(L, V ), where
End0(L, V ) = End(L, V ) ⊗
A
Fq(T ). It defines a representation of W on V de-
noted by Ψ which is isomorphic to
∑g
i=1 riχi where {ri} are some multiplicities
(the CM-type of the action of W on (L, V )). [Proof: restriction of Ψ on K is a sum
of one-dimensional representations, i.e. V = ⊕gi=1Vi where k ∈ K acts on Vi by
multiplication by αi(k). Spaces Vi are Ψ-invariant. We consider an isomorphism
W ⊗K C∞ = Mq(C∞) where the inclusion of K in C∞ is αi. We extend Ψ|Vi to
W ⊗K C∞ by C∞-linearity using the inclusion αi of K in C∞. It remains to show
that a representation of Mq(C∞) is a direct sum of its q-dimensional standard rep-
resentations. We consider the corresponding representation of Lie algebra slq(C∞).
It is a sum of irreducible representations. Let ω be the highest weight of any of
these irreducible representations. ω is extended uniquely to the set of diagonal
matrices of Mq(C∞), because ω is identical on scalars. Since our representation is
not only of Lie algebra but of algebra Mq(C∞), we get that ω is a ring homomor-
phism Diag (Mq(C∞))→ C∞. There exists the only such ω corresponding to the
q-dimensional standard representation].
Further, we denote m = dimW L ⊗ Fq(T ) (g, q, Ψ, ri, m are analogs of g, q, Φ,
ri, m of [Sh63] respectively). Clearly we have
n = q
g∑
i=1
ri, r = mgq
2 (12.2)
By functoriality, we have the dual inclusion i′ :Wop → End0(L′, V ′) where Wop is
the opposite algebra.
Remark. A construction of Hilbert-Blumental modules ([A], 4.3, p. 498) practi-
cally is a particular case of the present construction: for Hilbert-Blumental modules
we have q = 1, i.e. K = W, and all ri = 1. Anderson considers the case when ∞
splits completely; this difference with the present case is not essential.
Proposition 12.3. If the dual pair (L′, V ′) exists then the CM-type of the dual
inclusion is {mq− ri}, i = 1, ..., g.
Proof. We have L ⊗
Z∞
C∞ is isomorphic to (W ⊗
Fq(θ)
C∞)
m as aW-module. Since
the natural representation of W on W ⊗
Fq(θ)
C∞ is isomorphic to q
∑g
i=1 χi we get
that L ⊗
Z∞
C∞ is isomorphic to mq
∑g
i=1 χi as a W-module. Consideration of the
exact sequence 0→ V ′∗ → L ⊗
Z∞
C∞ → V → 0 gives us the desired. 
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Remark 12.4.1. This result is an analog of the corresponding theorem in the
number field case. We use notations of [Sh63], Section 2. Let A be an abelian
variety having endomorphism algebra of type IV, and (rν , sν) = (rν(A), sν(A)) are
from [Sh63], Section 2, (8). Then
rν(A
′) = mq − rν(A) = sν(A), sν(A
′) = mq − sν(A) = rν(A)
By the way, Shimura writes that the CM-types of A and A′ coincide ([Sh98], 6.3,
second line below (5), case A of CM-type). We see that his affirmation is not
natural: he considers the complex conjugate action of the endomorphism ring on
A′. It is necessary to take into consideration this difference of notations comparing
formulas of 12.3 and 13.2 with the corresponding formulas of Shimura.
Remark 12.4.2. According [L09], a t-motive M is an analog of an abelian
variety A with multiplication by an imaginary quadratic field K. The above con-
sideration shows that this analogy holds for M and A having more multiplications.
Really, if A has more multiplications then (we use notations of [Sh63], Section
2) F0 = FK, and numbers (rν(A), sν(A)) satisfy n(A) = q
∑g
i=1 rν(A), where
(n(A), dim(A) − n(A)) is the signature of A treated as an abelian variety with
multiplication by K. This is an analog of 12.2.
12.5. Complete multiplication. Here we consider the case q = m = 1, i.e.
K =W and g = r.
Lemma 12.5.1. In this case the condition N = 0 implies that the CM-type
r∑
i=1
riαi (12.5.2)
of the action of K on on (L, V ) has the property: all ri are 0 or 1.
Proof. N = 0 means that the action of T ∈ A on V is simply multiplication by
θ. We write the CM-type
∑r
i=1 riχi in the form
∑n
i=1 χαi where α1, ..., αn ∈ [1, ..., r]
are not necessarily distinct. Let l1 be an (only) element of a basis of L⊗AK K over
K and e1, ..., en a basis of V over C∞ such that the action of K on V is given by
the formulas
k(ei) = χαi(k)ei, k ∈ K
Multiplying ei by scalars if necessary, we can assume that l1 =
∑
ei. Therefore,
if αi = αj (i.e. not all r∗ in (12.5.2) are 0, 1) then the eαi -th coordinate of any
element of L coincide with its eαj -th coordinate, hence L does not C∞-generate V
— a contradiction. 
12.5.3. LetM be a t-motive of rank r and dimension n having multiplication by
AK. Recall that we consider only the case N = 0. This means that the character
of the action of K on M/τM is isomorphic to
∑r
i=1 riαi. Since E(M) = (M/τM)
∗
we get that the character of the action of K on E(M) is the same. If
all ri are 0 or 1 (12.5.4)
we shall use the terminology that M has the CM-type Φ ⊂ {α1, ..., αr} where Φ is
defined by the condition αi ∈ Φ ⇐⇒ ri = 1.
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It is easy to see that this case occurs for uniformizable M . Really, if M is
uniformizable then the action of K can be prolonged on (L(M), V (M)), and the
character of the action of K on V (M) coincides with the one on E(M). The result
follows from Lemma 12.5.1.
Lemma 12.5.5. There exists a canonical isomorphism γ from the set of inclu-
sions α1, ..., αr to the set of points θα1 , ..., θαr of X over θ ∈ P
1(C∞).
Proof. A point t ∈ X over θ ∈ P 1(C∞) defines a function ϕt : KC → P 1(C∞)
— the value of an element f ∈ KC treated as a function on X at the point t. This
function must satisfy the standard axioms of valuation and the condition ϕt(T ) = θ.
Let αi be an inclusion of K to C∞ over ι. It defines a valuation ϕαi : KC → P
1(C∞)
by the formula ϕαi(k⊗ f) = αi(k)f(θ), where k ∈ K, f ∈ C∞(T ). We define γ(αi)
by the condition ϕγ(αi) = ϕαi ; it is easy to see that γ is an isomorphism. 
Theorem 12.6. For any above {K, Φ} there exists an t-motive (M, τ) with
complete multiplication by K having CM-type Φ.
Proof (Drinfeld). We denote the divisor
∑
αi∈Φ
γ(αi) by θΦ. We construct a
F -sheaf F of dimension 1 over K which will give us M . Let fr be the Frobenius
map on Pic0(X). It is an algebraic map, and the fr − Id : Pic0(X) → Pic0(X) is
an algebraic map as well. Since the action of fr on the tangent space of Pic0(X)
at 0 is the zero map, the action of fr − Id on the tangent space of Pic0(X) at 0 is
the minus identical map and hence fr − Id is an isogeny of Pic0(X). Particularly,
there exists a divisor D of degree 0 on X such that we have the following equality
in Pic0(X):
fr(D)−D = −θΦ + n∞ (12.6.0)
This means that if we let F = FΦ = O(D) then there exists a rational map τX =
τX,Φ : F
(1) → F such that
Div(τX) = θΦ − n∞ (12.6.1)
The pair (FΦ, τX,Φ) is the desired F -sheaf.
Remark. It is easy to see that if the genus of X is > 0 then different CM-
types Φ1, Φ2 give us different sheaves FΦ1 , FΦ2 , while if the genus of X is 0 then
FΦ1 = FΦ2 = O, but the maps τX,Φ1 , τX,Φ2 are clearly different.
Let U0 = X − {∞} be an open part of X . We denote F (U0) by M, hence
F (1)(U0) = M(1). Since the support of the negative part of the right hand side
of 12.6.1 is {∞}, we get that the (a priory rational) map τX(U0) : M(1) → M is
really a map of AK-modules.
Let M be a C∞[T ]-module obtained from M by restriction of scalars from AK
to C∞[T ]. Construction F 7→ M is functorial, and we denote this functor by δ.
Further, we denote by α the tautological isomorphism M → M . M is a free
r-dimensional C∞[T ]-module, and (because M
(1) is isomorphic to M) the same
restriction of scalars of τX(U0) defines us a C∞[T ]-skew map fromM toM denoted
by τ (skew means that τ(zm) = zqτ(m), z ∈ C∞). τ is defined by the formula
τ(m) = α ◦ τX((α−1(m))(1)).
It is easy to check that (M, τ) is the required t-motive. Really, M is a AK-
module, and τ commutes with this multiplication. The fact that the positive part
of the right hand side of 12.6.1 is θΦ means that 1.13.2 holds for M and that the
CM-type of the action of AK is Φ.
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Remark 12.6.2. It is easy to prove for this case thatM is a free C∞[τ ]-module.
Really, it is sufficient to prove (see [G], Lemma 12.4.10) thatM is finitely generated
as a C∞[τ ]-module. We choose D such that ∞ 6∈ Supp (D). There exists P ∈ K∗C
such that τX(U0) :M
(1) →M is multiplication by P (recall that bothM(1),M are
AK-submodules of K). 12.6.0 implies that −ord∞(P ) = n. There exists a number
n1 such that
(a) h0(X,O(D + n1∞)) > 0; (b) for any k ≥ 0 we have
h0(X,O(D + (n1 + k)∞)) = h
0(X,O(D + n1∞)) + k (12.6.3)
h0(X,O(D(1) + (n1 + k)∞)) = h
0(X,O(D(1) + n1∞)) + k (12.6.4)
It is sufficient to prove that if g1, ..., gk are elements of a basis of H
0(X,O(D+(n1+
n)∞)), then for any Q ∈M the element α(Q) ∈M is generated by α(g1), ..., α(gk)
over C∞[τ ]. We prove it by induction by n2 := −ord∞(Q). If n2 ≤ n1+n the result
is trivial. If not then 12.6.3, 12.6.4 imply that the multiplication by P defines an
isomorphism
H0(X,O(D(1) + (n2 − n)∞))/H
0(X,O(D(1) + (n2 − n− 1)∞))→
→ H0(X,O(D + n2∞))/H
0(X,O(D + (n2 − 1)∞))
This means that ∃Q1 ∈ H0(X,O(D(1) + (n2 − n)∞)), −ord∞(Q1) = n2 − n such
that −ord∞(Q − PQ1) ≤ n2 − 1. An element Q
(−1)
1 ∈ M exists; since α(Q) =
τ(α(Q
(−1)
1 )) + α(Q− PQ1), the result follows by induction. 
If K and Φ are given then the construction of the Theorem 12.6 defines F uniquely
up to tensoring by O(D) where D ∈ Div(X(K)). We denote the set of these F by
F ({K, Φ}), and we denote by M({K, Φ}) the set δ(F ({K, Φ})). Further, we denote
by Φ′ = {α1, ..., αr} − Φ the complementary CM-type.
Theorem 12.7. Let M ∈ M({K,Φ}). Then M ′ exists, and M ′ ∈ M({K,Φ′}).
More exactly, if F ∈ F ({K, Φ}) then F−1 ⊗ D−1 ∈ F ({K, Φ′}) where D is the
different sheaf on X , and if M = δ(F ) then M ′ = δ(F−1 ⊗D−1).
Proof. Let G be any invertible sheaf on X . We have a
Lemma 12.7.0. There exists the canonical isomorphism ϕG : π∗(G
−1⊗D−1)→
HomP 1(π∗(G),O).
Proof. At the level of affine open sets ϕG comes from the trace bilinear form of
field extension K/Fq(T ). Concordance with glueing is obvious. 
We need the relative version of this lemma. Let G1, G2 be invertible sheaves
on X , ρ : G1 → G2 any rational map. Obviously there exists a rational map
ρ−1 : G−11 → G
−1
2 . Recall that we denote by ρ
inv : G2 → G1 the rational map
which is inverse to ρ respectively the composition. The map π∗(ρ
−1 ⊗ D−1) :
π∗(G
−1
1 ⊗D
−1)→ π∗(G
−1
2 ⊗D
−1) is obviously defined. The map (denoted by β(ρ))
from HomP 1(π∗(G1),O) to HomP 1(π∗(G2),O) is defined as follows at the level of
affine open sets: let γ ∈ HomP 1(π∗(G1),O)(U) where U is a sufficiently small affine
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subset of P 1, such that we have a map γ(U) : π∗(G1)(U)→ O(U). Then (β(γ))(U)
is the composition map γ(U) ◦ π∗(ρinv)(U):
π∗(G2)(U)
pi∗(ρ
inv)(U)
−→ π∗(G1)(U)
γ(U)
→ O(U)
Lemma 12.7.1. The above maps form a commutative diagram:
π∗(G
−1
1 ⊗D
−1)
pi∗(ρ
−1⊗D−1)
−→ π∗(G
−1
2 ⊗D
−1)
ϕG1 ↓ ϕG2 ↓
HomP 1(π∗(G1),O)
β(ρ)
−→ HomP 1(π∗(G2),O) 
We apply this lemma to the case {ρ : G1 → G2} = {τX,Φ : F (1) → F}. We have:
Div(τ−1X,Φ ⊗D
−1) = −Div(τX,Φ) = −θΦ + n∞
Futher, we multiply τ−1X,Φ ⊗D
−1 by T − θ. We have:
Div((T − θ)τ−1X,Φ ⊗D
−1) = Div(T − θ) + Div(τ−1X,Φ ⊗D
−1) = θΦ′ − (r − n)∞
i.e. (T − θ)τ−1X,Φ ⊗ D is one of τX,Φ′ , i.e. F
−1 ⊗ D−1 ∈ F ({K, Φ′}). Further,
(T − θ)β(τX,Φ) is the map which is used in the definition of duality of M . This
means that the lemma 12.7.1 implies the theorem. 
Remark 12.8. There exists a simple proof of the second part of the Theorem
5 for uniformizable abelian t-motives M with complete multiplication by AK ⊂ K.
Recall that this second part is the proof of 2.7 for M . Really, let us consider the
diagram 2.5. The CM-types of action of K on Lie(M) and on E(M) coincide, and
the CM-types of action of K on a vector space and on its dual space coincide. This
means that the CM-type of V ∗ is Φ and the CM-type of V ′ is Φ′. Further, γD of
2.5 commutes with complete multiplication: this follows immediately for example
from a description of γD given in Remark 5.2.8. Really, all homomorphisms of
5.2.9 commute with complete multiplication. For example, this condition for δ of
1.11.1 is written as follows: if k ∈ K, mk(M), resp. mk(M ′) is the map of complete
multiplication by k of M , resp. M ′, then (mk(M)⊗ Id) ◦ δ = (Id⊗mk(M
′)) ◦ δ —
see any textbook on linear algebra.
Finally, since Φ ∩ Φ′ = ∅ and the map ϕ′ ◦ γD ◦ ϕ∗ commutes with complete
multiplication, we get that it must be 0.
13. Miscellaneous.
Let now (L, V ) be from 12.1, case q = m = 1, i.e. K = W and r = g, and let
the ring of complete multiplication be the maximal order AK. We identify A and
Z∞ via ι, i.e. we consider K as an extension of Fq(θ). Let Φ be the CM-type of the
action of K on V . This means that — as an AK-module — L is isomorphic to I
where I is an ideal of AK. The class of I in Cl(AK) is defined by L and Φ uniquely;
we denote it by Cl(L,Φ).
Remark. Cl(L,Φ) depends on Φ, because the action of AK on V depends on
Φ. Really, let a ∈ L ⊂ V , a = (a1, ..., an) its coordinates, Φ = {αi1 , ..., αin} ⊂
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{α1, ..., αr} and k ∈ AK. Then ka has coordinates (αi1(k)a1, ..., αin(k)an), i.e.
depends de Φ. Particularly, the AK-module structure on L depends on Φ, and
hence Cl(L,Φ) depends on Φ. For example, if n = 1, r = 2, Φ1 = {α1}, Φ2 = {α2},
then Cl(L,Φ2) is the conjugate of Cl(L,Φ1).
Theorem 13.1. Cl(L′,Φ′) = (Cl(d))−1(Cl(L,Φ))−1 where d is the different
ideal of the ring extension AK/A.
Proof. This theorem follows from the above results; nevertheless, I give here an
explicit elementary proof. Let a∗ = (a1, ..., ar)
t be a basis (considered as a vector
column) of K over Fq(θ) and b∗ = (b1, ..., br)
t the dual basis. Recall that it satisfies
2 properties:
(1) ∀i 6= j αi(a∗)
tαj(b∗) = 0 ( i.e.
r∑
k=1
αi(ak)αj(bk) = 0) (13.1.1)
(2) For x ∈ K let mx,a∗ (resp mx,b∗) be the matrix of multiplication by x in the
basis a∗ (resp. b∗). Then for all x ∈ K we have
mx,a∗ = m
t
x,b∗ (13.1.2)
We define In,r−n as an r × r block matrix
(
0 Ir−n
−In 0
)
, and we define a new
basis b˜∗ = (b˜1, ..., b˜r)
t by
b˜∗ = In,r−nb∗ (13.1.3)
(explicit formula: (b˜1, ..., b˜r) = (bn+1, ..., br,−b1, ...,−bn)).
We can assume that Φ = {α1, ..., αn}. Since L has multiplication by AK and the
CM-type of this multiplication is Φ, it is possible to choose a∗ such that L ⊂ Cn∞
is generated over Z∞ by e1, ..., er where
ei = (α1(ai), ..., αn(ai)) (13.1.4)
Let Lˆ ⊂ Cr−n∞ be generated over Z∞ by eˆ1, ..., eˆr where
eˆi = (αn+1(b˜i), ..., αr(b˜i)) (13.1.5)
Lemma 13.1.6. L′ = Lˆ.
Proof. Let A (resp. B) be a matrix whose lines are the lines of coordinates
of e1, ..., en (resp. en+1, ..., er) in 13.1.4, and C (resp. D) a matrix whose lines are
the lines of coordinates of eˆ1, ..., eˆr−n (resp. eˆr−n+1, ..., eˆr) in 13.1.5. By definition
of Siegel matrix, we have L = L(BA−1), Lˆ = L(DC−1) (L is defined in 3.1, 3.2).
So, it is sufficient to prove that (BA−1)t = DC−1, i.e. AtD = BtC. This follows
immediately from the definition of A,B,C,D and (13.1.1). 
For x ∈ AK we denote by Mx(L) the matrix of multiplication by x in the basis
e∗ (see the notations of Remark 3.8). Obviously Mx(L) = mx,a∗ .
Let now AK acts on C
r−n
∞ (the ambient space of L
′) by CM-type Φ′. According
(13.1.2) and (13.1.3), the matrix of the action of x ∈ AK in the basis b˜∗ is
In,r−nm
t
x,a∗
I−1n,r−n (13.1.7)
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Let M, M′ be from Remark 3.8. Formula 3.8.4 shows that
M′ = In,r−nM
tI−1n,r−n (13.1.8)
Formulas (13.1.7) and (13.1.8) — because of Lemma 1.10.3 — prove the theorem.

13.2. Compatibility with the weak form of the main theorem of com-
plete multiplication.
The reader can think that Theorem 13.1 is incompatible with the main theorem
of complex multiplication, because of the −1-th power in its statement. The reason
is a bad choice of notations of Shimura, he affirms that the CM-type of an abelian
variety A over a number field coincides with the CM-type of A′, while we see that
it is really the complement. Since an analog of even the weak form of the main
theorem of complex multiplication — Theorem 13.2.6 — for the function field case
is not proved yet, the main result of the present section — Theorem 13.2.8 — is
conditional: it affirms that if this weak form of the main theorem — Conjecture
13.2.7 — is true for a t-motive with complete multiplication M , then it is true
for M ′ as well. By the way, even if it will turn out that the statement of the
Conjecture 13.2.7 is not correct, the proof of 13.2.8 will not be affected, because
the main ingredient of the proof is the formula 13.2.10 ”neutralizing” the −1-th
power of the Theorem 13.1.
Let us recall some definitions of [Sh71], Section 5.5. We consider an abelian
variety A = Cn/L with complex multiplication by K. The set Hom(K, Q¯) consists
of n pairs of mutually conjugate inclusions {ϕ1, ϕ¯1, ..., ϕn, ϕ¯n}. Φ is a subset of the
set Hom(K, Q¯) such that ∀i = 1, ..., n we have:
Φ ∩ {ϕi, ϕ¯i} consists of one element. (13.2.1)
It is defined by the condition that the action of complex multiplication of K on Cn
is isomorphic to the direct sum of the elements of Φ. Let F be the Galois envelope
of K/Q,
G := Gal (F/Q), H := Gal (F/K), S :=
⋃
α∈Φ
Hα (13.2.2)
(the elements of Galois group act on x ∈ F from the right, i.e. by the formula
xαβ = (xα)β ; for α ∈ Φ we denote by α also a representative in G of the coset α).
We denote
Href := {γ ∈ G|Sγ = S} (13.2.3)
and let Kref be the subfield of F corresponding to Href . We have:
HrefS−1 = S−1 (13.2.4)
i.e. S−1 is an union of cosets of Href in G. We can identify these cosets with
elements of Hom(Kref , Q¯). Φref ⊂ Hom(Kref , Q¯) is, by definition, the set of these
cosets. There is a map detΦref : Kref
×
→ K× defined as follows:
det Φref (x) :=
∏
α∈Φ
α(x) (13.2.5)
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(it follows easily from the above formulas and definitions that det Φref (x) really
belongs to K×). It can be extended to the group of ideles and factorized to the
group of classes of ideals, we denote this map by detCl Φ
ref : Cl(Kref ) → Cl(K).
Finally, let θref : Gal (Kref Hilb/Kref )→ Cl(Kref ) be an isomorphism defined by
the Artin reciprocity law.
We consider the case End(A) = OK . In this case L is isomorphic to an ideal
of OK , its class is well-defined by the class of isomorphism of A, we denote it by
Cl(A).
Theorem 13.2.6. A is defined over Kref Hilb;
For any γ ∈ Gal (Kref Hilb/Kref ) we have
Cl(γ(A)) = detCl Φ
ref ◦ θref (γ)−1(Cl(A)). 
This is a weak form of [SH71], Theorem 5.15 — the main theorem of complex
multiplication.
Now we define analogous objects for the function field case in order to formulate
a conjectural analog of Theorem 13.2.6. Let K, Φ be from 12.5.3. Kref , Φref ,
det Φref are defined by the same formulas 13.2.2 – 13.2.5 like in the number field
case (Q must be replaced by Fq(T )). The facts that 13.2.1 has no meaning in the
function field case and that the order of S is not necessarily the half of the order
of G do not affect the definitions.
The ∞-Hilbert class field of K (denoted by KHilb ∞) is an abelian extension of
K corresponding to the subgroup
K∗∞ ·
∏
v 6=∞
O∗Kv · K
∗
of the idele group of K. We have an isomorphism θ : Gal (KHilb ∞/K)→ Cl(AK).
We formulate the function field analog of Theorem 13.2.6 only for the case when
(*) There exists only one point over ∞ ∈ P 1(Fq) in the extension Kref/Fq(T ).
In this case the field Kref Hilb ∞ and the ring AKref are naturally defined, and
we have an isomorphism θref : Gal (Kref Hilb ∞/Kref )→ Cl(AKref ).
Let M be an uniformizable t-motive of rank r and dimension n having complete
multiplication by AK, and Φ its CM-type. Cl(M) is defined like Cl(A) in the
number field case, it is Cl(L,Φ) of 13.1.
Conjecture 13.2.7. If (*) holds, then M is defined over Kref Hilb ∞, and for
any γ ∈ Gal (Kref Hilb ∞/Kref ) we have Cl(γ(M)) = detCl Φref ◦ θref (γ)−1Cl(M).
Now we can formulate the main theorem of this section.
Theorem 13.2.8. If conjecture 13.2.7 is true for M then it is true for M ′.
Proof. It follows immediately from the functional analogs of 13.2.2 – 13.2.4 that
(K,Φ′)ref = (Kref , (Φref)′) (13.2.9)
Further,
detClΦ
′ref = (detClΦ
ref )−1 (13.2.10)
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Really, det Φref (x) · det(Φref )′(x) = NKref/Fq(T )(x) ∈ Fq(T )
×, hence gives the
trivial class of ideals (we use here (13.2.9). Finally, for γ ∈ Gal (Kref ) we have
(γ(M))′ = γ(M ′) (13.2.11)
The theorem follows immediately from 13.1, 13.2.10, 13.2.11 (recall that Cl(M) is
Cl(L,Φ) of 13.1). 
13.3. Some explicit formulas. We give here an elementary explicit proof of
the theorem 12.7 in two simple cases: K = Fqr(T ) and Fq(T
1/r). By the way, since
the extension Fqr(T )/Fq(T ) is not absolutely irreducible, formally this case is not
covered by the theorem 12.7.
Case AK = Fqr [T ]. Let αi, where i = 0, ..., r − 1, be inclusions K → C∞. For
ω ∈ Fqr we have αi(ω) = ω
qi . Let
0 ≤ i1 < i2 < ... < in ≤ r − 1 (13.3.0)
be numbers such that Φ = {αij}, j = 1, ..., n. We consider the following t-motive
M = M(K,Φ). Let e1, ..., en be a basis of MC∞[τ ] such that mω(ej) = ω
qij ej and
the multiplication by T is defined by formulas
Te1 = θe1 + τ
i1−in+ren (13.3.1)
Tej = θej + τ
ij−ij−1ej−1, j = 2, ..., n (13.3.2)
It is easy to check that M has complete multiplication by AK, and its CM-type
is Φ.
Remark. It is possible to prove that M(K,Φ) is the only t-motive having these
properties; we omit the proof.
Proposition 13.3.3. For AK = Fqr [T ] we have: M(K,Φ)
′ =M(K,Φ′).
Proof. Elements τ jek for k = 1, ..., n, j = 0, ..., ik+1 − ik − 1 for k < n and
j = 0, ..., i1 − in + r − 1 for k = n form a basis of MC∞[T ]. Let us arrange these
elements in the lexicographic order (τ j1ek1 precedes to τ
j2ek2 if k1 < k2) and make
a cyclic shift of them by i1 denoting e1 by fi1+1, τ
i2−i1−1e1 by fi2 etc. until
τ i1−in+r−1en = fi1 . Formulas 13.3.1, 13.3.2 become
τ(fi) = fi+1 if i 6∈ {i1, ..., in}
τ(fi) = (T − θ)fi+1 if i ∈ {i1, ..., in}
(i mod r, i.e. fr+1 = f1). Formula 1.10.1 shows that in the dual basis f
′
∗ we have
τ(f ′i) = f
′
i+1 if i ∈ {i1, ..., in}
τ(f ′i) = (T − θ)f
′
i+1 if i 6∈ {i1, ..., in}
which proves the proposition. 
Case AK = Fq[T
1/r], (r, q) = 1. In order to define M(K,Φ) we need more
notations. We denote θ1/r and T 1/r by s and S respectively, and let ζr be a
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primitive r-th root of 1. Let αi, i1 < i2 < ... < in and Φ be the same as in
the case AK = Fqr [T ]. We have αi(S) = ζ
i
rS. Further, we consider an overring
C∞[S, τ ] of C∞[T, τ ] (S is in the center of this ring), and we consider the category
of modules over C∞[S, τ ] such that the condition 1.9.2 is changed by a weakened
condition 13.3.4 (here AS,0 ∈Mn(C∞) is defined by the formula Se∗ = ASe∗, where
AS ∈Mn(C∞)[τ ], AS =
∑∗
i=0AS,iτ
i):
ArS,0 = θIn +N (13.3.4)
Let M¯ be a C∞[S, τ ]-module such that dim M¯C∞[S] = 1, f1 the only element of a
basis of M¯C∞[S] and
τf1 = (S − ζ
i1
r s) · ... · (S − ζ
in
r s)f1
By definition, M =M(K,Φ) is the restriction of scalars from C∞[S, τ ] to C∞[T, τ ]
of M¯ . Like in the case AK = Fqr [T ], it is easy to check that M has complete
multiplication by AK with CM-type Φ, and it is possible to prove that it is the only
t-motive having these properties.
Proposition 13.3.5. For AK = Fq[T
1/r], (r, q) = 1 we have: M(K,Φ)′ =
M(K,Φ′).
Proof. For i = 1, ..., r we denote fi = S
i−1f1. These f∗ = f∗(Φ) form a basis of
MC∞[T ], and the matrix Q = Q(f∗,Φ) of multiplication of τ in this basis has the
following description. We denote by σk(Φ) the elementary symmetric polynomial
σk(ζ
i1
r , ..., ζ
in
r ).
The first line of Q is
σn(Φ)s
n σn−1(Φ)s
n−1 ... σ1(Φ)s 1 0 ... 0
and its i-th line is obtained from the first line by 2 operations:
1. Cyclic shift of elements of the first line by i− 1 positions to the right;
2. Multiplication of the first i+ n− r elements of the obtained line by T .
We consider another basis g∗ = g∗(Φ) of MC∞[T ] obtained by inversion of order
of fi, i.e. gi = fr+1−i. The elements of Q(g∗) are obtained by reflection of positions
of elements of Q(f∗) respectively the center of the matrix.
The theorem for the present case follows from the formula
Q(f∗,Φ)Q(g∗,Φ
′)t = (T − θ)Ir
whose proof is an elementary exercise: let Φ′ = {j1, ..., jr−n}; we apply equality
σk(x1, ...xr) =
∑
l
σl(xi1 , ..., xin)σk−l(xj1 , ..., xjr−n)
to 1, ζr, ..., ζ
r−1
r . 
13.4. Reduction. Recall notations of 1.16. Let L be a finite extension of Fq(θ),
p a valuation of L over a valuation P 6= ∞ of Fq(θ), and we denote ι−1(P ) ⊂ A
by P. Let M be a t-motive defined over L having a good ordinary reduction M˜
at p and such that the dual M ′ exists. According 1.15.1, the L-structure on M ′
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is well-defined. We denote by MP,0 the kernel of the reduction map MP → M˜P .
Condition of ordinarity means that MP,0 = (A/P)n.
Conjecture 13.4.1. For the above M , M ′ we have:
MP,0 and M
′
P,0 are mutually dual with respect to the pairing of Remarks 4.2,
5.1.6 (recall that conjecturally M ′ also has good ordinary reduction at p).
Proof for a particular case: M is a Drinfeld module, P = T .
(1.9.1) for M has a form
Te = θe+ a1τe+ ...ar−1τ
r−1e+ τ re
Condition of good ordinary reduction means ai ∈ L, ordp(ai) ≥ 0, ordpa1 = 0.
Let x ∈ MT , y ∈ M ′T ; we can consider x (resp. y) as an element of C∞ (resp.
Cr−1∞ ) satisfying some polynomial equation(s). Considering Newton polygon of
these polynomials we get immediately (1) for both M , M ′. Let y = (y1, ..., yr−1)
be the coordinates of y; explicit formula (5.3.5) for the present case has the form
< x, y >M= Ξ(xy
q
r−1 + x
qy1 + x
q2y2 + ...+ x
qr−1yr−1)
The same consideration of the Newton polygon of the above polynomials shows that
for x ∈MT,0, y ∈M ′T,0 we have ordpx, ordpyi ≥ 1/(q−1). Since ordpΞ = −1/(q−1)
we get that ordp(< x, y >M ) > 0 and hence (because < x, y >M∈ Fq) we have
< x, y >M= 0. Dimensions of MT,0, M
′
T,0 are complementary, hence they are
mutually dual. 
Remark 13.4.2. Analogous explicit proof exists for any standard-3 M of Sec-
tion 11.8.
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