Throughout this paper we consider data structures as sorted algebras endowed with a designated subset of their visible part, which represents the set of truth values. The originality of our approach is the application of the standard abstract algebraic logic theory of deductive systems to the hidden heterogeneous case. We generalize the well-known equivalence relation between finite automata, which relies on the Nerode equivalence relation between states, to k-data structures. This is obtained via the Leibniz congruence, which can be viewed as a generalization of the Nerode equivalence in automata theory.
INTRODUCTION
In the traditional algebraic approach to the specification of programs, sorted algebras are used to model the programs that manipulate several sorts of data. However, object-oriented (OO) systems constitute a challenge for traditional algebraic methods. They, very often, provide mechanisms to encapsulate internal data in order to make the updating of programs easier and, the internal data protected; the latter can be required by security reasons. Consequently, the data should naturally be split into two categories: the ones to which the user has direct access to (visible data) and those that the user only has access to by the meaning (output) of programs with visible output (hidden data).
In this work, we are interested in the study of a special relation between hidden data elements, called behavioral equivalence relation; intuitively, two hidden data elements are said to be behaviorally equivalent if the output over each program of visible range is the same when we use either element as input (this relation was introduced by Reichel [1] ).
Observational techniques are very important in formal methods for verification and specification of programs. Indeed, given a specification, in order to prove the correctness of an abstract machine, we should forget its internal characteristics, since the intrinsic behavior should be examined only via programs with visible output.
Our approach to behavioral equivalence differs substantially from that adopted in most of the previous works in this area in the sense that it is greatly influenced by abstract algebraic logic (AAL). This is, in fact, the main novelty of our work. The AAL is an area of algebraic logic that focuses on the study of the relationship between logical equivalence and logical truth (cf. [2] ). The AAL is centered on the process of associating a class of algebras to a logical system. This feature contrasts with the usual treatment given in pure algebraic logic where the emphasis is on the study of the class of algebras obtained by this process.
In order to apply the results and tools of AAL to the theory of specification of abstract data types, we have to look at the specification logic as a deductive system, i.e. as a substitution-invariant closure relation on an appropriate set of formulas. The class of deductive systems has to be expanded in order to include multisorted, as well as one-sorted systems, and to provide for the dichotomy 'visible versus hidden'. We also have to be able to formulate, in this context, the behavioral equivalence as some generalized notion of the Leibniz congruence.
The notion of deductive system is generalized by considering the data to be heterogeneous and split into two kinds: the visible and the hidden ones. By a k-data structure we mean a collection of data items of different sorts, like lists, Booleans, numbers, etc., and operations involving them, together with a set of k-tuples of elements, as a set of generalized truth values, called a filter. The universe, which is a sorted algebra, is split into two disjoint sets, namely: the hidden part, which corresponds to the states of the associated state transition system and the visible part. There are also two different kinds of
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The Computer Journal Advance Access published September 14, 2007 interpretation of the operation symbols: the attributes and the methods. The former return visible data and are used for observing the state of the system while the latter may represents changes of state. The k-data structures play an important role in the algebraic specification of OO programs. Namely, they are the natural models of generalized hidden k-logics (cf. [3, 4] ). Hidden k-logics are useful mainly because they encompass not only the two-dimensional hidden and standard equational logics, but also the Boolean logics; these are onedimensional multisorted logics with Boolean as the only visible sort, and with equality-test operations for some of the hidden sorts in place of equality predicates. They also include all assertional logics of the standard AAL. Concerning the notion of Leibniz congruence, it has to be generalized by considering the distinctive characteristics of the OO paradigm. In [4] , the authors proposed a general notion of Leibniz congruence. They showed that the Leibniz congruence coincides with the behavioral equivalence relation; thus, it is worth to explore this notion within the OO paradigm. The Leibniz congruence on an algebra A over a designated filter F, denoted by V(F), is defined as the largest congruence on A compatible with F. A congruence relation u on A is compatible with F if for all V [ VIS and for all ā, ā
A useful property is the fact that the Leibniz congruence is preserved under inverse images of surjective homomorphisms. This allows us to generalize to k-data structures the characterization of the global behavioral equivalence relation between finite automata based on the well-known Nerode equivalence relation on the states of the automaton. Namely, we show that two k-data structures are equivalent (i.e. they have the same behavior) if and only if their quotients, under the respective Leibniz congruences, are isomorphic (Theorem 4.1).
PRELIMINARIES
Let SORT be a nonempty set (the elements in SORT are called sorts). A nonempty finite sequence S 0 , . . . , S n of sorts in SORT is called a type over SORT. We will write a type as S 0 , . . . , S n21 ! S n . The set of all types is denoted by TYPE. From the beginning, we distinguish visible and hidden data by splitting, in the definition of signature, the set of sorts in the visible and the hidden part. A hidden (sorted) signature is a triple S ¼ kSORT,VIS,OPl, where SORT is a nonempty set of sorts, VIS is a subset of SORT, which we call the set of visible sorts and OP ¼ kOP t : t [ TYPEl, where OP t is a countable set of operation symbols of type t. We call the sorts in SORT\VIS hidden sorts. We assume X ¼ kX S : S [ SORTl to be a fixed countable sorted set of variables. We define the sorted set Te S (X) of terms (or formulas) in the signature S as usual. We say that a term t is a ground term (or a variable-free term) if it does not have variables. We say that a hidden signature is standard if there is a ground term of each sort.
Sorted algebra
By a S-algebra (or simply an algebra, if S is clear from the context), we mean a pair A ¼ kkA S : S [ SORTl, kOP t A : t [ TYPEll, where A S is a nonempty set for each S [ SORT and, for each
A is an operation on A of type t, that is O A : A S 0 Â ... Â A S n21 ! A S n . Throughout this paper, we assume that A S = 1, for all S [ SORT. With this assumption, we exclude some data structures of practical interest. However, the meta-mathematics is simpler in this case and most results of universal algebra hold in their usual form. More generally, the assumption holds automatically if S is standard.
We define, in the usual way, the operations in Te S (X) to obtain the term algebra over the signature S, which we denote by Te S (X). It is well known that Te S (X) has the universal mapping property over X in the sense that, for every S-algebra A and every sorted map h : X ! A, called an assignment, there is a unique sorted homomorphism h * : Te S (X) ! A which extends h. In the sequel, we will not distinguish between these two maps. A map from X to the set of terms, and its unique extension to an endomorphism of Te S (X), is called a substitution. Since X is assumed fixed throughout the paper, we normally write Te S in place of Te S (X); moreover, we may write simply Te when S is clear from the context. EXAMPLE 2.1. (FLAGS). The hidden signature of flags, S flags , is the signature used to specify the semaphore systems. These systems are used to schedule resources in the following way: we associate a flag to each resource. When a resource is being used by some process, its flag is set to position 'up' to indicate forbidden access. After being used, its flag is set to position 'down', which means that the resource is available to be used by another process. The user does not have access to the flag itself (i.e. flag is a hidden sort). The only access is through the operation up?, which is used to test the state of the semaphore and gives a boolean value. In case of the implementation, which has the boolean part the twoboolean algebra, the result of up? is true or false with the meaning that the resource is available or not, respectively. The hidden operations are up, dn and rev. The operations up and dn fix the position of the flag 'up' and 'down', respectively, and rev reverses the flag's position (cf. Figs. 1 and 2 ). EXAMPLE 2.2. (SETS). The hidden signature S sets has three sorts: set, elt and bool, with elt and bool as the visible sorts. The visible operations are the operations for the booleans: true, false, :,^and _. The hidden operations are the constant empty to represent the empty set; and union, & and neg to represent the set theoretical union, intersection and complement, respectively. The action of adding an element to a set is represented by add and, in is the operation symbol used to test whether an element belongs to a set; i.e., in (e, X) expresses that 'e is in X' (cf. Figs. 3 and 4) . To provide a context that allows us to deal simultaneously with specification logics that are sentential (for example, logics with a Boolean sort) and equational, we introduce the notion of a k-term for any non-zero natural number k (cf. [3] ). A k-term of sort S over S is just a sequence of k S-terms, all of the same sort S. We indicate k-terms by overlining, w : S ¼ kw 0 : S, . . . , w k21 : Sl. When we do not want to make the common sort of each term of w explicit, we simply write it as w . Te S k is the sorted set of all k-terms over S; i.e.
A k-variable is the special k-term x consisting of k distinct variables kx 0 : S, . . . , x k21 : Sl all of them of the same sort.
Recall that for every algebra A over S and every assignment h : X ! A, there is a unique homomorphism h * : Te S ! A which extends h. We also define a map h * :
In the sequel, if it is clear from the context, we will denote all these maps by the same symbol h.
Data structures
By a k-data structure we mean a collection of data items of different sorts, like lists, booleans, numbers, etc., and operations involving them. Some of the data items are considered hidden in the sense that we do not have direct access to them. In our approach, a k-data structure is endowed with a set of generalized truth values, called a filter (the term filter comes from the one sorted case in the AAL field).
A is called the underlying algebra of A and F is called the designated filter of A. An example of a two-data structure is any model of the free hidden equational logic over S (HEL S ) (cf. [4] ). The standard model of HEL S is of the form kA, id A VIS l, where A is a S-algebra and id A VIS is the identity relation on the visible part of A. One gets more general two-data structures as models by taking any congruence relation on the visible part of A in place of id A VIS . We can also consider the free Boolean logic over S if, it has a Boolean sort and it is the only visible sort. Here the standard models are the one-data structures kA, ftruegl, where A is a S-algebra such that A VIS is the two-element Boolean algebra. In a general model, A VIS is an arbitrary Boolean algebra and ftrueg is replaced by an arbitrary filter on A VIS .
EXAMPLE 2.4. (FLAGS-REVISITED I)
. A two-data structure over S flags is a pair consisting of a S flags -algebra and a subset of pairs of the boolean domain. An example is A ¼ kA, Fl, where A is defined having carrier set the sorted set A ¼ kA bool , A flag l, with A bool ¼ B 2 : ¼ftrue, falseg and A flag ¼ fU, U 0 , Dg and the operations are defined by:
We take the usual Boolean operations of the two-element Boolean algebra B 2 and the filter the set F ¼ fktrue, truel, kfalse, falselg#A bool 2 .
EXAMPLE 2.5. (SETS-REVISITED)
. This is a more interesting example since there are two visible sorts involved. Let B elt be a nonempty set of elements. Then we define B set U P(B elt ), the set of all subsets of B elt , and B bool : ¼ftrue, falseg.
Let B be the sorted set kB set , B elt , B bool l. We endow B with the structure of a S sets -algebra by interpreting the operation symbols in S sets , in a natural way.
false; otherwise:
true B ¼ true; false B ¼ false;
, where E is a fixed equivalence relation on B elt . Thus, B ¼ kB, Fl is a two-data structure over S sets .
Leibniz congruence
Let kA, Fl be a k-data structure over a hidden signature S. A congruence relation u on A is VIS-compatible (or simply compatible) with F if for all V [ VIS and for all ā, ā
Equivalently, we have that u is compatible with F if and only if for every V [ VIS, F V is the union of a cartesian product of u V -classes. If a congruence u is compatible with F, then any congruence that is contained in u is also compatible with F. But u being compatible with F does not imply that u is compatible with any G contained in F. However, if u is compatible with each member of a set U of filters then it is compatible with its intersection >U. The fact that a congruence u is compatible with F also does not imply that it is compatible with any G that contains F. It is not difficult to see that the largest congruence compatible with F always exists (cf. [3] ).
DEFINITION 2.2. (LEIBNIZ CONGRUENCE)
. Let A ¼ kA, Fl be a k-data structure over a hidden signature S. Then the Leibniz congruence on A over F is the largest congruence relation on A compatible with F. We denote it by V A (F), or simply V(F) when A is clear from the context.
We use the term 'Leibniz congruence' since this notion generalizes the analogous concept from the one-sorted case. The Leibniz congruence plays a central role in our research. The term was introduced in [5] , but the concept appeared much earlier in the context of AAL. In the one-sorted case it has extensively been investigated (cf. [2, 5] ). Bidoit et al. in [6] consider the algebras as being endowed with a congruence that can be viewed as the Leibniz congruence on the equality models over the identity filter. Goguen and Malcolm in [7] also study this congruence for equality models.
We say that a k-data structure A ¼ kA, Fl is reduced if V(F) is the identity congruence on A. EXAMPLE 2.6. (NERODE EQUIVALENCE). It is well known that any finite automaton can naturally be presented as a multialgebra. However, Blok and Pigozzi pointed out that they are even more naturally viewed as one-data structures (cf. [8] ). Let S ¼ F < fsg, where F is a finite set of operations symbols and s is a constant. Let A be an one-sorted algebra over S. An one-data structure A ¼ kA, Fl is called a S-automaton. The elements of A are called states of A, s A is the start state and F is the set of final states. The symbols in F are called input symbols and their interpretations on A are the state transition functions of the automaton. It is not difficult to see that the Nerode equivalence relation coincides with the Leibniz congruence on A over F. Note that the related notions of language accepted and minimal automaton may be naturally formulated in this context.
EXAMPLE 2.7. (FLAGS-REVISITED II)
. Let A ¼ kA, fktrue, truel, kfalse, falselgl be the two-data structure given in Example 2.4. The Leibniz congruence on A over F ¼ fktrue, truel, kfalse, falselg is the relation R, with R flag ¼ fkU, Ul, kU, U 0 l, kU 0 , Ul, kD, Dlg, and R bool ¼ fktrue, truel, kfalse, falselg. It is easy to see that R is a congruence compatible with F, so we only need to prove that it is the largest one. This can be done by noting that if we add any other pair to R the obtained generated congruence is no longer compatible with F.
Let A be an algebra, w (x 0 : T 0 , . . . , x n21 : T n21 ) a k-term and a 0 [ A T 0 , . . . , a n21 [ A T n21 . Then, we denote by w A (a 0 , . . . , a n21 ) the value that w takes in A, when the variables x 0 , . . . , x n21 are interpreted, respectively, by a 0 , . . . , a n21 . More algebraically, w
, with a distinguished variable z of sort S and parametric variables x 0 , . . . , x m21 .
A systematic study of the properties of the Leibniz congruence in hidden k-logics can be found in [3] ; in particular a proof of the following characterization of the Leibniz congruence can be found there. THEOREM 2.1. [4] . Let S be a hidden signature and let A ¼ kA, Fl be a k-data structure over S. Then, for every S [ SORT and for all a, a 0 [ A S , a ; a 0 (V(F) S ) iff, for every visible k-context w (z : S, u 0 : T 0 , . . . , u m21 : T m21 ) : V and for all
In two-data structures, the filters are themselves sets of pairs, so a strict relationship between them and their Leibniz congruence can be established (cf. [3] ). As an example we have the following proposition. PROPOSITION 2.1. Let A ¼ kA, Fl be a two-data structure and let u be a congruence on A. Then,
(1) u is compatible with F iff u VIS W F W u VIS #F; (2) If F is reflexive (on A VIS ) and transitive then u is compatible with F iff u VIS # F.
Let A be an algebra and C # A
2
. The congruence generated by C in A is the smallest congruence on A that contains C; it will be denoted by Q(C).
Given a two-data structure A ¼ kA, Fl with F reflexive (on A VIS ) and transitive, if Q(F < fka, a 0 lg) VIS ¼ F, then, from (2) of Proposition 2.1, Q(F < fka, a 0 lg) is compatible with F. Hence, Q(F < fka, a 0 lg)# V(F). Therefore, a ; a 0 (V(F)).
HOMOMORPHISMS AND PRODUCTS
Let S be a hidden signature and, A ¼ kA, Fl and B ¼ kB, Gl be k-data structures over S. We say that A is a k-data substructure of B, in symbols A # B, if A is a subalgebra of B and
Let h be a sorted homomorphism from the algebra A into the algebra B; we say that h is a data structure homomorphism from A to B if h(F)#G, or equivalently, if F#h
21
(G), and we denote it by h : A ! B. If F ¼ h 21 (G), then h is said to be strict. We say that h is surjective if it is surjective as a sorted map and we write h : A o B; h is said to be injective if it is injective as a sorted map and
(G) ¼ F, and we write h : A r B. We say that h is a data structure isomorphism if it is injective and surjective, i.e. h is an algebra isomorphism and h(F) ¼ G. In this case, we write A ffi B.
We define the direct product of the family (A i ) i[I of k-data structures to be the k-data structure
The index set I may be empty; in this case
One of the main properties of the Leibniz congruence is its preservation under inverse images of surjective homomorphisms. LEMMA 3.1. [4] . Let A ¼ kA, Fl be a k-data structure over S, B a S algebra and h : B ! A a surjective homomorphism. Then h
If A ¼ kA, Fl is a k-data structure over S and u is a congruence on A compatible with F, then we can consider the quotient of A by u,
We should note that the compatibility condition means that
for some filter G#A VIS k , then we can simply write A/G ¼ kA/V(G), F/V(G)l. The special case when u is V(F), the quotient A/F is called the reduction of A and it is denoted by A * . Bidoit et al. call the reduction of A the black box view of A (cf. [6] ). It was proved in [4] that the quotient of any k-data structure by the Leibniz congruence is always reduced. It is also easy to see that the natural homomorphism h : A ! A/V(F) is a data structure homomorphism. In fact, it is a strict homomorphism. Hence, if A is itself reduced then A ffi A * .
The following theorem states that the natural generalization of the homomorphism theorem holds for k-data structures. Proof Since h is strict,
the third equality holds because B is reduced.
Then by the homomorphism theorem for sorted algebras
is an algebra isomorphism. It remains to prove that it is a data structure isomorphism between A/V(h 21 (G)) and B; that is, h
A A more general version of this theorem can be formulated. It applies to arbitrary k-data structures: if A and B are possibly non reduced k-data structures and h : AoB is a surjective data structure morphism, then A/h 21 (G) ffi B * . This result can be shown as a corollary of Theorem 3.1 and it points out the importance of B being reduced in the hypothesis of the theorem. The Birkhoff's subdirect representation also holds when restricted to the class of reduced k-data structures. The proof is similar to that of the one sorted case (cf. [8] ). THEOREM 3.2. A reduced k-data structure A ¼ kA, Fl is isomorphic to a subdirect product of a family of reduced k-data structures
Since the projection homomorphisms are surjective and each B i is reduced, from the Homomorphism theorem (2) holds.
To prove the reciprocal, suppose that there are (1) and (2) hold. Define the map
Then h is a subdirect embedding of A in is a subdirect product of the family (B i ) i[I . A
GLOBAL BEHAVIORAL EQUIVALENCE
In this section, we consider a relation on the class of k-data structures upon which lies the general idea of behavioral equivalence between k-data structures described in Section 1.
We will call such a relation global behavioral equivalence. Actually, this relation generalizes the notion of automata equivalence in automata theory (cf. [9, 10] It is straightforward to show that the global behavioral equivalence between k-data structures is an equivalence relation on the class of all k-data structures over S. If A ; beh B, we sometimes say that A and B have the same 'behavior'.
Given two globally behaviorally equivalent k-data structures A ¼ kA, Fl and B ¼ kB, Gl, we can define a relation between their universes (which is usually called bisimulation) in the following way. Let s : Y ! A and t : Y ! B be the mappings that witness the equivalence between A and B. Then the bisimulation relation between A and B is the relation
Just as the Leibniz congruence can be viewed as a generalization of the relation of Nerode equivalence in automata theory (Example 2.6), the global behavioral equivalence of k-data structures may be seen as a generalization of the equivalence of finite-state machines.
The following theorem generalizes the characterization of equivalence between finite automata. It states that two k-data structures have the same behavior if and only if their quotients, under the respective Leibniz congruences, are isomorphic.
Similar results have been established in the context of hidden equational logics and observational logics Page 6 of 11 M. A. MARTINS (cf. Hennicker [12] and, Hofmann and Sannella [11] ). Our result is more general since it applies to any hidden k-logic. CLAIM. There is an algebra epimorphism from A onto B/G.
In fact, let us define h : A ! B/G by hðaÞ :¼ tðtÞ=VðGÞ;
where t is such that a ¼ s(t). Such t always exists since s is surjective.
First we prove that the map h is well defined. That is, if t and
. Let t and t 0 be terms such that
We have that the congruence u generated by t(s
21
(V(F))) is compatible with G. Indeed, since t is surjective, u is the transitive closure of t(s 21 (V(F))). Hence, it is enough to prove that t(s 21 (V(F))) is compatible with G because if this is the case, obviously the transitive closure is also compatible with G.
Suppose that ā [ G and ā ; b(t(s
Since by hypothesis ā ¼ t(w ) is in G, s(w ) [ F. Therefore, by compatibility, equation (2) (V(F)))). Thus, since t (s 21 (V(F))) is compatible with G, t(t) ; t(t 0 ) (V(G)). It is easy to see that h is surjective, because t is surjective. To prove that h is an algebra homomorphism let O be an operation symbol in S of type S 0 ,. . . , S n21 ! S n and ka 0 ,. In order to use the homomorphism theorem for k-data structures we only have to show that h is a strict data structure homomorphism.
Since B/G is reduced, by the Homomorphism Theorem, we have that A/F is isomorphic to B/G.
To prove the reciprocal implication in the theorem, assume A/Fffi B/G. Let i : A/F ! B/G be a data structure isomorphism. Suppose that A and B are disjoint (if not, replace them by disjoint isomorphic copies). Take Y to be the set of variables defined by
Define By definition of isomorphism, we have
In the literature, e.g. [11] , an equivalence relation ; on the class of all k-data structures over a fixed signature such that for all k-data structures A and B, A; B implies A * ffi B * , is called behaviorally factorizable.
HIDDEN LOGIC
As it is usually adopted in sentential logic frameworks, we will refer to k-formulas as a synonymous of k-terms. A finite k-sequent is a finite sequence of k-formulas kw 0 :S 0 , . . . ,w n21 : S n21 ,w n :S n l that we write in the following form:
If all the k-formulas w 0 ,. . . ,w n in the k-sequent are visible k-formulas, then we call it a visible k-sequent.
The set F of a given k-data structure A ¼ kA, Fl is understood to represent the set of 'truth values' of A. With this meaning in mind, the following definitions of some semantic concepts will seem more natural.
A visible k-formula w : V is said to be a semantic consequence in A of a set of visible k-formulas G, in symbols Go A w, if, for every assignment h :
A visible k-formula w is a valid k-formula, or simply a validity, of A, and conversely A is a model (or a correct abstract machine) of w , if o A w . A visible k-sequent such as equation (4) is a valid rule, or simply a validity, of A, and conversely A is a model of the k-sequent, if fw 0 ,. . . ,w n21 go A w n .
A visible k-formula w is a semantic consequence of G in an arbitrary class K of k-data structures over S, in symbols Go K w , if Go A w for each A [ K. Similarly, a k-formula or rule is a validity of K if it is a validity of each member of K.
In our approach, the underlying logics used to specify computational systems, which we call hidden k-logics, have been defined as abstract closure relations on the set of visible k-formulas (cf. [4] ). Specifically, a hidden k-logic is a pair L ¼ kS,r L l, where S is a hidden signature and r L is a substitution-invariant closure relation on the set of visible k-formulas, called the consequence relation of L. This consequence relation may be finitary or not. It is said to be finitary just in case it admits a presentation by axioms and inference rules, in the usual Hilbert style. In this case, r L is said to be specifiable. An L-theory of a hidden k-logic L is a set of visible k-formulas that are closed under the consequence relation r L . The set of all L-theories is denoted by Th(L); it forms an lattice under set inclusion. An important hidden twologic is the hidden equational logic, where it is considered only a primitive notion of equality between visible data. It is defined by the reflexivity, symmetry, transitivity and congruence rules, as a sorted equational logic, but only on the visible part (cf. [4] ).
The following proposition states that for any class K of k-data structures o K is always a hidden k-logic. A A is a model of a hidden k-logic L if every consequence of L is a semantic consequence of A; i.e. Gr L w implies Go A w . The class of all models of L is denoted by Mod(L). If L is a specifiable hidden k-logic, presented by a set of axioms and rules of inference, then A is a model of L if and only if every axiom and every rule of inference of L is a validity of A. The Completeness theorem holds for hidden k-logics, i.e. for any hidden k-logic L and every G <fw g#(Te
A k-data structure A ¼ kA, Fl is a behavioral model of L (reduced model in the AAL sense) if it is reduced and a [6] ). In [13] , the author presents an exhaustive study of the class of behavioral models by relating closure properties with classifications of the axiomatization it admites. EXAMPLE 5.1. (STACKS-REVISITED I) . The standard algebra of stacks of natural numbers is the following sorted algebra.
S ¼ kkS nat ; S stack l; s S ; zero S ; empty S ; push S ; pop S ; top S l:
: a 0 = 0 if n= 0g; i.e. S stack is the set of all finite sequences of natural numbers such that the first element of the sequence is non-zero if the sequence is nonempty. The interpretation of the constant zero, zero S and the interpretation of the constant empty, empty S are 0 and the empty sequence kl,'empty stack', respectively; and s S is the successor operation on the natural numbers. The remaining operations are defined as follows. Note that push S (kl,0) ¼ kl; i.e. the empty stack absorbs 0 if it is pushed on it, and pop S (kl) ¼ kl, and top S (kl)¼ 0. We take this non-standard definition of the standard stack algebra because all operations have to be total and we want to avoid introducing special error elements for simplicity.
The two-data structure S ¼ kS,id S nat l is a model of the logic of stacks (cf. [3] ). Moreover, it can be shown, by making the use of the equivalence system for stacks (cf. [13] ), that it is a behavioral model. 
Then, by hypothesis, f(h(w)) [ G, and thus h(w) [ F. So, Go A w . Assume conversely that Go A w and let h : X ! B be any assignment such that
As a consequence of this theorem we have that A and A * are models of the same k-sequents, or have the same valid rules, since the natural homomorphism from A to A * is strict. Moreover, if A ; beh B then A and B have the same valid rules. Proof. This is an immediate consequence of the fact that under the assumption that A ; beh B we have, by Theorem 4.1, that A * and B * are isomorphic, which implies that they have the same valid k-sequents.
A From this corollary, we can easily conclude that Mod(L) is closed under behavioral equivalence ; beh .
CONCLUSIONS AND RELATED WORK
This generalization of the AAL theory, which allows the introduction of multisorts and accommodates the dichotomy 'visible versus hidden', is relevant in its own right. Moreover, it is recognized that its application to the OO paradigm has been very successful; several results have been obtained using AAL methods (cf. [3, 4, 13, 14] ). Furthermore, this new bridge between the AAL and the specification and verification theory of programs has an enormous potencial for new developments.
Hidden k-logics, as a natural generalization of deductive systems, were introduced by Martins and Pigozzi [4] . The theory was developed in [3] , where the improvements concerning specification and verification of programs were established using tools from AAL. The theory of hidden k-logics provides a unified treatment for several logical systems such as assertional logics, Boolean logics (one-dimensional multisorted logics with Boolean as the only visible sort, and with equality-test operations for some of the hidden sorts in place of equality predicates), equational and inequational logics and the corresponding hidden versions of all of these.
A similar notion to our concept of bisimulation, called homomorphism relation, was used by Leavens and Pigozzi to study the behavioral subtyping in models of hidden equational logic having the same visible part and with filters being the identity relation on the visible part; i.e. over fixed data semantics (cf. [15, 16] ). This relation has also been studied in other contexts: (1) Casanovas et al. examined in [17] this relation in the context of equality-free logics. They called the relation by relativeness correspondence. (2) Malcolm studied bisimulation in the coalgebra field (e.g. [18] ). He assumed that the visible part is fixed at the signature level and that there are restrictions with respect to the operation symbols in order to be able to deal with models as coalgebras; namely, the methods have to have at most one hidden argument. (3) Hofmann and Sannella presented in [11] a similar result to our Theorem 4.1 but they dealt exclusively with the hidden equational case, i.e. they analyzed the bisimulation relation for ordinary two-data structures.
All of these approaches, as well as ours, may be seen as a generalization of Schoett's technique (cf. [19] ). He argued that an algebra A may be used in place of another algebra B without exhibiting surprising behavior, if the two algebras are behaviorally equivalent in the sense that any program that is run in both the two algebras yields the same output. He made the additional assumption that only visible data can be legitimate output of programs. Moreover, he proved that the existence of a bisimulation between A and B is both necessary and sufficient for A being behaviorally equivalent to B.
Our results differ from the ones listed above since they hold for any hidden k-logic, while the previous results are restricted to observational logic, or to hidden equational logic or to equality-free logics. Moreover, our k-data structures are endowed with a set of truth values in order to be part of hidden k-logic semantics. Behavioral equivalence appears as the largest congruence compatible with the set of truth values in opposition to the other cases where behavioral equivalence is part of the data structure. Actually, this approach seems to us to be the most appropriate way to deal with OO systems: the k-data structures should be viewed as abstract machines satisfying some visible properties (expressed by axioms) and whose behavior is elicited by testing the behavior of the abstract machine under the 'experiments'.
