Systems of correlation functions, coinvariants and the Verlinde algebra by Feigin, Evgeny
ar
X
iv
:1
00
3.
29
49
v2
  [
ma
th.
RT
]  
30
 N
ov
 20
10
SYSTEMS OF CORRELATION FUNCTIONS,
COINVARIANTS AND THE VERLINDE ALGEBRA
EVGENY FEIGIN
Abstract. We study the Gaberdiel-Goddard spaces of systems of cor-
relation functions attached to an affine Kac-Moody Lie algebra ĝ. We
prove that these spaces are isomorphic to the spaces of coinvariants
with respect to certain subalgebras of ĝ. This allows to describe the
Gaberdiel-Goddard spaces as direct sums of tensor products of irre-
ducible g-modules with multiplicities given by fusion coefficients. We
thus reprove and generalize Frenkel-Zhu’s theorem.
Introduction
Let V be a vertex operator algebra. In [Z] Zhu introduced an associative
algebra A(V) which captures important information about representation
theory of V (see [FZ], [DM], [GG]). The algebra A(V) is defined as a quotient
of the vacuum module of V. More generally, Zhu constructed a set of A(V)-
modules A(H) labeled by V-modules H. The spaces A(H) are defined as
quotients of H. It was shown in [FZ] that for the VOAs associated with
integrable irreducible representations of affine Kac-Moody algebras, these
quotients can be described via fusion coefficients (structure constants of the
Verlinde algebra).
It is known that the theory of VOAs is a key ingredient in mathematical
description of the models of conformal field theory (see [G], [DMS]). In
[GabGod] Gaberdiel and Goddard suggested an axiomatic approach to CFT
based on the systems of correlation functions. These systems depend on a
parameter u = (u1, . . . , un) ∈ (CP
1 \ {0})n. It was shown in [GabGod],
[N], [GN] that the systems in question are in one-to-one correspondence
with quotients Au(H) = H/Ou(H) of representations H of a given CFT
(representations of the attached VOA) by certain subspaces Ou(H). An
important fact is that Zhu’s modules A(H) coincide with A(−1,∞)(H).
The goal of this paper is to study the Gaberdiel-Goddard spaces Au(H)
for the WZW models on non-negative integer level (or, equivalently, for
H being integrable irreducible representation of an affine Kac-Moody Lie
algebra ĝ). Recall that ĝ is the non-trivial central extension of the Lie
algebra g ⊗ C[t, t−1]. Our main theorem is the description of the spaces
Ou(H):
1
2 EVGENY FEIGIN
Theorem 0.1. Let H be an integrable irreducible ĝ-module. Then
Ou(H) =
(
g⊗
n∏
j=1
(t−1 − u−1j )C[t
−1]
)
H.
Therefore the spaces Au(H) are isomorphic to the coinvariants with re-
spect to the subalgebra g ⊗
∏n
j=1(t
−1 − u−1j )C[t
−1]. Using the results from
[FKLMM] and [Fi] we obtain the following corollary:
Corollary 0.2. Let ui 6= uj for i 6= j. Then
(0.1) Au(Lλ) ≃
⊕
µ1,...,µn∈P k+
Nλ;kµ1,...,µnVµ1 ⊗ . . .⊗ Vµn .
Here H = Lλ is an integrable irreducible highest weight ĝ-module, Vµi are
irreducible finite-dimensional g-modules of highest weights µi and N
λ;k
µ1,...,µn
are structure constants of the level k Verlinde algebra attached to ĝ. Theo-
rem 0.1 together with Corollary 0.2 reprove and generalize the Frenkel-Zhu
theorem [FZ] (treating the n = 2 case) to an arbitrary number of pairwise
distinct points.
One of the most intriguing questions related to Zhu’s and Gaberdiel-
Goddard’s spaces is as follows (see [GG], [FFL], [FL]): what happens when
the points uj are allowed to coincide? Using Theorem 0.1 above and the
results of [FKLMM] we show that for g = sl2 the isomorphism (0.1) holds
even if some points do coincide.
Our paper is organized as follows:
In Section 1 we recall the generalities about affine Kac-Moody algebras and
vertex operator algebras.
In Section 2 we prove Theorem 0.1.
In Section 3 we discuss the isomorphism between the coinvariants and the
right hand side of (0.1).
Finally, in Section 4, we derive corollaries from Theorem 0.1 and discuss
generalizations.
1. Affine Kac-Moody algebras and vertex operator algebras
In this section we collect definitions and properties of affine Kac-Moody
algebras and vertex operator algebras (VOA for short) we use in the main
body of the paper. Our references here are [K1], [BF], [K2].
1.1. Affine Kac-Moody algebras. Let g be a simple Lie algebra with
the Cartan decomposition g = n⊕ h⊕ n−. Let ω1, . . . , ωl and α1, . . . , αl be
the fundamental weights and simple roots of g, ωi, αi ∈ h
∗. The weights ωi
generate the weight lattice P . Its dominant cone {
∑l
i=1 siωi, si ∈ Z≥0} is
denoted by P+. We denote by △+ the set of positive roots of g. Let θ ∈ △+
be the highest root (the highest weight of the adjoint representation). For
k ∈ Z≥0 we set
P k+ = {λ ∈ P+ : (λ, θ) ≤ k},
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where (·, ·) is the Killing form normalized by (θ, θ) = 2. For λ ∈ P+ let Vλ
be the irreducible g-module with highest weight λ and highest weight vector
vλ ∈ Vλ. In particular, nvα = 0 and Vλ = U(n
−)vλ, where U(n
−) is the
universal enveloping algebra. For a weight λ ∈ P+ we denote by λ
∗ ∈ P+
the highest weight of the dual module: Vλ∗ ≃ V
∗
λ .
Let ĝ = g ⊗ C[t, t−1] ⊕ CK be the affine Kac-Moody algebra associated
with g. The bracket on ĝ is given by
[x⊗ ti, y ⊗ tj] = [x, y]⊗ ti+j + iδi+j,0(x, y)K, x, y ∈ g, i, j ∈ Z
and K is central. Let ĝ = n̂⊕ ĥ⊕ n̂− be the Cartan decomposition. We have
n̂ = n⊗ 1⊕ g⊗ tC[t], ĥ = h⊗ 1⊕ CK, n̂− = n− ⊗ 1⊕ g⊗ t−1C[t−1].
Since K is central, it acts as a scalar on any irreducible ĝ-module. This
scalar is called the level of a module. For each λ ∈ P k+ there exists the
highest weight irreducible ĝ-module Lλ of level k with a highest weight
vector lλ ∈ Lλ such that n̂lλ = 0 and U(n̂
−)lλ = Lλ.
The modules Lλ, λ ∈ P
k
+ form a complete list of integrable irreducible
highest weight representations of level k. We note that Lλ carries a natural
degree (or energy) grading Lλ =
⊕
d≥0 Lλ(d) defined as follows: Lλ(0) con-
tains lλ and x⊗ t
i acts from Lλ(d) to Lλ(d − i) for all x ∈ g and i ∈ Z. In
particular, Lλ(0) = Vλ.
1.2. Vertex operator algebras Vk(g). Recall that a vertex operator al-
gebra is a collection of fields Y (A, z) subject to certain conditions. The
fields are labeled by vectors A ∈ V , where V is some infinite-dimensional
vector space. The space V carries a grading V =
⊕
d≥0 V (d). For an ele-
ment A ∈ V (d) we set |A| = d. Each field Y (A, z) is a series in z, z−1 with
coefficients in End(V ):
Y (A, z) =
∑
m∈Z
A(m)z
−m−|A|, A(m) ∈ EndV.
There is a special vacuum vector |0〉 ∈ V which spans V (0). The corre-
sponding field is trivial: Y (|0〉, z) = Id. Two most important properties of
the fields are as follows:
(i) ∀A,B ∈ V ∃N ∈ Z such that ∀m > N A(m)B = 0;
(ii) ∀A,B ∈ V ∃N ∈ Z>0 such that (z − w)
N [Y (A, z), Y (B,w)] = 0.
The second property is referred to as the locality property. In addition, the
space of fields is endowed with the structure of the operator product expan-
sion (OPE). More precisely, for any two elements A,B ∈ V the following
equality holds
Y (A, z)Y (B,w) =
∑
n∈Z
Y (A(n)B,w)(z − w)
−n−|A|.
The OPE is used to define the notion of the representation of a vertex
operator algebra: a vector space M endowed with a set of End(M)-valued
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series YM (A, z), A ∈ V is called a V -modules if the following relations hold:
YM (A, z)YM (B,w) =
∑
n∈Z
YM (A(n)B,w)(z − w)
−n−|A|.
For example, the vertex operator algebra V itself together with the series
Y (A, z) form the so-called adjoint representation.
It turns out that the level k vacuum ĝ-module L0 can be endowed with
the structure of a VOA. This VOA is denoted by Vk(g). The grading is given
by the energy grading and the vacuum vector is l0. The precise formulas for
the fields are as follows. First, for a ∈ g
Y (a⊗ t−1l0, z) =
∑
m∈Z
(a⊗ tm)z−m−1,
i.e. (a⊗ t−1l0)(m) = a⊗ t
m. In general, setting a(z) = Y (a ⊗ t−1lλ, z), one
gets for ai ∈ g, si > 0:
(1.1) Y (a1 ⊗ t
−s1 · · · aN ⊗ t
−sN l0, z)
=
1
(s1 − 1)! . . . (sN − 1)!
: ∂s1−1a1(z) . . . ∂
sN−1aN (z) :,
where ∂ is the z-derivative and : : denotes the normally ordered product.
For two fields Y (A, z) and Y (B, z) their normally ordered product is defined
by the formula
(1.2) : Y (A, z)Y (B, z) :
=
∑
m2∈Z
 ∑
m1≤−|A|
A(m1)B(m2)z
−m1−|A| +
∑
m1>−|A|
B(m2)A(m1)z
−m1−|A|
 z−m2−|B|.
Remark 1.1. Thanks to the property (i), the normally ordered product of
two fields is well defined.
The normally ordered product of N fields is defined recursively:
: Y (A, z)Y (B, z)Y (C, z) : = : Y (A, z)(: Y (B, z)Y (C, z) :) :
and so on.
Remark 1.2. Formula (1.1) is not specific for Vk(g). This is a particular case
of the general reconstruction procedure for getting formulas for all fields
starting from the generating ones.
The space L0 carries a structure of a representation of the Virasoro algebra
given by the Segal-Sugawara construction. Let Ti, i ∈ Z be the generators
of the Virasoro algebra. Then one has
(1.3) Y (T−1A, z) = ∂Y (A, z)
for all A ∈ L0.
For a series f(z) =
∑
i∈Z fiz
i its formal residue is defined as a coefficient
in front of z−1: Res f(z) = f−1. Obviously, Res ∂f(z) = 0.
SYSTEMS OF CORRELATION FUNCTIONS AND THE VERLINDE ALGEBRA 5
2. Systems of correlation functions
Let u = (u1, . . . , un) ∈ (CP
1 \ {0})n be a collection of (non necessarily
distinct) points. In [GabGod] the authors defined certain quotient Au of
representations of a given VOA. These quotients depend on u and describe
systems of correlation function on the sphere (see [GN]). The systems in
question play the crucial role in the axiomatic approach to CFT developed
in [GabGod] (see also [GN], [G]). Let us recall the main definitions.
LetH be a representation of a VOA V. Assume for a moment that u1 =∞
and ui 6=∞, i > 1. Then the Gaberdiel-Goddard space Au(H) is defined as
Au(H) = H/Ou(H),
where the space Ou(H) = O(u1,...,un)(H) →֒ H is spanned by the vectors.
(2.1) Res (z−1−M+(2−n)|A|
n∏
j=2
(z − uj)
|A|Y (A, z)v)
for all M > 0, A ∈ V, v ∈ H. In addition, the family of spaces Au(H) is
invariant with respect to the diagonal action of the group PSL2 on u ∈
(CP1)n. This property is called the Mo¨bius invariance. Using the Mo¨bius
invariance in what follows we assume without loss of generality that u1 =∞.
It is convenient for us to rewrite formula (2.1) slightly to exclude the
restriction ui 6=∞, i > 1. Namely, let
(2.2) Y
(M)
u (A) = Res (z
−1−M+|A|
n∏
j=2
(z−1 − u−1j )
|A|Y (A, z)).
Clearly Y
(M)
u (A)v is proportional to (2.1) if ui 6=∞, i > 1.
Definition 2.1. For each n-tuple u = (u1, . . . , un) ∈ (CP
1 \ {0})n, u1 = ∞
the subspace Ou(H) →֒ H is a linear span of the elements Y
(M)
u (A)v with
A ∈ V, M > 0, v ∈ H. The corresponding quotient space is denoted by
Au(H): Au(H) = H/Ou(H).
Remark 2.2. If ui =∞ for some i, we put u
−1
i = 0.
In what follows we are only concerned with vertex operator algebras Vk(g)
attached to an affine Kac-Moody algebras ĝ on level k ∈ Z≥0. For a weight
λ ∈ P k+ we denote Ou(λ) = Ou(Lλ), Au(λ) = Au(Lλ). Our goal is to prove
that
(2.3) Ou(λ) = (g⊗
n∏
j=1
(t−1 − u−1j )C[t
−1])Lλ
(recall that u1 = ∞). We denote the right hand side by O
c
u(λ) (the upper
index c is because of coinvariants, see Section 3).
Remark 2.3. If uj =∞ for all j = 1, . . . , n, then
Ocu(λ) = (g⊗ t
−n
C[t−1])Lλ,
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which agrees with the general formula for O(∞,...,∞)(λ), see for example [GN].
We start with the following simple but important lemma:
Lemma 2.4. For any a ∈ g,M ∈ Z and p1, . . . , pN ∈ C
Res
zM N∏
j=1
(z−1 − pj)Y (a⊗ t
−1, z)
 = a⊗ tM N∏
j=1
(t−1 − pj).
Proof. Follows from Y (a⊗ t−1, z) =
∑
i∈Z z
−i−1(a⊗ ti). 
We first show that the left hand side of (2.3) contains the right hand side.
Lemma 2.5. Ocu(λ) →֒ Ou(λ).
Proof. Take a ∈ g. Since |a⊗ t−1| = 1 we have
Y
(M)
u (a⊗ t
−1) = Res z−M
n∏
j=2
(z−1 − u−1j )Y (a⊗ t
−1, z).
Now our lemma follows from Lemma 2.4 and definition of Ou(λ). 
We now want to prove the reverse inclusion Ou(λ) →֒ O
c
u(λ). We say that
an operator X ∈ End(Lλ) is good, if
Im(X) →֒ (g⊗
n∏
j=1
(t−1 − u−1j )C[t
−1])Lλ.
Of course, being good or not depends on u and H. In what follows we fix u
and H, so we say simply ”good”. Then the inclusion
Ou(λ) →֒ O
c
u(λ)
is equivalent to the statement that all operators Y
(M)
u (A, z), M > 0, A ∈ V
are good.
We first consider the elements A = a⊗ t−s, s ≥ 1.
Lemma 2.6. For any M > 0, s > 0 and a ∈ g the operators Y
(M)
u (a⊗ t−s)
are good.
Proof. Since |a⊗ t−s| = s we obtain (see formula (1.1))
(s− 1)!Y
(M)
u (a⊗ t
−s) = Res z−1−M+s
n∏
j=2
(z−1 − u−1j )
s∂s−1Y (a⊗ t−1, z)
= (−1)s−1Res
∂s−1
(z−1−M+s n∏
j=2
(z−1 − u−1j )
s)
Y (a⊗ t−1, z)
 .
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We note that
∂s−1
z−1−M+s n∏
j=2
(z−1 − u−1j )
s

=
∑
d1+···+dn=s−1
cd(∂
d1z−1−M+s)
n∏
j=2
∂dj (z−1 − u−1j )
s
=
∑
cd,bz
−1−M+s−d1z−
∑n
j=2 dj−
∑n
j=2 bj
n∏
j=2
(z−1 − u−1j )
s−bj ,
where cd, cd,b are some constants and the sum runs over
d = (d1, . . . , dn) ∈ Z
n
≥0, b = (b2, . . . , bn) ∈ Z
n−1
≥0
such that
∑n
i=1 di = s−1 and bi ≤ di. Therefore the operator Y
(M)
u (a⊗ t
−s)
is equal to the linear combination of terms
Res
z−M−∑nj=2 bj n∏
j=2
(z−1 − u−1j )
s−bjY (a⊗ t−1, z)
 .
Since 0 ≤ bj ≤ s− 1, our lemma follows from Lemma 2.4. 
In general, we want to prove that for any a1, . . . , am ∈ g, s1, · · · , sm > 0
and M > 0 we have
(2.4) Y
(M)
u (a1 ⊗ t
−s1 . . . am ⊗ t
−sm)Lλ →֒ O
c
u(λ).
We first reduce (2.4) to the case to s1 = 1.
Lemma 2.7. Assume (2.4) holds for s1 = 1 and arbitrary a1, . . . , am ∈ g
and s2, . . . , sm > 0. Then (2.4) holds for arbitrary s1 > 0 as well.
Proof. Let B(z) = Y (a2 ⊗ t
−s2 · · · am ⊗ t
−sm lλ, z) and s = s2 + · · · + sm.
Then
(s1 − 1)!Y
(M)
u (a1 ⊗ t
−s1 . . . am ⊗ t
−sm)
= Res z−1−M+s1+s
n∏
j=2
(z−1 − u−1j )
s1+s : (∂s1−1a1(z))B(z) :,
8 EVGENY FEIGIN
where a1(z) =
∑
i∈Z(a1 ⊗ t
i)z−i−1. Since the residue of a full derivative
vanishes, we obtain for some constants cl1,l2,l3
Y
(M)
u (a1 ⊗ t
−s1 · · · am ⊗ t
−sm)
= Res
∑
l1+l2+l3=s1−1
l1,l2,l3≥0
cl1,l2,l3(∂
l1z−1−M+s1+s)
× (∂l2
n∏
j=2
(z−1 − u−1j )
s1+s) : a1(z)∂
l3
z B(z) : .
We note (see (1.3)) that ∂l3B(z) is a linear combination of fields Y (bp, z) of
weight l3+ s, i.e. ∂
l3B(z) =
∑m−1
p=1 αpY (bp, z), where αp are some constants
and each bp is of the form
bp = a2 ⊗ t
−s¯2 · · · am ⊗ t
−s¯m , s¯2 + · · ·+ s¯m = s+ l3, s¯i > 0.
Therefore, for some constants c¯l1,l2,l3 we have
Y
(M)
u (z) = Res
∑
l1+l2+l3=s−1
p=1,...,m−1
c¯l1,l2,l3z
(−1−M−l1+s1−1−l3)+1+s+l3
× ∂l2
n∏
j=2
(z−1 − u−1j )
s1+s : a1(z)Y (bp, z) : .
We note that since l2 ≤ s1 − 1, the derivative ∂
l2
∏n
j=2(z
−1 − u−1j )
s1+s is a
linear combination of terms z−k
∏n
j=2(z
−1−u−1j )
s1−kj+s for some constants
satisfying 0 ≤ k2, . . . , kn ≤ l2 and k > l2. We thus obtain that Y
(M)
u (z) is
equal to a linear combination of terms of the form (M1 > 0)
Res (z−1−M1+1+s+l3
n∏
j=2
(z−1 − u−1j )
1+s+l3 : a1(z)Y (bp, z) :).
This residue is equal to
Y
(M1)
u (a1 ⊗ t
−1a¯2 ⊗ t
−s¯2 . . . a¯m ⊗ t
−s¯m),
for some a¯i, s¯i. Thus inclusion (2.4) is reduced to the case s1 = 1. 
In what follows we need an explicit form of operators Y
(M)
u (B). Let us
introduce constants N (s) and α
(s)
p , p = 0, . . . , N (s) by the formula:
N (s) = (n− 1)s,
N(s)∑
p=0
α(s)p z
−p =
n∏
j=2
(z−1 − u−1j )
s.
For example, α
(s)
0 = (−1)
(n−1)s
∏n
j=2 u
−s
j and α
(s)
N(s)
= 1.
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Lemma 2.8. Let |B| = s. Then
Y
(M)
u (B) =
N(s)∑
p=0
α(s)p B(−M−p).
Proof. Straightforward. 
We now prove the following proposition.
Proposition 2.9. Let B(z) = Y (B, z) be a field such that Y
(M)
u (B) is good.
Then for any a ∈ g and M > 0 the operator YMu (a⊗ t
−1B) is also good.
Proof. By definition (see (1.1)) we have
Y (a⊗t−1Blλ, z) =: a(z)B(z) :=
∑
i<0
(a⊗ti)z−i−1B(z)+
∑
i≥0
B(z)(a⊗ti)z−i−1.
Let |B| = s. Then
(2.5)
Y
(M)
u (a⊗ t
−1B) = Res z−1−M+s+1
n∏
j=2
(z−1−u−1j )
s+1
∑
i<0
(a⊗ ti)z−i−1B(z)
+ Res z−1−M+s+1
n∏
j=2
(z−1 − u−1j )
s+1
∑
i≥0
B(z)(a⊗ ti)z−i−1.
We first consider the second summand, which is equal to∑
i≥0
Res z−1−M−i+s
n∏
j=2
(z−1 − u−1j )
s+1B(z)(a⊗ ti).
Since
∏n
j=2(z
−1 − u−1j ) is a polynomial in z
−1 and Y
(M)
u (B) is good for any
M > 0, we get for any i ≥ 0
Res
z−1−M−i+s n∏
j=2
(z−1 − u−1j )
s+1B(z)
Lλ →֒ Ocu(λ).
Therefore the second summand of the right hand side of (2.5) is good.
Now consider the first summand of the right hand side of (2.5). Using
the decomposition
B(z) =
∑
m∈Z
B(m)z
−m−s,
it can be rewritten as∑
m∈Z
Res z−M−m
n∏
j=2
(z−1 − u−1j )
s+1
∑
i<0
(a⊗ ti)z−i−1B(m).
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Introducing a new variable l such that l = −M −m, we rewrite further
(2.6)
∑
l∈Z
Res (zl
n∏
j=2
(z−1 − u−1j )
s+1
∑
i<0
(a⊗ ti)z−i−1B(−M−l)).
We consider three cases:
l < 0, l ≥ (n− 1)(s + 1), 0 ≤ l ≤ (n− 1)(s + 1)− 1.
The first two cases are simple and the last one is more involved.
Assume first that l < 0. Then zl
∏n
j=2(z
−1 − u−1j )
s+1 is a polynomial in
z−1 without constant term and therefore the corresponding term in (2.6) is
equal to
Res zl
n∏
j=2
(z−1 − u−1j )
s+1a(z)B(−M−l).
Since
∏n
j=2(z
−1−u−1j )
s+1 is a polynomial in z−1, we conclude from Lemma
2.6 that all terms of (2.6) with l < 0 are good.
Assume that l ≥ (n−1)(s+1). Then zl
∏n
j=2(z
−1−u−1j )
s+1 is a polynomial
in z and hence
Res
zl n∏
j=2
(z−1 − u−1j )
s+1
∑
i<0
(a⊗ ti)z−i−1

vanishes.
We are left to show that the sum of the terms of (2.6) with 0 ≤ l ≤
(n− 1)(s + 1)− 1 is good. This sum is equal to
N(s+1)−1∑
l=0
Res zl
n∏
j=2
(z−1 − u−1j )
s+1
∑
i<0
(a⊗ ti)z−i−1B(−M−l)
= Res
N(s+1)−1∑
l=0
N(s+1)∑
p=0
∑
i<0
zl−p−i−1α(s+1)p (a⊗ t
i)B(−M−l)
=
N(s+1)−1∑
l=0
N(s+1)−l∑
i=1
α
(s+1)
i+l (a⊗ t
−i)B(−M−l).
Therefore our goal is to show that the operator
(2.7)
N(s+1)−1∑
l=0
N(s+1)−l∑
i=1
α
(s+1)
i+l a(−i)B(−M−l)
is good, where a(−i) = a⊗ t
−i. Recall (see Lemma 2.8) that
Y
(M)
u (a⊗ t
−1) =
N(1)∑
p=0
a(−M−p)α
(1)
p and Y
(M)
u (B) =
N(s)∑
p=0
B(−M−p)α
(s)
p .
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We know that for all M > 0 these operators are good. Note that if X ∈
End(Lλ) is good then we have
• for any A ∈ End(Lλ) the operator XA is good;
• if i ≤ 0 then for any a ∈ g the operator (a⊗ ti)X is good.
Therefore, in order to prove that (2.7) is good it suffices to represent (2.7)
as a linear combination of operators of the form Y
(M)
u (a ⊗ t
−1)B(kM ) and
a(−iM )Y
(M)
u (B), where M > 0, iM , kM ≥ 0. The existence of such pre-
sentation follows from the following statement: there exist two polynomials
p(x, y) and q(x, y) in two variables such that
(2.8)
N(s+1)−1∑
l=0
N(s+1)−l∑
i=1
α
(s+1)
i+l x
iyl =
n∏
j=2
(x− u−1j )p(x, y) +
n∏
j=2
(y − u−1j )
sq(x, y).
In fact, assume that such p(x, y) and q(x, y) exist, say
p(x, y) =
∑
m,r≥0
pm,rx
myr, q(x, y) =
∑
m,r≥0
qm,rx
myr.
Then it is easy to see that
N(s+1)−1∑
l=0
N(s+1)−l∑
i=1
α
(s+1)
i+l a(−i)B(−M−l)
=
∑
m,r≥0
pm,rY
(m+1)
u (a⊗ t
−1)B(−r−M) +
∑
m,r≥0
qm,ra(−m−1)Y
(M+r)
u (B).
Since the right hand side is good, the existence of p, q as in (2.8) implies our
proposition. We prove the existence in a separate lemma. 
Lemma 2.10. Polynomials p(x, y) and q(x, y) satisfying (2.8) exist.
Proof. Let us slightly modify the left hand side of (2.8) by adding the terms∑N(s+1)
l=0 αly
l (which correspond to the value i = 0 in (2.8)). The sum we add
is equal to
∏n
j=2(y − u
−1
j )
s+1 and therefore it suffices to prove our lemma
replacing the left hand side of (2.8) by
∑
l,i≥0 α
(s+1)
i+l x
iyl, where α
(s+1)
r = 0
if r > N (s+1).
For a polynomial f(v) =
∑
r≥0 βrv
r we define a polynomial ϕ(f) in two
variables x, y by the formula
ϕ(f) =
∑
i,l≥0
βi+lx
iyl.
It is easy to show that for any u ∈ C
ϕ(f(v)(v − u)) = ϕ(f)(x− u) + yf(y).
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Using this equality, we compute
ϕ
 n∏
j=2
(v − u−1j )
s+1
 =(x− u−1n )ϕ
(∏n
j=2(v − u
−1
j )
s+1
(v − u−1n )
)
+
y
∏n
j=2(y − u
−1
j )
s+1
y − u−1n
.
The second term is already of the form of the right hand side of (2.8). The
first term is equal to
(x− u−1n )
[
(x− u−1n−1)ϕ
( ∏n
j=2(v − u
−1
j )
s+1
(v − u−1n )(v − u
−1
n−1)
)
+
y
∏n
j=2(y − u
−1
j )
s+1
(y − u−1n )(y − u
−1
n−1)
]
.
Again, the second term is already of the needed form. After n iterations of
this procedure (omitting terms as above) we obtain as a result
n∏
j=2
(x− u−1j )ϕ
 n∏
j=2
(v − u−1j )
s
+ y n∏
j=2
(y − u−1j )
s.
This proves the lemma. 
We are now ready to prove the main theorem.
Theorem 2.11. Ou(λ) = O
c
u(λ).
Proof. Let us show that Ou(λ) →֒ O
c
u(λ). This is equivalent to the statement
that all operators
(2.9) Y
(M)
u (a1 ⊗ t
−i1 . . . am ⊗ t
−im), M > 0, aj ∈ g, i1, . . . , im > 0
are good. We prove this statement by induction on m. For m = 1 it follows
from Lemma 2.6. The induction step can be performed using Proposition
2.9 and Lemma 2.7.
The reverse inclusion Ocu(λ) →֒ Ou(λ) is proved in Lemma 2.5. 
3. Coinvariants
In this section we discuss the following theorem:
Theorem 3.1. Let Lλ be an integrable irreducible ĝ-module with highest
weight λ ∈ P k+. Then we have an isomorphism of g
⊕n-modules
(3.1) Lλ/g ⊗
n∏
j=1
(t−1 − u−1j )C[t
−1] ≃
⊕
µ1,...,µn∈P k+
Nλ;kµ1,...,µnVµ1 ⊗ . . .⊗ Vµn ,
where Nλ;kµ1,...,µn are level k Verlinde numbers and uj ∈ CP
1 \{0} are pairwise
distinct points.
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This theorem for g = sl2 was proved in the Appendix of [FKLMM]. Their
proof with minor modifications works for general g as well. For the readers
convenience we give the details below.
We first recall the definition of the Verlinde algebra (which is also referred
to as the fusion ring) and the Verlinde numbers Nλ;kµ1,...,µn (see [TUY], [V]).
Let µ1, . . . , µn, λ be some elements in P
k
+. Let x1, . . . , xn+1 ∈ CP
1 be a set
of pairwise distinct points and let U = CP1 \ {x1, . . . , xn+1}. We denote
the local coordinates at xi by ti, ti = t− xi, where t is a global coordinate
on C = CP1 \ {∞}. If xi = ∞, then we set ti = t
−1. Let O[U ] be the
ring of C-valued functions on U and g⊗O[U ] be the Lie algebra of g-valued
functions. Then one has the inclusion
(3.2) g⊗ O[U ] →֒
n+1⊕
i=1
g⊗ C[t−1i , ti]]
given by the Laurent expansions at points xi (here C[t
−1
i , ti]] denotes the
space of Laurent series in ti). The inclusion (3.2) makes the tensor product
Lµ1 ⊗ . . .⊗ Lµn ⊗ Lλ∗
into g ⊗ O[U ]-module (one thinks of Lµi as being attached to the point xi,
i = 1, . . . , n and Lλ∗ being attached to xn+1). We now define the Verlinde
numbers
Nλ;kµ1,...,µn = dim(Lµ1 ⊗ . . .⊗ Lµn ⊗ Lλ∗/g⊗ O[U ]).
Here and in what follows for a vector space V and a space A of operators A ⊂
End(V ) we write V/A for V/AV . It is known that the Verlinde numbers are
the structure constants of an associative algebra referred to as the Verlinde
algebra. This algebra has a basis [λ] labeled by elements λ ∈ P k+ and the
multiplication is given by
[µ1] . . . [µn] =
∑
λ∈P k+
Nλ;kµ1,...,µn [λ].
Our goal is to prove (3.1). We first show that the left hand side of (3.1)
is finite-dimensional g⊕n = g⊕ · · · ⊕ g︸ ︷︷ ︸
n
-module.
Lemma 3.2. The quotient space Lλ/O
c
u(λ) is finite-dimensional and carries
n commuting actions of g.
Proof. Note that the space Ocu(λ) is stable with respect to the subalgebra
g⊗ C[t−1]. Therefore, Lλ/O
c
u(λ) is a module of the quotient algebra
g⊗ C[t−1]/g ⊗
n∏
j=1
(t−1 − u−1j )C[t
−1]
14 EVGENY FEIGIN
(the subalgebra we quotient out acts trivially). This quotient algebra is
isomorphic to g⊕n: the isomorphism is induced from the composition
g⊗C[t−1]→
n⊕
j=1
g⊗ C[t−1 − u−1j ]→
n⊕
j=1
g,
where the last map comes from the Teylor expansion and the first one is the
evaluations at t = uj .
We now prove that Lλ/O
c
u(λ) is finite-dimensional. This statement is
proved for g = sl2 in [FKLMM], so we reduce the general situation to the
sl2-case. Let us reformulate the finite-dimensionality of Lλ/O
c
u(λ) in the
following way: Let Lλ(N) be the linear span of the vectors
x1 ⊗ t
−i1 · · · xs ⊗ t
−islλ
for all x1, . . . , xs ∈ g, i1, . . . , is > 0, i1+· · ·+is ≤ N . Then dim(Lλ/O
c
u(λ)) <
∞ if and only if there exists a constant Ngk depending on a level k such that
for all N > Ngk
(3.3) Lλ(N) →֒ Lλ(N − 1) +O
c
u(λ).
Let us fix the Chevalley basis {eα, hα, fα}α∈△+ of g. Let Nα be the number
N sl2kα , where kα is the level of the restriction of a level k ĝ-module to the
subalgebra ŝl2, generated by eα ⊗ t
i, hα ⊗ t
i, fα ⊗ t
i. We prove that if
Ngk =
∑
α∈△+
Nα, then (3.3) holds.
Clearly we can assume that all xi are from the set {eα, hα, fα}α∈△+ . We
use the induction on s. If s = 1 and i >
∑
α∈△+
Nα, then x ⊗ t
−i ∈ Ocu(λ)
by the sl2 arguments. Now assume i1 + · · · + is >
∑
α∈△+
Nα. Then there
exists a positive root α0 ∈ △+ such that the sum of powers of xi with
xi ∈ {eα0 , hα0 , fα0} is greater than or equal toNα0 . By induction assumption
we can assume that all factors of the form eα0 , hα0 , fα0 are on the right of
the whole monomial x1 ⊗ t
−i1 · · · xs ⊗ t
−is . Now the sl2 arguments and
invariance of Ocu(λ) with respect to g⊗ C[t
−1] complete the proof. 
Because of the Lemma above it suffices to prove that
Nλ;kµ1,...,µn = dimHomg⊕n(Vµ1 ⊗ . . .⊗ Vµn , Lλ/O
c
u(λ)).
The key point here is to consider the parabolic Verma modules . For λ ∈ P k+
the corresponding parabolic level k Verma module is a ĝ-module defined as
Wλ,k = Ind
ĝ
g⊗C[t]⊕CKVλ,
where g⊗C[t]⊕CK acts on Vλ as follows: K acts by the scalar k and g⊗C[t]
acts via the evaluation at the ∞ map: x⊗ 1 7→ x, x⊗ ti 7→ 0 if i > 0.
Let W = CP1 \ {u−11 , . . . , u
−1
n ,∞}.
Proposition 3.3. We have isomorphisms of vector spaces
Homg⊕n(Vµ1 ⊗ . . .⊗ Vµn , Lλ/O
c
u(λ)) ≃Wµ1,k ⊗ . . . ⊗Wµn,k ⊗ Lλ∗/g⊗ O[W ],
≃ Lµ1 ⊗ . . . ⊗ Lµn ⊗ Lλ∗/g⊗ O[W ].
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Proof. The first isomorphism is proved in [FKLMM], Appendix (the restric-
tion g = sl2 is not used in the proof). The second isomorphism is proved in
[Fi] for general g. 
Corollary 3.4. Theorem 3.1 is true.
4. Applications and further directions
Combining Theorem 2.11 and Theorem 3.1 we arrive at the following:
Theorem 4.1. Let u1, . . . , un be pairwise distinct points of CP
1 \{0}. Then
Au has a natural structure of g
⊕n-module such that
(4.1) Au(λ) ≃
⊕
µ1,...,µn∈P k+
Nλ;kµ1,...,µnVµ1 ⊗ . . .⊗ Vµn .
Remark 4.2. Note that the existence of n commuting actions of g on Au(λ)
can be seen from the general formalism of systems of correlation functions,
see [GabGod], [N], [GN].
We note that if n = 2 and λ = 0, then N0;kµ1,µ2 = δµ1,µ∗2 and hence Theorem
4.1 gives
Au(0) ≃
⊕
µ∈P k+
Vµ ⊗ Vµ∗ ,
which is the Zhu theorem for affine Kac-Moody VOAs (see [Z]). For general
λ and still n = 2 we obtain
Au(λ) ≃
⊕
µ1,µ2∈P k+
Nλ;kµ1,µ2Vµ1 ⊗ Vµ2 ,
which is the Frenkel-Zhu theorem (see [FZ]).
We note that the points uj in Theorem 4.1 are assumed to be pairwise
distinct. However the spaces Au(λ) are defined for all tuples of points of
CP
1 \{0}. It is a natural question whether the isomorphism (4.1) holds true
if some points coincide. There are several known cases when it does for all
uj.
First, assume n = 2, λ = 0 and g = sln or g = sp2n. Then it is shown in
[FFL], [FL], [GG], [F] that (4.1) is true even if u1 = u2.
Now assume g = sl2.
Corollary 4.3. If g = sl2, then (4.1) is true for all weights λ ∈ P
k
+ and
tuples u.
Proof. It suffices to prove this corollary if all points uj are equal to ∞. In
this case
(4.2) Au(λ) ≃ Lλ/g⊗ t
−n
C[t−1].
It is proved in [FKLMM] that the dimension of the right hand side of (4.2)
coincides with the dimension of the right hand side of (4.1). This proves the
corollary. 
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It would be very interesting to figure out whether (4.1) with posiibly
coinciding uj is true for all classical g (note however that it is not true for
E8 and n = 2, k = 1, λ = 0, u1 = u2, see for example [GG]).
Acknowledgments
We are grateful to M.Gaberdiel for useful discussion. This work was
partially supported by the Russian President Grant MK-281.2009.1, by the
RFBR Grant 09-01-00058 and by grant Scientific Schools-6501.2010.2, by
Pierre Deligne fund based on his 2004 Balzan prize in mathematics and by
EADS foundation chair in mathematics.
References
[BF] D. Ben-Zvi and E. Frenkel, Vertex algebras and algebraic curves, Mathematical
Surveys and Monographs, 88, AMS, 2001.
[DM] C. Dong, G. Mason, Integrability of C2-cofinite vertex operator algebras,
arXiv:math/0601569.
[DMS] P. Di Francesco, P. Mathieu, D. Se´ne´chal, Conformal field theory, Springer-Verlag,
New York, 1997.
[F] E. Feigin, The PBW filtration, Represent. Theory 13 (2009), 165-181.
[FKLMM] B. Feigin, R. Kedem, S. Loktev, T. Miwa, E. Mukhin, Combinatorics of the
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