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3Abstract
Image enhancement has many applications. This thesis is devoted to image inpainting,
which is to fill in the corrupted or missing pixels in a meaningful way. These pixels may be
deteriorated or missing for various reasons, e.g., if the image is transmitted through a noisy
channel. The presentation herein is inspired by the image inpainting algorithm by Chan et al.
[5], which makes use of so-called tight frames. Tight frames come in diverse flavors. One type
of tight frames is based on B-splines which are piecewise polynomials of minimal support.
The contribution of this thesis is a practical presentation of the theory underpinning tight
frames, including the application to the image inpainting problem. Numerical experiments
are included to visualize the performance of the algorithm, and an improvement to the
algorithm is proposed for a specific problem.
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Chapter 1
Introduction
High-resolution images contain large volumes of information and are indispensable in many ap-
plications such as law enforcement, medical imaging and remote sensing [7]. For these reasons,
among others, it is no surprise that techniques to improve image quality and resolution are valu-
able. Image enhancement involves for instance deblurring, denoising and inpainting [20], and the
main application in this thesis is image inpainting.
Image inpainting is not a new subject. Historical examples are scratch removing in an old
painting and various forms of photography retouching. In the pre-digital age, these tasks were
often conducted by a painter. The painter would localize the impaired areas of the image, and fill
in colors, edges and textures in a meaningful way for human eyes. In the digital era, the overall
goal is still that the reconstructed image should be visually satisfying. However, the brushes and
pencils are substituted by mathematics.
In recent years, mathematical tools like for example stochastic modeling, PDE-based methods
and variational methods and regularisation have been applied to the image inpainting problem,
see (e.g.) [23, 1, 3] for details. In this thesis, the mathematical foundation is developed via the
framework of multiresolution analysis. Multiresolution analysis is the tool for constructing tight
wavelet frames, and my approach to the inpainting problem is the iterative algorithm in [5] which
makes use of tight frames.
1.1 Image Inpainting Problem
A rudimentary description of the image inpainting algorithm is as follows. The original image is
denoted by the matrix F and the incomplete image is denoted by G. We set D and N to define
the correct- and the deteriorated pixel domains respectively, as in figure 1.1. The deteriorated
areasN are explicitly known, and the incomplete imageG consists of the elements (gi,j)i,j defined
by
gi,j =
{
fi,j , if (i, j) ∈ D;
ei,j , if (i, j) ∈ N , (1.1)
where fi,j is a correct pixel, and ei,j is a corrupted pixel. The goal is to reconstruct the original
image F from the incomplete and observed image G.
The first step in the inpainting algorithm is the initialization, which is to define a first guess
F 0 from the observed image G in the image domain. Thereafter the image F 0 is approximated
by splines using interpolation. This spline is then represented in terms of framelets, the corre-
sponding coefficients thresholded, and the result mapped back to the image domain. Finally, the
resulting pixels in the (correct pixel) domain D, are replaced by the correct pixels.
11
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(a) The original image, F .
(b) The observed and incomplete image, G.
Figure 1.1: The inpainting domain N is visible as the white square in figure 1.1(b) whose position is
explicitly known. The remaining pixels belong to D, and the goal is to reconstruct F from G.
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The mathematical framework is redundant, tight frames, whose underlying structure is based
on splines. Frames generalize the concept of Riesz bases in a separable Hilbert space. Moreover
frames may be redundant representations which are useful in the image inpainting application.
The interaction between redundancies and thresholding allows information flow so that the in-
formation in the correct pixel domain D can permeate into the missing areas N .
In the literature, the majority of tight frame systems are developed via Fourier analysis and
the unitary extension principle [2, 17, 32]. The image inpainting algorithm [5] originally makes
use of such tight frames, but the algorithm is well-defined with any redundant, tight frame.
Motivated by the work in [22, 31], my choice is to construct tight frames over a bounded domain,
by the aid of algebraic techniques and spline theory. This construction is beneficial because it
admits freedom of choice, and these (tight frame) representations also retain boundary values
along the domain in a good way without introducing additional boundary conditions, such as in
(e.g.) [6].
1.2 Thesis Organization
This thesis is organized to resemble the journey in which I have approached these subjects. My
choice is to build step by step, and to present and discuss the application at the end.
Chapter 2 provides notation and includes the necessary preliminaries for later reference. Signal
analysis and thus image analysis belongs to the Hilbert space framework, and chapter 3 is a brief
review of basis expansions in Hilbert spaces. Basis expansions and basis-like expansions occur
frequently in the subsequent chapters. For simplicity, the presentation in chapters 3-7 involves
univariate functions and function spaces.
In chapter 4, wavelets and multiresolution analysis are key concepts. Chapter 5 is devoted
to generalizing the concept of Riesz bases, and we pass from basis functions to framelets. Moti-
vated by the inpainting problem, chapter 6 describes redundant tight frames, which involves the
construction in [22, 31]. Specifically, the interaction between multiresolution analysis and spline
theory is discussed.
Chapter 7 is a brief intermezzo by virtue of an example, which illuminates the theory in chapter
6 from a practical point of view. These pages are important in my eyes, because examples are
powerful tools. Moreover, this chapter includes some additional details which are often omitted
in articles, but are crucial when implementing in computer-based methods.
Digital images and tensor products are discussed in chapter 8. Tensor products finalize the
theoretical framework, and these operations extend the theory of wavelets and frames to be
applicable with images. Chapter 9 presents the image inpainting algorithm in [5], and numerical
experiments are included to illustrate the performance of the algorithm. Discussions and future
work are contained in the next chapter, and the closing chapter is devoted to conclusions.
1.3 Contributions and Expectations
The contribution herein is twofold. In the first chapters, the theoretical foundation is carefully
established. The theory part is extensive and perhaps not innovative in itself, but my goal is to
present the overall ideas in an instructive style. For this reason I have included some examples
and additional details which are important in applications. Proofs are available in the literature.
Secondly, the image inpainting algorithm and the numerical experiments and results constitute
the remaining part of this thesis. I have implemented the inpainting algorithm in Matlab, and
chapter 9 displays the results in the form of reconstructed images. In this chapter, various
impaired images are reconstructed by the algorithm. The discussion part in chapter 10 illuminates
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interesting properties of the theory underpinning tight frames and the inpainting algorithm, and
I propose a new perspective for a specific problem.
Regarding language, my presentation is slightly untraditional compared to other in-depth
articles of similar size. My choice is to write in a style which is more personal. In any prolonged
text, the reader-writer interaction is important, and I hope that the text itself is inspiring and
that the theoretical presentation appears thoughtful and interesting.
With no further ado, it is time to substitute “I” by “we” and begin our journey.
Chapter 2
Preliminaries
This chapter provides notation and some of the necessary mathematical prelimininaries. The first
section is devoted to notation. Section 2.2 presents some results from spline theory and section
2.3 includes the basic definitions of tensor products. For more details regarding linear algebra,
linear analysis and spline theory see (e.g.) [24, 34, 26] respectively.
2.1 Notation
Throughout this text we make use of the following sets.
1. The sets of natural numbers, integers, real numbers and complex numbers are denoted by
N, Z, R and C respectively. We are also using the set notation N0, i.e., N0 = {0, 1, 2, . . .}.
2. The “colon equal” symbol a := b, is used to indicate that a is defined by the expression b.
3. Vectors are written in bold font. Thus x ∈ Rn means
x = [x1, x2, . . . , xn],
and row vector is the default setting.
4. Matrices are written in bold faced capital letters, e.g., A is a matrix. If A consists of m
rows and n columns, the dimension of A is m× n.
5. Linear spaces are denoted by capital letters. If V is a linear function space defined on the
domain Ω, it is common to use the abbreviation V := V (Ω).
Signal analysis, such as image analysis, belongs to the framework of separable Hilbert spaces.
We denote by H a Hilbert space or a separable Hilbert space dependent on the context, with the
property H 6= {0}. The corresponding inner product is denoted by 〈·, ·〉 := 〈· ·〉H, with standard
assumptions.
The linear space of square integrable functions is a separable Hilbert space. We are often
working with L2(Ω), with Ω being a bounded interval of R. The corresponding functions satisfy
‖f‖L2(Ω) =
(∫
Ω
|f |2
)1/2
<∞,
15
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with the norm induced by the inner product
〈f, g〉 =
∫
Ω
fg, ∀f, g ∈ L2(Ω).
In order to avoid a notational overload we will use the abbreviation ‖f‖2 := ‖f‖L2(Ω). Within
the same framework, we may use the `2-norm which is defined by
‖c‖2 =
( m∑
k=1
c2k
)1/2
,
for a vector c = (c1, c2, . . . , cm).
2.2 Splines
This section provides some details regarding spline theory which is required in the subsequent
chapters.
Spline functions are represented by linear combinations of B-splines (piecewise polynomials).
B-splines are defined by the following recurrence relation.
Definition 2.1. Let p be a nonnegative integer and let t = (tj)
n+p+1
j=1 be a knot vector of non-
decreasing real numbers of length at least p + 2. The j-th B-spline of degree p with knots t, is
defined by
Bj,p(x) =
x− tj
tj+p − tjBj,p−1(x) +
tj+p+1 − x
tj+p+1 − tj+1Bj+1,p−1(x),
for j = 1, 2, . . . , n and for all real numbers x, with
Bj,0(x) =
{
1, if tj ≤ x < tj+1;
0, otherwise.
A spline function f can be constructed from the coefficients (cj)nj=1, and the knot vector
t = (tj)
n+p+1
j=1 . Thus we can represent f by
f(x) =
n∑
j=1
cjBj,p(x),
with {Bj,p}nj=1 being the B-splines of degree p. The corresponding spline space S is the space of
linear combinations of B-splines, i.e.,
S := Sp,t = span{B1,p, B2,p, . . . , Bn,p}.
Regarding knot vectors, we are primarly interested in knot vectors with certain specifics. We
state the following definition.
Definition 2.2. A knot vector t = (tj)
n+p+1
j=1 is p+ 1-extended if
1. n ≥ p+ 1,
2. tp+1 < tp+2 and tn < tn+1,
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3. tj < tj+p+1 for j = 1, 2, . . . , n.
A p+ 1-extended knot vector with t1 = tp+1 and tn+1 = tn+p+1, is called p+ 1-regular.
The standard choice is to use p+ 1-regular knot vectors which implies that the corresponding
B-splines are linearly independent on the interval [tp+1, tn+1) [26, p. 66].
Another important concept is knot insertion (refinement).
Definition 2.3. A knot vector t is said to be a refinement of a knot vector τ if any real number
occurs at least as many times in t as in τ . If t is a refinement of τ , we write τ ⊆ t.
Suppose the spline spaces St and Sτ of degree p correspond to the knot vectors t and τ
respectively. The concept of knot insertion leads to nested spline spaces.
Lemma 2.4. Let p be a positive integer and let τ be a knot vector with at least p+ 2 knots. If t
is a knot vector which contains τ as a subsequence, then Sτ ⊆ St.
The concept of knot insertion occurs many times throughout this text. Let τ = (τj)
n+p+1
j=1
and t = (ti)
m+p+1
i=1 be p + 1-regular knot vectors, with m > n. If τ ⊆ t, then a spline f ∈ Sτ is
also a spline in St, that is
f(x) =
n∑
j=1
cjBj,p,τ (x) =
m∑
i=1
biBi,p,t(x).
It is convenient to use vector notation and we collect the B-splines in Sτ and St in the row vectors
Bτ and Bt respectively. We define c = [c1, . . . , cn] and b = [b1, . . . , bm] and the above equation
is then
f(x) = Bτ (x)cT = Bt(x)bT = Bt(x)AcT ,
where A ∈ Rm,n is the knot insertion matrix. The B-splines in Sτ are linearly independent on
[τp+1, τn+1) and the B-splines in Sτ and St are related by
Bτ = BtA.
In practice, the Oslo-algorithm is an efficient method to compute the matrix A, see [26].
Spline Interpolation
B-splines are well suited to approximate data. In chapters 7, 8 and 9 we need the following result
concerning linear spline interpolation.
Lemma 2.5. Let (xi, yi)Mi=1 be a set of data points with xi < xi+1 for i = 1, 2, . . . ,M − 1, and
construct the 2-regular knot vector t by
t = (ti)M+2i=1 = (x1, x1, x2, x3, . . . , xM−1, xM , xM ).
Then the linear spline g is given by
g(x) =
M∑
i=1
yiBi,1(x),
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and satisfies the conditions
g(xi) = yi, for i = 1, 2, . . . ,M − 1,
lim
x→x−M
g(x) = yM .
The last condition says that the limit of g from the left at xM is yM .
Chapters 8 and 9 involve the cubic spline interpolant also, and we consider the following
problem. Let (xi, yi)mi=1 be data points, and let S be a spline space of polynomial degree p. The
knot vector is t = (ti)
m+p+1
i=1 , which satisfies ti+p+1 > ti, for i = 1, 2, . . . ,m. We want to derive a
spline interpolant g of degree p such that
g(xi) =
m∑
j=1
cjBj,p(xi) = yi, for i = 1, 2, . . . ,m. (2.1)
In order to determine the cubic interpolant (p = 3), we must solve a linear system of m equations
in m unknowns. Matrix-vector notation is beneficial, and the equations in (2.1) are defined by
AcT =
 B1,p(x1) · · · Bm,p(x1)... . . . ...
B1,p(xm) · · · Bm,p(xm)

 c1...
cm
 =
 y1...
ym
 = yT . (2.2)
It can be shown that A is nonsingular if and only if the diagonal elements in A are positive. For
our purposes it is thus convenient to define the knot vector
t = [x1, x1, x1, x1, x3, x4, . . . , xm−2, xm, xm, xm, xm],
by which we can deduce the cubic spline interpolation with free end conditions [26, p. 132]. The
following corollary is important in chapter 8.
Corollary 2.6. Cubic spline interpolation with free end conditions has a unique solution.
2.3 Tensor Products
Tensor product operations provide the extension from univariate functions or vectors to the
two-variable setting. This subject is discussed in chapter 8, but we include two fundamental
definitions [36] for completeness’ sake.
Definition 2.7. Let x and y be two column vectors of length M and N respectively. The tensor
product x⊗ y is defined as the M ×N -matrix defined by x⊗ y = xyT .
Tensor products of matrices are also well-defined. In the below definition we define {ei}M−1i=0
and {ej}N−1j=0 to be the standard bases of RM and RN respectively.
Definition 2.8. Let S : RM → RM , and T : RN → RN be two matrices. We define the linear
mapping S ⊗ T by (S ⊗ T )(ei ⊗ ej) = (Sei) ⊗ (Tej). The linear mapping S ⊗ T is called the
tensor product of the matrices S and T .
Chapter 3
Bases in Hilbert Spaces
Digital signals, such as sound and images, belong to the framework of Hilbert spaces. Hilbert
spaces are equipped with bases, and this chapter involves a brief review of basis expansions in
Hilbert spaces. For a more detailed presentation see for instance [13, 34].
Throughout this thesis we will frequently encounter representations in the form
f =
∑
i∈I
ciei, (3.1)
with I being an index set. A standard example is that f is a function in a Hilbert space, and the
set of functions {ei}i∈I is a basis for this space. By a suitable choice of coefficients (ci)i∈I , it is
then possible to represent f as in equation (3.1).
It is beneficial to state a definition regarding bases and orthonormal bases in a Hilbert space
H. We must remember the conditions for a set of functions to be a basis for H. The basis
functions {ei}i∈I in H must be linearly independent, with the property H = span{e1, e2, . . .}.
Definition 3.1. Consider a sequence {ek}∞k=1 of functions in a Hilbert space H.
1. The sequence {ek}∞k=1 is a Schauder basis for H if there exist unique scalars (ck)∞k=1 such
that
f =
∞∑
k=1
ckek, ∀f ∈ H.
2. An orthonormal basis {ek}∞k=1 is an orthonormal system, that is for all j, k ∈ N, we have
〈ej , ek〉 =
{
1, if j = k;
0, if j 6= k.
Orthonormal bases are of particular interest, because the coefficients in an orthonormal basis
expansion are easy to compute. If the functions {ek}∞k=1 form an orthonormal basis for H, the
coefficients in equation (3.1) are deduced from
〈f, ej〉 =
〈 ∞∑
k=1
ckek, ej
〉
=
∞∑
k=1
ck 〈ek, ej〉 = cj ,
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and we can express f in the form
f =
∞∑
k=1
〈f, ek〉 ek. (3.2)
In the next chapter we will present wavelets which are specialized basis functions. For this
reason we need another concept, namely that of Riesz bases. The following theorem regarding
Riesz bases and stability is important, and from now on we will mainly work with Riesz bases.
Unless otherwise stated, we will simply write basis to indicate Riesz basis.
Theorem 3.2. Let H be a Hilbert space. A sequence {ek}∞k=1 is a Riesz basis for H if there exist
constants A,B > 0 such that
A‖c‖2 ≤ ‖
∞∑
k=1
ckek‖2 ≤ B‖c‖2, (3.3)
for all `2-sequences (ck)∞k=1.
If f is a function in H and {ek}∞k=1 is a basis for H, the coefficients (ck)∞k=1 in equation (3.1)
are uniquely determined. In some sense we can say that the sequence (ck)∞k=1 contains all the
information regarding the function f , if we know the basis. Even if f is hard to work with, basis
expansions pass questions concerning the function, to questions concerning the coefficients. It is
evident that the basis expansion property is valuable, at least from a theoretical point of view.
However, basis expansions can be difficult to use in real-world applications. In applications,
we often want to represent (approximate) a function f ∈ H by suitable elementary functions.
The series in equation (3.1) is in general infinite, or at least the sum contains a large number of
elements. It is not possible to store an infinite sequence of nonzeros on a computer. This means
that a basis expansion of f can only make use of a finite number of terms in computer-based
methods. Hence, we can expect that a basis expansion is only useful if f can be approximated
well by finite partial sums.
We must also keep in mind that the conditions for a set of functions to form a basis are rather
strict. A basis consists of linearly independent functions, and a slight modification of some of
the basis functions may destroy the basis properties. Orthonormal bases are computationally
attractive, but such functions are both linearly independent and orthogonal to each other. By
these observations we may expect that it is challenging to construct orthonormal bases which
satisfy further constraints.
Motivated by image applications, we will begin our journey with a search for other elementary
functions than simply basis functions. Our hope is to find suitable elementary functions which
retain the basis expansion property, but are more convenient in practice. In the first step we
will pass from bases to wavelets. Wavelets are specialized basis functions, but they are far more
applicable in signal analysis, than just bases.
Chapter 4
Wavelets
In a Hilbert space H, we can represent functions in the form
f =
∑
i∈I
ciei, ∀f ∈ H, (4.1)
for suitable coefficients (ci)i∈I and a basis {ei}i∈I . The basis expansion property is useful and we
have seen that the coefficients are easy to compute if {ei}i∈I is an orthonormal basis. Further-
more, the coefficients in equation (4.1) are uniquely determined, and such representations pass
questions concerning the functions in H to questions concerning the basis coefficients.
The previous chapter presented Riesz bases, which are stable bases. Motivated by appli-
cations, we want to use specialized (Riesz) bases in equation (4.1). In particular we want to
use representations in terms of elementary functions, whose properties are well suited in image
analysis.
Fourier series make use of trigonometric basis functions and constitute a tool which is often
used in the context of signal analysis. Fourier analysis is a vast field, and we will not go in detail
to this matter. What is important to us is that the Fourier basis also is sometimes inadequate
in image enhancement [21, p. 191]. Our choice is thus to introduce wavelets, and our inspiration
is in particular [13, 27, 28].
The conceptual idea of wavelets becomes appearant in a simple example. Let f be a continuous
function in H, from which we have data samples. We want to approximate f , and the chosen
method is interpolation by piecewise polynomials. The interpolant is dependent on several factors
such as the polynomial degree and the underlying grid. One possibility is to represent a coarse
version of f . In this case we are only using a few data points. The important observation is that
we can derive a more detailed version of f , by involving more data points in the representation.
In other words, we can represent f at several levels of accuracy, and this feature is important in
wavelet analysis.
Wavelets are functions, and we will see that wavelets play the role as the specialized basis
mentioned above. Moreover, we can connect wavelet theory to the interpolation example we
have just presented. In this example, the interpolant approximates the original function, but
can not represent all of the details of the original function at the coarse level. Similarly, wavelet
expansions enable function representations at several levels of accuracy.
Wavelet theory was developed independently in the areas of approximation theory, quantum
physics and engineering. The first wavelet construction appeared in 1902, with the Haar wavelets.
Nonetheless, wavelet analysis is a rather new dicipline of mathematics. Systematic analysis of
wavelets began in the 1980’s, with the major breakthrough in 1986. At that point of time, the
tool for constructing wavelets was introduced by Mallat [29].
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This tool is multiresolution analysis, and is one of the most important concepts throughout
the entire text! Regarding terminology, we will hereafter refer to multiresolution analysis as
a framework, tool and concept. It is important to emphasize that multiresolutioan analysis is
a versatile framework, and there are several (somehow) equivalent definitions available in the
literature (e.g.) [13, 14]. Our presentation is mainly influenced by [28], which is also suited for
the chapters to come.
Motivated by applications, we want to construct wavelets in L2[a, b], with [a, b] being an
interval of R. However, the theory can be generalized to L2(R). To simplify the presentation
we will be working with functions of one variable in order to ease notation. The extension to
wavelets of two variables is possible, and this is taken care of by tensor product operations which
is the subject of chapter 8.
4.1 Multiresolution Analysis
The Framework
Multiresolution analysis is a nested sequence of closed and finite-dimensional subspaces of L2[a, b],
in the form
V0 ⊂ V1 ⊂ · · · ⊂ Vj ⊂ · · · ⊂ L2[a, b], (4.2)
with the property
∞⋃
j=0
Vj = L2[a, b]. (4.3)
We refer to Vj as a resolution space at level j, and we say that Vj−1 is a coarser resolution
space than Vj , for j ∈ N. The standard assumption is that the resolution space Vj is spanned
by a stable (Riesz) basis {φj,k}mjk=1, with mj denoting the dimension of Vj . Vector notation is
beneficial and we collect the basis functions in Vj in the row vector
φj = [φj,1, φj,2, . . . , φj,mj ], (4.4)
for j ∈ N0. The subscript j refers to the corresponding resolution space.
The first task is to study the relation between Vj and Vj−1, where j ∈ N is fixed. There exists
a basis for Vj , and we can represent any f ∈ Vj by a basis expansion similar to equation (4.1),
i.e.,
f(x) =
mj∑
k=1
ckφj,k(x) = φj(x)c
T
j , (4.5)
for suitable coefficients (ck)
mj
k=1.
Because Vj−1 ⊂ Vj in equation (4.2), the functions in Vj−1 can be generated from the functions
in Vj . That is
φj−1 = φjP j , (4.6)
where P j is a suitable matrix of size mj ×mj−1. We have
Vj = span{φj},
Vj−1 = span{φj−1},
(4.7)
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where dim(Vj) = mj , and dim(Vj−1) = mj−1. In particular we have mj−1 < mj , because Vj−1
is a subspace of Vj .
By the relation Vj−1 ⊂ Vj , it is possible to represent a function f ∈ Vj in terms of the coarser
basis functions in Vj−1. However, we can not expect that this representation is as detailed
compared to the representation in equation (4.5). This observation, which is analogous to the
interpolation example in the introduction, leads to an important concept in wavelet analysis.
From linear algebra [24, p. 9] we have the following definition regarding direct sum decomposition.
Definition 4.1. Assume that U, V, Z are linear spaces with the property U, V ⊂ Z, and U ∩V =
{0}. The direct sum of U and V which is denoted by U ⊕ V , represents the linear space of all
vectors in the form u+ v, with u ∈ U and v ∈ V .
The direct sum decomposition applies to the resolution space Vj and we have
Vj = Vj−1 ⊕Wj−1,
where Wj−1 ⊂ Vj . If f ∈ Vj we can thus write
f = fj−1 + ej−1,
with fj−1 ∈ Vj−1 and ej−1 ∈Wj−1. The term ej−1 ∈Wj−1 represents the details we are omitting,
when we represent f by the functions in Vj−1 only. For this reason we refer to the linear space
Wj−1, as a detail space. Furthermore we have ej−1 ∈ Vj , because the missing details belong to
Vj .
Detail Spaces and Wavelets
The next step is to represent the detail term ej−1 by basis functions. This means that we must
equip the detail space Wj−1 with a basis, and the basis functions in the detail spaces are called
wavelets. For this we use the relations
Vj = Vj−1 ⊕Wj−1,
Wj−1 ⊂ Vj .
(4.8)
The dimension of Wj−1 is denoted by nj−1, and this number is deduced from the dimensions of
Vj and Vj−1, i.e.,
dim(Wj−1) = dim(Vj)− dim(Vj−1) (4.9)
Vector notation is convenient, and we collect the wavelets in Wj−1 in the row vector ψj−1 =
[ψj−1,1, ψj−1,2, . . . , ψj−1,nj−1 ]. These functions can be determined by the equations (4.8) and
(4.9). The row vector of wavelets in Wj−1 is ψj−1 which is defined by
ψj−1 = φjQj , (4.10)
for a suitable matrix Qj of size mj × nj−1. The matrix Qj is dependent on equation (4.6).
A this point we can deduce a new basis for Vj . The new basis for Vj consists of the collection
of the two bases in Vj−1 and Wj−1, i.e.,
Vj = span{φj}
= span{φj−1, ψj−1}.
(4.11)
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This implies that if f ∈ Vj we have the two representations
f(x) = φj(x)c
T
j
= φj−1(x)c
T
j−1 +ψj−1(x)d
T
j−1,
for suitable coefficient vectors cTj−1 and d
T
j−1.
The direct sum decomposition in definition 4.1 obeys the associate law so it makes sense when
we are dealing with several resolution spaces. The resolution spaces are nested by equation (4.2),
and by repeated applications of the direct sum decomposition we obtain
Vj = Vj−1 ⊕Wj−1
= Vj−2 ⊕Wj−2 ⊕Wj−1
= · · ·
= V0 ⊕W0 ⊕W1 ⊕ · · · ⊕Wj−2 ⊕Wj−1,
(4.12)
for any (fixed) j ∈ N. By equation (4.12) we can thus decompose the fine resolution space Vj
into lower order resolution- and detail spaces. It is important to remark that the detail spaces
are not decomposed further.
From equation (4.12) we obtain many representations of a function f ∈ Vj . We can write
f = f0 +
∑
j≥0 ej , with f0 ∈ V0 and ej ∈ Wj , for j ∈ N0. This implies that we can represent f
in the form
f = φj(x)c
T
j
= φj−1(x)c
T
j−1 +ψj−1(x)d
T
j−1
= · · ·
= φ0(x)c
T
0 +
∑
j≥0
ψj(x)d
T
j ,
(4.13)
for suitable coefficients. Regarding terminology we say that wavelets admit multiscale repre-
sentations of functions, as in equation (4.13). Furthermore, we refer to the basis functions in
the resolution spaces as scaling functions from now on. That is, φj is the row vector of scaling
functions in Vj , for j ∈ N0.
The resolution spaces in equation (4.2) are nested and we are also able to decompose L2[a, b].
Repeated applications of the direct sum decomposition yields
L2[a, b] = V0 ⊕W0 ⊕W1 ⊕ · · · . (4.14)
Moreover we can deduce a basis for L2[a, b], that is
L2[a, b] = span{φ0,ψ0,ψ1, . . .}, (4.15)
provided that {φ0,ψ0,ψ1, . . .} is a stable basis. Stability refers to the Riesz basis condition in
chapter 3. Specifically, the basis for L2[a, b] in equation (4.15) must satisfy
A‖(c0,d0,d1, . . .)‖2 ≤ ‖φ0cT0 +
∞∑
j=0
ψjd
T
j ‖2 ≤ B‖(c0,d0,d1, . . .)‖2. (4.16)
for constants A,B > 0.
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Comments
Multiresolution analysis is one of the most important concepts in this thesis. This framework
constitutes the foundation for constructing wavelet systems which allows multiscale representa-
tions of functions as in equation (4.13). We must remark that multiresolution analysis is well
defined with several choices of basis functions. However, these (Riesz) bases must always satisfy
the conditions in (4.2) and (4.3).
This freedom affects the coarser scaling functions and the wavelets. There are several methods
by which we can pass from a fine- to a lower level of resolution, which determines the matrices
P j and Qj in equation (4.6) and (4.10). From a practical point of view it is often wise to choose
a simple approximation scheme in equation (4.6), but it is really not required.
Regarding terminology, the transition from Vj to Vj−1⊕Wj−1, is a decomposition step. This
decomposition step corresponds to the change of coordinates as in equation (4.6). In computer-
based methods we are especially interested in the coefficients. The change of coordinates from the
basis function coefficients in Vj to the basis coefficients in Vj−1⊕Wj−1, is referred to as the forward
wavelet transformation. The inverse wavelet transformation is the inverse operation. That is
the transition from the coefficients relative to the basis functions in (say) Vj−1 ⊕Wj−1, to the
coefficients relative to the scaling functions in Vj . We will exemplify the wavelet transformations
in the next sections.
4.2 Haar Wavelets
Resolution Spaces
Haar wavelet systems involve scaling functions and wavelets which are piecewise constant func-
tions. The starting point for our analysis is the interval [0,K), with K being an arbitrary natural
number, and we want to generate a multiresolution analysis in the form
V0 ⊂ V1 ⊂ · · · ⊂ Vj ⊂ · · · ⊂ L2[0,K).
The first step is to define the coarsest resolution space V0, and to equip V0 with basis functions.
We refer to the basis functions in the resolution spaces as scaling functions, and in V0, the scaling
functions are piecewise constant on each subinterval [k, k + 1), for k = 0, 1, . . . ,K − 1. These
functions are developed via the characteristic function
φ(t) =
{
1, if 0 ≤ t < 1;
0, otherwise. (4.17)
We can define the integer translates of φ which are
φk(t) = φ(t− k), ∀k ∈ N0, (4.18)
and the functions {φk}K−1k=0 form an orthonormal basis for V0 [36, p. 157–158] with respect to the
inner product
〈f, g〉 =
∫ K
0
f(t)g(t)dt.
We have V0 = span{φ0, φ1, . . . , φK−1}, and the dimension of V0 is K. This means that we can
represent a function f ∈ V0, by the linear combination
f(t) =
K−1∑
k=0
ckφk(t),
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for suitable coefficients (ck)K−1k=0 .
The next step is to refine the grid, which is the result of successively halving each subinterval
in V0. The refined resolution spaces Vj (with j > 0) for the interval [0,K) consist of functions
which are piecewise constant on each refined subinterval, and the subintervals are in the form[
k/2j , (k + 1)/2j
)
, for j ∈ N, k = 0, 1, . . . , 2jK − 1. (4.19)
We want to represent the finer resolution spaces by scaling functions, and to this end we must
refine the functions in equation (4.18). In the notation to come, the subscripts j and k refer to
the corresponding resolution space and translation respectively. The scaling functions in Vj are
defined by
φj,k(t) = 2j/2φ(2jt− k), for j ∈ N, k = 0, 1, . . . , 2jK − 1, (4.20)
and these functions are piecewise constant on each refined subinterval defined by equation (4.19).
The refined scaling functions {φj,k}2
jK−1
k=0 , form an orthonormal basis for Vj , and the dimen-
sion of Vj is 2jK − 1. We can write Vj = span{φj,0, φj,1, . . . , φj,2jK−1}, and any function f ∈ Vj
is in the form
f(t) =
2jK−1∑
k=0
ckφj,k(t)
for suitable coefficients (ck)2
jK−1
k=0 .
Detail Spaces
We must deduce the wavelets and the overall idea is similar to section 4.1. For any f ∈ L2[0,K)
we need an approximation in V0 which we denote by f0. It is clear that the approximation f0 to
f can only be satisfactory in the regions where f is rather flat.
Recall that V0 ⊂ V1. In order to represent more details, we may add a term e0 ∈ V1 to the
approximation f0 ∈ V0. This yields an improved approximation to f in the space V1, i.e.,
f1 = f0 + e0,
with f0 ∈ V0 and e0 ∈ V1. At this point we have approximated f over the refined subintervals
in the form [k/2, (k + 1)/2) and the approximation f1 is more accurate. Because the resolution
spaces are nested as in equation (4.2), we can further improve the approximation to f by using
refined scaling functions, similar in spirit with section 4.1.
In the Haar wavelet setting, the term ej belongs to be orthogonal complement [21, p. 29] of
Vj . Specifically, this means that Wj is the L2-orthogonal complement of Vj . The direct sum
decomposition in equation (4.12) is thus an orthogonal direct sum decomposition in this case.
Regarding the wavelets, we define
ψ(t) =
 1, if t ∈ [0, 1/2);−1, if t ∈ [1/2, 1);0, otherwise, (4.21)
which is sometimes called the (Haar) mother wavelet. Reminiscent of the scaling functions which
are refinable versions of the characteristic function, the wavelets are in the form
ψj,k(t) = 2j/2ψ(2jt− k), for j ∈ N0, k = 0, 1, . . . , 2jK − 1. (4.22)
The set of functions {ψj,k}2
jK−1
k=0 is an orthonormal basis for the detail space Wj [36].
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Haar Wavelet Transformations
We are now ready for the main result, at least from a practical point of view, which is the Haar
wavelet transformations. These operations act on the coefficients, i.e., they are important to
compute the scaling function- and wavelet coefficients. One of the advantages of Haar wavelets is
simplicity. When we pass from Vj to Vj−1 ⊕Wj−1, the change of coordinates is taken care of by
simple calculations. Apart from a scaling factor, the scaling function coefficients are found by the
average of two higher-level coefficients. The wavelet coefficients display the difference between
the same coefficients, apart from a scaling factor.
Theorem 4.2. The resolution space Vj can be decomposed as the orthogonal sum Vj = Vj−1 ⊕
Wj−1. The detail space Wj−1 is the L2-orthogonal complement of Vj−1 in Vj. The resolution
space Vj is spanned by
φj = {φj,k}2
jK−1
k=0 ,[
φj−1,ψj−1
]
= [{φj−1,k}2
j−1K−1
k=0 , {ψj−1,k}2
j−1K−1
k=0 ],
i.e., two sets of basis functions. If
fj =
2jK−1∑
k=0
cj,kφj,k ∈ Vj ,
fj−1 =
2j−1K−1∑
k=0
cj−1,kφj−1,k ∈ Vj−1,
ej−1 =
2j−1K−1∑
k=0
dj−1,kψj−1,k ∈Wj−1,
and fj = fj−1 + ej−1, then the change of coordinates from φj to
[
φj−1,ψj−1
]
is given by[
cj−1,k
dj−1,k
]
=
1√
2
[
1 1
1 −1
] [
cj,2k
cj,2k+1
]
, (4.23)
for k = 0, 1, . . . , 2j−1K − 1. The inverse wavelet transform is the change of coordinates from the
basis
[
φj−1,ψj−1
]
to the basis φj defined by[
cj,2k
cj,2k+1
]
=
1√
2
[
1 1
1 −1
] [
cj−1,k
dj−1,k
]
. (4.24)
In practice, the forward wavelet transformation is applied a multiple number of times. The
result is a representation which resembles equation (4.13), where the lower order scaling function-
and wavelet coefficients are found by the forward transformation. We must also remember that
the detail spaces and thus the wavelet coefficients are not due to further decompositions, as
depicted in the previous section. Figure 4.1 displays the result after one application of the
forward Haar wavelet transformation to an image.
4.3 Linear Spline Wavelets
Haar wavelets are quite simple to work with. The basis functions are piecewise constant functions
which are defined on a uniform grid, and the wavelet transformations in theorem 4.2 are due to
simple computations. At this point we present another example of wavelets, inspired by [27].
This wavelet construction is dependent on B-splines, and B-splines are functions which we will
encounter many times in the subsequent chapters.
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(a) The original image belongs to (say) Vj .
(b) Above we have shown the resulting image after one application of the forward wavelet transformation
which belongs to Vj−1 ⊕Wj−1.
Figure 4.1: Above we can see the result after one application of the (Haar) forward wavelet transfor-
mation to an image. The top left square in figure 4.1(b) displays the coarse approximation to the original
image, i.e., the scaling function coefficients. The wavelet coefficients determine the details which are
left out in the approximation and constitute the remaining three blocks of figure 4.1(b). These blocks are
mostly black because the wavelet coefficients are small.
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Spline-based Multiresolution Analysis
In this example we are using linear B-splines (linear piecewise polynomials), which are defined on
a non-uniform grid. The starting point is the Hilbert space L2[a, b], with [a, b] being an interval
of R. Our specific goal is to deduce a two-scale representation of a function f ∈ L2[a, b]. Thus,
the multiresolution analysis is in the form
V0 ⊂ V1 ⊂ L2[a, b], (4.25)
and the underlying functions are linear splines.
Let S0 be a spline space of dimension (say) n, and the corresponding knot vector is denoted
by t0. We use vector-matrix notation, and we collect the B-splines in S0 in the row vector
B0 = [B0,1, B0,2, . . . , B0,n]. In order to be consistent with the notation used in the previous
sections, we define V0 := S0, and the B-splines in V0 are denoted by the row vector φ0 := B0.
At this point we must define the knot vector in V0, which is
t0 = [t0,1, t0,2, . . . , t0,n+2],
where the first subscript refers to the corresponding resolution space. In the preliminary chapter
we have briefly discussed the advantage of choosing knot vectors which satisfy certain conditions.
Specifically it is convenient to work with p+1-regular knot vectors. In this example we deal with
linear splines (p = 1), which implies that the knot vector must satisfy
t0,1 = t0,2 < t0,3 < . . . < t0,n+1 = t0,n+2,
and t0 is 2-regular.
We collect the inner knots of t0 in the vector s0 := [t0,3, t0,4, . . . , t0,n]. Let a := t0,1 and
b := t0,n+1, and we refer to these knots as the end knots. We can write the knot vector t0 in the
compact form
t0 = [a, a, s0, b, b].
By construction, the B-splines in V0 are linearly independent on the interval [a, b) [26, p. 66].
There are n B-splines in V0, and they are represented by the row vector φ0.
Knot Insertion
The next step is dependent on knot insertion (refinement). Reminiscent of equation (4.25) we
turn our attention to the finer resolution space V1, which involves the knot vector t1 in V1. In
our case, t1 is a refinement of t0 if each knot in t0 occurs at least as many times in t1 as in t0.
We want to retain the p+ 1-regularity, i.e., t1 must be 2-regular as well. Our choice is to insert
more interior knots in t0, and to keep the end knots unchanged. The number of new interior
knots in t1 is (say) m. We can then define the refined knot vector in V1 by
t1 = [a, a, s1, b, b],
where s1 consists of n + m knots, and we have s0 ⊆ s1. The knot vector t1 determines the
B-splines in V1. There are n+m B-splines in V1, and they are collected in the row vector
φ1 = [φ1,1, φ1,2, . . . , φ1,n+m].
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At this point we have deduced the bases in the resolution spaces V0 and V1. The resolution
spaces are spanned by the corresponding B-splines, i.e.,
V0 = span{φ0},
V1 = span{φ1}
(4.26)
and we have dim(V0) = n, and dim(V1) = n+m.
We have t0 ⊆ t1, and both knot vectors are 2-regular. This implies that V0 ⊂ V1 as desired
in (4.25), and we can generate the B-splines in V0 from the B-splines in V1. Therefore we have
φ0 = φ1A, (4.27)
with A being the knot insertion matrix of size (n+m)× n. The knot insertion matrix makes it
possible to represent a function f ∈ V0 by the basis functions in V1. That is,
f(x) = φ0(x)c
T
0
= φ1(x)c
T
1 ,
for suitable coefficients. In particular, the knot insertion matrix provides the relation between
the coefficient vectors c0 and c1, which is
cT1 = Ac
T
0 . (4.28)
Spline Wavelets
We have established the multiresolution analysis in the linear spline setting, but we have said
nothing about the detail spaces and the wavelets. Reminiscent of section 4.1, wavelet analysis
involve approximation terms and error terms. To this end we must choose a projection, i.e., a way
to approximate a function in V1, in terms of the scaling functions in V0. We can thus represent
f ∈ V1 as a sum of an approximation term in V0, and an error term which is the details which
are left out in the approximation.
Our choice is to interpolate at the coarse knots, and these are the knots in t0. This means
that if f ∈ V1, we must determine the approximation f0 = Pf in V0, such that
f0(t0,k) = f(t0,k), for k = 2, . . . , n+ 1. (4.29)
The choice of approximation influences the detail spaces (error spaces). In this setting, we define
the detail space W0 by
W0 = {f − Pf : f ∈ V1}, (4.30)
and we want to equip the detail space with wavelets.
Regarding W0, an important observation is that the wavelets (or error functions) are zero at
all the coarse knots. This makes it possible to define the wavelets in W0, because we can use the
basis functions in V1 that are zero at all the coarse knots. More specifically, the wavelets in W0
are the m B-splines that are one at a new (inserted) knot [27].
We collect the wavelets in W0 in the row vector
ψ0 = [ψ0,1, ψ0,2, . . . , ψ0,m],
and we have W0 ⊂ V1. This implies that there exists a matrix (say) B, such that
ψ0 = φ1B. (4.31)
The matrix B of dimension (n+m)×m, determines the wavelets. In fact, the structure of B is
quite simple in this example. All the columns of B are unit vectors, because the wavelets in ψ0
form a subset of φ1.
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Wavelet Transformations
If we combine equation (4.27) and (4.31) we have[
φ0, ψ0
]
= φ1
[
A, B
]
= φ1M , (4.32)
with M :=
[
A, B
]
. The matrix M is an (n+m)× (n+m)-matrix, which is nonsingular [27].
Hence, we can write
φ1 =
[
φ0, ψ0
]
M−1 = φ0X +ψ0Y . (4.33)
The matrices X and Y partition M−1 according to the bases φ0 and ψ0 respectively.
The forward wavelet algorithm is related to decomposition, and we can decompose f ∈ V1
into a sum of the coarse description f0 ∈ V0, and the detail term e0 ∈W0. To this end we perform
the change of basis from φ1 to the basis
[
φ0, ψ0
]
. The starting point is the function f ∈ V1 in
terms of the B-splines in V1, i.e.,
f(x) = φ1(x)c
T
1 .
We must utilize equation (4.33) which yields
f(x) = φ0(x)Xc
T
1 +ψ0(x)Y c
T
1
= φ0(x)c
T
0 +ψ0(x)d
T
0 ,
(4.34)
which is the forward wavelet transformation.
The inverse wavelet transform is the opposite operation which is often referred to as the
reconstruction step. We have f0 ∈ V0, and e0 ∈W0 in the forms
f0(x) = φ0(x)c
T
0 ,
and
e0(x) = ψ0(x)d
T
0 ,
respectively. Moreover, f = f0 + e0, which is a function in V1. We can write f(x) = φ1(x)cT1 ,
and the coefficients cT1 are given by
cT1 = Ac
T
0 +Bd
T
0 ,
which constitutes the inverse wavelet transformation.
If we compare linear spline wavelets to the Haar wavelets, there are (at least) two important
differences. The obvious observation is that the polynomial degree is different, and we expect
to represent functions better by linear basis functions compared to a representation by piecewise
constants. The underlying spacing for piecewise constant functions may be non-uniform, but in
Haar wavelet systems the basis functions are defined on a uniform grid. B-splines are versatile
functions, and the above example displays a spline-based wavelet construction on a non-uniform
grid. In comparison with Haar wavelets, there is more flexibility in this case, because the (interior)
knots must not be uniformly distributed.
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4.4 Summary
This chapter is only a rudimentary summary of wavelet theory. In the literature there are much
more details and examples available, e.g., in [13]. The contribution herein is a presentation
of the overall ideas of wavelets which specifically involves multiresolution analysis. We have
deduced specialized Riesz bases and shown that wavelet systems allow multiscale representations
of functions. Multiresolution analysis will be the underlying framework in the rest of this text,
which enable multiscale representations of functions.
In the next chapter, we pass from wavelets to wavelet frames. Wavelet frames resemble
wavelets, but we will see that these representations are more flexible and better suited in some
applications. Although the general frame theory is developed independently of wavelet theory,
wavelet frames are deeply dependent on multiresolution analysis. This will be clear in chapter 6,
when we turn to tight wavelet frame constructions.
Chapter 5
Wavelet Frames
Basis functions must often satisfy rigid demands. This makes it difficult to equip bases, and
especially orthonormal bases, with extra properties. For this reason our next step is to generalize
the concept of (Riesz) bases and orthonormal bases. We want to retain the expansion property,
but at this point we want a more flexible tool than bases.
In a separable Hilbert space H, such a tool is available. Frame representations resemble basis
expansions, and we can represent functions in the familiar form
f =
∑
i∈I
cifi, ∀f ∈ H, (5.1)
where I is an index set. In this chapter, fi in equation (5.1) is a framelet, and the collection of
framelets {fi}i∈I is a frame for H.
We will see that a Riesz basis for H is also a frame for H, but in general the framlets do not
need to be linearly independent. The abscence of linear independence enables flexible function
representations. Frames allow redundant representations, that is a frame for H can contain more
elements than a basis forH. This influences the coefficients in equation (5.1). In a basis expansion
the coefficients are uniquely determined, whereas a frame representation settles with existence
and a way to compute the coefficients.
In the previous chapter we have presented wavelets which are specialized Riesz bases. Wavelets
are applicable in some diciplines of image analysis, e.g., in image compression. This thesis is
indeed devoted to image applications. Nonetheless, we are primarly interested in representations
which are well suited for a specific scope, namely image inpainting. For this application redundant
frames are more suitable.
Frames come in diverse flavors. There are for instance frames of exponentionals, Gabor frames
and wavelet frames [10, 12]. Frames were originally introduced in the context of nonharmonic
Fourier series, by Duffin and Schaeffer in 1952 [18]. However, the potential of frames were not
fully realized until the wavelet era in the 1980’s, when frames started their second career [16].
Our presentation is devoted to wavelet frames to serve as a natural extension from wavelet- to
frame theory. Despite this choice, most of the results in this chapter are valid for other frames
also.
5.1 General Frame Theory
This section presents the most important definitions, results and terminology. Although we are
primarly interested in the finite-dimensional frame theory, we include some more general results.
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We are still working with univariate functions and framelets. and the extension to framelets of
two variables is taken care of in chapter 8.
Overview
The initial framework is H, a separable Hilbert space. Equation (5.1) is the starting point, and
the functions in the form {fi}i∈I is a frame for H. Regarding notation, the index set I is in
general infinite, unless otherwise stated. Let us begin with a definition.
Definition 5.1. A sequence of elements {fi}i∈I ⊆ H is a frame for H if there exist constants
A,B > 0 such that
A‖f‖2 ≤
∑
i∈I
| 〈f, fi〉 |2 ≤ B‖f‖2, ∀f ∈ H. (5.2)
The scalars A,B are called frame bounds, and they are generally not unique. The optimal
lower frame bound is the supremum over the lower frame bounds, and the optimal upper frame
bound is the infimum over the upper frame bounds. We will later encounter tight frames, which
are computationally convenient. If {fi}i∈I is a tight frame for H, then A = B in equation (5.2).
The frame definition in (5.2) consists of a lower frame bound condition and an upper bound
condition. Our first task is to investigate the lower bound condition. In the finite-dimensional
setting, the lower bound is always satisfied if span{f}i∈I = H. In fact, every finite sequence is a
frame for its span [11].
Lemma 5.2. Let {fi}i∈I be a finite sequence in H. Then {fi}i∈I is a frame for the linear space
U := span{fi}i∈I .
The next step involves the upper frame bound condition. In the finite-dimensional setting,
the upper frame bound is always satisfied as well. The reason for this conclusion is the Cauchy-
Schwarz’ inequality, because∑
i∈I
| 〈f, fi〉 |2 ≤
∑
i∈I
‖fi‖2‖f‖2, ∀f ∈ H.
Although real-world applications involve frames in the finite-dimensional setting, it is rewarding
to introduce some more general results. To this end we will study the upper bound condition
from another perspective. At this point we meet the concept of Bessel sequences and Bessel’s
inequality. These results belong to the framework of infinite-dimensional Hilbert spaces, i.e., the
index set I is infinite.
Definition 5.3. A set of elements {fi}i∈I ⊆ H is a Bessel sequence if there exists a constant
B > 0 such that ∑
i∈I
| 〈f, fi〉 |2 ≤ B‖f‖2, ∀f ∈ H. (5.3)
By equation (5.2), a frame for H is automatically a Bessel sequence. Bessel sequences lead to
another important result whose significance will be evident in a short while.
Definition 5.4. Let {fi}i∈I ⊆ H, and suppose that the index set is infinite. If the linear map
L : H → `2(I)
f 7→ {〈f, fi〉}i∈I
(5.4)
takes values in `2(I), then L is the Bessel map associated with {fi}i∈I .
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From now onwards, we will be using in definition 5.4 the term operator for a linear map,
i.e., L is an operator. In the literature, the operator L is called the analysis operator [2]. The
analysis operator associates with every function f ∈ H, a sequence of suitable coefficients. When
we apply the analysis operator to f , we have Lf = {〈f, fi〉}i∈I , by equation (5.4).
If the analysis operator L is well-defined, we can consider the operator L∗, or LT if we work
with real-valued functions. This operator dictates the mapping from the set of coefficients to the
function f ∈ H.
Lemma 5.5. Let {fi}i∈I be a system in H with well-defined Bessel map L. The adjoint of L is
denoted by L∗, and is defined by
L∗ : `2(I)→ H∑
i∈I
ci 7→
∑
i∈I
cifi.
(5.5)
The operator L∗ is called the synthesis operator.
The Frame Operator
The composition of the synthesis and the analysis operator defines the frame operator.
Definition 5.6. Let {fi}i∈I ⊆ H be a frame for H, with well-defined Bessel map L. The frame
operator is denoted by S, and is defined by
S : H → H
f 7→
∑
i∈I
〈f, fi〉 fi, (5.6)
i.e., S = L∗L.
In order to present a main result in this chapter, we must derive the properties of the frame
operator S. The following result is included for this reason.
Theorem 5.7. The frame operator S is bounded and invertible.
We can extract even more properties of S. If {fi}i∈I is a frame for H, with frame operator S
and frame bounds A and B, then
〈Sf, f〉H = 〈L∗Lf, f〉H = 〈Lf, Lf〉`2(I) = ‖Lf‖2`2(I),
which proves that S is positive. We have A ≤ ‖S‖ ≤ B, with ‖ · ‖ being the operator norm.
Moreover it is evident that S = S∗, i.e., the frame operator is hermitian.
The properties of S are important, because we can use them to derive certain identities.
These identities rely on the frame decomposition theorem, which is included below. Regarding
wavelet frames, these identities resemble wavelet algorithms. In chapter 4, we have seen that the
forward wavelet transformation followed by the inverse wavelet transformation, is the identity.
In some sense, the analysis- and the synthesis operator resemble these wavelet transformations
respectively. We will discuss and interpret this relation carefully in chapter 6.
Theorem 5.8. When {fi}i∈I ⊆ H is a frame for H with frame operator S, every f ∈ H can be
represented by
f =
∑
i∈I
〈
f, S−1fi
〉
fi, (5.7)
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and
f =
∑
i∈I
〈f, fi〉S−1fi. (5.8)
The right hand sides of the equations (5.7) and (5.8) are referred to as the frame decomposition
of f . Furthermore, the frame {S−1fi}i∈I is called the canoncial dual frame.
Proof. By theorem 5.7 and the fact that S is hermitian, we have
f = S−1
(
Sf
)
= S−1
(∑
i∈I
〈f, fi〉 fi
)
=
∑
i∈I
〈f, fi〉S−1fi
and
f = S
(
S−1f
)
=
∑
i∈I
〈
S−1f, fi
〉
fi =
∑
i∈I
〈
f, S−1fi
〉
fi.
In low dimensions, more or less artificial examples can be contructed, but it is instructive to
display the action of the frame operator. The following example is borrowed from [11].
Example Let {ei}2i=1 be an orthonormal basis for the two-dimensional inner product space V .
Let
f1 = e1, f2 = e1 − e2, f3 = e1 + e2
Then {fi}3i=1 is a frame for V by lemma (5.2). The definition of the frame operator yields,
Sf =
3∑
i=1
〈f, fi〉 fi,
and we obtain
Se1 = e1 + e1 − e2 + e1 + e2 = 3e1
and
Se2 = −(e1 − e2) + e1 + e2 = 2e2.
This means that
S−1e1 =
1
3
e1, S
−1e2 =
1
2
e2
and the canonical dual frame becomes
{S−1fi}3i=1 = {S−1e1, S−1e1 − S−1e2, S−1e1 + S−1e2}
= {1
3
e1,
1
3
e1 − 12e2,
1
3
e1 +
1
2
e2}.
Although the calculations above are simple, the main challenge in more sophisticated prob-
lems, is to find expressions for the frame operator S, and S−1. This can be difficult, but the
computations become easier if we work with specialized frames. These specific frames are tight
frames, which are presented in section 5.3 and chapter 6.
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5.2 Redundant Representations
In the introductory part of this chapter we promised that frame representations offer flexibility.
Because the framelets do not need to be linearly independent, the coefficients in a frame expansion
are not unique. This section is devoted to this property, and we want to discuss the flexibility of
the coefficients in a frame representation such as in equation (5.1).
Definition 5.1 provided the link between a frame and a Riesz basis. A Riesz basis for H is
also a frame for H. At this point we turn the attention towards redundant frame representations,
where the number of framelets is larger than the number of functions in a basis for H. We begin
with a result concerning Riesz bases.
Theorem 5.9. Let {fi}i∈I be a frame for H and {ci}i∈I ∈ `2(I). Then the following statements
are equivalent:
1. The set of functions {fi}i∈I is a Riesz basis for H.
2. If
∑
i∈I cifi = 0, then ci = 0, ∀i ∈ I.
Once again we restrict ourselves to the finite-dimensional setting. Lemma 5.2 in the previous
section provides an important result, i.e., every finite sequence is a frame for its span. We want
to connect this result with the absence of linear independence between the framelets. The next
corollary follows from lemma 5.2, and verifies that a frame for H can contain more elements than
a basis for H.
Corollary 5.10. A family of elements {fi}i∈I in H is a frame for H if and only if span{fi}i∈I =
H.
A frame for H is an exact frame, if it contains the exact number of elements in a basis for
H. This implies that a Riesz basis for H is an exact frame for H. By corollary 5.10, we have
also established that a frame can contain more elements than a basis. In the following we refer
to such frames as redundant frames.
If {fi}i∈I is a redundant frame for H, i.e., {fi}i∈I is not a Riesz basis, then there are coeffi-
cients
{di}i∈I ∈ `2(I)\{0}
such that ∑
i∈I
difi = 0,
and the framelets are not linearly independent. A frame construction admits computable coeffi-
cients, and if we apply the frame decomposition theorem 5.8, and {fi}i∈I is a redundant frame,
then
f =
∑
i∈I
〈
f, S−1fi
〉
fi
=
∑
i∈I
〈
f, S−1fi
〉
fi +
∑
i∈I
difi
=
∑
i∈I
(〈
f, S−1fi
〉
+ di
)
fi,
(5.9)
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for all f ∈ H. The consequence is the flexibility of frames which we proclaimed in the intro-
ductory part. Several choices of coefficients in equation (5.9) are applicable in redundant frame
representations. Furthermore, we are using more coefficients to represent f than in a basis ex-
pansion, which adds robustness to the representation. In fact, redundant representations are
necessary in some applications. This is the case in the image inpainting problem, and we will
discuss this thoroughly in later chapters.
5.3 Tight Frames
The frame decomposition theorem 5.8 is powerful, but the main challenge in practice is due to
the frame operator S. Specifically, it can be difficult to represent the operator S−1, or even
to compute the operator’s action on the frame elements. If we represent a function f ∈ H by
framelets, we may expect lengthy computations in high dimensions. This motivates the use of
tight frames, which are easier to work with.
Definition 5.11. A family of elements {fi}i∈I ⊆ H is a tight frame for H if there exists a
constant A > 0 such that ∑
i∈I
| 〈f, fi〉 |2 = A‖f‖2, ∀f ∈ H. (5.10)
The representation in equation (5.10) is quite similar to an orthonormal basis expansion,
apart from a scaling factor A. We want A = 1, which is possible by a suitable scaling of the
framelets.
Example The Haar wavelet is a tight exact frame with A = 1.
The next result follows from theorem 5.8. This corollary involves the tight frame decomposi-
tion.
Corollary 5.12. If {fi}i∈I is a tight frame with frame bound A, then the canonical dual frame
is {A−1fi}i∈I , and
f =
1
A
∑
i∈I
〈f, fi〉 fi, ∀f ∈ H. (5.11)
The tight frame decomposition is simple, compared to equations (5.7) and (5.8). Tight frames
resemble orthonormal bases as in equation (3.2), and such representations are convenient from a
practical point of view.
5.4 Summary
For our purposes, the most important properties of frames are the redundancy and the flexibility.
By virtue of corollary 5.12, tight frames seem to be computationally convenient. At this point we
know the necessary conditions that a tight frame must satisfy, and the next chapter is devoted
to tight frame constructions.
We have not interpreted the term “wavelet frame” precisely at this point. This is also the
subject of the next chapter, which provides the link between wavelets and wavelet frames. For
this we need the concepts of multiresolution analysis and multiscale representations which we
have presented in the wavelet setting.
Chapter 6
Tight Frame Constructions
Motivated by applications, we want to work with tight wavelet frames. Tight frames resemble
orthonormal basis expansions as depicted in corollary 5.12, and tight frame representations can be
redundant. Splines are versatile functions which are well suited for frame representations. In this
chapter we want specifically to construct redundant tight frames, whose underlying structures
are splines.
Riesz bases and frames are related subjects, and we have seen that frames generalize the con-
cept of bases. In wavelet analysis, multiresolution analysis is the tool for constructing specialized
Riesz bases, i.e., wavelets. The foundation for tight frame constructions is also multiresolution
analysis, which only need minor adjustments to be applicable with wavelet frames.
The first section in this chapter is an overview, and the starting point is to define frame
multiresolution analysis. In the subsequent sections we construct tight frame systems based on
B-splines which are essential when we turn to image applications in chapter 9. Our inspiration is
the work in [22, 31], whose tight frame constructions are developed via spline theory and algebraic
techniques.
It is worth noting that we will adjust the frame terminology slightly. In frame multiresolution
analysis, we still refer to resolution- and detail spaces in a similar way compared to chapter 4.
Regarding framelets, we will from this point refer to a framelet in a resolution space as a scaling
function. The detail spaces are equipped with framelets.
6.1 Frame Multiresolution Analysis
Our goal is to construct redundant, tight wavelet frames for the Hilbert space L2(Ω), with Ω being
a bounded interval of R. Frame multiresolution analysis (hereafter multiresolution analysis) is a
nested sequence of closed and finite-dimensional subspaces in the form
V0 ⊂ V1 ⊂ · · · ⊂ Vj ⊂ · · · ⊂ L2(Ω),
with the property
∞⋃
j=0
Vj = L2(Ω).
The assumption is that each resolution space Vj is equipped with a row vector of locally supported
functions in the form
Φj :=
[
Φj,1,Φj,2, . . . ,Φj,mj
]
,
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for j ∈ N0, and dim(Vj) = mj . The functions in Φj are called scaling functions, and they must
generate Vj in the sense
Vj = span
{
Φj
}
, for j ∈ N0.
Because Vj ⊂ Vj+1, we can represent the functions in Φj by the functions in Φj+1. This means
that there exists a matrix P j+1 such that
Φj = Φj+1P j+1, (6.1)
with the dimension of P j+1 being mj+1 ×mj .
In [22], the authors refer to multiresolution analysis as a collection of scaling functions, as
described above. We will adapt this terminology, and for this reason we say that
{
Φj
}
j∈N0
generates a multiresolution analysis over the bounded domain Ω.
Multiscale Representations
Tight wavelet frames generate multiscale representations of functions which are somehow similar
to wavelets. If f ∈ Vj+1, it is also possible to represent f by the scaling functions in Vj because
Vj ⊂ Vj+1. In the coarser resolution space Vj , we can not expect to represent f with as much
details as in Vj+1. The details being left out in the representation of f in Vj , belong to the detail
space Wj . Moreover, Wj is a subspace of Vj+1, i.e., Wj ⊂ Vj+1.
It is common to use the direct sum decomposition described in chapter 4. The Vj spaces are
nested, and by repeated applications of the direct sum decomposition we get
Vj = Vj−1 ⊕Wj−1
= Vj−2 ⊕Wj−2 ⊕Wj−1
= · · ·
= V0 ⊕W0 ⊕W1 ⊕ · · · ⊕Wj−1,
(6.2)
for a fixed j ∈ N.
The detail spaces are spanned by framelets. We collect the framelets in Wj in the row vector
Ψj :=
[
Ψj,1,Ψj,2, . . . ,Ψj,nj
]
,
for j ∈ N0, and Wj = span
{
Ψj
}
. The number of framelets in Wj is nj . Note that we have
nj > dim(Wj), because we are constructing redundant tight frame systems. To determine the
framelets, we must recall the inclusion Wj ⊂ Vj+1. This implies that there is a matrix Qj+1 of
size mj+1 × nj , so that the framelets satisfy
Ψj = Φj+1Qj+1, (6.3)
for j ∈ N0. By the above construction, we are ready to present a definition [22].
Definition 6.1. A family of functions {Ψj}j∈N0 defined by equation (6.3) is a tight wavelet
frame associated with {Φj}j∈N0 in L2(Ω) if
‖f‖2 = ‖ 〈Φ0, f〉 ‖2 +
∞∑
j=0
‖ 〈Ψj , f〉 ‖2, ∀f ∈ L2(Ω), (6.4)
We call each function Ψj,k a (tight) framelet, for j ∈ N0 and k = 1, 2, . . . , nj.
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Recipe for Construction
We want to construct functions and function spaces that satisfy definition 6.1 and we follow the
recipe in [31]. First and foremost, we must define the scaling functions in each Vj space. That
is, for all j ∈ N0, we define the row vector of functions Φj such that
lim
j→∞
‖ 〈Φj , f〉 ‖2 = ‖f‖2, (6.5)
for all f ∈ L2(Ω). This step requires that the support of the scaling functions shrink under
refinement. We will see that this is the case for the chosen scaling, and the details are postponed
to the next section.
Second step is to determine the framelets. Hence, we must find a row vector Ψj of framelets
in Vj+1, satisfying
‖ 〈Φj+1, f〉 ‖2 = ‖ 〈Φj , f〉 ‖2 + ‖ 〈Ψj , f〉 ‖2, (6.6)
for all f ∈ L2(Ω). Finally, by repeated applications of equation (6.6), we have
‖ 〈Φj+1, f〉 ‖2 = ‖ 〈Φ0, f〉 ‖2 +
j+1∑
l=0
‖ 〈Ψl, f〉 ‖2,
and by letting j →∞, it is proved in [22] that equation (6.4) is satisfied for all f ∈ L2(Ω).
In the sections to come, we will present the specifics of the functions and the matrices which
are needed in the tight frame construction. Motivated by [15, 22, 31] the tight frame systems
are developed via nonuniform spline spaces and algebraic techniques. We should remark that the
majority of tight frame theory in the literature is dependent on uniform spacing and the unitary
extension principle [32]. Within this framework Fourier analysis is applicable, see for example
[5, 17], for details.
6.2 Constructions
We follow the above recipe and the first task is to define a multiresolution analysis over Ω. Let
Vj denote a nonuniform spline space over Ω, where Ω is a bounded interval of R. The polynomial
degree is p, and the B-splines in Vj generate Vj in the sense
Vj = span
{
Bj
}
,
where the B-splines are collected in the row vector
Bj =
[
Bj,1, Bj,2, . . . , Bj,mj
]
.
In this notation the subscript j refers to the corresponding spline space, and dim(Vj) = mj .
The B-splines in Vj are dictated by the polynomial degree p, and a knot vector. In Vj , we
denote the knot vector by tj , which is in the form
tj =
[
t1, t2, . . . , tmj+p+1
]
.
We are using p + 1-regular knot vectors. By this choice, tj has p + 1 equal knots at each end,
while the interior knots have variable multiplicity from 1 to p+ 1. This means that the B-splines
in Vj are linearly independent on the interval [tp+1, tmj+1) [26]. We collect the interior knots in
the vector sj , and define the end knots by
a := [t1, . . . , tp+1], b := [tmj+1, . . . , tmj+p+1].
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Thus we can write tj in the compact form
tj =
[
a, sj , b
]
,
which is useful later.
Suitable knot vectors determine the relation between the spline spaces Vj and Vj+1, which
must satisfy Vj ⊂ Vj+1. For this reason, we must recall the concept of knot refinement discussed
earlier. In our setting we make a standard choice. We define the finer knot vector tj+1 by inserting
more interior knots in tj , and keeping the end knots fixed. Let sj+1 denote a knot sequence in
the interval (tp+1, tmj ), where each knot occurs at most p+ 1 times. We have sj ⊆ sj+1, and we
define
tj+1 =
[
a, sj+1, b
]
,
which implies that both tj and tj+1 are p+ 1-regular knot vectors.
The knot vector tj+1 determines the B-splines in Vj+1. By the relation tj ⊆ tj+1, we have
Vj ⊂ Vj+1,
i.e., the spline spaces are nested. This means that the functions in Bj can be represented by the
functions in Bj+1. The knot insertion matrix is denoted by Aj+1, and we have
Bj = Bj+1Aj+1, (6.7)
where dim(Vj+1) = mj+1 and the matrix Aj+1 is of size mj+1 ×mj . There are several methods
to compute the knot insertion matrix, but the common method is the Oslo Algorithm described
in [26], which is our chosen method.
Scaling Functions
So far we have worked with B-splines and the spline spaces Vj and Vj+1. As for the recipe in the
previous section, we must pass to resolution spaces and their corresponding scaling functions. To
this end, each B-spline in Vj must be replaced by its scaled version. That is, each Bj,k in Vj is
replaced by the scaling function Φj,k, for k = 1, 2, . . . ,mj . Moreover, the spline spaces Vj are
from now on referred to as resolution spaces.
The scaling functions must generate a multiresolution analysis over Ω, as in definition 6.1.
We normalize the B-splines in the L2-norm and obtain scaling functions by
Φj,k =
Bj,k
‖Bj,k‖2 = Bj,k/
√
〈Bj,k, 1〉,
where
〈Bj,k, 1〉 = (tk+p+1 − tk)/(p+ 1),
for j ∈ N0, and k = 1, 2, . . . ,mj . Matrix-vector notation is convenient and we define
sj,k =
√
〈Bj,k, 1〉, for k = 1, 2, . . . ,mj ,
sj = [sj,1, sj,2, . . . , sj,mj ],
(6.8)
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for j ∈ N0. We will refer to sj as the scaling vector at level j. Moreover, we define the diagonal
matrix Sj := diag(sj), given by
Sj =

sj,1 0 . . . 0
0 sj,2 . . . 0
...
...
. . .
...
0 0 . . . sj,mj
 , (6.9)
of size mj ×mj .
By equation (6.7) and (6.9) we can determine the scaling functions in Vj . The scaling functions
in Vj are collected in the row vector Φj , and we have
Φj = BjS−1j
= Bj+1Aj+1S−1j
= Φj+1Sj+1Aj+1S−1j
= Φj+1P j+1,
(6.10)
for j = 0, 1, with the dimension of P j+1 being mj+1 ×mj . This procedure is applicable for any
j ∈ N0, and the scaling functions generate the resolution spaces in the sense
Vj = span{Φj}.
In line with the recipe in section 6.1, we must verify that {Φj}j∈N0 generates a multiresolution
analysis over Ω. Therefore we must verify that equation (6.5) is satisfied by our choice of scaling
functions. In this regard it is important to emphasize that the scaling functions inherit the
B-spline properties. This is no surprise, because the functions in Φj are scaled versions of the
functions in Bj (for any j ∈ N0). One of the important properties of B-splines, is the support
property, i.e.,
Bj,k(x) = 0, for j ∈ N0,
if x /∈ [tk, tk+p+1). In particular, the support property implies that the support of the B-splines
in Vj+1 is smaller than the support of the B-spline in Vj . If we insert more knots repeatedly,
the support of the B-splines (and thus the scaling functions) shrinks under refinement. The
conclusion [31] is that {Φj}j∈N0 generates a multiresolution analysis over L2(Ω) as in definition
6.1, and we have
lim
j→∞
‖ 〈Φj , f〉 ‖2 = ‖f‖2, ∀f ∈ L2(Ω),
as required in equation (6.5).
Function Representations
It is instructive to include some more details regarding function representations. To this end,
let f ∈ Vj+1 be a spline in the form f(x) = Bj+1(x)bTj+1, for suitable coefficients bTj+1. At this
point f is represented by B-splines, and we want to represent f in terms of the scaling functions
in Vj+1. We must recall that Sj+1 is the diagonal matrix in equation (6.9), and we can write
f(x) = Bj+1(x)bTj+1
= Bj+1(x)S−1j+1Sj+1b
T
j+1
=
(
Bj+1(x)S−1j+1
)(
Sj+1b
T
j+1
)
= Φj+1(x)cTj+1.
(6.11)
44 CHAPTER 6. TIGHT FRAME CONSTRUCTIONS
That is, f is represented by a linear combination of scaling functions in Vj+1, and the coefficient
vector is cj+1 = Sj+1bTj+1.
Reminiscent of equation (6.2), we want to decompose Vj+1 into a lower order resolution- and
detail space. By the nestedness property Vj ⊂ Vj+1, and the direct sum decomposition, we have
Vj+1 = Vj ⊕Wj ,
with Wj being a detail space, and Wj ⊂ Vj+1. The detail space Wj is generated by the framelets
in Ψj , developed via equation (6.3). This means that we can also represent f ∈ Vj ⊕Wj in the
form
f(x) = Φj(x)cTj + Ψj(x)d
T
j , (6.12)
for suitable cofficients cTj and d
T
j . In particular, the representation in equation (6.12) is redun-
dant. That is, the total number of scaling functions and framelets in Vj ⊕ Wj is larger than
dim(Vj+1).
6.3 Tight Wavelet Frame Identities
In Vj+1, the scaling functions are collected in the row vector Φj+1, The framelets in Wj are
denoted by Ψj =
[
Ψj,1,Ψj,2, . . . ,Ψj,nj
]
, which also belong to Vj+1. Reminiscent of equation
(6.6), we must derive framelets in Vj+1 so that
‖ 〈Φj+1, f〉 ‖2 = ‖ 〈Φj , f〉 ‖2 + ‖ 〈Ψj , f〉 ‖2,
or equivalently
〈f,Φj+1〉ΦTj+1 = 〈f,Φj〉ΦTj + 〈f,Ψj〉ΨTj , (6.13)
is satisfied for all f ∈ L2(Ω). We follow the notation in section 6.1, and the framelets Ψj must
satisfy
Ψj = Φj+1Qj+1, (6.14)
for a suitable matrix Qj+1 of size mj+1 × nj .
The next step is to dermine Qj+1 and it is convenient to introduce some more notation. For
all j ∈ N0, we define
cj,k := 〈Φj,k, f〉 ,
dj,l := 〈Ψj,l, f〉 ,
for k = 1, . . . ,mj and l = 1, . . . , nj . We collect these elements in the row vectors
cj = [cj,1, . . . , cj,mj ] = 〈Φj , f〉 = 〈Φj+1P j+1, f〉 = cj+1P j+1
dj = [dj,1, . . . , dj,nj ] = 〈Ψj , f〉 =
〈
Ψj+1Qj+1, f
〉
= dj+1Qj+1,
(6.15)
respectively, where we have used the identities in equation (6.10) and (6.14). In order to show
equation (6.13), we make use of equation (6.15) and we have
cj+1ΦTj+1 = cjΦ
T
j + cjΨ
T
j
= cj
(
Φj+1P j+1
)T + cj(Φj+1Qj+1)T
= cj+1P j+1
(
Φj+1P j+1
)T + cj+1Qj+1(Φj+1Qj+1)T
= cj+1P j+1P Tj+1Φ
T
j+1 + cj+1Qj+1Q
T
j+1Φ
T
j+1,
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for all cj+1. This implies that the matrix Qj+1 of size mj+1 × nj must satisfy
P j+1P
T
j+1 +Qj+1Q
T
j+1 = Ij+1, (6.16)
with Ij+1 being the identity matrix of size mj+1×mj+1. The arguments which lead to equation
(6.16), are part of the proof [22] of the following important theorem. Here, the term refinable
refers to equation (6.7), i.e., the knot refinement.
Theorem 6.2. Suppose that Φj is a refinable vector of functions with Vj = span{Φj} for all
j ∈ N0. Furthermore we assume that Φj = Φj+1P j+1 and that equation (6.16) is satisfied. Let
Ψj = Φj+1Qj+1. Then {Ψj}j∈N0 is a tight wavelet frame, and any f ∈ L2(Ω) may be represented
by
f = 〈Φ0, f〉Φ0 +
∞∑
j=0
〈Ψj , f〉Ψj , ∀f ∈ L2(Ω).
Theorem 6.2 provides the necessary conditions to be satisfied by a tight frame system over
a bounded domain. What is missing, is an existence result. We need a result which guarantees
that we can compute Qj , for any j ∈ N. The good news is that the matrix Qj+1 is computable,
because the matrix
Rj+1 := Ij+1 − P j+1P Tj+1 (6.17)
is positive semidefinite. The following theorem developed in [22, 31] constitutes the existence
result.
Theorem 6.3. The matrix Rj+1 in equation (6.17) is positive semidefinite for j ∈ N0, for the
chosen multiresolution analysis. Equation (6.16) is thus solvable and there exists a tight wavelet
frame
{
Ψj+1
}
j∈N0 for L
2(Ω). Moreover, if each component function of Φj is locally supported,
then each component function of Ψj is locally supported.
6.4 Comments
Theorem 6.2 and 6.3 will accompany us in the rest of this thesis. The identity in equation (6.16)
is essential and deserves some more comments.
Let us consider an example. We study a two-level multiresolution analysis over Ω (developed
as above) which is
V0 ⊂ V1 ⊂ L2(Ω),
with V0, V1 being spline spaces of degree p, and Ω is a bounded interval of R. The dimension of
Vj is mj , for j = 0, 1.
Suppose f ∈ V1 is in the form
f(x) = Φ1(x)cT1 , (6.18)
i.e., a linear combination of the scaling functions Φ1. From this point we make use of the previous
notation and the identity in equation (6.16), which is
I1 = P 1P T1 +Q1Q
T
1 , (6.19)
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in this example. The identity matrix I1 is an m1 ×m1-matrix, the dimension of P 1 is m1 ×m0,
and Q1 is of size m1 × n0.
We can rewrite equation (6.19), i.e.,
I1 =
[
P 1, Q1
] [P T1
QT1
]
, (6.20)
where we have used block matrices. In the following notation we omit the argument x, that is
we write g := g(x), Φ1 := Φ1(x) and so forth. We can insert the identity in (6.20) into equation
(6.18), which yields
f = Φ1I1cT1
= Φ1
[
P 1, Q1
] [P T1
QT1
]
cT1
=
(
Φ1
[
P 1, Q1
])([P T1
QT1
]
cT1
)
=
[
Φ0, Ψ0
] [cT0
dT0
]
,
(6.21)
which is a representation of f ∈ V0 ⊕W0.
We have thus passed from f ∈ V1, to f ∈ V0 ⊕W0. Consider the first parenthesis in (6.21),
i.e.,
Φ1
[
P 1, Q1
]
,
where Φ1 consists of the m1 number of scaling functions in V1. By construction, the matrix[
P 1, Q1
]
consists of m1 rows, and m0 + n0 columns. This implies that there is a total of
m0 +n0 scaling functions and framelets in V0⊕W0. The conclusion is that the representation of
f ∈ V0 ⊕W0 is redundant.
6.5 Summary
Frame multiresolution analysis is the framework for constructing tight wavelet frames. Tight
frames resemble orthonormal basis expansions. However, by sacrificing linear independence and
orthogonality, tight frame systems can be redundant representations. The construction in this
chapter derives such representations. In fact, redundant tight frame systems will be indispensable
to us when we turn to the image inpainting application in chapter 9.
Chapter 7
Practical Considerations
We have recently discussed redundant, tight frame constructions, where multiresolution analysis
and spline theory were the main contributors. Now is the time to sit back and interpret these
results, from a practical point of view. To this end it is instructive to present and discuss a
specific example.
In chapter 6, a core result was the identity in equation (6.16). This equation dictates the
transition to lower order scaling functions and framelets, with corresponding coefficients. In
computer-based methods we are mainly interested in the operations with the cofficients. When
we pass to lower order scaling functions and framelets, the total number of coefficients blow up.
In comparison with wavelets, one of the challenges is thus to be careful regarding dimensions of
the vectors and the matrices in use.
This chapter is devoted to practical considerations. In real-world applications, the starting
point is often a signal vector, rather than a spline. The tight frame systems in chapter 6 applies
to spline functions, so we must start with a suitable function approximation. Besides this, the
terminology and theory are familiar. Notation is also well-known, but is slightly extended. We
will denote the dimensions of vectors and matrices explicitly in order to deal with the challenges
of redundancies.
7.1 Spline-based Linear Tight Frame
We consider the following problem.
Problem 7.1. A digital signal is given in the form
(xi, yi)10i=1 = (i, yi)
10
i=1.
The goal is to deduce tight frame representations satisfying the following conditions:
1. The multiresolution analysis must be in the form
V0 ⊂ V1 ⊂ V2 ⊂ L2[1, 10]. (7.1)
2. The scaling functions and the framelets should be developed via linear splines and the recipe
in chapter 6.
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Approximation
In problem 7.1, there are only data samples available. Despite this fact, we assume that the data
samples are generated from an unknown function (say) f , which is an L2-function. Furthermore
we assume that f ∈ L2[1, 10], in line with the requirements for a multiresolution analysis.
At this point we have no function available, and we know that multiresolution analysis is
defined via functions and function spaces. The first step is thus to use the data samples to
determine a function, and the common resolvement is to approximate the data by a function
(say) g.
One of the conditions in the problem description is that the underlying functions should be
linear B-splines. This implies that the approximation g should be a linear spline. To this end we
must choose a spline approximation which expresses g in terms of linear B-splines. Specifically,
g ∈ V2 is the approximation to the unknown function f ∈ L2[1, 10] because of equation (7.1).
Linear Spline Interpolation
We have not yet discussed approximation methods, but there are several methods to determine g.
In the preliminary chapter we presented linear spline interpolation, which is our chosen method.
To derive g as depicted in figure 7.1(a), we must then choose a specific knot vector according to
lemma 2.5. We have g ∈ V2, and the corresponding 2-regular knot vector is denoted by t2, which
is
t2 = [1, 1, 2, 3, . . . , 9, 10, 10], (7.2)
according to the problem specifications. The linear spline interpolant g ∈ V2 is thus in the form
g(x) =
10∑
i=1
yiBi(x), (7.3)
i.e., a linear combination of B-splines in V2.
As usual, we collect the B-splines in the row vector
B2 = [B2,1, B2,2, . . . , B2,10],
so dim(V2) = m2 = 10. The subscript attached to the B-spline vector refers to the corresponding
spline space. In order to make life easier, we want to use the same notation as in chapter 6.
For this reason we choose to rename the coefficients (yi)10i=1 in equation (7.3), and we define the
coefficient vector b2 := [y1, y2, . . . , y10]. Hence we can write g in the vector form
g(x) = B2(x)bT2 . (7.4)
Scaling Functions
We have g ∈ V2, and g is represented by linear B-splines. In chapter 6 we verified that B-
splines are suitable functions in tight frame systems. Nonetheless, we must emphasize that g is
represented by B-splines, and not scaling functions, at this point. Moreover the resolution spaces
must be equipped with scaling functions. The consequence is that we must pass from B-splines
to scaling functions by a proper normalization.
Each scaling function is in the form
Φj,k = Bj,k/
√
〈Bj,k, 1〉 = Bj,k/sj,k, for j = 0, 1, 2, and k = 1, 2, . . . ,mj ,
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(a) Linear spline interpolant.
(b) Cubic spline interpolant.
Figure 7.1: The data set is (i, yi)10i=1, and we let y := [1, 2, 5, 2, 3, 7, 1, 3, 2, 6]. The knot vector in
the linear case is t2 in equation (7.2). We have also depicted the cubic spline interpolant with free end
conditions, see section 2.2 for details.
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where sj,k =
√〈Bj,k, 1〉 is a scaling factor. Reminiscent of equation (6.8), we collect the scaling
factors in the vector sj , for j = 0, 1, 2. The scaling matrices, defined by equation (6.9), are in
the form Sj = diag(sj) where
Sj =

sj,1 0 . . . 0
0 sj,2 . . . 0
...
...
. . .
...
0 0 . . . sj,mj ,
 , (7.5)
for j = 0, 1, 2, and Sj is an mj ×mj-matrix. This means that we can represent g ∈ V2 by
g = B2I2bT2
=
(
B2S
−1
2
)(
S2b
T
2
)
= Φ2
(
S2b
T
2
)
= Φ2cT2 ,
, (7.6)
where V2 is the finest (spline) resolution space which is generated by the scaling functions Φ2.
7.2 Linear Tight Frame Construction
The next step is dependent on knot removal, and we must compute the B-splines in the coarser
resolution spaces V1 and V0. When we pass from a finer to a coarser level of resolution (space),
we must determine which knots to remove. The knot removal procedure defines the coarser
B-splines, and hence the scaling functions.
In this step, there is some freedom of choice when it comes to the inner knots in the coarser
knot vectors. However, it is convenient to follow a simple procedure. Our choice is to remove
every other interior knot in the finer knot vector. That is, we define the 2-regular knot vectors
in V1 and V0 by
t1 = [1, 1, 2, 4, 6, 8, 10, 10],
t0 = [1, 1, 2, 6, 10, 10],
respectively. The end knots are fixed, and the knot vectors t1 and t0 are 2-regular as desired.
The B-splines in V1 and V0 are collected in the row vectors B1 = [B1,1, B1,2, . . . , B1,m1 ], and
B0 = [B0,1, B1,2, . . . , B1,m0 ] respectively, where m1 = 6, and m0 = 4.
We denote the knot insertion matrix by Aj for j = 1, 2, where Aj describes the relation
tj−1 ⊆ tj . The size of Aj is mj ×mj−1, and we have
B1 = B2A2,
B0 = B1A1.
In particular, A2 is a 10× 6-matrix and A1 is a 6× 4-matrix, and both matrices are banded and
row-stochastic. Reminiscent of equation (6.10), we can pass from the coarser B-splines to their
corresponding scaling functions, i.e.,
Φj = BjS−1j
= Bj+1Aj+1S−1j
= Φj+1Sj+1Aj+1S−1j
= Φj+1P j+1,
(7.7)
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for j = 0, 1, with P j+1 being an mj+1×mj-matrix. We collect the scaling functions in Vj in the
row vector Φj , for j = 0, 1, which yields
V2 = span{Φ2} = span{Φ2,1,Φ2,2, . . . ,Φ2,10},
V1 = span{Φ1} = span{Φ1,1,Φ1,2, . . . ,Φ1,6},
V0 = span{Φ0} = span{Φ0,1,Φ0,2, . . . ,Φ0,4},
with the dimensions stated explicitly.
Detail Spaces and Framelets
Multiresolution analysis is dependent on function space decompositions. In this example we can
decompose Vj , into coarser resolution- and detail spaces by the direct sum decomposition
V2 = V1 ⊕W1
= V0 ⊕W0 ⊕W1,
(7.8)
with Wj referring to the detail spaces for j = 0, 1. The detail spaces are generated by the
framelets, and the framelets in Wj are denoted by the row vector Ψj = [Ψj,1,Ψj,2, . . . ,Ψj,nj ], for
j = 0, 1. Moreover, nj is the number of framelets in Wj .
According to equation (6.3), the framelets in Wj must satisfy the condition
Ψj = Φj+1Qj+1,
for j = 0, 1. The dimension of the matrix Qj+1 is mj+1×mj+1, where Q2 is a 10×10-matrix and
Q1 is a 6 × 6-matrix. In particular, these matrices have nonnegative diagonal- and nonpositive
off-diagonal elements. These matrices must also satisfy the identity in equation (6.16) which is
Ij+1 = P j+1P Tj+1 +Qj+1Q
T
j+1
=
[
P j+1, Qj+1
] [P Tj+1
QTj+1
]
,
(7.9)
for j = 0, 1, and Ij+1 is the identity matrix.
By theorem 6.3, the Qj matrix in equation (7.9) is computable. One alternative is to compute
the matrix square root which involves global factorization methods such as Cholesky [15, 22]. In
[31] the author proposes a local method to computeQj , which depends on matrix decompositions.
The important fact is that we can compute these matrices. Initially we have g ∈ V2, and now
we can derive multiscale representations of g in the form
g(x) = Φ2(x)cT2
= Φ1(x)cT1 + Ψ1(x)d
T
1
= Φ0(x)cT0 + Ψ0(x)d
T
0 + Ψ1(x)d
T
1 ,
(7.10)
for suitable coefficients. These steps correspond to the direct sum decomposition in equation (7.8).
From now onwards, we refer to the decomposition step as the transformation of the coefficients
as in equation (7.10). The reconstruction step is the opposite action, e.g., to determine the
coefficients when we pass from g ∈ V1 ⊕W1 to g ∈ V2. In figure 7.2 we have shown a few scaling
functions and framelets for V2, V1 and W1.
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(a) Scaling functions in V2.
(b) Scaling functions in V1.
(c) Framelets in W1.
Figure 7.2: The linear scaling functions and framelets on the interval [0, 4) are shown. These functions
correspond to Φ2,2, Φ2,3 in V2, Φ1,2, Φ1,3 in V1 and Ψ1,2, Ψ1,3 in W1.
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7.3 Decomposition
In the following we omit the argument x in the notation, that is we define g := g(x), Φj := Φj(x),
and so forth. We have g ∈ V2, and the first decomposition step yields
g = Φ2I2cT2
=
(
Φ2
[
P 2, Q2
])([P T2
QT2
]
cT2
)
=
[
Φ1, Ψ1
]([P T2
QT2
]
cT2
)
=
[
Φ1, Ψ1
] [cT1
dT1
]
.
We want to stress specifically that we are mainly interested in the coefficients in the decom-
position steps. The first step is the transition from cT2 to the coefficient vector
[
c1, d1
]T , which
is obtained by
[
P T2
QT2
]
cT2 =
[
cT1
dT1
]
After the first decomposition the coefficient vector is
[
c1,d1
]T which is relative to the functions[
Φ1, Ψ1
]
. The number of framelets in W1 is n1 so the total number of coefficients in the
representation of g ∈ V1 ⊕W1 is m1 + n1 = 16.
The direct sum decomposition in equation (7.8) only applies to the resolution spaces and hence
the scaling functions. This means that the second decomposition step only applies to the column
vector cT1 (from the first step). The framelet coefficients in d
T
1 are not further decomposed, but
the vector dT1 must be stored, because we need it in the reconstruction step.
In the second decomposition we must utilize the identity I1 in equation (7.9). We only care
about the coefficents in cT1 , and we have[
P T1
QT1
]
cT1 =
[
cT0
dT0
]
.
These coefficients are relative to the row vector
[
Φ0, Ψ0
]
, i.e., the scaling functions and framelets
in V0 ⊕W0.
It is interesting to observe that the total number of coefficients increases in the decomposition
steps, as displayed in figure 7.3. The starting point is a representation of g ∈ V2, in terms
of m2 = 10 coefficients. After the first decomposition, there are m1 + n1 = 16 coefficients
in the representation of g ∈ V1 ⊕ W1. The second decomposition yields a total number of
m1 + n1 + n0 = 20 coefficients. That is, there are 20 coefficients in the representation
g = Φ0cT0 + Ψ0d
T
0 + Ψ1d
T
1 , (7.11)
with g ∈ V0 ⊕W0 ⊕W1.
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
c2,1
c2,2
...
c2,10


c1,1
c1,2
...
c1,6
d1,1
d1,2
...
d1,10


c0,1
c0,2
...
c0,4
d0,1
d0,2
...
d0,6
d1,1
d1,2
...
d1,10

Figure 7.3: The coefficients in the different representations of g are displayed to show how the number
of coefficients blow up after decomposition. From left to right the coefficients correspond to the functions
in V2, V1 ⊕W1 and V0 ⊕W0 ⊕W1, and the total numbers of coefficients are 10, 16 and 20 respectively.
The first subscript attached to a coefficient indicates the corresponding resolution- or detail space.
7.4 Reconstruction
The reconstruction steps are the opposite actions, and the starting point is the coefficients in
equation (7.11). In the first step we must utilize the identity I1 in equation (7.9), which implies[
P 1, Q1
] [cT0
dT0
]
= cT1 ,
because [
P 1, Q1
] [P T1
QT1
]
= I1.
The second reconstruction is dependent on the identity I2 in equation (7.9). At this point we
must retrieve the vector dT1 , which we have stored after the first decomposition step. Furthermore
we must concatenate the vectors cT1 and d
T
1 . After concatenation, the two column vectors become
the long vector
[
c1, d1
]T , which consists of m1 + n1 elements.
After completion of these intermediate steps, we can perform the second reconstruction and
we get [
P 2, Q2
] [cT1
dT1
]
= cT2 ,
and we have returned to the original set of coefficients. We have g ∈ V2 and the coefficients cT2
are relative to the scaling functions Φ2 in V2, as depicted in equation (7.6).
7.5 Comments
The contribution of this chapter is twofold. First and foremost, we have showed a concrete
example where we make use of redundant, tight frame representations. We have discussed knot
removal, and how to compute the matrix Qj , which are important in applications.
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In problem 7.1 we are presented with data samples, which is a one-dimensional signal. The
scaling functions and the framelets are thus one-variable functions. In the next chapter we
want to represent digital images by tight frame representations. Although digital images are
two-dimensional signals which can be approximated by two-variable functions [6], the present
example will be valuable in the image context also. Suitable two-variable functions can generate
multiresolution analysis and tight frame systems similar to the univariate construction in chapter
6. This adds some complications to our framework, but the good news is that the extension to
two-variable functions and function spaces are deeply dependent on the univariate cases described
in this chapter.

Chapter 8
Images and Tensor Products
In the previous chapter the starting point before multiscale analysis was data samples in terms
of a one-dimensional signal vector. A digital image also consists of data samples, but these are
two-dimensional data represented by matrices. Analogous to chapter 7, we want to approximate
the data samples by a suitable function and then pass to tight frame representations. The main
difference is that a digital image will be represented by a function of two variables.
We will begin this chapter with a presentation of some relevant terminology regarding digital
images. For our purposes we will settle with a brief discussion of the terms pixel and resolution
which arise frequently in the context of image analysis. With these terms adopted to our context,
we can state a mathematical definition of a digital image and thereafter pass to a function.
Section 8.2 is devoted to tensor product operations. In the preliminary chapter we defined
tensor products of vectors, and tensor products of matrices. These definitions play the role
of initialization, because tensor products are applicable in other linear spaces such as function
spaces. This is important to us, because wavelets and wavelet frames are defined in terms of
function spaces. Multiresolution analysis is a nested sequence of function spaces, and we will
specifically show that the univariate tight frames developed in chapter 6 can be extended to the
tensor product setting.
The last sections of this chapter present spline approximation methods. Tensor products
are applicable to B-splines, and B-splines are well suited to approximate data such as images.
Reminiscent of chapter 7, the goal is to derive multiscale representations of images and the starting
point must therefore be a tensor product spline. We will see that one of the advantages of tensor
products is that these operations are deeply dependent on the univariate cases. This means that
the constructions in the previous chapters need only minor adjustments to be applicable in the
tensor product setting.
8.1 Digital Images
It is convenient to begin with a few words about computer monitors and how they display images.
A computer monitor consists of a rectangular array of small dots which emit light [36]. In most
technologies, each dot consists of three smaller dots which emit red, green and blue light. When
the amount of red, green and blue is varied, it is possible to generate most colors by a blend of
these components.
The term pixels is a contraction of picture elements. A pixel is a point in an image, and
the resolution on a computer monitor is the number of pixels per inch. Initially we will consider
pixels as the collection of red, green and blue components, which is the RGB-model [20].
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Definition 8.1. A digital image is a rectangular array of intensity values (pi,j)
M,N
i,j=1. For a gray-
level image the value pi,j is a single number, and for color images, pi,j is a vector of three values.
If the image is recorded in the RGB-model, each pi,j is on the form
pi,j = (ri,j , gi,j , bi,j),
which dictates the amount of red, green and blue at the point (i, j).
When we import a color image to the computer we are presented with three matrices, ac-
cording to RBG-model. The dimension of each of the matrices refers to the number of red,
green and blue dots per inch. For example the red-scale values are collected in the matrix (say)
R := (ri,j)
M,N
i,j=1 where the red pixel component at a point (i, j) is ri,j .
Each pixel component is a number in the range [a, b], which dictates the color intensity at
a point (i, j). Common pixel representations are unsigned bytes ([a, b] = [0, 255]), and floating-
point representations. Our choice is floating-point numbers, i.e., [a, b] = [0, 1].
It should be mentioned that different computer monitors use slightly different versions of red,
green and blue. This means that when a (fixed) color is diplayed on two different monitors, the
color may appear slightly different. The pixel shape is also dependent on the monitor. If we
study a digital image close up, the pixels can be identified as small squares, but the actual pixel
shape may vary on two different monitors. We consider each pixel as a square of side length one,
with the pixel value pi,j at the position (i, j).
Gray-scale Images
For simplicity, we will work with gray-scale images. This implies that the digital image consists
of the data points in a single M × N -matrix which is denoted by F . A pixel in F is denoted
by fi,j , and F is the collection of the pixels (fi,j)
M,N
i,j=1 as in figure 8.1. The matrix F consists of
data samples in the form
(xi, yj , fi,j)
M,N
i,j=1 = (i, j, fi,j)
M,N
i,j=1,
with fi,j being the pixel value at a position (i, j), and fi,j ∈ [0, 1].
We want to use tight frame representations of the image F similar in spirit to chapter 7.
This means that we must pass from data samples to a suitable function (say) g. The underlying
structure of the tight frame systems is based on splines, and we must use spline approximations
to obtain g. The major difference compared to the previous chapters, is that the approximation g
to the image F will be a function of two variables, whose construction depends on tensor product
operations.
Remark
It is possible to (somehow) circumvent the fact that F is a two-dimensional object. To this
end we can replace the matrix F , by the long column vector obtained by concatenating all the
columns of F . We need some more notation and we define
f j =

f1,j
f2,j
...
fM,j
 , j = 1, 2, . . . , N, (8.1)
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Figure 8.1: The gray-scale image is the matrix F of size M × N = 512 × 768. The pixel values
(fi,j)
M,N
i,j=1 are floating-point numbers, i.e., fi,j ∈ [0, 1] for all (i, j).
which is the j-th column of F . In total, there are N columns in the matrix F , and we have two
representations of the gray-scale image, i.e.,
F =

f1,1 f1,2 . . . f1,N
f2,1 f2,2 . . . f2,N
...
...
. . .
...
fM,1 fM,2 . . . fM,N
 , F˜ :=

f1
f2
...
fN
 , (8.2)
where the long column vector F˜ consists of MN elements.
The vector F˜ resembles a one-dimensional signal. That is the long vector F˜ in (8.2) is in the
form
(k, fk)M+Nk=1 ,
with k indexing the rows of F˜ . This representation admits approximation methods as in chapter
7, and it is possible to approximate F˜ by a univariate function. We can thus represent the vector
F˜ by B-splines, and we can deduce multiscale representations via the tight frame systems we
have constructed in chapter 6.
Nonetheless, this construction is not always the best choice. One important observation
regarding digital images, is that we often expect coherence in neighbouring pixels. In many cases
we expect that the value of fi,j is quite similar to its neighbouring pixels, e.g., the values f1,1
and f1,2 are close.
Suppose the neighbouring pixels f1,1 and f1,2 are similar in value. These pixels belong to
f1 and f2 respectively, and in the long vector F˜ in (8.2) we have concatenated these columns.
In some sense we have separated f1,1 and f1,2 in an artificial way. The pixels f1,1 and f1,2 are
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not neighbouring pixels in the representation F˜ , but they are adjacent in the matrix F . This
influences the approximation, because the approximation depends on the chosen representation of
the data samples, i.e., F or F˜ in (8.2). If we approximate F˜ , this means that the approximation
may perform inaccurately in such boundary areas, if f1,1 and f1,2 are close.
Another drawback is the lack of efficiency. There are MN elements in F˜ . In wavelet algo-
rithms, a common operation is to premultiply a vector by a matrix. This means that we must
premultiply F˜ by a matrix of dimensionMN×MN , if we are in the wavelet setting. It is evident
that such matrix multiplications can be time-consuming if M and N are large.
Motivated by image applications and the limitations we have depicted above, we will not go
down this road. Our choice is to introduce tensor product operations. Tensor product operations
perform well with two-dimensional objects, and we can approximate the matrix F in (8.2) in a
good way. One of the advantages of tensor products is simplicity and we will see that tensor
product operations solve a sequence of smaller problems. Without further ado, it is time to meet
our new friends.
8.2 Tensor Products
In chapter 2 we defined tensor products of vectors, and tensor products of matrices. Tensor
products may be generalized to other linear spaces, such as function spaces. This is valuable to
us, because the construction of wavelets and frames depend on function spaces.
Definition 8.2. Let U1 and U2 be two linear spaces defined on the intervals Ω1 and Ω2 respec-
tively. Let f1 ∈ U1 and f2 ∈ U2 be two functions. The tensor product of f1 and f2 is denoted by
f1 ⊗ f2, and is a two-variable function in the form f1(x)f2(y) defined on the domain Ω1 × Ω2.
The tensor product of the two linear spaces U1 and U2 is denoted by U1⊗U2, and is the set of
all functions in the form f1(x)f2(y) of two variables, which are defined on Ω1×Ω2, with f1 ∈ U1
and f2 ∈ U2.
Image analysis belongs to the Hilbert space framework. Let Z1 and Z2 consist of integrable
functions. Furthermore, we define Z1 := Z1(Ω1) and Z2 := Z2(Ω2), with Ω1 and Ω2 being
intervals of R, and let f1, g1 ∈ Z1 and f2, g2 ∈ Z2. By construction, the tensor product space
Z1 ⊗ Z2 is also an inner product space, with the inner product defined by
〈f, g〉 =
∫
Ω1
∫
Ω2
f(x, y)g(x, y)dxdy.
In particular we have
〈f1 ⊗ f2, g1 ⊗ g2〉 = 〈f1, g1〉 〈f2, g2〉 ,
i.e., a double integral in a tensor product space can be computed by the product of two simpler
integrals [36, p. 302]. Moreover, this shows that tensor products solve a sequence of simpler
problems, and we will encounter several such examples in this chapter.
Bases
In this subsection we return to the univariate linear spaces U1 and U2 in definition 8.2. In
multiresolution analysis, the concepts of bases and basis transformations occur frequently. First
and foremost, we must determine a basis for the tensor product space U1 ⊗ U2.
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Theorem 8.3. If {fi}Mi=1 and {gj}Nj=1 are bases for U1 and U2 respectively, then
{fi ⊗ gj}(M,N)(i,j)=(1,1)
is a basis for U1 ⊗ U2.
Theorem 8.3 is good news. We can establish a basis for the tensor product space U1 ⊗ U2.
Bases and basis transformations are main ingredients in multiresolution analysis, wavelets- and
frame constructions.
Basis Transformations
In a univariate linear space, it is common to associate a function f = f(x) with a coefficient
vector relative to a vector of basis functions. That is, if U is a linear space, and f ∈ U , we have
f(x) =
∑
i
ciφi(x) = φ(x)cT ,
where {φi}i and (ci)i are the basis functions and coefficients respectively.
We must do minor adjustments in the tensor product setting, and we associate a two-variable
function (say) h ∈ U1 ⊗ U2 with the coefficient matrix X. Let the basis functions in U1 and U2
be defined by theorem 8.3, and we have
h(x, y) =
∑
i,j
Xi,j(fi ⊗ gj)(x, y), (8.3)
with (fi⊗ gj)i,j being a basis for U1⊗U2, and Xi,j refers to an element of X. From now on, we
refer to the matrix X in equation (9.3) as the coordinate matrix of h, with respect to the basis
(fi ⊗ gj)i,j .
This notation is useful when we turn to basis transformations in tensor product spaces. We
have seen many examples of basis transformations in the univariate setting so far, e.g., the basis
transformation in nested spline spaces. By theorem 8.3, we know that if {fi}Mi=1 and {gj}Nj=1 are
bases for U1 and U2 respectively, then {fi ⊗ gj}(M,N)(i,j)=(1,1) is a basis for U1 ⊗ U2. Our hope is to
change basis in U1 ⊗ U2 by simple operations in a tensor product space also. The next result is
important in this regard.
Theorem 8.4. Assume that B1 and C1 are two bases for U1, and assume that B2 and C2 are two
bases for U2. Let S denote the change of coordinate matrix from C1 to B1, and let T denote the
change of coordinate matrix from C2 to B2. Both {B1⊗C1} and {B2⊗C2} are bases for U1⊗U2.
If X is the coordinate matrix in {C1 ⊗ C2} and Y is the coordinate matrix in {B1 ⊗ B2}, then
Y = SXT T . (8.4)
By theorem 8.3 we can construct a basis for a tensor product space, and theorem 8.4 states
that it is possible to perform a change of basis. We can rephrase the above theorem, which leads
to a simple recipe for changing basis in U1 ⊗ U2. The following corollary provides the specifics,
and the notation is similar to theorem 8.4.
Corollary 8.5. To perform the change of basis from {C1 ⊗ C2} to {B1 ⊗ B2} in U1 ⊗ U2 we do
the following steps:
1. For every column of X, which is the coordinate matrix relative to {C1 ⊗ C2}, perform the
change of basis from C1 to B1. That is, premultiply every column of X by the matrix S.
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2. Transpose the resulting matrix.
3. For every column of the resulting matrix from step 2, perform the change of basis from C2
to B2. That is, premultiply every column of the resulting matrix by T .
4. Transpose the resulting matrix.
After step 4, the resulting matrix is the coordinate matrix with respect to the basis {B1 ⊗ B2} in
U1 ⊗ U2.
Corollary 8.5 is important, because it is evident that basis transformations in tensor product
spaces are deeply dependent of the univariate cases. In practice, corollary 8.5 implies that we
must solve several matrix-vector multiplications of smaller size, and in addition we need two
transpositions.
8.3 Multiresolution Analysis
The next step is to interpret corollary 8.5 in the light of multiresolution analysis. To this end let
U and U˜ be two univariate spaces defined by
U := L2(Ω),
U˜ := L2(Ω˜),
(8.5)
with Ω, Ω˜ being bounded intervals of R. Let Vj and Wj denote a resolution- and a detail space
(at level j) from a given wavelet. Moreover, we attach the tilde to distinguish the component
spaces in the notation Vj ⊗ V˜j since Vj and V˜j can be different.
Suppose we have two univariate multiresolutions
V0 ⊂ V1 ⊂ · · · ⊂ Vj ⊂ · · · ⊂ VJ ⊂ U,
V˜0 ⊂ V˜1 ⊂ · · · ⊂ V˜j ⊂ · · · ⊂ V˜J ⊂ U˜ ,
(8.6)
where J indicates the finest level of resolution (space). Then their tensor products also form a
multiresolution analysis, because U⊗U˜ can be constructed from the univariate component spaces
U and U˜ in (8.6). This means that we can define
V0 ⊗ V˜0 ⊂ · · · ⊂ Vj ⊗ V˜j ⊂ · · · ⊂ VJ ⊗ V˜J ⊂ U ⊗ U˜ . (8.7)
Frame Multiresolution Analysis
Wavelets and wavelet frames possess a similar structure. The consequence is that we can define
U and U˜ in equation (8.5) from resolution spaces from a given tight frame. B-splines admit tensor
product operations, and specifically we can use the tight frame systems depicted in chapter 6
for this purpose. In order to obtain equation (8.6) and thus (8.7), we must thus construct the
univariate tight frames for U and U˜ .
Let VJ and V˜J be two univariate resolution spaces of dimension (say) M and N respectively.
These spaces are generated by scaling functions, i.e., we have
Vj = span{Φj,1,Φj,2, . . . ,Φj,mj} = span
{
Φj
}
,
V˜j = span{Φ˜j,1, Φ˜j,2, . . . , Φ˜j,m˜j} = span
{
Φ˜j
}
,
(8.8)
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for j = 0, 1, . . . , J . We have verified in chapter 6, that ΦJ and Φ˜J generate a multiresolution
analysis over Ω and Ω˜ respectively. By the direct sum decomposition in equation (6.2) we have
ΦJ =
[
ΦJ−1 ⊕ΨJ−1
]
Φ˜J =
[
Φ˜J−1 ⊕ Ψ˜J−1
]
,
(8.9)
with ΨJ−1 and Ψ˜J−1 being the framelets in the detail spaces WJ−1 and W˜J−1 respectively.
The direct sum decomposition in equation (8.9) can be applied repeatedly, and we can pass
to lower order scaling functions and framelets. This involves the decomposition steps described
in section 7.3. Reminiscent of equation (7.9), we have the identities
Ij =
[
P j , Qj
] [P Tj
QTj
]
=: LTj Lj ,
I˜j =
[
P˜ j , Q˜j
] [P˜ Tj
Q˜
T
j
]
=: L˜
T
j L˜j ,
(8.10)
in Vj and V˜j , for j = 1, 2, . . . , J .
Recipe for Frame Decomposition
Let g ∈ VJ ⊗ V˜J , so g is in the form
g(x, y) = ΦJ(x)CΦ˜J(y)T . (8.11)
This notation is similiar to equation (8.3), and the matrix C is an M ×N -matrix, whose coordi-
nates are relative to the scaling functions in VJ⊗V˜J . We want to deduce multiscale representations
of g. That is, we pass from g ∈ VJ ⊗ V˜J , to a representation of g in terms of lower order scaling
functions and framelets. These steps depend on corollary 8.5 and equation (8.10).
1. For every column of C in equation (8.11), premultiply by Lj .
2. Tranpose the resulting matrix.
3. Multiply every column of the matrix from step 2, by L˜j .
4. Transpose the matrix from step 3, and the resulting matrix is denoted by D.
This means that if j := J , we pass from g ∈ VJ ⊗ V˜J to g ∈ (VJ−1 ⊕WJ−1) ⊗ (V˜J−1 ⊕ W˜J−1).
The resulting coefficient matrix D is thus relative to the scaling functions and the framelets
in (VJ−1 ⊕WJ−1) ⊗ (V˜J−1 ⊕ W˜J−1). The inverse operation is similar in spirit. However, the
starting point is the matrix D, and we must use LTj and L˜
T
j in the multiplications, reminiscent
of equation (8.10).
8.4 Tensor Product Splines
The remaining part of this chapter is a discussion of spline approximation methods. We want to
represent a gray-scale image by a tensor product spline.
Let F be an M × N -matrix which consists of the pixels (fi,j)M,Ni,j=1. We denote by fi,j the
pixel value at a position (i, j) and fi,j ∈ [0, 1]. The overall idea is to determine a function (say)
g from the data in F , where g is in the form
g(x, y) : Ω× Ω˜→ [0, 1],
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with Ω = [1,M), Ω˜ = [1, N), and the evaluation of g is dependent of x and y.
Because we are using B-splines as building blocks, the construction of g involves (explicit)
spline surfaces, as in [26]. Spline surfaces may be viewed as families of univariate spline functions
and the starting point is a spline space S. We denote by p and t the polynomial degree and knot
vector respectively, and S is defined by
S = span{B1, B2, . . . , BM}.
The dimension of S is M , and the B-splines are denoted by {Bi}Mi=1.
Let g ∈ S, i.e., g is a univariate spline in the form g(x) = ∑Mi=1 ciBi(x). In order to construct
spline surfaces, we take the coefficients (ci)Mi=1 to be functions as well. That is, the coefficients
are functions of y such that
g(x, y) =
M∑
i=1
ci(y)Bi(x), (8.12)
and a family of spline functions arise. For each value y, there is a spline function dependent on
x, and any choice of coefficient functions ci results in a spline surface (if ci(y) is a spline).
For our purposes it is convenient to choose the coefficients ci(y) to be splines as well. Let
S˜ denote another univariate spline space, determined by the polynomial degree p˜ and the knot
vector t˜. We have
S˜ = span{B˜1, B˜2, . . . , B˜N},
with {B˜j}Nj=1 being the corresponding B-splines, and the dimension of S˜ is N . Now define each
coefficient function ci(y) in equation (8.12) to be a spline in S˜. That is
ci(y) =
N∑
j=1
ci,jB˜j(y), (8.13)
for suitable scalars (ci,j)
M,N
i,j=1. If we combine equation (8.12) and (8.13) we emerge with the
following definition.
Definition 8.6. The tensor product of the two spline spaces S and S˜ as depicted above, is defined
as the family of all functions in the form
g(x, y) =
M∑
i=1
N∑
j=1
ci,jBi(x)B˜j(y), (8.14)
where the coefficients (ci,j)
M,N
i,j=1 can be any real numbers. The linear space of such functions is
denoted by S ⊗ S˜.
The functions {Bi(x) ⊗ B˜j(y)}M,Ni,j=1 are linearly independent, and the dimension of S ⊗ S˜ is
M ×N . The tensor product space S ⊗ S˜ is spanned by the functions {Bi(x)⊗ B˜j(y)}M,Ni,j=1.
Let g be defined by equation (8.14), and collect the corresponding B-splines in the row vectors
B = [B1, B2, . . . , BM ],
B˜ = [B˜1, B˜2, . . . , B˜N ].
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Furthermore, we define the coefficient matrix by C := (ci,j)
M,N
i,j=1 as the coefficients relative to
basis {Bi(x)⊗ B˜j(y)}M,Ni,j=1. This implies that we can represent g in matrix-vector form
g(x, y) = B(x)CB˜(y)T , (8.15)
which is similar to equation (8.3).
Evaluation and Approximation
Tensor products generally break a problem into a sequence of univariate problems, and this is
also the case when we evaluate g in equation (8.15). To retain simple notation, let p = p˜, i.e.,
the polynomial degree is equal in S and S˜. If the integers ν and µ are such that
tν ≤ x < tν+1,
t˜µ ≤ y < t˜µ+1,
then there are only p + 1 nonzero B-splines in S, and p + 1 nonzero B-splines in S˜ at (x, y).
We can thus compute the nonzero B-splines at x, and the nonzero B-splines at y. Finally we
must extract the part of the matrix C which corresponds to these B-splines, and we can multiply
together the right hand side of expression (8.15) [26, p. 153].
This section is important to keep in mind when we turn the attention to tensor product spline
approximations. If the univariate spaces S and S˜ have good approximation properties, we can
expect that S ⊗ S˜ inherits these properties. Another advantage is that approximation methods
in the univariate cases can be used more or less directly in the tensor product setting.
There are several spline approximation methods available, for instance interpolation, the
variation diminishing spline approximation and the least square method. In chapter 9 we will be
using interpolation, and the next two sections provide the necessary specifics regarding linear-
and cubic spline interpolation.
8.5 Linear Spline Interpolation
This section is dependent on the univariate linear interpolation described in lemma 2.5, and we
will mainly comment on the steps involving tensor product operations.
We want to determine the linear spline interpolant to the gray-scale image F . The data
samples in F are in the familiar form
(xi, yj , fi,j)
M,N
i,j=1 = (i, j, fi,j)
M,N
i,j=1, (8.16)
with fi,j being the pixel value at a point (i, j). We want to construct a linear spline g ∈ S ⊗ S˜,
where dim(S ⊗ S˜) = M × N , i.e., the dimension agrees with the total number of data points.
The univariate spaces are defined by
S = span{B1, B2, . . . , BM} = span
{
B
}
,
S˜ = span{B˜1, B˜2, . . . , B˜N} = span
{
B˜
}
,
and we want a linear spline in the form
g(x, y) = B(x)CB˜(y). (8.17)
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The polyomial degree is p = 1, and according to lemma 2.5 we must define specific knot
vectors. These are
t = [1, 1, 2, 3, . . . ,M − 1,M,M ],
t˜ = [1, 1, 2, 3, . . . , N − 1, N,N ], (8.18)
in the univariate spline spaces S and S˜ respectively. The corresponding B-splines in S and S˜ are
collected in the row vectors
B = [B1, B2, . . . , BM ],
B˜ = [B˜1, B˜2, . . . , B˜N ].
(8.19)
In general, the recipe to derive tensor product splines is similar in spirit to corollary 8.5. The
procedure is to work column by column, accompanied by several transpositions. However, in this
specific case, the procedure simplifies. By lemma 2.5 and the properties of tensor products, the
coefficients in equation (8.17) are simply the data points in equation (8.16). We collect these
data points in the coefficient matrix C1 which is defined by C1 = (fi,j)
M,N
i,j=1. The linear spline
interpolant to the gray-scale image F is thus
g(x, y) = B(x)C1B˜(y)T , (8.20)
where the B-splines are defined in equation (8.19). The subscript 1 in C1 is attached to the
coefficient matrix for later reference.
The tensor product spline g in equation (8.20) is represented in terms of the linear B-splines
{Bi(x) ⊗ Bj(y)}M,Ni,j=1, which are linearly independent functions. The interpolant g is dependent
on the univariate constructions, and we can therefore expect that the approximation properties
of the univariate linear spline interpolant are preserved. Linear spline interpolation preserves the
shape of the data in a good manner. The coefficients are simple to find, but the disadvantage is
the lack of smoothness.
8.6 Cubic Spline Interpolation
In the next chapter we are also using cubic spline-based tight frames, where the initial function is
a cubic spline. To this end the approximation method is cubic spline interpolation, and once again
we must use the results from the univariate setting. Regarding the approximation properties of
cubic spline interpolation we refer to [26].
For the linear spline interpolant, the coefficients in equation (8.20) were particularly simple
to find. Cubic spline interpolation is more involved, and the starting point is equation (2.1) in
the preliminaries, and the polynomial degree is p = 3. Equation (2.1) implies that we must solve
linear systems of equations with multiple right hand sides. From spline theory it is known that
there are only p+1 nonzero B-splines for a given argument x. This means that theM×M -matrix
A in equation (2.1) has a band structure, because in any row i there are at most p+ 1 nonzero
entries. Furthermore, the nonzero entries in row i are consecutive, for i = 1, 2, . . . ,M . Although
M could be large, the matrix A is banded and sparse.
The starting point is the matrix F , i.e., the data samples in equation (8.16). The cubic spline
interpolant is denoted by g which belongs to the spline space S ⊗ S˜ of dimension M × N . We
must choose suitable knot vectors in S and S˜, and our choice is due to corollary 2.6. The knot
vectors are
t = [1, 1, 1, 1, 3, 4, . . . ,M − 2,M,M,M,M ],
t˜ = [1, 1, 1, 1, 3, 4, . . . , N − 2, N,N,N,N ],
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in S and S˜ respectively. We collect the corresponding B-splines in S and S˜ in the row vectors
B = [B1, B2, . . . , BM ], and B˜ = [B˜1, B˜2, . . . , B˜N ].
The extention to the tensor product setting is similar in spirit to corollary 8.5. We denote the
j-th column of F by fTj , for j = 1, 2, . . . , N . For every j, we solve for d
T
j in the linear system
AdTj =
 B1(1) · · · BM (1)... . . . ...
B1(M) · · · BM (M)

 d1...
dM
 =
 f1...
fM
 = fTj . (8.21)
The resulting coefficient vectors are stored in the matrix D := [dT1 ,d
T
2 , . . . ,d
T
N ]. The size of D
is M ×N .
The next step is to transpose the matrix D, and we define D˜ := DT . This matrix is of size
N ×M , and we define the j-th column of D˜ by d˜Tj , for j = 1, 2, . . . ,M . The column vector d˜
T
j
consists of data samples which must be approximated in the univariate space S˜.
We must solve another linear system. That is, for j = 1, 2, . . . ,M , we compute the column
vector cTj satisfying
A˜cTj =
 B˜1(1) · · · B˜N (1)... . . . ...
B˜1(N) · · · B˜N (N)

 c1...
cN
 =
 d˜1...
d˜N
 = d˜Tj , (8.22)
where A˜ denotes the corresponding N ×N -matrix in S˜. After this step, we collect the resulting
column vectors in the N ×M -matrix C := [cT1 , cT2 , . . . , cTM ].
In the end we must transpose once again, and we define the M ×N -matrix C3 := CT . The
resulting spline is thus the cubic spline interpolant g ∈ S ⊗ S˜, which is in the form
g(x, y) = B(x)C3B˜(y)T , (8.23)
where the subscript 3 is attached for later reference.
8.7 Summary
A gray-scale image is a collection of data samples. Each pixel fi,j is a floating-point number
at a point (i, j) in the matrix F . B-splines are versatile functions which admit tensor product
operations. We have generalized the tight frame systems in chapter 6 to the tensor product
setting, and we have approximated a gray-scale image by spline interpolation.
The end of this chapter is a crossroad, and in the next chapter we turn to the application.
Chapter 9 involves image inpainting, which is one of the highlights in this thesis. We have
put much effort into theory so far, but this is not in vain. Image inpainting is dependent on
multiresolution analysis, and the tight frame construction in chapter 6. In addition, the recipes
in sections 8.3, 8.5 and 8.6 provide important tools.

Chapter 9
Image Inpainting
Image inpainting is the action of adjusting and improving areas of an image. In the pre-digital
world, image inpainting was done manually, and a classical example could be to remove a scratch
in an old painting. This work was often conducted by a painter who would detect and reconstruct
the deteriorated areas. The task would be to fill in the deteriorated- or missing areas so they
would look natural to the human eye.
We are perhaps neither painters or artists, but the modern approach to image inpainting
is inspired by the painter. The inpainting problem is to reconstruct the original image from
the observed image. In the observed image there are missing- or deteriorated areas, and the
assumption is that these positions are explicitly known. Although a digital image is determined
by the collection of pixels, an important fact is that we expect that there is more information
regarding the image than just the pixels. The painter used his eyes to detect shapes and details
nearby the missing areas, in order to reconstruct the original in a meaningful way. Similarly,
neighbouring pixels are often correlated, which can be utilized to pass information in the correct
pixels into the missing areas.
In recent years, stochastic modeling, PDE-based methods, variational methods and more
have been applied to the image inpainting problem, see (e.g.) [23, 1, 3] respectively. Our method
depends on multiresolution analysis and the tight frame systems constructed in chapter 6. In
particular we discuss the image inpainting algorithm in [5], which involves redundant tight frame
identities and thresholding. Redundant representations are robust representations which are well
suited to detect, and to correct, errors in a signal [19]. The interaction between redundancy and
thresholding allows information flow from the correct pixels to the corrupted pixels, which is
important to reconstruct the missing areas.
Digital images come in diverse flavors, e.g., persons, buildings, nature and so forth. This
chapter includes several images and inpainting problems, and we discuss both subjective- and
objective measures of image quality. A standard way to describe image quality, is the peak signal-
to-noise ratio (PSNR), but it is important to emphasize that such objective measures are pure
mathematical measures. It is difficult to define standard benchmarks regarding image quality
which are valuable in a variety of inpainting problems. Subjective assessments of inpainted images
are always important, and our evaluation of the reconstructed images is mainly devoted to the
visual performance.
9.1 Assumptions, Approximations and Tight Frame Identities
The starting point is a gray-scale image G which is anM×N -matrix. We will refer to this image
as the observed image. In the observed image, some blocks of pixels are missing or deteriorated
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(a) The original image, F .
(b) The observed and incomplete image, G.
Figure 9.1: In the observed image some blocks of pixels are missing in the domain N . These pixels
correspond to the black box on the player’s shirt.
as in figure 9.1(b), and we want to improve these areas. Therefore, we consider G as as the
impaired version of the original image F , which is also an M ×N -matrix.
The goal is to reconstruct the original image F from the observed image G. To this end, the
positions of the deteriorated pixels in G deserve a name. We refer to the deteriorated areas as
the inpainting domain N , and this domain is the collection of matrix entries consisting of the
corrupted pixels. The pixels we do not want to change belong to the domain D.
The assumption is that N is explicitly known. That is, we know the locations of the missing
pixels in the matrix G. Therefore we can say that F consists of only correct pixels, whereas G
consists of both correct- and corrupted pixels. It is important to specify if the pixel value at
(i, j) belongs to D or N . To address this problem we denote by gi,j and fi,j a pixel in G and F
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respectively, and we define
gi,j =
{
fi,j , if (i, j) ∈ D;
ei,j , if (i, j) ∈ N , (9.1)
for all entries (i, j). The symbol ei,j determines the corrupted pixel value at a position (i, j). We
must also recall that gi,j ∈ [0, 1] for all choices of (i, j), because the pixel values are floating-point
numbers, as we have described in chapter 8.
Approximations
In order to represent theM×N -matrix G by tight frames, the starting point must be a function.
We set Ω := [1,M) and Ω˜ := [1, N), and follow the recipe in chapter 8. The first step is thus to
approximate G by a tensor product spline. We choose linear- or cubic spline interpolation, and
we do exactly as depicted in section 8.5 and 8.6. The spline interpolant g is in the form
g(x, y) = B(x)C1B˜(y)T , (9.2)
or
g(x, y) = B(x)C3B˜(y)T . (9.3)
The M × N -coefficient matrices C1 and C3 refer to the linear- or cubic spline interpolation
reminiscent of equation (8.20) and (8.23) respectively. We have g ∈ SJ(Ω)⊗SJ(Ω˜), i.e., g belongs
to a tensor product spline space of dimension M × N . From this point we write SJ := SJ(Ω),
and S˜J := SJ(Ω˜).
Tight Frame Identities
The function g ∈ SJ ⊗ S˜J in equation (9.2) or (9.3) is represented by B-splines. In chapter 6, we
constructed tight frames systems, whose univariate scaling functions generate a multiresolution
analysis (over a bounded domain). We want to represent g ∈ VJ⊗V˜J in terms of scaling functions
which admit multiscale representations. The scaling functions are scaled B-splines, which means
that we must scale the coefficient matrix in equation (9.2) or (9.3). This yields
g(x, y) := ΦJ(x)CΦ˜J(y)T , (9.4)
with ΦJ and Φ˜J being the linear- or cubic scaling functions. We have g ∈ VJ ⊗ V˜J , that is
g belongs to a tensor product resolution space. The matrix C is the corresponding coefficient
matrix of size M ×N .
The scaling functions in VJ ⊗ V˜J generate a multiresolution analysis over Ω × Ω˜ as depicted
in (8.7). Their corresponding resolution spaces form a sequence of nested subspaces in the form
V0 ⊗ V˜0 ⊂ · · · ⊂ Vj ⊗ V˜j ⊂ · · · ⊂ VJ ⊗ V˜J ⊂ L2(Ω)⊗ L2(Ω˜). (9.5)
The multiresolution analysis in equation (9.5) is dependent on the univariate constructions which
are carefully described in chapter 6, and the extension to the tensor product setting is explained
in section 8.3.
We want to deduce multiscale representations of g, and the starting point is equation (9.4).
Multiscale representations depend on decomposition and reconstruction. These operations dictate
the coefficients in the representation of g at a given level of resolution, see section 8.3. Usually
we are decomposing several times, i.e., we pass from the coefficients at level J to (say) J− l, with
l ≤ J . The reconstruction step is the inverse operation.
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The next task is thus to decompose the coefficients in C in equation (9.4). To simplify
the presentation, we define the transformation from the coefficients in the representation of g
in VJ ⊗ V˜J to the corresponding coefficients in VJ−l ⊗ V˜J−l. In the univariate case VJ , the
decomposition steps are in the form
g(x) = ΦJcTJ
= ΦJ−1cTJ−1 + ΨJd
T
J−1
= · · ·
= ΦJ−lcTJ−l +
l∑
j=1
ΨJ−jdTJ−j ,
i.e., g is represented by a linear combination of lower order scaling functions and framelets where
l ≤ J .
We want to decompose a multiple number of times as above, and to this end we define cTJ−l :=
[cJ−l,dJ−l, · · · ,dJ−1]T . That is, cTJ−l is the column vector consisting of all the coefficients of g
after decomposing from level J to level J − l. The tensor product setting is dependent on the
univariate spaces, and we define the linear maps
Ll : cTJ 7→ cTJ−l,
L˜l : c˜TJ 7→ c˜TJ−l,
(9.6)
with the properties
LTl Ll = IJ ,
L˜
T
l L˜l = I˜J ,
(9.7)
which are due to the identities in equation (8.10). The matrices IJ and I˜J are the identity
matrices of dimension M ×M and N × N respectively. We present the following algorithms,
which describe the decomposition- and the reconstruction steps. They resemble corollary 8.5,
and make use of equations (9.6) and (9.7).
Algorithm 9.1. Select the natural number l with l ≤ J and let aTk be a column in the matrix C
in equation (9.4). The decomposition step is conducted in the following way.
1. For k = 1, 2, . . . , N , compute dTk = LlaTk . Collect the resulting vectors in the matrix
D := [dT1 , . . . ,d
T
N ].
2. The second step is to tranpose the resulting matrix, and we define E := DT . Let eTk be a
column in the matrix E.
3. For k = 1, 2, . . . ,M , compute e˜Tk = L˜leTk . Collect the resulting vectors in the matrix
E˜ := [e˜T1 , . . . , e˜
T
M ].
After the decomposition step, we have represented g in terms of lower order scaling functions
and framelets, and E˜
T
is the coefficient matrix in the representations of g ∈ VJ−l ⊗ V˜J−l. Now
consider the inverse operation:
Algorithm 9.2. Let e˜Tk be a column in the matrix E˜. The inverse operation is conducted in the
following way.
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1. For k = 1, 2, . . . ,M , compute eTk = L˜
T
l e˜
T
k . Collect the resulting vectors in the matrix
E := [eT1 , . . . , e
T
M ].
2. Second step is to tranpose the resulting matrix, and we define D := ET . Let dTk be a column
in the matrix D.
3. For k = 1, 2, . . . , N , compute aTk = L
T
l d
T
k . Collect the resulting vectors in the matrix
C := [aT1 , . . . ,a
T
N ].
After the reconstruction step, the coefficient matrix C is the coefficient matrix in equation
(9.4). These algorithms will be useful in a short while.
9.2 Thresholding
We want to reconstruct the original image F from the observed image G, where N is the in-
painting domain. The correct pixel domain is D, and we want to pass information from the
correct pixels in D, to the impaired pixels in N . To this end, the image inpainting algorithm
to come depends on tight frame representations. Specifically, redundant representations of g are
indispensable. In order to detect and correct errors in N , the representation must be redundant
[19].
The initial representation of g in equation (9.4) makes use of M ×N coefficients. By several
decompositions as in algorithm 9.1, we pass to a larger number of coefficients in the representation
of g. However, the decomposition- and the reconstruction steps, are not enough in themselves.
In order to generate the desired information flow from D to N , we must incorporate the concept
of thresholding.
Thresholding refers to operations which perturbe the coefficients, and such operations are fre-
quently encountered in image analysis [33]. At this point we introduce the thresholding operator
Tλ. This operator acts on a vector (say) h of length M , and is in the form
Tλ(hT ) = [tλ1(h1), tλ2(h2), . . . , tλM (hM )]
T , (9.8)
with the vector λ = [λ1, λ2, . . . , λM ]T , and all the elements are nonnegative. The image inpainting
algorithm in [5], involves soft thresholding, and the soft-thresholding function tλi(·) is defined by
tλi(hi) =
{
sgn(hi)(|hi| − λi), if |hi| > λi;
0, if |hi| ≤ λi, (9.9)
where sgn(·) is the sign (signum) function.
The soft-thresholding operator plays a key role in the inpainting algorithm, and the inter-
action between redundant representations and thresholding is just what we need. Redundant
representations, accompanied by thresholding, allow the desired information flow. That is, the
information in the correct pixel domain D can permeate into the missing areas in N . Moreover,
if the correct pixel domain D is noisy also, the thresholding operations can remove noise in the
observed image.
In the image inpainting algorithm, all the coefficients are thresholded after the decomposition
steps (algorithm 9.1). This implies that the values correct values in D are affected, because we
are also thresholding their corresponding coefficients. The consequence is that we may introduce
new errors and artifacts in the correct pixel domain D. However, we know N and (thus) D
explicitly, and we can circumvent this problem by data fitting. After the reconstruction step, we
replace the resulting pixel values in D, by the original values. This means that although we are
perturbing the correct coefficients, the loss is minimal because they are replaced at the end of
each iteration.
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9.3 The Image Inpainting Algorithm
It is easier to present the algorithm in the univariate case, so let us begin here. To this end we
think of the observed image as (say) M data points from an unknown and univariate function
g. The first step is to approximate the data samples by a spline. We refer to chapter 8, and we
want to find g ∈ VJ , where VJ is a univariate resolution space of dimension M . We think of the
original image as the unknown function f ∈ VJ , and we have
f(x) = ΦJ(x)fT ,
g(x) = ΦJ(x)gT ,
(9.10)
where fT and gT are the coefficient vectors of length M . The goal is to determine fT from gT .
The assumption is that the inpainting domain N is explicitly known. We define the diagonal
matrix D of size M ×M , whose diagonal entries are 1 if the coefficient belongs to D, or 0 if the
coefficient belongs to N . Hence, we can write the following equation for the (unknown) vector
fT , that is
fT = DfT +
(
I −D)fT , (9.11)
where I is the M ×M identity matrix.
We know that fT = gT in D, i.e., DfT = DgT . Furthermore, we want redundant represen-
tations and we can make use of the matrices Ll and LTl defined by equations (9.6) and (9.7). We
must select the integer l with l ≤ J which is the number of decompositions, and we can write
fT = DgT +
(
I −D)fT
= DgT +
(
I −D)LTl LlfT . (9.12)
Let fT0 be an initial guess, and we can iterate on n in the equation
fTn+1 = Dg
T +
(
I −D)LTl LlfTn . (9.13)
However, this iteration converges to fT0 in one step for any initial guess f
T
0 . Therefore we include
the soft thresholding operator Tλ, defined by equations (9.8) and (9.9). In order to reconstruct
fT from gT , we iterate on n in the expression
fTn+1 = Dg
T +
(
I −D)LTl Tλ(LlfTn), (9.14)
with fT0 being any initial guess.
The deductions above need only minor adjustments in the tensor product setting. We want to
reconstruct F from G, where N and D are explicitly known. The starting point is the coefficient
matrix in equation (9.4), i.e., the coefficient matrix in the tensor product space VJ⊗V˜J . Algorithm
9.1 and algorithm 9.2 provide the specifics regarding the decomposition- and the reconstruction
step.
Algorithm 9.3. Let F 0 be an initial guess, with F 0 being the coefficient matrix as in equation
(9.4). We must select l ∈ N with l ≤ J , that is the number of decompositions in each iteration.
The decomposition- and reconstruction steps are explained in algorithm 9.1 and 9.2 repectively.
At the end of each iteration, the correct values in D are placed back. In order to find F , we must
iterate on n and do the following steps:
1. Decompose the coefficient matrix F n from level J to level J − l by algorithm 9.1. Collect
the resulting vectors in the matrix Dn.
9.4. RESULTS 75
2. Apply the thresholding operation Tλ in equation (9.8) to all the columns of Dn. The re-
sulting matrix is denoted by D˜n.
3. Apply the reconstruction algorithm 9.2 to the matrix D˜n. The resulting matrix is denoted
by F˜ n+1.
4. Map the coefficient matrix F˜ n+1 to the pixel domain. Replace the pixels in D by the correct
pixels, and the resulting matrix is denoted by F n+1.
Algorithm 9.3 works with any tight frame system. The authors in [5] prove that algorithm 9.3
is equivalent to an alternate direction minimization procedure. By the choice of soft-thresholding,
we can obtain a minimization property in each iteration.
The inpainting algorithm 9.3 requires a suitable stopping criterion. There are several ways to
specify this, e.g., by norm comparison, peak signal-to-noise ratio and so forth. Objective measures
on the quality of the reconstructed image are important, and to some degree, objective measures
such as peak signal-to-noise can tell us how good the solution is. On the other hand, such measures
are somtimes artificial. We want to stress the significance of subjective assessments. The goal is
to determine a solution which makes sense in the “eye” norm. Therefore, the reconstructed image
obtained by algorithm 9.3, must always be interpreted by the human visual system.
9.4 Results
The implementation of algorithm 9.3 is conducted in Matlab, and in this section we present some
examples. Images vary a lot with respect to details, edges and so forth. Moreover, the inpainting
domain N comes in various forms. For this reason we have included different image sceneries,
and the inpainting domain N varies, regarding size and position. For simplicity we define ei,j = 1
for all (i, j) ∈ N , so that N is easier to detect.
Algorithm 9.3 commences with an initial guess F 0. In this section we define F 0 := G, i.e., the
initial guess is the observed image. The linear- or cubic interpolant g, is thus the approximation
to G. Regarding algorithm 9.1, we must define the number of decompositions in each iteration.
Furthermore, our tight frame systems depend on knot removal, which dictates the coarser scaling
functions and the framelets as depicted in chapter 7. We must therefore choose which knot
to keep, and in implementations it is convenient with a simple method. Therefore, in each
decomposition step we remove every other interior knot (and keep the end knots fixed) when we
pass from level J to level J − 1.
The Missing Box
The first test image is displayed in figure 9.2, where F andG are matrices of dimension 512×768.
We define the inpainting domain
N = (i, j), for i = 30, 31, . . . , 100, j = 30, 31, . . . , 100,
and ei,j = 1 for all (i, j) ∈ N .
In this experiment we decompose 3 or 6 times, and iterate on n as in algorithm 9.3. We
must also define the thresholding vector λ. To this end we define the vector λ = [λ, λ, . . .], with
λ = 0.1. The reconstructed images are displayed in figure 9.3.
By inspection we can see how the algorithm works. The quality of the reconstructed image in
the inpainting domain N is gradually improving. In figure 9.3(f), the reconstructed image looks
natural after 20 iterations in the cubic case. Figure 9.3(e) displays the linear case, and the visual
quality of the inpainting domain N is quite satisfactory also. Moreover it is interesting to observe
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(a) The original image, F .
(b) The incomplete image, G.
Figure 9.2: The missing pixels (in N ) in the incomplete image are visible as the white box in the
upper left corner.
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(a) Linear case after 10 iterations and 3 decomposi-
tions.
(b) Cubic case after 10 iterations and 3 decomposi-
tions.
(c) Linear case after 10 iterations and 6 decomposi-
tions.
(d) Cubic case after 10 iterations and 6 decomposi-
tions.
(e) Linear case after 20 iterations and 6 decomposi-
tions.
(f) Cubic case after 20 iterations and 6 decomposi-
tions.
Figure 9.3: The linear- and the cubic cases are shown with thresholding level λ = 0.1. In the
decomposition steps we remove every other interior knot and the end knots are fixed. After 20 iterations
the quality of the reconstructed image is satisfactory in both the linear- and the cubic case.
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that an increased number of decompositions in each iteration, improves the reconstructed image
quality (subjectively).
In this example, the colors in N vary quite smoothly. This means that the pixels nearby N
which belong to D, are similar in value. Furthermore, the inpainting domain N is only a small
piece of the image. In this situation the algorithm reconstructs the original well, at least with
regards to visual performance.
The Missing Box Revisited
Motivated by our results so far, we present a new test image in figure 9.4. The observed image
is represented by a 512× 768 matrix, and this image consists of more edges and details in some
areas, compared to the previous example. The inpainting domain is
N = (i, j), for i = 60, 61, . . . , 100, j = 80, 81, . . . , 120,
with ei,j = 1, for all such (i, j). Although the inpainting domain is relatively small, the surround-
ings of N consist of more details and edges, compared to figure 9.2.
In figure 9.5, the reconstructed images are available, in the linear- and the cubic case. The
thresholding vector is λ = [λ, λ, . . .], and λ = 0.1. In each iteration, we apply 3 or 6 decomposi-
tions before thresholding.
At this point we have also included the peak signal-to-noise ratio (PSNR), which is a standard
measure on image matching [35]. In image analysis, PSNR is a quality measurement which
compares the original and the impaired image, see (e.g.) [20] for details. This measure is defined
by
PSNR := 10 log10
(
1
1
MN
∑M,N
i,j=1(fi,j − f˜i,j)2
)
, (9.15)
when the pixel values are normalized to the range [0, 1]. The term f˜i,j refer to the reconstructed
pixel value at a position (i, j).
Objective criteria are valuable, and they indicate how close the reconstructed image is com-
pared to the original version. This is useful from both a theoretical and practical point of view,
although PSNR requires that the original image is explicitly known. The denominator in the
PSNR definition is the mean-square-error, which implies that small deviations between the two
images yields a higher PSNR. An advantage of including this measure is that if PSNR does not
change from one iteration to the next, it is likely that we can not improve the image quality.
However, we must emphasize that this measure must not be used blindfolded to describe image
quality, and should always be balanced by subjective assessments of the reconstructed image.
It is interesting to study the PSNR evolution when we apply several decompositions and
iterations. These values are included in figure 9.5, and PSNR improves after decomposing several
times in each iteration. This means that we would expect to extract more information regarding
the original image by decomposing several times. In other words, we have introduced more
coefficients in the representation of g before thresholding. It is also evident that the cubic case
yields a better result than the linear case regarding PSNR. The reason is that a cubic spline is
more likely to represent a smoother and more detailed version of the underlying signal, compared
to the linear counterpart. However, the algorithm is more time-consuming in the cubic case.
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(a) Original image.
(b) Incomplete image.
Figure 9.4: The missing pixels in the incomplete image is the white box in the top left corner.
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(a) PSNR=34.79 (10 iterations and 3 decomposi-
tions).
(b) PSNR=37.87 (10 iterations and 3 decomposi-
tions).
(c) PSNR=40.69 (10 iterations and 6 decomposi-
tions).
(d) PSNR=43.88 (10 iterations and 6 decomposi-
tions).
(e) PSNR=42.32 (20 iterations and 6 decomposi-
tions).
(f) PSNR=44.62 (20 iterations and 6 decomposi-
tions).
Figure 9.5: Left column displays the linear case and the right column displays the cubic case with
thresholding λ = 0.1. We have included the objective measure, PSNR.
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Random Noise
So far we have studied missing box problems. The starting point is the deteriorated image, in
which there are corrupted pixels in the inpainting domain N . At the end of each iteration in
algorithm 9.3, we have replaced the resulting pixels in the domain D, by the correct values.
Our next example proposes an alternative perspective on the inpainting problem, and the
difference is related to data fitting, i.e., step 4 in algorithm 9.3. The assumption in this problem
is that after approximation, the spline g consists of corrupted coefficients. After each iteration
we will therefore replace the resulting coefficients in D by the correct coefficients. This deviates
from the missing box problems, where we replace the known pixels at the end of each iteration.
Figure 9.6 displays the deteriorated image which consists of a large inpainting domain. The
image is a matrix of dimension 768× 512, and the inpainting domain N is defined by
N = (i, j), for i = 2, 4, . . . ,M − 1, j = 1, 2, . . . , N,
and ei,j = 1, for such (i, j). We are using the same notation as earlier, but we must emphasize
that ei,j now corresponds to a coefficient in the representation of g.
The results of applying the alternative inpainting problem are displayed in figure 9.7. We have
included PSNR, which is 27.54 after 5 iterations in the linear case, and 25.55 in the corresponding
cubic case. In fact, the linear case yields a better objective measure on the reconstructed image
if we iterate only 5 times in this specific problem. However, PSNR improves quicker in the
cubic case, and after 10 iterations the cubic PSNR exceeds the linear value. Regarding visual
performance, there is no significant difference between figure 9.7(c) and figure 9.7(d).
Although this example is a slightly different interpretation of the inpainting problem, it is
valuable. We can relate this inpainting problem to surface reconstruction. Chapter 8 described
that the approximation to the digital image resembles an explicit surface. In this example, we
are missing many coefficients in the surface representation g, but we are able to reconstruct the
image (surface) fairly well, by algorithm 9.3.
9.5 Comments and Summary
This chapter visualizes our theory, and we can see that the image inpainting algorithm performs
fairly well with a variety of image sceneries. The images are different regarding details and edges,
and we have varied the size and the location of the inpainting domain. One conclusion is that the
reconstructed image looks natural if the inpainting domain is relatively small. In particular, the
solution is visually satisfying if the surroundings of N are rather smooth as in figure 9.2(b). In
figure 9.4(b), the surrounding areas of N which belong to D, consist of much more details, and
we can not expect a similar performance. Nonetheless, the reconstructed images in figure 9.5,
extract some of the details nearby the missing box. We have also included an example where we
interpret the inpainting problem in the light of surface reconstruction.
The number of iterations and decompositions influence the quality of the reconstructed image.
In the previous section we have performed 3 or 6 decompositions, and we have experimented with
different numbers of iterations. It seems reasonable that until a given number of decomposition,
we are able to extract more information from the underlying (original) image. However, it is
reasonable to believe that the necessary number of decompositions is dependent on the actual
image, and the size and position of the inpainting domain.
The thresholding operator and the thresholding vector λ are important to generate infor-
mation flow from the correct pixels in D to the deteriorated pixels in N . In our examples, the
thresholding vector has been in a simple form, because we have used the same thresholding level
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(a) Original image. (b) Incomplete image.
Figure 9.6: Random noise problem: In figure 9.6(b), every other row in the representation of g
consists of ones in the incomplete image.
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(a) PSNR=27.54 (5 iterations, 3 de-
compositions).
(b) PSNR=25.55 (5 iterations, 3 de-
compositions).
(c) PSNR=28.08 (40 iterations, 3 de-
compositions).
(d) PSNR=29.30 (40 iterations, 3 de-
compositions).
Figure 9.7: Left column depicts the linear case, the right column depicts the cubic case in the alter-
native inpainting problem. The thresholding level is λ = 0.1 and we have included the objective measure,
PSNR.
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for all the coefficients. In some situations, this is adequate in algorithm 9.3, but more sophisti-
cated thresholding vectors may sometimes be valuable. It is difficult or perhaps impossible to
define a standard thresholding value (or vector) which is well suited for all images. The stan-
dard recommendation is to choose a suitable thresholding vector (or value) by manual tuning,
according to the specific problem. We will return to this subject in the next chapter.
Chapter 10
Discussion and Future Work
The image inpainting algorithm 9.3 is well-defined with any redundant tight frame system [5].
Tight frame systems can be developed in several ways, such as the algebraic method [22, 31]
in chapter 6, or by the aid of Fourier analysis and the unitary extension principle [2, 17, 32].
Algorithm 9.3 also involves approximation methods, thresholding and methods to evaluate the
performance of the reconstructed image. In this chapter we discuss both the algorithm and
its performance from all these perspectives. The last two sections are devoted to propose an
improvement to algorithm 9.3 for a specific problem, and to present some ideas in future work.
10.1 Discussion
B-splines and Approximation
B-splines are the underlying structures in our tight frame systems, and we should comment and
justify the choice B-splines more carefully.
B-splines are versatile functions with many desirable properties, e.g., the support property.
Local support, or at least fast decay, is essential in computer-based methods [11, p. 94]. B-splines
are computationally convenient, which is important in applications.
Another feature of B-splines, is that they are well suited as approximation tools. Images can
by modeled by piecewise smooth functions [5] and in chapter 8 we discussed spline interpolation
as a method for spline approximation of images. The approximation step is indispensable in the
image inpainting algorithm. Initially we must approximate the observed image, i.e., the initial
guess F 0 in algorithm 9.3, by a spline. We must determine the approximation g to the data
samples in F 0, and the coefficient matrix in the representation of g in equation (9.4), is the
starting point for the inpainting algorithm.
There are many spline-based approximation methods. Some examples are the variation di-
minishing spline approximation, quasi-interpolation and the least squares method, see [26] for
details. These methods may also be applicable in image modeling. However, some of these
methods require more information than only data samples. The data samples in F 0 are the only
available information by which we can determine the approximation.
Our choice of approximation is spline interpolation, and we have described the linear- and the
cubic case. A digital image consists of gridded data and is completely determined by the pixel
values in the matrix. The initial image guess in algorithm 9.3 is F 0, which is an M ×N -matrix.
Because we choose interpolation, the approximation g to F 0 (in (9.4)) belongs to a spline space
of dimension M × N . Interpolation is a reasonable choice because the number of data samples
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is M × N , and the function g interpolates the data samples. Moreover interpolation is well
established and seems to perform well for our purposes.
Linear- and cubic splines are frequently encountered in practice. The linear spline interpolant
preserves shape well, and the corresponding coefficients are easy to find, as depicted in section
8.5. However, the drawback is the lack of smoothness. Cubic splines provide continuity in a
better way. The cubic spline interpolant is determined by suitable knot vectors, which consist of
simple interior knots in our case (section 8.6). This implies that at each interior knot, the r-th
derivative of a cubic B-spline is continuous for r = 0, 1, 2 [26, p. 73]. Continuity can contribute to
an improved quality of the reconstructed image. This smoothness property is visible in the figures
in chapter 9, but cubic interpolation requires that we must solve linear systems of equations to
determine the coefficients in equation (9.4).
Redundancy and Information Flow
The inpainting algorithm 9.3 is dependent on redundant, tight frame systems. It is known that
errors in a signal, e.g., the error in the impaired image, can be reduced when we use redundant
representations. Furthermore, redundant representations are robust representations in the sense
that some loss of data can be tolerated without adverse effects [9]. In fact, redundancy is a
necessary requirement for robustness. If a representation of a digital image has no redundancy,
error detection and thus error correction, is impossible [19].
Redundant representations allow information flow from the correct pixel domain D into the
inpainting domain, N . In algorithm 9.3, the initial coefficient matrix in equation (9.4) is devel-
oped via approximation. Thereafter, these coefficients are decomposed, and g is thus represented
in terms of lower order scaling functions and framelets. The decomposition step is applied sev-
eral times which means that the total number of coefficients in the representation increases, as
we have described in chapter 7. After decomposition, many coefficients in the representation
of g contribute to the function value at a point. Therefore, redundancy facilitates the desired
information flow.
Tight Frames
The inpainting algorithm 9.3 is well-defined for any choice of (redundant) tight frame [5]. This
is interesting because tight frames systems come in diverse flavors, with different properties.
Scaling function- and framelet properties involve for instance smoothness, support, symmetry
and vanishing moments as described in [17]. The actual scaling function- and framelet proper-
ties influence the performance of the inpainting algorithm. In some problems, we expect that
specialized scaling functions and framelets with certain properties are better suited.
Algorithm 9.3 is specifically dependent on the tight frame identities, which we have defined
in equation (6.16). These identities can be developed via the unitary extension principle [32] or
by algebraic techniques. We have constructed tight frames by algebraic methods, inspired by
the work in [22, 31]. The underlying structure is based on splines where the knot spacing and
thus the corresponding spline spaces are nonuniform. Moreover, each scaling function is locally
supported which implies that each framelet is locally supported, by theorem 6.3.
In order to determine the framelets, we must compute the Qj matrix in theorem 6.2. This
can be done in several ways, involving for example global factorization methods such as Cholesky
[22]. Another method is depicted in [31], where the author proposes a local construction of the
framelets. In particular, these framelets have first vanishing moments and can be designed to
have symmetry properties.
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The tight frame systems in [5] are also developed via B-splines, but the construction involves
the unitary extension principle. This method develops tight frames in a more classical way,
which assumes uniform spacing and refinement. By this construction, a tight frame is also an
affine system, i.e., a collection of dilations and shifts of a finite set of L2(R). The starting point
is a compactly supported and refinable function in L2(R). In order to determine the scaling
functions and the framelets, Fourier analysis and the unitary extension principle are important,
see [2, 17, 32].
The algebraic approach which involves nonuniform spacing is more general, but the case of
uniform spacing is contained in the nonuniform case. When the spacing is uniform we may use
Fourier analysis as a tool, and the resolution spaces possess translation- and invariance properties.
In the nonuniform case, there are no assumptions regarding shift invariance or dilation properties,
but nonuniform spacing offers flexibility, which may be beneficial in some applications.
Boundaries
The construction in chapter 6 deduces tight wavelet frames over a bounded domain. That is,
we deduce univariate tight frame systems over bounded domains Ω and Ω˜, and apply tensor
products. This deviates from the construction in [5], because Fourier analysis involves all of R.
In this case, a tight frame for L2(R) is constructed at first. Then the construction is tailored to
L2(Ω) and L2(Ω˜) where Ω and Ω˜ are the bounded domains of R.
The truncation from R onto a bounded interval Ω must be dealt with. In order to generate the
tight frame identities which are needed in the inpainting algorithm, the solution is to introduce
certain boundary conditions. A standard choice is Neumann (reflexive) boundary conditions,
but other alternatives are periodic- or zero boundary condition, see [8, 30]. The disadvantage
is that such conditions cause artifacts along the boundary of the domain. This may disturb the
visual performance of the reconstructed image, and in [6] the authors have included figures which
illustrate these boundary artifacts.
The advantage of our method is that we construct tight frames over a bounded domain
directly. We retain the boundary values of the (image) function along Ω× Ω˜ by choosing suitable
knot vectors which are p + 1-regular. To this end we can consider the univariate spline (say)
f determined by the knot vector t = (tj)
n+p+1
j=1 and the control points (cj)
n
j=1. If z = tj+1 =
· · · = tj+p < tj+p+1 for some j in the range 1 ≤ j ≤ n then f(z) = cj [26, p. 49]. In our
case, this implies that the boundary values of the image function represented by framelets are
automatically retained. Therefore the boundary pixels along the image domain are also correct.
Knot Removal
The approximation step, i.e., the interpolation step, is determined by specific knot vectors. In
chapter 6 we have seen that suitable knot vectors are important for the tight frame constructions.
The knot vectors should always be p+1-regular, but besides this constraint, there is some freedom
of choice. In particular, the decomposition step involves the choice of knot vectors. We pass to
lower order scaling functions and framelets, which depend on knot removal and this determines
the matrices in equation (6.16).
Our choice has been to remove every other interior knot in the decomposition step. Although
algorithm 9.3 performs fairly well by this choice which is displayed chapter 9, there are several
ways to decide which knots to keep. We must retain the p + 1-regularity and the endknots
must be unchanged, but the interior knot selection is more flexible. It could be interesting to
experiment with other knot removal schemes and compare to the results in chapter 9. One idea
is to order the knots according to their significance [25]. Another option could be to remove more
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knots in specific parts of the knot vector. These ideas however, may be more challenging when
implementing.
Reminiscent of the tight frame identity in equation (6.16), the knot vector and the number of
framelets are connected. The number of interior knots which are removed when we pass to lower
order scaling functions and framelets determines the number of framelets at the lower level, see
chapter 7. Therefore, the number of framelets is in some sense a measure of the redundancy. An
interesting question is how much redundancy do we really need? This is complicated to answer,
because images vary a lot regarding edges, textures and details. In certain image inpainting
problems, is may be sufficient with only a few framelets. However, we will also expect that there
are inpainting problems in which we need more framelets. Increased redundancy may thus lead
to representations which are better suited in some problems.
Removing Many Knots
In chapter 9, the choice is to remove every other interior knot when we pass to lower order
scaling functions and framelets. The number of such decompositions are typically 3 or 6. In
figure 10.1 we have displayed the reconstructed image in the linear case. The left column diplays
the standard choice, i.e., we remove every other knot in each decomposition. This means that
after (say) 3 decompositions we are left with every 8th interior knot, compared to the original
representation of g in equation (9.4).
In the right column we have displayed the reconstructed image after removing many knots
in one step. For instance we have removed 8 interior knots and the decomposition consists of a
single step, as in figure 10.1(b). In figure 10.1(a) we have also removed every 8th (interior) knot
at the end, but we have decomposed three times and removed every other knot in each step.
The difference between these two methods involves the number of framelets being used in
the representation of g at the coarsest level. When we remove every other knot, there are more
framelets involved in the corresponding representation. The choice of removing many knots in
one step implies fewer framelets. In figure 10.1 we can see that both choices yield a satisfying
reconstructed image for this specific problem.
In general, more framelets can extract more information and details regarding the original
image. It is hard to say which knot removal scheme is to prefer because images and image
inpainting problems come in diverse flavors. In a similar way, as we selected the thresholding, it
seems reasonable to experiment with different choices of knot removal in the actual inpainting
problem.
The advantage of removing many knots in one step is efficiency. Algorithm 9.3 is faster when
the total number of decompositions decrease. Another aspect of decomposing to the lowest level
at once, is stability. The standard choice which is to remove every interior knot, implies that we
must solve identity (6.16) for the matrix Qj many times. For this reason it could be interesting
to study the stability of the two methods.
Thresholding
Tight frame systems can represent images sparsely [4], and the authors in [5] incorporate a
thresholding vector in the inpainting algorithm. As depicted in chapter 9, the thresholding
operator is necessary to reconstruct the missing parts N of the image. Unless we threshold the
coefficients, the information in the correct pixel domain D can not permeate into the missing
areas N .
The choice of thresholding vector (or thresholding value) is important to the performance
of algorithm 9.3. If we choose the thresholding level too small, most of the coefficients which
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(a) PSNR=26.62, 10 iterations, 3 decompositions. (b) PSNR=26.71, 10 iterations, removing every 8th
knot.
(c) PSNR=30.60, 10 iterations, 6 decompositions. (d) PSNR=35.79, 10 iterations, removing every 64th
knot.
(e) PSNR=43.11, 20 iterations, 6 decompositions. (f) PSNR=41.79, 20 iterations, removing every 64th
knot.
Figure 10.1: The reconstructed images, by linear tight frame systems, are shown with thresholding
λ = 0.1. Left column depicts the results from chapter 9 (figure 9.2), where we have removed every other
interior knot in each decomposition step. The right column displays the solution after removing many
knots (8 or 64) in one decomposition step. We have included the peak signal-to-noise ratio.
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describe the inpainting domain remain unchanged. This means that the information flow from
D to N is slow, or it is not possible to remove the artifacts in N . If the thresholding value is
too large, we lose information. The visual manifestation of choosing the thresholding too large,
is that small features of the image may disappear [9].
In chapter 9, we solved several inpainting problems and displayed the reconstructed images.
These results were obtained by algorithm 9.3, and the thresholding value was fixed. In partic-
ular, all the coefficients were thresholded equally, both the scaling function- and the framelet
coefficients. There are several alternatives when it comes to choosing the thresholding. In [9]
the authors propose to apply algorithm 9.3 repeatedly, with decreasing thresholding value. The
authors in [5] incorporate a thresholding vector dependent on the number of decompositions and
the polynomial degree.
The overall recommendation is to manually tune the thresholding. Dependent on the specific
inpainting problem, the tresholding is defined so that the reconstructed image is best with respect
to certain criteria. These criteria can be purely subjective assessments of the reconstructed
image, PSNR or other objective measures, or a combination. In any case, we should balance the
thresholding value properly. Large thresholding implies that the information flow from D to N is
faster, and the algorithm may perform efficiently. The consequence is that less details are visible
in the recovered image, and there are possibly bigger jumps between the values in N and D.
An interesting observation is that knot removal and the choice of thresholding are related.
When we are thresholding the coefficients, some of them can be zero. In some sense, this is
analogous to knot removal. Knot removal implies that the actual representation of the function
makes use of a lower number of scaling functions and framelets. That is, we would expect
somehow similar effect when we remove many knots in the decomposition step, compared to an
increased thresholding value.
Stopping Criteria and Visual Performance
The authors in [5] prove that algorithm 9.3 is equivalent to an alternate direction minimization
procedure. In each iteration we obtain a minimization property, but the actual convergence rate
is still an open question. Convergence is important itself, but from a practical point of view, we
are more insterested in a suitable stopping criterion for algorithm 9.3.
Stopping criterion may involve for example norm-comparison and PSNR. PSNR is an objective
measure which is useful, but not necessary. Although the solution to the inpainting problem is
better in the sense of PSNR, we may be equally satisfied with reconstructed images with lower
PSNR which are visually pleasing.
Therefore, we can say that the interpretation of the solution is a subjective matter which
is important in order to choose a suitable stopping criterion. Dependent on the image scene
and the inpainting domain, we must choose a suitable number of iterations and decompositions,
and we must choose the knot removal scheme and the thresholding. All in all, we must balance
the above according to the actual inpainting problem and the specific evaluation criteria for the
reconstructed image.
10.2 Improvement
Improved Initialization
In chapter 9, we defined the initial guess by F 0 := G, in algorithm 9.3. We know that regardless
of the noise in the image, the pixel values in the inpainting domain N are contained in the interval
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[0, 1]. The values in N are the values to replace. From a visual point of view, it may sometimes
be possible to predict the unknown values in N .
In this section we revisit the missing box problem in figure 9.2. The below provides an
alternative perspective on this problem. The idea is simple.
Idea 10.1. If the surroundings of N are rather smooth, we can use the boundary values of N
which are contained in D to define an improved initial guess in algorithm 9.3.
In the missing box problem in figure 9.2, it is reasonable to believe that the pixels nearby N
which are contained in D, provide a good estimate of the values in N . By algorithm 9.3, we want
to replace the corrupted pixels N by values which make sense to human eyes. In this case, we
can expect that the missing pixels in N are quite similar compared to the surrounding pixels.
Algorithm 9.3 performs well if we choose the initial guess F 0 = G. Nonetheless, we propose
an improved initial guess F 0 motivated by the idea in 10.1. Our choice is to define the initial
guess in the inpainting domain N by the average of the largest values from the adjacent columns
of N .
In figure 10.2 we have displayed the reconstructed image by the different choices of initializa-
tion. We can see that the number of iterations needed to obtain visual satisfaction is decreasing
when improved initialization is the starting point. After 5 iterations, PSNR is 44.05 if the initial
guess is determined by the improved initialization in idea 10.1. The original initialization F 0 = G
and the corresponding results are shown in the left column. This choice of initialization requires
a higher number of iterations to obtain a similar PSNR. In fact we need 22 iterations to achive
PSNR=44.05, if the algorithm starts with the original initialization F 0 = G.
10.3 Future Work
A natural extension of this thesis could be to implement the tight frame systems in [5], and
compare to our results. We have dealt with gray-scale images only, but color images are applicable
in algorithm 9.3 in a completely similar way. The additional effort is to solve the inpainting
problem for three images (according to the RGB-model). We have also interpreted the algorithm
as surface reconstruction which can be further explored.
Algorithm 9.3 is a flexible framework, and it would be interesting to pursue its potential
in future work. This potential involves for instance knot removal, thresholding and differently
constructed tight frame systems. In chapter 9, we made choices that we believe lead to compu-
tational efficiency. The performance of algorithm 9.3 is visually satisfying, but the results (and
Matlab implementation) are hardly optimal.
The image inpainting problem involves a family of various impaired images. Image enhance-
ment is indispensable in many applications, and algorithm 9.3 constitutes a framework which
can be tailored to specialized applications. These applications may involve specific inpainting
problems, regarding the details in the original image and the inpainting domain. It would be
interesting to derive for example knot removal schemes and thresholding vectors (values) which
are well suited in specific problems.
Another subject could be to apply the inpainting algorithm to digial video, which is a sequence
of images. In this setting it is reasonable that we may also exploit coherence in neighbouring
images in the sequence. If there are missing pixels in a single image, but the adjacent images
in the sequence consist of correct information in the inpainting domain, this can improve the
performance of the algorithm. However, a sequence of images imply a sequence of inpainting
problems, which must be dealt with by efficient implementations.
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(a) Initialization. (b) Improved initialization.
(c) PSNR=26.08 (5 iterations, 6 decompositions). (d) PSNR=44.05 (5 iterations, 6 decompositions).
(e) PSNR=30.60 (10 iterations, 6 decompositions). (f) PSNR=44.92 (10 iterations, 6 decompositions).
Figure 10.2: This figure displays the reconstructed image given two different choices of initialization
(linear case). The left column images are developed via F 0 := G, whereas the right column displays the
results given the improved initialization. The thresholding value is λ = 0.1.
Chapter 11
Conclusions
The image inpainting problem comes in diverse flavors. Inspired by [5] we have presented an
iterative inpainting algorithm which is dependent on tight frame systems and thresholding. We
want to reconstruct the original image from the deteriorated image which is available. The
assumption is that the inpainting domain is explicitly known.
In this thesis we have presented the mathematical foundation carefully, before turning to
image inpainting. The theory part is extensive, but the link from the first chapters and all the
way to the application, is present. Multiresolution analysis and multiscale representations in
Hilbert spaces provide the foundation. To this end we have presented wavelets, wavelet frames
and tight frames, and throughout this journey we have passed from the theoretical world to the
image application.
The theory part began with multiresolution analysis, and we introduced wavelets. Wavelets
are specialized (Riesz) basis functions, which are linearly independent and possibly orthogonal
to each other. In the subsequent chapter, we sacrificed these properties of basis functions, and
passed from basis functions to framelets. Frames generalize the concept of Riesz bases in a
separable Hilbert space, and frames allow redundant representations.
B-splines are piecewise polynomials with many desirable properties. Motivated by [22, 31] we
have constructed tight wavelet frames dependent on B-splines. This construction incorporates
spline theory and algebraic techniques and leads to the tight frame identity in equation (6.16)
which is indispensable in the inpainting algorithm. Specifically, the tight frames are redundant
which is necessary for the inpainting algorithm to work.
The inpainting algorithm reconstructs images where a part of the image is missing or deterio-
rated. A digital image is a collection of data samples, but the algorithm requires an initial spline
functions. B-splines are versatile functions which are often used in geometric modeling, and we
can model digital images by B-splines. We have approximated the digital image by a tensor
product spline and the chosen method is interpolation which is well established, and provides a
suitable starting point for the algorithm.
Numerical experiments and results are included to show the performance of the algorithm, and
to display the reconstructed image. The inpainting algorithm performs fairly well with our chosen
tight frames and we have presented different inpainting problems where the inpainting domain and
the surrounding pixels come in various forms. Objective measures of image quality are valuable,
but we have stressed the significance of the subjective assessments and visual performance. At
the end of chapter 10, we propose an alternative initialization for a specific problem, and discuss
some ideas for future work.
The contribution of this thesis is twofold, as promised in the introduction. We have presented
the mathematical framework, and in particular multiresolution analysis and tight wavelet frames.
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The theoretical specifics are included, and we have constructed examples to illustrate the theory
from a practical point of view. This provides the foundation which must be fully understood,
before we turn to the application.
There is certainly more to be said regarding theory, the image inpainting problem and the
inpainting algorithm. It can hardly be denied that there is much potential within the theoretical
framework. The power of the tight frame construction is the flexibility, and we have only scratched
the surface regarding the potential herein. Although our journey has come to the end, this thesis
is only the beginning because there are many possibilities to explore from now onwards. This
can be the subject of future work, and perhaps we meet again.
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