Individual identification using DNA fingerprinting methods is emerging as a critical tool in conservation genetics and molecular ecology. Statistical methods that estimate the probability of sampling identical genotypes using theoretical equations generally assume random associations between alleles within and among loci. These calculations are probably inaccurate for many animal and plant populations due to population substructure. We evaluated the accuracy of a probability of identity ( P (ID) ) estimation by comparing the observed and expected P (ID) , using large nuclear DNA microsatellite data sets from three endangered species: the grey wolf ( Canis lupus ), the brown bear ( Ursus arctos ), and the Australian northern hairy-nosed wombat ( Lasiorinyus krefftii ). The theoretical estimates of P (ID) were consistently lower than the observed P (ID) , and can differ by as much as three orders of magnitude. To help researchers and managers avoid potential problems associated with this bias, we introduce an equation for P (ID) between sibs. This equation provides an estimator that can be used as a conservative upper bound for the probability of observing identical multilocus genotypes between two individuals sampled from a population. We suggest computing the actual observed P (ID) when possible and give general guidelines for the number of codominant and dominant marker loci required to achieve a reasonably low P (ID) (e.g. 0.01-0.0001).
Introduction
In conservation genetics and molecular ecology, individual identification or 'DNA fingerprinting' is critical for a growing number of studies that use noninvasive genetic sampling to estimate population size (Taberlet et al . 1997; Kohn et al . 1999; Woods et al . 1999; Ernest et al. 2000) , to monitor population sizes over time (Kendall et al . 1992; Schwartz et al . 1998) , and to estimate the home range of individuals (Taberlet et al . 1997 ). Individual identification is also critical for molecular studies of clonal plants (Escaravage et al . 1998 ). In addition, the importance of DNA fingerprinting in wildlife forensics and law enforcement is increasing as individual identification is used to match illegally killed animals to samples obtained from poachers and to identify animals that attack livestock or humans . DNA fingerprinting to identify individuals is most frequently accomplished using a group of codominant nuclear DNA microsatellite loci (Bruford & Wayne 1993) ; however, dominant markers such as amplified fragment length polymorphisms (AFLPs) are also employed (Escaravage et al . 1998; Mueller & Wolfenbarger 1999) .
For all of these applications, the power of multilocus DNA fingerprinting for identifying individuals can be quantified for individual loci by calculating the match probability on the basis of allele frequency data and HardyWeinberg expectation for random union of alleles (National Research Council 1996; Woods et al . 1999) . The simplified version of this probability, p 2 for homozygotes, 2pq for heterozygotes at a diallelic locus, is the probability that a forensic genotype will match one sample drawn at random from the population and is calculated for multiple loci using the product rule (Li 1976 ). The forensic applications of DNA fingerprinting in human populations are well established (Chakraborty & Kidd 1991; Jeffreys et al . 1991a,b; National Research Council 1992 , 1996 Evett & Weir 1998) ; however, the estimation of match probabilities has been controversial in human populations because of potential biases in data sets due to violations of HardyWeinberg equilibrium and linkage disequilibrium (Lander 1989; Lewontin & Hartl 1991; Chakraborty & Jin 1992; Risch & Devlin 1992; Roeder 1994) . Table 1 Theoretical estimated and actual observed probability of identity, P (ID) , for microsatellite data sets from brown bear, wolf and wombat populations. The mating system and family size are described because they can influence P (ID) Observed P (ID) Mating system and family sizes Brown bear Polygamous mating, multiple paternity litters possible, 1-4 sibs per family, many half-sibs in the population, cubs remain with mother for 1-3 years (Craighead et al. 1995; Nowack 1999 3.3 × 10 -4 7.6 × 10 -3 8 3.7 × 10 -5 0.00 Banff 32 4 2.8 × 10 -3 3.0 × 10 -2 6 3.7 × 10 -4 2.0 × 10 -2 8 1.6 × 10 -5 2.0 × 10 -2 Hairy-nosed wombat Polygamous, 1 offspring per year, burrow clusters contain ~10 animals with few/no full-sibs per cluster, same-sex animals in a burrow cluster are closely related (Taylor et al. 1994 (Taylor et al. , 1997 ) Epping Forest 28 4 2.3 × 10 -3 1.4 × 10 -2 6 4.3 × 10 -4 5.1 × 10 -3 8 1.7 × 10 -4 1.1 × 10 -3 Theoretical data* H = 0.6 (all loci) 3 6.9 × 10 -3 NA 6 4.8 × 10 -5 NA 9
3.3 × 10 -7 NA H = 0.6 (0.4, 0.6, 0.8) 3 4.8 × 10 −3 NA 6 2.3 × 10 -5 NA 9
1.1 × 10 -7 NA Theoretical P (ID) is from eqn 2. Observed P (ID) is computed as the proportion of all possible pairs of individuals with identical multilocus genotypes. The most variable loci are used first, as is the case in most field studies. Data from (bears), Forbes & Boyd (1997) (wolves) and Taylor et al. (1994) (wombats). NA, not available as computations are based on allele frequencies (eqn 2) and not on genotypes; H, heterozygosity. *For H = 0.6 (all loci) all loci have same allele frequencies; for H = 0.6 (0.4, 0.6, 0.8) one-third of loci have allele frequencies giving H = 0.4, 0.6, and 0.8 (see Materials and methods for allele frequencies for each H value).
In such circumstances, the product rule, which assumes independence within and among loci, is violated, and the estimator will probably give a value for the probability of a match that is lower than the 'true' probability of a match (Donnelly 1995) . In addition, theoretical evaluations of the match probability have demonstrated that the assumption of independence of loci can lead to a substantial underestimate of the match probability when comparing related individuals or populations with substructure even if the population is randomly mating (Nichols & Balding 1991; Donnelly 1995) . Because many animal and plant populations are more likely than human populations to contain related individuals and to have substantial substructure, the accurate estimation of match probability is a serious concern for current and future studies in conservation genetics, molecular ecology and wildlife forensics.
Another individual identification estimator is the probability of identity, P (ID) , or the probability that two individuals drawn at random from a population will have the same genotype at multiple loci. This theoretical estimator is increasingly used to access the statistical confidence for individual identification (Reed et al . 1997; Kohn et al . 1999; Mills et al . 2000; Waits & Leberg 2000) and to quantify genetic diversity levels in natural populations ( Jamieson 1965; Paetkau & Strobeck 1994) . This estimator is the square of the match probability for each genotype summed over all possible genotypes as it is comparing two individuals drawn at random from a population. P (ID) can be particularly useful when planning a study that requires individual identification as it can be estimated for differing numbers of loci without having the forensic genotype 'in hand'. To evaluate the usefulness of P (ID) for estimating the probability of identifying individuals, we compared the actual observed and theoretical expected P (ID) using large microsatellite data sets collected for brown bears ( Ursus arctos ) , grey wolves ( Canis lupus) (Forbes & Boyd 1997) , and Australian northern hairy-nosed wombats (Lasiorinyus krefftii) (Taylor et al. 1994; Taylor 1995) . These data sets were chosen because they are among the largest microsatellite data sets for natural populations; samples collected from these species probably contain related individuals due to the social structure; noninvasive genetic sampling is currently being used to generate data sets for these species; and all three species are threatened or endangered (Table 1 ). The goals of this study were: (i) to evaluate the accuracy of the theoretical P (ID) estimator using data from natural populations; (ii) to provide an upper bound estimator for the number of loci necessary to identify individuals by deriving an equation for the P (ID) of sibs; and (iii) to provide general guidelines for the number of codominant and dominant marker loci required to obtain a reasonably low P (ID) (e.g. 0.01-0.0001).
Materials and methods
The theoretical expected P (ID) was computed for each locus using allele frequencies from a population sample and each of the following two equations:
where p i and p j are the frequencies of the ith and jth alleles and i ≠ j (Paetkau & Strobeck 1994) and
where n is the sample size, a i equals Σp j i , and p j is the frequency of the jth allele . P (ID) was calculated for each locus and then multiplied across loci to give the overall P (ID) . Eqn 1 is the biased formula because it does not correct for sample size differences, and eqn 2 is the unbiased formula with a sample size correction. Eqn 2 was used in all analyses of theoretical P (ID) , but the results using eqn 1 are also illustrated in Fig. 1a . Because our sample sizes were fairly large, the results from both equations are very similar. The observed P (ID) was estimated for each population by computing the proportion of all possible pairs of individuals that have identical genotypes. We chose the grey wolf, brown bear, and hairy-nosed wombat data sets because they are among the largest available from natural populations, and should provide meaningful estimates of P (ID) in natural populations. These data sets also provide a wide range of average expected heterozygosity values (Nei 1978 ) from approximately 0.40 in the wombats to 0.68 in the brown bears. We computed the theoretical expected and observed P (ID) for one-to-L loci (where L is the total), by sequentially adding one locus, and then re-computing the P (ID) . Loci were added in order from the highest to the lowest level of heterozygosity as researchers will generally use the most variable loci first to minimize the number of loci needed to resolve individuals.
A simple equation was derived for estimating P (ID) among sibs (P (ID)sib ) for codominant loci, and the equation was later found in Evett & Weir (1998) :
where p i is the frequency of the ith allele. For related equations of match probability (e.g. sib-sib, parentoffspring), see Woods et al. (1999) .
Because dominant marker systems such as AFLPs (Vos et al. 1995) can also be used to identify individuals based on a particular DNA profile, we included an analysis of dominant loci. The theoretical P (ID) expected for dominant genetic marker systems was computed as follows:
where p is the frequency of a 'present' band (allelic state 1) and q is the absence of a band (allelic state 2). The following equation was derived for estimating P (ID)sib for dominant loci:
We examined microsatellite data sets from one wombat, three bear, and four wolf populations using these methods. For discussion purposes, we chose 0.01 (1 in 100) to 0.0001 (1 in 10 000) as an acceptably low P (ID) . A P (ID) of less than approximately 0.01 will be necessary for studies requiring population size estimation (Mills et al. 2000) using mark-recapture models, and 0.001-0.0001 should be sufficiently low for most law enforcement forensic applications in natural populations ( J. Coffin, S. Fain, personal communication).
To provide approximate guidelines (Figs 2 and 3 ) for researchers, we computed the theoretical P (ID) values expected for different heterozygosities (Nei 1978) and the numbers of loci that are necessary to achieve a reasonably low P (ID) . In Figs 2 and 3, the number of alleles (and allele frequencies) for loci with heterozygosity = 0.2, 0.4, 0.6, and 0.8, were as follows: 2 (0.885, 0.115), 3 (0.76, 0.14, 0.1), 5 (0.59, 0.2, 0.1, 0.07, 0.04) and 10 (0.39, 0.15, 0.11, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05) . These allele frequencies were necessary to arrive at the chosen heterozygosities. Changing the number of alleles (from three to 10) had Fig. 1 Relationship between the theoretical, observed and sib probability of identity, P (ID) , for nuclear DNA microsatellite loci in: (a) Scandinavian brown bear, (b) Montana wolf, and (c) Australian hairy-nosed wombat populations. Loci on the x-axis are arranged from highest (first) to lowest heterozygosity. Theoretical P (ID) is plotted using the unbiased (eqn 2) P (ID) estimator from Paetkau et al. (1998) . The biased P (ID) estimator (eqn 1) (Paetkau & Strobeck 1994) , was also tested and is plotted as a dashed line in (a) only. The observed P (ID) was calculated from a pairwise comparison of genotypes from 84 bears, 64 wolves and 28 wombats. The P (ID) for sibs was derived for this study (see Materials and methods). The horizontal line identifies a P (ID) of 0.0001 (1/10 000) for wolves and bears and a P (ID) of 0.01 (1/100) for wombats.
Fig. 2
Relationship between the theoretical probability of identity, P (ID) , and the number of codominant loci assayed using four heterozygosity levels for (a) randomly sampled individuals and (b) sibs.
very little effect on P (ID) , as long as the heterozygosity was held constant. We also tested the effect of interlocus variation in heterozygosities on P (ID) . For this we computed P (ID) (unbiased eqn 2) for a set of loci all with heterozygosity = 0.6 and compared it with a set of loci with average heterozygosity = 0.6 but with one-third of loci having heterozygosity = 0.4, 0.6 and 0.8. A computer program to compute the theoretical and observed P (ID) is available from the authors.
Results
We evaluated the accuracy of the P (ID) estimator by comparing the theoretical expected and the actual observed P (ID) as summarized for all data sets in Table 1 . Substantial differences were detected between the theoretical expected and observed P (ID) using large microsatellite data sets from Montana wolves, Scandinavian brown bears, and the Australian hairy-nosed wombat (Fig. 1, Table 1 ). The maximum difference between observed and theoretical expected P (ID) was three orders of magnitude. This difference was observed when evaluating seven loci of microsatellite data in the wolf data set (Fig. 1b) and eight loci in the north -south population of brown bears (Table 1 ). In the bear and wolf data sets, the theoretical and observed P (ID) were <0.0001 when 10 or more loci were analysed. The loci were ranked from highest to lowest based on expected heterozygosity (as would be conducted in most studies). More than 10 loci might have been necessary to reach a P (ID) < 0.0001 if each additional locus had been randomly chosen. Also, there was a striking difference between the shapes of the theoretical and observed curves as the observed curve was less smooth due to the presence of a small number of closely related individuals that shared genotypes at a large number of loci. Figure 1c focuses on the theoretical and observed P (ID) for a highly endangered population of Australian wombats with low levels of heterozygosity and correspondingly higher levels of P (ID) . The observed and theoretical P (ID) were 0.014 and 0.0023, respectively, for four loci in the wombats. This represents an underestimation bias of nearly one order of magnitude. The P (ID) values of interest for the wombats are near 0.01 because the main application of P (ID) and individual identification in wombats will be for mark-recapture estimations of population size. A P (ID) of approximately 0.01 -0.001 may be appropriate for forensic applications in this population because only approximately 100 wombats remain (Taylor et al. 1994) .
To address the observed inaccuracies of the theoretical P (ID) and to provide a conservative upper bound on the number of loci necessary for individual identification, a P (ID) equation was derived for sibs. The performance of this equation was compared with the P (ID) equation for random unrelated individuals by examining estimates for 0 -30 codominant loci with heterozygosities of 0.2 -0.8 (Fig. 2) and 0 -250 dominant markers with heterozygosities (i.e. gene diversities) of 0.1 and 0.5 (Fig. 3) . These numbers were chosen to represent the range of genetic variation observed when assaying heterozygosity in natural populations. We also tested the importance of the number of alleles (three to 10) at each locus for a given heterozygosity, but the variance in P (ID) due to different allele numbers was extremely small compared with the variance in P (ID) for loci with different heterozygosities (data not shown). Thus, the curves in Figs 2 and 3 and our general guidelines will be approximately applicable to any set of loci with these heterozygosities (see Materials and methods), even loci with differing numbers of alleles or with interlocus variation in heterozygosity.
The P (ID) and P (ID)sib estimators differed by approximately twofold in the number of loci required to achieve a P (ID) < 0.0001 using codominant loci. For example, when heterozygosity = 0.4, approximately 11 and 22 loci are required to achieve this P (ID) for random unrelated individuals and sibs, respectively. To achieve a P (ID) < 0.0001 Fig. 3 Relationship between the theoretical probability of identity, P (ID) , and the number of dominant loci [e.g. amplified fragment length polymorphisms (AFLP) or random amplified polymorphic DNAs (RAPDS)] assayed using three heterozygosity levels for (a) randomly sampled individuals and (b) sibs.
for random individuals when using dominant markers, 20 -60 loci will be required for heterozygosities of 0.5 and 0.4, respectively. Twice this number of dominant markers will be required to achieve a P (ID) when comparing sibs (Fig. 3) . When the standard theoretical P (ID) , P (ID)sib , and observed P (ID) are plotted on the same graph (Fig. 1) , the observed curve always falls between the two theoretical curves.
Discussion
This study clearly demonstrates the potential inaccuracies of using the standard P (ID) estimator to determine the probability of obtaining matching multilocus genotypes when two samples are drawn at random from a population. In some cases, the bias was so large that the observed P (ID) was only 0.001 when the theoretical P (ID) was 0.000001 (Fig. 1b) . The theoretical P (ID) curve for wolves and brown bears (Fig. 1) would suggest that five loci are sufficient to identify individuals; however, the observed P (ID) curves indicate that nine to 10 loci would occasionally be necessary to avoid inaccurately identifying a match between two related individuals. The difference between the theoretical and observed P (ID) is probably due to population substructure and the presence of close relatives in the data set which violates the assumptions of the theoretical P (ID) equation (Donnelly 1995) . For example, the family pack structure of wolves (Nowack 1999) , the tendency of brown bear cubs to remain with their mothers for 2 -3 years (Nowack 1999) , and an increased level of relatedness between same-sex animals sharing burrows (Taylor et al. 1997 ) may result in sampling a large proportion of closely related individuals (Table 1 ). In addition, past demographic events that have resulted in a disruption of Hardy-Weinberg equilibrium in a population can also lead to inaccurate estimations using the theoretical P (ID) equation. Thus, the risk of incorrectly assigning a match based on the theoretical P (ID) estimator is potentially higher for populations of social species where many related individuals will probably be sampled and in populations that violate the assumptions of HardyWeinberg equilibrium.
To minimize the cost and time involved in studies that require individual identification, researchers generally analyse the minimum number of loci necessary to obtain statistical support for the certainty of individual identification. Thus, when the theoretical P (ID) estimator substantially underestimates the true populational P (ID) , it will lead to inaccurate results of individual identification if these biases are not identified and addressed. Before initiating a study that requires individual identification, we suggest that researchers plot the observed P (ID) for multilocus genotypes of known individuals in the study population including known relatives, if possible. As a conservative estimate, researchers can determine the minimum number of loci necessary to identify individuals by choosing the number and combination of loci for which no two individuals share the same genotype. For many projects, it will not be possible to plot the observed P (ID) before choosing the number of loci because of a lack of genotypic data (i.e. >40 genotypes) necessary for accurate estimates. Under these circumstances, it will be important to use both the standard P (ID) and the P (ID)sib to determine the upper and lower bounds for the number of loci required to identify individuals with the desired level of statistical confidence based on heterozygosities estimated from other populations of the same species and/or from Figs 2 and 3. The level of desired statistical confidence will be project specific and should take into account: (i) the severity of the consequences of incorrectly assigning a match to different individuals in the study of interest, and (ii) the proportion of closely related individuals that will probably be sampled. Woods et al. (1999) used a criterion of P (ID)sib < 0.05 for brown bear population estimation when using multilocus genotypes amplified from hair samples. In wildlife forensic cases, P (ID) < 0.001-0.0001 has been used, depending on the size of the source population ( J. Coffin, S. Fain, personal communication).
Due to technological advances in molecular biology, individual identification of forensic, noninvasive genetic samples, and clonal plants using hypervariable DNA markers is increasing rapidly. In 1996 and 1997, forensic identification of individuals using microsatellite analysis was used in 140 Canadian and 50 American court cases in order to match a forensic specimen to an illegally killed animal (J. Coffin, S. Fain, personal communication). Forensic identification was recently used to compare genotypes of bears with genotypes of scat and hair samples collected at the scene where bears had consumed a human (L. Waits, unpublished) . Each year thousands of animals ranging from parrots to snakes to monkeys are illegally removed from natural populations and wildlife parks and shipped to foreign countries. Individual identification by DNA fingerprinting could provide critical supporting data to prosecute poachers and to detect and help slow the illegal trade of animals and their body parts or products.
A small, but growing, number of studies has demonstrated the use of hair and scat samples collected in the field to identify individuals, estimate population sizes, and home ranges of free-ranging mammals (Gerloff et al. 1995; Foran et al. 1997; Palsboll et al. 1997; Reed et al. 1997; Taberlet et al. 1997; Kohn et al. 1999; Woods et al. 1999; Ernest et al. 2000) . Currently, there is great interest to utilize these methods at a much larger scale to estimate population sizes in large carnivores and endangered species, and to enumerate groups of individuals with unique behaviours. In noninvasive genetic sampling studies, it is important that researchers consider the entire range of potential errors that can lead to inaccurate results such as microsatellite genotyping errors and contamination that can occur when using the low quantity and quality DNA obtained from forensic, hair and scat samples (Gerloff et al. 1995; Taberlet et al. 1996 Taberlet et al. , 1997 Taberlet et al. , 1999 Gagneux et al. 1997; Goossens et al. 1998) . Mills et al. (2000) have evaluated the impact of incorrectly assigning a match at different levels of P (ID) using mark-recapture population size estimation. They conclude that a P (ID) of less than approximately 0.01 will be necessary for population size estimation and reveal that the bias leads to an underestimate of the population size. Our study comparing theoretical and observed P (ID) has demonstrated that the standard P (ID) estimator can underestimate the true populational P (ID) which could also lead to an underestimate of the minimum population size when too few nuclear DNA microsatellite loci are used to identify individuals in wolf, wombat, and brown bear populations. Potential errors associated with estimating P (ID) can be avoided by choosing the P (ID)sib estimator as a conservative upper bound of the number of loci necessary to distinguish individuals. However, researchers should be aware that the probability of observing a genotyping error in a multilocus genotype will increase as the number of loci analysed increases. Waits & Leberg (2000) have demonstrated that microsatellite genotyping errors can inflate mark-recapture population estimates up to 200% when genotyping seven to 10 loci. Thus, accurate estimates of the number of individuals in a population using noninvasive genetic sampling will require methods to minimize microsatellite genotyping errors and careful evaluation of P (ID) estimators.
