Decoherence is an essential mechanism that defines the boundary between classical and quantum behaviours, while imposing technological bounds for quantum devices. Little is known about quantum coherence of mechanical systems, as opposed to electromagnetic degrees of freedom. But decoherence can also be thought of in a purely classical context, as the loss of phase coherence in the classical phase space. Indeed the bridge between quantum and classical physics is under intense investigation, using in particular classical nanomechanical analogues of quantum phenomena. In the present work, by separating pure dephasing from dissipation, we quantitatively model the classical decoherence of a mechanical resonator: through the experimental control of frequency fluctuations, we engineer artificial dephasing. Building on the fruitful analogy introduced between spins/quantum bits and nanomechanical modes, we report on the methods available to define pure dephasing in these systems, while demonstrating the intrinsic almost-ideal properties of silicon-nitride beams. These experimental and theoretical results, at the boundary between classical nanomechanics and quantum information fields, are prerequisite in the understanding of decoherence processes in mechanical devices, both classical and quantum.
I. INTRODUCTION
Decoherence can be viewed either in its quantum picture, where it stands for the loss of phase coherence of a superposition state [1, 2] , or as its classical equivalent, where the phase of an oscillating signal is smeared due to frequency fluctuations [3] . Until recently, dissipation, which accounts for an energy loss over time [4] , was not distinguished from decoherence in nanomechanical resonators. The first reason for this oversight lies in the acquisition method: spectral acquisition, in which the driving frequency is swept through the mechanical resonance, does not separate the two processes, since both lead to broadened resonance lines. The response linewidth then leads to the definition of a decoherence time T 2 , in analogy with nuclear magnetic resonance (NMR) [5] or quantum information experiments [6, 7] . One way to unravel a dephasing mechanism is to perform a complementary time-domain ringdown measurement. Here, the free decay of the response amplitude yields an energy relaxation time, since the decay rate only depends on dissipation, not frequency fluctuations. This procedure is analogous to a T 1 measurement for spins or qubits. Having T 1 = T 2 then leads to the definition of a pure dephasing rate Γ φ [6] .
While the reported T 1 and T 2 for a particular qubit are often significantly different [7] , such a difference in a nanomechanical resonator is still rare in the literature: usually mechanical systems seem to experience frequency fluctuations small compared to dissipation mechanisms, and do not exhibit visible spectral broadening due to dephasing [8] [9] [10] [11] . Nonetheless, pure dephasing has been observed in Refs. [16] [17] [18] 20] . But direct comparisons between time-domain (T 1 ) and frequency-domain (T 2 ) are still rare: thus, the second and main reason for the scarcity of experimental studies on mechanical decoherence is a lack of data combining these techniques. To our knowledge, only one recent work reports, for a suspended carbon nanotube, a signature of a pure (yet nonlinear) dephasing mechanism demonstrating T 1 = T 2 [6] , while another study which did not contain T 1 measurements presents similar features interpreted as nonlinear damping [12] . Indeed, the effects of frequency noise (and its origin) in nanomechanical devices is a subject intensely investigated today, both for its fundamental aspects and the technical limitations it poses to actual devices [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Besides, with the advances of quantum nanomechanics, the decoherence of quantum mechanical states also becomes a challenging issue [8, [24] [25] [26] [27] .
In this article we report on a model experiment using a high quality nanoelectromechanical system (NEMS), top-down fabricated from high-stress silicon-nitride (SiN) [4, 16] . Using a gate electrode [28] , we capacitively control the oscillator's frequency fluctuations by applying voltage noise, leading to a completely quantitative description of mechanical decoherence. First we perform time and frequency domain measurements without noise applied on the gate, in order to ensure that no pure dephasing is observed over our whole dynamic range, from linear to highly nonlinear regimes: we thus establish our device as ideal for our study. In a second part, a low-frequency noise gate voltage is injected, leading to resonance frequency fluctuations increasing with the noise level: indeed, a significant spectral broadening is observed, while ringdown measurements leave T 1 unchanged, demonstrating pure dephasing with T 1 = T 2 . We present the complete formalism applying to lowfrequency fluctuations of the resonance frequency. Building on the new methods presented, we furthermore dis-cuss the possibility to extract information about the fluctuations statistics from the shape of the spectral response in actual devices suffering from dephasing. Fig. 1b) shows a scanning electron microscope picture of the measured NEMS. This device consists in a 295 µm long x 100 nm thick x 300 nm wide doubly-clamped high-stress silicon nitride (Si 3 N 4 ) suspended beam, with a 90 nm thick conducting aluminium layer on top. A gate electrode is made in the vicinity of the beam, separated by a gap g ≈ 3 µm, over a 250 µm length. The total mass of the device is M = 4.7 × 10 −14 kg. The experiment is performed at 4.2 K in a cryogenic vacuum (pressure < 10 −6 mbar). We first perform a careful calibration of the whole setup following Ref. [29] , giving access to displacements and injected driving force in real units. Fig. 1a) shows the schematic of the experimental setup. A drive voltage is applied through a 1 kΩ bias resistor, injecting a current in the aluminium layer of the NEMS. Actuation and detection follow the magnetomotive scheme [29, 30] , with a magnetic field B < 1 T. The voltage induced by the motion is measured by standard lock-in detection with its in-phase (X) and quadrature (Y) components.
II. THE NANOELECTROMECHANICAL SYSTEM
We work on the fundamental flexural mode n = 0, having effective spring constant k 0 , mass m 0 and applied sinusoidal force amplitude F 0 .
The typical response to a sinusoidal driving force in the linear regime is displayed in Fig. 1c ). The resonance frequency is measured at ω 0 = 2π × 0.66 MHz, which is in good agreement with calculated properties. In the following, in order to minimize electrical losses [31] , we keep a low magnetic field B = 0.1 T. The damping rate is then ∆ω 0 = 2π × 5.6 Hz, hence a quality factor Q ≈ 118 000. Here Q 1 so we can write the susceptibility in the standard Lorentzian approximation:
In our notations, we define in-phase X(ω) = Im[χ 0 (ω)]F 0 and quadrature Y(ω) = Re[χ 0 (ω)]F 0 components of the motion.
A DC voltage V g is then delivered with an arbitrary waveform generator (AWG) on the gate electrode, which forms a geometric capacitance C(x) with the beam itself. The energy stored by the capacitor can be written as
Thus the additional electrostatic force acting on the beam along the x axis is F C = (V 2 g /2)∂C(x)/∂x. Expanding F C in a Taylor series [28, 29] , we obtain the effect of the DC voltage on the resonance through a frequency pulling term:
Here ∂ 2 C(0)/∂x 2 is defined as the coupling strength, and α > 0 is a constant only determined by the oscillator's intrinsic quantities and the coupling strength. We measure 
This drive is non-resonant with the mode under study, and has thus no impact on the dynamics discussed in the present article. Higher-order terms contribute to the nonlinear (Duffing) coefficient [29] . They can be safely neglected here since in Sec. IV, we keep the drive low enough to remain in the linear (Lorentzian-shaped) regime [ Fig. 1 c] . More details on fabrication, the magnetomotive scheme, setup and capacitive coupling can be found in Supplementary Material [32] .
III. DAMPING AND DEPHASING IN THE NONLINEAR REGIME
When driven with high input forces, our NEMS' oscillation amplitude at resonance becomes high enough so its dynamics enters the so-called "Duffing" regime, arising from a geometric non-linearity: the tensioning effect. The frequency domain response bends toward higher frequency and the resonance is shifted quadratically with the motion, eventually leading to a bistable regime [33, 34] . In doubly-clamped SiN nano-beams this non-linearity is known to be important [35] , which means that already modest drive excitations can bring the device into the Duffing regime. This fact naturally brings in two questions: are there as well any nonlinear relaxation/decoherence processes to discover in SiN structures, like for nanotubes [6, 12] ? And how do we perform T 1 and T 2 measurements within a highly nonlinear/bistable dynamic system ?
In the following we describe how to measure T 1 and T 2 response times that we defined in analogy with NMR over the whole dynamic range, in order to compare them as a function of motion amplitude. The relaxation time T 1 obtained from ringdown measurements is only sensitive to dissipation mechanisms, by analogy with longitudinal relaxation time in the Bloch sphere for two-level systems. The ringdown is triggered by exciting the device at large motion amplitude at frequency ω r close to ω 0 , and suddenly detuning the driving force to a frequency ω r + ∆ where the device is off resonance. The beating of the mechanics with the local oscillator is then recorded [36] (see Fig. 2 right panel) . To obtain the plots, about N 100 to 1000 decays have been averaged. The T 2 time is obtained from frequency sweeps across the resonance, with each point averaged over a time long enough to make sure that we are sensitive to potential low-frequency fluctuations (see Fig. 2 left panel). T 2 is affected both by dissipation and phase fluctuations, in a similar manner to the transverse relaxation time in NMR or qubit measurements. But one fundamental difference is that here we are dealing with an almost harmonic classical oscillator, not a quantum two-level system, so the analogy is restricted to the phenomenology of the decoherence phenomenon. Moreover, while for qubits and spins the pure dephasing Γ φ is defined through the comparison between T 2 and 2T 1 [7] , in our system T 2 has to be compared to T 1 , similarly to the case of a classical spin [10] .
Fig.
2 shows both frequency and time-domain measurements in a highly nonlinear regime, with a peak-to-peak maximum amplitude of about 600 nm, that is, more than three times the NEMS thickness. Here the bistable resonance line can be fit according to the Duffing model for nonlinear oscillators [36] . In the linear regime, the FWHM W of the X quadrature directly yields the Lorentzian parameter ∆ω 0 /(2π) and is used to define T 2 = (πW ) −1 . In the strongly nonlinear case, from the measured maximum amplitude x max one can calculate [36] the intrinsic linewidth parameter ∆ω 0 used for the full nonlinear fit: ∆ω 0 = F 0 /(m 0 ω 0 x max ). This parameter can again be converted into a T 2 . The latter is displayed as a function of motion amplitude in Fig. 3 (blue dots) . The time-decay oscillation can be fit using the Lindstedt-Poincaré method [36] . The relaxation is found to be exponential over the entire range studied, leading to a T 1 showed in Fig. 3 (red dots) .
The ringdown measurement yields a relaxation time T 1 58 ms ± 3 ms in the whole attainable amplitude range, which matches the T 2 time of spectral data defined as 2/∆ω 0 57 ms ± 3 ms: we thus verify T 1 = T 2 within ± 8 %. In other words, we do not identify any sources of nonlinear damping or dephasing in our SiN system, as opposed to carbon-based devices [6, 12] . This result is achieved over an unprecendently broad dynamic range, with a measurement technique that can be adapted to other devices, in particular graphene or nanotube ones. As far as the present work is concerned, this establishes our device as an ideal NEMS resonator.
IV. CONTROLLING PURE DEPHASING
In order to introduce a dephasing process, we deliver a Gaussian noise with the AWG connected to the gate electrode, instead of the DC voltage used previously for calibration purposes. Our aim is to model "slow" fluctuations of the resonance frequency, that is with correlation times longer than the relaxation time T 1 [18] . In the aforementioned work, the interplay of the driving force with the frequency noise spectrum is characterized, in order to separate fast and slow noise contributions. Complementarily, we focus here on how the driven response evolves with respect to the level of slow fluctuations. Furthermore, in Ref. [18] , the frequency noise is experimentally taken to be Gaussian; we on the other hand extend the study to highly asymmetric statistics. The modelling is fairly generic (see Appendix B), and does apply as well to the case of slow Telegraph frequency noise [23] .
To keep only low-frequency fluctuations while avoiding spurious 1/f noise coming from the setup, the delivered voltage noise is thus filtered [see Fig. 1a )] below 40 mHz and above 0.8 Hz (−3 dB cut-off frequencies). The resulting voltage fluctuations on the gate electrode, represented by the Gaussian random variable δV g , of mean value 0 and standard deviation value σ V = δV 
where θ(δΩ) is the Heaviside step function, and σ = √ 2ασ
is the standard deviation of the distribution, taken as a characteristic frequency noise level (in rad.s −1 ). This is the effective tunable parameter with which we characterize decoherence in our system. Mathematically, we show that the averaging of fluctuations can be treated similarly to the case of "inhomogeneous broadening" in NMR [5] , spatial-disorder being replaced, as for qubits, by time-dependent disorder (see Appendix B). In this context, the T 2 time is re-named T * 2 . However for simplicity we keep here the notation without the star, since our aim is to model the impact of any decoherence mechanism, especially intrinsic ones. Even though our noise source is extrinsic. Knowing the distribution ρ σ , the altered susceptibility can thus be written as the convolution of the mechanical response χ 0 in the high Q Lorentzian limit by the distribution ρ σ :
Note that σ is also defined through S Ω (ω), the spectrum of the frequency fluctuations, with δΩ (3) is valid only if the noise power is integrable (which justifies mathematically the introduction of a higher cut-off frequency). In particular for 1/f noise, dephasing would depend on the measurement time since the lower bound of the spectrum would be fixed by the experiment duration itself (which justifies our lower cut-off filtering choice). Fig. 4 shows frequency domain measurements for different noise levels, with theoretical calculations without free parameters from Eq. (3), clearly showing spectral broadening. The convolution picture provides a rather intuitive interpretation: while the noise level σ responsible for pure dephasing is kept small enough compared to the mechanical damping rate ∆ω 0 , one can approximate the distribution ρ σ as a Dirac delta function, and then the convolution leaves the Lorentzian susceptibility unchanged. When σ becomes comparable to the damping rate, the distribution leaves its imprint in the mechanical response, as an evidence for mechanical dephasing: here, the resonance line is asymmetrically broadened, which is a signature for the non-Gaussian nature of the fluctuations (see discussion below). For large fluctuations (σ ∆ω 0 ) a significant deviation from the Lorentzian lineshape is observed (see discussion below) and the resonance peak looks like the distribution ρ σ itself, the initial susceptibility being almost a Delta function.
The time domain measurements (see Fig. 5 ) performed for different noise levels yield unambiguously the same decay time T 1 57 ms 1/(π × 5.6 Hz) within ± 5% for all data sets [see Fig. 5 and 6a) ]. Interestingly, T 2 can also be measured via time-domain measurements, by averaging first X and Y quadratures over N relaxations, and then computing R obtained from a simple estimate of the FWHM in the frequency domain [see Fig. 4a )], together with T 2 and T 1 . Starting at the initial value of 2/∆ω 0 ≈ 57 ms at σ = 0, T 2 decreases to less than half its noise-free value for σ = 2π × 33 Hz. Our data are in good agreement (within ± 10%) with the theoretical curve calculated from the resonance lines derived from Eq. (3), with no free parameters.
Clearly, as soon as a significant frequency noise is applied, we verify T 1 = T 2 , thus demonstrating the impact of artificially engineered dephasing. This can also be seen as a consequence of the dispersive coupling of the mechanics to fluctuations described by the convolution formalism: the area under the X quadrature resonance curve, which corresponds to the energy stored in the mechanical mode, is preserved (more mathematical details in Appendix B).
One can then extract the pure dephasing rate Γ φ = T −1 2 − T −1 1 , as displayed on Fig. 6b ). The theoretical curve fits within ± 15% the data, demonstrating good agreement. This final graph thus presents the relation between Γ φ and σ 2 ∝ S Ω (ω)dω, which is the classical mechanical analogue to the superconducting qubit expression which can be found in Ref. [7] . Note that the shape of the curve in Fig. 6b ) is also characteristic of the frequency noise probability distribution. The mathematical tools are described thoroughly in Appendix B, and can be easily applied as a versatile method describing decoherence even in complicated non-analytic cases like the one presented here.
While being a practical quantitative estimate of decoherence, the definition of T 2 = (πW ) −1 or the exponential fit of T 2 essentially amount to approximating the resonance lineshapes by Lorentzians, which is rather crude. However, defining a shape factor S = 2πW x max / Im[χ 0 (ω)]F 0 dω, one can verify how accurate this simple approximation is. For the initial Lorentzian susceptibility we obtain S = 2/π as we should. For our strongest level of noise, S only deviates by 20% from this value, which proves that the simple approach is reasonably accurate (see Appendix D).
But obviously, there is information in the measured resonance lineshapes that deserves to be exploited [37] . Highlighting this point is precisely the reason why we created a frequency noise that is non-Gaussian and asymmetric. The complete fits of the lineshapes prove that the theory can handle non-conventional noises. Furthermore, we note that the asymmetry in the resonance is a direct image of the noise properties, as frequency fluctuations here take only positive values. While demanding, the deconvolution of noise from the measured lineshape should be feasible, reconstructing the actual fluctuations distribution. This could prove to be extremely useful in actual experimental systems where dephasing is caused by intrinsic unknown mechanisms. One mathematical technique which has been proposed in the literature is to compute the moments of the frequency response [15] , an approach also found in NMR [5] .
In summary, we establish that without external influence, pure dephasing is negligible in high quality SiN nanomechanical devices. We measure T 1 and T 2 over an unprecedently large dynamic range, ruling out any possible nonlinear dephasing/damping mechanisms, as opposed to carbon-based systems. We then engineer slow fluctuations of the beam's resonance frequency with an external tunable source, unravelling the signatures of pure dephasing. By analogy with quantum bits, we quantitatively link the dephasing rate to the characteristic level of noise. We develop the methods that can be applied to a wide range of devices and experiments studying pure dephasing originating from slow frequency fluctuations. Finally, we demonstrate that the lineshapes of the mechanical resonances contain valuable information about the distribution of the frequency fluctuations, and discuss the possibility to extract this information for actual nanomechanical systems suffering from intrinsic sources of noise. The voltage noise injected on the gate electrode is represented by a random Gaussian variable δV g (t) valued in R, of mean value 0 and standard deviation value σ V = δV 2 g 1/2 . Then, the probability to get a voltage valued in the interval [δV g , δV g + dδV g ] is: dp(δV g ∈ R) = 1
By capacitive coupling, these voltage fluctuations are converted to frequency fluctuations on the NEMS' resonance frequency, modelled by a random variable δΩ(t) = αδV 2 g (t) which is by construction only valued in R + . By simple change of variable, the probability to get a frequency shift valued in the interval [δΩ, δΩ + dδΩ] is: dp(δΩ ∈ R + ) = 1
One can easily see that this probability distribution is normalized. It can be proved using the normalization for the probability distribution in δV g , which is symmetric around 0 so we can write:
hence the expression obtained for the probability distribution for frequency fluctuations ρ σ in the main article, Eq. (2). The probability distributions are presented in Fig. 7 . Here σ = √ 2ασ 2 V is by construction the standard deviation of the frequency noise. Indeed, one can analytically obtain M n [ρ σ ], the n th moment of the distribution ρ σ :
The present work aims at presenting a framework as generic as possible. This is why the distribution ρ σ is chosen non-Gaussian, and non-centered (its mean is not zero). We therefore deliberately keep this aspect in our discussion, and do not re-center the distribution in the following. Then, using the canonical definition of the squared standard deviation value of δΩ:
Besides, the 2 nd and 4 th moments of the δV g Gaussian distribution are respectively σ 2 V and 3σ 4 V . Thus, for the sake of consistency with the experimental definition, the standard deviation can also be calculated as follows:
Note that all the moments of the distribution ρ σ are finite, making it suited to our study. The frequency fluctuations power spectral density S Ω (ω) reads, following Wiener-Khinchin relation:
One gets by swapping the integrals:
Thus the integrated value of the spectrum is related quadratically to the quantity σ.
Appendix B: CONVOLUTION PICTURE
The susceptibility χ 0 is randomized by the fluctuating gate voltage δV g . It can be recasted from Newton's law as:
.
Assuming the fluctuations are small compared to the characteristic frequency ω 0 , one can then write in the Lorentzian limit (ω
The susceptibility depends directly on the random variable δΩ. At a given frequency ω and for a given noise level σ, a statistically averaged measurement ... σ over frequency fluctuations can be formally written:
hence the convolution picture for the susceptibility. Eq. (B2) only assumes that fluctuations are slow enough to validate this adiabatic picture, and fast enough to be fully integrated in the measurement. The formalism can be applied to the Telegraph noise of Ref. [23] , when the switching rate is slow, with a distribution ρ σ consisting of two Delta functions separated by the switching frequency span.
In the convolution picture, it appears that the frequency fluctuations do not constitute an additional dissipative channel. Indeed, the distribution ρ σ is normalized to 1 independently of the noise level σ. Then, using Eq. (B2):
Likewise:
In other words, the area under X and Y quadratures curves, i.e. the energy of the detected signal is preserved, independently of the frequency fluctuations.
Appendix C: FREQUENCY FLUCTUATIONS SPECTRAL DENSITY
Our formalism does not require to know the frequency noise spectral density: only its integrated value is needed. Yet we can infer this spectrum, since our (Gaussian) noise source and our filter are calibrated.
All parts of the filtering system are obviously linear and causal. Then, while theoretical calculations are made over both negative and positive frequencies, experimental values and curves are given only for calculations over positive frequencies. The causality assumption makes the latter differ only by a factor of 2 from theory.
The random variables δV g (t) and δV g (t + τ ) are both Gaussian, centered, with the same standard deviation value σ V . Using Wick formula (a brief demonstration is given in the supplementary material), one derives the autocorrelation function for the frequency fluctuations, as a function of the autocorrelation for gate voltage fluctuations:
Remarkably, the frequency fluctuations autocorrelation function does not go to zero at long times. This is the result of the non-zero mean value of the frequency noise, which is as a matter of fact the constant value in the final expression of the autocorrelation. Using Eq. (A5) one writes the frequency fluctuations spectrum as a function of the gate voltage fluctuations spectrum S V :
One can recognize in the last term the auto-convolution of the voltage fluctuations spectrum and then reconstruct the frequency fluctuations spectrum: the gate electrode is fed with a white noise standard deviation value σ A over an equivalent bandwith (over positive frequencies) BW A 2π × 9 MHz. For the reasons explained in the main article, this noise is filtered at the output of the AWG. The power gain curve of the filter is fit with an algebraic function F (ω) given in Supplemental Material [32] . The integral calculated from the algebraic fit (over positive frequencies) yields the equivalent bandwith of this filter BW F 2π × 1.2 Hz. The filtered noise is then amplified over its whole frequency range with a power gain G = 2.5 × 10 7 . Taking into account again causality and linearity of the injection chain, one can recalculate the standard deviation value of the gate voltage noise σ V :
For an injected noise of standard deviation value σ A = 0.25 V at the AWG output port, one gets σ V = 460 mV, which matches within 10% the measured value of 490 mV. The spectrum at the filter output, including the amplification factor G is then:
Then the frequency fluctuations spectrum reads: S
From experimental parameters we can thus quantitatively infer the frequency fluctuations spectrum. The convolution part S C (ω) of this spectrum is given in Fig.  8 .
The convolution weighs the spectrum at low frequencies, with maximum at zero. Through this definition we can verify that the integrated value of the spectrum gives again 3σ 2 /2:
Appendix D: SHAPE ANALYSIS
The resonance lines obtained under frequency fluctuations are clearly not Lorentzian. Yet we can approximate them as such to quantify decoherence in our system, and thus extract their full width at half maximum (FWHM), for not too large noise levels. Let us define a shape factor S as: 
S(σ)
with W in Hz units, hence the 2π factor. Here we take advantage of the fact that the area of a true Lorentzian of FWHM W = W 0 and height x max = x 0 is π 2 W 0 x 0 . Then, for no noise applied, S is simply 2/π. Fig. 9 displays the evolution of the shape factor as a function of σ, with experimental data matching Eq. (D1) within ± 10%. In our experimental range, S deviates at most by 20% from its noise-free value which corresponds to the Lorentzian shape. This implies that a simple Lorentzian analysis in frequency domain, and a single exponential fit in time domain, are rather accurate. To illustrate this we plot in Fig. 10 the actual calculated frequency and time domain curves (red) for σ = 2π × 5.1 Hz together with the simple fits (black). The time domain curve is easily obtained by writing: when the applied noise is not too large. An equivalent alternative way of studying the shape of the resonance is to define the integrated width I = Im [χ 0 (ω)] F 0 dω/x max , following the procedure of Ref. [20] . Indeed, the shape factor is nothing but the ratio of the FWHM to the integrated width: while the resonance peak remains close to a Lorentzian, I ≈ π 2 2πW .
