We resolve the "Pressing Game Conjecture" arising from computational phylogenetics, showing that so-called "successful pressing sequences" of bicolored graphs is explorable by two-point edits alone. By a celebrated result of Hannenhalli and Pevzner, this implies that the space of sortings-by-reversal of a signed permutation is connected by minimal local alterations. Therefore, a Markov chain making such changes randomly converges to a uniform distribution, yielding an algorithm for sampling asymptotically uniformly from the space of possible rearrangement histories that link two genomes. Our techniques involve analysis of matrices over a field with two elements, and the subsequent theory may have some independent interest. We also briefly discuss some open questions in this area, most prominent among which is obtaining the mixing rate of the aforementioned Markov chain.
Introduction
In a now classical paper in bioinformatics [5] , Hannenhalli and Pevzner showed that there is a polynomial time algorithm to sort signed permutations by reversals, i.e., turn any signed permutation into the identity by reversing subwords (and flipping their signs). This has important implications for computational phylogenetics: when comparing the sequence of genes of two related species, the shortest length of a sequence of reversals that transforms one into the other is one important measure of the evolutionary distance of the associated organisms. The authors' strategy, and one that was improved upon in later work (for example, [8] ), is to construct the so-called "breakpoint graph" for the permutation to be sorted, show that a certain operation on the breakpoint graph corresponds to reversals, and then use certain numerical invariants of subgraphs to guide the sequence of moves to the identity.
This framework is now a keystone of bioinformatics algorithms, but it leaves many questions unanswered. In particular, the proposed methodologies generate just one successful sorting of the signed permutation under consideration, and it is understood that there are often many such minimumlength sorting sequences. Since each is only representative of one possible evolutionary history, it would be valuable to be able to sample from all possible such sequences to obtain more sensitive statistical properties. As of yet, there is no full understanding of the space of possible histories, so Markov Chain Monte Carlo methods are valuable for approximately uniform sampling. Such approaches present their own problems, however: it is necessary to obtain a proof of connectivity of the underlying graph of the Markov Chain to know that it will eventually reach every vertex; and it is necessary to obtain bounds on the mixing time of the process to ensure that near-uniformity will be achieved in reasonable time. Indeed, some researchers have investigated these very kind of questions: see, for example, [9] .
In order to state our main theorem and situate it in the above discussion, we need the following definitions.
Definition 1.
A bicolored graph is a pair (G, c) where G is a simple graph, and c : V (G) → {black, white} is a coloring of its vertices. Write black = white and white = black.
Denote by V (G) the vertex set of a graph, E(G) its edge set, and
(where "△" denotes symmetric difference) and c ′ (w) = c(w) for w ∈ N * (v) and c ′ (w) = c(w) for w ∈ N * (v).
The "pressing game" (to use terminology from [2] ) is played by pressing black vertices of G iteratively with the ultimate goal of transforming G into an all-white, empty graph. Hannenhalli and Pevzner showed ( [5] ) that "successful" sequences of presses in the breakpoint graph of a signed permutation, i.e., sequences that result in an all-white empty graph, correspond bijectively to minimum-length sequences of reversals that turn the permutation into the identity. Therefore, sampling from successful pressing sequences is equivalent to sampling from the minimum length sequences of reversals that sort a signed permutation. In [2] , the authors make the following "Pressing Game Conjecture": Conjecture 1. Every successful pressing sequence can be reached from every other one by a sequence of edits that involve at most four deletions or insertions.
If successful pressing sequences are taken to be the vertices of a graph Π(G), and the edges correspond to edits of at most four deletions or insertions, then the Pressing Game Conjecture implies that Π(G) is connected. Then a simple random walk converges to a uniform distribution on the set of all successful pressing sequences, and Markov Chain Monte Carlo can be used to analyze typical pressing sequences. Bixby, Flint, and Miklós [2] proved the conjecture for paths. Here we show the full conjecture in its strongest possible form. Theorem 1. For any bicolored graph, every successful pressing sequence can be reached from every other one by a sequence of edits that involve at most two deletions or insertions.
We note that some special cases of the results preceding our main result are announced but left largely unproven in [6] ; the authors refer to the matrix analogue of pressing as "clicking" and to the condition of the existence of a successful pressing sequence that consists of all vertices as "tightness."
Open questions abound on the subject of pressing sequences. Most prominently, in order to make use of the aforementioned Markov chain on pressing sequences, it is important to understand its mixing rate. Also, although the below results yield a full description of successful pressing sequences (certain ordered bases of the column space of the graph's adjacency matrix), it would be helpful to understand the structure of these sequences: Can one give good bounds on the number of such sequences that are easily computable from G? What is the typical degree sequence of Π(G)? Is it possible to give an efficient exact uniform sampling algorithm for V (Π(G))?
Preliminaries
The following result already appears in [5] and [1] , but we include the proof for completeness. Proof. It suffices to prove the statement for connected graphs. Let G be a connected graph and X be the set of black vertices with the fewest possible black neighbors. Choose some x ∈ X such that deg(x) is maximal in X. When x is pressed, we obtain G ′ . We claim that each component of G ′ is either a white isolated vertex or has at least one black vertex.
Let N = N G (x) be the set of neighbors of x ∈ G, let B be the set of vertices in N that were white in G, and let W = N \ B. Note that G and G ′ are identical except on the induced subgraphs of N ∪ {x}. Every vertex in V (G) − (N ∪ {x}) is in a component with a vertex of N (in both G and G ′ ), so it suffices to show that each vertex of N ∪ {x} is in a component of G ′ with a black vertex. Furthermore, in G ′ , x is isolated and white and the vertices of B are black, so we need only consider the elements of W .
Pick some z ∈ W . If z is adjacent to a black vertex outside of N ∪ {x} or z is not adjacent in G to some vertex in W , then in G ′ , z is adjacent to a black vertex. Otherwise, in G, z is adjacent to all vertices of W and its black neighbors are a subset of B ∪ {x} \ {z}. By the choice of x, this implies that the closed neighborhoods of x and z are the same in G, which implies that z is a white isolated vertex in G ′ .
Definition 3. The augmented adjacency matrix
of a bicolored graph G on n vertices, is the the adjacency matrix of with where the entries along main diagonal correspond to the vertices G and are indexed by the color of the vertex; 0 if white or 1 if black.
Given a bicolored graph G, we can define a (loopy simple) graphĜ to be the graph on the same vertex set with the same edges, but with a loop at each black vertex (and none at white vertices). A perfect matching in such a graph is a set of edges incident to every vertex exactly once, where a loop is considered to be incident to its vertex only once. A special case of the following result (that of zero diagonal) appears in [4] . Proof. It is well known that the permanent (which is equal to the determinant in characteristic 2) of A(G) is equal to
where C ranges over all vertex circuit covers, i.e., families of circuits (closed walks) in which each vertex appears exactly once and Z(C) is the number of such circuits of length greater than two. (See, for example, [3] .) Therefore, over F 2 , the only terms which make a contribution to det(A(G)) are ones in which there are no circuits of length more than two, i.e., every component is a loop or a single edge -precisely the condition of being a perfect matching. Since det(A(G)) = 1 if and only if A(G) is invertible, this is equivalent to there being an odd number of perfect matchings.
Matrix Theory
Define the function f (M) on n × n nonzero matrices over F 2 as follows. Let s denote the smallest row index of a left-most 1 in M, that is, the positive integer for which there exists a t so that Then let U be the set of row indices which have a 1 in column t, i.e.,
Then let f (M) denote the n × n matrix so that
Note that, for every matrix M, there is a sequence of s's and t's that arise from the iterative application of f to M. That is, given M, there is an increasing sequence s 1 , s 2 , ..., s p and increasing sequence t 1 , ..., t p which serve as the indices in the above definition of f (M), f (f (M)), etc. Indeed, it is easy to see that the sequence must eventually result in the all-zeroes matrix, so this process terminates at some finite p = p(M).
If we have a matrix M and sequences s 1 , s 2 , ..., s p , and t 1 , ..., t p arising as above we may also define
If, for each r ∈ [p], the elements of U are all greater than or equal to s r , call M "leading principally nonsingular (LPN)". If M is LPN, then the sequence
, is precisely the sequence of matrices one obtains by performing Gaussian elimination on M. Furthermore, such elimination does not involve row permutations, and s i = t i = i for each i ∈ [p]. Therefore, M is row-reducible to a matrix whose leading principle submatrices of size ≤ p are identity matrices.
Suppose that the M above is A(G) and is LPN. Then it is straightforward to see that f (M) is in fact A(G ′ ) where G ′ is obtained from G by pressing its lowest-indexed black vertex. Since A(G) being the all-zeroes matrix is precisely the condition that G has no edges and all vertices are white, M = A(G) being LPN is equivalent to G having a successful pressing sequence consisting of the vertices indexing the first rank(A(G)) columns of M in increasing order.
We may conclude the following. 
Corollary 5. The number of vertices in any successful pressing sequence for a graph G depends only on the graph, and is equal to rank(A(G)).
The preceding result justifies the following definition.
Definition 4. The pressing number of a graph is the number of presses required to transform the graph into an all-white, empty graph.
A matrix M is said to have an LU-decomposition if there exist a lower triangular matrix L and an upper triangular matrix U so that
Call a matrix M "Cholesky" (to borrow terminology from the theory of real/complex matrices; q.v. [7] ) if there exists a lower-triangular L so that M = LL T ; such a product is evidently a special type of LU-decomposition. The following lemma is folkloric.
Lemma 6. If M = LU and M is invertible, this decomposition is unique.
The left-hand side of this equation is lower-triangular and the right is uppertriangular, so they must both be diagonal. However, since the only invertible diagonal matrix over F 2 is the identity, L = L ′ and U = U ′ .
Lemma 7. If a symmetric matrix M over F 2 has an LU decomposition, then it has a Cholesky decompositionLL T .
Proof. We proceed by induction. The base case is trivial:
. Suppose M is n × n and the statement is true for all 1 ≤ k < n. Then M can be written
where L 0 are U 0 are invertible leading principal submatrices, B is lowertriangular and D is upper-triangular -unless M is the all-zeroes matrix, in which case the result is trivial. By Proposition 4, existence of an LU decomposition is equivalent to the first k invertible leading principal minors being nonzero with k = rank(M). Furthermore, since M 0 = L 0 U 0 is nonsingular, this decomposition of M 0 is unique by Lemma 6. Thus,
Since the left-hand side is symmetric, the right-hand is as well, and we may apply induction:
and conclude that M =LL T .
Lemma 8. If M is symmetric, it is LPN iff it is Cholesky.
Proof. By the argument above, being LPN is equivalent to Gaussian elimination proceeding to completion without ever permuting rows; it is classical that this is equivalent to the existence of an LU factorization, i.e., M can be written
where L is lower-triangular and U is upper-triangular. Therefore, for any M, having an LU-factorization is equivalent to being LPN. Then, by Lemma 7, there exists a factorization M = LL T . Hence, M is LPN iff it is Cholesky.
Theorem 9. Given a bicolored graph G and integer k, the following are equivalent:
1. The pressing number of G is k.
transpositions, including edits wherein another vertex is exchanged for the pressing sequence's final vertex.
Proof. Let G be a connected, bicolored graph with at least one black vertex. Consider the augmented binary adjacency matrix of G, call it A. By Proposition 2, there exists a successful pressing sequence v 1 , . . . , v k of G with k = rank A(G). Let P be a permutation matrix which permutes the rows of A so that the first k rows are v 1 , . . . , v k . Then, by Theorem 9, A can be factored and expressed as the product of a permutation matrix P T , a lower triangular matrix L, L T , and P :
Suppose there is another successful pressing sequence for G corresponding to the alternative factorization
with corresponding pressing sequence S ′ . Recall that any permutation can be written as a product of transpositions. Since P Q T is a permutation matrix, it can be written as the product of permutation matrices which correspond to transpositions, 
