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Abstract
In this paper, we introduce generalized extended Hamming codes over Galois
rings GR(2n,m) of characteristic 2n with extension degree m. Furthermore we
prove that the minimum Hamming weight of generalized extended Hamming codes
over GR(2n,m) is 4 and the minimum Lee weight of generalized extended Hamming
codes over GR(8,m) is 6 for all m ≥ 3.
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1 Introduction
Preparata codes are non-linear double-error-correcting codes over finite fields, named
after Franco P. Preparata who first described them in 1968. Preparata codes are nonlinear
codes and these have more codewords than any comparable linear code presently known.
Hammons et al. [1] introduced Preparata codes and Kerdock codes over the Galois ring
of characteristic 4. The binary image of the Preparata code under the Gray map has the
same properties of the Preparata original code over a finite field. They also show that
these Preparata code is a dual code of Kerdock code over the Galois ring of characteristic
4.
We define generalized extended Hamming codes over Galois ring GR(2n, m) of charac-
teristic 2n with extension degree m similarly to the definition of the extended Hamming
codes over finite fields. If we restrict the characteristic to 4, then the generalized ex-
tended Hamming code turns out the Preparata code that Hammons et al. introduced.
We show generalized extended Hamming codes have similar properties as the extended
Hamming codes over finite fields. By using 2-adic representation, we determine the min-
imum Hamming weight over GR(2n, m) and the minimum Lee weight of a generalized
extended Hamming code over GR(8, m) by transforming the codewords with those mini-
mum weights of the generalized extended Hamming code overGR(4, m). We could use this
method recursively to obtain the minimum Lee weight of generalized extended Hamming
codes for general characteristics 2n.
2 Galois Rings
2.1 Galois Rings GR(q,m)
We let q = 2n, n ≥ 1 and Zq = Z/qZ and we put N = 2
m − 1, for m ≥ 3.
Let h2 (X) be a primitive polynomial over a finite field F2 with 2 elements. There exist
a unique monic irreducible polynomial hq (X) ∈ Zq [X ] of degree m such that h2 (X) ≡
hq (X)(mod 2) and hq (X) divides X
N − 1 ∈ Zq [X ]. We call the polynomial hq (X) a
primitive basic irreducible polynomial.
Definition 1 (Galois Rings). Let ξ be a root of hq (X), so that ξ
N = 1. The Galois ring
GR (q,m) is defined to be Zq [X ] /hq (X) and isomorphic to Zq (ξ). We put R = GR (q,m).
We can write every element c ∈ R as unique 2-adic representation
c = a0 + 2a1 + 4a2 + . . .+ 2
n−1an−1,
where ai ∈
{
0, 1, ξ, ξ2, . . . , ξN−1
}
, 0 ≤ i ≤ n− 1.
We know ξj can be represented as
ξj = a0,j + a1,jξ + . . .+ am−1,jξ
m−1,
where a0,j, a1,j , . . . , am−1,j ∈ Zq, 0 ≤ j ≤ N − 1.
Note that R contains zero divisors, these are the elements of the radical 2GR(q,m) =
2GR( q
2
, m), the unique maximal ideal in R.
We denote the set {0, 1, ξ, . . . , ξN−1} by T . We define the homomorphism η
η : GR (q,m)→ F2m as η (ξ) = θ and η (a) = a (mod 2) for a ∈ Zq, (2.1)
where θ is a root of a primitive polynomial h2(X).
Next, we define the map τ : GR(q,m)→ T as
τ (c) = c2
m
= a0. (2.2)
2.2 Frobenius automorphism of GR(2n, m)
In this subsection, we define the Frobenius automorphism over GR(2n, m). We will
use this automorphism in transforming a codeword.
Definition 2 (Frobenius Automorphism of GR(2n, m)). The Frobenius automorphism
f from GR(2n, m) to GR(2n, m) is defined as
cf = a20 + 2a
2
1 + 4a
2
2 + . . .+ 2
n−1a2n−1, (2.3)
for any element c = a0 + 2a1 + 4a2 + . . .+ 2
n−1an−1 ∈ GR(2
n, m).
3 Codes over Zq
3.1 Codes over Zq and the minimum weight
We define a code over Zq similarly to the definition of a code over a finite field.
Definition 3 (Codes over Zq). If C is an additive subgroup of Z
m
q , then we call C a
linear block code of length m over Zq.
We need to define the minimum Hamming weight and the minimum Lee weight. Let
c = (c0, c1, . . . , cN−1) ∈ Z
N
q be a codeword of C.
Definition 4 (Hamming Weight). The number of nonzero elements of the codeword c ∈ C
is called the Hamming weight wH (c) of c and the minimum Hamming weight of C
is defined as
wmH (C) = min
c∈C,c 6=0
wH (c) .
Definition 5 (Lee Weight). The Lee weight wL (c) of the codeword c ∈ C is defined as
wL (c) =
N−1∑
i=0
min {ci, 2
n − ci} ,
and the minimum Lee weight of C is defined as
wmL (C) = min
c∈C,c 6=0
wL (c) .
3.2 Generalized Extended Hamming Codes
Hammons et al. [1] worked on generalized extended Hamming codes and called them
the "Preparata" codes over GR(4, m), because the binary image of these codes over
GR(4, m) under the Gray map has the same properties of Preparata original codes over
finite fields. Based on their paper, we define the generalized extended Hamming codes
similarly to the definition of the extended Hamming codes over finite fields.
Definition 6 (Generalized extended Hamming Codes). We define the parity-check matrix
P , indexed by ∞, 0, 1, . . . , N − 1, as follows :
P =
(
1 1 1 1 . . . 1
0 1 ξ ξ2 . . . ξN−1
)
where ξ is a root of a primitive basic irreducible polynomial. Then Pq = {c ∈ Z
N+1
q |Pc
T =
0} is a code over GR(q,m) and called a generalized extended Hamming code. In what
follows, we abbreviate generalized extended Hamming codes as GEH codes.
In other words, if c = (c∞, c0, . . . , cN−1) is a codeword of a GEH code, then it must
satisfy the following two equations :
c∞ +
N−1∑
i=0
ci = 0, (3.1)
N−1∑
i=0
ciξ
i−1 = 0. (3.2)
We call c∞ a zero-sum check symbol. Notice that a GEH code is the dual code of a
1st order Reed-Muller code over GR(q,m).
If q = 2, a GEH code coincides to an extended Hamming code over a finite field F2m .
4 Main Theorems
We can determine the number of codewords, and the minimum Hamming weight of a
GEH code Pq and the minimum Lee weight of a GEH code P8.
Theorem 1 (Number of codewords). The number of codewords of a GEH code Pq is q
k,
where k = 2m −m− 1.
Proof. We give the number of codewords by observing a parity-check matrix of a GEH
code. For simplicity, we can write the generator matrix as
P =
(
1 1 1
0 Im Ak
)
(4.1)
where Im is an identity matrix and Ak is m×k-sized square matrix where k = 2
m−m−1
and 0 is the all-zero column vector and 1 is the all-one row vector. We can see the
first column and Im-block act as nullifier. Thus, the number of codewords depends only
on Ak-block, where it is a part of a codeword with length k. Therefore, the number of
codewords is as assigning q values on k column, that is qk codewords.
Theorem 2. The minimum Hamming weight of Pq with length 2
m over GR(q,m) is 4.
Proof. Hammons et al. [1] showed that the minimum Hamming weight of P4 is 4. This
means that the codeword with the minimum Hamming weight has 4 non-zero entries.
Let c = (c∞, c0, . . . , cN−1) be the codeword with Hamming weight 4. Then we see that
2c = (2c∞, 2c0, . . . , 2cN−1) is a codeword of P8 and the Hamming weight of this codeword
is 4. For a general case, we can take this method recursively. Thus the minimum Hamming
weight of Pq is 4.
Lemma 1. Let q′ = q
2
. The minimum Lee weight of Pq′ over GR(q
′, m) are always less
than or equal to the minimum Lee weight of Pq over GR(q,m).
Proof. We can write the Lee weight of a codeword c′ of Pq′ over GR(q
′, m) as
wL (c
′) =
q
′
2
−1∑
i=1
i
(
n′i + n
′
q′−i
)
+
q′
2
n′
q′
2
with the same summation index, we can write the Lee weight of a codeword c of Pq over
GR(q,m) as
wL (c) =
q
′
2
−1∑
i=1
{i (ni + nq−i) + (q
′ − i) (nq′−i + nq′+i)}+
q′
2
(
n q′
2
+ n 3q′
2
)
+ q′nq′
where n′i and ni are the numbers of entries i of c
′ and c respectively.
Define the map µ : GR(q,m) → GR(q′, m) as µ (ξq) = ξq′ and µ(c) ≡ c (mod q
′)
where ξq and ξq′ are roots of the primitive basic irreducible polynomials of Pq and Pq′
respectively and c ∈ GR(q,m). Then µ (Pq) = Pq′. From n
′
i = ni + nq′+i, we have
wL (c
′) =
q
′
2
−1∑
i=1
i
(
n′i + n
′
q′−i
)
+
q′
2
n′
q′
2
=
q
′
2
−1∑
i=1
{i (ni + nq−i) + i (nq′−i + nq′+i)}+
q′
2
(
n q′
2
+ n 3q′
2
)
≤
q
′
2
−1∑
i=1
{i (ni + nq−i) + (q
′ − i) (nq′−i + nq′+i)}+
q′
2
(
n q′
2
+ n 3q′
2
)
+ q′nq′ .
This means that wL (c
′) ≤ wL (c). Thus the minimum Lee weight of Pq′ over GR(q
′, m)
is always less than or equal to the minimum Lee weight of Pq over GR(q,m).
Lemma 1 gives an important information such that the codeword of Pq may have the
minimum Lee weight of which image by the map µ has the minimum Lee weight of Pq′ .
Thus, we show the existence of the codewords of the extended Hamming code with
the Hamming weights 4 and 6 over F2m concretely. We consider the matrix P as a parity
check matrix of an extended Hamming code. Let θ be a root of h2(X).
For m ≥ 2, we know the sum of the following 4 vectors of length m+ 1 is 0.


1
0
0
0
...


,


1
1
0
0
...


,


1
0
1
0
...


,


1
1
1
0
...


.
The first vector corresponds to the column vector
(
1
0
)
of P in Definition 6, the second
and the third vectors correspond to the column vectors
(
1
1
)
and
(
1
θ
)
of P respec-
tively, and the fourth vector corresponds to the column vector
(
1
θi
)
of P for some i. If
we put c∞, c0, c1 and ci are all 1 and the other entries are zero, then the Hamming weight
of c = (c∞, c0, c1, . . . , cN−1) = (1, 1, 1, 0, . . . , 0, 1, 0, . . . , 0) is 4.
For m ≥ 4, we know the sum of the following 6 vectors of length m+ 1 is 0.


1
0
0
0
0
...


,


1
1
0
0
0
...


,


1
0
1
0
0
...


,


1
0
0
1
0
...


,


1
0
0
0
1
...


,


1
1
1
1
1
...


.
The first vector corresponds to the column vector
(
1
0
)
of P , the second to the fifth vec-
tors correspond to the column vectors
(
1
1
)
,
(
1
θ
)
,
(
1
θ2
)
,
(
1
θ3
)
of P respectively,
and the sixth vector corresponds to the column vector
(
1
θi
)
of P for some i. If we put
c∞, c0, c1, c2, c3 and ci are all 1 and the other entries are zero, then the Hamming weight
of c = (c∞, c0, c1, . . . , cN−1) = (1, 1, 1, 1, 1, 0, . . . , 0, 1, 0, . . . , 0) is 6.
We give the dependencies among the powers of γ where γ is a root of h4(X) used in
the proof of theorems.
Lemma 2. ([1] and [4]). Let γ be a root of a primitive basic irreducible polynomial h4 (X).
We have
1. ±γj ± γk is invertible for 0 ≤ j < k < N , m ≥ 2.
2. γj − γk 6= ±γl for distinct j, k, l in [0, N − 1], m ≥ 2.
3. If m ≥ 3 and i 6= j, k 6= l in [0, N − 1], then γi − γj = γk − γl ⇒ i = k and j = l.
4. If m ≥ 3 and m odd, then γi + γj + γk + γl = 0⇒ i = j = k = l.
Hammons et al. [1] determined the minimum Lee weight of P4 and just showed the
existence of the codewords with minimum Lee weight. Next we list all the codewords with
the minimum Lee weight of P4 by transforming the codewords of the extended Hamming
code over F2m .
On the following theorems, the coordinates {0, a, b, c, d, e} correspond to the coor-
dinates of nonzero entries of the codewords of the extended Hamming code with the
Hamming weights 4 or 6.
Theorem 3. For odd m ≥ 3, the minimum Lee weight of P4 with length 2
m is 6. The
codeword c = (c∞, c0, . . . , cN−1) of P4 with the minimum Lee weight 6 has one of the
following forms:
Case c∞ c0 ca cb cc cd ce
Case 1 -1 1 1 1 2 0 0
Case 2 1 -1 1 1 2 0 0
Case 3 2 -1 1 1 1 0 0
Case 4 0 -1 1 1 1 2 0
Case 5 0 -1 1 1 1 1 1
Case 6 0 -1 -1 -1 1 1 1
Case 7 -1 1 1 1 1 1 0
Case 8 1 -1 1 1 1 1 0
Case 9 -1 -1 -1 1 1 1 0
Case 10 1 -1 -1 -1 1 1 0
Table 1: List of codewords with the minimum Lee weight of P4 for odd m ≥ 3
The codewords for Cases 1 to 4 are obtained from the codewords of the extended Ham-
ming code over F2m with the minimum Hamming weight 4 and the codewords for Cases 5
to 10 are obtained from the codewords with the Hamming weight 6.
For even m ≥ 4, the minimum Lee weight of P4 with length 2
m is 4. The codeword of
P4 with the minimum Lee weight 4 has one of the following 2 forms :
Case c∞ c0 ca cb cc
Case 11 1 1 1 1 0
Case 12 0 1 1 1 1
Table 2: List of codewords with the minimum Lee weight of P4 for even m ≥ 4
Proof. The equation (3.1) implies that every codeword has even number of odd entries.
Therefore Lee weight is even. So, the minimum Lee weight is even. The codeword obtained
from multiplying the nonzero entries of the other codeword by −1 has the same Lee weight
as that of the other. Therefore we may choose one of these codewords.
We assume m is odd. We know the minimum Hamming weight of the extended
Hamming code H over a finite field is 4. If the codeword of P4 has the Lee weight 6
and its image has the Hamming weight 4, then the nonzero entries are determined as
{−1, 1, 1, 1, 2} .
If the codewords of P4 has the Lee weight 6 and its image has the Hamming weight 6,
then we have the following 2 cases :
1. Codewords with nonzero entries {−1, 1, 1, 1, 1, 1} .
2. Codewords with nonzero entries {−1,−1,−1, 1, 1, 1} .
We need to check that the codeword with this form satisfy equation (3.2). Every
element α4 ∈ GR(4, m) has a unique representation
α4 = a0 + 2a1 (4.2)
where a0, a1 ∈ T = {0, 1, γ, . . . , γ
n−1}. We fix the codeword of the extended Hamming
code H with the minimum Hamming weight 4, so that it will satisfy θa + θb + θc + θd = 0
for some a, b, c and d. We can write this equivalently as θa
(
1 + θb−a + θc−a + θd−a
)
= 0.
Therefore, without loss of generality, we may assume that 1+θa+θb+θc = 0 is satisfied for
some a, b and c. We choose the vector ofGR(4, m) with nonzero entries {−1, 1, 1, 1, 2}. We
assume that c∞ is 0 or 2. The coordinates 0, a, b and c correspond to the nonzero entries
of the codeword of H . We may assume c0 = −1 without loss of generality. Otherwise,
for example, for the case ca = −1, it can be reduced to the case c0 = −1 by multiplying
1− γa + γb + γc = a0 + 2a1 by γ
−a. We put
− 1 + γa + γb + γc = a0 + 2a1, a0, a1 ∈ T . (4.3)
By applying the map τ in (4.3), we can obtain
a0 =
(
−1 + γa + γb + γc
)2m
= 1 + γa + γb + γc + 2
(
γ2
m−1a + γ2
m−1b + γ2
m−1c
+γ2
m−1(a+b) + γ2
m−1(a+c) + γ2
m−1(b+c)
)
. (4.4)
If we multiply (4.4) by 2, then we have
2a0 = 2
(
−1 + γa + γb + γc
)
. (4.5)
From 2
(
−1 + γa + γb + γc
)
= 2
(
1 + θa + θb + θc
)
= 0, we see a0 is zero.
We can calculate a1 as follows:
2a1 =
(
−1 + γa + γb + γc
)
−
(
−1 + γa + γb + γc
)2m
= 2
(
1 + γ2
m−1a + γ2
m−1b + γ2
m−1c + γ2
m−1(a+b) + γ2
m−1(a+c) + γ2
m−1(b+c)
)
,
a1 = 1 + θ
2m−1a + θ2
m−1b + θ2
m−1c + θ2
m−1(a+b) + θ2
m−1(a+c) + θ2
m−1(b+c). (4.6)
By using the Frobenius automorphism, we have
1 + θ2
m−1a + θ2
m−1b + θ2
m−1c =
(
1 + θa + θb + θc
)
2m−1 = 0.
Thus we have
a1 = θ
2m−1(a+b) + θ2
m−1(a+c) + θ2
m−1(b+c). (4.7)
Hence the coordinate d such that
− 1 + γa + γb + γc = 2γd (4.8)
is determined as 2γd = 2
(
θ2
m−1(a+b) + θ2
m−1(a+c) + θ2
m−1(b+c)
)
. Otherwise −1+ γa+ γb +
γc = 0.
For the case −1 + γa + γb + γc = 0, the codeword must have c∞ = 2 to satisfy the
first row equation (3.1) and its image satisfies θa+b + θa+c + θb+c = 0. Thus the codeword
with Lee weight 6 is given as follows :
(
c∞ . . . c0 . . . ca . . . cb . . . cc . . .
2 . . . −1 . . . 1 . . . 1 . . . 1 . . .
)
. (4.9)
This is Case 3 in Table 1 of the theorem.
For the case −1 + γa + γb + γc = 2γd where 2γd = 2
(
θ2
m−1(a+b) + θ2
m−1(a+c)+
θ2
m−1(b+c)
)
, the codewords must have c∞ = 0 to satisfy the first row equation (3.1).
Thus the codeword with Lee weight 6 is given as follows :
(
c∞ . . . c0 . . . ca . . . cb . . . cc . . . cd . . .
0 . . . −1 . . . 1 . . . 1 . . . 1 . . . 2 . . .
)
. (4.10)
This is Case 4 in Table 1 of the theorem. If we assume c∞ = ±1, then we obtain Cases
1 and 2 by similar calculations and the coordinate c is determined from the codeword of
the extended Hamming code.
We consider the vector of GR(4, m) whose image by η is the codeword of H with
Hamming weight 6. Then we obtain Cases 5 and 6 if c∞ = 0 and Cases 7, 8, 9 and 10 if
c∞ = ±1 in the same way.
Next, we assume m is even. To satisfy (3.1), the codewords of P4 with the Lee weight
4 have nonzero values {1, 1,−1,−1} or {1, 1, 1, 1}.
If we consider the codewords with nonzero values {1, 1,−1,−1} and c∞ = 0, then it
must satisfy γa + γb − γc − γd = 0, that is a = d and b = c from Lemma 2. It contradicts
the assumption. On the other hand, if the codeword has c∞ = ±1 it will also contradicts
point (2) of Lemma 2.
Hammons et al. [1] showed that γ2t + γt + 1 = 0 is satisfied where t = (2m − 1)/3
and the codeword with nonzero entries c∞ = c0 = ct = c2t = 1 has the Lee weight 4. The
codeword with c∞ = 0 and 4 other nonzero entries also has the Lee weight 4. Hence we
have Case 11 and Case 12.
We find the minimum Lee weight of P8 over Galois rings of characteristic 8 by trans-
formation of the codewords of P4 in Tables 1 and 2.
Theorem 4. The minimum Lee weight of P8 over Galois rings of characteristic 8 with
length 2m is 6, for m ≥ 3 .
Proof. We know that the minimum Lee weight of P4 is 6 for odd extensions and 4 for
even extensions [1]. For odd extension, if there exists the codeword with Lee weight 6 of
P8, then the minimum Lee weight of P8 is 6 from Lemma 1.
The image by the map µ of this codeword is a codeword of P4 with Lee weight 6
and the image under the map η is a codeword of an extended Hamming code with the
Hamming weight 4 or 6.
Notice that any element α8 ∈ GR(8, m) has the unique representation
α8 = a0 + 2a1 + 4a2
where a0, a1, a2 ∈ T and µ (α8) ∈ GR(4, m) and τ (α8) = α
2m
8 = a0.
We assume that the image of the codeword of P8 by the map µ is the codeword of P4
which satisfies 1 + γa + γb = 2γc, a 6= b 6= c, for Case 1 in Table 1 of Theorem 3.
We put
1 + ξa + ξb = a0 + 2a1 + 4a2, a0, a1, a2 ∈ T . (4.11)
By applying the map τ to the equation (4.11), we can write
a0 =
(
1 + ξa + ξb
)
2m
= 1 + ξa + ξb + 4
(
1 + ξ2
m−1a + ξ2
m−1b
)
·
(
ξ2
m−2a + ξ2
m−2b + ξ2
m−2(a+b)
)
(4.12)
+6
(
ξ2
m−1a + ξ2
m−1b + ξ2
m−1(a+b)
)
.
From 4
(
1 + (ξa)2
m−1
+
(
ξb
)2m−1)
= 4
(
1 + (θa)2
m−1
+
(
θb
)2m−1)
= 4
(
1 + θa + θb
)2m−1
=
0, we have
a0 = 1 + ξ
a + ξb + 6
(
ξ2
m−1a + ξ2
m−1b + ξ2
m−1(a+b)
)
. (4.13)
We can verify a0 = 0, by multiplying (4.13) by 4,
4a0 = 4
(
1 + ξa + ξb
)
= 4
(
1 + θa + θb
)
= 0.
We can calculate a1 and a2.
2a1 + 4a2 =
(
1 + ξa + ξb
)
−
(
1 + ξa + ξb
)2m
,
2a1 + 4a2 = 2
(
ξ2
m−1a + ξ2
m−1b + ξ2
m−1(a+b)
)
,
a1 + 2a2 = γ
2m−1a + γ2
m−1b + γ2
m−1(a+b). (4.14)
Let γu = γ2
m−1a and γv = γ2
m−1b. We can calculate a1 by applying the map τ ,
a1 =
(
γu + γv + γu+v
)2m
= γu + γv + γu+v + 2γ2
m−1(u+v)
(
1 + γ2
m−1u + γ2
m−1v
)
.
From 2
(
1 + (γu)2
m−1
+ (γv)2
m−1
)
= 2
(
1 + (θa)2
2m−2
+
(
θb
)22m−2)
= 0, we have
a1 =
(
γu + γv + γu+v
)2m
= γu + γv + γu+v = γ2
m−1a + γ2
m−1b + γ2
m−1(a+b). (4.15)
By substituting (4.15) to (4.14), we can get a2 = 0. Hence we have
a0 = 0,
a1 = γ
2m−1a + γ2
m−1b + γ2
m−1(a+b),
a2 = 0.
Consequently, the coordinate c such that
1 + ξa + ξb = 2ξc
is determined as 2ξc = 2
(
γ2
m−1a + γ2
m−1b + γ2
m−1(a+b)
)
. For the cases when c = 0, a and
b, it contradicts the minimum Lee weight of P4 is 6.
The codewords is as follows :
(
c∞ c0 . . . ca . . . cb . . . cc . . .
−1 1 . . . 1 . . . 1 . . . 6 . . .
)
.
The Lee weight of this codeword is 6. In subsection 3.1, we showed the existence of a
codeword of the extended Hamming code with Hamming weight 4. It ensures the existence
of this codeword. We also prove the codewords corresponding to Case 9 and 10 in Table
1 has the Lee weight 6 and it ensures the existence of these codewords from the codeword
of the extended Hamming code mentioned in subsection 3.1.
Next we assume the image of the codeword of P8 by the map µ satisfies 1+γ
t+γ2t = 0
where γ3t = 1 and t = 2
m−1
3
for Case 11 of Table 1 of Theorem 3. So, 1 + θt + θ2t = 0 is
also satisfied.
We put
1 + ξt + ξ2t = a0 + 2a1 + 4a2, a0, a1, a2 ∈ T . (4.16)
By applying the map τ in (4.16), we can write
a0 =
(
1 + ξt + ξ2t
)2m
= 1 + ξt + ξ2t + 4
(
1 + ξ2
m−1t + ξ2
m−12t
)
·
(
ξ2
m−2t + ξ2
m−22t + 1
)
+6
(
ξ2
m−1t + ξ2
m−12t + 1
)
.
From 4
(
1 + (ξt)
2m−1
+ (ξ2t)
2m−1
)
= 4
(
1 + (θt)
2m−1
+ (θ2t)
2m−1
)
= 4 (1 + θt + θ2t)
2m−1
=
0, we obtain
a0 = 1 + ξ
t + ξ2t + 6
(
ξ2
m−1t + ξ2
m−12t + 1
)
.
Thus we verify a0 = 0 from 4a0 = 0. We can calculate a1 and a2.
2a1 + 4a2 =
(
1 + ξt + ξ2t
)
−
(
1 + ξt + ξ2t
)2m
,
2a1 + 4a2 = 2
(
ξ2
m−1t + ξ2
m−12t + 1
)
,
a1 + 2a2 = γ
2m−1t + γ2
m−12t + 1. (4.17)
From applying the Frobenius automorphism, we have (1 + γt + γ2t)
2m−1
= 0, that is
a1 + 2a2 = 0. Thus we obtain a0 = a1 = a2 = 0, then
1 + ξt + ξ2t = 0.
The codewords is as follows :(
c∞ c0 . . . ct . . . c2t . . .
5 1 . . . 1 . . . 1 . . .
)
and the Lee weight of this codeword is 6. It concludes that the minimum Lee weight of
P8 is 6.
We will give some examples of the codewords with the minimum Lee weight 6 to clarify
our proof.
Examples of the codewords with the minimum Lee weight of P8
1. We give the example of the codeword with minimum Lee weight which generated
by searching the weight of the codewords over GR(8, m) by computer programs.
• For case m = 3, we found the codeword c = (7, 1, 1, 6, 0, 0, 1, 0) has the mini-
mum Lee weight 6 by computer search.
• For casem = 4, we found the codeword c = (7, 1, 6, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0)
and c = (5, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0) have the minimum Lee weight 6
by computer search. By consider Table 1 and Table 2 of Theorem 3, we can
see that the first codeword transformed from Case 1 and the second codeword
transformed from Case 11.
2. Form = 3, it is easy to see 1+θ+θ5 = 0 is satisfied where θ is a root of the primitive
polynomial h2(X) = X
3 + X2 + 1. Next we assign the value of c which satisfies
1 + γ + γ5 = 2γc, where γ is a root of the primitive basic irreducible polynomial
h4(X) = X
3−X2− 2X − 1. We obtain c = 2. From the equation 1+ γ+ γ5 = 2γ2,
it is sufficient to determine the sign of the equation 1 + ξ + ξ5 = ±2ξ2, where ξ is
a root of the primitive basic irreducible polynomial h8(X) = X
3 − 5X2 − 6X − 1.
Thus we obtain the codeword c = (7, 1, 1, 6, 0, 0, 1, 0) of P8 with the minimum Lee
weight 6. We do the same scheme for the case m = 4 and know the codeword
c = (7, 1, 1, 0, 0, 1, 6, 0, 0, 0, 0, 0, 0, 0, 0, 0) has the minimum Lee weight 6.
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