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ABSTRACT
Contraﬂow, or lane reversal, is a way of increasing outbound
capacity of a real network by reversing the direction of in-
bound roads during evacuations. The contraﬂow is consid-
ered a potential remedy to solve congestions during evacua-
tions in context of homeland security and natural disasters
(e.g., hurricanes). Currently available contraﬂow algorithms
only tackle a single-source and multiple-destinations situa-
tion. These approaches cannot handle a multiple-sources
problem which is harder due to conﬂicts across the optimal
paths from diﬀerent sources.
We formally deﬁne the evacuation situations using graph
and ﬂow theory and show the NP completeness of the con-
traﬂow problem. We propose two capacity-aware global con-
traﬂow heuristics that produce contraﬂow conﬁguration in
the presence of conﬂicts among routes preferred by diﬀerent
source nodes. We evaluate proposed heuristics experimen-
tally using synthetic networks as well as real world datasets.
In addition, we provide algebraic cost model. Experimen-
tal results show that our contraﬂow heuristics can reduce
evacuation time by 30% or more.
Categories and Subject Descriptors
F.2.0 [Theory of Computation]: Analysis of Algorithms
and Problem Complexity—General
General Terms
Algorithms, Experimentation
Keywords
contraﬂow, lane reversal, evacuation planning, time expanded
graph, combinatorial optimization, simulated annealing
1. INTRODUCTION
Evacuation planning is currently an issue of major impor-
tance due to the increasing risks both from terrorist attacks
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and natural disasters. From the perspective of transporta-
tion system, colossal traﬃc jams during evacuation process
have been the main issue. In the aftermath of hurricanes
George in 1998 and Floyd in 1999, the transportation com-
munity observed the need for increased evacuation route
capacity as well as more accurate estimate of evacuation
time[22].
Contraﬂow, or lane reversals, has been discussed as a po-
tential remedy to solve such tremendous congestion by in-
creasing outbound evacuation route capacity. Today, eleven
of the 18 coastal states threatened by hurricanes consider
the use of contraﬂow as part of their evacuation strategy[21].
Although contraﬂow is primarily important for evacuations,
its applications are not limited. The two center lanes of
the highway system in Washington, D.C. are used in reverse
laning fashion to eﬃciently control capacity for morning and
evening peak time. The utilization of contraﬂow after foot-
ball games is another typical example of a source, multiple
destinations situation.
In spite of its importance and various applications, re-
searchers have yet to address the contraﬂow problem from
a computational perspective. Computerized contraﬂow de-
sign may help not only developing the optimized network
conﬁguration but also quantifying the evacuation time of
the result network.
Thus, we formulate the contraﬂow problem with the help
of graph and ﬂow theory. With a given evacuation situa-
tion using a directed and capacitated graph with multiple
sources and multiple destinations, we want to ﬁnd a reconﬁg-
ured network by contraﬂow with the objective of minimizing
evacuation time. In addition to the problem formulation, we
conjecture that the contraﬂow problem is NP complete and
provide proof outline. The understanding of NP complete-
ness on the problem is a stepping stone to the application
of combinatorial optimization techniques to the contraﬂow
problem.
To our knowledge, algorithms described in [14] are the
only ones tackling the contraﬂow problem. In their evacua-
tion modeling, an evacuation zone consists of a source and
multiple destinations. Their solution is reduced to ﬁnding
the optimal paths from the single source to the destinations
and overlaying them. This approach is not eﬀective when
there are one or more speciﬁc destinations for evacuees, who
are located at multiple nodes in the transportation network.
The approach breaks down due to conﬂicts across the opti-
mal paths from diﬀerent sources.
On the other hand, we present capacity-aware global con-
traﬂow planning heuristics that can produce contraﬂow net-work conﬁguration in the presence of multiple sources with
conﬂicting paths to destinations. Our ﬁrst approach is Flip
High Flow Edge (FHFE) which ﬂips edges with priorities
and produces an appropriate level of result quality with
fast running time. Our second approach is based on Sim-
ulated Annealing (SA) which aggressively improves evacu-
ation time by escaping local minima in an iterative way.
Each approach is evaluated and examined with both syn-
thetic transportation networks for scalability test as well as
a nuclear power plant failure scenario in Monticello, Min-
nesota, U.S.. Both real and synthetic datasets show that
the evacuation time of our FHFE is close to that of the SA
in spite of its fast running time. In addition, our heuristics
can reduce evacuation time by a third.
The rest of the paper is organized as follows. Section 2
formulates the contraﬂow problem and shows NP complete-
ness of the contraﬂow problem. Section 3 presents related
work. In Section 4, we describe the two heuristics. Section 5
presents experiment setup information and evaluation of the
approaches. Section 6 discusses related knowledge to under-
stand the contraﬂow problem. Finally, section 7 summarizes
and concludes with a discussion about future work.
2. PROBLEM DEFINITION
Section 2 consists of two subsections. The ﬁrst subsection
formulates the contraﬂow problem and gives an illustrative
example. The second subsection discusses the NP complete-
ness of the contraﬂow problem.
2.1 Problem Formulation
We understand the evacuation planning as a process to re-
move residents in a dangerous area to safe places as quickly
as possible. It is necessary to represent the situation with
a mathematical graph structure. Let G(V, E) be a directed
network with V, the set of vertices and E, the set of edges.
Each vertex has an initial occupancy value, that is, the num-
ber of residents to evacuate and vertex capacity. Each edge
also has an edge capacity and constant travel time. The
evacuation situation can have multiple source vertices and
destination vertices. Evacuation time is deﬁned as a period
from the moment when a ﬁrst evacuee leaves a source vertex
to the moment when a last evacuee arrives at a destination
vertex. We want to ﬁnd a reconﬁgured network by con-
traﬂow with the objective of minimizing evacuation time.
The following is the summary of our contraﬂow problem.
Given: 1. Transportation network, directed graph G(V,E)
2. Each vertex has initial occupancy and capacity.
3. Each edge has capacity and travel time.
4. Source and destination vertices.
Find: Contraﬂow network conﬁguration
Objective: Minimize evacuation time.
Constraint:
1. Travel time and capacity are constant.
2. Flipping a portion of the lanes is not allowed.
Figure 1 illustrates a simple evacuation situation on a
transportation network. Each vertex represents a city with
initial occupancy and its capacity. City A has 40 people
and also capacity 40. Vertices A and C are modeled as
source vertices, while vertex E is modeled as a destination
vertex (e.g., shelter). Each edge represents a road between
two cities with travel time and its capacity. For example, a
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Figure 1: Graph Representation of an Evacuation
Situation
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Figure 2: Two Possible Contraﬂow Conﬁgurations
from Figure 1
highway segment between cities A and B has travel time 1
and capacity 3. If we assume that a time unit is 5 minutes,
it takes 5 minutes for evacuees to travel from A to B and
maximum 3 evacuees can simultaneously travel through the
edge. Vertices B and D have no initial occupancy and only
work as transshipment vertices. If we apply a minimum cost
ﬂow algorithm to this conﬁguration, evacuation time is 22.
Figure 2 illustrates two possible contraﬂow conﬁgurations
based on the graph in Figure 1. All the two-way edges used
in the original conﬁguration are merged by capacity and di-
rected in favor of increasing outbound evacuation capacity.
There are two candidate conﬁgurations that diﬀer in the di-
rection of edges between vertices B and D. If we apply the
minimum cost ﬂow algorithm to both conﬁgurations, the left
conﬁguration has evacuation time 11, while the right conﬁg-
uration has evacuation time 14. We can observe that both
conﬁgurations not only reduce but also diﬀer in evacuation
time. Even though the time diﬀerence is just 3 in this exam-
ple, the diﬀerence may be signiﬁcantly diﬀerent in case of a
complicated real network. This example illustrates the im-
portance of choice among possible network conﬁgurations.
Moreover, we have to know that there are critical edges af-
fecting the evacuation time such as edge (B, D) in Figure
2.
In addition, we can identify some drawbacks of existing
approach with this example. Suppose that the graph in
Figure 1 is solved by overlaying Dijkstra’s shortest paths.
One path is A, B, and E and the other path is C, D, B
and E. Thus, the resulting paths do not utilize all the edges
eﬀectively because the solution does not consider ﬂow and
capacity of the given graph. If we assume that this example
is a multiple-sources and multiple-destinations (e.g., E’, E”)
problem, it is possible that two paths, A-B-D-E’ and C-D-B-E”, may conﬂict on the edge (B, D).
We made two assumptions in our evacuation modeling.
First, we assume that edge travel time and capacity are con-
stant. In reality, travel time of an edge is not ﬁxed as con-
stant, but may be density dependent. Incorporating micro-
scopic traﬃc models into our heuristics has tradeoﬀ between
performance and model realism. Second, we only consider
reversing whole lanes for simplicity. In an actual implemen-
tation of contraﬂow, it is possible to reverse some portion of
lanes.
2.2 How Hard Is The Contraﬂow Problem?
As of the editing time of this paper, we conjecture that
the contraﬂow problem is NP complete. The sketch of proof
outline is described in this section. In general, the process
of devising an NP completeness proof for a decision problem
Π consists of the following four steps[8].
1. Showing that Π is in NP,
2. Selecting a known NP complete problem Π
′,
3. Constructing a transformation f from Π
′ to Π, and
4. Proving that f is a (polynomial) transformation.
In our process of proof, we select the known NP complete
problem as 3-SATISFIABILITY (3SAT) problem which is
almost the root of other NP complete problems and is de-
rived from SATISFIABILITY problem whose NP complete-
ness is proven by Cook[8]. The 3SAT problem is speciﬁed
as follows:
3SAT
INSTANCE: Collection C = c1,c2,...,cm of clauses on a
ﬁnite set U of variables such that |ci| = 3 for 1 ≤ i ≤ m.
QUESTION: Is there a truth assignment for U that
satisﬁes all the clauses in C?
The EVAC-TIME used in the following deﬁnition is a
polynomial function that can calculate evacuation time of
a given graph. For simplicity, each edge in an undirected
graph G should be ﬂipped in either way.
CONTRAFLOW
INSTANCE: An undirected graph G = (V, E) with initial
occupancy o(v) ∈ Z
+ (where Z
+ denotes the positive inte-
gers) for some v ∈ V, destination vertices for some v ∈ V,
capacity c(e) ∈ Z
+ and travel time t(e) ∈ Z
+ for each e ∈ E,
a directed graph G’ = (V, E’) and evacuation time bound
B ∈ Z
+.
QUESTION: Is there a function f : e → [{u,v}, {v,u}] for
each e ∈ E where {u,v} or {v,u} is a directed edge in E’
such that EVAC-TIME(G’) ≤ B?
Conjecture 1. CONTRAFLOW is NP complete.
Proof: It is easy to see that CONTRAFLOW ∈ NP, since
a nondeterministic algorithm need only guess a new directed
graph G’ by ﬂipping all edges randomly and check in poly-
nomial time that G’ has evacuation time B or less.
We transform 3SAT to CONTRAFLOW. Let U = {u1,u2,
...,un} and C = {c1,c2,...,cm} be any instance of 3SAT. We
must construct a graph G’ = (V, E’) and a positive integer
B such that G’ has an evacuation time B or less if and only
if C is satisﬁable.
The construction consists of a source component, a des-
tination component and a ﬂipping component between the
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Figure 3: CONTRAFLOW instance resulting from
3SAT instance in which U =
fu1,u2,u3,u4
g and C =
f
fu1,u3,u4
g,
fu1,u2,u4
g
g.
source and destination components. The source component
consists of vertices s1,s2,...,sm with o(s) = 1. The desti-
nation component consists of two layers. First layer con-
sists of each literals and their negated literals in U (i.e.,
u1,u1,u2,u2,...,un,un). Second layer consists of XOR of each
pair of literals (i.e., u1⊕u1,u2⊕u2,...,un⊕un). This XOR
layer serves as a destination node set in the CONTRAFLOW
problem. The two nodes in a pair (ui and ui) in the ﬁrst
layer are connected to each XOR node (ui⊕ui) in the sec-
ond layer with edges each of whose t(e) = 1 and c(e) =
1. Finally, a ﬂipping component consists of edges with the
following deﬁnition. For each clause cj ∈ C, let the three lit-
erals in cj be denoted by xj, yj, and zj. Then, the edges are
{sj,xj}, {sj,yj}, {sj,zj} each of whose t(e)=0 and c(e)=1.
Figure 3 shows an example of the contraﬂow graph obtained
when U = {u1,u2,u3,u4} and C = {{u1,u3,u4},{u1,u2,u4}}.
It is easy to see how the construction can be accomplished
in polynomial time. All that remains to be shown is that C
is satisﬁable if and only if EVAC-TIME(G’) ≤ B by ﬂipping
edges in G to prove that the above construction is indeed a
transformation.
→: Suppose that C is satisﬁable. If we deﬁne the function
f as e = {u,v} if v is TRUE or e = {v,u} if v is FALSE (i.e.,
draw arrow head on the TRUE node and arrow tail on the
FALSE node). We assume that B is equal to the number of
source nodes. If C is satisﬁable, at least one edge from each
source node will be directed toward the destination compo-
nent. This guarantees that one occupancy in each source
node can evacuate to the destination nodes (second layer
in the destination component) with at most B evacuation
time. The worst case evacuation time B happens when all
the source nodes are pointed to one node in the ﬁrst layer
of destination component.
←: Suppose that EVAC-TIME(G’) ≤ B by using the
same ﬂipping function f described above. For each occu-
pancy in each source node to evacuate to a destination node,
at least one edge from the source node should be directed
toward the ﬁrst layer of destination component. This guar-
antees that C is satisﬁable.
3. RELATED WORK
The material and literature on evacuations in general and
the contraﬂow problem in particular have been published
from various domains including social and behavioral sci-
ences, transportation, and mathematics[5, 4]. A survey by
[22] of evacuation issues and contraﬂow revealed that plan-
ners have no recognized standards or guidelines for the de-
sign, operation, and location of contraﬂow segments. Many
states threatened by hurricanes and considering contraﬂowplans were dependent on past evacuation experiences.
Past papers and Department of Transportation reports[22,
21, 20, 6] have mainly tackled the managerial and opera-
tional aspects of contraﬂow such as signal control, merging
and cost. When planners design network conﬁguration for
evacuation scenarios, they mainly depend on past experi-
ences and guesses. Such approaches may be eﬀective to de-
cide the direction of main highway contraﬂows. However, it
is almost impossible to depend on past experience alone to
deal with a large transportation network with changing de-
mographic data and temporal factors such as construction
zones.
[14] introduced two diﬀerent contraﬂow algorithms from
a computer science perspective. One is based on a multi-
cast routing problem and the other is based on breadth-ﬁrst
graph traversal. These algorithms can handle only a single-
coordinated incident due to conﬂicts of multiple optimal
paths preferred by diﬀerent source nodes in case of multiple-
sources and multiple-destinations evacuation model. They
did not clearly describe the use of diﬀerent link capacities
in the construction of optimal routes. On the other hand,
our heuristics can handle the multiple-sources and multiple-
destinations evacuation situation which has inherently con-
ﬂicting edges by more than a path from diﬀerent sources.
Our heuristics also explicitly use capacity as an important
factor to decide road directions. Our proposed heuristics can
consistently reduce evacuation time by more than a third.
In addition, each heuristic has its own set of properties.
4. PROPOSED HEURISTICS
In this section, we introduce two diﬀerent approaches to
generate contraﬂow network conﬁgurations. The ﬁrst ap-
proach is tailored to the properties of contraﬂow and ﬂow
theory using a greedy algorithm, while the other approach
exploits combinatorial optimization technique.
4.1 Flip High Flow Edge (FHFE):
A Greedy Approach
4.1.1 Time Expanded Graph and
Minimum Cost Flow Theory
To understand the details of FHFE algorithm, it is nec-
essary to have related background knowledge. Thus, two
important concepts are described in this subsection: time
expanded graph and minimum cost ﬂow theory.
We can consider the time expanded graph as a discrete
time expansion of a static network ﬂow problem[12]. Given
a directed network G(V,E), we can deﬁne the time expanded
graph GT in the following way.
Deﬁnition 1. Let G(V,E) be a directed network with V
the set of vertices with initial occupancy Vocc and vertex
capacity Vcap and E the set of edges with travel time λid1,id2
and edge capacity. The time expanded graph GT(VT,ET)
associated with G(V,E) over a time horizon T is deﬁned as:
S is super source and D is super destination.
VT := {Vid,t | id ∈ vertex id of V and t = 0, 1, ···, T}
ET :=
{(Vid,t, Vid,t+1) | id ∈ vertex id of V and t = 0, ···, T-1}
∪ {(Vid1,t1, Vid2,t2) | id1, id2 ∈ vertex id of Eid1,id2 and t2
= t1 + λid1,id2}
∪ {(S, Vid,0) | id ∈ vertex id of V with Vocc > 0}
S
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Figure 4: Time Expanded Version of the Graph in
Figure 1
∪ {(Vid,t, D) | id ∈ vertex id of V with Vocc = ∞ and t =
1, ···, T}
In the above deﬁnition, the (Vid,t, Vid,t+1) edge is called
a holdover edge because when a ﬂow runs through Vid,t and
Vid,t+1 it means that evacuees corresponding to the ﬂow size
are staying in the same vertex Vid during the time period
t and t+1. On the other hand, the (Vid1,t1, Vid2,t2) edge is
called a movement edge because evacuees corresponding to
the size of ﬂow running through the two vertices are moving
from Vid1 to Vid2 in original network G. In Figure 4, edge
A0-A1 is an example of a holdover edge while edge A0-B1
is an example of a movement edge.
The time horizon T should be greater than the ﬁnal evac-
uation time. Thus we need to set an arbitrary great value
to T when we run a case the ﬁrst time. After the ﬁrst run,
we should reduce T as close to the evacuation time as possi-
ble to reduce system memory and run time. The unit time
should not necessarily be 1 second. The choice of unit time
depends on the model realism and complexity.
It would be easy to understand if we follow the steps of
constructing the time expanded graph shown in Figure 4
derived from Figure 1. The graph in Figure 1 will be called
’original graph’ in this description. Let us start with showing
how nodes are generated in time expanded graph. Each col-
umn nodes (e.g., A0, B0, ..., E0) in the time expanded graph
in Figure 4 correspond to the original graph at the given time
(e.g., time 0). Thus each node id in time expanded graph
(e.g., ’A0’) represents the combination of node id in originalgraph (e.g., ’A’) and time (e.g., time ’0’). We duplicate orig-
inal graph over time period from 0 to T (time horizon). At
ﬁrst, T should be set the value large enough to exceed evac-
uation time. If we get approximate evacuation time later,
the T should reduce to slightly greater than the evacuation
time to save memory and reduce running time. In the next
step we add super source(id ’S’) with supply corresponding
to the total number of evacuees in original graph (e.g., 40 +
20 = 60) and super destination(id ’D’) with demand of the
same value of supply in negative. Now we generated all the
necessary nodes in time expanded graph.
Edges are constructed in the following way. Edges from
super source ’S’ go to the nodes with initial occupancy at
time 0 (e.g., A0 and C0). Edges to super destination ’D’
come from the destinations in original graph at time > 0.
Edges connecting two nodes with same node id are holdover
edges. If ﬂow goes through the holdover edge, it corresponds
to evacuees staying from time t to time t+1 (e.g., ﬂow from
A0 to A1 means that evacuees stay at node A from time
0 to 1). Edges connecting two nodes with diﬀerent node
ids are movement edges. If ﬂow goes through the move-
ment edge, it corresponds to evacuees running between the
nodes (e.g., ﬂow from A0 to B1 means that evacuees run
from A to B from time 0 to 1). Especially, all the holdover
edges and movement edges have 0 travel time. Only edges
between destination vertices and super destination D have
travel time corresponding to their time. This special travel
time assignment is the key point of a time expanded graph
and enables minimum cost ﬂow theory.
After constructing the graph structure, we send ﬂow from
S to D through time expanded graph. One example ﬂow is
the thick edges on the ﬁgure. The maximum capacity along
the path is 2. Thus, only two evacuees can escape through
the path. The travel times of edges (A,B) and (B,E) in
original graph are respectively 1. Thus, the two evacuees
should go through node E2 on time expanded graph because
it takes two time units in original graph. If we ﬁnd a set of
shortest paths based on available capacity, the set naturally
becomes evacuation plan because each ﬂow amount in the
ﬂow set corresponds to a group of evacuees escaping in min-
imal evacuation time. The description in this paragraph is
based on minimum cost ﬂow theory. The solution produced
by minimum cost ﬂow algorithm is always optimal in the
sense that we can acquire the minimum evacuation time.
4.1.2 FHFE
The basic assumption of FHFE heuristic is that the edges
more frequently used in the original network conﬁguration
for an evacuation plan help determine the selection of edge
ﬂippings. Therefore, we need to know the ﬂow history of
the original network conﬁguration in advance by applying a
minimum cost ﬂow algorithm on the time expanded graph
of the original network conﬁguration. If a ﬂow history value
is assigned to each edge, we can choose the direction of two-
way edges in favor of increasing outbound capacity in the
following way. If one of the two-way edges in the original
network conﬁguration is used while the opposite edge is not
used, we ﬂip the opposite edge to increase capacity. If both
edges are used in the original network conﬁguration, we ﬂip
the edge which has less ﬂow history.
Algorithm FHFE;
1. Generate a time expanded graph from the given network;
2. Apply minimum cost static ﬂow network algorithm on
Edge Flow Edge Flow
A-B 59 D-B 17
B-E 42 B-D 15
C-D 26 D-C 6
B-A 19 E-B 0
D-E 18 E-D 0
Table 1: Flow History of the Simple Network in
Figure 1 used for FHFE
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Figure 5: Contraﬂowed Conﬁguration of the Simple
Network in Figure 1 using FHFE
the time expanded graph;
3. Set ﬂow history value from step2 to each edge and
sort edges by ﬂow values in descending order;
4. For the ﬁrst m% of edges in the sorted edge set,
change the direction of each edge toward the direction
of larger ﬂow;
5. Apply minimum cost static ﬂow network algorithm
to the conﬁguration from step4 to get the ﬁnal
evacuation time;
If we use an existing minimum ﬂow program such as NET-
FLO[15] or RelaxIV[1], the program produces a ﬂow history
of each edge as well as a total cost value. In step 3, the ﬂow
history value is assigned to each edge in the original network
conﬁguration and edges are sorted by ﬂow values in the edge
set. Edges with more ﬂow values tend to be more meaning-
ful in the context of contraﬂow. Thus, we select only the
ﬁrst m% of such meaningful edges and ﬂip them in favor of
increasing outbound capacity. The selection percentage m
is a degree of contraﬂow parameter. The eﬀect of parameter
m will be examined in the evaluation section.
The time expanded graph for our simple case in the prob-
lem deﬁnition section is illustrated in Figure 4. Table 1
shows the ﬂow history generated by applying the minimum
cost ﬂow algorithm to the time expanded graph and sorted
by ﬂow values in descending order. If we send ﬂow through
(A,B) several time in original graph (e.g., ﬂow 2 through A-
B-E and ﬂow 1 through A-B-D-E, etc.), the cumulative value
will be 40 until the initial occupancy 40 empties. Someone
may wonder why ﬂow between A and B is 59, not 40 in
Table 1. It is because some portion of ﬂows oscillated be-
tween A and B. The ﬂow 19 of edges (B-A) oﬀsets ﬂow 59
of edges (A-B). Suppose m is 70%. Then, we can ﬂip the
ﬁrst seven edges A-B, B-E, C-D, B-A, D-E, D-B and B-D in
support of increasing capacity. Especially for edges between
B and D, the ﬂow from D to B is greater than from B to D.e
v
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Figure 6: State Space Landscape of A Contraﬂow
Problem
Thus, we ﬁx the edge from D to B. The resulting conﬁgura-
tion is shown in Figure 5. With the new conﬁguration, the
evacuation time is reduced from 22 to 11.
For the run time analysis, suppose that there are n ver-
tices and m edges in the original network G with initial
occupancy p. The run time of step 1 and 4 in the FHFE
is trivial. The step 3 takes O(mlogm) if we use well-known
sorting algorithms like heap, merge or quick sort. Thus, the
dominant run time part of the FHFE is step 2 and 5 where
we apply minimum cost maximum ﬂow algorithm to the
time expanded network GT. Let T be the time horizon, or
maximum evacuation time. Then, the upper bound of nodes
in GT is N = n(T + 1). The upper bound of edges in GT is
M = (n + m)T + m - Σ(i,j)∈mλij where λij denotes travel
time of edge (i,j)[12]. The asymptotically fastest method
for ﬁnding a min-cost max-ﬂow is designed by [19] and runs
in O(MlogN(M + NlogN)) in GT.
If we assume that the transportation network is sparse
with the average degree of vertices 3, we can consider that
m = (3*n)/2 = 1.5n. We can also assume that the maximum
evacuation time T is proportional to the occupancy value p.
Then, we can assume that N is proportional to np and M
is also proportional to np. Thus, the above run time can be
reduced in the following way.
O(MlogN(M + NlogN))
= O(nplognp(np + nplognp))
= O(n
2p
2log
2(np))
4.2 Simulated Annealing (SA)
If we can interpret the contraﬂow problem as NP com-
plete, we can focus on ﬁnding a ”good” solution rather than
trying to ﬁnd an optimal solution. If we assign the evacua-
tion time to a given system as a cost function or objective
function, the ”goodness” of a contraﬂowed network can be
quantitatively measured. Thus, if we draw a state space
landscape with evacuation times, our problem is equivalent
to the search problem of ﬁnding the lowest valley (see Figure
6). In other words, we can interpret the contraﬂow problem
as a combinatorial optimization problem due to its NP com-
plete characteristic.
Simulated annealing (SA) is a general purpose combina-
torial optimization technique formulated by Kirkpatrick et
al. in 1983[18]. The SA method was created as an analogy
to annealing process of liquid cooling with the goal of escap-
ing from local minima on a combinatorial search landscape.
Many applications have been reported to utilize SA as a
tool to solve large-scale combinatorial optimization prob-
evacuation time
5
10
15
20
25
Figure 7: Possible Iterations of the SA for the Sim-
ple Network used in Figure 1
lems, from a typical traveling salesman problem to compli-
cated chip layout design.
The new perturbation is accepted when the new objective
function value improves or the gap between the old objective
function and new objective function of inferior perturbation
is within the formulated probability. By accepting some in-
ferior perturbations, SA opens the path to a global optimum.
The SA algorithm has the following structure[18].
procedure SimulatedAnnealing;
1. S := S0; {initial solution}
2. T := T0; {initial temperature}
3. iterations := i0; {initial # of iterations for inner loop}
4. repeat
5. repeat
6. NewS := perturb(S);
7. if h(NewS)<h(S) or random<e
(h(S)−h(NewS))/T
8. then accept := true;
9. else accept := false;
10. until inner loop has been repeated iterations times;
11. T := α*T; iterations := β*iterations;
12.until out of time;
(h: objective function, S: current state,
NewS: new perturbation,
random: pseudo-random number in the range [0,1],
T: cooling temperature)
To apply SA to our contraﬂow problem, we conﬁgure the
following factors. First, the initial state is the original net-
work conﬁguration for evacuation planning. Second, our
perturbation is based on ﬂipping an edge (↑↑, ↓↑ and ↓↓).
Third, the objective function is evacuation time. Fourth,
the cooling schedule and termination condition can be con-
ﬁgured with experiment parameters. Finally, the order of
ﬂipping is another random factor during simulation.
It is known that SA is not always able to ﬁnd the global
optimum, but can ﬁnd minimum values that are close to the
global minimum. In addition, the search landscape should
not have an overly steep curve. That is, the width of valleys
should be approximately proportional to their depth. We
will consider these elements in the evaluation section and
examine how the contraﬂow search problem is suitable to
the SA method.
Figure 7 is an illustrative example to show how the SA can
behave as each edge is ﬂipped in the graph used in Figure
1. First two ﬂips do not change evacuation time and draw40
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Figure 8: Nuclear Power Plant Case Map
a plateau. A change from the third to the fourth conﬁgu-
ration causes inferior movement which is allowed in the SA
algorithm. In the ﬁfth conﬁguration, the evacuation time
ﬁnally reaches the optimal state.
5. EVALUATION
5.1 Experiment Setup
We implemented and evaluated the algorithms presented
in this paper. The language used was C++ and the experi-
ments were performed on a dual CPU Pentium III 650MHz
workstation with 2GB of memory, running Linux. A pro-
gram representing graph structure was implemented with
Java.
Figure 8 shows a virtual scenario of a nuclear power plant
failure in Monticello, Minnesota. There are fourteen cities
around the facility and one destination shelter. The demo-
graphic data are based on the Census 2000 population data.
The total number of evacuees is about 42,000. If the given
situation is converted to a graph representation, the graph
has 47 vertices with 148 edges. This dataset seems to be triv-
ial size compared with large transportation network we have
seen. However, we need to select adequate size of dataset
to handle iterative experiments of simulated annealing. The
interstate highway (path 2,4,15,21,45,29,33,36 and 43) has
larger capacity than other edges. The destination is vertex
40 on the bottom right corner of the map. The evacuation
time with the original network conﬁguration is 272 min (4
hr 32 min).
We also implemented a network generator in Java to con-
duct scalability experiments. The input ﬁle format to gen-
erate a network is similar to that of NETGEN[16] which
generates transportation network with capacity constraints
and initial supplies based on input parameters. When we
changed a network size, the proportion between the num-
ber of nodes and edges was maintained according to the
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Figure 10: Evacuation Time with respect to Degree
of Contraﬂow using FHFE
Monticello network. Edge lengths and capacity values were
randomly generated within the range of Monticello network.
Therefore, the resulting synthetic networks were close to real
networks.
Figure 9 describes the experiment design to apply our al-
gorithms to the Monticello nuclear power plant case. First,
the original evacuation network is given with source and
destination vertices. The network transform tool converts
the input network into a time expanded graph with a given
time horizon T[12]. Second, we use RelaxIV as a minimum
cost ﬂow solver. We can acquire ﬂow history and evacua-
tion time from the solver. The FHFE algorithm takes the
ﬂow history as input and generates a contraﬂowed network.
In the simulated annealing algorithm, the original network
conﬁguration is used as an initial solution. The perturbed
network means a newly generated network conﬁguration by
ﬂipping an edge at each iteration step. The evacuation time
from RelaxIV is used as the objective function value to assess
the perturbed network. When the iterative process satisﬁes
a certain termination condition, it generates a ﬁnal evacua-
tion time.
5.2 Flip High Flow Edge (FHFE)
Figure 10 shows the results of applying the FHFE algo-
rithm. The x axis represents the degree of contraﬂow and the3
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Figure 11: Conﬁguration of 20% Contraﬂow Degree
using FHFE
y axis indicates evacuation time. The degree of contraﬂow
parameter m described in the algorithm description section
selects the ﬁrst m% of total edges. The best result is 170
minutes at 40% and 60% degree of contraﬂow. When the
percentage of edges contraﬂowed is 0%, it is equivalent to
the evacuation of the given original network conﬁguration.
We observe that there is a steep improvement at 20% of
contraﬂowed edges. The FHFE algorithm chooses the most
promising edges and then contraﬂows them ﬁrst. Therefore,
it is natural to observe such an improvement with a small
percentage of contraﬂow degree. Another interesting obser-
vation is that a high percentage of contraﬂow degree does
not always lead to better evacuation time. This means that
some edges should be used with both directions rather than
contraﬂowing them.
Figure 11 is a snapshot of network conﬁguration when
the degree of contraﬂow is 20%. We can observe that edges
with high capacity and edges close to the destination are
contraﬂowed.
5.3 Simulated Annealing (SA)
Experiments were performed with three diﬀerent initial
temperatures 20, 10 and 5. In all cases, the temperature
update constant α was set to 0.9. The iteration increasing
factor β was set to 1.1 and the inner loop started from 50
and the outer loop terminated at 10. For each initial tem-
perature, 30 diﬀerent random seeds were applied to change
the order of ﬂippings.
Two random seeds at initial temperature 5 generated evac-
uation time 166 minutes, which is better than that of the
FHFE algorithm. These results can be interpreted as being
close to a global minimum by escaping from several local
minima with the help of the simulated annealing character-
istic. Interestingly, the lowest initial temperature produced
the best result, which is not the case generally in simulated
annealing. The search space landscape of contraﬂow conﬁg-
urations consisted of wide plateaus and sudden jumps of the
objective function. Therefore, a signiﬁcant level of stochas-
tic factors prevented the experiment from conﬁguring ap-
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Figure 12: Evacuation Time With Respect To Num-
ber of Evacuees
propriate parameters.
5.4 Scalability
In the scalability experiment, we generated synthetic trans-
portation networks with sizes proportional to the Monti-
cello case. When we increased a network size, the propor-
tion between the vertices and edges corresponded to that of
the Monticello case. In addition, randomly generated edge
length and capacity values were also within the range of the
Monticello case. Thus, we were able to generate networks
close to a real situation. In this experiment, we wanted to
tackle two scalability issues.
• Eﬀects of Number of Evacuees The purpose of this
experiment was to evaluate how the number of evac-
uees aﬀects evacuation time. We ﬁxed the total num-
ber of vertices as well as the number of source and sink
vertices. Only the number of evacuees was varied from
5,000 to 70,000. Figure 12 presents the results regard-
ing evacuation time. The evacuation time linearly in-
creases for both the original network and contraﬂowed
network. Although the SA approach produced better
evacuation times, the FHFE also produced evacuation
times close to those of the SA.
• Running Time with respect to Network Size In
this experiment, we evaluated how the network size af-
fects the performance of the algorithm. The elements
including vertices, edges and the number of evacuees
changed proportionally with the number of vertices.
Figure 13 presents the results. The iterative property
of SA prevented us from trying big networks. Only net-
works with vertices from 50 to 150 were tested. Our
FHFE algorithm showed almost zero run time with
small networks while the SA showed rapidly increas-
ing run time. However, FHFE also showed quadratic
run time with respect to number of vertices when we
increased the size of networks to 3000. This result
corresponds to the run time analysis of the FHFE.
6. DISCUSSION
In this section, we discuss related knowledge to under-
stand our analysis of the contraﬂow problem. Speciﬁcally, 0
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Size
our work is related to two research problems. One is mathe-
matical analysis of evacuation planning. The other is analy-
sis of combinatorial optimization. Previous works on math-
ematical analysis of evacuation planning have focused on
macroscopic approaches using ﬂow models[7, 13]. [12] stud-
ied a discrete time dynamic network ﬂow model with algo-
rithms for evacuation planning in general. [17] proposed a
close-to-optimal solution for evacuation planning while sig-
niﬁcantly reducing computational cost. Their fast algorithm
can be combined with ours in the future work. NETFLO[15]
and Relax4[1] are famous solvers for linear minimum-cost
ﬂow problems. Especially, Relax4 contributed to the con-
struction of our algorithms by quickly calculating the evac-
uation time of a given network using dual ascent methods
and auction algorithm.
To utilize general combinatorial optimization heuristics to
solve a speciﬁc problem requires much experience. Thus, it
is necessary to read various applications in the domain. [18]
formulated a class of adaptive heuristics for combinatorial
optimization including probabilistic hill-climbing and simu-
lated annealing. [8] provides a broad overview of NP com-
plete problems and their proofs. [3] studied the application
of simulated annealing to the drawing of graphs nicely. The
paper gave valuable information from their trial and error.
[10, 11] presented a broad overview in the domain of an-
nealing. Our work applies the insights from these previous
studies to solve contraﬂow problem using general combina-
torial techniques.
With the discussion of related knowledge, it is worth ex-
ploring possible solutions of contraﬂow problem. General
search algorithms such as A* have diﬃculty in deﬁning the
goal state of contraﬂow problem because the optimal net-
work conﬁgurations leading to minimal evacuation time ex-
ist in a set of combinatorial possibilities with unknown min-
Algorithm Evacuation Time
Original Conﬁguration 272 min
FHFE 170 min
Simulated Annealing 166 min
Table 2: Evacuation Time Comparison on Monti-
cello Nuclear Power Plant Case
imal evacuation time. Dynamic programming algorithms
such as branch and bound approach cannot be applied be-
cause contraﬂow problem does not guarantee sub-optimality
between the given stage and its sub-problems. General search
techniques such as hill climbing can improve the given state,
but mostly lead to the local minima.
7. CONCLUSION AND FUTURE WORK
Current evacuation procedures heavily depend on the use
of surface traﬃc through the limited capacity of road net-
works. From this perspective, contraﬂow becomes one of the
key solutions of evacuations on the existing transportation
infrastructure. Due to the nature of transportation net-
works, we modeled evacuation situation using graph data
structure and analyze it with ﬂow theory. In our model,
one or more source nodes can be added, whereas existing
algorithms only cover the single source situation due to con-
ﬂicts of optimal paths from diﬀerent source nodes. Multiple-
sources and multiple-destinations contraﬂow problem be-
longs to a category of NP completeness problems. Our main
contribution lies in the fact that our proposed approaches
eﬃciently address the NP complete contraﬂow problem with
the cost model and experimental validations. In this paper
we presented two contraﬂow approaches and their evalua-
tions with both real and synthetic networks. Here is a brief
summary of the approaches.
• FHFE generates promising results in spite of its fast
run time. Evacuation planning software needs to be
interactive due to various combinations of input pa-
rameters (e.g., daytime v.s. night time population)
and changing datasets (e.g., construction zone). Thus,
running time is a critical factor when we implement
planning software for clients. A well designed heuris-
tic algorithm that is tailored to contraﬂow problems
has some advantages over general iterative methods.
The number of contraﬂowed edges is adjustable. The
scalability of FHFE is superior to that of the SA ap-
proach.
• Simulated Annealing reveals the possibility of the
existence of a global minimum. In addition, the ap-
plication of SA to the contraﬂow problem has never
been observed in optimization research area. Selecting
the appropriate perturbation and parameter values for
experiments is of critical importance in simulated an-
nealing.
Table 2 summarizes the evacuation time of our approaches
for the Monticello case. We can observe that both ap-
proaches signiﬁcantly reduce evacuation time and that the
FHFE can generate a contraﬂow network whose evacuation
time is competitive with that of the SA.
Even though contraﬂow operation on urban arterial road-
ways and long sections of interstate freeways for evacuationsis accompanied by complicated issues of safety, accessibil-
ity and cost, our proposed algorithms for simpliﬁed situa-
tions would be considerably helpful to planners designing
contraﬂow plans because the objective of our research is to
minimize evacuation time, which is an essential part of plan-
ning.
More in-depth research is required for contraﬂow algo-
rithms. First, other possible methods should be examined.
For example, we can ﬂip a path instead of an edge. Second,
in-bound traﬃc demand should be considered. Emergency
vehicles for traﬃc oﬃcers or ﬁre ﬁghters should have pre-
empted network capacity. Third, partial lane reversal and
capacity varying edge need to be incorporated in the mod-
eling. Finally, a more extensive parameter set of simulated
annealing needs to be tested for in-depth knowledge of its
applicability to contraﬂow problems.
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