Abstract. In this paper, we consider the product space for two processes with independent increments under nonlinear expectations. By introducing a discretization method, we construct a nonlinear expectation under which the given two processes can be seen as a new process with independent increments.
Preliminaries
We present some basic notions and results of nonlinear and sublinear expectations in this section. More details can be found in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
Let Ω be a given nonempty set and H be a linear space of real-valued functions on Ω such that if 
The triple (Ω, H,Ê) is called a sublinear expectation space. If (i) and (ii) are satisfied,Ê is called a nonlinear expectation and the triple (Ω, H,Ê) is called a nonlinear expectation space.
Let (Ω, H,Ê) be a nonlinear (resp. sublinear) expectation space. For each given d-dimensional random vector X, we define a functional on C b.Lip (R d ) bŷ
It is easy to verify that (R d , C b.Lip (R d ),F X ) forms a nonlinear (resp. sublinear) expectation space.F X is called the distribution of X. Two d-dimensional random vectors X 1 and X 2 defined respectively on nonlinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ) are called identically distributed, denoted by X 1 d = X 2 , if F X1 =F X2 , i.e.,Ê Similar to the classical case, Peng [13] gave the following definition of convergence in distribution.
forms a nonlinear (resp. sublinear) expectation space.
If X n , n ≥ 1, is a sequence of d-dimensional random vectors defined on the same sublinear expectation
then we can deduce that {X n : n ≥ 1} converges in distribution by
where C ϕ is the Lipschitz constant of ϕ.
The following definition of tightness is important for obtaining a subsequence which converges in distribution.
Definition 2.3 Let X be a d-dimensional random vector defined on a sublinear expectation space (Ω, H,Ê).
The distribution of X is called tight if, for each ε > 0, there exists an N > 0 and ϕ ∈ C b.Lip (R d ) with
Definition 2.4 Let {Ê λ : λ ∈ I} be a family of nonlinear expectations andÊ be a sublinear expectation defined on (Ω, H). {Ê λ : λ ∈ I} is said to be dominated byÊ if, for each λ ∈ I,
Definition 2.5 Let X λ , λ ∈ I, be a family of d-dimensional random vectors defined respectively on nonlinear
Remark 2.6 A family of sublinear expectations
is tight if and only if
Theorem 2.7 ( [13] ) Let X n , n ≥ 1, be a sequence of d-dimensional random vectors defined respectively on nonlinear expectation spaces (Ω n , H n ,Ê n ). If {F Xn : n ≥ 1} is tight, then there exists a subsequence
The following definition of independence is fundamental in nonlinear expectation theory. 
Remark 2.9 It is important to note that "Y is independent from X" does not imply that "X is independent from Y " (see [4] 
is said to have independent increments if, for each 0
We give a typical example of process with stationary and independent increments.
where
Ê) is called a G-Brownian motion if the following properties are satisfied:
(1) B 0 = 0;
(2) It is a process with independent increments;
, where u ϕ is the viscosity solution of the following G-heat equation:
Obviously, (3) implies that the process (B t ) t≥0 has stationary increments.
Main result
Let (M t ) t≥0 and (N t ) t≥0 be two d-dimensional processes with independent increments defined respectively on nonlinear (resp. sublinear) expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). We need the following assumption:
(A) There exist two sublinear expectationsẼ 1 :
Remark 3.1 IfÊ 1 andÊ 2 are sublinear expectations, then we can get
. So we can replaceẼ 1 andẼ 2 byÊ 1 andÊ 2 .
Now we give our main theorem. 
is a process with stationary and independent increments if (M t ) t≥0 and (N t ) t≥0 are two processes with stationary and independent increments.
In the following, we only prove the sublinear expectation case. The nonlinear expectation case can be proved by the same method. Moreover, the following lemma shows that we only need to prove the theorem
, be a sequence of 2d-dimensional processes with independent increments defined respectively on sublinear expectation spaces
By Proposition 3.15 in Chapter I in [12] , we can easily obtain that (M t ,Ñ t ) t≥0 has independent increments
For notation simplicity, we denote X t = (M t ,Ñ t ). Define the space of random variables as follows:
In the following, we will construct a sublinear expectationÊ : ] possessing independent increments. In order to constructÊ, we set, for each fixed n ≥ 1,
where δ n = 2 −n . DefineÊ n : H n → R as follows:
Step 1. For each given φ(
Step 2. For each given ϕ(X δn , X 2δn − X δn , . . . ,
where ϕ 0 is obtained backwardly by Step 1 in the following sense:
. . .
Lemma 3.4 Let (Ω, H n ,Ê n ) be defined as above. Then
(1) (Ω, H n ,Ê n ) forms a sublinear expectation space;
Proof.
(1) It is easy to check thatÊ n : H n → R is well-defined. We only proveÊ n satisfies monotonicity, the other properties can be similarly obtained. For each given Y = ϕ 1 (X δn , X 2δn − X δn , . . . , X 2 n δn − X (2 n −1)δn ),
. . , X 2 n δn − X (2 n −1)δn ). Then by the definition ofÊ n and the monotonicity ofÊ 1 and
. (2) and (3) can be easily obtained by the definition ofÊ n .
Obviously, H n ⊂ H n+1 for each n ≥ 1. We set
It is easily seen that L is a subspace of H such that if
In the following, we want to define a sublinear expectationÊ : L → R. Unfortunately,
on H n , because the order of independence under sublinear expectation space is unchangeable.
But the following lemma will allow us to constructÊ.
Lemma 3.5 For each fixed
Proof. For each given N > 1 and ϕ ∈ C b.Lip (R 2 n ×2d ) with I {x:|x|≥N } ≤ ϕ ≤ I {x:|x|≥N −1} , we havê
where the last equality in the above formula is due to (3) in Lemma 3.4. Then for each ε > 0, we can take
Thus {F n k : k ≥ n} is tight. Now we will use this lemma to construct a sublinear expectationÊ : L → R.
Then there exists a sublinear expectationÊ : L → R satisfying the following properties:
(1) For each 0 ≤ t 1 < · · · < t n with t i ∈ D, i ≤ n, X tn − X tn−1 is independent from (X t1 , . . . , X tn−1 );
Proof. For n = 1, by Lemma 3.5, we know {F 1 k : k ≥ 1} is tight. Then, by Theorem 2.7, there exists a subsequence {F
is a Cauchy sequence. Note thatF
For n = 2, by Lemma 3.5 and Theorem 2.7, we can find a subsequence {k
Repeat this process, for each n ≥ 2, we can find a subsequence {k
: j ≥ 1} is a Cauchy sequence. Taking the diagonal sequence {k
For each Y , Z ∈ L, there exists a j 0 such that Y , Z ∈ H k j j for j ≥ j 0 . From this we can easily deduce that E is a sublinear expectation. Now we prove that thisÊ satisfies (1) and (2) . For each 0 ≤ t 1 < · · · < t n with t i ∈ D, i ≤ n, there exists a j 0 such that ϕ(X t1 , . . . , X tn−1 , X tn − X tn−1 ) ∈ H k j j for each j ≥ j 0 and ϕ ∈ C b.Lip (R n×2d ). Thus, from (2) in Lemma 3.4, we can get
In order to prove (1), we only need to show
It is clear that ψ j , j ≥ j 0 , and ψ are bounded Lipschitz functions with the common bound K ϕ and the common Lipschitz constant L ϕ , where K ϕ and L ϕ are respective the bound and Lipschitz constant of ϕ. On the other hand, for each x = (x 1 , . . . , x n−1 ) ∈ R (n−1)×2d , by the definition ofÊ, we can get ψ j (x) → ψ(x).
Thus, from the common Lipschitz constant L ϕ and pointwise convergence, we can easily obtain that {ψ j : j ≥ j 0 } converges uniformly to ψ on any compact set in R (n−1)×2d . For each given N > 0, we have
where a j = sup |x|≤N |ψ j (x) − ψ(x)|. From the uniform convergence on any compact set, we know a j → 0 as
where the last equality in the above formula is due to (3) in Lemma 3.4. Note thatÊ
Since N can be arbitrarily large, we get relation (3.1). Thus (1) is obtained. (2) is obvious by the definition ofÊ and (3) in Lemma 3.4.
Proof of Theorem 3.2. We first extend the sublinear expectationÊ : L → R toÊ : H → R. Here we still useÊ for notation simplicity. For each ϕ(X t1 , X t2 − X t1 , . . . , X tn − X tn−1 ) ∈ H with ϕ ∈ C b.Lip (R n×2d ),
where L ϕ is the Lipschitz constant of ϕ and t i 0 = 0 for i ≥ 1. So we can definê
It is easy to check that the limit does not depend on the choice of t i k by using the same estimate as above. On the other hand, if ϕ(X t1 , X t2 − X t1 , . . . , X tn − X tn−1 ) =φ(X t1 , X t2 − X t1 , . . . , X tn − X tn−1 ) for ϕ,
Thus, by assumption (A),Ê : H → R is well-defined. It is easy to verify thatÊ is a sublinear expectation.
For each 0 ≤ t 1 < · · · < t n ≤ 1, we can choose t The proof is complete.
In the following, we give an example to calculateÊ. Let (B i
