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1Résumé
Cette thèse porte sur l'étude des points entiers et rationnels de certaines courbes et variétés
modulaires. Après une brève introduction décrivant les motivations et le cadre de ce genre d'études
ainsi que les résultats principaux de la thèse, le manuscrit se divise en trois parties.
Le premier chapitre s'intéresse aux Q-courbes, et aux morphismes Gal(Q/Q) → PGL2(Fp)
qu'on peut leur associer pour tout p premier. Nous montrons que sous de bonnes hypothèses, pour
p assez grand par rapport au discriminant du corps de déﬁnition de la Q-courbe, ce morphisme est
surjectif, ce qui résout un cas particulier du problème d'uniformité de Serre (toujours ouvert en
général). Les outils principaux du chapitre sont la méthode de Mazur (basée ici sur des résultats
d'Ellenberg), la méthode de Runge et des théorèmes d'isogénie, suivant la structure de preuve de
Bilu et Parent.
Le second chapitre consiste en des estimations analytiques de sommes pondérées de valeurs de
fonctions L de formes modulaires, dans l'esprit de techniques développées par Duke et Ellenberg.
La motivation de départ d'un tel résultat est l'application de la méthode de Mazur dans le premier
chapitre.
Le troisième chapitre est consacré à la recherche de généralisations de la méthode de Runge
pour des variétés de dimension supérieure. Nous y redémontrons un résultat de Levin inspiré de
cette méthode, avant d'en prouver une forme assouplie dite  de Runge tubulaire , plus largement
applicable. Dans l'optique de recherche de points entiers de variétés modulaires, nous en donnons
enﬁn un exemple d'utilisation à la réduction d'une surface abélienne en produit de courbes ellip-
tiques.
Mots-clés Courbes elliptiques, courbes modulaires, représentations galoisiennes, problème d'
uniformité de Serre, méthode de Mazur, théorèmes d'isogénie, formule des traces de Petersson,
méthode de Runge, variétés modulaires de Siegel, fonctions thêta
Abstract
This thesis concerns the study of integral and rational points on some modular curves and
varieties. After a brief introduction which describes the motivation and the setting of this topic as
well as the main results of this thesis, the manuscript follows a threefold development.
The ﬁrst chapter focuses on Q-curves, and on the morphisms Gal(Q/Q)→ PGL2(Fp) that we
can build with a Q-curve for every prime p. We prove that, under good hypotheses, for p large
enough with respect to the discriminant of the deﬁnition ﬁeld of the Q-curve, such a morphism
is surjective, which solves a particular case of Serre's uniformity problem (still open in general).
The main tools of the chapter are Mazur's method (based here on results of Ellenberg), Runge's
method, and isogeny theorems, following the strategy of Bilu and Parent.
The second chapter covers analytic estimates of weighted sums of L-function values of modular
forms, in the fashion of techniques designed by Duke and Ellenberg. The initial goal of such a result
is the application of Mazur's method in the ﬁrst chapter.
The third chapter is devoted to the search for generalisations of Runge's method for higher-
dimensional varieties. Here we prove anew a result of Levin inspired by this method, before proving
an enhanced version called  tubular Runge , more generally applicable. In the perspective of
studying integral points of modular varieties, we ﬁnally give an example of application of this
theorem to the reduction of an abelian surface in a product of elliptic curves.
Keywords Elliptic curves, modular curves, Galois representations, Serre's uniformity problem,
Mazur's method, isogeny theorems, Petersson trace formula, Runge's method, Siegel modular
varieties, theta functions
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Introduction
Les équations diophantiennes sont un des sujets les plus riches et les plus anciens des mathéma-
tiques. Étudier une équation diophantienne (c'est-à-dire une équation polynomiale à coeﬃcients
entiers), c'est chercher à décrire ses solutions entières, rationnelles ou dans un corps de nombres.
Par exemple et pour ne pas citer l'équation de Fermat, les équations
Xn + Y n = Z2, et Xn + Y n = Z3
étudiées dans [Poo98] n'ont, pour n ≥ 4, aucune solution entière (x, y, z) sans facteur commun
telle que xyz /∈ {−1, 0, 1}. De même, on parle de système d'équations diophantiennes lorsqu'on a
un système d'équations polynomiales dont on cherche de telles solutions. Un point de vue crucial
pour ces systèmes d'équations diophantiennes est de les considérer comme constituant un objet
géométrique (schéma pour le point de vue entier, ou variété algébrique pour le point de vue
rationnel), de sorte que ses solutions entières (resp. rationnelles) sont les points à valeurs entières
du schéma (resp. rationnelles de la variété algébrique). On espère alors pouvoir décrire les solutions
entières ou rationnelles des équations en fonction de la structure géométrique, voire topologique,
de l'objet associé.
Une illustration particulièrement frappante est donnée par le théorème de Mordell-Faltings, qui
énonce que pour une bonne équation diophantienne (déﬁnissant une courbe algébrique projective
lisse), on n'a qu'un nombre ﬁni de solutions sur tout corps de nombres si la surface de Riemann
associée est de genre au moins 2. Cette ﬁnitude n'épuise cependant pas la question car on s'intéresse
plus précisément à l'existence de solutions.
Le thème de cette thèse sera le développement de diverses techniques de détermination (d'in-
existence ou de ﬁnitude pour la plupart) des points entiers ou rationnels de certains schémas ou
variétés algébriques.
Appliquées à certains espaces de modules, ces techniques permettent de répondre à des ques-
tions d'arithmétique. Une de ces questions est le problème d'uniformité de Serre, qui est la moti-
vation de la première partie de cette thèse et que nous allons expliquer maintenant. Une courbe
elliptique E sur Q est une courbe algébrique qu'on peut déﬁnir par une certaine équation
E : Y 2 = X3 + aX + b a, b ∈ Q,
à laquelle on ajoute un point∞, qui correspond à la solution (0 : 1 : 0) de l'équation homogénéisée
Y 2Z = X3 + aXZ2 + bZ3 dans P3. On suppose de plus que 4a3 + 27b2 6= 0 pour assurer qu'elle
est lisse.
Une telle courbe elliptique est canoniquement munie d'une loi de groupe abélien sur ses points à
valeurs dans une extension ﬁxéeK/Q, donnée par des fractions rationnelles à coeﬃcients rationnels
en fonction des coordonnées, et dont le point ∞ est l'élément neutre. On note E(K) le groupe
obtenu. Si K est un corps de nombres, le groupe abélien E(K) est de type ﬁni d'après le célèbre
théorème de Mordell-Weil.
On s'intéresse plus particulièrement au groupe E(K)tors des points de torsion de E(K). Celui-ci
est ﬁni, mais on souhaite comprendre quels peuvent être son exposant et sa structure. Étant donné
la nature de la loi de groupe sur E, pour toute extension K de Q, si P = (x, y) est un point de
E(K) et σ un automorphisme de K/Q, le point σ(P ) := (σ(x), σ(y)) est encore un point de E(K).
De plus, l'application σ : E(K) → E(K) ainsi déﬁnie est un automorphisme de groupe. Pour
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tout p premier, on note E[p] l'ensemble des points de p-torsion de E à valeurs dans Q. L'action
ci-dessus déﬁnit donc une représentation galoisienne
ρE,p : Gal(Q/Q)→ GL(E[p]).
De plus, E[p] est isomorphe à (Z/pZ)2 et on en déduit donc une représentation de Gal(Q/Q) à
valeurs dans GL2(Z/pZ). Remarquons qu'on peut considérer E[p] comme l'ensemble des solutions
d'un système d'équations diophantiennes en (x, y) (auquel on ajoute ∞). Comprendre ce système
d'équations diophantiennes, c'est en particulier comprendre quel est le plus petit corps de nombres
KE,p pour lequel tous les points de E[p] sont à valeurs dans KE,p (par exemple, est-il possible que
E(Q)[p] soit diﬀérent de {0}, voire E[p] tout entier ?). La représentation ρE,p permet d'attaquer
ce problème, puisque son noyau déﬁnit exactement KE,p par correspondance de Galois. Ainsi, ce
corps est grand si et seulement si l'image de ρE,p est grande (c'est-à-dire que l'action de Gal(Q/Q)
permute beaucoup les points de E[p]) : on parle alors de  grosse image galoisienne .
On cherche donc à savoir à quel point l'image de ρE,p est grosse. La réponse à cette question,
apportée par Serre [Ser72], est que sauf dans un cas particulier (on dit que E est à multiplication
complexe), dès que p est un nombre premier assez grand, la représentation ρE,p permute autant
les points de E[p] que possible, c'est-à-dire qu'elle est surjective dans GL(E[p]) (dans le cas de la
multiplication complexe, l'image de ρE,p est plus petite mais encore mieux comprise). Remarquons
que, pour p assez grand, on sait donc que le système d'équations diophantiennes associé à E[p]
n'a aucune solution rationnelle mis à part le point ∞. En fait, nous montrons comme résultat
intermédiaire (théorème I.7) dans la section I.8 une version explicite (et légèrement plus forte) de
ce théorème de surjectivité relative, prouvant en particulier que ρE,p est surjective dès que
p > 107 (max(hF (E), 985))
2
, (1)
où hF (E) est la hauteur de Faltings stable de E (Formule (I.10) 1). C'est à notre connaissance la
première formulation totalement explicite en la hauteur de E. Rappelons que grossièrement, une
fonction hauteur sur un ensemble d'objets de même nature est une mesure de la complexité de
construction de ces objets, par exemple une hauteur naturelle sur Z est la valeur absolue.
Maintenant, on peut se demander si cette surjectivité pour p assez grand vient du choix des
coeﬃcients a et b déﬁnissant E, ou bien si le fait même d'être une courbe elliptique (sans mul-
tiplication complexe) sur Q entraîne automatiquement (et indépendamment de E) que ρE,p est
surjective pour p assez grand. Pour formuler rigoureusement cette question, existe-t-il une borne
uniforme C telle que pour toute courbe elliptique E sur Q sans multiplication complexe, la repré-
sentation ρE,p est surjective dès que p > C ? C'est ce qu'on appelle le problème d'uniformité de
Serre.
Pour y répondre, on découpe ce problème en quatre parties disjointes, correspondant à quatre
types de sous-groupes stricts maximaux de GL2(Fp) (proposition I.1.5), dont le cas  exceptionnel 
(section I.1.3) est déja traité dans [Ser72]. Par exemple, on dit que ρE,p est dans le cas  Borel  si
elle stabilise globalement un sous-groupe Cp cyclique d'ordre p de E[p]. Cette perspective permet
de considérer les courbes elliptiques dans chacun des trois cas restants comme des points rationnels
de certaines courbes algébriques, appelées les courbes modulaires. Ainsi, pour tout nombre premier
p, la courbe modulaireX0(p) sur Q (paragraphe I.1.4) est telle qu'à part ses deux pointes, les points
rationnels de X0(p) correspondent aux paires (E,Cp), où E est une courbe elliptique sur Q et Cp
un sous-groupe cyclique d'ordre p de E comme ci-dessus.
On a donc réduit le problème d'uniformité de Serre sur Q à trois problèmes diophantiens
distincts. Pour celui du cas  Borel , il s'agit de montrer que pour p assez grand, la courbe X0(p)
n'a pas d'autres points rationnels que ses points triviaux, c'est-à-dire les deux pointes et les points
rationnels éventuellement associés aux courbes elliptiques à multiplication complexe. C'est le cas
pour p > 37 ([Maz78], Théorème 1). On peut en déduire que pour une courbe elliptique E sur
Q, le groupe E(Q)tors est de cardinal au plus 12 ([Maz78], Théorème 2). Rappelons maintenant
1. Dans l'introduction, tout référence à une déﬁnition ou à un résultat de la thèse est destinée à éclaircir les
notions de la phrase qui la précède, ou à en indiquer la preuve.
9que le j-invariant d'une courbe elliptique E sur K est un invariant j(E) ∈ K associé à E qui
caractérise E à isomorphisme près. En tant que fonction sur une courbe modulaire, c'est une
fonction rationnelle dont les pôles sont les pointes de cette courbe. Un point crucial de la preuve
de ce premier théorème de [Maz78] est montrer que si (E,Cp) appartient à X0(p)(Q), alors il est
en fait entier pour le j-invariant, c'est-à-dire que j(E) ∈ Z. Ce point est obtenu par la méthode
de Mazur (section I.2), conçue dans [Maz77]. Le célèbre théorème de Siegel sur les points entiers
des courbes permet alors théoriquement de borner la hauteur des points de X0(p)(Q) diﬀérents
des pointes, mais il ne suﬃt pas ici, et Mazur conclut la preuve avec un argument diﬀérent.
Dans le cas  normalisateur de Cartan déployé , le travail de [BP11a] permet d'obtenir que la
courbe modulaire correspondante, notée Xsplit(p) (paragraphe I.1.4), n'a pas de points rationnels
non triviaux pour p > 2 · 1011. L'article complémentaire [BPR13] améliore cette borne en p > 13.
Les outils employés sont la méthode de Mazur combinée à une technique de majoration de la
hauteur des points entiers (la méthode de Runge, qui est le ﬁl conducteur de cette thèse, et le
thème central du chapitre III) et à une minoration de la hauteur de Faltings stable dans l'esprit de
l'inégalité (1). Nous allons utiliser une structure de preuve similaire pour notre problème, énoncé
ci-dessous.
Dans le dernier cas dit  normalisateur de Cartan non déployé , les courbes modulaires as-
sociées ne permettent pas, dans l'état actuel des connaissances, d'utiliser la méthode de Mazur
(section I.6), et le problème d'uniformité de Serre pour les courbes elliptiques sur Q reste donc
ouvert.
La première partie de cette thèse (chapitres I et II, qui reprennent les articles [LF] et [LF15])
est consacrée non pas aux courbes elliptiques sur Q, mais à un autre type de courbes elliptiques :
les Q-courbes (déﬁnition I.1.1). On leur associe un degré d(E) ≥ 1, qui mesure à quel point elles
ne sont pas déﬁnies sur Q, de sorte que d(E) = 1 si et seulement si E est déﬁnie sur Q. Elles
sont strictes si ce ne sont pas des quotients par un groupe ﬁni de courbes elliptiques sur Q. Pour
tout p premier ne divisant pas d(E), on a de manière analogue à ρE,p une représentation PρE,p
de Gal(Q/Q), qui est non plus à valeurs dans GL(E[p]) mais dans PGL(E[p]) (déﬁnition I.1.2).
Pour toute Q-courbe déﬁnie sur un corps quadratique K, on a encore une surjectivité relative
explicite grâce au théorème I.7, et le problème d'uniformité de Serre se pose de la même manière,
avec de nouveau un découpage en quatre cas pareillement nommés. L'objectif du chapitre I est
de résoudre ce problème d'uniformité pour les Q-courbes strictes déﬁnies sur un certain corps
quadratique imaginaire K.
Pour les cas  Borel  et  normalisateur de Cartan déployé , la méthode de Mazur s'adapte
aux Q-courbes (sections I.2, I.4 et I.5), avec l'aide de quelques compléments techniques (section
I.3).
Pour le cas  normalisateur de Cartan non déployé , une astuce d'Ellenberg (voir [Ell04] ou
la section I.6) permet de voir que si K est quadratique imaginaire et E stricte, on peut sauver
la méthode de Mazur, ce qui est surprenant au premier abord vu que cela est pour l'instant
impossible sur Q. Pour ce faire, on a besoin d'estimations analytiques de fonctions L de formes
modulaires tordues par le caractère de Dirichlet χK associé à K, qui sont l'objet du chapitre
II. Les calculs de la section II.3 prouvent alors que si p est assez grand en fonction de la valeur
absolue DK du discriminant de K, alors j(E) ∈ OK . Le théorème II.1 donne une version eﬀective
de ce résultat, raﬃnant les calculs originaux de [Ell04]. La section II.4 fournit l'énoncé analogue
pour K quadratique réel (théorème II.2), qui est alors applicable à la Q-courbe E seulement si
χK(d(E)) = 1 (remarque I.6.1).
Grâce à la méthode de Mazur ainsi appliquée, le problème de surjectivité uniforme pour de
telles Q-courbes de degré d devient un problème de points entiers quadratiques sur X0(d), dont on
majore comme dans [BP11a] la hauteur par la méthode de Runge (section I.7), qui est notablement
plus simple que son application à des familles générales de courbes modulaires (section III.3).
Enﬁn, on minore la hauteur de nos points entiers correspondant à des Q-courbes telles que
PρE,p n'est pas surjective grâce à un avatar de la formule (1) plus haut (théorème I.7). Les bornes
inférieure et supérieure sur la hauteur ainsi obtenues sont contradictoires pour p trop grand, d'où un
résultat de surjectivité uniforme pour les Q-courbes strictes sur un corps quadratique imaginaire.
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Le résultat principal du chapitre I (rendu plus précis dans le théorème I.8) est alors le suivant,
publié dans [LF]. Il s'agit d'un des premiers résultats connus de surjectivité uniforme explicite
pour certaines familles inﬁnies de courbes elliptiques sur des corps de nombres (une discussion sur
la taille et la paramétrisation de ces familles se trouve dans l'exemple I.1.2).
Théorème (Surjectivité uniforme pour les Q-courbes strictes).
Soit K un corps quadratique imaginaire de discriminant −DK et E une Q-courbe stricte déﬁnie
sur K. Pour tout nombre premier p ne divisant pas DKd(E) et tel que
p > max(2 · 1013, 50D1/4K logDK),
la représentation PρE,p est surjective.
La stratégie de preuve esquissée ci-dessus illustre le rôle essentiel de la méthode de Runge pour
majorer la hauteur des points entiers. C'est cette méthode que l'on se propose dans le chapitre III de
cette thèse d'approfondir et de généraliser, pour l'appliquer à des variétés de dimension supérieure
correspondant donc à des systèmes d'équations diophantiennes plus élaborés. Un des objectifs de
ce chapitre est de pouvoir obtenir des résultats similaires à ceux de la méthode de Runge dans le
chapitre I pour des variétés modulaires de Siegel, qui pourraient donc se reformuler en termes de
propriétés de variétés abéliennes. La section III.1 fournit les notions et le vocabulaire nécessaires
pour l'exposition des énoncés du chapitre. La section III.2 explique les résultats théoriques derrière
la méthode de Runge pour toute courbe algébrique, puis comment exécuter la méthode à partir
de ceux-ci. Pour en donner la saveur, soit C une courbe algébrique projective lisse déﬁnie sur un
corps de nombres K et φ une fonction K-rationnelle non constante sur C. On note, pour toute
extension L de K, rL le nombre d'orbites des pointes de φ par Gal(K/L). Alors, l'ensemble des
points P ∈ C(L) tels que φ(P ) ∈ OL,SL pour une certaine paire (L, SL) avec SL un ensemble de
places de L contenant les places archimédiennes et tel que
|SL| < rL (2)
est ﬁni (théorème III.2). Cette condition sur (L, SL) est la condition de Runge.
L'idée derrière cette condition est la suivante. On prend P ∈ C(L) tel que φ(P ) ∈ OL,SL , et
on cherche à borner la taille d'une fonction auxiliaire |ψ(P )|v en chaque place v de L. On peut en
fait construire des fonctions auxiliaires ψ1, · · · , ψrL de L(C) indexées par les orbites de pôles de
φ par Gal(K/L) de telle sorte que chacune a pour ensemble de pôles une telle orbite. Il suﬃt de
borner la taille d'un |ψi(P )|v pour chaque place v de SL, car pour les places v /∈ SL, |φ(P )|v ≤ 1
donc les |ψi(P )|v le sont. Alors, |ψi(P )|v est grand si et seulement si P est v-adiquement près d'un
des pôles de ψi, et comme les ensembles des pôles des ψi sont distincts entre eux, on ne peut pas
être trop près de deux d'entre eux en même temps. Cela signiﬁe que pour chaque place v de SL, il
existe au plus un indice i tel que |ψi(P )|v est grand. On élimine si nécessaire un indice par place
de SL, et par la condition de Runge, il reste un indice i tel que |ψi(P )|v est petit pour tout v ∈ SL.
En conséquence, la hauteur de ψi(P ) est petite et P appartient à un ensemble ﬁni (proposition
III.1.1). En détaillant cette preuve, on peut même s'assurer que cette construction est uniforme
en (L, SL), et obtenir une estimation sur la hauteur associée à φ et pas seulement en associée à ψi
(théorème III.3).
La section III.3 reprend et généralise l'application de la méthode de Runge aux courbes modu-
laires, d'après [BP11b]. La section III.4 est consacrée à l'obtention de généralisations en dimension
supérieure. De substantielles diﬃcultés apparaissent par rapport au cas des courbes. La première
est que pour parler de points entiers, il faut avoir déﬁni un bord composé d'un certain nombre de
diviseurs eﬀectifs réduits, dans nous verrons qu'ils doivent avoir certaines propriétés géométriques,
par exemple être amples (ce qui était automatique dans le cas des courbes mais peut être une hy-
pothèse très forte dans certaines variétés). Énonçons maintenant notre résultat  à la Runge  en
toute dimension. On désigne par (L, SL) une paire avec L un corps de nombres et SL un ensemble
de places de L contenant les places archimédiennes. Soit X une variété normale projective sur un
corps de nombres K et D1, · · · , Dr des diviseurs amples eﬀectifs réduits de X. On choisit X un
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modèle normal propre de X sur OK et D1, · · · ,Dr leur adhérence de Zariski dans X , d'union D.
Contrairement au cas des courbes, les diviseurs D1, · · · , Dr peuvent s'intersecter mutuellement, et
donc un point peut être v-adiquement proche de plusieurs d'entre eux à la fois. Le raisonnement
derrière la méthode de Runge (un principe des tiroirs éliminant place par place les diviseurs trop
près de notre point, dans le but qu'il en reste un) nous oblige donc cette fois-ci à éliminer des
diviseurs paquets par paquets quand ils s'intersectent, et la condition de Runge (2) se détériore
alors en
m|SL| < r, (3)
avec m l'entier tel que l'intersection de (m+ 1) diviseurs distincts parmi les D1, · · · , Dr doit être
vide (condition de Runge générale). Ceci est énoncé précisément et en plus grande généralité dans
le théorème III.7, qui est une reformulation du théorème 4 de [Lev08] dans les cas amples et gros.
Notons qu'un avantage majeur de la méthode de Runge est que lorsque elle s'applique (et donne
donc un résultat de ﬁnitude de points (L, SL)-entiers pour certaines paires (L, SL) qui vériﬁent la
condition), elle s'applique également à la réunion de tous les points (L, SL)-entiers considérés, qui
doit également être ﬁnie (aﬁn de mettre ceci en valeur, nous avons refait la preuve du théorème
III.7 dans la section III.4). En un sens, elle ne diﬀérencie pas les places de non-intégralité, et est
sensible seulement à leur nombre. Ceci n'était pas visible pour X0(p) dans la section I.7, car elle ne
pouvait s'appliquer qu'à la place archimédienne inﬁnie du corps quadratique imaginaire K, mais
a été remarqué initialement par Bombieri [Bom83] pour les courbes. Cette dépendance seulement
en le nombre de mauvaises places (et la ﬁnitude en groupant les points vériﬁant la condition)
constitue un des avantages majeurs de la méthode de Runge par rapport à des méthodes plus
connues de majoration de hauteur de points entiers, comme la méthode de Baker par exemple.
Cependant, si le nombre d'intersections maximal m de l'équation (3) se trouve être trop grand,
la condition de Runge générale n'est jamais satisfaite. Il apparaît alors une deuxième diﬃculté
consubstantielle à la dimension supérieure : des diviseurs amples s'intersectent nécessairement,
contrairement au cas des courbes puisque pour des points, être distincts et être disjoints sont
synonymes... Plus précisément, si on a r diviseurs amples eﬀectifs sur une variété algébrique
lisse projective de dimension d, par des propriétés de l'intersection et l'hypothèse d'amplitude,
si ces diviseurs sont en position générale, leur intersection totale est automatiquement non vide
dès que r ≤ d. Cette obstruction de l'intersection multiple (ainsi que le fait que les diviseurs
impliqués peuvent très bien être fortement concourants, indépendamment de leur nombre et de
leur géométrie) risque d'empêcher l'utilisation du théorème de Runge en dimension supérieure dans
un certain nombre de cas. Nous avons donc développé une nouvelle notion de  Runge tubulaire ,
plus souple que l'énoncé classique du théorème 4 de [Lev08]. Elle se formule en fait comme un
théorème de concentration des points entiers, que nous allons énoncer de manière simpliﬁée ci-
dessous.
Avec les notations ci-dessus, soit Y un fermé de X et Y son adhérence de Zariski dans X ,
qu'on va considérer comme un domaine supplémentaire à exclure. On note MK les places de K et
U = (Uv)v∈MK une famille de voisinages respectifs de Y (Kv) dans la topologie v-adique de X(Kv)
(déﬁnition III.1.4) qui doivent être en un sens  uniformément assez larges autour de Y  (pour la
signiﬁcation précise, cf. déﬁnition III.4.5). On peut penser, si Y est une courbe, à chaque voisinage
Uv comme à un tube autour de cette courbe dans X, d'où le nom de voisinage tubulaire de Y
qu'on donne à une telle famille U (remarque III.4.5). On dit qu'un point P ∈ X(K) appartient
à ce voisinage tubulaire si et seulement il appartient à un Uv pour un certain v ∈ MK . Notre
théorème se formule alors de la manière suivante.
Théorème (Runge tubulaire). Avec les notations ci-dessus, soit E(L, SL)(U) l'ensemble des points
de (X\D)(OL,SL) qui vériﬁent en plus la propriété d'être v-adiquement loin de Y en toute place
de MK , c'est-à-dire n'appartenant pas à U . Alors, pour tout voisinage tubulaire U , la réunion de
tous les E(L, SL)(U) est ﬁnie, lorsque (L, SL) parcourt les paires vériﬁant la condition de Runge
tubulaire
mY |SL| < r, (4)
où mY est le plus petit entier tels que l'intersection de n'importe quels (mY +1) diviseurs distincts
D1, · · · , Dr est incluse dans Y (et non plus vide comme pour la condition de Runge générale).
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Il est à noter que si Y est inclus dans D (ce qui sera le cadre que nous avons en tête), on
sait que les P ∈ (X\D)(OL,SL) ne sont pas v-adiquement trop près de Y pour v ∈ ML\SL. La
condition ainsi exposée complète donc l'hypothèse d'intégralité en les places de SL, en particulier
en toutes les places archimédiennes.
Ce résultat est bien un énoncé de concentration, car il signiﬁe que pour tout voisinage tubulaire
U = (Uv)v∈MK , à un nombre ﬁni de points près, les P ∈ (X\D)(OL,SL) où (L, SL) vériﬁe la
condition de Runge se concentrent près de Y , c'est-à-dire appartiennent au voisinage tubulaire U .
L'énoncé complet (plus général et détaillé) du théorème de Runge tubulaire constitue le théorème
III.8, et la preuve de celui-ci est le but de la section III.4.
Remarquons que ce théorème est automatique lorsque Y est ample, au même titre que la pro-
priété de Northcott pour la hauteur associée à un diviseur ample (proposition III.4.6). À l'opposé,
lorsque Y est vide, c'est exactement le théorème III.7. Pour appliquer ce théorème hybride, il faut
donc faire un compromis pour parvenir à avoir à la fois Y et mY les plus petits possibles.
Ce théorème peut également être comparé à ceux de [CLZ09], notamment au théorème d'Au-
tissier (pour les surfaces) et au théorème CLZ (Corvaja, Levin et Zannier) pour les variétés de
dimension au moins 3. Ces deux derniers sont de saveur similaire à notre théorème de concentra-
tion, mais voici quelques diﬀérences notables. Tout d'abord, ils ne demandent pas de condition sur
la taille de l'ensemble de places SL, pas de condition aussi stricte d'intersection que dans notre
théorème, et pas non plus d'hypothèse supplémentaire d'exclusion d'un voisinage tubulaire (qui,
comme on l'a vu, est surtout une vraie condition supplémentaire pour les places de non-intégralité
et les places archimédiennes). En revanche, la ﬁnitude énoncée (bien que le domaine d'exclusion
Y de ces théorèmes soit absolu) dépend de l'ensemble de places SL (en particulier, il ne dit pas si
la réunion de tous ces ensembles ﬁnis est ﬁnie ou non), et on ne sait rien dans le cas des diviseurs
gros. Enﬁn, l'outil de base de ces résultats étant le théorème du sous-espace de Schmidt, il paraît
diﬃcile de les rendre eﬀectifs, contrairement à notre théorème.
L'objectif de la section III.5 est une application de notre théorème de Runge tubulaire aux
variétés modulaires de Siegel (théorème III.10) dont nous allons ici énoncer le cas particulier en
niveau n = 2 (théorème III.9), qui est plus parlant. La variété A2(2)C est la variété modulaire
de Siegel associée aux surfaces abéliennes principalement polarisées munies d'une structure sym-
plectique de niveau 2 (déﬁnition-proposition III.5.3), et A2(2)SC est sa compactiﬁcation de Satake
(déﬁnition III.5.6). Ces deux variétés admettent des modèles normaux propres naturels sur Z[1/2]
(déﬁnition-proposition III.5.14).
Dans ce contexte, le  bord  (lieu par rapport auquel on déﬁnit l'intégralité) a une bonne
interprétation modulaire comme lieu de dégénerescence de surfaces abéliennes. En eﬀet, il se com-
pose du  bord fort , lieu des surfaces semi-abéliennes avec partie torique non nulle, et du  bord
faible , lieu des surfaces abéliennes principalement polarisées non simples, dont les composantes
constituent les diviseurs eﬀectifs déﬁnissant l'intégralité usuelle pour le théorème.
Cette situation est analogue au cas des courbes modulaires, où le bord correspond au lieu des
courbes elliptiques dégénérées, c'est-à-dire aux pointes, et la distinction entre bord fort et bord
faible n'y a pas de sens.
Théorème (Runge pour les produits de courbes elliptiques sur A2(2)S).
Pour un voisinage ouvert U du bord fort ∂A2(2)C := A2(2)SC\A2(2)C pour la topologie complexe
usuelle, soit E(U) l'ensemble des points P ∈ A2(2)(Q) représentant le triplet (A, λ, α2) (à isomor-
phisme à extension des scalaires près), avec A une surface abélienne, λ une polarisation principale
et α2 une structure symplectique de niveau 2 sur A tel que :
• Le point P est à valeurs dans une certaine extension ﬁnie L de Q.
• La variété abélienne A a potentiellement bonne réduction en toute place ﬁnie, et quelle que
soit l'extension des scalaires de A2(2)(L) à A2(2)C , l'image du point P n'appartient pas à
l'ouvert U .
• Le nombre sL de places v de L telles que
 v est archimédienne
 v divise 2
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 La réduction modulo v de (A, λ) dégénère à extension des scalaires près en un produit de
courbes elliptiques (c'est-à-dire appartient au bord faible)
vériﬁe la condition
sL < 10.
Alors, l'ensemble E(U) est ﬁni pour tout ouvert U contenant ∂A2(2)C.
Dans cette application du théorème, on a utilisé un voisinage tubulaire naturel de ∂A2(2)Q. En
eﬀet, pour tout place ﬁnie v ∈MQ associée à un certain idéal premier P, on peut considérer comme
bord Uv l'ensemble des points Pv ∈ A2(2)S(Qv) dont la réduction modulo P appartient à ∂A2(2)P.
Si Pv représente une surface abélienne Av, cela signiﬁe que celle-ci n'a pas potentiellement bonne
réduction modulo P, par construction des schémas A2(2) et A2(2)S (et on peut sauver cette vision
pour v au-dessus de 2 malgré que A2(2) ne soit pas construit en caractéristique 2). Il reste donc
simplement à compléter cette famille d'ouverts avec des ouverts de v ∈MQ où v est archimédienne,
et pour cela un moyen simple est de prendre un unique ouvert U de A2(2)SC contenant ∂A2(2)C,
d'où la formulation ci-dessus. La condition de Runge sL < 10 provient du fait que les diviseurs en
jeu sont au nombre de dix, amples et eﬀectifs sur A2(2)SQ et d'intersection vide hors de ∂A2(2)Q
(déﬁnition-proposition III.5.29 (b)), donc m∂A2(2) = 1.
Notons enﬁn que nous donnons également dans les paragraphes III.5.1 et III.5.2 des descriptions
de bonnes compactiﬁcations toroïdales de certains espaces de modules, ainsi que de la géométrie
de leurs diviseurs, comme travail préparatoire à des applications futures de notre théorème de
Runge tubulaire à d'autres variétés modulaires de Siegel, et d'autres diviseurs.
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Introduction
Diophantine equations are among the most ancient and noble ﬁelds of mathematics. To study
diophantine equations (that is, polynomial equations with integer or rational coeﬃcients), is to
study their integral or rational solutions (or more generally, their solutions in a number ﬁeld). As
an example, and to avoid quoting the famous Fermat equation, the equations
Xn + Y n = Z2, and Xn + Y n = Z3
studied in [Poo98] have, for n ≥ 4 no integral solution (x, y, z) without commmon factor such that
xyz /∈ {−1, 0, 1}. Likewise, we call system of diophantine equations a system of polynomial equa-
tions for which we search for such solutions. A crucial viewpoint for these diophantine equations
(or systems of) is to consider them as making up a geometric object (called scheme for the integral
viewpoint, or algebraic variety for the rational one), such that its integral (resp. rational) solutions
are the integer-valued (resp. rational-valued) points of the scheme (resp. algebraic variety). Our
hope is then to be able to describe the integral or rational solutions of the equations with help of
the geometrical (or even topological) structure of the corresponding object.
A particularly striking example of this is Mordell-Faltings' theorem, which states that for every
 good  diophantine equation (deﬁning a smooth algebraic projective curve), there is only a ﬁnite
number of solutions on any number ﬁeld if the corresponding Riemann surface has genus at least
2. This ﬁniteness result does not solve everything though, because we are often interested in the
problem of existence of solutions.
The theme of this thesis will be the construction of diverse tools of determination (of inexistence
or ﬁniteness, for most of them) of integral or rational points of some schemes or algebraic varieties.
Applied to moduli spaces, these techniques enable us to answer arithmetical questions. One
of these is Serre's uniformity problem, which motivates the ﬁrst part of this thesis and will be
explained now. An elliptic curve E over Q is an algebraic curve deﬁned by some equation
E : Y 2 = X3 + aX + b a, b ∈ Q,
to which we add a point ∞, coming from the solution (0 : 1 : 0) of the homogeneized equation
Y 2Z = X3 + aXZ2 + bZ3 in P3. We furthermore suppose that 4a3 + 27b2 6= 0 to ensure E is
smooth.
Such an elliptic curve is canonically endowed with an abelian group law on its points in any
extension K of Q, given by rational fractions with rational coeﬃcients in the coordinates, and
whose point ∞ is the neutral element. We denote by E(K) this abelian group, and if K is a
number ﬁeld, it is of ﬁnite type according to the famous Mordell-Weil theorem.
We focus here on the group E(K)tors of torsion points of E(K). It is ﬁnite, but we wish to
understand what can be its exponents and structure. Given the nature of the group law on E(K)
for any extension K, if P = (x, y) belongs to E(K) and σ is an automorphism of K/Q, the point
σ(P ) := (σ(x), σ(y)) also belongs to E(K), and the map σ : E(K) → E(K) thus deﬁned is a
group automorphism. For any prime p, we denote by E[p] the set of p-torsion points of E in Q.
The action above hence deﬁnes a Galois representation
ρE,p : Gal(Q/Q)→ GL(E[p]).
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As E[p] is isomorphic to (Z/pZ)2, we obtain a representation of Gal(Q/Q) in GL2(Z/pZ). Notice
we can consider E[p] as the set of solutions of a system of diophantine equations in (x, y) (to which
we add ∞). To understand this system, we need to understand in particular what is the smallest
number ﬁeld KE,p for which all points of E[p] have values in KE,p (e.g. can E(Q)[p] be diﬀerent
from {0}, or even equal to E[p] ?). The representation ρE,p allows to tackle this question, since its
kernel is exactly KE,p by Galois correspondence. Thus, this ﬁeld is big if and only if the image of
ρE,p is big (that is, Gal(Q/Q) permutes a lot the points of E[p]) : we call this phenomenon  big
Galois image .
Hence, we want to know how big is the image of ρE,p. The answer to this question, brought
by Serre [Ser72], is that unless E has a special structure (that is, E has complex multiplication),
for large enough p, the representation ρE,p permutes as much as possible the points of E[p], that
is ρE,p is surjective in GL(E[p]) (for the complex multiplication case, the image of ρE,p is smaller
but better understood). Let us notice that for large enough p, we thus know that the system of
diophantine equations associated to E[p] has no rational solution except ∞. Actually, we obtain
in the course of our proof (Theorem I.7) in section I.8 an explicit (and slighly stronger) version of
Serre's surjectivity theorem, which implies in particular that ρE,p is surjective when
p > 107 (max(hF (E), 985))
2
, (5)
with hF (E) the stable Faltings height of E (Formula (I.10)) 2. To our knowledge, this is the ﬁrst
surjectivity result which is completely explicit in the Faltings height of E. Let us recall that a
height function is roughly a function on a set of objects of same nature measuring the complexity
of construction of these objects (for example, a natural height on Z is the absolute value).
We can now ask ourselves if this surjectivity for large enough p comes from the choice of
coeﬃcients a and b deﬁning E, or if the mere fact of being an elliptic curve (without complex
multiplication) on Q automatically implies (independently of E) that ρE,p is surjective for large
enough p. To state rigorously this question, is there a uniform bound C such that for every elliptic
curve E on Q without complex multiplication, the representation ρE,p is surjective when p > C ?
This question is called Serre's uniformity problem.
To answer this, we split this problem into four disjoint parts, corresponding to four types of
strict maximal subgroups of GL2(Fp) (proposition I.1.5), whose the  exceptional case  (section
I.1.3) is already done in [Ser72]. We say for example that ρE,p is in the  Borel  case if it globally
stabilises a cyclic subgroup Cp of order p of E[p]. This perspective allows us to consider the elliptic
curves in each remaining case as rational points on some algebraic curves, called modular curves.
For every prime number p, the modular curve X0(p) on Q (paragraph I.1.4) is for example such
that apart its two cusps, the rational points of X0(p) correspond to pairs (E,Cp), with E an
elliptic curve on Q and Cp a cyclic subgroup of order p of E stable by Gal(Q/Q).
We have therefore reduced Serre's uniformity problem on Q to three distinct diophantine
problems. For the  Borel  case, we have to prove that for large enough p, the curve X0(p) has
only trivial rational points, that is its two cusps and the possible rational points coming from
elliptic curves with complex multiplication. That is true for p > 37 ([Maz78], Theorem 1). We
can infer from this that for any elliptic curve E over Q, the group E(Q)tors has order at most 12
([Maz78], Theorem 2). Recall now that the j-invariant of an elliptic curve E over K is an invariant
j(E) ∈ K associated to E, characterising E up to isomorphism. As a function on a modular curve,
it is a rational function whose poles are the modular curve's cusps. A crucial ingredient of the proof
of the ﬁrst theorem of [Maz78] is that if (E,Cp) belongs to X0(p)(Q), then it actually is integral for
the j-invariant, that is j(E) ∈ Z. This point is obtained by Mazur's method (section I.2), designed
in [Maz77]. Consequently, the famous Siegel's theorem on integral points of curves theoretically
allows us to bound the height of noncuspidal points of X0(p)(Q), but it is not suﬃcient here and
Mazur ends the proof with a diﬀerent argument.
In the  normalizer of split Cartan  case, [BP11a] proves that the associated modular curve,
denoted by Xsplit(p) (paragraph I.1.4), has no nontrivial rational points for p > 2 · 1011. The
2. In this Introduction, every reference to a deﬁnition or a result of this thesis is used to enlighten the notions
of the preceding sentence, or point towards its proof.
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following article [BPR13] improves this bound to p > 13. The tools of these proofs are Mazur's
method, a technique to bound above heights of integral points called Runge's method (which is
the unifying thread of this thesis, and the central theme of Chapter III) and isogeny theorems to
bound below the stable Faltings height in the fashion of inequality (5). We will use a similar proof
structure for our problem, which is stated below.
In the last case, called  normalizer of nonsplit Cartan , the associated modular curves do not
allow us, to our knowledge, to use Mazur's method (section I.6), thus Serre's uniformity problem
remains open for elliptic curves over Q.
The ﬁrst part of this thesis (Chapters I and II, reproducing articles [LF] and [LF15]) is not
focused on elliptic curves over Q, but on another kind of elliptic curves called Q-curves (Deﬁnition
I.1.1). To each Q-curve E we can associate a degree d(E) ≥ 1, measure how far E is from being
deﬁned over Q, so that d(E) = 1 if and only if E is deﬁned over Q. E is called strict if it is not
isogenous (over Q) to an elliptic curve deﬁned over Q. For any prime p not dividing d(E), we
have, analogously to ρE,p, a representation PρE,p of Gal(Q/Q), not anymore in GL(E[p]) but in
PGL(E[p]) (Deﬁnition I.1.2). For every Q-curve over a quadratic ﬁeld K, there is again a relative
explicit surjectivity thanks to Theorem I.7, and Serre's uniformity problem is raised in the same
fashion, and separated in four cases named in the same way. The goal of Chapter I is to solve this
uniformity problem for strict Q-curves over an imaginary quadratic ﬁeld K.
For Borel and normalizer of split Cartan cases, Mazur's method can be adapted to Q-curves
(sections I.2, I.4 and I.5), with help of some technical complements (section I.3).
For the normalizer of nonsplit Cartan case, a trick of Ellenberg (see [Ell04] or section I.6)
allows us to see that if K is imaginary quadratic and E strict, Mazur's method can be salvaged,
which is surprising at ﬁrst given it is impossible on Q for now. To do this, we need analytic
estimates of L-functions of modular forms twisted by the Dirichlet character χK associated to
K, which are the topic of Chapter II. The computations of section II.3 prove that if p is large
enough compared to the discriminant of K, then j(E) ∈ OK . The theorem II.1 gives an eﬀective
version of this result, reﬁning previous computations of [Ell04]. The section II.4 gives the analogous
statement for K real quadratic (Theorem II.2), which is then applicable to the Q-curve E only if
χK(d(E)) = 1 (Remark I.6.1).
Thanks to Mazur's method applied in this fashion, Serre's uniformity problem for such Q-
curves of degree d becomes a problem on integral quadratic points on X0(d), and we bound above
their height, as in [BP11a], by Runge's method (section I.7), which is signiﬁcantly simpler than
its application to general families of modular curves (section III.3).
At last, we bound below our integral points' height using an avatar of formula (1) above
(Theorem I.7). The lower and upper bounds on the height we obtain contradict each other for
large enough p, thus giving a uniform surjectivity result on strict Q-curves over an imaginary
quadratic ﬁeld. The main result of Chapter I (made more precise in Theorem I.8) is the following,
published in [LF]. It is one of the ﬁrst known results of explicit uniform surjectivity for some inﬁnite
families of elliptic curves on number ﬁelds (for a discussion about the size and parametrization of
these families, see Example I.1.2).
Theorem (Uniform surjectivity for strict Q-curves).
Let K be an imaginary quadratic ﬁeld of discriminant −DK and E a strict Q-curve over K.
For any prime p not dividing DKd(E) and such that
p > max(2 · 1013, 50D1/4K logDK),
the representation PρE,p is surjective.
The strategy of proof sketched above emphasizes the essential role of Runge's method to give
an upper bound on the height of integral points. This is the method we want to develop and
generalise in Chapter II, to apply it to higher-dimensional varieties therefore corresponding to
more elaborate systems of diophantine equations. One of the goals of this chapter is to obtain
results similar to Runge's method in Chapter I, but for Siegel modular varieties, which could be
formulated in terms of properties of abelian varieties. The section III.1 brings up the necessary
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notions and vocabulary for the results of the chapter. The section III.2 explains the theoretical
results behind Runge's method for algebraic curves, and how to enforce the method behind the
theory. To give a taste of these, let C be a smooth projective algebraic curve over a number ﬁeld K
and φ be a nonconstant K-rational function on C. For any extension L of K, we denote by rL the
number of orbits of poles of φ by Gal(K/L). The set of points P ∈ C(L) such that φ(P ) ∈ OL,SL
for some pair (L, SL) with SL a set of places of L (including all the archimedean ones) and such
that
|SL| < rL (6)
is then ﬁnite (Theorem III.2). This condition on (L, SL) is the Runge condition.
The idea behind this result is the following. Take P ∈ C(L) such that φ(P ) ∈ OL,SL , we
want to bound above the absolue value of an auxiliary function |ψ(P )|v at every place v of L.
Actually, we can build auxiliary functions ψ1, · · · , ψrL of L(C) indexed by the orbits of poles of
φ by Gal(K/L), such that each one of this function has its poles constituting such an orbit. We
only have to bound above |ψi(P )|v for some i and every place v of SL, because for v /∈ SL, each
|ψi(P )|v is small because |φ(P )|v is. As |ψi(P )|v is large if and only if P is v-adically close to one
of the poles of ψi, and the sets of poles of ψi are disjoint to each other, one cannot be too close to
two of them at the same time. This means that for each place v of SL, there is at most one index
i such that |ψi(P )|v is large. If necessary, we put aside one index by place of SL, and by Runge's
condition, there remains one index i such that |ψi(P )|v is small for each v ∈ SL. Consequently,
the height of ψi(P ) is small and P belongs to a ﬁnite set (proposition III.1.1). When detailing
this proof, we can even ensure that this process can be made uniform in (L, SL), and obtain an
estimate on the height associated to φ and not only to some auxiliary function ψi (Theorem III.3).
The section III.3 mentions once more and generalises the application of Runge's method to
modular curves, after [BP11b]. The section III.4 is devoted to higher-dimensional generalisations
of Runge's method. This brings about substantial diﬃculties compared to the case of curves. The
ﬁrst one is that to talk about integral points, we need to deﬁne a boundary composed of reduced
eﬀective divisors, whose as we will see must have some geometric properties, for example be ample
(which was automatic in the case of curves but can be a very strong hypothesis on some varieties).
Let us now state our result à la Runge in every dimension. We denote by (L, SL) a pair with L
a number ﬁeld and SL a set of places of L containing the archimedean ones. Let X be a normal
projective variety over a number ﬁeld K and D1, · · · , Dr some reduced ample eﬀective divisors of
X. We choose X a proper normal model of X on OK and D1, · · · ,Dr their Zariski closure in X ,
whose union we denote by D. It is important to note that as opposed to the case of curves, the
divisors D1, · · · , Dr can have nontrivial mutual intersection, therefore a point can be v-adically
close of many of them simultaneously. The argument behind Runge's method (elimination place
by place of the divisors too close of our point, made such that there remains one at the end) then
compels us to eliminate divisors packs by packs when they intersect, therefore Runge condition
(6) is altered to
m|SL| < r, (7)
with m the integer such that the intersection of (m + 1) distinct divisors amongst D1, · · · , Dr
must be empty (general Runge condition). This is stated precisely and with greater generality in
Theorem III.7, which reformulates Theorem 4 of [Lev08] in the ample and big cases.
Notice that when Runge's method applies (and gives a ﬁniteness result of (L, SL)-integral
points for some pairs (L, SL) satisyﬁng Runge condition), it also applies and gives ﬁniteness of the
union of all (L, SL)-integral points considered (to emphasize this, we have rewritten the proof of
Theorem III.7 in section III.4). We can somewhat say that Runge's method does not distinguish
the places of non-integrality and is only sensitive to their number. This was not visible for X0(p)
in section I.7 as it was only appliable then to the unique archimedean place of the imaginary
quadratic ﬁeld K (although we could already see the bound was uniform in the choice of quadratic
ﬁeld), but has been ﬁrst pointed out by Bombier [Bom83] for curves. This dependence only in
the number of bad places (and the ﬁniteness, even after putting together the points satisfying the
condition) is one of the major assets of Runge's method, compared to more famous methods to
bound heights of integral points, such as Baker's method for example.
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On the other hand, if the maximal intersections number m of equation (7) happens to be too
large, the general Runge condition is never satisﬁed. This is where a second diﬃculty intrinsic to
higher dimension appears : ample divisors necessarily intersect, as opposed to the case of curves
because distinct points are of course disjoint. More precisely, if we have r ample eﬀective divisors on
a smooth projective algebraic variety of dimension d, by ampleness and properties of intersection,
if these divisors are in general position, their total intersection (as a set) is nonempty as soon as
r ≤ d. This obstruction of multiple intersection (as well as the fact that the considered divisors
might very well intersect a lot, regardless of their number and geometry) threatens to prevent
the application of Runge theorem in higher dimension in a number of cases. We have therefore
developed a new notion of tubular Runge, more ﬂexible than Theorem 4 of [Lev08]. This result
is actually a statement of concentration of integral points, that we will give in a simpliﬁed version
below.
With the previous notations, let Y be a closed subvariety of X and Y be its Zariski closure in
X , that we will consider as an additional domain to be excluded.
We denote by MK the places of K and U = (Uv)v∈MK a familiy of respective neighbourhoods
of Y (Kv) in the v-adic topology of X(Kv) (Deﬁnition III.1.4) which have to be, in some sense,
 uniformly large enough around Y  (for the precise meaning of this, see Deﬁnition III.4.5). We
can see, if Y is a curve, as each neighbourhood Uv as a tube around this curve in X, hence the
name tubular neighbourhood of Y we give to such a family U (Remark III.4.5). We then say that a
point P ∈ X(K) belongs to this tubular neighbourhood if and only if it belongs to a Uv for some
v ∈MK . Our theorem can then be stated in the following way.
Theorem (Tubular Runge). With the above notations, let E(L, SL)(U) be the set of points of
(X\D)(OL,SL) which moreover have the property of being v-adically far away from Y at every
place of MK , that is not belonging to U . Then, for every ﬁxed tubular neighbourhood U of Y , the
union of all the E(L, SL)(U) is ﬁnite, with (L, SL) running through the pairs satisfying the tubular
Runge condition
mY |SL| < r, (8)
where mY is the smallest integer such that the intersection of any (mY +1) distinct divisors among
D1, · · · , Dr is included in Y (and not empty as in general Runge condition).
Notice that if Y is included in D (which is the case we have in mind), we know that the
P ∈ (X\D)(OL,SL) are not v-adically too close to Y for v ∈ML\SL. The condition exposed then
completes the integrality hypotheses at the places of SL, in particular at every archimedean place.
This result is indeed a concentration result, because it means that for every tubular neigh-
bourhood U = (Uv)v∈MK , up to a ﬁnite number of points, the P ∈ (X\D)(OL,SL), where (L, SL)
satisﬁes Runge condition, are concentrated near Y , that is belong to the tubular neighbourhood
U . The complete statement (more general and precise) of tubular Runge theorem is the Theorem
III.8, and its proof is the goal of section III.4.
This theorem is automatic when Y is ample, as well as Northcott property for the height
associated to an ample divisor (proposition III.4.6). On the contrary, when Y is empty, it is
exacctly Theorem III.7. To apply this hybrid theorem, we then have to make a compromise to
have both Y and mY as small as possible.
This theorem can also be compared to those of [CLZ09], notably to Autissier's Theorem (for
surfaces) and CLZ Theorem (Corvaja, Levin and Zannier) for varieties of dimension at least 3.
These last two theorems have a similar ﬂavour to our concentration result, but here are some
notable diﬀerences. First, they do not need a condition on the size of SL, nor a condition of
intersection as strict as in our theorem, nor an additional hypothesis of exclusion of a tubular
neighbourhood. On the other hand, the ﬁniteness results stated depend on SL (though their
exclusion domain Y is absolute) : in particular, it does not say if the reunion of all this ﬁnite
sets is ﬁnite itself, and we do not know what happens in the case of big divisors. Finally, as the
foundation of these results is Schmidt's subspace theorem, it seems diﬃcult to make them eﬀective,
as opposed to our theorem.
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The objective of section III.5 is an application of our tubular Runge theorem to Siegel modular
varieties (Theorem III.10), and we here state its more striking case, that is in level n = 2 (Theorem
III.9). The variety A2(2)C is the Siegel modular variety associated to principally polarised abelian
surfaces endowed with a symplectic structure of level 2 (Deﬁnition-proposition III.5.3), and A2(2)SC
is its Satake compactiﬁcation (Deﬁnition III.5.6). Both varieties admit natural normal proper
models on Z[1/2] (Deﬁnition-proposition III.5.14).
In this setting, the boundary (locus relatively to which we deﬁne the integrality) has a good
modular interpretation as a locus of degeneracy of abelian surfaces. Indeed, it is made up of
the strong boundary, locus of semiabelian surfaces with nonzero toric part, and of the weak
boundary, locus of nonsimple principally polarised abelian surfaces, whose components make up
the eﬀective divisors deﬁning the usual integrality for the theorem.
This situation is analogous to the case of modular curves, where the boundary is the locus of
degenerate elliptic curves, that is the cusps, and there is no diﬀerence between weak and strong
boundary.
Theorem (Runge for products of elliptic curves on A2(2)S).
For an open neighbourhood U of the strong boundary ∂A2(2)C := A2(2)SC\A2(2)C in the usual
complex topology, let E(U) be the set of points P ∈ A2(2)(Q) associated to triples (A, λ, α2) (up to
isomorphism on some scalar extension), with A an abelian surface, λ a principal polarisation on
A and α2 a symplectic structure of level 2 on A such that :
• P ∈ A2(2)(L) for some number ﬁeld L.
• A has potentially good reduction at every ﬁnite place, and for any scalar extension σ : L→ C,
the point Pσ ∈ A2(2)C does not belong to U .
• The number sL of places v of L such that
 v is archimedean
 v divides 2
 The reduction mod v of (A, λ) degenerates (up to scalar extension) to a product of elliptic
curves (that is, belongs to the weak boundary)
satisﬁes the condition
sL < 10.
Then, the set E(U) is ﬁnite for any open neighbourhood U of ∂A2(2)C.
In this application of our theorem, we used a natural tubular neighbourhood of ∂A2(2)Q.
Indeed, for every ﬁnite place v ∈ MQ associated to some prime ideal P, we can consider Uv the
set of points Pv ∈ A2(2)S(Qv) whose reduction modulo P belongs to ∂A2(2)P. If Pv represents
the abelian surface Av, this means that Av does not have potentially good reduction modulo P,
by deﬁnition of the schemes A2(2) and A2(2)S (we can salvage this vision for v dividing 2 even
as A2(2) is not deﬁned in characteristic 2). There now simply remains to complete this family of
open subsets with open subsets at every archimedean place v, and for this a simple means is to ﬁx
a unique open neighbourhood U of ∂A2(2)C, hence the above formulation. The Runge condition
sL < 10 comes from the fact that the underlying divisors (making up the weak boundary) are
ten, all ample and eﬀective on A2(2)SQ and with empty intersection outside ∂A2(2)Q (Deﬁnition-
proposition III.5.29 (b)), so m∂A2(2) = 1.
At last, notice that we give in paragraphs III.5.1 and III.5.2 a synthesis of descriptions of good
toroidal compactiﬁcations of some moduli spaces, as well as of the geometry of their divisors, as
a preliminary work for future applications of our tubular Runge theorem to other Siegel modular
varieties, and other divisors.
IReprésentations galoisiennes de
Q-courbes quadratiques
 La connaissance est un moyen de se nourrir 
 Friedrich Nietzsche
Le problème d'uniformité de Serre
Étant donné un nombre premier p et une courbe elliptique E déﬁnie sur un corps de nombres
K, soit la représentation
ρE,p : Gal(K/K)→ GL(E[p])
obtenue par l'action naturelle de Gal(K/K) sur E[p] le groupe des points de p-torsion de E. Un
pas important vers la preuve du grand théorème de Fermat, apporté par Mazur en 1977 [Maz77],
consiste à montrer que cette représentation est automatiquement irréductible lorsque K = Q et
E est sans multiplication complexe, pour p > 163 (et même p > 3 pour une courbe elliptique de
Frey associée à une solution théorique de l'équation de Fermat).
Dans un contexte plus général, Serre a montré en 1972 [Ser72] que pour une courbe elliptique
E sur K sans multiplication complexe, il existe une borne C(E,K) dépendant de E et K telle que
ρE,p est automatiquement surjective pour p > C(E,K). En fait, nous obtenons dans la section
I.8 (théorème I.7), via un théorème d'isogénie, une version explicite du théorème de surjectivité, à
savoir que si hF (E) est la hauteur de Faltings stable de E et p est non ramiﬁé dans K, alors ρE,p
est surjective dès que
p > 107[K : Q]2 (max{hF (E), 985}+ 4 log[K : Q])2 .
Le problème d'uniformité de Serre consiste alors à savoir si on peut rendre cette surjectivité
uniforme en E, c'est-à-dire trouver une borne C(K) dépendant uniquement de K, telle que pour
toute courbe elliptique E déﬁnie sur K sans multiplication complexe, ρE,p est surjective pour
p > C(K).
Le but du présent travail n'est pas le problème d'uniformité de Serre sur les courbes sur Q
(encore hors de portée des méthodes actuelles, voir la section I.6), mais sur un type légèrement
diﬀérent de courbes elliptiques : les Q-courbes.
Déﬁnition. Une Q-courbe est une courbe elliptique E déﬁnie sur un corps de nombres K telle
que pour tout σ ∈ Gal(K/Q), la conjuguée σE est isogène à E (sur K). Le degré de la Q-courbe,
noté d(E), est le plus petit multiple commun des degrés des isogénies minimales entre E et ses
conjuguées.
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• Les Q-courbes généralisent les courbes elliptiques déﬁnies sur Q, et on peut associer de telles
courbes à des solutions d'équations diophantiennes ternaires (selon [Ell04] ou [BD10] par exemple).
• L'ensemble des Q-courbes est stable par isogénie et contient les courbes elliptiques déﬁnies
sur Q mais aussi toutes les courbes elliptiques à multiplication complexe (exemple I.1.1).
• Une Q-courbe est stricte si elle n'est pas isogène à une courbe elliptique déﬁnie sur Q.
• Pour une Q-courbe E sans multiplication complexe et p premier ne divisant pas d(E), on
déﬁnit (paragraphe I.1.1) une représentation projective
PρE,p : Gal(Q/Q)→ PGL(E[p])
analogue à ρE,p pour les courbes déﬁnies sur Q.
• Pour ce qui est de la modularité, Ribet a montré dans [Rib04], avec l'aide de la conjecture de
Serre aujourd'hui prouvée ([KW09a] et [KW09b]), que les Q-courbes sont exactement les courbes
elliptiques modulaires (pour GL2 sur Q), c'est-à-dire celles qui apparaissent comme quotients de
J1(N) pour un certain N .
Le résultat principal de notre travail sur les Q-courbes et le but de ce chapitre est le théorème
suivant.
Théorème I.1 (Surjectivité uniforme pour les Q-courbes strictes).
Soit K un corps quadratique imaginaire de discriminant −DK et E une Q-courbe stricte déﬁnie
sur K. Pour tout nombre premier p ne divisant pas DKd(E) et tel que
p > max(2 · 1013, 50D1/4K logDK),
la représentation PρE,p est surjective.
La démarche de la preuve est similaire à celle employé par Bilu et Parent [BP11a] pour la partie
 normalisateur de Cartan déployé  du problème d'uniformité sur Q. On ﬁxe un corps quadratique
K et pour les assertions suivantes, E parcourt les Q-courbes strictes sans multiplication complexe
déﬁnies sur K et p ne divise pas DKd(E). La preuve se décompose alors en quatre grandes étapes.
(I) Démontrer par la méthode de Mazur (sections I.2 à I.6) que pour p > C0(K), si PρE,p
n'est pas surjective, E a potentiellement bonne réduction en tout idéal de OK , c'est-à-dire que
j(E) ∈ OK (théorèmes I.3, I.4 et I.6). La preuve consiste en un raﬃnement des résultats de [Ell04],
utilisant la structure du groupe des composantes de J0(p)Fp et le quotient d'Eisenstein (section
I.3). Pour le cas  normalisateur de Cartan non déployé  de la méthode, il faut également utiliser
une estimation de moyennes de valeurs spéciales de fonctions L (théorème II.1), qui est l'objet du
chapitre II.
(II) Employer la méthode de Runge (section I.7) pour majorer le j-invariant d'un point P de
X0(d)(K) tel que j(P ) ∈ OK . On en déduira que pour un tel point,
log |j(P )| ≤ C
√
d,
pour une certaine constante absolue C (proposition I.7.7 pour l'inégalité précise).
(III) Utiliser un théorème d'isogénie à la Masser-Wüstholtz (proposition I.8.1) presque entiè-
rement tiré de [GR14], qui permet de minorer la hauteur du j-invariant d'une courbe elliptique
E sans multiplication complexe en fonction du degré d'une isogénie de E (théorème I.7). Concrè-
tement, le théorème I.7 (de surjectivité explicite) donnera dans notre situation des bornes de la
forme
log |j(E)| ≥ C ′
√
d(E)p,
si j(E) ∈ OK (corollaire I.8.1).
(IV) Les trois étapes précédentes nous donnent, si E est une Q-courbe stricte sur un corps K
quadratique imaginaire, une borne C1(K) telle que pour tout nombre premier p > C1(K), si PρE,p
n'est pas surjective, j(E) est entier par l'étape (I) et comme le noyau C de l'isogénie minimale
entre E et sa conjuguée fournit un sous-groupe d'ordre d(E) déﬁni sur K (preuve de la proposition
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I.1.17), on peut appliquer l'étape (II) avec (E,C) ∈ X0(d(E))(K), qui combinée à l'étape (III)
nous donne des inégalités de la forme
C ′
√
d(E)p ≤ log |j(E)| ≤ C
√
d(E),
ce qui est impossible pour p assez grand (indépendant de d(E)). Les bornes seront explicitées dans
la section I.8.
Avant de passer au détail de la preuve, quelques remarques s'imposent sur le théorème I.1.
- Le fait que la Q-courbe E soit stricte implique que le théorème ne dit rien sur les courbes
elliptiques déﬁnies sur Q, ce qui est naturel puisque le cas  normalisateur de Cartan non déployé 
résiste encore pour celles-ci, en particulier à la méthode de Mazur. Un suivi attentif de chacun des
sections permettrait à peu de choses près de redémontrer directement les résultats de surjectivité
uniforme partielle établis successivement par [Maz77] ( cas Borel ) puis [Mom84] et [BP11a]
( cas normalisateur de Cartan déployé ).
- Le corps quadratiqueK doit être imaginaire à la fois pour le cas  normalisateur de Cartan non
déployé  (section I.6) et la méthode de Runge (section I.7). Pour tout le reste, le cas quadratique
réel fonctionne exactement de la même manière. De plus, on a besoin que p soit non ramiﬁé
dans K à la fois pour que PρE,p ne soit pas inclus dans PSL(E[p]) (paragraphe I.1.2) et pour
les estimations analytiques de fonctions L du chapitre II. Il est cependant possible que pour p
divisant DK , les fonctions L en question vériﬁent d'autres équations fonctionnelles permettant
quand même ce type d'estimations. De plus, la dépendance en DK de la borne vient seulement du
terme d'erreur des estimations utilisées, il est donc peut-être possible d'obtenir un résultat avec
une dépendance faible en DK via des techniques diﬀérentes.
- Il n'y a aucune dépendance en le degré d de la Q-courbe stricte, à part le fait que p ne doit pas
diviser d (la représentation n'est de toute façon pas déﬁnie telle quelle si p divise d). Cela permet
une certaine marge de manoeuvre sur le résultat, car hormis des cas de petits degrés (Exemple
I.1.2 ), on ne sait pas exhiber de familles inﬁnies de Q-courbes strictes de degré ﬁxé, et la ﬁnitude
de tels ensembles de Q-courbes ferait du théorème un corollaire immédiat de la surjectivité de
Serre.
Notations
Nous regroupons ici les notations les plus utilisées pour des raisons de clarté. On note
p un nombre premier ﬁxé
E une courbe elliptique déﬁnie sur K ⊂ Q.
σE la conjuguée galoisienne de E par σ ∈ Gal(Q/Q).
E[p] la p-torsion de E, non canoniquement isomorphe à
(
Z/pZ
)2
.
ρE,p la représentation galoisienne de Gal(K/K) sur cette p-torsion.
PρE,p la représentation galoisienne projective de la Q-courbe E.
I.1 Rappels sur les Q-courbes et le problème de surjectivité
I.1.1 Représentations projectives de Q-courbes
Pour commencer, donnons en détail la déﬁnition de Q-courbe et la terminologie associée.
Déﬁnition I.1.1 (Q-courbes). Soit K un corps de nombres.
Une Q-courbe est une courbe elliptique E déﬁnie sur K telle que pour tout σ ∈ Gal(K/Q), il
existe une isogénie µσ : σE → E (déﬁnie sur K). Elle est quadratique si le corps K est quadratique.
Son degré, noté d(E), est le ppcm des degrés des isogénies minimales entre E et ses conjuguées
galoisiennes.
Une Q-courbe est stricte si elle n'est pas isogène à une courbe elliptique déﬁnie sur Q.
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Remarque I.1.1. Quitte à étendre le corps de base K, on peut supposer que celui-ci est une
extension galoisienne de Q de sorte que l'action de Gal(K/Q) sur les conjuguées de E se factorise
par Gal(K/Q). Alors, une courbe elliptique E déﬁnie sur le corps de nombres galoisien K est une
Q-courbe si et seulement si pour tout σ ∈ Gal(K/Q), il existe une isogénie entre σE et E.
Exemple I.1.1 (Courbes CM). Les courbes elliptiques surQ sont desQ-courbes. Il en est de même
pour les courbes à multiplication complexe : en eﬀet, si EndE = A 6= Z, pour tout automorphisme
σ de K, Eσ est également à multiplication complexe par A ([Sil94], Proposition II.2.1 (a)), or on a
une action (simplement) transitive du groupe des classes d'idéaux de A sur l'ensemble des courbes
elliptiques à multiplication complexe par A à isomorphisme près, et cette action vient avec des
isogénies entre toutes ces courbes ([Sil94], Proposition II.1.2 (b)). Ainsi, E est une Q-courbe.
Pour N sans facteur carré, et X∗0 (N) le quotient de la courbe modulaire X0(N) par le groupe
de ses involutions d'Atkin-Lehner, un point non cuspidal de X∗0 (N)(Q) se relève nécessairement
en une Q-courbe (unique à isogénie près). En fait, Elkies a démontré qu'on obtient ainsi toutes les
classes d'isogénie de Q-courbes non CM, avec le résultat suivant [Elk04].
Théorème I.2 (Réduction d'Elkies).
Soit E une Q-courbe sans multiplication complexe déﬁnie sur un corps de nombres K.
Alors, il existe N sans facteur carré divisant d(E) et E′ une Q-courbe déﬁnie sur un sous-corps
de K et associée à un point de X∗0 (N)(Q), telle que E′ est isogène à E sur Q, via une isogénie de
degré divisant d(E).
Il existe bien une inﬁnité de Q-courbes strictes et sans multiplication complexe, comme les
familles paramétrées suivantes en donnent. Remarquons en préambule qu'une Q-courbe E non
déﬁnie sur Q et sans multiplication complexe dont le degré est sans facteur carré est nécessairement
stricte, sinon elle admettrait une isogénie E → E de degré non carré.
Exemple I.1.2 (Familles paramétrées de Q-courbes).
• Une première classe de familles de Q-courbes quadratiques paramétrées ([Has97], Théorèmes
2.2 et 2.4) est donnée par les X0(p) de genre 0 avec p premier, c'est-à-dire pour p = 2, 3, 5, 7, 13.
Lorsque p = 2, 3 ou 7, on sait fabriquer une famille paramétrée de Q-courbes déﬁnies sur Q(
√
d)
pour tout d 6= 0, 1 sans facteur carré, par exemple pour p = 2 on a pour tout t ∈ Q la Q-courbe
déﬁnie sur Q(
√
d) par l'équation
Ed(t) : y
2 = x3 + 6(3t
√
d− 5)x+ 8(−9t
√
d+ 7), j(Ed(t)) = 2
6 (5− 3t
√
d)3
(1− t√d)(1 + t√d)2 .
Pour p = 5 ou 13 apparaissent des conditions de congruence sur d pour l'existence deQ-courbes non
triviales ([Has97], Proposition 2.3) mais sous réserve qu'elles soient satisfaites, il existe également
sur Q(
√
d) une famille de Q-courbes paramétrée par Q.
Remarquons que les degrés des Q-courbes sont ici des nombres premiers donc à part pour les
courbes CM, elles sont nécessairement strictes. Les courbes CM sont pour leur part en nombre ﬁni
(à d ﬁxé, pour chaque famille de paramètres), ainsi pour p = 2, 3, 5, 7, 13, on a bien des familles
inﬁnies de Q-courbes strictes de degré p sur des corps quadratiques ﬁxés. De plus, la méthode
employée dans [Has97] démontre que toutes les Q-courbes quadratiques de ces degrés s'obtiennent
à isogénie près exactement de cette manière.
• Plus généralement, lorsque la courbe X∗0 (N), quotient de X0(N) par son groupe d'Atkin-
Lehner (N supposé sans facteur carré) est de genre 0 ou 1, on peut également paramétrer d'après
[GL98] toutes les Q-courbes (via leurs j-invariants comme racines de certains polynômes à coef-
ﬁcients rationnels), mais alors le corps de déﬁnition de la Q-courbe (c'est-à-dire son j-invariant)
dépend du paramètre hors des cas précédents, c'est-à-dire qu'on ne sait pas a priori s'il existe, à
corps quadratique ﬁxé, une inﬁnité de Q-courbes de degré ﬁxé déﬁnies sur ce corps. Une conjecture
d'Elkies [Elk04] (toujours non résolue même pour N premier) aﬃrme en fait que pour tout corps
de nombres K ﬁxé, la courbe X∗0 (N) n'a pas de point K-rationnel ni cuspidal ni CM, pour N
assez grand.
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Nous allons dorénavant supposer les Q-courbes étudiées sans multiplication complexe.
Déﬁnition I.1.2 (Représentations projectives associées à une Q-courbe).
Soient K ⊂ Q un corps de nombres et E une Q-courbe sans multiplication complexe déﬁnie
sur K. Pour tout nombre premier p ne divisant pas d(E), la formule
σ ·D := µσ(σD),
avec D parcourant les Fp-droites de E[p], σ parcourant Gal(Q/Q) et µσ : σE → E une isogénie de
degré premier à p, déﬁnit une représentation de Gal(Q/Q) dans PE[p] notée PρE,p qui ne dépend
pas du choix des µσ et qui, restreinte à Gal(Q/K), est la projectivisation du morphisme ρE,p de
Gal(K/K) dans GL(E[p]).
Démonstration. Soit D une Fp-droite de E[p]. Pour tout σ ∈ Gal(Q/Q), σD est une Fp-droite de
σE et l'isogénie µσ est injective sur la p-torsion de σE donc σ ·D est bien une Fp-droite de E[p].
L'application PρE,p est donc bien déﬁnie. Elle ne dépend pas du choix des isogénies : en eﬀet,
comme E et σE sont sans multiplication complexe, Hom(σE,E) est un Z-module libre de rang 1,
en particulier toutes les isogénies entre σE et E de degré premier à p agissent de la même manière
sur les Fp-droites de σE[p].
Ensuite, pour tous τ ∈ Gal(Q/Q), comme les isogénies µστ et µσ ◦ σµτ de στE vers E sont de
degré premier à p, on a
(στ) ·D = µστ (στD) = µσ ◦ σµτ (στD) = µσ(σ(µτ (τD))) = σ · (τ ·D)
donc PρE,p est bien un morphisme de groupes.
Le théorème I.2 a un corollaire immédiat très utile pour notre problème de surjectivité.
Corollaire I.1.1. Avec les notations de la proposition précédente, pour p premier ne divisant
pas d(E), il suﬃt de montrer que PρE′,p est surjective pour que PρE,p le soit. Il suﬃt donc de
démontrer le théorème I.1 pour les Q-courbes E telles que d(E) est sans facteur carré.
Démonstration. Soit µ : E → E′ l'isogénie obtenue grâce au théorème I.2. Alors, pour tout
σ ∈ Gal(Q/Q) et toute Fp-droite de E[p], pour des isogénies µσ : σE → E et µ′σ : σE′ → E′ de
degré premier à p, on a
σ(µ(D)) = µ′σ(
σ(µ(D))) = µ′σ(
σµ(σD)) = µ′σ ◦ σµ(σD) = µ ◦ µσ(σD) = µ(σ(D))
car les isogénies µ◦µσ et µ′σ ◦σµ, de degré premier à p, agissent de même sur PE[p]. Ceci implique
que la bijection D 7→ µ(D) est équivariante pour les actions de Gal(Q/Q) sur PE(p] et PE′[p],
donc les images des représentations associées sont simultanément surjectives.
I.1.2 Découpage du problème de surjectivité
Le problème de surjectivité de PρE,p passe par la recherche des sous-groupes maximaux de
PGL2(Fp), car E[p] ∼= Fp2 après choix de base de la p-torsion ([Sil09], Corollaire III.6.4). Pour
prouver que PρE,p est surjective, il suﬃra de montrer que son image n'est pas incluse dans un de
ces sous-groupes, que nous allons déﬁnir ci-dessous.
Déﬁnition I.1.3 (Sous-groupes remarquables de GL2(Fp)).
Soit V un Fp-espace vectoriel de dimension 2 et pi : GL(V )→ PGL(V ) la projection canonique.
- Un sous-groupe de Borel de GL(V ) est le stabilisateur d'une droite D de V pour l'action
naturelle de GL(V ). Après un choix de base adaptée de V , un sous-groupe de Borel est le groupe
des matrices triangulaires supérieures de GL2(Fp).
- Un sous-groupe de Cartan déployé est le stabilisateur d'un couple de droites distinctes
(D1, D2) de V pour l'action produit de GL(V ). Après un choix de base adaptée de V , c'est le
groupe des matrices diagonales de GL2(Fp).
- Un sous-groupe de Cartan non déployé est une copie du groupe F∗p2 dans GL(V ).
On appelle sous-groupe de Borel (resp. Cartan déployé, Cartan non déployé) de PGL(V )
l'image par pi d'un sous-groupe de Borel (resp. Cartan déployé, Cartan non déployé) de GL(V ).
26 I. REPRÉSENTATIONS GALOISIENNES DE Q-COURBES
Remarque I.1.2. Si une sous-algèbre de End(V ) est un corps à p2 éléments, l'ensemble de ses
inversibles forme un sous-groupe de Cartan non déployé de GL(V ). Réciproquement, si C est un
sous-groupe de Cartan non déployé, comme il est commutatif et que Xp
2−1−1 est scindé à racines
simples dans Fp, tous ses éléments sont codiagonalisables dans une base de V ⊗Fp Fp2 formée de
vecteurs conjugués, et on en déduit que C ∪{0} est un corps à p2 éléments dans End(V ). De plus,
un élément de GL(V ) appartient à C si et seulement s'il commute avec les éléments de C, c'est-
à-dire si et seulement s'il agit linéairement sur V pour la structure de Fp2 -espace vectoriel de V
déﬁnie par C. En eﬀet, si g commute avec les éléments de C, il est automatiquement diagonalisable
dans une base de V ⊗Fp Fp2 adaptée à C (donc formée de vecteur conjugués), donc déterminé par
ses valeurs propres, or C couvre les p2 − 1 possibilités donc g ∈ C.
En fait, on peut également voir un sous-groupe de Cartan non déployé de GL(V ) comme le
groupe des matrices de GL(V ) diagonales dans une base adaptée à (D,D′) où D et D′ sont des
droites de V ⊗Fp Fp2 distinctes conjuguées.
Lemme I.1.4 (Normalisateurs des sous-groupes remarquables).
Soit V un Fp-espace vectoriel de dimension 2.
- Le normalisateur d'un sous-groupe de Borel de GL(V ) (resp. PGL(V )) est réduit à lui-même.
- Le normalisateur N du sous-groupe de Cartan déployé C de GL(V ) (resp. PGL(V )) associé
au couple de droites distinctes (D1, D2) de V est le stabilisateur de la paire de droites distinctes
{D1, D2}. En particulier, [N : C] = 2.
- Le normalisateur N du sous-groupe de Cartan non déployé C de GL(V ) (resp. PGL(V )) est
l'ensemble des éléments de GL(V ) qui agissent Fp2-linéairement ou semi-linéairement par rapport
à la structure de Fp2-espace vectoriel de V donnée par C. En particulier, [N : C] = 2 (et de même
pour PGL(V )).
Enﬁn, l'intersection de deux sous-groupes de Cartan distincts de GL(V ) est réduite aux homo-
théties.
Démonstration. Si pour toute droite D de V on note BD le sous-groupe de Borel associé à D, on
voit immédiatement que pour tout g ∈ GL(V ), gBDg−1 = BgD. En particulier, gBDg−1 = BD si
et seulement si g ﬁxe D, c'est-à-dire g ∈ BD.
Pour une paire de droites distinctes {D1, D2} de V , si on note C = C{D1,D2} le sous-groupe de
Cartan déployé associé à cette paire de droites, on a gC{D1,D2}g
−1 = C{gD1,gD2}, en particulier
g normalise C si et seulement si {gD1, gD2} = {D1, D2}. Dans une base adaptée à (D1, D2), C
est constitué des matrices diagonales et son normalisateur N des matrices diagonales ou antidia-
gonales, donc [N : C] = 2.
Pour un sous-groupe de Cartan non déployé C de GL(V ), le raisonnement ci-dessus se reproduit
exactement lorsqu'on utilise la remarque I.1.2.
Enﬁn, pour ce qui est de l'intersection de deux sous-groupes de Cartan, si un élément de GL(V )
appartient à un sous-groupe de Cartan, il possède comme droites propres les droites associées à
ce sous-groupe, or s'il a au moins trois droites propres, c'est une homothétie.
La proposition suivante provient de ([Ser72], § 2.4 à 2.6), sa preuve y est esquissée mais nous en
reproduisons ici une démonstration complète pour le confort du lecteur, basée sur la proposition
15 de [Ser72] pour le (a) et la preuve du théorème 6.17 de [Suz82] pour le (b).
Proposition I.1.5 (Sous-groupes maximaux de GL2(Fp)).
Soit H un sous-groupe de PGL2(Fp).
(a) Si H est d'ordre divisible par p, alors ou bien H contient PSL2(Fp), ou bien H est contenu
dans un sous-groupe de Borel de PGL2(Fp).
(b) Si H est d'ordre premier à p, trois cas sont possibles :
 Si H est cyclique, il est contenu dans un sous-groupe de Cartan de PGL2(Fp), unique si H
est non trivial.
 Si H est diédral, il normalise un sous-groupe de Cartan de PGL2(Fp), il est donc contenu
dans le normalisateur de ce sous-groupe de Cartan.
I.1. RAPPELS SUR LES Q-COURBES ET LE PROBLÈME DE SURJECTIVITÉ 27
 Si H n'est cyclique ni diédral, il est isomorphe à A4, S4 ou A5 (on dit alors qu'il est excep-
tionnel).
Démonstration. On note pi : GL2(Fp) → PGL2(Fp) la projection canonique, G = pi−1(H) et Z le
centre de GL2(Fp). On suppose que H est non trivial, c'est-à-dire que G 6= Z.
(a) Comme la seule racine p-ième de l'unité dans Fp est 1, toute matrice g de GL2(Fp) d'ordre
exactement p est semblable à la matrice
(
1 1
0 1
)
, en particulier ﬁxe une unique droite notée Dg de
Fp2 et pour tout g′ ∈ G, Dg′gg′−1 = g′ ·Dg. Ainsi, soit tous les éléments de G ﬁxent Dg et alors H
est inclus dans le sous-groupe de Borel ﬁxant Dg, soit il existe deux éléments g et g′ de G d'ordre
p qui chacun ﬁxent une droite diﬀérente, et alors dans une base adaptée à ces deux droites, ils sont
de la forme
(
1 a
0 1
)
et
(
1 0
b 1
)
avec ab 6= 0. Ces matrices engendrent SL2(Fp), donc G contient
SL2(Fp) et H contient PSL2(Fp).
(b) Commençons par calculer, pour tout g ∈ GL2(Fp), le centralisateur de g dans GL2(Fp) :
- Si g est une homothétie, c'est tout GL2(Fp).
- Si g a deux valeurs propres distinctes λ et µ dans Fp, c'est le groupe des matrices qui dans
une base propre de g sont de la forme
(∗ 0
0 ∗
)
, c'est-à-dire un sous-groupe de Cartan déployé de
GL2(Fp).
- Si g a deux valeurs propres distinctes λ et µ dans Fp2\Fp, λ et µ sont conjuguées et le
centralisateur de g est alors constitué de toutes les matrices de GL2(Fp) qui dans une base propre
de Fp2 associée à g sont de la forme
(
λ′ 0
0 λ′p
)
. C'est donc exactement le sous-groupe de Cartan
non déployé de GL2(Fp) associé à ces droites propres.
- Si g n'est pas diagonalisable dans Fp, elle est semblable dans Fp à une matrice de la forme(
λ µ
0 λ
)
avec µ 6= 0, et son centralisateur (par un calcul immédiat) est alors constitué des matrices
qui dans cette base de trigonalisation de g sont de la forme
(
λ′ µ′
0 λ′
)
, il est donc de cardinal (p−1)p.
Comme H est d'ordre premier à p, G l'est aussi et le quatrième cas ne peut pas se produire
pour g ∈ G : en eﬀet, il appartient à CG(g), or s'il n'est pas diagonalisable dans Fp, celui-ci est
réduit au centre de GL2(Fp) d'après le calcul précédent, car p ne divise pas l'ordre de G. Tout
élément g de G non scalaire admet donc pour centralisateur CG(g) le sous-groupe d'un groupe de
Cartan, en particulier celui-ci est abélien. De plus, le normalisateur NG(g) de chaque centralisateur
vériﬁe [NG(g) : CG(g)] ≤ 2 : en eﬀet, d'après le lemme I.1.4, pour g ∈ G non scalaire, CG(g) est
contenu dans un unique sous-groupe de Cartan de GL(V ) donc le normaliser équivaut à normaliser
ce sous-groupe de Cartan, ainsi NG(g) est l'intersection du normalisateur de ce sous-groupe de
Cartan avec G, donc [NG(g) : CG(g)] ≤ 2.
Les centralisateurs CG(g) avec g non scalaire constituent tous les sous-groupes abéliens maxi-
maux de G car si g ∈ A avec A abélien, A ⊂ CG(g). De plus, l'intersection de deux sous-groupes
abéliens maximaux distincts A et B de G est Z, car A et B sont contenus dans le centralisateur
de n'importe quel élément de leur intersection, qui doit donc être réduite à Z par maximalité.
Notons A l'ensemble des sous-groupes abéliens maximaux de G, et C1, · · · , Cr, · · · , Cr+s les
classes de conjugaison de ces sous-groupes abéliens (c'est-à-dire que A et A′ sont dans la même
classe si A′ = gAg−1 pour un certain g ∈ G), avec Ai un représentant de Ci pour tout i, de
sorte que NG(Ai) = Ai si 1 ≤ i ≤ r et [NG(Ai) : Ai] = 2 si r + 1 ≤ i ≤ r + s. On note
n = |H| = |G|/(p− 1), et ni = |Ai|/(p− 1) pour tout i.
Par déﬁnition du normalisateur, le nombre d'éléments de Ci est exactement |G|/NG(Ai), et
chacun des éléments de G\Z appartenant à un seul sous-groupe abélien maximal (qui est son
centralisateur), on obtient l'égalité
(p− 1)n = (p− 1) +
r∑
i=1
(p− 1)(ni − 1)n(p− 1)
(p− 1)ni +
r+s∑
i=r+1
(p− 1)(ni − 1)n(p− 1)
2(p− 1)ni
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qui se simpliﬁe en
1 =
1
n
+
r∑
i=1
ni − 1
ni
+
r+s∑
i=r+1
ni − 1
2ni
(I.1)
Or, chacun des ni vaut au moins 2 car G 6= Z, donc on obtient l'inégalité
1
n
+
r
2
+
s
4
≤ 1
ce qui nous donne six possibilités pour r et s, décrites dans le tableau suivant
I II III IV V V I
r 1 1 0 0 0 0
s 0 0 1 2 3 4
Nous allons réécrire l'égalité (I.1) dans chacun de ces cas et en déduire les diﬀérentes possibilités
pour H.
Cas I : on a 1 = 1/n + (n1 − 1)/n1 d'où n1 = n et G est un sous-groupe abélien, en par-
ticulier inclus dans un sous-groupe de Cartan (déployé ou non) de GL2(Fp) vu la structure des
centralisateurs, et H est alors cyclique.
Cas II : on a 1 = 1/n + (n1 − 1)/n1 + (n2 − 1)/2n2 d'où 1/2 + 1/n = 1/n1 + 1/2n2 ce qui
donne n1 = 2 et 2n2 = n ou bien n1 = 3, n2 = 2 et n = 12. Dans le premier cas, on obtient
G = NG(A2) donc H est diédral. Dans le second, il y a exactement quatre conjugués de A1 dans
G et G agit par conjugaison en permutant ceux-ci, or le stabilisateur de chacun de ces groupes est
réduit à lui-même et leur intersection réduite au centre donc H = G/Z s'injecte dans S4, d'image
de cardinal 12 donc H est isomorphe à A4.
Cas III, IV et V : on obtient pour chacun de ceux-ci que n = 1, contradiction.
Cas V I : on a 1 = 1/n+ (n1 − 1)/2n1 + (n2 − 1)/2n2 + (n3 − 1)/2n3 donc
1
2n1
+
1
2n2
+
1
2n3
=
1
n
+
1
2
.
Les (n1, n2, n3, n) possibles sont, si on impose n1 ≤ n2 ≤ n3, (2, 2, n3, 2n3), (2, 3, 3, 12), (2, 3, 4, 24)
et (2, 3, 5, 60). Pour (2, 2, n3, 2n3), on a G = NG(A3) donc G est encore inclus dans le normalisateur
d'un sous-groupe de Cartan, ainsi H est diédral.
Pour (2, 3, 3, 12), les groupes pi(A2) et pi(A3) sont des 3-Sylow de H donc doivent être conjugués
par les théorèmes de Sylow, contradiction donc ce cas ne se produit pas. Pour (2, 3, 4, 24), C2 est
de cardinal 24/6 = 4 donc l'action par conjugaison sur les éléments de C2 induit un morphisme
de H dans S4, mais le noyau de ce morphisme est l'intersection de tous les pi(NG(gA2g−1)) qui
est le groupe trivial, et par argument de cardinal H est donc isomorphe à S4.
Enﬁn, pour (2, 3, 5, 60), il y a exactement 60/4 = 15 groupes d'indice 30 de G (ce sont les
conjugués de A1) et chacun a pour normalisateur un groupe d'indice 15 de G, qui n'est pas abélien
par maximalité de A1. Or, leur projection est un 2-Sylow de H de cardinal 4, qui ne peut pas être
cyclique car sinon chaque normalisateur serait abélien (son quotient par le centre étant cyclique).
Les 2-Sylow S de H sont donc isomorphes à (Z/2Z)2, ainsi chacun d'entre eux contient exactement
3 sous-groupes d'indice 2, et chacun d'eux est un pi(A) avec NG(A) = pi−1(S). On en déduit qu'il
y a exactement 15/3 = 5 2-Sylow dans H et ils sont tous conjugués par les théorèmes de Sylow,
d'où un morphisme de H dans S5 donné par l'action par conjugaison, et ce morphisme est injectif
car chaque NG(A) ne normalise que trois sous-groupes d'indices 30 comme on vient de le montrer
donc H s'identiﬁe à un sous-groupe d'indice 2 de S5, qui ne peut être que A5.
La proposition suivante permet de calculer le déterminant de la représentation projective as-
socié à une Q-courbe, et donc son image admissible maximale.
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Proposition I.1.6. Soit E une courbe elliptique déﬁnie sur un corps de nombres K.
Le déterminant de la représentation galoisienne ρE,p : Gal(K/K) → GL(E[p]) est égal au
caractère cyclotomique χ : Gal(K/K) → F∗p , c'est-à-dire que pour tout σ ∈ Gal(K/K) et toute
racine p-ième de l'unité ζ,
ζdet(ρE,p(σ)) = σ(ζ).
Corollaire I.1.2. Pour K un corps de nombres quadratique et E une Q-courbe déﬁnie sur K,
l'image de PρE,p n'est pas incluse dans PSL(V ) si p est non ramiﬁé dans K.
Démonstration.
Notons µp le groupe des racines p-ièmes de l'unité dans K et ep : E[p] × E[p] −→ µp l'accou-
plement de Weil ([Sil09], Chapitre III, Proposition 8.1). Soit ζ ∈ µp. L'accouplement étant non
dégénéré, il existe une Fp-base (P,Q) de Ep telle que ep(P,Q) = ζ. Soit σ ∈ Gal(Q/Q) et ρ(σ) la
matrice de P 7→ σP vue dans la base (P,Q), c'est-à-dire que
(σP, σQ) = (P,Q).ρ(σ)
or l'accouplement de Weil est compatible avec l'action du groupe de Galois, ainsi
ep(
σP, σQ) = σ(ep(P,Q))
donc si ρ(σ) =
(
a b
c d
)
∈ GL2(Fp), on a
ζad−bc = σ(ζ),
ce qu'on voulait démontrer.
Pour le corollaire, ce résultat démontre que si p n'est pas ramiﬁé dans K, le déterminant de
ρE,p est surjectif dans Fp∗, en particulier pour une Q-courbe, l'image de la restriction de PρE,p à
Gal(K/K) n'est pas incluse dans PSL(V ).
Nous allons dès maintenant écarter une deuxième possibilité de sous-groupe maximal (donnée
par la proposition I.1.5), celle des sous-groupes exceptionnels.
I.1.3 Le cas des sous-groupes exceptionnels
Ce paragraphe reprend les résultats de [Ser72] pour le confort du lecteur (pour plus de détails,
lire la section 1 de cet article). Il ne s'applique pas uniquement aux Q-courbes, donc ici seulement,
on note :
K un corps valué complet pour la valuation discrète normalisée v, de caractéristique 0.
O son anneau des entiers, d'idéal maximal m.
k le corps résiduel de O, supposé de caractéristique p > 0.
e = v(p) l'indice de ramiﬁcation absolu de K.
K une clôture algébrique de K ﬁxée, d'anneau des entiers O, muni de la valuation v prolongée
à K, renotée v.
Knr la plus grande sous-extension non ramiﬁée de K dans K, d'anneau des entiers Onr.
Kt la plus grande sous-extension modérément ramiﬁée de K dans K, d'anneau des entiers Ot.
Le corps résiduel de K est une clôture séparable de K, notée ks. Via la réduction modulo leurs
idéaux maximaux, Onr et Ot se surjectent dans ks.
On a
K ⊂ Knr ⊂ Kt ⊂ K,
et chacune de ces extensions de K est galoisienne. On note
G := Gal(K/K), I := Gal(K/Knr), Ip := Gal(K/Kt).
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Le groupe I est le groupe d'inertie de G, c'est-à-dire le groupe des automorphismes de K qui
se réduisent en l'identité sur ks. Via la réduction en automorphismes de ks, Gal(Knr/K) = G/I
s'identiﬁe à Gal(ks/k). Le groupe Ip est le plus grand pro-p-groupe inclus dans I, et on note
It := I/Ip = Gal(Kt/Knr)
le groupe d'inertie modérée de G. C'est un groupe proﬁni commutatif d'ordre premier à p, dont
l'étude va nous donner des informations sur les représentations galoisiennes associées à des courbes
elliptiques.
Déﬁnition I.1.7 (Caractère θd).
Pour d ≥ 1 premier à p, notons µd le groupe des racines d-ièmes de l'unité dans K. Si x est
une uniformisante de Knr, l'extension Kd = Knr(x1/d)/Knr est modérément totalement ramiﬁée
et galoisienne de groupe de Galois µd, et on a l'homomorphisme continu canonique
θd : It −→ µd
σ 7−→ σ(x1/d)
x1/d
qui ne dépend pas du choix de l'uniformisante x ni de sa racine d-ième car µd ⊂ Knr.
Lorsque d est premier à p, le groupe µd s'injecte dans ks par la réduction, et il est alors inclus
dans l'unique copie de Fq dans ks, lorsque d divise q − 1. On renote θd le caractère de It dans
k∗s ainsi obtenu. Ceux-ci permettent d'obtenir tous les caractères continus, comme l'énonce la
proposition suivante.
Proposition I.1.8. Pour tout caractère continu θ : It → k∗s , il existe a ∈ Z, et d ≥ 1 premier
à p tels que θ = θad . De plus, pour de tels a et d, la classe α de a/d dans Q/Z est uniquement
déterminée : on dira que l'invariant de θ est α.
Démonstration. Tout d'abord, un caractère continu de It dans k∗s (muni de la topologie discrète)
est à image compacte (car It est compact) et discrète, donc ﬁnie et dans un certain µd ⊂ k∗s .
Le groupe It est la limite projective des Gal(Knr(x1/n)/Knr = µn, et on voit immédiatement
que l'application qui à a ∈ Z associe θad induit un isomorphisme entre Z/dZ et le groupe des
caractères de It dans µd, car en tant que groupe abélien, dIt est exactement le noyau de l'application
canonique It → Gal(Knr(x1/d)/Knr) = µd. Ceci prouve que l'application qui à (a, d) associe θad
est surjective, et par mise au même dénominateur, il apparaît que θad = θ
a′
d′ si et seulement si
a/d = a′/d′ mod Z.
Si α ∈ Q/Z n'est pas d'ordre premier à p, il est possible de le projeter sur la partie de torsion
première à p (c'est-à-dire Z(p)/Z) via la somme directe
Q/Z = Z[1/p]/Z⊕ Z(p)/Z.
On appelle alors caractère d'invariant α le caractère d'invariant α′ où α′ est la projection de α sur
Z(p)/Z, de sorte que l'application qui à α associe le caractère continu sur It d'invariant α est un
morphisme de groupe surjectif de Q/Z dans le groupe des caractères continu de It dans k∗s .
En fait, on va se concentrer sur les  caractères fondamentaux , obtenus pour d de la forme
pn − 1.
Déﬁnition I.1.9 (Caractères fondamentaux). Soit n ≥ 1 un entier, q = pn.
Un caractère fondamental de niveau n est un caractère obtenu en composant le caractère
θq−1 : It → µq−1 = F∗q ⊂ k∗s
avec un automorphisme de k∗s . Autrement dit, les caractères fondamentaux de niveau n sont les n
caractères
θq−1, θ
p
q−1, · · · , θp
n−1
q−1 .
Ils sont d'invariants respectifs p
i
pn−1 , i = 0, · · · , n− 1.
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Déﬁnition I.1.10. Pour tout α ∈ Q, on note
mα := {x ∈ K; v(x) ≥ α}, m+α := {x ∈ K; v(x) > α},
et
Vα := mα/m
+
α .
La structure naturelle de O-module de mα induit par passage au quotient une structure d'espace
vectoriel de dimension 1 de V sur ks, sur lequel G agit canoniquement.
La proposition suivante décrit entièrement l'action de Gal(K/K) sur Vα.
Proposition I.1.11. Soit σ ∈ G et s l'image de σ dans Gal(ks/k). Pour tout α ∈ Q, l'auto-
morphisme de Vα déﬁni par σ est s-linéaire. En particulier, pour tout σ ∈ I, l'automorphisme
est ks-linéaire, et l'action de It sur Vα est donnée par le caractère d'invariant α décrit par la
proposition I.1.8.
Démonstration. Pour tous λ ∈ O et v ∈ mα, σ(λ · v) = σ(λ)σ(v) d'où la s-linéarité de l'automor-
phisme de Vα déﬁni par σ. Cela induit automatiquement que celui-ci est ks-linéaire pour σ ∈ I par
déﬁnition du groupe d'inertie, et comme Ip est un pro-p-groupe et que k∗s ne contient aucun élément
d'ordre p, Ip agit trivialement sur Vα d'où une action de It sur Vα. Reste à calculer son invariant
en tant que caractère de It, qu'on note ϕα : It → k∗s . L'application α 7→ ϕα est un morphisme de
groupes car le produit sur K induit un isomorphisme de G-représentations Vα ⊗ Vβ → Vα+β pour
tous α, β ∈ Q. Maintenant, pour d ≥ 1 entier premier à p et x la racine d-ième d'une uniformisante
de K, on a σ(x) = θd(x)x par déﬁnition de θd donc ϕ1/d = θd, donc ϕa/d est d'invariant a/d pour
tout a ∈ Z.
Pour α ∈ Q quelconque, il existe q ∈ N∗ tel que qα = a/d avec d premier à p, et alors
ϕqα = ϕa/d = θ
a
d qui est le caractère χα d'invariant α à la puissance q, donc ϕα = χα car k
∗
s ne
contient pas de q-torsion non triviale.
Grâce à ces notations, on sait exactement comment agit It sur µp.
Corollaire I.1.3. L'action naturelle de It sur µp est donnée par le caractère d'invariant e/(p−1),
avec e la ramiﬁcation absolue de K.
Démonstration. Soit α = e/(p − 1) ∈ Q. Pour toute racine de l'unité ζ ∈ µp diﬀérente de 1,
v(ζ − 1) = α. En eﬀet, ∏
ζ∈µp
ζ 6=1
(ζ − 1) = P (1)
avec P = (1 −Xp)/(1 −X). Comme P (1) = p, sa valuation est e et chacun des (ζ − 1) a même
valuation car ils sont tous conjugués, d'où v(ζ − 1) = α. L'application
µp −→ Vα
ζ 7−→ ζ − 1
est Galois-équivariante, et c'est un morphisme de groupes, car pour tous ζ, ζ ′ ∈ µp,
ζζ ′ − 1 = ζ(ζ ′ − 1) + ζ − 1 = ζ ′ − 1 + ζ − 1 mod m+α
car ζ = 1 dans k. Elle est injective car v(ζ − 1) = α dès que ζ 6= 1. On a donc une injection
Galois-équivariante de groupes entre µp et Vα, et le résultat en découle car l'action de It sur Vα
est donnée par le caractère d'invariant α d'après la proposition précédente.
Soit maintenant E une courbe elliptique déﬁnie sur K et ρE,p : Gal(K/K)→ GL(E[p]) l'action
naturelle de Gal(K/K) sur la p-torsion. On suppose que la courbe elliptique E est semi-stable sur
K, ce à quoi on peut se ramener en passant à une extension de K de degré 2,3,4 ou 6 grâce à
l'algorithme de Tate (voir le détail de la preuve de la proposition VII.5.4 (c) de [Sil09]).
Les propositions suivantes résument les trois cas possibles.
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Proposition I.1.12 (Cas ordinaire).
Supposons que E a bonne réduction ordinaire.
(a) La droite de E[p] se réduisant sur 0 modulo m est stable par Gal(K/K), donc ρE,p est à
valeurs dans un sous-groupe de Borel de GL(E[p]), de type(∗ ∗
0 ∗
)
.
(b) L'image de I dans GL(E[p]) est de la forme(
θep−1 ∗
0 1
)
.
(c) Si Ip agit trivialement sur E[p], l'image de I dans GL(E[p]) est un groupe cyclique d'ordre
(p− 1)/pgcd(p− 1, e).
(d) Si Ip n'agit pas trivialement sur E[p], l'image de I dans GL(E[p]) est un groupe d'ordre
p(p− 1)/pgcd(p− 1, e).
Démonstration. Le (a) et (b) sont directement donnés par la proposition 11 de [Ser72] et la discus-
sion qui la précède. Pour le (c), si Ip agit trivialement sur E[p], l'image de I ne contient pas de p-
torsion, en conséquence une matrice de l'image de I est entièrement déterminée par ses coeﬃcients
diagonaux, c'est-à-dire par θep−1. On obtient donc un groupe cyclique d'ordre (p−1)/pgcd(p−1, e).
Pour le (d), si Ip n'agit pas trivialement sur E[p], il existe un élément d'ordre p dans l'image de I,
qui ne peut être que de la forme
(
1 ∗
0 1
)
dans la base adaptée choisie, donc l'application qui à un
élément de l'image de I associe son premier coeﬃcient diagonal est surjective de noyau
(
1 ∗
0 1
)
,
et d'après le (b), l'image de I est donc d'ordre p(p− 1)/pgcd(p− 1, e).
Proposition I.1.13 (Cas multiplicatif).
Supposons que E a réduction multiplicative.
(a) Il existe une Fp-droite de E[p] stable par I. De plus, l'image de I dans GL(E[p]) est de la
forme (
θep−1 ∗
0 1
)
.
(b) Si Ip agit trivialement sur E[p], l'image de I dans GL(E[p]) est un groupe cyclique d'ordre
(p− 1)/pgcd(p− 1, e).
(c) Si Ip n'agit pas trivialement sur E[p], l'image de I dans GL(E[p]) est un groupe d'ordre
p(p− 1)/pgcd(p− 1, e).
Démonstration. Le (a) vient de la proposition 13 de [Ser72], les (b) et (c) s'en déduisent comme
dans la preuve précédente.
Le cas le plus compliqué dans sa formulation est celui des courbes à réduction supersingulière.
On en reproduit la preuve complète ici car la proposition n'est pas exactement écrite de cette
manière dans [Ser72].
Proposition I.1.14 (Cas supersingulier).
Supposons que E a bonne réduction supersingulière. Alors, E[p] est isomorphe à un groupe
formel à un paramètre sur K. Supposons aussi que e < p+ 1. Alors, deux cas sont possibles :
• Le I-module E[p] est simple (donc Ip agit trivialement) et il admet une structure de Fp2-
espace vectoriel de rang 1 sur lequel It agit par le caractère θ
e
p2−1. En particulier, l'image de It
dans GL(E[p]) est un groupe cyclique de cardinal (p2 − 1)/pgcd(p2 − 1, e).
• Le I-module E[p] a un sous-module de dimension 1, et l'action de I sur E[p] est alors de la
forme (
θap−1 ∗
0 θbp−1
)
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avec 0 ≤ a, b ≤ e tels que a+ b = e. De plus, Ip n'agit pas trivialement sur E[p], donc le cardinal
de l'image de I dans GL(E[p]) est divisible par p.
Démonstration. Comme E a bonne réduction supersingulière, le module galoisien E[p] est iso-
morphe à l'ensemble des points de p-torsion d'une certaine loi de groupe formel F (X,Y ) sur
OK [[X,Y ]], dont la réduction sur k[[X,Y ]] est de hauteur 2 ([Sil09], Théorème V.3.1). Il nous
suﬃt donc d'étudier ces points. Considérons le polygone de Newton de la série formelle
[p](X) =
+∞∑
i=1
aiX
i (ai ∈ OK)
de multiplication par p pour la loi du groupe formel. On sait que a1 = p et comme le groupe
formel est de hauteur 2, le premier coeﬃcient inversible de la série est ap2 . Notons V l'ensemble
des zéros de [p] dans m, c'est un espace vectoriel de rang 2 sur Fp. Pour l'étudier plus précisément,
considérerons le polygone de Newton de [p]. Deux cas se présentent à nous.
• Le polygone de Newton entre 1 et p2 est une ligne droite du point (1, e = v(p)) au point
(p2, 0 = v(ap2)) :
Les zéros de la série [p] sont alors tous de valuation α = ep2−1 qui est l'opposé de la pente de
cette ligne droite. En conséquence, le groupe V s'injecte dans Vα par un homomorphisme Galois-
équivariant. Le groupe Ip agit donc trivialement sur V car il opère trivialement sur Vα, et It agit
donc sur V via le caractère θep2−1. Or, l'image de θp2−1 dans k
∗
s est Fp2∗. On peut donc munir
V d'une structure de Fp2 -espace vectoriel de rang 1, pour laquelle It agit par automorphismes
Fp2 -linéaires. Une telle copie de Fp2∗ dans GL(V ) est constitués de p− 1 homothéties et de p2 − p
éléments n'ayant aucune droite ﬁxe. Or, pour e < p+1, p2−1/pgcd(p2−1, e) > p−1, donc il existe
au moins un automorphisme de V provenant de G n'ayant pas de droite propre : en conséquence,
le I-module E[p] est simple, et It agit sur E[p] via le caractère θep2−1.
• Le polygone de Newton entre 1 et p2 est une ligne brisée, avec un point intermédiaire (x, a) :
Tout d'abord, l'ensemble des points nuls ou de valuation au moins α = e−ax−1 forme un sous-groupe
non trivial V0 de V de cardinal x, or V est de cardinal p2, donc x = p. On a donc une sous-Fp-droite
de V constituée de 0 et d'éléments de valuation α = e−ap−1 . Le reste de V est, d'après le polygone
de Newton, constitué d'éléments de valuation β = ap2−p . Or, comme a < e < p + 1, chacun
de ces éléments engendre une extension sauvagement ramiﬁée de K puisque leur valuation a un
dénominateur divisible par p. Il est donc impossible que Ip agisse trivialement sur ces éléments
(par déﬁnition, si Ip agissait trivialement, ces éléments seraient dans Kt). En conséquence, Ip
n'agit pas trivialement sur E[p], donc l'image de I dans GL(E[p]) a une p-partie. De plus, I agit
sur Vα via le caractère θap−1 et le déterminant de l'action de I sur E[p] est exactement le caractère
cyclotomique donné par l'action de I sur µp, c'est-à-dire θep−1, d'où la forme de l'action de I sur
E[p].
Ceci permet de conclure sur le cas exceptionnel avec la proposition suivante, dont les Q-courbes
ne seront qu'un cas particulier.
Proposition I.1.15. Soit K un corps de nombres et E une courbe elliptique sur K. Pour tout
p > 30[K : Q] + 1, l'image de PρE,p : Gal(K/K) → PGL(E[p]) n'est pas contenue dans un sous-
groupe exceptionnel (de la forme A4, A5 ou S4). En particulier, pour une Q-courbe E déﬁnie sur
le corps quadratique K, l'image de PρE,p n'est pas contenue dans un sous-groupe exceptionnel pour
p > 67.
Démonstration. Soit E une courbe elliptique sur le corps de nombres K. Soit p un idéal premier
de OK au-dessus de p de degré de ramiﬁcation e. Considérons le complété Kp de K pour la
valuation associée à p. Il existe par l'algorithme de Tate une extension K ′ de Kp de degré de
ramiﬁcation d = 1, 2, 3, 4 ou 6 telle que EK′ est semi-stable, notons I ′ le groupe d'inertie associé
à K ′. Si I ′p agit non trivialement sur E[p], l'image de PGL(E[p]) contient un p-groupe et n'est
donc pas exceptionnelle dès que p > 5. Sinon, les bornes données dans chacun des trois cas
permettent de dire que l'image de I ′t par PρE,p contient un sous-groupe cyclique d'ordre au moins
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(p− 1)/pgcd(p− 1, ed), qui est strictement supérieur à 5 lorsque p > 5ed+ 1, et dans ce cas cette
image ne peut être incluse dans un sous-groupe exceptionnel. Comme d ≤ 6 et e ≤ [K : Q], on en
déduit la borne de la proposition.
Le reste de la section sera consacré à formaliser les trois cas restants (Borel, normalisateur de
Cartan déployé, normalisateur de Cartan non déployé) en termes de courbes modulaires.
I.1.4 Traduction du problème sur des courbes modulaires
On suppose désormais que l'image de PρE,p n'est pas contenu dans un sous-groupe exceptionnel
ni dans PSL(E[p]), et on ﬁxe K un corps quadratique dans tout ce paragraphe.
Pour tout nombre premier p et tout entier N ≥ 1 :
• La courbe modulaireX0(N)Z est le schéma de modules grossier compactiﬁé sur Z paramétrant
les classes d'isomorphisme de couples (E,CN ) avec E une courbe elliptique et CN un sous-groupe
de N -torsion cyclique de E. Sa ﬁbre générique est la courbe modulaire sur Q correspondant au
sous-groupe de congruences
Γ0(N) :=
{(
a b
c d
)
∈ SL2(Z), c ≡ 0 mod N
}
.
• La courbe modulaire Xsplit(p)Z est le schéma de modules grossier compactiﬁé sur Z paramé-
trant les classes d'isomorphisme de couples (E, {Ap, Bp}) avec E une courbe elliptique et {Ap, Bp}
une paire non distinguée de deux sous-groupes cycliques d'ordre p distincts de E. Sa ﬁbre générique
est la courbe modulaire sur Q correspondant au sous-groupe de congruences
Γsplit(p) :=
{
γ ∈ SL2(Z), γ ≡
(∗ 0
0 ∗
)
ou
(
0 ∗
∗ 0
)
mod p
}
.
• La courbe modulaire Xnonsplit(p) est le schéma de modules grossier compactiﬁé sur Z pa-
ramétrant les classes d'isomorphisme de couples (E, {D,D′}) avec E une courbe elliptique et
{D,D′} une paire de Fp2-droites conjuguées de E[p]⊗Fp Fp2 . Sa ﬁbre générique sur Q est la courbe
modulaire sur Q correspondant à un sous-groupe de congruences
Γnonsplit(p) := {γ ∈ SL2(Z), γ ≡ α mod p, α ∈ G} ,
où G est le normalisateur d'un sous-groupe de Cartan non déployé ﬁxé de GL2(Fp). Les déﬁnitions
et propositions suivantes sont tirées de [Ell04].
Déﬁnition I.1.16. Soit d un entier sans facteur carré premier à p. On déﬁnit les courbes modu-
laires
Xs0(d; p) := X0(d)×X(1) Xsplit(p)
Xns0 (d; p) := X0(d)×X(1) Xnonsplit(p).
Alors, par construction :
• La courbe modulaireX0(dp)Z (qui est le produit ﬁbréX0(d)×X(1)X0(p) muni des morphismes
d'oubli) est l'espace de modules grossier compactiﬁé sur Z des classes d'isomorphisme de triplets
(E,Cd, Cp) avec E une courbe elliptique, Cd un sous-groupe cyclique d'ordre d de E et Cp un
sous-groupe cyclique d'ordre p de E.
• La courbe modulaire Xs0(d; p)Z est l'espace de modules grossier compactiﬁé sur Z des classes
d'isomorphisme de triplets (E,Cd, {Ap, Bp}) avec E une courbe elliptique, Cd un sous-groupe
cyclique d'ordre d de E et Ap, Bp deux sous-groupes d'ordre p distincts de E.
• La courbe modulaire Xns0 (d; p)Z est l'espace de modules grossier compactiﬁé sur Z des classes
d'isomorphisme de triplets (E,Cd, {D,D′}) avec E une courbe elliptique, Cd un sous-groupe cy-
clique d'ordre d de E et {D,D′} une paire de Fp2-droites conjuguées de E[p]⊗Fp Fp2 .
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Les courbes modulaires X0(dp), Xs0(d; p) et X
ns
0 (d; p) sont toutes les trois munies d'une invo-
lution wd qui s'exprime sur les classes de représentants comme suit :
wd(E,Cd, Cp) = (E/Cd, E[d]/Cd, Cp/Cd) sur X0(dp).
wd(E,Cd, {Ap, Bp}) = (E/Cd, E[d]/Cd, {Ap/Cd, Bp/Cd}) sur Xs0(d; p).
wd(E,Cd, {D,D′}) = (E/Cd, E[d]/Cd, {D/Cd, D′/Cd}) sur Xns0 (d; p)
où la notation H/Cd pour H un sous-groupe de E est l'image de H par une isogénie E → E/Cd
de noyau Cd.
Pour chacune de ces courbes X, on note XK la courbe tordue de X par wd et Gal(K/Q),
c'est-à-dire la courbe admettant un isomorphisme φ : X → XK déﬁni sur K tel que pour σ
l'automorphisme de K, σφ = wd ◦φ. Ses points rationnels sont alors mis en bijection par φ avec les
points P ∈ X(K) tels que σP = wdP . Les Q-courbes nous fournissent exactement de tels points.
Proposition I.1.17. Soit K un corps quadratique. Soit d un entier sans facteur carré, E une Q-
courbe de degré d sans multiplication complexe déﬁnie sur K, et p un nombre premier ne divisant
pas d.
Si l'image de PρE,p est incluse dans un sous-groupe de Borel de PGL(E[p]) (resp. le norma-
lisateur d'un sous-groupe de Cartan déployé, le normalisateur d'un sous-groupe de Cartan non
déployé), alors on peut canoniquement associer à E un point de X0(dp)
K(Q) (resp. Xs0(m; p)(Q),
Xs0(m; p)(Q)).
Démonstration. Notons σ ∈ Gal(K/Q) l'automorphisme non trivial du corps K. Par hypothèse,
on a une isogénie µ : E → σE de degré d de noyau cyclique, noté Cd et µ̂ l'isogénie duale. Soit
maintenant τ ∈ Gal(Q/Q). Si τ|K = IdK , τµ est une isogénie de degré d de E vers σE, ce ne peut
donc être que ±µ̂ car σE et E sont sans multiplication complexe. En particulier, τCd = Cd, ce
sous-groupe cyclique est donc déﬁni sur K. Ensuite, si τ|K = σ, τµ est une isogénie de σE vers E
de degré d, c'est donc ±µˆ pour les mêmes raisons. En particulier, τCd = ker µˆ = E[d]/Cd (on note
par la suite σCd ce sous-groupe de σE).
Nous allons traiter le cas des sous-groupes de Borel, les deux autres sont similaires. Soit Cp
le sous-groupe cyclique d'ordre p de E ﬁxé par la représentation projective. Alors, pour tout
τ ∈ Gal(Q/Q), si τ|K = IdK , τCp = Cp et si τ|K = σ, µ̂(τCp) = Cp. Ainsi, Cp est stable par
Gal(K/K) et σCp est bien déﬁni et vériﬁe µ̂(σCp) = Cp par hypothèse, d'où σCp = µ(Cp).
Alors,
σ(E,Cd, Cp) = (
σE, σCd,
σCp) = (E/Cd, E[d]/Cd, Cp + Cd/Cd) = wd(E,Cd, Cp).
Le triplet (E,Cd, Cp) est donc un point Q-rationnel de la courbe tordue X0(dp)K .
La démarche de notre preuve est la suivante : montrer que pour un nombre premier assez grand
p et un entier d > 1, aucune des courbes modulaires tordues X0(dp)K , Xs0(d; p)
K et Xns0 (d; p)
K
n'admet de point rationnel qui ne soit ni une pointe ni un point CM.
Pour cela, le début du travail consiste à montrer qu'un tel point aurait bonne réduction modulo
tout idéal premier de OK , selon l'approche initiée par Mazur [Maz77], décrite dans la section
suivante (et appliquée dans les trois cas dans les sections I.4, I.5 et I.6).
I.2 La méthode de Mazur
I.2.1 Rappels schématiques
Modèles et réduction
Commençons par quelques rappels sur les schémas.
Déﬁnition I.2.1. Soit f : X → Y un morphisme de schémas.
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Tout point y de Y correspond à un morphisme de schémas de Spec(k(y)) −→ Y avec k(y) le
corps résiduel de Y en y. La ﬁbre de f en y est le produit ﬁbré
Xy := X ×Y Spec(k(y)).
L'espace topologique sous-jacent est canoniquement homéomorphe à f−1(y). En conséquence, pour
tout point x ∈ f−1(y), on notera xy le point de Xy correspondant. Dans le cas où Y est irréductible
de point générique η, on appelle Xη la ﬁbre générique du morphisme. Si y est un point fermé de
Y , on appelle Xy la ﬁbre spéciale en y. Une famille de schémas sur Y est l'ensemble des ﬁbres
d'un morphisme de schémas f : X → Y .
Remarque I.2.1. Les notations ci-dessus font plutôt référence àX qu'à f , alors que leur déﬁnition
rigoureuse implique l'usage du morphisme : dans la plupart des cas, le morphisme structural sera
évident, de sorte qu'on préfère reporter les notations sur X.
Déﬁnition I.2.2 (Modèle).
Soit K un corps et OK un anneau intègre de corps des fractions K. Si X est un schéma sur
K, un modèle de X est un schéma X sur OK dont la ﬁbre générique est isomorphe au schéma X.
Il existe de nombreux modèles diﬀérents d'un même schéma en général, mais on cherche à ce
qu'ils aient de bonnes propriétés.
Déﬁnition I.2.3 (Morphisme propre).
Un morphisme de schémas f : X → Y est propre s'il est de type ﬁni, séparé et universellement
fermé, c'est-à-dire que pour tout Y -schéma Y ′, le morphisme de schémas X ′ = X ×Y Y ′ → Y ′
obtenu par changement de base est topologiquement fermé.
Les modèles propres forment une classe intéressantes de modèles pour de multiples raisons
([Mum99], § II.7 ou [Liu02], section 3.3.2).
On note, lorsque X et Y sont deux Z-schémas, XZ(Y ) l'ensemble des morphismes de Z-
schémas de X vers Y . La proposition suivante est l'extension aux schémas de base de Dedekind
d'une propriété classique des schémas propres ([Liu02], Corollaire 3.3.26).
Proposition I.2.4 (Extension des points sur la ﬁbre générique).
Soit f : X → Y un morphisme propre. Pour tout Y -schéma de Dedekind S de corps des
fractions K, l'application canonique XY (S) → XY (K) est bijective. En d'autres mots, à tout Y -
point K-rationnel x de X, on peut associer de manière unique un Y -morphisme xS : S → X dont la
restriction à la ﬁbre générique de S est x. De plus, pour tout s ∈ S, la section SpecOS,s → S → X
est exactement le morphisme obtenu par le critère valuatif appliqué à OS,s et x.
Un autre type de modèle intéressant est le modèle de Néron.
Déﬁnition I.2.5 (Modèle de Néron).
Soit S un schéma de Dedekind de corps des fractions K. Soit V une variété déﬁnie sur K. Un
schéma V → S est un modèle de Néron de V/K s'il est lisse sur S et que pour tout schéma lisse
X → S de ﬁbre générique X/K, tout morphisme de K-schémas f : X → V s'étend de manière
unique en un morphisme de S-schémas X → V.
Le lemme de Yoneda prouve comme d'habitude qu'un modèle de Néron, s'il existe, est unique
à unique isomorphisme près. L'existence d'un tel modèle est un problème diﬃcile, mais Néron
lui-même a prouvé le résultat suivant [Nér64].
Proposition I.2.6. Soit A une variété abélienne sur K. Alors il existe un modèle de Néron A → S
de A sur S, qui est également un schéma en groupes sur S.
Passons maintenant à la réduction.
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Déﬁnition I.2.7. Soient X et T deux S-schémas où S et T sont deux schémas de Dedekind,
et f : T → X un S-morphisme de schémas. Soient s ∈ S et t ∈ T au-dessus de s. La réduction
de f modulo t est le point f(t) vu dans Xs. Plus précisément, c'est le morphisme de S-schémas
Spec k(t) → Xs déﬁni par le diagramme commutatif suivant, où toutes les autres ﬂèches sont
canoniques :
Spec k(t)
xx 
// T
f

Spec k(s)
&&
Xsoo // X
zz
S
C'est donc un k(t)-point de Xs.
Si X est un S-schéma propre de ﬁbre générique X et T un S-schéma de Dedekind de corps
des fractions K, pour tout point x ∈ X(K), on appelle réduction modulo t ∈ T de x la réduction
modulo t de l'unique S-morphisme T → X valant x sur la ﬁbre générique, qu'on identiﬁera souvent
à un point de Xs où s est le point de S au-dessous de t.
Remarque I.2.2. Si T ′ est un schéma de Dedekind au-dessus de T de corps des fractions L (qui
est donc une extension de K), tout point K-rationnel de X est en particulier L-rationnel, on a
donc un morphisme T ′ → X , et celui-ci se factorise par T ′ → T → X . Ainsi, la réduction modulo
t′ ∈ T ′ du point K-rationnel est la même que sa réduction modulo t ∈ T où t est le point de T
au-dessous de t′ dans T .
Espaces cotangents et immersions formelles
Déﬁnition I.2.8 (Immersion formelle).
Soit f : X → Y un morphisme de schémas, x un point de X d'image y = f(x). Le morphisme
f est une immersion formelle en x si l'homomorphisme f̂x : ÔY,y → ÔX,x déduit de f par passage
aux complétés des anneaux locaux est surjectif.
Avant de comprendre en quoi une telle déﬁnition est intéressante, nous allons commencer par
en rappeler une caractérisation classique, fondamentale pour la suite.
Déﬁnition I.2.9 (Espace cotangent).
Soit X un schéma, et x ∈ X. L'espace cotangent de X en x est le k(x)-espace vectoriel
mX,x/m
2
X,x.
Proposition I.2.10 (Caractérisation des immersions formelles).
Soient X,Y deux schémas localement noethériens, f : X → Y un morphisme de schémas, x un
point de X et y = f(x). On note mx et my les idéaux maximaux respectifs de OX,x et OY,y. Alors,
f est une immersion formelle en x si et seulement si les deux conditions suivantes sont vériﬁées :
• L'application k(y)→ k(x) induite par f sur les corps résiduels est un isomorphisme.
• L'application cotangente my/m2y → mx/m2x induite par f sur les espaces cotangents est sur-
jective.
Remarque I.2.3. Vu son caractère local, cette caractérisation est en fait un résultat d'algèbre
commutative : étant donné un homomorphisme d'anneaux noethériens locaux ϕ : A→ B, montrer
que l'homomorphisme ϕ̂ : Â→ B̂ induit sur les anneaux complétés est surjectif si et seulement si
les homomorphismes induits A/mA → B/mB sur les corps résiduels et mA/m2A → mB/m2B sur les
espaces cotangents sont surjectifs. La preuve de ce résultat est exposée juste après cette remarque,
les lecteurs peu désireux de la lire peuvent d'emblée passer à l'interprétation géométrique des
immersions formelles (proposition I.2.13).
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Démontrons tout d'abord le résultat suivant, qui est un avatar du lemme de Nakayama pour
les anneaux complets, qui ne suppose pas que le module est de type ﬁni, mais permet au contraire
de le démontrer.
Lemme I.2.11. Soient A un anneau local complet d'idéal maximal m et M un A-module tel que
∩kmkM = (0). Si les classes de m1, . . . ,mr ∈M modulo mM engendrent M/mM sur A/m, alors
m1, . . . ,mr engendrent M sur A.
Démonstration. Soient m1, . . . ,mr ∈M tels que m1, . . . ,mr engendrent M/mM . On a donc
M = mM +
r∑
i=1
A.mi (I.2)
Démontrons par récurrence que pour tout k ∈ N, on peut écrire
m =
r∑
i=1
 k∑
j=0
a
(j)
i
mi +m′k+1
avec a(j)i ∈ mj pour tous i, j et m′k+1 ∈ mk+1M .
Pour k = 0, c'est exactement la formule (I.2). Ensuite, si l'assertion est vraie pour k ∈ N∗, si
m est écrit sous la forme précédente, on peut écrire
m′k+1 =
∑
`
s`n`
avec s` ∈ mk+1 et n` ∈ M pour tout `. Alors, on écrit grâce à la formule (I.2) chaque n` sous la
forme
n` =
r∑
i=1
t`,imi + n
′
`
avec t`,i ∈ A et n′` ∈ m.M , et on regroupe ceci dans l'écriture de m pour obtenir
m =
r∑
i=1
( k∑
j=0
a
(j)
i +
∑
`
t`,is`
)
mi +
∑
`
s`n
′
`.
et on pose alors a(k+1)i =
∑
` t`,is` ∈ mk+1 et m′k+2 =
∑
` s`n
′
` ∈ mk+2.M , ce qui prouve la
récurrence.
Pour tout 1 ≤ i ≤ r, la série∑kj=0 a(j)i converge dans A car celui-ci est complet et la valuation
m-adique du terme général tend vers l'inﬁni. Soit ai ∈ A une limite de la série (on peut en avoir
plusieurs si A n'est pas séparé). Pour tout j ∈ N, a(j)i ∈ mj , on a ai−
∑k
j=0 a
(j)
i ∈ mk+1 pour tout
k ∈ N, ce qui nous permet d'écrire que
m−
r∑
i=1
aimi = m
′
k+1 −
r∑
i=1
(ai −
k∑
j=0
a
(j)
i )mi ∈ mk+1M
et ce pour tout k ∈ N, donc m = ∑ri=1 aimi par hypothèse sur M , donc le A-module M est bien
engendré par m1, . . . ,mr.
Passons maintenant à la preuve de la caractérisation des immersions formelles.
Démonstration. Rappelons que A/mA ∼= Â/mÂ et de même pour B, de sorte que le morphisme
induit par f sur les corps résiduels est le même que celui induit par fˆ sur les corps résiduels de Â
et B̂ via ces isomorphismes naturels. Ainsi, il est surjectif si et seulement si
B̂ = mB̂ + fˆ(Â) = mB̂ + Â.1 (I.3)
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Supposons d'abord que fˆ est surjective. L'égalité (I.3) est évidente, et donc le morphisme de corps
résiduels est un isomorphisme. Ensuite, pour tout b ∈ mB/m2B , soit b ∈ mB un relèvement de b.
L'image naturelle de b dans B̂ est l'image par fˆ d'une suite cohérente (an) ∈ Â. En particulier, par
déﬁnition de fˆ , on a b = f(a2) mod m2B , et comme b ∈ mB , on a forcément a2 ∈ mA car il n'est
pas inversible dans B. Ainsi, b a bien un antécédent dans mA/m2A, c'est-à-dire que l'application
induite est surjective.
Réciproquement, supposons que le morphisme de corps résiduels est un isomorphisme et que
le morphisme d'espaces cotangents est surjectif. On a (I.3) et mB = m2B + f(mA), d'où en tant
que B̂-modules, on a
mBB̂ = m
2
BB̂ + f(mA)B̂.
Or, on a mBB̂ = mB̂ et m
2
BB̂ = m
2
B̂
car B est noethérien ([AM94], Proposition 10.15), donc
l'égalité se réécrit
mB̂ = m
2
B̂
+ f(mA)B̂
et comme B̂ est noethérien ([AM94], Théorème 10.26), mB̂ = f(mA)B̂ par le lemme de Nakayama
classique, c'est-à-dire que mB̂ = mA.B̂ en tant que A-module, donc mB̂ = mÂB̂ car mÂ = mAÂ,
A étant également noethérien.
Enﬁn, d'après le lemme I.2.11 appliqué à l'anneau Â et au Â-module B̂ (car ∩kmkB̂ = 0 par le
lemme de Nakayama appliqué à cette intersection d'idéaux et à B̂), comme B̂/mÂ.B̂ = B̂/mB̂ est
un B/mB = A/mA-espace vectoriel engendré par 1, B̂ est un Â-module engendré par 1, c'est-à-dire
que fˆ est surjective.
Corollaire I.2.1. Soit f : X → Y un morphisme de S-schémas localement noethériens. Alors, f
est une immersion formelle en un point x ∈ X au-dessus de s ∈ S si et seulement si l'application
ﬁbrée fs : Xs → Ys est une immersion formelle en xs.
Démonstration. Par localité du problème, on peut prendre des voisinages aﬃnes de x, y et s et
les anneaux locaux associés, de sorte qu'il suﬃt de prouver un résultat d'algèbre commutative.
Plus précisément, soit A,B,C sont des anneaux locaux noethériens d'idéaux maximaux respectifs
mA, mB et mC avec B et C des A-algèbres locales et f : B → C un morphisme de A-algèbres
locales. Il suﬃt de montrer que f̂ est surjective si et seulement si f̂A : B̂A → ĈA l'est, avec
BA := B⊗AA/mA, CA := C ⊗AA/mA et fA : BA → CA le morphisme induit par f . Dans le sens
direct, les surjections évidentes B̂ → B̂A et Ĉ → ĈA s'insèrent dans le diagramme commutatif
B̂
f̂ //

Ĉ

B̂A
f̂A // ĈA
donc si f̂ est surjective, f̂A l'est. Réciproquement, si f̂A est surjective, le morphisme de corps
résiduels est un isomorphisme ce qui prouve que B/mB → C/mC l'est (on voit directement que
les corps résiduels de BA et B, resp. CA et C sont les mêmes). Ensuite, le morphisme d'espaces
cotangents est surjectif, c'est-à-dire que
(mC/mAC) = (mC/mAC)
2 + f(mB)/f(mAB)
donc
mC = m
2
C + f(mB) +mAC = m
2
C + f(mB)C.
Á partir de là, on peut multiplier par Ĉ et reprendre la ﬁn de la preuve précédente pour établir
que f̂ est surjective.
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Déﬁnition I.2.12 (Espace cotangent le long d'une section).
Soit X un S-schéma séparé et s : S → X une section de X. L'espace cotangent de X le long
de la section s est le OS-module
Cots(X) = s
∗(ΩX/S),
où ΩX/S est le faisceau des diﬀérentielles relatives de X sur S ([Liu02], Proposition 6.1.17). Dans
le cas où S = Spec k, une section s : S → X est un point x de X de corps résiduel k(x) = k. Alors,
s∗(ΩX/k) = ΩOX,x/k ⊗k k(x) = mx/m2x, ce qui correspond donc bien à la déﬁnition usuelle.
Pour plus de résultats sur les espaces cotangents et les faisceaux de diﬀérentielles relatives, voir
le chapitre 6 de [Liu02].
L'interprétation géométrique de l'immersion formelle est la suivante. Étant donné un point x
d'un schéma X, on appelle voisinage formel de x le morphisme Spec ÔX,x → X canoniquement
associé à x. Considérons maintenant une immersion formelle f : X → Y en x, et y = f(x).
L'homomorphisme d'anneaux locaux complétés f̂x : ÔY,y → ÔX,x se traduit canoniquement en
un morphisme entre les voisinages formels Spec ÔX,x → Spec ÔY,y, qu'on considère comme la
 restriction  de f aux voisinages formels de x et y. Vue sur ces voisinages, la surjectivité de f̂x
s'interprète alors comme le fait que cette restriction est une immersion fermée. Dire que f est une
immersion formelle en x est donc dire que c'est une immersion sur le  voisinage formel  de x.
Or, en géométrie diﬀérentielle, une propriété naturelle d'une immersion en un point est qu'elle
empêche deux sections distinctes transverses en x d'être égales par composition. Cette propriété
se transpose au langage des schémas comme suit.
Proposition I.2.13 (Propriété des immersions formelles).
Soit X un schéma séparé et f : X → Y une immersion formelle en x ∈ X. Soient T un schéma
intègre noethérien, t un point de T et g, h deux morphismes de T dans X tels que g(t) = h(t) = x
et f ◦ g = f ◦ h. Alors, g = h.
Remarque I.2.4. Les grandes étapes de la démonstration peuvent se concevoir de façon géo-
métrique : tout d'abord, on montre que g et h sont égaux du voisinage inﬁnitésimal de t vers le
voisinage inﬁnitésimal de x car f est une immersion formelle en x, puis que g et h sont égaux sur
un certain ouvert U de T contenant t car T est intègre et X séparé, et enﬁn comme U est dense
dans T car celui-ci est irréductible, g et h sont égaux sur T car celui-ci est réduit et X séparé.
Démonstration. Les morphismes ÔY,f(x) → ÔX,x → ÔT,t déduits de f ◦g et f ◦h sont égaux, mais
ce sont respectivement ĝt ◦ f̂x et ĥt ◦ f̂x, or f̂x est surjective, donc ĝt = ĥt. L'anneau local OT,t
est intègre et noethérien donc OT,t → ÔT,t est injective par le théorème d'intersection de Krull
([AM94], Théorème 10.17 et son corollaire). Grâce au diagramme commutatif
ÔX,x f̂x // ÔT,t
OX,x
OO
fx // OT,t
OO
les homomorphismes gt, ht : OX,x → OT,t sont égaux. Ceci implique que g et h sont égaux grâce
au lemme suivant.
Lemme I.2.14. Soient T un schéma intègre et X un schéma séparé. Soient g, h : T → X deux
morphismes tels que pour un certain t ∈ T , g(t) = h(t) = x et les morphismes gt, ht : OX,x → OT,t
sont égaux. Alors, g = h.
Démonstration. Soit V = SpecA un ouvert aﬃne deX contenant x, et U = SpecB un ouvert aﬃne
de T contenant t inclus dans g−1(V ) ∩ h−1(V ). Montrons que les morphismes SpecB → SpecA
induits par g et h sont égaux. Notons φ et ψ les morphismes d'anneaux A → B associés. Par
hypothèse, B est intègre et on a un certain idéal premier P de B tel que φ−1(P) = ψ−1(P) = p
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et les morphismes induits φP, ψP : Ap → BP sont égaux. Les deux morphismes composés A →
Ap → BP sont donc égaux, et comme B est intègre, B → BP est injective, d'où φ = ψ.
Les morphismes de schémas g et h coïncident donc sur l'ouvert U de T (comme morphisme de
schémas et pas seulement comme applications). Le schéma T étant intègre donc irréductible, cet
ouvert est dense dans T . Alors, comme g et h coïncident sur un ouvert dense de T , ils sont égaux
car X est séparé et T est réduit ([Liu02], Proposition 3.3.11).
Pour les applications qui nous intéressent, nous arriverons rarement à prouver directement
que deux points ont même image par une immersion formelle. En général, on saura tout au plus
montrer que la diﬀérence des deux images est de torsion dans une variété abélienne. C'est la raison
pour laquelle on construit la propriété suivante pour les besoins de notre démonstration, qui est
un raﬃnement de la proposition 3.1 de [Ell04] et le coeur de la méthode de Mazur.
Proposition I.2.15 (Propriété-clé de la méthode de Mazur).
Soient K un corps de nombres et λ un idéal premier non nul de OK de caractéristique résiduelle
`. On note Oλ le localisé de OK en λ et Fλ le corps résiduel de OK en λ.
Soient X une courbe algébrique déﬁnie sur Q qui admet un modèle propre X sur SpecZ, A
une variété abélienne déﬁnie sur Q de modèle de Néron A sur SpecZ et f : X → A un morphisme
déﬁni sur Q. Celui-ci se prolonge canoniquement en un Z-morphisme de schémas fZ : X lisse → A
par la propriété universelle du modèle de Néron de A. Soient enﬁn x et y deux points de X(K)
tels que :
• Les points x et y ont même réduction modulo λ et celle-ci appartient à la partie lisse de X .
• Le morphisme fZ est une immersion formelle en xλ = yλ.
• Le point f(y)− f(x) est Q-rationnel et de torsion dans A(Q).
Alors, x = y à moins que ` = 2, et que f(y)−f(x) soit un point d'ordre 2 de A(Q) se réduisant
en 0 modulo 2.
Ce résultat repose sur le lemme de spécialisation de Raynaud ([Maz77], Proposition 1.1), dont
on donne une version simpliﬁée ici.
Proposition I.2.16 (lemme de spécialisation simpliﬁé).
Soit p un nombre premier. Soit K une extension de Qp de ramiﬁcation absolue e < p − 1 et
de corps résiduel k. Alors, pour tout schéma en groupes ﬁni plat G sur OK et pour tout section
x ∈ G(OK), l'ordre de x est égal à l'ordre de sa spécialisation xk ∈ G(k). En particulier, la
spécialisation est injective. Si e = p− 1, pour toute section x ∈ G(OK), si la spécialisation xk est
nulle, x est nul ou exactement de p-torsion dans G(OK) et il engendre alors une copie de µp dans
G.
Au vu de cette proposition, le résultat précédent découle comme suit.
Démonstration. Plaçons nous tout d'abord dans le cas où ` > 2. Soit z = f(y) − f(x) ∈ A(Q).
Cet élément est de torsion dans A(Q) donc par le lemme de spécialisation de Raynaud, comme
e = 1 < `− 1,
zλ = zΛ = fZ(xΛ)− fZ(yΛ) ∈ A(F`)
est de même ordre de torsion que z. Or xΛ = yΛ par hypothèse, donc z = 0. D'après la proposition
I.2.13, x = y car f(x) = f(y) et f est une immersion formelle en xΛ = yΛ.
Pour ` = 2, la ﬁn de ce raisonnement (non dépendante du lemme de spécialisation) montre que
x = y pourvu que z = 0. Dans le cas contraire, z est un élément de torsion de A(Q) qui s'annule
modulo 2. D'après la deuxième partie de la proposition I.2.16, z est donc de 2-torsion.
Remarques. Plusieurs points de la méthode sont à signaler ici :
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 Dans la proposition I.2.15, on a besoin de savoir a priori que les réductions de x et y modulo
λ sont dans la partie lisse de X , pour pouvoir appliquer l'immersion formelle. En eﬀet, la
propriété d'extension de Néron ne prolonge le morphisme qu'à la partie lisse du modèle, ce
qui nous oblige dans tous les cas, par un travail antérieur, à éliminer la possibilité que les
points x qui nous concernent puissent se réduire dans la partie non lisse de X . Nous verrons
dans le paragraphe I.3.8 que ce travail, bien que fastidieux à première vue, nous gratiﬁera
d'informations supplémentaires sur f(y)− f(x).
 Prouver que f(y) − f(x) est Q-rationnel ne posera pas ici de gros problèmes si on a bien
construit l'immersion formelle. La diﬃculté majeure est de prouver qu'il est de torsion. Le
seul moyen dont on dispose est un argument de torsion  automatique , qui revient à prouver
que f(y)− f(x) est un point d'une sous-variété de A dont tous les points K-rationnels sont
de torsion. A noter que l'utilisation d'une sous-variété de A plutôt qu'un quotient nous oﬀre
une plus grande souplesse que l'idée initiale de Mazur (notamment en ce qui concerne le cas
` = 2). Cette idée technique est due à Merel notamment dans [Mer07].
 La principale diﬀérence avec la proposition 3.1 de [Ell04] est que celle-ci ne prenait pas en
compte la possibilité d'avoir des points K-rationnels avec une image Q-rationnelle à l'arrivée,
ce qui sera notre cas (permettant ainsi de récupérer le cas ` = 3). Elle ne permettait pas non
plus de traiter le cas ` = 2, fondamental pour la suite de notre étude.
I.2.2 Exemples remarquables d'immersions formelles
Soit p un nombre premier ﬁxé. On travaillera ici avec X = X0(p) et J0(p) la jacobienne de
X, toutes deux déﬁnies sur Q, et avec le morphisme d'Albanese φ : X0(p) → J0(p) qui envoie
la pointe ∞ sur 0. Nous nous limiterons aux cas p = 11 ou p > 13 car ce sont les niveaux pour
lesquels la courbe modulaire X0(p) est de genre non nul.
Par défaut, les résultats énoncés dans ce paragraphe ne seront pas démontrés, nous renvoyons
au chapitre 3 de [Dar09] pour plus de détails.
L'algèbre de Hecke T
On déﬁnit l'algèbre de Hecke T de la manière suivante : pour tout entier n non divisible par p,
on a deux morphismes pi1, pi2 : X0(np)Q → X0(p)Q, déﬁnis par
pi1(E,C) = (E,Cp) et pi2(E,C) = (E/Cn, C/Cn),
où C est un sous-groupe cyclique d'ordre np de E, Cp son unique sous-groupe de p-torsion, de
cardinal p, et Cn son sous-groupe de n-torsion (remarquons que pi2 = pi1 ◦wn avec wn l'involution
d'Atkin-Lehner de X0(np) de degré n). Ces morphismes déﬁnissent une correspondance sur X0(p)Q
déﬁnie sur Q, qui à son tour donne un endomorphisme de J0(p)Q déﬁni sur Q, noté Tn. Lorsqu'on
voit J0(p) comme le groupe de Picard de X0(p) par le théorème d'Abel-Jacobi, l'action de Tn sur
les diviseurs est la suivante :
Tn.[E,C] =
∑
ϕ:E→E′
[E′, C ′] ,
la somme parcourant les isogénies ϕ : E → E′ de noyau cyclique de cardinal n et C ′ = ϕ(C).
On note T le sous-anneau de End(J0(p)) engendré par les Tn et wp (on renote Tp = −wp).
C'est une Z-algèbre commutative qui est un Z-module libre de rang ﬁni, qu'on appelle l'algèbre
de Hecke de Γ0(p). Elle agit naturellement sur les formes modulaires de S2(Γ0(p),Z) (c'est-à-
dire les formes modulaires de poids 2 pour Γ0(p) dont le développement en chaque pointe est à
coeﬃcients entiers). De plus, on peut expliciter cette action via le q-développement : pour tout
f =
∑
n≥1 anq
n ∈ S2(Γ0(p),Z) et tout nombre premier `,
T`f =
{ ∑
a`nq
n + `
∑
a`nq
`n si ` 6= p,∑
a`nq
n si ` = p.
Grâce à ces formules, on démontre dans la proposition suivante que T et S2(Z,Γ0(p)) sont en
dualité parfaite.
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Proposition I.2.17 (Dualité parfaite entre T et S2(Γ0(p),Z)).
Soit p = 11 ou p > 13 un nombre premier. L'action de la Z-algèbre T sur S2(Γ0(p),Z) induit
une dualité parfaite
ψ : T× S2(Γ0(p),Z) −→ Z
(T, f) 7−→ a1(T.f)
De plus, cette dualité est compatible à l'action de T au sens où pour tous les opérateurs S, T ∈ T
et f ∈ S2(Γ0(p),Z),
ψ(ST, f) = ψ(S, T.f) = ψ(T, S.f).
On en déduit un isomorphisme canonique de T-modules
HomZ(T,Z) −→ S2(Γ0(p),Z)
avec HomZ(T,Z) muni de sa structure canonique de T-module (T.ψ)(T ′) = ψ(TT ′) pour tout
T, T ′ ∈ T et ψ ∈ HomZ(T,Z).
Démonstration. Il suﬃt de prouver que le morphisme induit ϕ : S2(Γ0(p),Z)→ HomZ(T,Z) déﬁni
par ϕ(f)(T ) = ψ(T, f) est un isomorphisme.
Il est injectif car si ψ(T, f) = 0 pour tout T ∈ T, en particulier an(f) = a1(Tnf) = 0 pour
tout n ∈ N donc T = 0. Son image est de même rang que celui de T (donc de conoyau ﬁni)
car l'application T → Hom(S2(Γ0(p),Z),Z) induite par ψ est elle aussi injective : en eﬀet, si
ψ(T, f) = 0 pour tout f ∈ S2(Γ0(p),Z), en particulier ψ(T, Tn · f) = 0 pour tout n ∈ N et
tout f ∈ S2(Γ0(p),Z) donc T · f = 0 pour tout f ∈ S2(Γ0(p),Z) par le même argument que
précédemment, donc T = 0 en tant qu'endomorphisme de S2(Γ0(p),Z), or S2(Γ0(p),Z), en tant
que T-module, est l'espace cotangent de J0(p) le long de la section nulle (voir le principe de q-
développement ci-dessous), donc T = 0 en tant qu'opérateur sur cet espace cotangent, donc en tant
qu'endomorphisme de J0(p), soit T = 0. Le morphisme ϕ est donc injectif de conoyau ﬁni, ainsi
pour L ∈ HomZ(T,Z), il existe m ∈ N∗ et f ∈ S2(Γ0(p),Z) unique tels que mL(T ) = ψ(T, f) pour
tout T ∈ T. Alors, pour tout T ∈ T, a1(T/mf) = L(T ) ∈ Z donc pour tout n ∈ N∗, an(f) ∈ mZ,
ce qui prouve que f/m ∈ S2(Γ0(p),Z) par déﬁnition de cet espace, et alors L = ϕ(f/m), ce qui
prouve la surjectivité de ϕ.
Le principe de q-développement
On note J0(p)Z le modèle de Néron de la variété abélienne J0(p)Q sur Z.
On note φZ : X0(p)lisseZ → J0(p)Z l'extension par propriété de Néron du morphisme d'Albanese
φ : X0(p)Q → J0(p)Q déﬁni dans la section précédente.
L'algèbre de Hecke T agit sur J0(p)Z par la propriété universelle du modèle de Néron, et
donc en particulier sur l'espace cotangent en la section nulle. D'après Mazur ([Maz78], §2.(e) ou
plus précisément [Edi84], début de la preuve du théorème 3.2 pour le résultat sur Z), on a un
isomorphisme de T-modules
Cot0(J0(p)Z) −→ S2(Γ0(p),Z)
où Cot0(J0(p)Z) est le Z-module cotangent à la section nulle 0Z sur J0(p)Z, et selon cet isomor-
phisme, le diagramme
Cot0(J0(p)Z)
φ∗Z

∼= // S2(Γ0(p),Z)

∑
n≥1 anq
n
_

Cot∞(X0(p)Z)
∼= // Z a1
où φ∗Z est le morphisme induit par φZ sur les espaces cotangents, commute au signe près.
Comme S2(Γ0(p),Z) s'identiﬁe à HomZ(T,Z) (proposition I.2.17), on obtient le diagramme
commutatif au signe près suivant.
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Cot0(J0(p)Z)
φ∗Z

∼= // HomZ(T,Z)

ψ_

Cot∞(X0(p)Z)
∼= // Z ψ(1T)
Si on choisit T ∈ T, c'est un endomorphisme de J0(p)Z, et son action sur Cot0(J0(p)Z) est
donnée par le diagramme commutatif
Cot0(J0(p)Z)
T∗

∼= // HomZ(T,Z)

ψ_

Cot0(J0(p)Z)
∼= // HomZ(T,Z) ψ ◦ T
car via l'isomorphisme HomZ(T,Z)→ S2(Γ0(p),Z), on peut voir l'application de T sur une forme
modulaire comme la multiplication à gauche par T . Nous avons maintenant assez pour trouver
une famille d'exemples d'immersions formelles, dont on fera grand usage par la suite.
Proposition I.2.18 (Immersions formelles sur X0(p)).
Soit p = 11 ou p > 13 un nombre premier. Soit φ : X0(p)Q → J0(p)Q le morphisme d'Albanese
envoyant la pointe ∞ sur 0 et φZ : X0(p)lisseZ → J0(p)Z son extension par la propriété universelle
de Néron.
Pour tout T ∈ T et tout ` premier, la composition T ◦ φZ est une immersion formelle en ∞`
si et seulement si T /∈ `T.
Démonstration. Soient ` un nombre premier et T ∈ T, notons φT = T ◦ φZ. Remarquons que φT
envoie ∞` sur 0` dans la jacobienne, et les corps résiduels sont tous les deux F`. L'équivalence
porte donc, par la caractérisation des immersions formelles (proposition I.2.10), exclusivement sur
les espaces cotangents en ∞` et 0`. Par déﬁnition des espaces cotangents de sections, l'application
cotangente φT en ∞` est exactement φ∗T ⊗ F`. Via les diagrammes commutatifs ci-dessus, cette
application est au signe près
HomZ(T,Z)/`.HomZ(T,Z) −→ Z/`Z
ψ 7−→ ψ(T )
L'espace d'arrivée étant de dimension 1 sur F`, l'application cotangente est surjective si et seule-
ment si elle est non nulle. Supposons que pour tout ψ ∈ HomZ(T,Z), ψ(T ) ∈ `Z. Alors, l'applica-
tion ψ 7→ ψ(T ) appartient à `.Hom(HomZ(T,Z),Z) qui par bidualité n'est autre que `T ⊂ T, donc
T ∈ `T. Réciproquement, il est clair que si T ∈ `T, l'application cotangente en ∞` est nulle.
Ces immersions formelles seront l'outil adéquat pour nos démonstrations futures. Nous étant
chargés de trouver les immersions formelles, cherchons maintenant les variétés abéliennes d'arrivée
convenables, et la torsion rationnelle de la jacobienne.
I.3 Quotient d'Eisenstein et groupe des composantes de J0(p)
Cette section regroupe les résultats principaux sur le quotient d'Eisenstein (préféré au quotient
d'enroulement dans les cas Borel et normalisateur de Cartan déployé pour son caractère plus
explicite), et sur le groupe des composantes, dont nous nous servirons particulièrement pour la
bonne réduction modulo 2 dans les cas  Borel  et  normalisateur de Cartan déployé .
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I.3.1 Idéal d'Eisenstein et quotient d'Eisenstein
Le quotient d'Eisenstein a été déﬁni, étudié et utilisé par Mazur [Maz77] dans le but de fournir
une variété abélienne quotient de J0(p) qui dispose d'un nombre ﬁni de points Q-rationnels (c'est-
à-dire qu'il est de rang zéro sur Q).
Déﬁnition I.3.1 (Idéal et quotient d'Eisenstein).
L'idéal d'Eisenstein I de T est l'idéal
I = 〈1 + `− T`, 1 + wp, l ∈ Pp〉.
où Pp désigne l'ensemble des nombres premiers diﬀérents de p. On note également
γI = ker(T→ lim← T/I
n) =
⋂
n
In.
Le quotient d'Eisenstein de J0(p) est le quotient de la jacobienne J0(p) par la sous-variété abélienne
engendrée par γI .J0(p). On note ce quotient J˜(p), et il est déﬁni sur Q.
La dénomination  idéal d'Eisenstein  provient du fait qu'on retrouve les valeurs propres des
séries d'Eisenstein pour les opérateurs de Hecke dans cette déﬁnition.
L'article de Mazur est pour une grande part consacré à l'étude de ce quotient, qui est le premier
exemple non trivial de quotient de J0(p) de rang zéro sur Q. Plus précisément, sont démontrés
dans cet article les résultats suivants.
Proposition I.3.2 (Propriétés fondamentales du quotient d'Eisenstein).
Soit p = 11 ou p > 13 un nombre premier. Soit n = num(p−112 ). Soit C le sous-groupe de
J0(p)(Q) engendré par cl((0)− (∞)). Alors :
(a) La torsion rationnelle de J0(p) est exactement C, et c'est un sous-groupe cyclique d'ordre
n ([Maz77], Théorème 1.2 p. 142 et proposition 11.1 p. 98).
(b) La projection J0(p) → J˜(p) est déﬁnie sur Q et met en bijection C = J0(p)(Q)tors avec
J˜(p)(Q), qui est donc un groupe cyclique d'ordre n ([Maz77], Corollaire 1.4 p.143).
(c) L'idéal d'Eisenstein n'est autre que le noyau de l'application T 7→ T. cl((0) − (∞)) de
T dans C. En conséquence, l'évaluation en cl((0) − (∞)) induit un isomorphisme de Z-modules
T/I → Z/nZ ([Maz77], Proposition 11.1).
Remarque I.3.1. Le groupe C est appelé groupe cuspidal car c'est exactement le groupe engendré
par les diviseurs de degré zéro sur X0(p) à support dans les pointes. On a donc ici sa structure
exacte, mais il faut signaler que le théorème de Drinfeld-Manin suﬃt à démontrer qu'il est de
torsion. La deuxième partie du (a) peut donc être vue comme une explicitation de Drinfeld-Manin
dans notre cas.
On sait maintenant envoyer des points de X0(p)(Q) sur des points de J0(p)(Q)tors de la ma-
nière suivante. Soit T un opérateur de Hecke tel que T.γI = 0. Alors, T est nul sur la sous-variété
abélienne engendrée par γI .J0(p) donc en tant qu'endomorphisme de J0(p), l'opérateur T se fac-
torise par J˜(p). En particulier, il envoie tout point rationnel de J0(p) sur un point rationnel de
torsion de J0(p), c'est-à-dire un élément du groupe cuspidal C d'après la proposition I.3.2. Pour
φ : X0(p) → J0(p) le morphisme d'Albanese de point-base ∞, le morphisme T ◦ φ envoie donc
bien X0(p)(Q) dans C = J0(p)(Q)tors. Cette construction nous permettra d'utiliser à bon escient
la proposition I.2.15 dans les sections suivantes.
Il sera important dans les sections I.4 et I.5 d'annuler γI par des éléments de T dont on maîtrise
la congruence modulo I, d'où le lemme suivant.
Lemme I.3.3. Pour tout nombre premier `, il existe un opérateur de Hecke T ∈ T\`T tel que
T = 1 mod I et T · γI = 0. De plus, pour un tel T ∈ T, on a T · (1 + wp) = 0.
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Démonstration. Pour commencer, un tel T ∈ T annule automatiquement (1 +wp) car le quotient
d'Eisenstein est un quotient de la partie négative de J0(p) ([Maz77], Proposition 17.10). Montrons
maintenant qu'il en existe. Comme l'algèbre T est noethérienne, γI est un T-module de type ﬁni
et il existe donc T ∈ T congru à 1 modulo I tel que T · γI = 0, par le théorème d'intersection
de Krull ([AM94], Théorème 10.17). Pour tout nombre premier `, on peut même choisir un tel
annulateur n'appartenant pas à `T : si ` divise n, c'est automatiquement le cas, sinon, on peut
choisir un nombre premier `′ diﬀérent de ` mais congru à ` modulo n. Alors, si T ∈ `T , il existe
k ∈ N>0 tel que T ∈ `kT− `k+1T. Alors, l'opérateur T ′ = (`′/`)k.T /∈ `T annule γI et est congru
à 1 modulo I.
I.3.2 Fibre en p de X0(p) et groupe des composantes
L'idée motrice de cette partie est que non seulement on sait envoyer un point de X0(p)(Q)
sur un point de J0(p)(Q)tors (paragraphe précédent), mais on est en fait capable de contrôler les
images possibles dans le groupe cuspidal. Ceci sera crucial pour la réduction modulo 2, où on a
besoin de savoir que cette image n'est pas de 2-torsion pour éviter l'exception de la proposition
I.2.15.
Pour acquérir cette information supplémentaire, nous allons étudier la ﬁbre géométrique en p du
modèle minimal régulier de X0(p) sur Z, et via un théorème de Raynaud en déduire quelles sont
les possibles réductions d'éléments de X0(p) dans le groupe des composantes de la jacobienne.
Les opérateurs de Hecke agissant naturellement sur ce groupe, on n'aura plus qu'à en déduire
les images possibles, sachant que le groupe cuspidal se réduit injectivement dans ce groupe des
composantes. Tout ceci est détaillé dans les propositions suivantes. Cette section est pour l'essentiel
une traduction de la section 2.3 de [LF].
La base théorique de l'étude du groupe des composantes est le résultat suivant ([BLR90],
Théorème 9.6.1).
Proposition I.3.4. Soit R un anneau de valuation discrète de corps des fractions K et de corps
résiduel k supposé parfait.
Soit X une courbe propre, plate et régulière sur R telle que XK est géométriquement irréduc-
tible.
Soit JR le modèle de Néron de la jacobienne J de X sur R. On note C l'ensemble des com-
posantes irréductibles de Xk, toutes supposées lisses, et Φ le groupe des composantes connexes de
(JR)k. Alors, on a un isomorphisme kerβ/ imα
∼= Φ, avec
α :
⊕
C∈C Z.[C] −→
⊕
C∈C Z.[C]
[C] 7−→ ∑C′∈C(C · C ′)[C ′] β :
⊕
C∈C Z.[C] −→ Z∑
C∈C λC [C] 7−→
∑
C∈C λC
,
où (C · C ′) est le nombre d'intersection de C et C ′ en tant que diviseurs de Cartier. Via cet
isomorphisme, pour tout P ∈ J(K), si D est un élément de JR tel que la restriction de D à JK
est exactement P , alors P se spécialise dans (JR)k dans la composante correspondant à∑
C∈C
(D · C)[C].
On note maintenant R un anneau de valuation discrète complet et de caractéristique nulle, K
son corps des fractions et k son corps résiduel, de caractéristique p et supposé parfait. On note
également pi une uniformisante de R, v la valuation discrète normalisée par v(pi) = 1 et e = v(p)
la ramiﬁcation absolue de R.
La proposition suivante (tirée de la section 3 de l'Annexe de [BD97]) généralise le théorème 1.1
de l'Annexe de [Maz77]. Précisons que ce résultat supposait R de corps résiduel algébriquement
clos, mais la formation des modèles minimal et de Néron commute au changement de base étale,
on peut donc l'appliquer ici. On pourra également reprendre les résultats pour K un corps de
nombres sur Q et un idéal premier P de OK au-dessus de p.
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Proposition I.3.5 (Structure de la ﬁbre spéciale de X0(p)R).
(a) Le schéma X0(p)R est lisse sur R en-dehors des points singuliers de sa ﬁbre spéciale.
(b) La ﬁbre X0(p)k est constituée de deux copies de P
1(k) qui s'intersectent transversalement
en les modules de courbes elliptiques supersingulières. La première copie, notée Z, paramètre les
courbes elliptiques munies de leur isogénie de Frobenius, et la seconde, notée Z ′, paramètre celles
qui sont munies de leur isogénie Verschiebung.
(c) Soit s un point de X0(p)k correspondant à une paire (E,Cp), avec E une courbe elliptique
sur k et Cp une p-isogénie de E. On appelle épaisseur de s l'entier ks = |Aut(E,Cp)|/2. L'anneau
local complété de X0(p)R en s est isomorphe à R[[X,Y ]]/(XY − pieks), en particulier le schéma
X0(p)R est non régulier en s si et seulement si eks > 1.
Si p 6= 2, 3, alors ks > 1 implique que j(E) = 0, ks = 3 et p = −1 mod 3, ou j(E) = 1728,
ks = 2 et p = −1 mod 4.
(d) La ﬁbre (X˜0(p)R)k du modèle régulier minimal X˜0(p)R de X0(p) sur R est obtenue par
éclatement de (X0(p))k en chaque point non régulier s de cette ﬁbre en une chaîne de eks − 1
droites projectives P1
k
. En tant que diviseurs de Cartier, ces droites projectives ont pour auto-
intersection −2.
Une première application de ce résultat à J0(p)Z donne la proposition suivante ([Maz77], Théo-
rème 10 et Annexe).
Proposition I.3.6. Soient p = 11 ou p > 13 un nombre premier et n = num
(
p−1
12
)
. On note
φ : X0(p)Q → J0(p)Q le morphisme d'Albanese de point-base ∞, et J0(p)Z le modèle de Néron de
J0(p) sur Z.
(a) Le groupe des composantes Φ de (J0(p)Z)Fp est cyclique d'ordre n, engendré par Z. On
l'identiﬁe à (Z/nZ) avec ce choix de générateur.
(b) La réduction modulo p met en bijection C et Φ en envoyant cl((0)− (∞)) sur Z.
(c) Pour tout point P = (E,Cp) ∈ Y0(p)(Q), on note ρ(P ) ∈ Z/nZ l'image de P par la
composition
X0(p)(Q)→ J0(p)(Q)→ J0(p)Z(Fp)→ Φ ∼= Z/nZ.
Alors, pour tout point P ∈ Y0(p)(Q) :
• Si E a réduction potentiellement ordinaire ou multiplicative, alors ρ(φ(P )) = 0 si Cp déﬁnit
une isogénie séparable modulo p, et ρ(φ(P )) = 1 sinon.
• Sinon, soit p = −1 mod 4, j(E) = 0 mod p et alors ρ(φ(P )) = 1/2 soit p = −1 mod 3,
soit j(E) = 1728 mod p et alors ρ(φ(P )) = 1/3 ou 2/3.
L'idée du (c) de cette proposition est que ρ(φ(P )) ne peut pas être n/2, c'est-à-dire l'unique
point de torsion non trivial de Z/nZ, à moins que n (donc p) soit petit. L'article de Momose et
Shimura [MS02] donne une justiﬁcation supplémentaire (et plus détaillée) du fait que la réduction
modulo p d'une courbe elliptique associée à un point de X0(p)(Q) ne peut être supersingulière,
sauf peut-être si son j-invariant est égal à 0 ou 1728 modulo p. En particulier, il explique que cela
est impossible si la courbe elliptique en question est semi-stable sur Q par un argument général
sur les groupes formels à un paramètre sur Zp.
La proposition précédente permet de retrouver la rétraction de J0(p)(Q) dans le groupe cuspidal
identiﬁée par Mazur ([Maz77], p. 99).
Corollaire I.3.1. Soit p = 11 ou p > 13 un nombre premier. Soit n = num(p−112 ). Soit C le
groupe cuspidal de J0(p) (qui est rationnel), CZ son adhérence schématique dans le modèle de
Néron J0(p)Z et C la spécialisation en p de CZ dans J0(p)⊗Fp Fp.
(a) La réduction modulo p induit une bijection entre C et C.
(b) Le groupe C est un système de représentants des composantes irréductibles de J0(p)Fp .
(c) On a donc une rétraction ρ : J0(p)(Q)→ C compatible avec la réduction modulo p et avec
l'action de l'algèbre de Hecke.
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Remarque I.3.2. L'action de l'algèbre de Hecke sur le groupe des composantes Φ se déduit de
l'action de T sur C par spécialisation, et selon cette action T est la multiplication par k dans
Z/nZ si T = k mod I. Comme ρ se projette en l'identité dans le groupe des composantes, elle
est compatible à l'action de l'algèbre de Hecke car la réduction modulo p l'est.
Pour établir en toute généralité la structure du groupe des composantes, on a besoin de nota-
tions supplémentaires. Tout d'abord, on peut supposer que e > 1 car le cas e = 1 est fait dans
la proposition I.3.6, de sorte que tout module s de courbe elliptiques supersingulière sur k est un
point non régulier de X0(p)R.
Pour fournir une interprétation plus visuelle de la preuve, on déﬁnit (comme dans l'Annexe de
[BD97]) le graphe dual G˜ associé à (X˜0(p)R)k : ses sommets sont les composantes irréductibles
de (X˜0(p)R)k et les arêtes entre deux composantes distinctes correspondent à leurs points d'inter-
section. La proposition I.3.4 transforme donc notre problème de groupe des composantes en un
problème sur G˜ , c'est-à-dire calculer le groupe abélien Φ dont les générateurs sont les sommets
de G˜ et les relations sont données par l'image de l'opérateur laplacien sur G˜.
Remarquons de plus que les relations entre composantes correspondent exactement à la loi de
Kirchoﬀ appliquée en chaque point du graphe d'intersection (dont les sommets sont les composantes
irréductibles et les arêtes les intersections entre ces composantes). On notera en conséquence les
relations suivant le point en lequel on applique cette loi par la suite.
Soit S (resp. S ′) l'ensemble de cardinal S (resp. S′) des points supersinguliers de X0(p)k (resp.
supersinguliers de j-invariant diﬀérent de 0 et 1728 modulo p). On note aussi I = 1 (resp. R = 0)
si la courbe elliptique de j-invariant 1728 (resp. 0) est supersingulière dans k, et 0 sinon. On a
alors les deux formules
S = S′ + I +R et S′ +
I
2
+
R
3
=
p− 1
12
, (I.4)
d'après le théorème V.4.1 (c) de [Sil09].
Pour tout s ∈ S, on appelle Cs le chemin de longueur eks dans G˜ entre les points Z et Z ′
associé au point s ∈ S. Dans le cas du j-invariant 1728 (resp. 0), on va aussi l'appeler E (resp. G).
Par convention, on ordonne les points du chemin Cs de la manière suivante : on note Cs,0 = Z ′,
Cs,1 = Cs l'unique point de Cs relié à Z ′, Cs,2 l'unique point de Cs relié à Cs non encore nommé,
et ainsi de suite jusqu'à Cs,eks = Z. Si s est de j-invariant 1728 (resp. 0), on note E = Cs,1 (resp.
G = Cs,1) pour retrouver les notations de l'Annexe de [Maz77] (où F = Cs,2 avec j(s) = 0).
Les dessins suivants illustrent le comportement des composantes irréductibles en p de X0(p) et
de son modèle minimal régulier (à droite, on peut voir le graphe dual).
•s1
•s3
•s2
•s4
Z Z ′
X0(p)Fp
Z • Z ′•
...
...
G
s3
s2
s1
s4
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•
•
s2
s3
E
F G
X˜0(p)Fp (p ≡ 1 mod 12)
Z • Z ′•
•E
•
F
•
G
G˜
...
...
Pour toute composante irréductible C, on note
C = [C]− [Z ′],
comme Z ′ est la composante contenant la réduction de la pointe ∞, notre choix de point-base
pour le morphisme d'Albanese. Le lemme suivant sert à simpliﬁer la présentation de Φ.
Lemme I.3.7. Soit Cs le chemin de longueur eks entre Z et Z ′ associé à s. Dans le groupe Φ,
pour tout i ∈ {0, · · · , eks},
Cs,i = iCs,1 = iCs.
En particulier,
Z = eksCs.
Démonstration. C'est vrai par déﬁnition de nos systèmes d'indices pour i = 0 et 1. De plus, pour
tout i ∈ {1, · · · ,m−1}, la relation donnée par l'opérateur laplacien sur G˜ en en Cs,i est exactement
−2Cs,i + Cs,i−1 + Cs,i+1 = 0.
Le résultat en découle par récurrence double sur i.
Grâce à ce lemme, le groupe Φ est en fait le groupe abélien de générateurs Z et les Cs, s ∈ S,
avec les relations
−SZ + (2e− 1)IE + (3e− 1)RG+∑s∈S′(e− 1)Cs = 0 (Z)
IE +RG+
∑
s∈S′ Cs = 0 (Z
′)
Z = eCs, (Cs), s ∈ S ′
avec les relations supplémentaires
Z = 2eE (E)
Z = 3eG (G)
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quand les composantes mentionnées existent. En ajoutant à la relation (Z) la relation −(e−1)(Z ′),
on obtient une nouvelle relation (Z)
−SZ + eIE + 2eRG = 0 (Z).
qu'on utilise à la place de la précédente. On peut maintenant donner la structure de Φ.
Proposition I.3.8 (Groupe des composantes dans le cas général).
Soit p = 11 ou p > 13 un nombre premier et n = num
(
p−1
12
)
. Avec les notations et déﬁnitions
de toute cette section, on note J0(p)R le modèle de Néron de J0(p) sur R.
(a) Le groupe des composantes irréductibles Φ de (J0(p)R)k est non-canoniquement de la forme
Φ ∼= (Z/neZ)× (Z/eZ)S−2.
(b) Le groupe cuspidal C de J0(p)(Q) se réduit de manière injective dans Φ, avec Z la réduction
de cl([0]−[∞]). En conséquence, le groupe engendré par Z dans Φ est de cardinal n, et on l'identiﬁe
à (Z/nZ) grâce à ce choix de générateur.
(c) On a une suite exacte de Z/eZ-modules
0 // Z/eZ ∆ // (Z/eZ)S α // Φ/〈Z〉 // 0
avec ∆ : λ 7→ λ ·∑s∈S [Cs] et α : ∑s∈S λs[Cs] 7→∑s∈S λsCs. En particulier, e · Φ = 〈Z〉, et on a
∀s ∈ S ′,∀i ∈ {1, · · · , e− 1}, e · Cs,i = i
∀i ∈ {1, · · · , 2e− 1}, e · Ei = i/2 si p = −1 mod 4
∀i ∈ {1, · · · , 3e− 1}, e ·Gi = i/3 si p = −1 mod 3∑
s∈S Cs = 0 dans Φ
Démonstration. Le calcul est similaire dans chacun des quatre cas de congruences modulo 12
(qui détermine l'existence ou non des composantes exceptionnelles E et G), nous allons le faire
seulement pour p = 11 mod 12 qui est légèrement plus technique que les autres. On remplace Z
par 2eE avec la relation (E), et pour tout s ∈ S ′, on fait le changement de variables
C ′s := Cs − 2E and G′ := G+ (2S − 3)E.
Les relations deviennent alors
e(6S − 7)E + 2eG′ = 0 (Z)′
G′ +
∑
s∈S′ C ′s = 0 (Z
′)′
eC ′s = 0 (Cs)
′, s ∈ S ′
Comme p = 11 mod 12, on a 6S − 7 = 6S′ + 5 = (p − 1)/2 = n par la formule (I.4), et (Z)′ est
équivalente à enE = 0 avec les autres relations. En conséquence, G′ est dans le groupe engendré
par les autres générateurs, et les relations (Cs)′, s ∈ S ′ et (Z)′ sont diagonales, ce qui nous donne
l'isomorphisme annoncé du (a), par lequel
Z = (2e, 0, · · · , 0)
Ei = (i, 0 · · · , 0)
Gi = (−(2S′ + 1)i,−i, · · · ,−i)
Cs,i = (2i, 0, · · · , 0, i, 0, · · · , 0) (s ∈ S ′)
Ceci nous donne directement le (b) et le (c).
Nous allons nous servir de cette proposition dans les cas des sous-groupes de Borel et de Cartan
déployé, car elle permet d'imposer des contraintes supplémentaires et ainsi de prouver la bonne
réduction potentielle en caractéristique 2.
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I.4 Le cas des sous-groupes de Borel
Soient p un nombre premier ﬁxé et d un entier sans facteur carré non divisible par p. Le schéma
X0(dp)Z (voir section I.1.4) est lisse sur Z en-dehors des points supersinguliers en caractéristique
divisant dp, en particulier toutes ses pointes se réduisent dans la partie lisse modulo tout nombre
premier `. Si r est le nombre de facteurs premiers de d, X0(dp)Q a 2r+1 pointes sur lesquelles le
groupe des involutions d'Atkin-Lehner agit transitivement.
On note pidp,p : X0(dp)Q → X0(p)Q et pidp,d : X0(dp)Q → X0(d)Q les morphismes d'oubli
respectivement de la d-structure et de la p-structure. Comme les niveaux sont premiers entre eux,
les pointes de X0(dp)Q correspondent via ces morphismes aux couples de pointes de X0(d)Q et
X0(p)Q. Pour cette correspondance, observons que l'involution d'Atkin-Lehner wd ne change pas
la composante des pointes en X0(p)Q, inversement wp ne change pas la composante des pointes en
X0(d)Q mais permute 0 et ∞ dans X0(p)Q. On note ∞dp la pointe inﬁnie usuelle de X0(dp)Q et
∞ celle de X0(p)Q.
Déﬁnition I.4.1. Soit φ : X0(p)Q → J0(p)Q le morphisme d'Albanese envoyant ∞ sur 0. On
déﬁnit alors g : X0(dp)Q → J0(p)Q par g = φ ◦ pidp,p + φ ◦ pidp,p ◦ wd. Fonctoriellement, on a
g(E,Cd, Cp) = cl([E,Cp] + [E/Cd, Cp + Cd/Cd]− 2[∞]).
Pour tout T ∈ T, on note gT = T ◦ g.
Cette famille de morphismes contient les candidats pour les immersions formelles.
Proposition I.4.2 (Immersions formelles, cas Borel).
Soit p = 11 ou p > 13 un nombre premier. Soit ` un nombre premier éventuellement égal à p.
Pour tout T ∈ T, le morphisme (gT )Z : X0(dp)lisseZ → J0(p)Z étend gT par propriété de Néron est
une immersion formelle en ∞dp` si et seulement si T /∈ `T.
Démonstration. Fixons ` un nombre premier et T ∈ T. Notons g′T = T ◦ φ ◦ pidp,p de sorte que
gT = g
′
T + g
′
T ◦ wd. Remarquons tout d'abord que g′T (∞dp) = g′T ◦ wd(∞dp) = 0 car wd permute
les pointes au-dessus de ∞. Les corps résiduels de ∞dp` et 0` sont tous les deux F`, il reste donc
à vériﬁer le critère des morphismes cotangents d'après la caractérisation des immersions formelles
(proposition I.2.10). L'application cotangente de (pidp,p)Z : X0(dp)Z → X0(p)Z en la section ∞dp
est l'identité sur Z, donc l'application cotangente de g′T en ∞dp` est surjective si et seulement si
T /∈ `T d'après la proposition I.2.18. Ensuite, wd(∞dp) est une pointe de X0(dp)Q diﬀérente de
∞dp, et la projection pidp,p est donc ramiﬁée en cette pointe (la projection naturelle de surfaces de
Riemann X0(d)C → X(1)C est ramiﬁée en toute pointe sauf la pointe inﬁnie). Ainsi, l'application
cotangente de g′T ◦ wd en la section ∞dp est nulle, en particulier nulle en ∞dp` . L'application
cotangente de gT en ∞dp` est donc celle de g′T , ainsi gT est une immersion formelle en ∞dp` si et
seulement si T n'appartient pas à `T.
Grâce à cette preuve, nous pouvons prouver notre théorème de bonne réduction. Le lemme
suivant est important pour le cas ` = 2, mettons-le à part pour plus de clarté.
Lemme I.4.3 (Images dans le groupe cuspidal).
Soit p = 11 ou p > 13 un nombre premier et n = num(p− 1/12). Soit K un corps quadratique.
Soient E/K une Q-courbe de degré d sans facteur carré telle que PρE,p est réductible, et P
le point de X0(dp)(K) correspondant. Alors, g(P ) est un point de J0(p)(Q), et via la rétraction
ρ : J0(p)(Q) → C ∼= Z/nZ du corollaire I.3.1, on a le tableau des valeurs possibles de ρ(g(P ))
suivantes, avec e l'indice de ramiﬁcation de p dans K :
p = 1 mod 12 p = 5 mod 12 p = 7 mod 12 p = 11 mod 12
e = 1 0, 2 0, 1, 2, 23 ,
4
3 0, 1, 2 0, 1, 2,
2
3 ,
4
3
e = 2 0, 1, 2 0, 1, 2, 13 ,
2
3 ,
4
3 ,
5
3 0, 1, 2,
1
2 ,
3
2 0, 1, 2,
1
3 ,
1
2 ,
2
3 ,
4
3 ,
3
2 ,
5
3
En particulier, cette image ne peut être le point de 2-torsion non trivial de Z/nZ lorsque p ≥ 11
et p 6= 13, 17, 41.
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Démonstration. Pour σ l'automorphisme non trivial de K, on a
σg(P ) = cl([σφ(P )] + [σφ(wd.P )]− 2[σ∞]) = cl([φ(σP )] + [φ(wd.σP )]− 2[σ∞])
ce qui mène à
σg(P ) = cl([φ(wd.P )] + [φ(P )]− 2[∞]) = g(P )
par construction du point P (sous-section I.1.17), donc g(P ) est bien rationnel.
Ensuite, le groupe de torsion de J0(p)(Q) est le groupe cuspidal C, cyclique de cardinal n
et la réduction modulo p induit une bijection entre celui-ci et le groupe des composantes du
modèle de Néron de J0(p) sur Zp (proposition I.3.2). On peut donc lire ρ(g(P )) dans le groupe
des composantes. Pour cela, il faut la lire dans le groupe des composantes Φ du modèle de Néron
de J0(p) sur (OK)P, avec P un idéal premier de OK au-dessus de p.
Remarquons tout d'abord que les points P et wd.P représentent des courbes elliptiques isogènes
de degré premier à p sur X0(p). En conséquence, leur réduction semi-stable modulo P (ordinaire,
supersingulière ou multiplicative) est de même nature.Ainsi, les deux composantes obtenues l'une
par réduction de φ ◦ pi(P ), l'autre par réduction de φ ◦ pi(wd · P ) sont soit toutes les deux Z, soit
toutes les deux Z ′, soit toutes les deux des composantes supersingulières (appartenant aux mêmes
chemins E ou G, comme deux points de ces diﬀérents chemins ne peuvent être isogènes). Cette
remarque faite, on utilise la proposition I.3.8 pour calculer les possibilités.
• Si p est non ramiﬁé dans OK , on est dans le cas étale de la proposition, et les valeurs possibles
de g(P ) sont donc 2Z ′ = 0, 2Z = 2, 2E = 1 quand E existe, 2G = 2/3, 2F = 4/3, et F + G = 1
quand F,G existent. Cela prouve la première ligne du tableau.
• Si p est ramiﬁé dans OK , on est dans le cas e = 2 de la proposition, et les valeurs possibles
de g(P ) sont alors 2Z ′ = 0, 2Z = 2, 2E1 = 1/2, 2E2 = 1, 2E3 = 3/2, E1 + E3 = 1, 2G1 = 1/3,
2G2 = 2/3, 2G3 = 1, 2G4 = 4/3, 2G5 = 5/3, et les sommes entre ces diﬀérents Gi qui mènent aux
mêmes possibilités.
Pour l'application du résultat, notons que Z/nZ admet un point de 2-torsion non trivial si et
seulement si 2 divise n, soit si et seulement si p = 1 mod 8, ce qui élimine la moitié des cas, et
qu'alors ce point est l'image de n/2. Supposons que c'est le cas pour notre courbe E. Si p = 1
mod 12, on a n = (p− 1)/12 qui divise 1, 2 ou 4, d'où p = 13.
Si p = 5 mod 12, on a n = (p− 1)/4 qui divise 2, 4, 8 ou 10, ce qui donne p = 17 ou p = 41.
Une fois ces cas exclus, on est donc certain que ρ(g(P )) n'est pas le point de 2-torsion non
trivial de Z/nZ.
Remarquons tout d'abord qu'on peut reprouver le cas rationnel avec notre lemme, en guise
d'échauﬀement pour le cas des Q-courbes.
Proposition I.4.4 (Bonne réduction, cas rationnel). Soit E une courbe elliptique déﬁnie sur Q et
p un nombre premier tel que ρE,p est à valeurs dans un sous-groupe de Borel de GL(E[p]). Alors,
pour p = 11 ou p > 13, la courbe elliptique E a potentiellement bonne réduction en tout nombre
premier.
Démonstration. Soit P = (E,Cp) ∈ X0(p)(Q) associé à E par hypothèse. On reprend les notations
du paragraphe I.2.2. Soit ` un nombre premier (qui peut être égal à p), supposons par l'absurde que
E a réduction potentiellement multiplicative modulo `. Alors, P se réduit en une pointe modulo
`, et quitte à utiliser une involution d'Atkin-Lehner (qui ne change pas la nature de la réduction
de E), on peut supposer que P` = ∞`. Soit T ∈ T\`T annulant l'idéal γI déﬁnissant le quotient
d'Eisenstein (lemme I.3.3). Le morphisme T : J0(p)Q → J0(p)Q est nul sur γI .J0(p) et se factorise
donc par la projection J0(p)→ J˜(p) en un morphisme Q-rationnel J˜(p)→ J0(p). En particulier, il
envoie tout point Q-rationnel de J0(p) sur l'image d'un point Q-rationnel de J˜(p). Ceux-ci étant de
torsion, φT (P ) est un point de torsion de J0(p)(Q), et on peut donc appliquer la proposition I.2.15
à x = P , y =∞, X = X0(p) et A = J0(p). Dans le cas où ` > 2, on obtient P =∞, contradiction,
donc E a potentiellement bonne réduction modulo `. Dans le cas où ` = 2, le raisonnement tient
toujours excepté lorsque φT (P ) est l'unique point d'ordre exactement 2 du groupe cuspidal, et en
supposant de plus que T est congru à 1 modulo I (lemme I.3.3), cela ne peut arriver d'après le
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cas étale du lemme I.4.3 que pour p = 2, 3, 5, 13, qui sont des cas déja exclus, donc pour ` = 2, on
obtient encore P = ∞, ce qui contredit notre hypothèse de départ et conclut donc la preuve par
l'absurde.
Théorème I.3 (Bonne réduction, cas des Q-courbes). Soient K un corps quadratique, et E/K
une Q-courbe de degré d sans facteur carré. Si pour p ≥ 11, p 6= 13, 17, 41 premier ne divisant
pas d, la représentation PρE,p est réductible, E a potentiellement bonne réduction en tout idéal
premier de OK .
Remarque I.4.1. Grâce au lemme I.4.3 et à la proposition I.2.15, ce théorème améliore la propo-
sition 3.2 de [Ell04] en traitant aussi les idéaux premiers de OK au-dessus de 2 et 3. Il est également
valide pour les courbes elliptiques déﬁnies sur Q. En particulier, on sait que les points rationnels
non cuspidaux non CM de X0(p) ont potentiellement bonne réduction partout, c'est-à-dire que
leur j-invariant est entier (les cas p = 17 et p = 41 n'ont pas lieu d'être dans le cas étale du lemme
5.2, on retrouve donc la condition classique p = 11 ou p > 13). Dans l'article original de Mazur, le
cas ` = 2 était exclu, mais il était inutile pour la ﬁn de la méthode employée par Mazur lui-même.
Démonstration. Soit P le point de X0(dp)(K) associé à E par la preuve de la proposition I.1.17.
D'après le lemme I.4.3, le point g(P ) est Q-rationnel.
Soit maintenant λ un idéal premier de OK de caractéristique `, notons Oλ le localisé de OK en
λ. Supposons par l'absurde que P a réduction potentiellement multiplicative en λ. Alors, Pλ est
la réduction d'une pointe de X0(dp) modulo λ. Le groupe des involutions d'Atkin-Lehner agissant
transitivement et Q-rationnellement sur les pointes de X0(dp) , on peut et on va supposer que
Pλ =∞`. En particulier, P` appartient à la partie lisse de X0(dp)Z, et ce même si ` divise dp.
Soit T ∈ T\`T annulant l'idéal γI déﬁnissant le quotient d'Eisenstein (lemme I.3.3). Le mor-
phisme T : J0(p)Q → J0(p)Q est nul sur γI .J0(p) et se factorise donc par la projection J0(p)→ J˜(p)
en un morphisme Q-rationnel J˜(p) → J0(p). En particulier, il envoie tout point Q-rationnel de
J0(p) sur l'image d'un point Q-rationnel de J˜(p). Ceux-ci étant de torsion, gT (P ) est un point de
torsion de J0(p)(Q). On peut donc appliquer la proposition I.2.15 à x = P , y =∞dp, X = X0(dp),
A = J0(p). Dans le cas où ` > 2, on obtient P = ∞dp, contradiction, donc E a potentiellement
bonne réduction modulo `.
Dans le cas où ` = 2, si P 6= ∞dp, gT (P ) est un point de 2-torsion non-trivial de J0(p)(Q)
grâce à la proposition I.2.15. On peut ici de plus choisir T congru à 1 modulo I (lemme I.3.3),
de sorte que la composante de gT (P ) est la même que la composante de g(P ) dans le groupe des
composantes de J0(p)⊗Fp car la rétraction ρ est T-équivariante (corollaire I.3.1). D'après le lemme
I.4.3, il est impossible que ce point soit de 2-torsion non trivial sous notre hypothèse p 6= 13, 17, 41,
donc E a potentiellement bonne réduction en tout idéal premier de OK .
I.5 Le cas des normalisateurs de sous-groupes de Cartan dé-
ployés
Soient p = 11 ou p > 13 un nombre premier ﬁxé et d > 1 un entier sans facteur carré non
divisible par p.
On note XsC0 (d; p)Z = X0(d)Z ×X(1) Xsp.Car.(p)Z le schéma de modules grossier paramétrant
les quadruplets (E,Cd, Ap, Bp) avec E une courbe elliptique, Cd un sous-groupe cyclique d'ordre d
et Ap, Bp deux sous-groupes cycliques d'ordre p distincts de E. Ce schéma est propre sur SpecZ,
de ﬁbre générique notée XsC0 (d; p)Q. Il est naturellement muni d'une involution
w : (E,Cd, Ap, Bp) 7→ (E,Cd, Bp, Ap)
de sorte que le quotient XsC0 (d; p)Z/〈w〉 n'est autre que le schéma Xs0(d; p)Z déﬁni dans le para-
graphe I.1.4. Nous allons donc procéder en déﬁnissant nos morphismes sur XsC0 (d; p)Z avant de les
faire passer au quotient.
Comme p et d sont premiers entre eux, les morphismes d'oubli de structure XsC0 (d; p)→ X0(d)
et XsC0 (d; p) → Xsp.Car.(p) mettent en bijection les pointes de XsC0 (d; p) et les couples de pointes
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de X0(d) et de Xsp.Car.(p). On notera donc (c, c′) la pointe de XsC0 (d; p) au-dessus de la pointe c
de X0(d) et c′ de Xsp.Car.(p). De même, les morphismes Xs0(d; p)→ X0(d) et Xs0(d; p)→ Xsplit(p)
mettent en bijection les pointes de Xs0(d; p) et les couples de pointes de X0(d) et de Xsplit(p), on
emploiera la même notation.
Le schéma XsC0 (d; p)Z est lisse en-dehors des caractéristiques divisant dp. Pour les caractéris-
tiques ` divisant d, ses points singuliers sont les points supersinguliers en caractéristique `, en
particulier il est lisse en toutes les réductions de pointes modulo `. Pour la caractéristique p,
XsC0 (d; p)Fp est constituée (Partie 1 de [Mom84]) de trois composantes irréductibles qui hors de
leurs intersections paramètrent les quadruplets (E,Cd, Ap, Bp) tels que respectivement :
• Le schéma en groupes Ap est étale-localement isomorphe à µp sur Fp, en particulier l'isogénie
associée est inséparable (composante Z).
• Le schéma en groupes Bp est étale-localement isomorphe à µp sur Fp (composante Z ′).
• Ni Ap ni Bp ne sont étale-localement isomorphes à µp (composante W ).
Les pointes de XsC0 (d; p)Fp au-dessus de∞ dans Xsp.Car.(p)Fp appartiennent à la composante Z,
les pointes au-dessus de 0 dans Xsp.Car.(p) à la composante Z ′, et les autres pointes de XsC0 (d; p)Fp
à la composante W , qui est de multiplicité p− 1. Ces dernières sont donc des points non lisses de
XsC0 (d; p). Plus généralement, un point de X
sC
0 (d; p)Fp est singulier si et seulement s'il appartient
à la composante W (c'est en particulier le cas quand il est supersingulier).
Par passage au quotient dans Xs0(d; p), les composantes Z et Z
′ s'identiﬁent dans la ﬁbre en p
de Xs0(d; p), qui est donc constituée de cette image (notée Z0) et de celle de W (renotée W ). Les
pointes n'appartenant pas à W sont donc les pointes au-dessus de la pointe ∞ de Xsplit(p), les
autres sont des points singuliers.
La proposition suivante condense les propriétés particulières d'une courbe elliptique dans le
cas  normalisateur de Cartan déployé , d'après le lemme 1.3 de [Mom84].
Proposition I.5.1. Soient E une courbe elliptique déﬁnie sur un corps de nombres K. Soit
p > 2[K : Q] + 1 tels que ρE,p est à valeurs dans le normalisateur d'un sous-groupe de Cartan
déployé de GL(E[p]). Soit P = (E, {Ap, Bp} le point de Xsplit(p)(K) associé, et K ′ une extension
de degré 2 de K telle que Ap et Bp sont stables par Gal(Q/K ′). Alors, pour tout idéal premier P
de OK au-dessus de p :
(a) La réduction semi-stable de E modulo P n'est pas supersingulière.
(b) La réduction modulo P de (E, {Ap, Bp}) dans Xsplit(p)Fp n'appartient pas à la composante
W .
(c) Pour tout idéal premier P′ de OK′ au-dessus de P, les réductions modulo P′ de (E,Ap) et
(E/Bp, E[p]/Bp) appartiennent à la même composante de X0(p)Fp .
Démonstration. Soit p ≥ 5 un nombre premier quelconque et P′ un idéal premier de O′ := OK′
au-dessus de p, de ramiﬁcation absolue e′.
Les Gal(Q/K ′)-modules Ap et Bp déﬁnissent des schémas en groupes sur K ′ notés (Ap)K′ et
(Bp)K′ , et de la décomposition E[p] = Ap ⊕Bp on déduit que E[p] déﬁnit lui aussi un schéma en
groupes sur K ′ tel que
(E[p])K′
∼= (Ap)K′ ⊕ (Bp)K′ . (I.5)
Par passage à l'adhérence schématique dans le modèle de Néron de E sur O′, on obtient des
schémas en groupes (E[p])O′ , (Ap)O′ et (Bp)O′ sur O′ prolongeant les schémas en groupes sur K ′.
Comme e′ ≤ 2[K : Q] < p−1, d'après le lemme de spécialisation de Raynaud ([Maz78], proposition
1.1), nous avons donc
EO′ [p] ∼= (E[p])O′ ∼= (Ap)O′ ⊕ (Bp)O′ .
En conséquence, comme d'après ce même lemme de spécialisation, les schémas en groupes (de
rang p) (Ap)O′ et (Bp)O′ sont constants ou isomorphes à µp, le schéma en groupes EO′ [p] ne
peut pas contenir le schéma en groupes αp, ce qui interdit à E d'avoir réduction potentiellement
supersingulière, soit le (a).
Ensuite, le schéma en groupes (E[p])O′ ne peut pas être étale car ses points géométriques dans
la ﬁbre en p sont au plus au nombre de p, et il est de rang p2. L'un des schémas de droite ne peut
donc pas être étale, il est alors isomorphe à µp, ce qui prouve le (b).
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Enﬁn, la décomposition (I.5) induit un isomorphisme entre (Ap)K′ et (E[p]/Bp)K′ . Comme
e′ ≤ 2[K : Q] < p − 1, encore une fois d'après le lemme de spécialisation de Raynaud, cet
isomorphisme s'étend en un isomorphisme (Ap)O′ ∼= (E[p]/Bp)O′ . En particulier, ces deux schémas
en groupes sont simultanément étales ou radiciels. Comme la composante à laquelle appartient
(E,Ap) dans X0(p)Fp est déterminée par la nature étale ou non de Ap, les deux points (E,Ap) et
(E/Bp, E[p]/Bp) appartiennent à la même composante de X0(p)Fp .
Remarque I.5.1. Dans le cas Borel ce n'était pas un problème (les pointes étant dans le domaine
lisse), mais ici il faut savoir que la réduction des points qui nous intéressent est bien dans le domaine
lisse pour pouvoir utiliser les immersions formelles, c'est entre autres pourquoi la proposition
précédente est indispensable pour la réduction modulo p.
Voyons maintenant quelle famille d'immersions formelles sera adaptée à notre étude. Rappelons
que φ : X0(p)Q → J0(p)Q est le morphisme d'Albanese envoyant ∞ sur 0 et que XsC0 (d; p)Z est
munie de deux involutions : une involution wd qui descend en l'involution de Fricke sur X0(d) par
la projection et une involution w qui permute les sous-groupe cycliques d'ordre p.
Déﬁnition I.5.2. Soit p un nombre premier. On note pi : XsC0 (d; p)Q → X0(p)Q le morphisme
d'oubli qui envoie (E,Cd, Ap, Bp) sur (E,Ap) et wp l'involution d'Atkin-Lehner de X0(p). On
déﬁnit l'application h : XsC0 (d; p)Q → J0(p)Q par
h = cl(φ ◦ pi − φ ◦ wp ◦ (pi ◦ w) + φ ◦ pi ◦ wd − φ ◦ wp ◦ (pi ◦ w ◦ wd)).
Cette expression se traduit fonctoriellement par
h(E,Cd, Ap, Bp) = cl([E,Ap]− [E/Bp, E[p]/Bp]
+ [E/Cd, (Ap + Cd)/Cd]− [E/(Bp + Cd), (E[p] + Cd)/(Bp + Cd)]).
Par construction, on a h ◦ wd = h et h ◦ w = −wp ◦ h où wp désigne par abus de notation
l'endomorphisme de J0(p)Q correspondant à l'involution d'Atkin-Lehner wp : X0(p)→ X0(p). On
note pour tout T ∈ T, hT = T ◦ h. Pour tout T tel que T · (1 + wp) = 0, on a hT ◦ w = hT
donc hT se factorise via la projection XsC0 (d; p)Q → Xs0(d; p)Q en un morphisme Q-rationnel
h+T : X
s
0(d; p)Q → J0(p)Q. Par abus de notation, on désignera par les mêmes lettres les extensions
de ces morphismes au-dessus de Z par propriété de Néron.
Remarque I.5.2. Les deux premiers termes de h constituent le bon candidat h′ pour les courbes
elliptiques sur Q, voir par exemple [BP11a]. Comme dans le cas des sous-groupes de Borel, le
passage aux Q-courbes consiste à considérer h′ + h′ ◦ wd.
Proposition I.5.3 (Immersions formelles, cas déployé).
Pour tout nombre premier ` et tout T ∈ T (resp. tel que T (1 + wp) = 0), le morphisme hT
(resp. h+T ) est une immersion formelle en la pointe (∞,∞)` de XsC0 (d; p)F` (resp. Xs0(d; p)F`) si
et seulement si T /∈ `T.
Démonstration. Soit ψ : XsC0 (d; p)Q → X0(dp)Q le morphisme d' oubli de Bp , c'est-à-dire qui
envoie (E,Cd, Ap, Bp) sur (E,Cd, Ap). Avec les déﬁnitions de la section I.4, on a pi = pidp,p ◦ ψ et
h = g ◦ψ+ g ◦wp ◦ψ ◦w. Comme ψ((∞,∞)) =∞dp = wp ◦ψ ◦w(∞,∞), l'application cotangente
de hZ le long de la section (∞,∞)Z est la somme des applications cotangentes de (g ◦ ψ)Z et
(g ◦ wp ◦ ψ ◦ w)Z. De plus, ψ est ramiﬁée de degré p en (∞,∞)Z (comme on peut le constater
immédiatement sur les surfaces de Riemann), donc g ◦ ψ l'est. L'application cotangente de hZ est
donc exactement celle de (g ◦ wp ◦ ψ ◦ w)Z. De plus, on a g ◦ wp = wp ◦ g + 2 cl([0]− [∞p]), ainsi
(ht)Z est une immersion formelle en (∞,∞)F` si et seulement si (gt ◦ ψ ◦ w)Z l'est, car wp est un
automorphisme de J0(p)Z. Maintenant, l'application cotangente de (ψ◦w)Z : XsC0 (d; p)Z → X0(p)Z
le long de la section (∞,∞)Z est un isomorphisme ([Mom84], Preuve de la proposition 2.5), d'où
le résultat pour (ht)Z par la proposition I.4.2. Il implique directement la propriété pour (ht)
+
Z car
(∞,∞) n'est pas un point ﬁxe de w.
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La proposition suivante montre, autant dans son énoncé que dans sa preuve, en quoi ce cas-ci
est diﬀérent du cas Borel.
Proposition I.5.4 (Annulation automatique par h+T , cas déployé).
Soit E une Q-courbe de degré d sur le corps quadratique K et p = 11 ou p > 13 un nombre
premier tels que PρE,p est à valeurs dans le normalisateur d'un sous-groupe de Cartan déployé de
GL(E[p]). Soit P le point de Xs0(d; p)(K) associé à E. Pour tout T ∈ T qui annule l'idéal γI , on
a automatiquement T (1 + wp) = 0 et h
+
T (P ) = 0.
Démonstration. D'après la proposition 17.10 de [Maz77], pour un tel T ∈ T, on a T (1 + wp) = 0,
donc hT se factorise bien en h
+
T : X
s
0(d; p)Q → J0(p)Q. Le point h+T (P ) est K-rationnel car h+T est
déﬁni sur Q et P est K-rationnel, de plus pour σ l'automorphisme non trivial de Gal(K/Q),
σh+T (P ) = h
+
T (
σP ) = h+T (wd.P ) = h
+
T (P )
car σP = wd.P (proposition I.1.17) et hT ◦ wd = hT par construction, donc h+T ◦ wd = h+T . Ainsi,
h+T (P ) est un point Q-rationnel de T.J0(p). Cette sous-variété abélienne de J0(p) est, par construc-
tion, isogène à un quotient de J˜(p) qui a un nombre ﬁni de points rationnels (proposition I.3.2),
donc T.J0(p)(Q) est ﬁni, et h+T (P ) ∈ C le groupe cuspidal de J0(p). D'après la proposition I.3.1 (b),
il suﬃt alors de montrer que la réduction modulo p de h+T (P ) appartient à la composante neutre de
J0(p)Fp . Soit P un idéal premier de OK au-dessus de p et R = OK,P. Comme p > 2[K : Q] + 1, la
proposition I.5.1 (c) nous dit que les réductions modulo P de (E,Ap) et (E/Bp, E[p]/Bp) appar-
tiennent à la même composante dans (X0(p)R)Fp . Alors, la structure du groupe des composantes
du modèle de Néron sur R de J0(p), donnée par la proposition I.3.8, permet de voir que le diviseur
cl(([E,Ap])− ([E/Bp, E[p]/Bp])) est nul dans ce groupe. Il en est de même pour la diﬀérence des
deux autres termes, donc la spécialisation de h+T (P ) appartient à la composante neutre de J0(p)R,
d'où h+T (P ) = 0.
On peut maintenant démontrer la bonne réduction potentielle dans le cas  normalisateur de
Cartan déployé .
Théorème I.4 (Bonne réduction, cas des Q-courbes).
Soient K un corps quadratique et E une Q-courbe de degré d déﬁnie sur K. Pour p > 23
premier, si PρE,p est à valeurs dans le normalisateur d'un sous-groupe de Cartan déployé de
PGL(E[p]), alors E a potentiellement bonne réduction en tout idéal de OK .
Démonstration. Soit P le point de Xs0(d; p)(K) associé à E (proposition I.1.17) et T ∈ T tel que
T (1 + wp) = 0, annulant γI et congru à 1 modulo I (lemme I.3.3). D'après la proposition I.5.4,
on a h+T (P ) = 0 et on peut alors appliquer la méthode de Mazur.
Commençons par la caractéristique p : soit P un idéal de OK au-dessus de p, montrons que E a
potentiellement bonne réduction enP. Supposons que E a réduction potentiellement multiplicative
modulo P. Comme p > 23, d'après la proposition I.5.1 (a) et (b), la réduction modulo P de P
appartient à la partie lisse de Xs0(d; p). Comme toutes les pointes de cette partie lisse sont au-
dessus de la pointe ∞p dans Xsplit(p)Fp par l'étude de la ﬁbre en p de Xsplit(p) et que d est
sans facteur carré, on peut appliquer une involution d'Atkin-Lehner étendue de X0(d) à Xs0(d; p)
pour supposer que la réduction modulo P de P est exactement (∞,∞)p. Mais alors, en prenant
T ∈ T\pT annulant γI , h+T est une immersion formelle en (∞,∞)p qui envoie P sur 0 d'après la
proposition I.5.4. Par la proposition I.2.13, on a donc P = (∞,∞), ce qui est absurde.
Supposons maintenant que λ est un idéal premier de OK au-dessus du nombre premier ` 6= p
et que E a réduction potentiellement multiplicative modulo λ. Nous allons tout d'abord étudier
les réductions des pointes non rationnelles pour prouver que P ne peut se réduire en ces pointes
modulo `. L'image d'une pointe deXsC0 (d; p) par h est 0 si et seulement si cette pointe est au-dessus
de∞ ou 0 dans Xsp.Car.(p), et 2[0]−2[∞] sinon. En eﬀet, si c est une pointe de XsC0 (d; p) au-dessus
d'une pointe diﬀérente de ∞ ou 0 dans Xsp.Car.(p)(c'est-à-dire une pointe non rationnelle), son
image par pi1 : XsC0 (d; p) → X0(p) (déﬁnie par pi1((E,Cd, Ap, Bp) = (E,Ap)) est la pointe 0 de
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X0(p) (cela se vériﬁe sur les morphismes de surfaces de Riemann). En conséquence, par déﬁnition
de h, h(c) = 2[0]− 2[∞].
Le groupe cyclique C de J0(p)(Q) engendré par [0]− [∞] est non nul pour p > 13 (proposition
I.3.2), et d'après le lemme de spécialisation de Raynaud ([Maz78], Proposition 1.1) est étale hors
de la caractéristique 2 et en caractéristique 2, a éventuellement un seul élément non trivial dont
la spécialisation est nulle, qui est le point de 2-torsion de C. Ainsi, si on avait h(c) = 0 modulo
`, on aurait, si ` > 2, 2 = 0 modulo num((p − 1)/12) d'où p = 3 ou 7, et si ` = 2, 4 = 0 modulo
num((p− 1)/12), d'où p = 3, 5, 7 ou 13, ce qu'on a exclu.
Prenons maintenant T ∈ T\`T annulant γI et inversible modulo I (lemme I.3.3). Alors, T
est injective sur la réduction de C sur ` donc h+T (c) est non nul modulo ` pour toute pointe c de
Xs0(d; p) non au-dessus de ∞ par le travail précédent. Or, h+T (P ) est nul modulo ` car il est nul
dans J0(p)(Q) par la proposition I.5.4. Cela impose que P se réduit en une pointe au-dessus de
∞ dans Xsplit(p) modulo λ. En appliquant une involution d'Atkin-Lehner, on peut donc supposer
que P se réduit en (∞,∞)` modulo λ. Comme h+T est une immersion formelle en ce point, on en
déduit par la proposition I.2.13 que P = (∞,∞), ce qui est absurde, donc E a potentiellement
bonne réduction en tout idéal premier de OK .
Remarque I.5.3. Nous pouvons maintenant analyser en quoi cette preuve diﬀère du cas Borel :
 Il n'existe pas de morphisme canonique de la courbe modulaire Xsplit(p) dans J0(p). Pour
les déﬁnitions, on doit en revenir à Xsp.Car.(p) puis passer au quotient.
 Le groupe d'Atkin-Lehner ne suﬃt pas pour se ramener en une seule pointe, mais le rai-
sonnement permet de se ramener à (∞,∞). Cela rend la preuve plus lisible, mais n'est
pas nécessaire : on peut prouver qu'en toutes les autres pointes, le morphisme est bien une
immersion formelle (voir dans cette idée la proposition 2.5 de [Mom84]).
 Le fait que l'image par hT du point concerné soit nulle nous évite d'avoir à utiliser la
proposition I.2.15 (et contourne donc les diﬃcultés posées habituellement en caractéristique
2 et 3), mais on utilise à répétition le lemme de spécialisation de Raynaud dans les résultats
préliminaires.
I.6 Le cas des normalisateurs de sous-groupes de Cartan non
déployés
En plus des méthodes utilisées dans les cas précédents, nous allons ici devoir employer des
nouveaux outils, de nature analytique. Nous allons comprendre comment se ramener dans cette
section à des estimations analytiques, qui seront faites dans le chapitre II. Commençons par des
rappels et des notations sur la courbe modulaire associée au cas non déployé et sa jacobienne.
Notons J la jacobienne de la courbe tordue X = Xns0 (d; p)
K décrite dans la section I.1.4.
Déﬁnition I.6.1 (Algèbre de Hecke). Pour tout entier n premier à dp, on peut déﬁnir pour
X = Xns(d; p) ou X = X0(dp2) l'opérateur de Hecke Tn grâce aux morphismes
pi1, pi2 : X0(n)×X(1) X → X,
où pi1 est le morphisme d'oubli de la n-structure et pi2 = pi1 ◦ wn où wn est l'involution d'Atkin-
Lehner de degré n sur X0(n)×X(1) X relevant celle de degré n sur X0(n).
Ces morphismes déﬁnissent une correspondance sur X et donc un endomorphisme noté Tn =
pi2∗pi∗1 de Jac(X) déﬁni sur Q. De plus, leur action sur les q-développements des formes modulaires
est la même que celle décrite dans le paragraphe I.2.2. Les Tn, avec n premier à dp, engendrent
donc une algèbre d'opérateurs sur Jac(X) qui est commutative et un Z-module libre de type ﬁni
(comme dans le cas X = X0(p)).
On note alors T′ l'algèbre engendrée par ces opérateurs, à laquelle on adjoint le groupe W des
involutions d'Atkin-Lehner de degré divisant d sur X.
On peut ramener l'étude de la jacobienne de Xns0 (d; p), en apparence mystérieuse, à une jaco-
bienne beaucoup plus familière, grâce au lemme suivant, énoncé dans [Ell04].
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Lemme I.6.2. Pour tout p premier et tout d premier à p sans facteur carré, il existe une isogénie
α : Jac(Xns(d; p))→ J ′0(dp2)/((wp2 − 1)J ′0(dp2))⊕ J0(d)
équivariante pour l'action de T′, avec J ′0(dp2) la partie p-nouvelle de J0(dp2).
Démonstration. Pour d = 1, c'est un résultat dû à [Che00] et au moins implicite dans [DM97],
mais nous allons pour cette généralisation utiliser un résultat de De Smit et Edixhoven. On note
G = GL2(Fp), B un sous-groupe de Borel, C un sous-groupe de Cartan déployé de normalisateur
N et C ′ un sous-groupe de Cartan non déployé de normalisateur N ′ de G .
MC ⊕MG ⊕MG ∼= MC′ ⊕MB ⊕MB
MN ⊕MG ∼= MN ′ ⊕MB .
Pour appliquer ce résultat, on ﬁxe C = Q ⊗ A avec A la catégorie des variétés abéliennes sur
Q munies d'une action de T′, c'est-à-dire telle que ses objets sont de telles variétés abéliennes,
et HomC(A,B) = Q ⊗ HomA(A,B) pour tous A,B ∈ C. En particulier, deux objets de C sont
isomorphes si et seulement s'ils sont isogènes dans A. On choisit alorsM = Jac(X0(d)×X(1)X(p)),
de sorte que MH = Jac(X0(d)×X(1) X(p)/H) pour tout sous-groupe H de G. En eﬀet, pour tout
objet A de C, il est clair que HomC(A,M)H = Hom(A, Jac(X0(d) ×X(1) X(p))H) pour l'action
naturelle de G sur Jac(X) provenant de celle sur X(p), et alors Jac(X0(d) ×X(1) X(p))H est
une sous-variété abélienne de Jac(X0(d)×X(1) X(p)) dont l'espace cotangent en 0 est exactement
S2(Γ0(d)∩Γ(p))H , c'est-à-dire S2(Γ0(d)∩ΓH) avec ΓH l'image réciproque deH par la projection de
SL2(Z) dans SL2(Fp). Comme Jac(X0(d)×X(1)X(p))H contient clairement la jacobienne associée à
ce sous-groupe de congruences, on a l'égalité Jac(X0(d)×X(1)X(p))H = Jac(X0(d)×X(1)X(p)/H).
En conséquence, on a MG = J0(d) car X(p)/G = X(1), MB = J0(dp) car X(p)/B = X0(p)
par déﬁnition, MC = Jac(XsC0 (d; p)), M
N = Jac(Xs0(d; p)) et M
N ′ = Jac(Xns(d; p)).
Or, X0(p2) et Xsp.Car.(p) sont isomorphes. En eﬀet, à tout couple (E,Cp2) avec E une courbe
elliptique et Cp2 un sous-groupe cyclique d'ordre p2 de E, on peut associer E′ = E/Cp2 [p]. On
note Ap = E[p]/Cp2 [p] ⊂ E′ qui est cyclique de cardinal p, et Bp = Cp2/Cp2 [p] qui l'est également.
Alors, Ap 6= Bp et on obtient donc un triplet (E′, Ap, Bp) ∈ Xsp.Car.(p). Réciproquement, pour un
triplet (E′, Ap, Bp) ∈ Xsp.Car.(p), on considère E = E′/Ap et Cp2 le groupe cyclique de cardinal p2
de E qui est le noyau de l'isogénie naturelle E → E′ → E/Bp de degré p2. On vériﬁe directement
que ces applications sont réciproques, et que l'isomorphisme ϕ : X0(p2) → Xsp.Car.(p) obtenu
vériﬁe ϕ◦wp = w ◦ϕ avec les notations de la section I.5. On en déduit que MC = Jac(X0(dp2)) et
MN = Jac(X0(dp
2)/wp), et le théorème 2 de [dSE00] nous donne donc que J0(dp)⊕Jac(Xns0 (d; p))
et Jac(X0(dp2)/wp)⊕ J0(d) sont isogènes, ce qui prouve le lemme.
Un des points-clés de l'argument d'Ellenberg est la proposition suivante (page 8 de [Ell04]),
dont nous reprenons ici la preuve en détail (avec quelques modiﬁcations).
Proposition I.6.3. Soient d > 1 sans facteur carré et p un nombre premier ne divisant pas d.
Soit f une forme modulaire qui est soit une forme nouvelle propre de S2(Γ0(d
′p2)) avec d′ un
diviseur propre de d telle que f|wp = f , soit une forme nouvelle propre de S2(Γ0(dp
2)) telle que
f|wp = f et f|wd = −f .
Alors, il existe un morphisme surjectif pif : J0(dp
2)Q −→ (Af )Q où Af est la variété quotient
de J0(d
′p2) (resp. J0(dp2)) associée à f , tel que pif ◦ wd = −pif et pif ◦ wp = pif .
Démonstration. Le deuxième cas de déﬁnition de f est évident par construction de la variété
quotient, traitons donc le premier.
Commençons par des résultats et notations provenant de [AL70]. Pour tout n ∈ N>0 sans
facteur carré, soit An l'opérateur qui à une forme modulaire f de poids 2k de niveau quelconque
sur le demi-plan de Poincaré associe f|An déﬁnie par
f|An(τ) = n
kf(nτ).
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Pour tout m ∈ N et tout f ∈ S2(Γ0(m)), f|An ∈ S2(Γ0(mn)) ([AL70], Lemme 2). Si m est
premier à n, on a également un morphisme rationnel de variétés abéliennes Bn : J0(mn)→ J0(m),
provenant par fonctorialité d'Albanese du morphisme de dégénerescence X0(mn)→ X0(m) qui à
une classe d'isomorphisme (E,Cm, Cn) associe (E/Cn, (Cm +Cn)/Cn). L'action de ce morphisme
sur les espaces cotangents est donc un morphisme entre S2(Γ0(m)) et S2(Γ0(mn)), qui se trouve
être exactement 1nAn avec An déﬁni ci-dessus.
Pour tout q premier divisant n, à tout diviseur δ positif de n on associe δq qui vaut δq si q ne
divise pas δ, et δ/q sinon. Cela déﬁnit clairement une involution entre les diviseurs de n n'ayant
aucun point ﬁxe (car n est sans facteur carré), et le lemme 26 de [AL70] nous donne en particulier
la formule suivante pour toute forme modulaire f sur S2(Γ0(m)) :(
f|Aδ
)
|wq = (f)|Aδq .
On en déduit par égalité sur les espaces cotangents en 0 que δBδ ◦ wq = δqBδq . Alors, pour tout
choix de fonction ε qui à tout diviseur δ de n associe εδ = ±1, l'application
Iε =
∑
δ|n
δεδBδ : J0(mn)→ J0(m)
vériﬁe, pour tout diviseur premier q de n :
Iε ◦ wq =
∑
δ|n
δqεδBδq .
Comme n est sans facteur carré, l'ensemble de ses diviseurs s'identiﬁe naturellement à (Z/2Z)r
avec r le nombre de ses facteurs premiers, considérons donc ε comme un morphisme de groupes
de (Z/2Z)r dans {±1} via cette identiﬁcation, et donc entièrement déterminé par ses valeurs en
chaque diviseur premier q de n. Alors, pour chacun de ceux-ci, on a
Iε ◦ wq = εqIε
de sorte que Iε ◦wd est égal à ±Iε suivant la parité du nombre de diviseurs premiers de δ tels que
εq = −1.
Pour une forme f satisfaisant la deuxième hypothèse de l'énoncé, on ﬁxe m = d′p2 et n = d/d′
dans les notations précédentes. La projection naturelle pi′f : J0(d
′p2)→ Af vériﬁe pi′f ◦ wd′ = ±pi′f
et pi′f ◦ wp = pi′f , on adapte alors le choix de ε pour que pif := pi′f ◦ Iε satisfasse pif ◦ wd = −pif
et pif ◦ wp = pif (c'est possible car d est premier à p). De plus, l'application Iε est surjective car
l'application cotangente associée (de S2(Γ0(d′p2)) vers S2(Γ0(dp2))) est une combinaison linéaire
des opérateurs Aδ, δ divisant n, or sur le q-développement, on a, si g(τ) =
∑+∞
k=1 ak(g)e
2ipikτ ,
g|Am(τ) = m
+∞∑
k=1
ak(g)e
2ipikmτ .
En particulier, si g est non nul, en prenant le premier coeﬃcient ak(g) non nul, on observe que
pour le plus petit m divisant d/d′ dont le coeﬃcient est non nul dans la combinaison linéaire, le
mk-ième coeﬃcient de l'image de g par l'application cotangente est exactement ak(g) qui est donc
non nul. Ainsi, Iε est bien surjective car son application cotangente est injective, et l'application
pif l'est donc également.
Prenons maintenant f qui vériﬁe les hypothèses de la proposition I.6.3 et à coeﬃcients entiers
pour chacun des développements en les pointes. Grâce au morphisme α du lemme I.6.2, on en
déduit un morphisme surjectif rationnel pif : Jns0 (d; p)Q → AfQ tel que pif ◦wd = −pif (la condition
pif ◦ wp = pif servant à passer au quotient par wp − 1).
Soit maintenant K un corps quadratique. On note χ son caractère quadratique, σ son automor-
phisme non trivial et Af ⊗ χ la tordue de Af pour K/Q relativement à −1 (c'est-à-dire la variété
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abélienne déﬁnie sur Q, et isomorphe à Af par un isomorphisme j déﬁni sur K tel que σj = −j).
De même, on note J la tordue de Jac(Xns0 (d; p)) pour K/Q relativement à l'automorphisme wd.
On a alors un diagramme commutatif de variétés abéliennes
Jns0 (d; p)
pi′f //
i

A′f
j

J //
ψ′f // A′f ⊗ χ
dont toutes les ﬂèches sont des morphismes déﬁnis sur K, avec i un isomorphisme de variétés
abéliennes déﬁni sur K tel que σi = i ◦wd, et ψ′f déﬁni pour faire commuter ce diagramme. Il est
déﬁni sur K et
σψ′f =
σ(j ◦ pi′f ◦ i−1) = −j ◦ pi′f ◦ wd ◦ i−1 = −j ◦ (−pi′f ) ◦ i−1 = ψ′f .
Ainsi, ψ′f est déﬁni sur Q.
Rappelons que la courbe Xnonsplit(p) est une courbe modulaire sur Q, admettant exactement
(p−1)/2 pointes à valeurs dans Q(ζp+ζ−1p ) et toutes conjuguées par l'action de Gal(Q(ζp+ζ−1p )/Q)
([Ser97], Annexe A.5).
On note ∞ la pointe inﬁnie usuelle de X0(d), (∞,∞) la pointe inﬁnie naturelle de Xns0 (d; p),
R0 l'anneau des entiers de Q(ζp + ζ−1p ) et R = R0[ 12p ]. La courbe X
ns
0 (d; p) a un modèle propre
sur R, noté Xns0 (d; p)R, qui est lisse sur R[
1
d ] (c'est prouvé dans la section 5 de [DM97] dans
des cas particuliers, mais également vrai par exactement les mêmes arguments en général). De
plus, chaque pointe de Xns0 (d; p) est déﬁnie sur R0 et pour chaque idéal premier λ au-dessus d'un
diviseur de d, la pointe (∞,∞)λ appartient à la partie lisse de ce modèle. On déﬁnit le morphisme
d'Albanese usuel h : Xns0 (d; p)Q → Jns0 (d; p)Q qui envoie (∞,∞) sur 0, et par abus de notation, on
note à nouveau
h : Xns0 (d; p)
lisse
R → Jns0 (d; p)R
son extension par propriété de Néron au modèle de Néron de Jns0 (d; p) sur R. Dans ce cas, on
n'aura besoin que d'une immersion formelle, forcément introduite par des méthodes légèrement
diﬀérentes des deux premiers cas.
Proposition I.6.4 (Immersion formelle). Avec les notations précédentes, le morphisme pi′f ◦h est
une immersion formelle le long de la section (∞,∞)R.
Démonstration. C'est le lemme 3.8 de [Ell04], qui est basé sur le lemme 8.2 de [DM97].
Théorème I.5 (Bonne réduction).
Soit K un corps quadratique imaginaire et d > 1 un entier sans facteur carré.
Supposons que pour un certain p ≥ 29 premier, il existe f vériﬁant les hypothèses de la pro-
position I.6.3 telle que Af ⊗ χ est de rang zéro sur Q. Alors, pour toute Q-courbe E de degré d
déﬁnie sur K telle que PρE,p est à image dans un normalisateur d'un sous-groupe de Cartan non
déployé de PGL(E[p]), E a potentiellement bonne réduction en tout idéal premier de OK .
Remarque I.6.1. Ici, pas d'amélioration qualitative ni quantitative : ce résultat est implicite dans
la preuve de la proposition 3.9 de [Ell04]. Nous allons néanmoins en réécrire la preuve ci-dessous.
Il est à noter que le même résultat serait valable pour un corps quadratique réel (remarque 3.7 de
[Ell04]), mais il faut que pour χ le caractère quadratique associé à K, on ait χ(d) = 1 pour que
l'hypothèse sur f soit vériﬁable, et le premier cas de la proposition I.6.3 est impossible pour des
raisons de signe de l'équation fonctionnelle (section II.1). Nous ne le mentionnons qu'en remarque
ici car la méthode de Runge de la section I.7 est de toute façon inapplicable (la condition de Runge
pour X0(q) avec q premier ne pouvant pas être utilisée pour les corps quadratiques réels, théorème
III.6), et on ne peut alors pas avoir de résultat d'uniformité pour les Q-courbes quadratiques
réelles. Cependant, la section II.4 fera les calculs dans le cas quadratique réel sous l'hypothèse
χ(d) = 1 et d premier, à la fois parce qu'ils oﬀrent une variante intéressante, et qu'ils permettent
de retrouver analytiquement un résultat de quotient de rang zéro de [DM97].
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Le lemme suivant traite spécialement le cas de la bonne réduction au-dessus de p.
Lemme I.6.5 (Supersingularité automatique en p).
Soit K un corps de nombres, p un nombre premier et E une courbe elliptique déﬁnie sur K
telle que ρE,p : Gal(K/K) → GL(E[p]) est à valeurs dans le normalisateur d'un sous-groupe de
Cartan non déployé de GL(E[p]). Alors, si p > 12[K : Q]+1, E a potentiellement bonne réduction
(supersingulière) en tout idéal premier de OK au-dessus de p.
Démonstration. Supposons que E a potentiellement mauvaise réduction ou bonne réduction or-
dinaire en un idéal premier p au-dessus de p dans OK . Notons Kp le complété du corps K pour
la valuation associée à p. Il existe une extension K ′ de degré divisant 4 ou 6 de Kp telle que E a
réduction semi-stable sur K ′P. D'après les propositions I.1.12 et I.1.13, l'image du groupe d'inertie
I ′ de K ′ est de cardinal multiple de (p− 1)/pgcd(e′, p− 1) avec e′ = v(p) l'indice de ramiﬁcation
absolu de K ′, et constituée d'éléments de la forme(∗ ∗
0 1
)
.
En particulier, tous ces éléments admettent la valeur propre 1. Par hypothèse, c'est le cas pour au
plus deux éléments de l'image de ρE,p, car celle-ci est dans le normalisateur d'un sous-groupe de
Cartan non déployé. On en déduit donc que (p− 1)/e′ ≤ 2 et par construction, e′ ≤ 6[K : Q] d'où
p ≤ 12[K : Q] + 1, ce qui prouve le lemme par contraposée.
Remarque I.6.2. Le cas  normalisateur de Cartan déployé  excluait la supersingularité (pro-
position I.5.1 (a)), c'est pour ainsi dire le contraire qui se produit dans le cas  normalisateur
de Cartan non déployé . C'est aussi pourquoi nous n'aurions pu utiliser une immersion formelle
pour nous occuper de la caractéristique p, les réductions étant alors en des points non lisses, sur
lesquels h n'est pas déﬁnie.
Nous pouvons maintenant prouver le théorème I.5.
Démonstration. Soient p un nombre premier et E et une Q-courbe de degré d vériﬁant les hypo-
thèses du théorème.
Les pointes de Xns0 (d; p) au-dessus de∞ dans X0(d) ont pour corps de déﬁnition Q(ζp+ζ−1p ) et
Gal(Q(ζp + ζ−1p )/Q) agit transitivement sur l'ensemble de ces pointes. Comme K est imaginaire,
son intersection avec ce corps est Q. En conséquence, les pointes de Xns0 (d; p) au-dessus de ∞
dans X0(d) sont toutes conjuguées par Gal(K/K). Prenons ` un nombre premier diﬀérent de p
(le lemme précédent s'étant chargé des idéaux premiers au-dessus de p) et λ un idéal premier de
K(ζp + ζ
−1
p ) au-dessus de `. Supposons par l'absurde que E a potentiellement mauvaise réduction
modulo λ, c'est-à-dire que P se réduit en une pointe modulo λ. Alors, les involutions d'Atkin-
Lehner de degré divisant d agissant transitivement sur les pointes de X0(d), on peut supposer
que P se réduit en une pointe au-dessus de ∞ dans X0(d) (cela ne change pas la nature de la
réduction semi-stable). Par la transitivité de l'action de Gal(K/K), on peut en fait choisir λ tel
que P se réduit en (∞,∞) modulo λ. On remarque alors que pour qu'un K-point de Xns0 (d; p) se
réduise en (∞,∞) modulo λ∩OK , le corps résiduel OK/λ∩OK doit contenir ζp+ζ−1p avec ζp une
racine p-ième primitive de l'unité dans F`. Ce corps résiduel étant F` ou F`2 , cela implique que
ζp + ζ
−1
p ∈ F`2 , mais alors ζp ∈ F`4 , donc p|`4 − 1. C'est impossible pour ` = 2, 3 lorsque p ≥ 29,
ce qui écarte d'ores et déja les cas ` = 2, 3, et on suppose dorénavant que ` ≥ 5. Prenant f qui
vériﬁe les hypothèses de la proposition I.6.3, l'application
ψ′f ◦ h : Xns0 (d; p)K|R −→ Af ⊗ χ|R
est une immersion formelle le long de la section (∞,∞)R par la proposition I.6.4 (la conjugaison
par des isomorphismes n'y change rien). Par ailleurs, le point g(P ) est un point de torsion dans
Af⊗χ(K(ζp+ζ−1p )) : en eﬀet, par le théorème de Drinfeld-Manin, le groupe des diviseurs cuspidaux
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de Jns0 (d; p) est de n-torsion pour un certain n. Alors, pour tout τ ∈ Gal(Q/Q), et tout point Q
de Xns0 (d; p)
K ,
τ (ψ′f ◦ h)(Q)− (ψ′f ◦ h)(Q) = ψ′f ([τQ]− [Q] + [(∞,∞)]− [τ (∞,∞)])
= ψ′f ([
τQ]− [Q]) + ψ′f ([(∞,∞)]− [τ (∞,∞)])
car ψ′f est déﬁni sur Q, donc
nτ (ψ′f ◦ h)(Q) = n(ψ′f ◦ h)(Q)
pour tout Q, c'est-à-dire que n · ψ′f ◦ h est déﬁni sur Q. En particulier, il envoie les points Q-
rationnels sur les points Q-rationnels. Par construction, P est un point Q-rationnel de Xns0 (d; p)K
et Af ⊗ χ est de rang zéro sur Q, donc n · (ψ′f ◦ h(P )) est bien de torsion, donc ψ′f ◦ h(P )
également. Ensuite, l'indice de ramiﬁcation absolu de Rλ est au plus 2 car λ n'est pas au-dessus
de p (et Q(ζp + ζ−1p ) n'est ramiﬁée qu'en p), et il est donc strictement inférieur à `− 1 car ` > 3.
On peut donc appliquer la proposition I.2.16 qui nous dit que P = (∞,∞), ce qui est absurde, et
E a donc potentiellement bonne réduction modulo tout idéal premier de OK .
Il reste maintenant à trouver dans quelles conditions on peut trouver de telles variétés abé-
liennes tordues de rang zéro sur Q.
C'est l'objet du théorème II.1, auquel est consacré le chapitre II, dont on écrit la conséquence
ici.
Théorème I.6. Soit K un corps quadratique imaginaire de discriminant −D et de caractère χ, et
d > 1 un entier sans facteur carré. Alors, pour tout nombre premier p > 50D1/4 logD ne divisant
pas D, il existe une forme modulaire f vériﬁant les hypothèses du théorème I.5. Ainsi, d'après le
théorème I.5, pour toute Q-courbe E de degré d déﬁnie sur K telle que PρE,p est à image dans un
normalisateur d'un sous-groupe de Cartan non déployé de PGL(E[p]), E a potentiellement bonne
réduction en tout idéal premier de OK .
I.7 La méthode de Runge pour X0(p) avec p premier
Dans cette section (qui reprend la partie 3 de [LF]), nous allons donner une borne sur la
hauteur des points entiers de X0(p) avec p un nombre premier ﬁxé (attention, on utilisera cette
borne pour un diviseur premier du degré de la Q-courbe, et non pas pour p le nombre premier de
la non-surjectivité de la représentation galoisienne).
La méthode de Runge sera décrite en toute généralité dans le chapitre III, aussi bien pour
des courbes que pour des variétés de dimension supérieure. Cependant, nous donnons ici son
application aux courbes X0(p) car elle est particulièrement simple, et quasiment autocontenue.
Tout d'abord, X0(p) n'a que deux pointes notées c∞ et c0, qui sont respectivement l'orbite de
∞ et de 0 par Γ0(p). Elles sont déﬁnies sur Q ainsi que X0(p). La méthode de Runge ne peut
s'appliquer qu'à un ensemble de places de cardinal strictement plus petit que le nombre d'orbites
de pointes (section III.3 pour les courbes modulaires, section III.2 pour le cas général), et donc
uniquement à K un corps quadratique imaginaire et S constitué de l'unique place inﬁnie de K.
On note
X0(p)(OK) := {P ∈ X0(p)(K) | j(P ) ∈ OK}
(les points de cet ensemble sont dit OK-entiers). Nous allons exhiber par des moyens plus directs
que la section III.3 les unités modulaires sur X0(p).
Déﬁnition I.7.1. Soit p un nombre premier ﬁxé. Avec la notation qτ = e2ipiτ , on déﬁnit la fonction
holomorphe g sur H par
g(τ) =
∆(τ)
∆(p.τ)
= q1−pτ
+∞∏
n=1
(p,n)=1
(1− qnτ )24.
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avec ∆ la forme modulaire discriminant sur H. En tant que quotient de deux formes modulaires
de poids 12 pour Γ0(p), elle déﬁnit une fonction (modulaire) sur X0(p) qu'on note U .
La fonction U a les propriétés suivantes.
Proposition I.7.2. (a) Pour tout τ ∈ H :
g(−1/τ) = p12g−1(τ/p) = p12q(p−1)/p
∞∏
n=1
(
1− qn
1− qn/p
)24
.
(b) Pour wp l'involution d'Atkin-Lehner sur X0(p), on a U ◦ wp = p12U−1.
(c) Le diviseur de U sur X0(p) est porté par les pointes, plus précisément
div(U) = (p− 1)([c0]− [c∞]).
(d) Les fonctions U et p12U−1 sont Q-rationnelle sur X0(p) et entières sur Z[j].
Démonstration. Le (a) implique (b), car pour tout τ ∈ H d'image P dans X0(p), on a g(τ) = U(P )
et −1/(pτ) a pour image wp(P ) dans X0(p) par déﬁnition. Il suﬃt pour prouver le (a) d'écrire
que pour tout τ ∈ H, par déﬁnition de g,
g(−1/τ) = ∆(−1/τ)
∆(−p/τ) =
τ12∆(τ)
p−12τ12∆(τ/p)
= p12g−1(τ/p),
car ∆ est modulaire de poids 12 pour SL2(Z). Comme celle-ci ne s'annule pas sur H, le diviseur
de U est bien porté par c∞ et c0, et le q-développement de g en i∞ montre que l'ordre de U en
c∞ est −(p− 1) (celui-ci est non ramiﬁé sur X(1)), et l'ordre en c0 est nécessairement son opposé,
d'où le (c). Ensuite, les fonctions U et U−1 sont Q-rationnelle sur X0(p) comme quotients de deux
formes modulaires Q-rationnelles sur X0(p). Enﬁn, prouvons l'intégralité. Rappelons que
SL2(Z) = Γ0(p) ∪
⋃
k∈Z
Γ0(p) ·
(
0 1
−1 −k
)
. (I.6)
En eﬀet, pour tout γ ∈ SL2(Z), soit γ · ∞ = γ′ · ∞ with γ′ ∈ Γ0(p), et alors γ ∈ Γ0(p) car le
stabilisateur de∞ dans SL2(Z) est inclus dans Γ0(p), soit γ ·∞ = γ′ ·0 avec γ′ ∈ Γ0(p). La matrice
w =
(
0 1
−1 0
)
envoie ∞ sur 0, donc
(γ′w)−1γ = ±
(
1 k
0 1
)
pour un entier k, car (γ′w)−1γ·∞ =∞, ce qui prouve (I.6). On en déduit que pour tout γ ∈ SL2(Z),
le q-développement de g|γ est une série formelle en q
1/p
τ à coeﬃcients entiers algébriques, car si
γ ∈ Γ0(p) ·
(
0 1
−1 −k
)
,
g|γ(τ) = g(−1/(τ + k)) = p12e2ipi(p−1)k/pqτ (p−1)/p
∞∏
n=1
(
1− qnτ
1− e2ipink/pqn/pτ
)24
par le (a), donc ce qτ -développement est à coeﬃcients dans Z[e2ipi/p] ⊂ Z. On en déduit par
la proposition III.3.15 que U est entier sur Z[j], et de même pour p12U−1 (où le p12 est pour
compenser l'inverse du développement ci-dessus, en ∞ le développement de U−1 est à coeﬃcients
entiers).
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Remarque I.7.1. Avec les notations précédentes pour les unités modulaires, on voit tout de suite
que
g =
p−1∏
a=1
g12p( ap ,0)
,
ce qui aurait permis de retrouver toute la proposition précédente sauf le (b) et le (d). À noter que
la proposition III.3.22 aurait seulement obtenu que p12pU−1 est entière sur Z[j], ce qui est moins
fort que le (d).
Lemme I.7.3. Pour tout P ∈ Y0(p)(OK), U(P ) est un élément non nul de OK tel que
0 ≤ log |U(P )| ≤ 12 log p.
Démonstration. Comme U est Q-rationnelle et entière sur Z[j] (proposition I.7.2 (d)), U(P ) ∈ OK
et est non nul car U ne s'annule pas sur Y0(p). De même, p12U(P )−1 l'est, et comme K est un
anneau quadratique imaginaire, pour tout α ∈ OK non nul, log |α| ≥ 0, donc
0 ≤ log |U(P )| ≤ 12 log p.
On déﬁnit w sur H par w(τ) = −1/τ et g0 sur H par g0 := g ◦ w.
Le lemme suivant, dit  lemme de localisation près des pointes , permettra de réduire nos
calculs pour Runge à des estimations des deux fonctions g et g0 près des pointes.
Lemme I.7.4. On note D le domaine fondamental  usuel  de H pour SL2(Z), c'est-à-dire le
domaine délimité par le triangle géodésique de H ∪∞ pour la topologie hyperbolique, de sommets
∞, eipi/3, e2ipi/3.
Pour tout P ∈ Y0(p)(C), il existe τ ∈ D + Z tel que τ ou −1/τ est au-dessus de P via la
projection canonique H → Y0(p)(C). Dans le premier cas, on dit que P est près de c∞, et alors
j(P ) = j(τ) et U(P ) = g(τ). Dans le second cas, on dit que P est près de c0, et alors j(P ) = j(τ)
et U(P ) = g0(τ).
Démonstration. Soit P ∈ Y0(p)(C). On choisit τ0 ∈ H au-dessus de P , il existe donc β ∈ SL2(Z)
tel que β · τ0 = τ1 ∈ D. Ce τ1 n'est plus nécessairement au-dessus de P à moins que β ∈ Γ0(p) (et
on choisit alors τ = τ1 pour le lemme, et P est près de c∞). Si β /∈ Γ0(p), grâce à (I.6), on peut
écrire
β−1 = γ · w ·
(
1 k
0 1
)
pour un k ∈ Z et γ ∈ Γ0(p). Ainsi, τ =
(
1 k
0 1
)
· τ1 ∈ D + Z, et w.τ = γ−1 · τ0 est au-dessus de
P . On dit alors que P est près de c0.
On aura besoin du lemme suivant pour estimer assez précisément les q-développements de g et
g0.
Lemme I.7.5. Pour tout r ∈]0, 1[ et tout q ∈ C tel que |q| ≤ r,
+∞∑
n=1
| log |1− qn|| ≤ − log(1− r)
r(1− r) |q|.
Pour tout q ∈ C tel que |q| < 1,
+∞∑
n=1
| log |1− qn|| ≤ pi
2
6 log |q−1| . (I.7)
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Démonstration. La première inégalité est une conséquence directe de l'inégalité triangulaire et du
principe du maximum. La seconde est basée sur la preuve du lemme 3.4 de [BP11a] (mais à un
terme borné près, qu'on souhaite enlever). Il suﬃt de la montrer pour q = x un réel entre 0 et 1
par comparaison avec les modules. Si x ≥ 1/2, cela provient de la première inégalité avec r = 1/2
(c'est-à-dire que celle-ci est plus ﬁne que (I.7) dans ce cas). On suppose donc que x ≥ 1/2. Pour
tout τ ∈ H, avec ∆ = η24, on a
∆(−1/τ) = τ12∆(τ).
Étant donné x ≥ 1/2, on ﬁxe τx = log(x)/(2ipi) ∈ H de sorte que qτ = x et
Qx = exp(2ipi/τ) ∈]0, 1[.
Le développement en ∞ de ∆ nous donne alors
log |Qx|+ 24
+∞∑
n=1
log(1−Qnx) = 12 log |τ |+ log x+ 24
+∞∑
n=1
log(1− xn).
Ceci se traduit en
−
+∞∑
n=1
log(1− xn) = − pi
2
6 log x
+
log x
24
+
log(|τ |)
2
−
∞∑
n=1
log(1−Qnx).
Il reste donc à démontrer que la somme des trois derniers termes de droite est négative. Le second
est négatif car x < 1 et le troisième terme est majoré par −1 car x ≥ 1/2, donc
log |τ | = log(log(x)/(2pi)) ≤ log(log(2)/(2pi)) ≤ −1.
Le dernier terme est majoré par 10−23 car Qx ≤ exp(−4pi2/ log 2) ≤ 10−24, et on utilise la
première inégalité avec r = 10−24.
Proposition I.7.6. Pour tout τ ∈ D + Z,
| log |g(τ)|+ (p− 1) log |qτ || ≤ 25|qτ |.
| log |g0(τ)| − p− 1
p
log |qτ || ≤ 4pi
2p
log |q−1τ |
+ 12 log(p).
Démonstration. D'après le q-développement de g et le lemme I.7.5 appliqué à r = 0.005,
| log |g∞(τ)|+ (p− 1) log |qτ || = 24
∣∣∣∣∣∣∣∣
∑
n≥1
(p,n)=1
log |1− qnτ |
∣∣∣∣∣∣∣∣ ≤ −24
log(0.995)
0.995 · 0.005 |qτ | ≤ 25|qτ |
car |qτ | ≤ 0.005 lorsque τ ∈ D + Z. Pour g0, on utilise l'autre inégalité du lemme I.7.5, et on
obtient
| log |g0(τ)| − p− 1
p
log |qτ | − 12 log(p)| = 24
∣∣∣∣∣∣∣∣
∑
n≥1
(p,n)=1
log |1− qn/pτ |
∣∣∣∣∣∣∣∣ ≤
4pi2
log |q−1/pτ |
=
4pi2p
log |q−1τ |
.
Nous pouvons maintenant donner notre borne sur le j-invariant.
Proposition I.7.7. Soit K un corps quadratique imaginaire. Pour tout nombre premier p et tout
P ∈ Y0(p)(OK),
log |j(P )| < 2pi√p+ 6 log(p) + 8.
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Démonstration. Soit τ ∈ D + Z associé à P par le lemme de localisation près des pointes. Si
log |j(P )| < 2pi√p, il n'y a rien à prouver. Sinon, |j(τ)| > 3500 donc log |j(τ)| ≤ log |q−1τ |+ log(2)
par la proposition III.3.19 (d). Il faut maintenant borner |q−1τ |. Si P est près de c∞, d'après le
lemme I.7.3 on a log |g(τ)| = log |U(P )| ≤ 12 log p. D'après la proposition I.7.6, on obtient
log |q−1τ | ≤
25|qτ |+ 12 log p
p− 1 ≤ 2pi
√
p (I.8)
après un petit calcul utilisant que |qτ | ≤ 0.005.
Si P est près de c0, log |g0(τ)| = log |U(P )| ≥ 0 par le lemme I.7.3. Par la proposition I.7.6, on
obtient cette fois que (
p− 1
p
)
log |q−1τ | ≤
4pi2p
log |q−1τ |
+ 12 log(p),
donc
log |q−1τ | ≤
2pip√
p− 1 +
6p log(p)
(p− 1) ≤ 2pi
√
p+ 6 log(p) + 7 (I.9)
car p ≥ 2, après un petit calcul sur les termes du reste. Dans les deux cas, (I.8) ou (I.9) nous
donnent la majoration annoncée.
Remarque I.7.2. On a ici aﬀaire à une fonction du niveau beaucoup plus petite que dans le cas
général (où elle est au mieux linéaire, théorème III.6), au point que le terme quadratique vient du
terme d'erreur de l'estimation de g0(τ), et non pas du contrôle de U(P ).
I.8 Théorèmes d'isogénie et résultat principal
Le moment est venu de conclure la preuve du théorème I.1 grâce à un théorème d'isogénie basé
sur les résultats de [GR14], et énoncé dans la section 5 de [LF], que nous reproduisons quasiment à
l'identique ici. Il se formule avec la hauteur stable de Faltings, notée hF , que nous ne redéﬁnirons
pas (voir la section 3.3 de [GR14]), mais liée à la hauteur du j-invariant par l'inégalité suivante :
pour toute courbe elliptique E déﬁnie sur un corps de nombres K, on a
hF (E) ≤ 1
12
h(jE)− 1.28, (I.10)
où h est la hauteur logarithmique absolue de j(E) ∈ K, c'est-à-dire
h(j(E)) =
1
[K : Q]
∑
v∈MK
[Kv : Qv] max(0, log(|j(E)|v))
avec MK l'ensemble des places de K. Cette inégalité est le lemme 7.9 de [GR14], en prenant en
compte le fait que pour les notations de ce lemme, on a hF (E) = h(E)− (1/2) log pi.
Le résultat suivant est une conséquence directe de la section 7.3 de [GR14], mais non formulée
telle quelle dans cet article, c'est pourquoi nous en donnons une preuve succincte ci-dessous.
Proposition I.8.1. Soit K un corps de nombres.
Soit E une courbe elliptique sans multiplication complexe et B une surface abélienne toutes les
deux sur K, avec ψ : B → E × E une isogénie sur K. Supposons (hypothèse (∗)) que pour tout
plongement σ : K → C, si ΩE,σ et ΩB,σ sont les réseaux de périodes de Eσ et Bσ, le sous-réseau
dψ(ΩB,σ) de Ω
2
E,σ contient un élément (ω1, ω2) de ΩE,σ qui est une Z-base de ΩE,σ. Alors,
deg(ψ) ≤ 107[K : Q]2(max{hF (E), 985}+ 4 log[K : Q])2.
Démonstration. La borne donné ici est exactement celle du théorème 1.4 de [GR14], car le calcul
est presque exactement le même que celui de la preuve de ce théorème, nous allons expliquer
pourquoi. Pour tout plongement σ : K → C, il existe une norme canonique ‖ · ‖σ (provenant d'une
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polarisation principale de E) sur l'espace tangent tE,σ, qui contient ΩE,σ. On ﬁxe un plongement
σ0 tel qu'il existe une base (ω1, ω2) de ΩE,σ0 qui est minimale parmi toutes les bases minimales
pour tous les réseaux de périodes possibles ΩE,σ, c'est-à-dire que
‖ω1‖σ0 = max
σ
min
ω∈ΩE,σ
ω 6=0
‖ω‖σ,
et ω2 = τω1 pour τ dans le domaine fondamental de Siegel de H (de sorte que y = im(τ) est
minimal parmi tous les choix de plongements et de bases minimales pour chacun des plongements).
Ce choix de σ0 est donc le même que dans la section 7.3 de [GR14]. Nous allons maintenant
confondre toutes les variétés abéliennes sur K considérées comme leurs extensions des scalaires à
C via ce σ0, et dorénavant omettre tout mention des plongements dans nos notations. On peut
composer ψ par un isomorphisme de E × E tel que dψ(ΩE) contient la base (ω1, ω2) choisie
précédemment, car on a supposé que ψ vériﬁe l'hypothèse (∗). Soit alors A = E × E × B et une
période ω = (ω1, ω2, χ) de Ω2E × ΩB , où χ ∈ ΩB est tel que dψ(χ) = (ω1, ω2). La sous-variété
abélienne minimale Aω de A contenant ω dans son espace tangent en 0 est alors
Aω = {(ψ(z), z), z ∈ B} .
En eﬀet, l'inclusion Aω ⊂ {(ψ(z), z), z ∈ B} est évidente, et réciproquement, la projection cano-
nique de Aω dans E × E donne une sous-variété abélienne de E × E contenant (ω1, ω2) dans son
réseau des périodes. Or, E est une courbe elliptique sans multiplication complexe, donc l'anneau
des endomorphismes de E × E est M2(Z), et aucune sous-variété abélienne stricte de E × E ne
peut contenir (ω1, ω2) dans son espace tangent. Ceci prouve que la dimension de Aω est au moins
2, d'où l'égalité ci-dessus.
Maintenant, la variété abélienne Aω est canoniquement isomorphe à B, et la projection de Aω
vers E×E est une isogénie de degré ∆. On a obtenu toutes les données nécessaires pour reprendre
les calculs de la section 7.3 de [GR14] et obtenir la borne de la proposition, à deux légères diﬀérences
près. La première est que le plongement σ0 peut être réel ou complexe, et la borne peut changer si
σ0 est réel (la section 7.3 suppose qu'il est complexe). Pour éviter ce problème, on peut considérer
K ′ = K(i) et reprendre les calculs du départ avec K ′ au lieu de K : cela concorde avec la preuve
de la section 7.3, qui nécessitait aussi une extension de degré 2 éventuelle de K. Ensuite, le calcul
des pentes dans le lemme 7.6 de [GR14] est légèrement diﬀérent, mais il suﬃt d'utiliser que B est
isogène à E × E avec isogénie de degré ∆ pour donner exactement la même inégalité.
La proposition I.8.1 va nous permettre de prouver une version explicite du théorème de surjec-
tivité de Serre, énoncée ci-dessous. Rappelons que le vocabulaire et les résultats principaux sur les
sous-groupes particuliers de GL2(Fp) (qu'on utilisera sans mention spéciﬁque) sont donnés dans la
section I.1.2.
Théorème I.7. Soit K un corps de nombres, et E une courbe elliptique sur K sans multiplication
complexe. Soit B (resp. C) un ensemble de nombres premiers p tels que l'image de ρE,p est incluse
dans un sous-groupe de Borel (resp. le normalisateur d'un groupe de Cartan, qu'il soit déployé ou
non) de GL(E[p]). Alors, on a l'inégalité suivante :∏
p∈B
p
∏
q∈C
q2
4
≤ 107[K : Q]2 (max{hF (E), 985}+ 4 log[K : Q] + 4|C| log(2))2 .
En particulier, la représentation ρE,p est surjective pour tout nombre premier
p > 107[K : Q]2 (max{hF (E), 985}+ 4 log[K : Q])2
non ramiﬁé dans K.
Tout d'abord, nous allons prouver un lemme technique permettant plus tard d'assurer que
l'isogénie ψ qu'on construira vériﬁe bien l'hypothèse (∗) de la proposition I.8.1.
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Lemme I.8.2. Soit p un nombre premier, V un Fp-espace vectoriel de dimension 2, et v une base
de V . Alors, pour tout g ∈ GL(V ), la forme quadratique
Qv : x 7−→ det
v
(x, g.x)
est surjective dans Fp si g est semi-simple, à moins que ce ne soit une homothétie (et alors elle
est nulle).
Démonstration. Tout d'abord, si g est simple, la forme Qv ne peut avoir aucun vecteur isotrope,
et est donc surjective, (en regardant sa forme dans une base orthogonale). Sinon, rappelons que
pour tous x, y ∈ V et toutes bases v et v′,
det
v′
(x, y) = det
v′
(v) · det
v
(x, y)
donc deux formes quadratiques Qv provenant de deux choix de bases diﬀérents sont proportion-
nelles. En conséquence, Qv est surjective si et seulement si Qv′ l'est pour une autre base de notre
choix. Si g est semi-simple mais pas simple ni une homothétie, il existe une base v = (v1, v2) dans
laquelle g est diagonale, à valeurs propres distinctes λ et µ. Alors, pour x = x1v1 + x2v2, on a
Qv(x) = (µ− λ)x1x2,
donc Qv est bien surjective.
Passons maintenant à la preuve du théorème I.7.
Démonstration. Nous allons prouver la première inégalité, et expliquer ensuite pourquoi elle im-
plique la seconde. Soit K ′ une extension de K de degré 2|C|, choisie de telle sorte que pour tout
q ∈ C, l'image de ρE,q restreinte à Gal(K/K ′) est incluse dans un sous-groupe de Cartan (dé-
ployé ou non), et pas seulement dans un normalisateur. Soit nB =
∏
p∈B p et nC =
∏
q∈C q. Alors,
l'inégalité à prouver se réécrit comme
nBn2C ≤ 107[K ′ : Q]2 ((max{hF (E), 985}+ 4 log[K ′ : Q])2 .
Il suﬃt donc de trouver une surface abélienne B et une isogénie ψ : B → E ×E sur K ′ telles que
ψ est de degré nBn2C et satisfait l'hypothèse (∗) pour appliquer la proposition I.8.1. Nous allons
maintenant construire ψ et B.
Pour tout p ∈ B, on choisit une Fp-droite Cp de E[p] ﬁxée par ρE,p, et on note Gp = Cp×E[p],
qui est un sous-groupe de E[p]2 de cardinal p3. Pour tout q ∈ C, on choisit un élément gq du
sous-groupe de Cartan associé à q qui n'est pas une homothétie (un tel élément est toujours semi-
simple), et on pose Gq = {(x, gq · x), x ∈ E[q]} ⊂ E[q]2. Ce group est de cardinal q2 et stable par
l'action diagonale du sous-groupe de Cartan (car ceux-ci sont commutatifs), donc déﬁni sur K ′
dans E × E. On considère alors
G =
⊕
p∈B
Gp ⊕
⊕
q∈C
Gq ⊂ E[nBnC ]2.
C'est un groupe de cardinal n3Bn
2
C , déﬁni sur K
′, et on pose B la variété abélienne quotient
B = (E × E)/G et ϕ : E × E → B la projection canonique de noyau G. Comme G est un
sous-groupe de E[nBnC ]2, il existe une isogénie ψ : B → E × E telle que
ψ ◦ ϕ = [nBnC ],
c'est-à-dire la multiplication par nBnC sur E × E. Cette isogénie ψ est déﬁnie sur K ′, et par
multiplicativité des degrés on obtient deg(ψ) = nBn2C . Il reste donc seulement à prouver que ψ
vériﬁe l'hypothèse (∗).
Soit σ : K ′ → C un plongement. Pour ce plongement, on identiﬁe Eσ avec le quotient de
son espace tangent tE,σ par son réseau des périodes ΩE,σ (on sous-entendra la dépendance en σ
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systématiquement dans la suite). Si pi est la projection tE × tE → E × E, le réseau Ω = pi−1(G)
de t2E déﬁnit une variété abélienne quotient tE × tE/Ω isomorphe à B. Avec ces plongements, on
a le diagramme commutatif
tE × tE Id //
pi

tE × tE nBnC //

tE × tE
pi

E × E ϕ // B ψ // E × E.
Voyons maintenant pourquoi Ω′ = nBnCΩ ⊂ ΩE × ΩE contient une base de ΩE . Soit (e1, e2) une
base de ΩE .
On considère l'image de Ω′ dans (ΩE/pΩE)2 pour p ∈ B∪C. Après multiplication par 1/p, cette
image s'identiﬁe avec un sous-groupe de ((ΩE/p)/(ΩE))2, c'est-à-dire E[p]2. D'après les déﬁnitions
de Ω et Ω′, l'image de Ω′/p dans E[p]2 est ((nBnC)/p)Gp = Gp (la partie première à p de Ω est
envoyé dans Ω2E lorsqu'elle est multipliée par nBnC/p). Une base de E[p]
2 est pi(e1/p, e2/p) et on
identiﬁe par la suite E[p] à Fp2 pour ce choix de base.
Pour p ∈ B, soit un vecteur non nul (a, b) de Cp et (c, d) ∈ Fp2 tel que ad − bc = 1 mod p.
Alors, le vecteur ((a, b), (c, d)) appartient à Gp et est de déterminant 1 pour notre choix de base.
Pour q ∈ C, d'après le lemme I.8.2, il existe x ∈ E[q] tel que detpi(e1/q,e2,q)(x, gq · x) = 1, et le
sous-groupe Gq de E[q]2 contient donc un élément de déterminant 1 pour notre choix de base.
On vient donc de prouver que pour tout p ∈ B∪C, il existe une matrice γp =
(
a b
c d
)
∈ SL2(Fp)
telle que (
a b
c d
)
·
(
e1
e2
)
∈ Ω′/(pΩE)2
Le morphisme de spécialisation SL2(Z) →
∏
p∈B∪C SL2(Z/pZ) étant surjectif ([Lan02], Chapitre
XIII, Exercise 18) , il existe donc γ ∈ SL2(Z) tel que
γ ·
(
e1
e2
)
∈ Ω′ + (nBnC)Ω2E ⊂ Ω′,
car Ω contient Ω2E . Un tel élément γ ·t(e1, e2) est par construction une base de ΩE , donc Ω′ contient
bien une base de ΩE , ce qui conclut la preuve de la première inégalité.
Soit maintenant p un nombre premier non ramiﬁé dans K et tel que ρE,p n'est pas surjective.
L'image de ρE,p est alors incluse dans un sous-groupe de Borel, le normalisateur d'un sous-groupe
de Cartan, ou un sous-groupe exceptionnel. Dans le cas  Borel , on obtient
p ≤ 107[K : Q]2 (max{hF (E), 985}+ 4 log[K : Q])2.
Dans le cas  normalisateur de Cartan  (déployé ou non) on obtient
p ≤ 2 · 103.5[K : Q] (max{hF (E), 985}+ 4 log[K : Q] + 4 log(2)) .
Dans le cas exceptionnel, on a p ≤ 30[K : Q] + 1 par la proposition I.1.15. Le maximum des trois
bornes est donc obtenu pour le cas Borel, et nous donne la seconde inégalité.
Remarque I.8.1. Certains articles, par exemple [Coj05], donnent d'autres versions (non totale-
ment explicites) du théorème de surjectivité de Serre, utilisant le conducteur NE de E au lieu de
la hauteur de Faltings stable. On peut cependant remarquer que, d'après le théorème 3 de [Coj05]
(supposant la  conjecture du degré ), le théorème I.7 implique que pour E déﬁnie sur Q, la
représentation ρE,p est surjective pour p log(NE)2.
On donne maintenant l'application du théorème I.7 aux Q-courbes.
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Corollaire I.8.1. Soit E une Q-courbe sans multiplication complexe, de degré sans facteur carré
d), et sur un corps quadratique K. Alors :
- Si PρE,p est réductible pour un certain nombre premier p ne divisant d,
dp ≤ 107[K : Q]2(max{hF (E), 985}+ 4 log[K : Q])2.
- Si PρE,p a son image incluse dans le normalisateur d'un sous-groupe de Cartan (déployé ou
non) pour un certain nombre premier p ne divisant pas d,
dp2 ≤ 4 · 107[K : Q]2(max{hF (E), 985}+ 4 log(2[K : Q]))2.
On peut maintenant énoncer le théorème I.1 plus en détail.
Théorème I.8. Soit K un corps quadratique imaginaire de discriminant −DK . Pour toute Q-
courbe stricte E déﬁnie sur K, de degré d(E), et tout nombre premier p ne divisant pas d(E),
• Si p ≥ 2 · 1013, la représentation PρE,p n'est pas à valeurs dans un sous-groupe de Borel.
• Si p ≥ 107, la représentation PρE,p n'est pas à valeurs dans le normalisateur d'un sous-groupe
de Cartan déployé.
• Si p ≥ max(107, 50D1/4K log(DK)) et ne divise pas DK , la représentation PρE,p n'est pas à
valeurs dans le normalisateur d'un sous-groupe de Cartan non déployé.
• Si p ≥ 67, la représentation PρE,p n'est pas incluse dans un sous-groupe exceptionnel.
Démonstration. Tout d'abord, rappelons qu'on peut supposer que d(E) est sans facteur carré
(théorème I.2). Le cas exceptionnel vient de la proposition I.1.15. Pour les autres cas, on utilise
les théorèmes I.3 et I.6 et la proposition I.4. On en déduit qu'avec les bornes données, si PρE,p
n'est pas surjective, j(E) ∈ OK . Soit maintenant d0 le plus petit diviseur premier de d. D'après
la proposition I.7.7, on a alors
log |j(E)| ≤ 2pi
√
d0 + 6 log(d0) + 8 ≤ 2pi
√
d+ 6 log(d) + 8.
Comme j(E) ∈ OK et K est quadratique imaginaire, on a hF (E) ≤ (log |j(E)|)/12− 1 d'après
l'inégalité (I.10). En combinant cette borne supérieure sur log |j(E)| avec les bornes inférieures
données par le corollaire I.8.1, on obtient alors chacun des cas du théorème.
Concluons ce chapitre avec quelques remarques sur les étapes de la preuve. Tout d'abord,
il est probable qu'on puisse utiliser la méthode de Mazur pour toute Q-courbe centrale sur un
corps de nombres donné dans les cas  Borel  et  normalisateur de Cartan déployé , avec
des bornes dépendant seulement du degré de ce corps. En eﬀet, les preuves dans ces deux cas
s'appuient essentiellement sur le fait que X0(d)→ X(1) est non ramiﬁé en la pointe ∞ et ramiﬁé
en toutes les autres pointes. On pourrait donc utiliser les involutions d'Atkin-Lehner pour obtenir
une immersion formelle vériﬁant les bonnes conditions, ainsi qu'un quotient de rang zéro sur Q.
De plus, le travail technique sur le groupe des composantes est fait en toute généralité sur le degré
du corps dans la proposition I.3.8. Pour ce qui est du cas  normalisateur de Cartan non déployé ,
il est possible que l'astuce d'Ellenberg pour fabriquer l'immersion formelle puisse être appliqué à
certains corps de degré plus grand.
Au sujet de la méthode de Runge, remarquons qu'une Q-courbe centrale de degré d (où d a r
facteurs premiers distincts) est déﬁnie sur un corps de degré 2r, et on peut appliquer la méthode
de Runge à X0(d)(OK) à moins que K ne soit totalement réel, avec sans doute un exposant 1/2
en log |j(E)| comme dans le cas quadratique. Cependant, on connaît beaucoup moins d'exemples
de Q-courbes sur des corps de degré plus grand, il n'est donc pas sûr que le problème d'uniformité
sur ces corps soit pertinent (exemple I.1.2).
II
Estimation de moyennes de fonctions
L
 Tout le monde peut être intelligent 
 José Mourinho
II.1 Préparation de l'estimation
Nous devons maintenant trouver des variétés abéliennes quotients de Jac(Xns0 (d; p))) dont la
tordue est de rang zéro sur Q, d'après la section I.6. Les résultats de ce chapitre sont pour une
grande partie tirés de l'Annexe de [LF] et de [LF15]. Les notations de cette section sont les
suivantes :
K est un corps quadratique et D la valeur absolue de son discriminant.
χ est le caractère quadratique associé, de conducteur D.
H est le demi-plan de Poincaré.
Pour γ =
(
a b
c d
)
∈ GL+2 (R) et z ∈ H, on note
γ · z := az + b
cz + d
, jγ(z) := cz + d.
On en déduit immédiatement les formules suivantes :
Im(γ · z) = (det γ) Im z|jγ(z)|2 , γ · z =
a
c
− det γ
cjγ(z)
, jγγ′(z) = jγ(γ
′ · z)jγ′(z). (II.1)
Elles seront parfois utilisées dans cette partie sans mention spéciﬁque. Pour toute fonction holo-
morphe f sur H et toute matrice γ ∈ GL+2 (R), on déﬁnit la fonction f|γ sur H par
f|γ(z) :=
det γ
jγ(z)2
f(γ · z),
et ceci déﬁnit une action à droite de GL+2 (R) sur ces fonctions, telle que f est une fonction
modulaire de poids 2 pour Γ ⊂ SL2(Z) si et seulement si f est Γ-invariante.
Pour N ∈ N>0, on note S2(Γ0(N))+ (resp. S2(Γ0(N))−, S2(Γ0(N))old, S2(Γ0(N))new) le sous-
espace vectoriel des formes modulaires f de S2(Γ0(N)) telles que f ◦ wN = f (resp. telles que
f ◦ wN = −f , anciennes, et nouvelles).
Tous ces espaces sont munis du produit scalaire de Petersson noté 〈·, ·〉N , déﬁni par
〈f, g〉N =
∫
D
f(x+ iy)g(x+ iy)dxdy.
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avec D un domaine fondamental quelconque de H pour l'action de Γ0(N). Pour cette convention,
le produit scalaire de Petersson dépend du choix du sous-groupe de congruence ambiant, ainsi
pour N ′ divisant N et f, g ∈ S2(Γ0(N ′)), on a
〈f, g〉N = [Γ0(N) : Γ0(N ′)]〈f, g〉N ′ .
Pour tout sous-espace V de S2(Γ0(N)) et toutes formes linéaires A,B sur V , on note
(A,B)V :=
∑
f∈FV
A(f)B(f),
où FV est une base de V orthonormale pour le produit scalaire de Petersson. Cette notation déﬁnit
bien un produit scalaire sur V ∗ indépendant du choix de FV .
Pour tout m ∈ N, on note am la fonctionnelle f 7→ am(f) le m-ième coeﬃcient du q-
développement de f , et Lχ : f 7→ L(f ⊗χ, 1). Par souci de concision, nous allons noter (am, Lχ)N
(resp. (am, Lχ)
+
N ) le produit scalaire de am et Lχ sur V = S2(Γ0(N)) (resp. V = S2(Γ0(N))
+) et
de même pour les autres sous-espaces de S2(Γ0(N)).
Pour tout diviseur positif Q de N tel que pgcd(Q,N/Q) = 1, on note WQ toute matrice de la
forme suivante :
WQ :=
(
Qx y
Nz Qt
)
, x, y, z, t ∈ Z, detWQ = Q.
Alors, WQΓ0(N) = Γ0(N)WQ et ne dépend pas du choix de WQ, de sorte que pour toute forme
modulaire f ∈ S2(Γ0(N)), f|WQ ne dépend pas du choix de la matrice WQ, et on appelle in-
volution d'Atkin-Lehner de degré Q sur S2(Γ0(N)) l'opérateur correspondant sur cet espace (re-
noté wQ pour insister sur son aspect canonique). Pour ε = ±1, on note S2(Γ0(N))εQ le sous-
espace vectoriel de S2(Γ0(N)) constitué des formes modulaires f telles que f|WQ = εf , ainsi
S2(Γ0(N))
+ = S2(Γ0(N))
+N . Pour plus de détails sur les propriétés de base de ces involutions,
voir la partie 2 de [AL70]).
D'après le lemme I.6.2 et la proposition I.6.3 et grâce au célèbre résultat de Kolyvagin-Logachev
[KL90] généralisé par Kato [Kat04], il suﬃt pour vériﬁer les hypothèses du théorème I.5 de prouver
que pour un nombre premier p assez grand, il existe : soit une forme nouvelle propre de S2(Γ0(dp2))
telle que f|wd = −f , f|wp2 = f et Lχ(f) 6= 0, soit une forme nouvelle propre de S2(Γ0(d)) telle
que f|wd = −f et Lχ(f) 6= 0, soit une forme nouvelle propre de S2(Γ0(p2)) telle que f|wp2 = f et
Lχ(f) 6= 0. L'objectif de cette section est donc de démontrer que Lχ est non nulle sur l'un des
trois sous-espaces S2(Γ0(dp2))+p,−d,new, S2(Γ0(d))−,new et S2(Γ0(p2))+,new pour p assez grand,
car chacun de ces C-espaces vectoriels admet une base constituée de formes modulaires propres
(à coeﬃcients réels) ([AL70], Théorème 3). Pour cela, il suﬃt d'établir que pour p assez grand, si
Lχ = 0 sur S2(Γ0(d))−,
(a1, Lχ)
+p,−d,new
dp2 6= 0, ou (a1, Lχ)+,newp2 6= 0.
Pour g ∈ S2(Γ0(M)) avec M quelconque, la fonction L de g se prolonge analytiquement en 1
et pour tout x > 0, on a
L(g, 1) =
∫ +∞
x
g(iu)du−
∫ +∞
1/(Mx)
g|wM (iu)du.
En particulier,
L(g, 1) = −L(g|wM , 1),
donc si g|wM = g, L(g, 1) = 0, et si g|wM = −g,
L(g, 1) = 2
∫ +∞
1/
√
M
g(iu)du (II.2)
(c'est un cas particulier de l'équation fonctionnelle de la fonction L).
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Si f ∈ S2(Γ0(N)) avec N premier à D, alors f ⊗ χ ∈ S2(Γ0(D2N)) et
(f ⊗ χ)|wD2N = χ(−N)f|wN ⊗ χ (II.3)
(pour plus de détails sur ces équations fonctionnelles, voir ([Bum96], § I.5)).
L'équation fonctionnelle de la fonction L tordue par χ pour f ∈ S2(Γ0(p2))+ en 1 est donc
L(f ⊗ χ, 1) = −χ(−p2)L(f|wp ⊗ χ, 1) = −χ(−1)L(f|wp ⊗ χ, 1).
En conséquence, Lχ ne peut être non nulle sur S2(Γ0(p2))+ que si χ(−1) = −1 c'est-à-dire que
K est quadratique imaginaire. S'il l'est, on cherchera donc à prouver que (a1, Lχ)
+,new
p2 6= 0. Les
formes modulaires telles que f|wp = −f contribuent toujours pour zéro vu le signe de l'équation
fonctionnelle, donc
(a1, Lχ)
+,new
p2 = (a1, Lχ)
new
p2 = (a1, Lχ)p2 − (a1, Lχ)oldp2 = (a1, Lχ)+p2 − (a1, Lχ)oldp2 . (II.4)
Nous allons également faire les calculs pour K quadratique réel même si nous n'appliquerons
pas ceux-ci à la méthode de Mazur (remarque I.6.1). Le troisième cas de la proposition I.6.3 est
alors impossible, et on se rabat sur les deux premiers cas évoqués. Par le même raisonnement,
pour f ∈ S2(Γ0(dp2))+p,−d , on a
L(f ⊗ χ, 1) = −χ(−dp2)L(f|wdp2 ⊗ χ, 1) = χ(d)L(f ⊗ χ, 1),
et le signe est le même pour f ∈ S2(Γ0(d))−. On peut donc trouver des quotients de rang zéro sur
Q dans le cas quadratique réel seulement si χ(d) = 1. Une diﬃculté majeure pour les calculs de
ces sommes pondérées est d'isoler la contribution de la partie nouvelle dans la contribution totale
de notre sous-espace. Le lemme ci-dessous la résout dans les cas qui nous intéressent.
Lemme II.1.1.
Soient p premier et χ quadratique de conducteur D premier à p.
(a) Si χ est impair,
(a1, Lχ)
+,new
p2 = (a1, Lχ)p2 −
1
p− 1(a1, Lχ)p. (II.5)
(b) Si χ est pair et d > 1 est un nombre premier ne divisant pas Dp tel que χ(d) = 1, soit Lχ
est non nulle sur S2(Γ0(d))
−, soit
(a1, Lχ)
+p2 ,−d,new
dp2 = (a1, Lχ)
+p2 ,−d
dp2 −
1
p− 1(a1, Lχ)
χ(p)p,−d
dp . (II.6)
Remarque II.1.1. On verra dans les preuves des théorèmes II.1 et II.2 que le premier terme de
la somme tend vers 4pi (resp. 2pi) quand p tend vers l'inﬁni, alors que le second tend vers 0, ce
qui mènera vers une non-annulation. Ces limites à l'inﬁni sont dues aux formules des traces de la
proposition II.2.2. L'idée originale de ce type d'estimations est due à [Duk95] et le (a) raﬃne le
lemme 3.12 de [Ell04].
Le (b) vise à récupérer les cas quadratiques réels favorables, mais la contribution de la partie
ancienne (provenant de S2(Γ0(d)) se révèle diﬃcile à calculer. Heureusement, on n'a pas besoin de
le faire car si cette contribution est non nulle, par la preuve du (b) il existe un quotient de rang
zéro sur Q de la tordue de J0(d) par χ donc de J par le lemme I.6.2.
Démonstration.
On reprend les notations de la preuve de la proposition I.6.3, qui sont aussi celles de la section
2 de [AL70].
(a) D'après la formule (II.4), il reste à calculer la contribution des formes anciennes pour
obtenir la formule (II.5).
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Soit f ∈ S2(Γ0(p)) une forme propre à coeﬃcients réels et Vf le sous-espace de S2(Γ0(p2))old
engendré par f|A1 et f|Ap . Soit (g1, g2) une base orthonormale de Vf et M la matrice de (g1, g2)
dans la base (f|A1 , f|Ap). Alors,
(a1, Lχ)Vf =
(
a1(f|A1) a1(f|Ap)
)
M tM
(
Lχ(f|A1)
Lχ(f|Ap)
)
=
(
a1(f|A1) a1(f|Ap)
)(〈f|A1 , f|A1〉p2 〈f|A1 , f|Ap〉p2
〈f|Ap , f|A1〉p2 〈f|Ap , f|Ap〉p2
)−1(
Lχ(f|A1)
Lχ(f|Ap)
)
.
En eﬀet, la matrice M tM)−1 = tM−1M
−1
est celle du produit scalaire dans la base (f|A1 , f|Ap)
comme (g1, g2) est orthonormale.
Remarquons que Lχ(f|A1) = Lχ(f) et f|Ap ⊗ χ = χ(p)(f ⊗ χ)|Ap grâce aux q-développements,
donc
Lχ(f|Ap) = χ(p)
∫ +∞
0
f|Ap ⊗ χ(iu)du = pχ(p)
∫ +∞
0
(f ⊗ χ)(ipu)du = χ(p)Lχ(f). (II.7)
Si f ∈ S2(Γ0(p))ε avec ε = ±1,
(f ⊗ χ)|wD2p = −χ(−p)ε(f ⊗ χ) = χ(p)ε(f ⊗ χ)
d'après la formule (II.3). En conséquence, (a1, Lχ)Vf = 0 si ε = −χ(p), et on suppose dorénavant
que f|wp = χ(p)f .
Par déﬁnition du produit scalaire de Petersson, pour f, g ∈ S2(Γ0(p2))χ(p) on obtient que
〈f|A1 , g|A1〉p2 = [Γ0(p) : Γ0(p2)]〈f, g〉p = p〈f, g〉p (II.8)
et
〈f|Ap , g|Ap〉p2 = p2
∫
D
f(px+ ipy)g(px+ ipy)dxdy =
∫
pD
f(x+ iy)g(x+ iy)dxdy (II.9)
avec D un domaine fondamental pour Γ0(p2). Comme pD est alors un domaine fondamental
pour Γ le sous-groupe des matrices de SL2(Z) diagonales modulo p, d'indice p dans Γ0(p), on a
〈f|Ap , g|Ap〉p2 = p〈f, g〉p.
Il reste à calculer 〈f|A1 , g|Ap〉p2 , nous employons ici une méthode diﬀérente de [Ell04], rempla-
çant l'usage d'une fonction L de Rankin-Selberg par des résultats de [AL70]. On a
〈f|A1 , g|Ap〉p2 = p
∫
D
f(x+ iy)g(p(x+ iy))dxdy
=
1
p
∫
pD
f((x+ iy)/p)g(x+ iy)dxdy
= 〈f|A−1p , g〉Γ.
Comme
{(
1 j
0 1
)
, 0 ≤ j ≤ p− 1
}
est un système de représentants de Γ0(p)\Γ et que f et f|A−1p
sont des formes modulaires pour Γ, grâce au lemme 12 et avec les notations (2.2) et (3.1) de
[AL70], on a
〈f|A1 , g|Ap〉p2 = 〈f|Up , g〉p = −χ(p)〈f, g〉p (II.10)
d'après le théorème 3 de [AL70] comme f est une forme nouvelle propre de Γ0(p). Ainsi, Vf et Vg
sont orthogonaux si f et g le sont sur Γ0(p) et
M tM =
(
〈f, f〉p
(
p −χ(p)
−χ(p) p
))−1
=
1
(p2 − 1)〈f, f〉p
(
p χ(p)
χ(p) p
)
.
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On obtient donc
〈f, f〉p(a1, Lχ)Vf =
1
p2 − 1
t
(
a1(f)
0
)(
p χ(p)
χ(p) p
)(
Lχ(f)
χ(p)Lχ(f)
)
=
a1(f)Lχ(f)
p− 1 .
En sommant ces égalités sur une base orthonormale propre de S2(Γ0(p))χ(p), on obtient (a1, Lχ)oldp2 .
Ainsi,
(a1, Lχ)
old
p2 =
∑
f
a1(f)Lχ(f)
p− 1 =
(a1, Lχ)
χ(p)
p
p− 1
où f parcourt une base propre de S2(Γ0(p))χ(p), et (a1, Lχ)
−χ(p)
p = 0 par l'argument du début de
la preuve.
(b) La fonction Lχ est nulle sur S2(Γ0(dp2))+p,d−old. En eﬀet, pour f ∈ S2(Γ0(p2)), on a dans
S2(Γ0(dp
2)) les égalités (
f|A1
)
|wp2
=
(
f|wp
)
|A1 ,
(
f|Ad
)
|wp2
=
(
f|wp2
)
|Ad
d'après le lemme 26 [AL70], comme p et d sont premiers entre eux.
On en déduit que S2(Γ0(dp2))
+p2 ,d−old est engendré par les f|A1 , f|Ad avec f ∈ S2(Γ0(p2))+p2 ,
mais alors comme dans la formule (II.7) (pas de diﬀérence entre d et p pour ceci),
Lχ(f|A1) = Lχ(f) = 0 et Lχ(f|Ad) = χ(d)Lχ(f) = 0,
car le signe de l'équation fonctionnelle de Lχ est −1 pour un tel f . On a donc
(a1, Lχ)
+p,−d,new
dp2 = (a1, Lχ)
+p,−d,p−new
dp2 = (a1, Lχ)
+p,−d
dp2 − (a1, Lχ)
+p,−d,p−old
dp2 ,
et il reste à calculer la contribution p-ancienne.
Cette contribution se décompose elle-même en deux parties : celle de S2(Γ0(dp))p−new et celle
de S2(Γ0(d)). Pour la seconde, comme Lχ(f|Ap) et Lχ(f|Ap2 ) sont nuls si Lχ(f) l'est, la contribution
des formes dégénérées de S2(Γ0(d)) à (a1, Lχ)dp2 est nulle à moins que Lχ soit déja non nulle sur
S2(Γ0(d)), donc sur S2(Γ0(d))− vu le signe de l'équation fonctionnelle. Nous allons donc supposer
cette contribution nulle. Soient f et g deux formes nouvelles propres de S2(Γ0(dp)). On a, par le
même raisonnement que pour les formules (II.8), (II.9) et (II.10) du (a),
〈f|A1 , g|A1〉dp2 = 〈f|Ap , g|Ap〉dp2 = p〈f, g〉dp, et 〈f|A1 , g|Ap〉dp2 = 〈f|Up , g〉dp.
Nous allons maintenant utiliser le fait que f est nouvelle et propre : d'après le théorème 3 de
[AL70], f est propre pour Up et Wp (vu dans S2(Γ0(dp)) et si f|Wp = εf , alors f|Up = −εf . On a
donc
〈f|A1 , g|Ap〉dp2 = −ε〈f, g〉dp.
Soit maintenant B une base orthonormale propre de S2(Γ0(dp))new. Les espaces Vect(f|A1 , f|Ap)
sont deux à deux orthogonaux lorsque f parcourt B grâce aux formules ci-dessus, et on va construire
une base orthonormale de S2(Γ0(dp))+p,−d,p−new respectant cette décomposition.
D'après le lemme 26 de [AL70], comme d est premier à p, pour f ∈ B, f|A1 et f|Ap sont également
propres pour Wd et de même valeur propre que f l'était sur S2(Γ0(dp)). Ainsi, la contribution de
B à S2(Γ0(dp))+p,−d,p−new se réduit aux f ∈ B tels que f|wd = −f et f|wp = f (on note B′ cette
partie). Il reste maintenant à produire des vecteurs propres de valeur propre 1 pour wp. Encore
une fois d'après le lemme 26 de [AL70], on a dans S2(Γ0(dp2))
(f|wp)Ap = (f|A1)|wp2 , (f|Ap)|wp2 = (f|wp)|A1 .
Une base orthogonale de S2(Γ0(dp))+p,−d,p−new est donc constituée des
f|A1 +
(
f|A1
)
|wp2
= f|A1 ± f|Ap , f ∈ B′.
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Or, d'après les formules précédentes, pour ε = ±1 et f ∈ B′ :
〈f|A1 + εf|Ap , f|A1 + εf|Ap〉dp2 = 2p− 2ε2 = 2(p− 1).
Enﬁn,
a1(f|A1 + εf|Ap)Lχ(f|A1 + εf|Ap) = a1(f)(Lχ(f) + εχ(p)Lχ(f)).
Regroupant tous ces termes et après orthonormalisation, on obtient donc
(a1, Lχ)
+p2 ,−d,p−old
dp2 =
1
p− 1(a1, Lχ)
χ(p)p,−d
dp .
Il reste désormais à évaluer précisément les termes du lemme II.1.1.
Pour ceci, nous allons employer la formule des traces de Petersson classique ([IK04], Proposition
14.5) et une formule  restreinte , que nous énonçons et démontrons dans la section suivante.
II.2 Formules des traces de Petersson et Akbary
Cette section peut se retrouver (en anglais) dans [LF]. Commençons par les déﬁnitions néces-
saires pour les formules des traces.
Déﬁnition II.2.1 (Sommes de Kloosterman et fonction de Bessel).
Pour trois entiers m,n, c avec c > 0, la somme de Kloosterman associée à m,n, c est la somme
déﬁnie par
S(m,n; c) =
∑
k∈(Z/cZ)∗
e2ipi(mk+nk
−1)/c.
Ces sommes admettent les bornes dites de Weil ([IK04], Corollaire 11.12)
|S(m,n; c)| ≤ (m,n, c)1/2τ(c)√c, (II.11)
avec (m,n, c) le pgcd de m,n et c et τ(c) le nombre de diviseurs positifs de c. En fait, pour c = pαc′
avec p premier impair et (p, c′) = 1, on peut plus précisément écrire la borne
|S(m,n; c)| ≤ 2τ(c′)(m,n, c)1/2√c (II.12)
grâce aux calculs de Salié ([IK04], formule 12.39).
La fonction de Bessel de premier type d'ordre 1 est la fonction entière J1 déﬁnie par la série
entière de rayon de convergence inﬁni
J1(z) =
+∞∑
n=0
(−1)n
n!(n+ 1)!
(z
2
)2n+1
.
Cette fonction admet la représentation intégrale suivante ([Wat22], 6.21, Formule 8)
J1(z) =
z
4ipi
∫ x+i∞
x−i∞
ew−
z2
4w
w2
dw, (II.13)
pour tout z ∈ C et tout réel x strictement positif.
L'objectif de cette sous-section est de prouver les formules suivantes.
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Proposition II.2.2 (Formules des traces).
Soient m,n,N trois entiers plus grands que 1. Alors,
1
4pi
√
mn
(am, an)N = δmn − 2pi
∑
c>0
N |c
S(m,n; c)
c
J1
(
4pi
√
mn
c
)
. (II.14)
Avec les notations du paragraphe précédent, pour tout diviseur positif Q de N avec Q > 1, on a
également pour ε = ±1 :
1
2pi
√
mn
(am, an)
εQ
N = δmn − 2pi
∑
c>0
N |c
S(m,n; c)
c
J1
(
4pi
√
mn
c
)
(II.15)
− 2piε
∑
c>0
(N/Q)|c
(c,Q)=1
S(m,nQ−1; c)
c
√
Q
J1
(
4pi
√
mn
c
√
Q
)
.,
où la notation nQ−1 dans la somme de Kloosterman désigne n multiplié par l'inverse de Q modulo
c.
Remarque II.2.1. La formule (II.14) est la formule des traces de Petersson originelle (proposition
14.5 de [IK04]), et se généralise à tout poids k ≥ 2. Cependant, la preuve pour k = 2 mobilise par
défaut de convergence uniforme une déﬁnition diﬀérente des séries de Poincaré, qui ne semble être
complètement traitée que dans la section 5.5 de [Ran77] (et pour Γ(N) au lieu de Γ0(N), bien
que les idées soient exactement les mêmes). Nous allons donc ci-dessous reprouver en détail ces
formules pour le confort du lecteur, sachant que nombre d'outils nous serviront ensuite également
pour (II.15). A noter que cette dernière formule (pour Q = N seulement mais tout poids k ≥ 2)
est l'objet du chapitre 3 de [Akb97].
Enﬁn, on peut remarquer que la formule des traces restreinte montre que le terme d'erreur du
corollaire 14.26 de [IK04] est en fait nul, ce qui pourrait éventuellement améliorer les estimations
de ce livre qui en découlent.
Pour prouver ces formules des traces, nous allons utiliser les séries de Poincaré de poids 2, dont
les propriétés seront prouvées ci-dessous.
Déﬁnition-Proposition II.2.3 (Séries de Poincaré de poids 2).
Pour tous entiers N,n ≥ 1, il existe des formes cuspidales de poids 2 pour Γ0(N) notées
Pn(·, N) et appelées séries de Poincaré de poids 2 telles que :
(a) Pour tout m ∈ N,
am(Pn(·, N)) = δmn − 2pi
√mn ∑
c>0
N |c
S(m,n; c)
c
J1
(
4pi
√
mn
c
) . (II.16)
(b) Pour tout diviseur Q > 1 de N tel que (Q,N/Q) = 1 et tout m ≥ 1,
am(Pn(·, N)|wQ) = −2pi
√
m
n
∑
m≥1
∑
c>0
(N/Q)|c
(Q,c)=1
S(m,nQ−1; c)
c
√
Q
J1
(
4pi
√
mn
c
√
Q
)
. (II.17)
(c) Pour toute forme modulaire f ∈ S2(Γ0(N)), 〈f, Pn(·, N)〉N = an(f)/(4pin).
Remarque II.2.2. Les coeﬃcients de Fourier donnés dans le (b) permettent des formules des
traces restreintes même en combinant plusieurs contraintes de signes pour des involutions d'Atkin-
Lehner distinctes : par exemple, pour Q et Q′ premiers entre eux, on procède comme dans la preuve
ci-dessous avec Pn(·, N) + Pn(·, N)|wQ + Pn(·, N)|wQ′ + Pn(·, N)|wQQ′ pour obtenir la formule des
traces sur S2(Γ0(N))+Q,+Q′ et on obtient les autres combinaisons possibles par diﬀérence.
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Démonstration. Commençons par expliquer pourquoi les propriétés (a), (b) et (c) des séries de
Poincaré de poids 2 impliquent les formules des traces.
Soit FN une base orthonormale de S2(Γ0(N)). D'après le (c), pour tout n ∈ N,
Pn =
∑
f∈FN
〈f, Pn(·, N)〉f =
∑
f∈FN
an(f)
4pin
f.
En prenant le m-ième coeﬃcient de Fourier des deux cotés, on obtient alors d'après le (a)∑
f∈FN
am(f)an(f)
4pin
= δmn − 2pi
√
m
n
∑
c>0
N |c
S(m,n; c)
c
J1
(
4pi
√
mn
c
)
.
Le terme de droite est réel (car les sommes de Kloosterman le sont), donc après conjugaison
complexe et multiplication par
√
n/m on obtient la formule des traces de Petersson, à savoir∑
f∈FN
am(f)an(f)
4pi
√
mn
= δmn − 2pi
∑
c>0
N |c
S(m,n; c)
c
J1
(
4pi
√
mn
c
)
.
Pour Q > 1 divisant N tel que (Q,N/Q) = 1, rappelons que l'opérateur wQ est auto-adjoint
pour le produit scalaire de Petersson, et déﬁnissons
P+Qn (·, N) = Pn(·, N) + Pn(·, N)|wQ
C'est bien une forme modulaire cuspidale de poids 2 pour Γ0(N), invariante par wQ et pour toute
forme modulaire f ∈ S2(Γ0(N))+Q , on a alors
〈f, P+Qn (·, N)〉 = 〈f, Pn(·, N)〉+〈f, Pn(·, N)|wQ〉 = 〈f, Pn(·, N)〉+〈f|wQ , Pn(·, N)〉 = 2〈f, Pn(·, N)〉.
On en déduit que pour f parcourant une base orthonormale FN,Q de S2(Γ0(N))+Q , d'après le (c),
P+Qn (·, N) =
∑
f∈FN,Q
〈f, P+Qn 〉f = 2
∑
f∈FN,Q
〈f, Pn〉f =
∑
f∈FN,Q
an(f)
2pin
f.
Le (a) et le (b) nous donnent les coeﬃcients de Fourier de P+Qn (·, N), donc la formule des traces
pour Q et ε = 1 par le même raisonnement que précédemment. On en déduit celle pour ε = −1
par diﬀérence entre les deux déja obtenues.
Nous allons maintenant construire les séries de Poincaré de poids 2 et prouver dans l'ordre (a),
(b) et (c).
Soit Γ∞ =
{
±
(
1 k
0 1
)
, k ∈ Z
}
le groupe parabolique. Pour γ, γ′ ∈ GL+2 (R), si Γ∞γ = Γ∞γ′
alors γ et γ′ ont au signe près la même deuxième ligne. En conséquence, si γ est une classe non
triviale de Γ∞\Γ0(N) avec γ =
(
a b
c d
)
, le coeﬃcient c est non nul et il existe alors un unique
représentant γ de γ tel que 0 ≤ a < c. L'ensemble des classes non triviales de Γ∞\Γ0(N) correspond
donc canoniquement à RN l'ensemble des triplets d'entiers (a, c, d) tels que N divise c, 1 ≤ a ≤ c
et ad = 1 mod c. Ensuite, pour tout γ =
(
a b
c d
)
∈ SL2(Z), on a
∣∣∣∣ e2ipinγ·zjγ(z)2|jγ(z)|2s
∣∣∣∣ = e−
2pin Im z
|jγ (z)|2
|jγ(z)|2+2s ≤
1
(c2(Im z)2 + d2)
1+s .
Or, pour tout η > 0, ∑
(a,c,d)∈RN
1
(c2η2 + d2)
1+s ≤
∑
(c,d)∈Z2
(c,d)6=(0,0)
1
(c2η2 + d2)1+s
< +∞
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car s > 0. Ainsi, la somme
Pn(z, s,N) :=
∑
γ∈Γ∞\Γ0(N)
e2ipinγ·z
jγ(z)2|jγ(z)|2s
(qui ne dépend pas des choix de représentants) converge normalement sur tout domaine Im(z) ≥ η
pour η > 0 et déﬁnit donc une fonction continue sur H. De plus, la convergence étant uniforme,
pour tout γ ∈ Γ0(N),
Pn(γ · z, s,N) = jγ(z)2|jγ(z)|2sPn(z, s,N) (II.18)
par la propriété de cocycle de j.
Nous allons maintenant montrer que les Pn(·, s,N) convergent uniformément sur tout compact
lorsque s→ 0+, en les développant en série de Fourier. On en déduira simultanément la déﬁnition
de Pn(·, N) comme cette limite et son développement en série de Fourier.
Notons R′N l'ensemble des triplets (a, c, d) de RN tels que 0 ≤ d < c. On peut alors écrire
Pn(z, s,N) = e
2ipinz +
∑
(a,c,d)∈RN
e2ipin(
a
c− 1c(cz+d) )
(cz + d)2|cz + d|2s
= e2ipinz +
∑
(a,c,d)∈R′N
e2ipina/c
c2+2s
∑
`∈Z
e
− 2ipin
c2(z+d/c+`)
(z + d/c+ `)2|z + d/c+ `|2s
= e2ipinz +
∑
(a,c,d)∈R′N
e2ipina/c
c2+2s
Fc,n,s(z + d/c)
où
Fc,n,s(z) :=
∑
`∈Z
fc,n,s,z(`) avec fc,n,s,z(x) :=
e
− 2ipin
c2(x+z)
(x+ z)2|x+ z|2s . (II.19)
Or, la fonction fc,n,s,z est de classe C∞ sur R, et on vériﬁe immédiatement qu'elle est intégrable
ainsi que sa dérivée et sa dérivée seconde. On peut donc appliquer la formule sommatoire de
Poisson pour réécrire
Fc,n,s(z) =
∑
m∈Z
∫ +∞
−∞
fc,n,s,z(x)e
−2ipimxdx.
On ﬁxe désormais η > 0, et on se restreint au domaine Im z ≥ η. Alors, la fonction fc,n,s,z s'étend
en une fonction holomorphe sur | Imx| < η lorsqu'on utilise la détermination usuelle du logarithme
sur C\R− pour écrire, pour tout x ∈ R,
(x+ z)2|x+ z|2s = (x+ z)2(x+ z)s(x+ z)s.
On prolonge donc cette fonction holomorphe en x (z étant ﬁxé) sur le domaine | Imx| < η.
Par déﬁnition de la détermination du logarithme, |(x+ z)s| = |x + z|s. Comme l'intégrande est
holomorphe sur ce domaine, on peut décaler la partie imaginaire d'intégration de εη/2, avec ε = −1
si m > 0 et ε = 1 si m < 0, et alors Re(−2ipimx) = 2pim Im(x) = −pi|m|η, d'où∣∣∣∣∫ +∞−∞ fc,n,s,z(x)e−2ipimxdx
∣∣∣∣ =
∣∣∣∣∣
∫
iεη/2+R
fc,n,s,z(x)e
−2ipimxdx
∣∣∣∣∣
≤
∫
iεη/2+R
e−pi|m|η
|x+ z|2+2s dx
≤ e−pi|m|η
∫
R
1
(η2/4 + x2)1+s
dx.
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De plus, par translation réelle dans l'intégrale, pour tout réel y et tout entier m ∈ Z,∫
R
fc,n,s,z+y(x)e
−2ipim(x+y)dx =
∫
R
fc,n,s,z(x)e
−2ipimxdx.
On peut donc écrire, en notant Rc = {(a, d) ∈ N | a, d ≤ c, ad = 1 mod c},
Pn(z, s,N) = e
2ipinz +
∑
c>0
N |c
∑
(a,d)∈Rc
e2ipina/c
c2+2s
∑
m∈Z
∫
R
fc,n,s,z+d/c(x)e
−2ipimxdx
= e2ipinz +
∑
c>0
N |c
∑
(a,d)∈Rc
∑
m∈Z
e2ipi(md+na)/c
c2+2s
∫
R
fc,n,s,z(x)e
−2ipimxdx
= e2ipinz +
∑
c>0
N |c
∑
m∈Z
S(m,n; c)
c2+2s
∫
R
fc,n,s,z(x)e
−2ipimxdx.
D'après les bornes de Weil (II.11), on a∣∣∣∣S(m,n; c)c2+2s
∫
R
|fc,n,s,z(x)e−2ipimx|dx
∣∣∣∣ ≤ n1/2τ(c)c3/2 e−pi|m|η
∫
R
1
η2/4 + x2
dx,
qui est le terme général d'une série absolument convergente (indépendante de s) car τ(c) = O(cε)
pour tout ε > 0. On peut donc permuter la somme double, et on obtient ainsi
Pn(z, s,N) = e
2ipinz +
∑
m∈Z
∑
c>0
N |c
S(m,n; c)
c2+2s
∫
R
fc,n,s,z(x)e
−2ipim(x+z)dx
 e2ipimz.
De plus, la convergence étant uniforme sur Im z ≥ η pour tout η > 0 comme on vient de le montrer
et indépendante de s, on peut faire tendre s vers 0 par convergence dominée. On obtient comme
limite simple la série de Poincaré de poids 2
Pn(z,N) := lim
s→0+
Pn(z, s,N) = e
2ipinz +
∑
m∈Z
∑
c>0
N |c
S(m,n; c)
c2
∫
R
e
− 2ipin
c2(x+z)
−2ipim(x+z)
(x+ z)2
dx
 e2ipimz.
Il nous reste maintenant à calculer ces intégrales. Posons
Gm,n,c(z) :=
∫
R
e
− 2ipin
c2(x+z)
−2ipim(x+z)
(x+ z)2
dx =
∫
i Im(z)+R
e
− 2ipin
c2y
−2ipimy
y2
dy. (II.20)
L'intégrande est ici une fonction holomorphe sur C∗, donc par le théorème des résidus, on peut
intégrer sur n'importe quelle ligne horizontale d'ordonnée strictement positive α, ainsi Gm,n,c(z)
ne dépend pas de z, on le renote Gm,n,c. Pour m ≤ 0,
|Gm,n,c| =
∣∣∣∣∣
∫
iα+R
e
− 2ipin
c2y
−2ipimy
y2
dy
∣∣∣∣∣ ≤
∫
iα+R
e2pimα
|y|2 dy
et ceci tend vers 0 quand α tend vers +∞, donc Gm,n,c = 0 lorsque m ≤ 0.
Maintenant, pour m > 0,
Gm,n,c =
∫
i+R
e
− 2ipin
c2y
−2ipimy
y2
dy
= 2ipim
∫ 2pim+i∞
2pim−i∞
ew−
4pi2mn
c2w
w2
dw, w = −2ipim
= 2ipimJ1
(
4pi
√
mn
c
)
ic√
mn
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grâce à la représentation intégrale (II.13) de la fonction J1. On obtient ﬁnalement
Gm,n,c = −2pic
√
m
n
J1
(
4pi
√
mn
c
)
, (II.21)
d'où le développement en série de Fourier
Pn(z,N) = e
2ipinz − 2pi
∑
m≥1
√mn ∑
c>0
N |c
S(m,n; c)
c
J1
(
4pi
√
mn
c
) e2ipimz.
En passant à la limite dans la formule (II.18), on voit que Pn(·, N) est une forme modulaire de poids
2 pour Γ0(N), et elle est de plus cuspidale (on peut montrer que Pn(·, s,N) tend uniformément
en s vers 0 en chaque pointe de Γ0(N)), ce qui conclut la preuve du (a).
La preuve du (b) est assez similaire. Pour tout s > 0, avec un choix de matrice WQ, on a
Pn(·, s,N)|WQ(z) =
detWQ
jWQ(z)
2
Pn(WQ · z, s,N)
=
Q
jWQ(z)
2
∑
γ∈Γ∞\Γ0(N)
e2ipinγWQz
jγ(WQz)2|jγ(WQz)|2s
= Q|jWQ(z)|2s
∑
γ∈Γ∞\Γ0(N)WQ
e2ipinγz
jγ(z)2|jγ(z)|2s
par la relation de cocycle de j. Pour toute matrice
(
a b
c d
)
∈ Γ0(N),(
a b
c d
)
WQ =
(
aQ+ bN ay + bQt
cQ+ dN cy + dQt
)
et appartient donc à l'ensemble des matrices
(
a′ b′
c′ d′
)
à coeﬃcients entiers tels que N divise c′,
Q divise a′ et d′, et de déterminant Q. En fait, cet ensemble est exactement Γ0(N)WQ comme on
le vériﬁe immédiatement par multiplication par W−1Q , et pour Q > 1, c
′ est forcément non nul,
donc Γ∞\Γ0(N)WQ est en bijection naturelle avec l'ensemble RN,Q des triplets (a, c, d) d'entiers
tels que c > 0, N |c, Q|(a, d), ad = Q mod c et 0 ≤ a < c par un raisonnement similaire au (a).
Pour γ =
(
a b
c d
)
construit dans Γ0(N)WQ à partir d'une telle classe, on a d'après (II.1)
γ · z = a
c
− Q
c(cz + d)
,
d'où
Pn(·, s,N)|WQ(z) = Q|jWQ(z)|2s
∑
(a,c,d)∈RN,Q
e2ipina/ce−
2ipinQ
c(cz+d)
(cz + d)2|cz + d|2s
= Q|jWQ(z)|2s
∑
c>0
N |c
(Q,c/Q)=1
1
c2+2s
∑
0≤a<c
Q|a
e2ipina/c
∑
Q|d
ad≡Q[c]
e
− 2ipinQ
c2(z+d/c)
(z + d/c)2|z + d/c|2s .
Pour a et c ﬁxés, l'ensemble des d vériﬁant Q|d et ad ≡ Q[c] est une classe de congruence modulo
c, dont on choisit le représentant d′ entre 0 et c. On a alors
∑
Q|d
ad≡Q[c]
e
− 2ipinQ
c2(z+d/c)
(z + d/c)2|z + d/c|2s =
∑
`∈Z
e
− 2ipinQ
c2(z+d′/c+`)
(z + d′/c+ `)2|z + d′/c+ `|2s = Fc/
√
Q,n,s(z + d
′/c)
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avec les notations (II.19). On réutilise le même raisonnement (passant par la formule sommatoire
de Poisson), de sorte que
Pn(·, s,N)|WQ(z)
Q|jWQ(z)|2s
=
∑
c>0
N |c
(Q,c/Q)=1
1
c2+2s
∑
0≤a,d≤c
Q|(a,d)
ad≡Q[c]
e2ipina/c
∑
m∈Z
∫
R
fc/
√
Q,n,s,z+d/c(x)e
−2ipimxdx
=
∑
c>0
N |c
(Q,c/Q)=1
1
c2+2s
∑
0≤a,d≤c
Q|(a,d)
ad≡Q[c]
e2ipi(na+md)/c
∑
m∈Z
∫
R
fc/
√
Q,n,s,z(x)e
−2ipimxdx
=
∑
c>0
N |c
(Q,c/Q)=1
1
c2+2s
∑
m∈Z
∑
0≤a,d≤c
Q|(a,d)
ad≡Q[c]
e2ipi(na+md)/c
∫
R
fc/
√
Q,n,s,z(x)e
−2ipimxdx.
Ici, pour c ﬁxé, a et d parcourent les multiples de Q entre 0 et c tels que ad = Q mod c. Cela
revient à dire que a = Qa′ et d = Qd′ avec a′, d′ entre 0 et c/Q tels que Qa′d′ = 1 mod c,
c'est-à-dire que d′ est égal à Q−1a′−1 modulo c/Q. On en déduit l'égalité∑
0≤a,d≤c
Q|(a,d)
ad≡Q[c]
e2ipi(na+md)/c = S(m,nQ−1; c/Q)
où Q−1 est l'inverse de Q modulo c/Q. En conséquence,
Pn(·, s,N)|WQ(z) = Q|jWQ(z)|2s
∑
c>0
N |c
(Q,c/Q)=1
S(m,nQ−1; c/Q)
c2+2s
∑
m∈Z
∫
R
fc/
√
Q,n,s,z(x)e
−2ipimxdx.
De manière parfaitement similaire à la preuve du (a), grâce aux bornes de Weil (II.11) la permu-
tation somme-intégrale est valide, et on peut faire tendre s vers 0 par convergence dominée pour
obtenir
Pn(·, N)|WQ(z) = Q
∑
m∈Z
∑
c>0
N |c
(Q,c/Q)=1
S(m,nQ−1; c/Q)
c2
Gm,n,c/
√
Qe
2ipimz
avec Gm,n,c déﬁni dans (II.20) et calculé dans (II.21), ce qui nous donne
Pn(·, N)|WQ(z) = −2piQ
√
m/n
∑
m≥1
∑
c>0
N |c
(Q,c/Q)=1
S(m,nQ−1; c/Q)
c2
c/
√
QJ1
(
4pi
√
mn
c/
√
Q
)
e2ipimz
= −2pi
√
m/n
∑
m≥1
∑
c>0
(N/Q)|c
(Q,c)=1
S(m,nQ−1; c)
c
√
Q
J1
(
4pi
√
mn
c
√
Q
)
e2ipimz
après réindexation de c par c/Q, ce qui conclut la preuve du (b).
Enﬁn, montrons le (c). Soit f ∈ S2(Γ0(N)), s > 0 et D un domaine fondamental de H pour
Γ0(N). Comme Γ∞ admet pour domaine fondamental D′ = {z ∈ H,−1/2 ≤ Re z ≤ 1/2}, on peut
choisir D et les représentants γ de Γ∞\Γ0(N) de sorte que D′ =
⋃
γ γ ·D.
On va déﬁnir une intégrale en fonction de f et Pn(·, s,N), montrer qu'elle converge vers 〈f, Pn〉N
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lorsque s tend vers 0 et calculer cette limite. On pose donc
I(f, n, s) :=
∫
D
f(z)
∑
γ∈Γ∞\Γ0(N)
e2ipinγ·z
jγ(z)2|jγ(z)|2s y
sdxdy
=
∫
D
∑
γ∈Γ∞\Γ0(N)
f(γz)
e2ipinγ·z
|jγ(z)|4+2s y
sdxdy
=
∫
D
∑
γ∈Γ∞\Γ0(N)
f(γz)e2ipinγ·z Im(γz)2+s
dx dy
y2
.
Cette intégrale double converge absolument : en eﬀet,
∫
D
∑
γ∈Γ∞\Γ0(N)
∣∣f(γz)e2ipinγ·z Im(γz)2+s∣∣ dx dy
y2
=
∫
D′
|f(z)e−2pinyys|dxdy
et ceci converge. En eﬀet, comme f est cuspidale, il suﬃt de montrer que f est intégrable sur D′
pour dxdy. On note D0 le domaine fondamental usuel de SL2(Z), et R l'ensemble des représentants
de Γ∞\SL2(Z) tel que D′ = ∪γ∈RγD0. On a alors
∫
D′
|f(z)|dxdy =
∑
γ∈R
∫
γ·D0
|f(z)|dxdy
=
∑
γ∈R
∫
γ·D0
|f(z)| Im(z)2 dxdy
y2
=
∑
γ∈R
∫
D0
|f|γ−1(z)jγ−1(z)2 Im(γ−1z)2 dxdyy2
=
∑
γ∈R
∫
D0
f|γ−1(z)
jγ−1(z)2
dxdy
=
∑
γ∈R
∫
D0
f|γ−1(z)
3c2/4 + a2
dxdy
or deux éléments de R distincts n'ont jamais la même première colonne, et f|γ−1 ne dépend que de
γΓ0(N) et pour chacune des classes γΓ0(N) est intégrable sur D0 pour dxdy, d'intégrale bornée
par C quel que soit γ. On a donc
∫
D′
|f(z)|dxdy ≤ C
∑
(a,c)∈Z2
(a,c)6=(0,0)
1
a2 + 3c2/4
< +∞.
En revenant à l'intégrande de I(f, n, s), on peut donc dominer celui-ci indépendamment de s (par
exemple en dominant ys par 1 pour y < 1 et par y pour 0 < s < 1, ce qui nous suﬃra), et permuter
somme et intégrale par convergence absolue. La convergence dominée assure que I(f, n, s) tend
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vers 〈f, Pn(·, N)〉N lorsque s tend vers 0, et grâce aux arguments précédents
I(f, n, s) =
∫
D′
f(z)e2ipinzysdxdy
=
∫ 1/2
−1/2
∫ +∞
0
f(x+ iy)e2ipin(x+iy)ysdxdy
=
∫ 1/2
−1/2
∫ +∞
0
∑
m∈N∗
am(f)e
2ipi(n−m)x−2pi(m+n)yysdxdy
=
∫ +∞
0
yse−2pi(m+n)y
∑
m∈N∗
∫ 1/2
−1/2
am(f)e
2ipi(n−m)xdxdy
= an(f)
∫ +∞
0
yse−4pinydy.
Par convergence dominée, ceci tend vers an(f)/(4pin) lorsque s tend vers 0+, ce qui conclut la
preuve du (c).
II.3 Calculs de la moyenne pondérée (cas quadratique ima-
ginaire)
On suppose ici que χ est un caractère quadratique impair de conducteur D. Le but de cette
section est de démontrer le théorème II.1 (qui est également l'objet de l'Annexe de [LF]), nous
donnant la non-annulation de (a1, Lχ)
+,p−new
p2 pour p assez grand.
Avec les notations des deux sections précédentes et grâce au lemme II.1.1 (a), pour p premier
ne divisant pas D, nous avons besoin d'évaluer les sommes (a1, Lχ)N pour N = p et N = p2. On
pose dans tous les calculs de cette section
x =
2pi
D
√
N
,
de sorte que d'après les équations fonctionnelles (II.2) et (II.3), pour tout f ∈ S2(Γ0(N))χ(N),
Lχ(f) = 4pi
∫ +∞
1/(D
√
N)
(f ⊗ χ)(iu)du = 2
+∞∑
n=1
χ(n)an(f)
n
e−nx.
Grâce la formule restreinte (II.15) appliquée à m = 1 et Q = N , on en déduit que
(a1, Lχ)N = (a1, Lχ)
χ(N) = 4pie−x − 8pi2(A(χ,N) + χ(N)B(χ,N)) (II.22)
où
A(χ,N) :=
+∞∑
n=1
χ(n)√
n
e−nx
∑
c>0
N |c
S(1, n; c)
c
J1
(
4pi
√
n
c
)
B(χ,N) :=
+∞∑
n=1
χ(n)√
n
e−nx
∑
d>0
(N,d)=1
S(1, n/N ; d)
d
√
N
J1
(
4pi
√
n
d
√
N
)
.
Avec les bornes de Weil (II.11), on peut permuter les sommes ci-dessus, d'où les réécritures
A(χ,N) =
∑
c>0
N |c
SA(c)
c
avec SA(c) :=
+∞∑
n=1
χ(n)√
n
S(1, n; c)J1
(
4pi
√
n
c
)
e−nx (II.23)
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et
B(χ,N) =
∑
d>0
(d,N)=1
SB(d)
d
avec SB(d) :=
+∞∑
n=1
χ(n)√
nN
S(1, nN−1; d)J1
(
4pi
√
n
d
√
N
)
e−nx. (II.24)
Plus précisément, voici de premières bornes pour SA et SB .
Proposition II.3.1 (Bornes induites par Weil). Pour tout N > 1 impair avec un seul diviseur
premier, tout c > 0 divisible par N et tout d > 0 premier à N ,
|SA(c)| ≤ 2D
√
Nτ(c/N)√
c
, |SB(d)| ≤ Dτ(d)√
dN
. (II.25)
Démonstration. Pour tout x ∈ R, |J1(x)| ≤ x/2 d'où
|SA(c)| ≤ 2pi
c
+∞∑
n=1
|S(1, n; c)|e−nx, |SB(d)| ≤ 2pi
dN
+∞∑
n=1
|S(1, n/N ; d)|e−nx.
En utilisant les bornes de Weil, |S(1, n; c)| ≤ 2τ(c/N)√c (par hypothèse sur N grâce à (II.12)) et
|S(1, nN−1; d)| ≤ τ(d)√d grâce à (II.11). Or, on a
+∞∑
n=1
e−nx =
1
ex − 1 ≤
1
x
=
D
√
N
2pi
d'où les bornes pour SA et SB .
Ces bornes suﬃsent à prouver les convergences absolues des séries déﬁnissant A(χ,N) et
B(χ,N), mais nous allons en trouver de meilleures pour c et d petits, basées sur une transformation
d'Abel et une inégalité type Polya-Vinogradov, que nous présentons ci-dessous.
Lemme II.3.2. Soient c,D et m trois entiers strictement positifs, et F le ppcm de c et D. Soit
χ un caractère de Dirichlet quadratique de conducteur D. Alors, pour tout entier α,∣∣∣∣∣
F−1∑
n=0
χ(n)S(m,n; c)e2ipinα/F
∣∣∣∣∣ ≤ c√D
et cette somme est nulle si (α, F/(c,D)) 6= 1. Avec les mêmes notations, on a pour c 6= D
sup
K,K′∈N
∣∣∣∣∣∣
K′∑
n=K
χ(n)S(m,n; c)
∣∣∣∣∣∣ ≤ 4c
√
D
pi2
(log(Dc) + 1.5).
Remarque II.3.1. Pour c = 1, c'est une version de l'inégalité de Polya-Vinogradov classique pour
les caractères de Dirichlet (plus grossière que le théorème 1 de [Pom11]). Pour D = 1 , c'est une
inégalité analogue pour les sommes de Kloosterman qui existe probablement dans la littérature
mais dont nous n'avons pas trouvé trace.
Démonstration. Soient c′ = c/(c,D) et D′ = D/(c,D). Par déﬁnition des sommes de Kloosterman,
F−1∑
n=0
χ(n)S(m,n; c)e2ipinα/F =
∑
v∈(Z/cZ)∗
e2ipimv
−1/c
F−1∑
n=0
χ(n)e2ipin(v/c+α/F ) (II.26)
=
∑
v∈(Z/cZ)∗
e2ipimv
−1/c
(
D−1∑
n′=0
χ(n′)θn
′
v
)c′−1∑
`=0
θ`Dv
 (II.27)
86 II. ESTIMATION DE MOYENNES DE FONCTIONS L
avec θv := exp(2ipi(v/c + α/F )), car χ(n) ne dépend que de n mod D. Or, θDv est une racine
c′-ième de l'unité donc la somme tout à droite est nulle à moins que θDv = 1, c'est-à-dire si et
seulement si
F |(D′v + α)D ⇐⇒ c′|D′v + α⇐⇒ v = −(D′)−1α mod c′.
Soit Iα l'ensemble des v ∈ (Z/cZ)∗ congrus à (D′)−1α modulo c′. Remarquons que Iα 6= ∅ si et
seulement si (α, c′) = 1, (en particulier I0 6= ∅ si et seulement si c′ = 1), et alors
F−1∑
n=0
χ(n)S(m,n; c)e2ipinα/F = c′
∑
v∈Iα
e2ipimv
−1/c
D−1∑
n′=0
χ(n′)θn
′
v .
La somme sur n′ est une somme de Gauss associée à χ car θv est une racine D-ième de l'unité.
Plus précisément, en déﬁnissant G(χ) :=
∑D−1
n=0 χ(n)e
2inpi/D, comme χ est de conducteur D, par
les propriétés habituelles des sommes de Gauss, |G(χ)| = √D et
F−1∑
n=0
χ(n)S(m,n; c)e2ipinα/F = c′
∑
v∈Iα
e2ipimv
−1/cχ
(
D′v + α
c′
)
G(χ).
Si (D′, α) 6= 1, χ((D′v + α)/c′) = 0 pour tout v ∈ Iα donc la somme est nulle (en particulier,
elle est nulle pour α = 0 à moins que c = D car alors D′ = c′ = 1). Plus généralement, le cardinal
de Iα est au plus (c,D), donc∣∣∣∣∣
F−1∑
n=0
χ(n)S(m,n; c)e2ipinα/F
∣∣∣∣∣ ≤ c′(c,D)√D = c√D.
Passons maintenant à la seconde inégalité, suivant l'approche classique de Polya-Vinogradov.
Soient K ≤ K ′ des entiers quelconques. Comme χ(n)S(m,n; c) ne dépend que de n modulo
F ,
K′∑
n=K
χ(n)S(m,n, c) =
1
F
·
F−1∑
γ=0
F−1∑
β=0
χ(β)S(m,β; c)e2ipiγβ/F
K′∑
n=K
e−2ipiγn/F
 .
À droite, nous avons une somme géométrique sur n facile à borner, et la somme sur β pour γ = 0
est nulle d'après la preuve précédente car c 6= D. On obtient∣∣∣∣∣∣
K′∑
n=K
χ(n)S(m,n, c)
∣∣∣∣∣∣ ≤ 1F ·
F−1∑
γ=1
c
√
D
∣∣∣∣∣1− e−2ipiγ(K
′−K+1)/F
1− e−2ipiγ/F
∣∣∣∣∣
≤ c
√
D
F
·
F−1∑
γ=1
| sin(piγ(K ′ −K + 1)/F )|
sin(piγ/F )
.
Il reste donc à prouver une inégalité élémentaire, à savoir que pour F ≥ 2 et K entiers,
SK,F :=
F−1∑
γ=1
| sin(piγK/F )|
sin(piγ/F )
≤ 4F
pi2
· (log(F ) + 1.5) . (II.28)
D'après le lemme 2 et la ﬁn de la preuve du lemme 4 de [Pom11], pour tout n ∈ N, x ∈ R et
F ≥ 10,
n∑
j=1
cos(jx)
j
> − log(2)− 2
n
, (II.29)
AK,F :=
F−1∑
γ=1
1
sin(piγ/F )
≤ 2F
pi
(log(F ) + 0.25) . (II.30)
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En utilisant le développement en série de Fourier de | sin θ|, on a
SK,F =
2
pi
F−1∑
γ=1
1
sin(piγ/F )
− 4
pi
+∞∑
m=1
1
4m2 − 1
(
F−1∑
γ=1
cos(2pimKγ/F )
sin(piγ/F )
)
=
2
pi
AK,F − 4
pi
+∞∑
m=1
Bm,K,F
4m2 − 1 , Bm,K,F := .
F−1∑
γ=1
cos(2pimKγ/F )
sin(piγ/F )
. (II.31)
La borne pour AK,F est donnée par (II.30), il reste donc à borner Bm,K,F . Supposons que F est
impair. Pour tout x ∈ [0, pi/2], sin(x) = x− εxx3/6 ≥ 0 avec εx ∈ [0, 1], donc∣∣∣∣ 1sin(x) − 1x
∣∣∣∣ ≤ x6− x2 .
On en déduit que
Bm,K,F = 2
(F−1)/2∑
γ=1
cos(2pimKγ/F )
sin(piγ/F )
≥ 2
(F−1)/2∑
γ=1
cos(2pimKγ/F )
piγ/F
− 2
(F−1)/2∑
γ=1
piγ/F
6− (piγ/F )2
≥ −2F
pi
(log(2) + 4/(F − 1))− 2
∫ F/2
1/2
pix/F
6− (pix/F )2 dx
≥ −2F
pi
(log(2) + 4/(F − 1))− 2F
pi
∫ pi/2
0
udu
6− u2
≥ −2F
pi
(0.96 + 4/(F − 1)).
Pour la première somme, on a utilisé (II.29) et pour la seconde, on a utilisé la convexité de la
fonction x 7→ x/(6 − x2) sur l'intervalle [0, pi/2]. Enﬁn, comme ∑+∞m=1 1/(4m2 − 1) = 1/2 (on
reconnaît les termes d'une série télescopique), on déduit de (II.30) et (II.31) l'inégalité
SK,F ≤ 4F
pi2
(log(F ) + 1.21 + 4/(F − 1)).
Elle implique la majoration voulue lorsque F ≥ 15, et on l'obtient à la main pour F ≤ 15. Pour
F pair, on procède la même manière en prenant en compte le fait que (F − 1)/2 est remplacé par
F/2− 1 dans le calcul de Bm,K,F ci-dessus (ce qui le simpliﬁe légèrement).
On déduit de ce lemme de nouvelles majorations de |SA| et |SB | par transformation d'Abel.
Proposition II.3.3. Pour tous entiers positifs N, c, d avec N |c et (d,N) = 1 diﬀérents de D, on
a
|SA(c)| ≤ 6
√
D(log(Dc) + 1.5) et |SB(d)| ≤ 6
√
D(log(Dd) + 1.5)
N
. (II.32)
Démonstration. Pour tout n ≥ 0, soit
An :=
n∑
k=1
χ(k)S(1, k; c), Bn :=
n∑
k=1
χ(k)S(1, kN−1; d),
et
fA(y) =
cJ1
(
4pi
√
y
c
)
4pi
√
y
e−yx, fB(y) =
d
√
NJ1
(
4pi
√
y
d
√
N
)
4pi
√
y
e−yx.
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Ainsi, par déﬁnition de SA et SB (formules (II.23) et (II.24)), on a
SA(c) =
+∞∑
n=1
(An −An−1)4pifA(n)
c
, SB(d) =
+∞∑
n=1
(Bn −Bn−1)4pifB(n)
dN
.
Par transformée d'Abel, on a alors
|SA(c)| ≤ 4pi
c
·
+∞∑
n=1
|An| · |fA(n)− fA(n+ 1)| et |SB(d)| ≤ 4pi
d
√
N
·
+∞∑
n=1
|Bn| · |fB(n)− fB(n+ 1)|
donc
|SA(c)| ≤ 16
√
D
pi
Totvar(fA)(log(Dc) + 1.5) et |SB(d)| ≤ 16
√
D
pi
√
N
Totvar(fB)(log(Dd) + 1.5)
grâce au lemme II.3.2, avec Totvar(fA) et Totvar(fB) les variations totales de fA et fB sur [0,+∞[.
D'après leur déﬁnition, ces deux variations totales sont bornées par celle de la fonction J1(x)/x
on [0,+∞[, qui est égale d'après la formule II.6 de [Wat22] à
∫ +∞
0
∣∣∣∣J2(x)x
∣∣∣∣ dx ≤ 1.1,
et en arrondissant 16/pi · 1.1 à 6, on obtient les bornes désirées.
Lemme II.3.4. Pour tout entier λ > 0, on a
λ∑
n=1
1
n
≤ log(λ) + 1,
λ∑
n=1
log n
n
≤ log(λ)
2 + 1
2
,
+∞∑
n=λ
τ(n)
n3/2
≤ 2 log(λ) + 8√
λ
.
Démonstration. Les deux premières sont des applications directes de la comparaison somme-
intégrale (pour la seconde, faire attention au fait que log(x)/x n'est décroissante qu'à partir de
x = e). Pour la troisième et pour λ ≥ 2, on réécrit
∑
n≥λ
τ(n)
n3/2
=
+∞∑
k,`=1
1k`≥λ
(k`)3/2
=
dλ/2e−1∑
k=1
+∞∑
`=dλ/ke
1
(k`)3/2
+
λ∑
k=dλ/2e
+∞∑
`=2
1
(k`)3/2
+
+∞∑
k=λ+1
+∞∑
`=1
1
(k`)3/2
.
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Dans la première somme du découpage, on a dλ/ke ≥ 3, et par comparaison somme-intégrale :
dλ/2e−1∑
k=1
+∞∑
`=dλ/ke
1
(k`)3/2
≤
dλ/2e−1∑
k=1
1
k3/2
(
(λ/k)−3/2 +
∫ +∞
λ/k
dx
x3/2
)
≤
dλ/2e−1∑
k=1
1
k3/2
(
(λ/k)−3/2 + 2(λ/k)−1/2
)
≤
dλ/2e−1∑
k=1
λ−3/2 +
2
k
√
λ
≤ 1
2
√
λ
+
2√
λ
(
1 +
∫ λ/2
1
dx
x
)
≤ 1
2
√
λ
+
2√
λ
(log(λ) + 1− log(2))
≤ 1√
λ
(2 log λ+ 5/2− 2 log 2)
Pour la seconde somme, on a
λ∑
k=dλ/2e
+∞∑
`=2
1
(k`)3/2
=
λ∑
k=dλ/2e
ζ(3/2)− 1
k3/2
≤ (ζ(3/2)− 1)
(
(2/λ)3/2 +
∫ λ
λ/2
dx
x3/2
)
≤ ζ(3/2)− 1√
λ
(
2(
√
2− 1) + 2
3/2
λ
)
.
Enﬁn, pour la troisième somme, on a
+∞∑
k=λ+1
+∞∑
`=1
1
(k`)3/2
=
+∞∑
k=λ+1
ζ(3/2)
k3/2
≤ ζ(3/2)
+∞∑
k=λ+1
1
k3/2
≤ 2ζ(3/2)√
λ
.
On obtient donc l'inégalité
+∞∑
n=λ
τ(n)
n3/2
≤ 2 log λ√
λ
+
5/2− 2 log(2) + 2(ζ(3/2)− 1)(√2− 1) + 2ζ(3/2)√
λ
+
23/2(ζ(3/2)− 1)
λ3/2
≤ 2 log λ+ 7.7√
λ
+
4.6
λ3/2
On obtient donc l'inégalité voulue lorsque λ ≥ 4.6/0.3, et on vériﬁe par machine qu'elle reste vraie
pour λ plus petit.
On peut maintenant donner des bornes sur |A(χ,N) et |B(χ,N)|.
90 II. ESTIMATION DE MOYENNES DE FONCTIONS L
Proposition II.3.5. Pour N = p ou p2 avec p un nombre premier impair, on a
|A(χ,N)| ≤ min
(
14D
N
,
√
D
N
(
9 log2(D) + 6 log(D) log(N)
))
|B(χ,N)| ≤ min
(
7D√
N
,
√
D
N
(
9 log2(D) + 12 log(D) log(N) + 6 log2(N)
)
+
τ(D)√
D
)
Démonstration. Soit λ > 0 un paramètre (non entier) et c > 0. On va utiliser la borne (II.32)
pour c < λ et la borne (II.25) pour c > λ, d'où
|A(χ,N)| =
∣∣∣∣∣∑
c>0
SA(Nc)
Nc
∣∣∣∣∣ ≤ 6√D
 bλc∑
c=1
log(DNc) + 1.5
Nc
+ 2D√N
 ∑
c≥dλe
τ(c)
(Nc)3/2

≤ 6
√
D
N
(
(log(DN) + 1.5)(1 + log(λ)) +
log(λ)2 + 1
2
)
+
2D
N
(
2 log(λ) + 8√
λ
)
Si on choisit λ < 1, cela revient à utiliser la borne de Weil partout, et on obtient alors
|A(χ,N)| ≤ 2D
N
ζ(3/2)2 ≤ 14D
N
.
Si D > e4, on choisit λ = D/e4 et on développe log(λ) dans l'inégalité ci-dessus, d'où l'inégalité
|A(χ,N)| ≤
√
D
N
(9 log(D)2 + 6 log(D) log(N)).
Ceci est en fait le terme dominant du développement pour le λ choisi, et on voit rapidement que
les termes restants sont à somme négative. Si D < e4, la majoration tient encore car elle est plus
grossière que la borne précédente. On procède de même pour B(χ,N) : pour λ > D, on a
|B(χ,N)| ≤ 6
√
D
N
(
(log(D) + 1.5)(1 + log(λ)) +
log(λ)2 + 1
2
)
+
D√
N
· 2 log(λ) + 8√
λ
+
τ(D)√
DN
.
Ce dernier terme dans la somme apparaît car on n'a qu'une borne de Weil pour d = D. Si on
choisit la borne de Weil pour |B(χ,N)|, on obtient
|B(χ,N)| ≤ 1√
N
∑
d>0
Dτ(d)
d3/2
≤ 1√
N
ζ(3/2)2D ≤ 7D√
N
.
Pour le reste, on choisit λ = DN/e4, et comme précédemment les termes dominants en D et N
sont ceux qui donnent la borne énoncée, le reste étant négatif.
On peut maintenant conclure sur la non-annulation des sommes pondérées.
Théorème II.1.
Soit K un corps quadratique imaginaire de discriminant −D et de caractère χ. Alors, pour
tout nombre premier p > 50D1/4 logD ne divisant pas D, (a1, Lχ)
+,new
p2 6= 0.
Démonstration. D'après le lemme II.1.1 et la formule (II.22), on a
1
4pi
|(a1, Lχ)+,newp2 | =
1
4pi
∣∣∣∣(a1, Lχ)p2 − (a1, Lχ)pp− 1
∣∣∣∣
≥ e−2pi/(Dp) − 1
p− 1 − 2pi
(
|A(χ, p2)|+ |B(χ, p2))|+ |A(χ, p)|
p− 1 +
|B(χ, p)|
(p− 1)
)
.
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En n'utilisant que les bornes de Weil de la proposition II.3.5, et comme pour Dp ≥ 72, on a
e−2pi/(Dp) ≥ 19/20, on obtient
1
4pi
|(a1, Lχ)+,newp2 | >
19
20
− 1
p− 1 −
14piD
p
(
1 +
2
p
+
2
p− 1 +
1√
p(1− 1/p)
)
>
18
20
− 50D
p
pour p ≥ 37.
Ce terme est donc non nul dès que p > 56D (on a fait des arrondis naturels dans ce calcul pour
simpliﬁer la formule ﬁnale). Cette borne, bien que pouvant être pratique dans les petits cas, n'est
pas aussi bonne en fonction de D que les bornes données par la transformée d'Abel, c'est pourquoi
on les donne maintenant. Avec la transformée d'Abel et les mêmes hypothèses sur p, on obtient
après mise en commun des bornes et arrondis (par exemple, τ(D) ≤ 2√D et pour nos hypothèses
sur p, la contribution des termes utilisant τ est d'au plus 1/20) :
1
4pi
∣∣∣(a1, Lχ)+,newp2 ∣∣∣ ≥ 1720 − 2pi
√
D
p2
(
37 log(D)2 + 45 log(D) log(p) + 31 log(p)2
)
et on voit après un peu d'analyse réelle que pour p > 50D1/4 log(D) lorsque D ≥ 15 le terme
de droite est strictement positif, et on retrouve les petits cas avec des calculs plus ﬁns sur les
estimations précédentes. Plus précisément, pour D = 7, 8 ou 11, on retrouve cette borne grâce à la
borne de Weil appliquée en tout terme sauf en |B(χ, p2)| et pour D = 3 ou 4, on peut la retrouver
grâce aux calculs de [BEN10] (qui sont en fait beaucoup plus précis pour D petit).
Remarque II.3.2. En observant attentivement les détails des calculs, on s'aperçoit que la contri-
bution de |A(χ,N)| est d'ordre de grandeur N−1/2 fois plus petit que celle de |B(χ,N)| pour les
bornes de Weil, alors qu'elles sont sensiblement équivalentes pour les bornes issues de la trans-
formée d'Abel. Le phénomène parait assez diﬃcile à expliquer, mais il permet de voir rapidement
qu'on pouvait sensiblement améliorer la borne de p D à p D1/4 logD.
II.4 Calculs de la moyenne pondérée (cas quadratique réel)
Soit ici χ un caractère de Dirichlet quadratique pair de conducteur D, d > 1 et p premiers tels
que (D, dp) = 1 et χ(d) = 1. Les calculs seront pour la plus grande partie similaires à la section
précédente. Les calculs détaillent (avec des constantes explicites) le théorème 1 de [LF15].
D'après le lemme II.1.1 (b), il nous faut calculer (a1, Lχ)
+p2 ,−d
dp2 et (a1, Lχ)
χ(p)p,−d
dp . On ﬁxe ici
N = dp ou N = dp2 suivant les cas, et
x =
2pi
D
√
N
.
D'après les équations fonctionnelles (II.2) et (II.3), pour tout f ∈ S2(Γ0(N))−χ(N),
Lχ(f) = 4pi
∫ +∞
1/(D
√
N)
(f ⊗ χ)(iu)du = 2
+∞∑
n=1
χ(n)an(f)
n
e−nx.
On a donc, pour εp := +p2 si N = dp2 (resp. εp := χ(p)p si N = dp) :
(a1, Lχ)
εp,−d
N = 2
+∞∑
n=1
χ(n)(a1, an)
εp,−d
n
e−nx.
On pose, pour tout diviseur Q de N tel que (Q,N/Q) = 1 :
AQ(χ) =
+∞∑
n=1
χ(n)√
n
e−nx
∑
c>0
(N/Q)|c
(c,Q)=1
S(1, nQ−1; c)
c
√
Q
J1
(
4pi
√
n
c
√
Q
)
.
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Alors, d'après la formule des traces de Petersson (proposition II.2.2 et remarque II.2.2), on a
(a1, Lχ)
εp,−d
N = 2pie
−x − 4pi2 (A1(χ)−AN/d(χ) +Ad(χ)−AN (χ)) . (II.33)
On va chercher à montrer que chaque AQ(χ) tend vers 0 quand p tend vers l'inﬁni, pour obtenir
la non-annulation. Tout d'abord, grâce aux bornes de Weil (II.11), on peut permuter les deux
sommes dans les déﬁnitions des AQ(χ), d'où
AQ(χ) =
∑
c>0
(N/Q)|c
(c,Q)=1
SQ(c)
c
, SQ(c) :=
+∞∑
n=1
χ(n)√
Q
√
n
e−nxS(1, nQ−1; c)J1
(
4pi
√
n
c
√
Q
)
.
On en déduit les bornes suivantes :
Lemme II.4.1. Pour tout c diﬀérent de D, on a
|SQ(c)| ≤ min
(
D
√
Nτ(c)
Q
√
c
,
6
√
D
Q
(log(Dc) + 1.5)
)
.
Pour c = D, seule la première borne est valide.
Démonstration. C'est le même raisonnement que celui des preuves des propositions II.3.1 et II.3.3
(attention aux légers changements de normalisation).
Proposition II.4.2.
On suppose ici que N = dp ou N = dp2 avec d et p premiers distincts, et p > 27.
Pour tout Q divisant N tel que (Q,N/Q) = 1 et Q < N :
|AQ(χ)| ≤ min
(
7D
√
Qτ(N/Q)
N
,
9
√
D
N
log(DN)2
)
. (II.34)
Dans le cas où Q = N , il faut ajouter τ(D)/
√
DN à la seconde majoration.
Démonstration. Pour un paramètre λ > 0 non entier, on utilisera la première borne du lemme
II.4.1 pour c/(N/Q) < λ, la seconde pour c/(N/Q) > λ. Dans le seul cas où Q = N , la seconde
n'est pas utilisable pour c = D, et on majore alors SN (D)/D par τ(D)/
√
DN . A cet ajout près,
on peut donc majorer pour tout Q de la manière suivante :
|AQ(χ)| ≤
bλc∑
c=1
6
√
D/Q(log(DNc/Q) + 1.5)
(Nc/Q)3/2
+
+∞∑
c=dλe
D
√
Nτ(Nc/Q)
Q(Nc/Q)3/2
≤ 6
√
D
N
(
(1.5 + log(DN/Q))(1 + log λ) +
1 + log2 λ
2
)
+
D
√
Qτ(N/Q)(2 log λ+ 8)
N
√
λ
d'après le lemme II.3.4. Si on a choisi λ < 1, on n'utilise en fait que la première borne, et alors
|AQ(χ)| ≤ D
√
Qτ(N/Q)
N
ζ(3/2)2 ≤ 7D
√
Qτ(N/Q)
N
.
Dans le cas contraire, on se donne un paramètre µ ≥ 0 et on ﬁxe λ = DQ/eµ. En développant
les termes ci-dessous (et en remplaçant log(DQ) par log(DN)− log(N/Q)), on obtient l'inégalité
suivante :
|AQ(χ)| ≤
√
D
N
(
9 log(DN)2 + T1 log(DQ) + T2
)
avec
T1 = 2e
µ/2τ(N/Q)− 12µ− 6 log(N/Q)− 6 logN + 15,
T2 = 6(1− µ− log(N/Q)/2) log(N/Q) + 9(1− µ)− 6(1− µ) logQ+ 3(1 + µ2).
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Il suﬃt donc de trouver un paramètre µ tel que T1 et T2 sont négatifs.
Pour Q = 1, τ(N) = 6 donc T1 ≤ 0 équivaut à
eµ/2 + 5/4 ≤ µ+ logN.
Cette inégalité est satisfaite pour µ = 1 lorsque N ≥ 7, et alors T2 = 6− logN2/2 est également
négatif lorsque N ≥ 31. Ceci prouve l'inégalité voulue pour N ≥ 31 et Q = 1.
Pour Q = N , τ(1) = 1 donc T1 ≤ 0 si
eµ/2
3
+
15
6
≤ 2µ+ logN.
Cette inégalité est satisfaite pour µ = 0 et N ≥ 18, et alors T2 ≤ 0 est automatique.
Enﬁn, pour Q 6= 1, N , τ(N/Q) ≤ 3 et 6 log(N/Q) ≥ 6 log 2 ≥ 4, donc T1 ≤ 0 est impliqué par
eµ/2 +
11
6
≤ logN + 2µ,
or cette inégalité est vraie pour µ = 0 et µ = 1. Or, si logN ≥ 4 c'est-à-dire N ≥ 55, soit logQ ≥ 2,
auquel cas T2 ≤ 0 pour µ = 0, soit log(N/Q) ≥ 2 et alors T2 ≤ 0 pour µ = 1, ce qui conclut la
preuve.
Nous pouvons maintenant donner le résultat d'existence de quotients de rang zéro sur Q dans
le cas quadratique réel.
Théorème II.2. Soit d un nombre premier et χ un caractère quadratique pair de conducteur D.
Supposons que Lχ = 0 sur S2(Γ0(d))).
 Si D 6= 1, alors D ≥ 5 et
(a1, Lχ)
+p2 ,−d,new
dp2 6= 0 si p ≥ 142D1/4 log(D).
En particulier, si χ = 1, J0(dp
2)+p2 ,p−new admet un quotient de rang zéro sur Q, et si χ est
le caractère de Dirichlet d'un corps quadratique réel, la tordue de J0(dp
2)+p2 ,p−new,−d par χ
admet également un quotient de rang zéro sur Q.
 Si D = 1, alors
(a1, Lχ)
+p2 ,−d,new
dp2 6= 0 si p ≥ 125.
Démonstration. En majorant grossièrement log(dp) par log(dp2) dans l'inégalité (II.34), puis en
utilisant le lemme II.1.1 (b) et la formule (II.33), on a, comme e−2pi/D
√
N − 1p−1 ≥ 9/10 lorsque
p ≥ 55,
(a1, Lχ)
+p2 ,−d,p−new
dp2
2pi
≥ 9
10
− 36pi
√
D log(Ddp2)2
dp2
− 36pi
√
D log(Dp)2
dp(p− 1)
−2pi τ(D)√
Ddp2
− 2pi τ(D)√
Ddp(p− 1)
(a1, Lχ)
+p2 ,−d,p−new
dp2
2pi
≥ 9
10
− 230
√
D log(Ddp2)2
dp2
− 14
dp2
.
Pour évaluer à partir de quand le terme de droite est strictement positif, on pose C > 0 tel que
dp2 = C
√
D log(D)2 (on suppose ici que D ≥ 2), de sorte que
√
D log(Ddp2)2
dp2
=
log(D3/2C log(D)2)2
C log(D)2
=
1
C
(
9
4
+
3 log(C)
log(D)
+ 6
log logD
log(D)
+
4 logC log logD
log(D)2
+
4 log log(D)2
log(D)2
+ (logC)2
)
≤ 1
C
(
9
4
+
3 logC
log 5
+ 1.8 + 0.8 · logC + log(C)2
)
≤ 1
C
(
2.7 + 3 logC + log(C)2
)
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Par analyse réelle on obtient que ceci est majoré par 8.5/2300 lorsque C ≥ 40000, et sous
ces conditions on a bien 14/dp2 < 0.5/10. Comme d ≥ 2, nous venons donc de montrer que
(a1, Lχ)
+p2 ,−d,p−new
dp2 6= 0 lorsque p ≥
√
20000D1/4 log(D). On arrondit cette inégalité en p ≥
142D1/4 log(D).
Dans le cas où D = 1, il suﬃt de trouver à partir de quand 230 log(dp2)2/(dp2) ≤ 8.5/10, et
c'est le cas lorsque dp2 ≥ 30000, soit quand p > 125.
Remarque II.4.1. Le cas D = 1 avait déja été fait par [DM97] lorsque d ≤ 2, 3 pour tout p ≥ 7.
Notre preuve étant de nature analytique, les bornes obtenues sont moins bonnes mais on obtient
alors la même chose pour tout d premier et tout p ≥ 125. Dans la veine des deux cas quadratiques
(réel et imaginaire), on peut espérer prouver l'existence de quotients de rang zéro inédits sur
certaines jacobiennes modulaires résistant encore à une approche  exacte .
Les inégalités écrites ici permettraient peut-être, complétées avec des arguments semblables à la
remarque de la proposition 26.15 de [IK04], de non seulement dire qu'il existe une forme modulaire
f telle que Lχ(f) 6= 0, mais également de minorer la proportion de telles formes modulaires parmi
une base de l'espace ambiant de f (dans le cas le plus optimiste, par une constante absolue). Ceci
permettrait donc de minorer la dimension des quotients d'enroulement de nos jacobiennes. La
méthode existe déja pour le niveau premier p (théorème 26.3 de [IK04]), mais plusieurs diﬃcultés
supplémentaires s'ajoutent pour les niveaux p2 et dp2. La première est qu'elle utilise les fonctions
L de carré symétrique, de déﬁnition plus complexe qu'en niveau premier, et sans expression du
signe de l'équation fonctionnelle en fonction des coeﬃcients de Fourier de f . La seconde est qu'il
faut réussir encore une fois à écarter la contribution des formes anciennes, ce qui annonce des
manipulations au moins aussi délicates que celles de la preuve du (b) du lemme II.1.1. Ces précisions
sur les diﬃcultés du cas avec facteur carré m'ont été aimablement données par Emmanuel Royer.
III
La méthode de Runge en toute
dimension
 Horloge ! dieu sinistre, eﬀrayant, impassible ! 
 Charles Baudelaire
Dans ce chapitre, nous présentons la méthode de Runge pour prouver des résultats de ﬁni-
tude du nombre de points entiers sur certaines variétés projectives. La section III.1 regroupe les
déﬁnitions et résultats plus ou moins élémentaires sur les hauteurs et points entiers qui seront
nécessaires pour les diﬀérentes formulations des théorèmes et leurs preuves. Comme nous l'avons
déja vu dans le premier chapitre pour X0(p) (section I.7), la méthode de Runge est appliquée dans
son usage classique pour des courbes algébriques, et nous y reviendrons dans la section III.2. Elle
peut être rendue explicite dans une grande diversité de cas. Contrairement aux preuves qu'on peut
trouver dans la littérature, nous présenterons un argument qui permet théoriquement un résul-
tat eﬀectif en la hauteur de départ et non pas en des hauteurs auxiliaires. Ainsi, la section III.3
montrera suivant Bilu et Parent [BP11b] comment les unités modulaires permettent un résultat
eﬀectif (et d'une précision satisfaisante) pour les courbes modulaires générales. Ensuite, nous ex-
pliquerons dans la section III.4 comment la théorie à la base de cette méthode peut se généraliser
aux variétés de dimension supérieure, avec divers choix de déﬁnition de points entiers. Enﬁn, dans
la section III.5, après de nombreux rappels sur les variétés modulaires de Siegel, qui généralisent
les courbes modulaires, nous appliquerons les résultats établis dans la section III.4 à des points
entiers représentant des surfaces abéliennes, avant de discuter quelques possibilités d'application
futures.
III.1 Hauteurs et points entiers sur les variétés algébriques
La plupart des rappels, notations et déﬁnitions de cette section est tirée du (ou inspirée du)
chapitre B de [HS00].
Soit K un corps de nombres. On note MK (resp. M∞K , M
0
K) l'ensemble des places (resp. places
inﬁnies, places ﬁnies) de K.
On associe à la seule place inﬁnie de Q la valeur absolue usuelle, notée | · |∞, et pour tout
nombre premier p, la valeur absolue | · |p est déﬁnie pour tout x ∈ Q∗ par
|x|p = p− ordp(x),
où ordp(x) est l'unique entier tel qu'on peut écrire x = pordp(x)a/b avec p ne divisant ni a ni b.
Par convention, ordp(0) = +∞ et |0|p = 0.
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Les valeurs absolues ainsi normalisées vériﬁent la formule du produit sur Q, à savoir que pour
tout x ∈ Q∗, ∏
v∈MQ
|x|v = 1.
Toute place v de K est au-dessus d'une certaine place v0 de Q. On appelle degré local de v
l'entier nv = [Kv : Qv0 ], et on normalise la valeur absolue | · |v de telle sorte qu'elle prolonge | · |v0
à K.
Pour toute place v ∈MK et toute extension L de K, on a∑
w∈MK
w|v
nw = [L : K]nv (III.1)
et pour tout x ∈ K∗, on en déduit la formule du produit∏
v∈MK
|x|nvv = 1.
Pour tout ensemble de places S de K contenant M∞K , on note
OK,S = {x ∈ K | v(x) ≥ 0 pour toute valuation v /∈ S},
en particulier OK,M∞K = OK .
Pour tout point P = (x0 : · · · : xn) ∈ Pn(K), on déﬁnit la hauteur logarithmique de Weil de P
par
h(P ) =
1
[K : Q]
∑
v∈MK
nv log max(|x0|v, · · · , |xn|v) (III.2)
Ses propriétés principales sont les suivantes :
Proposition III.1.1 (Hauteur logarithmique absolue de Weil).
(a) La hauteur h(P ) est absolue, c'est-à-dire indépendante des choix de coordonnées, et du
corps de nombres K tel que P ∈ Pn(K). On peut donc la déﬁnir sur Pn(Q).
(b) Pour tout σ ∈ Gal(Q/Q) et tout P ∈ Pn(Q), h(σ(P )) = h(P ).
(c) (Propriété de Northcott) Pour toute constante C et tout entier m, l'ensemble
{P ∈ Pn(Q) | [Q(P ) : Q] ≤ m et h(P ) ≤ C}
est ﬁni.
Démonstration. L'indépendance en les choix de coordonnées est une conséquence directe de la
formule du produit sur un corps de nombres. Pour le reste des propriétés, le (a), le (b) et le (c)
sont respectivement le lemme B.2.1 (c) (où H = e[K:Q]h), la proposition B.2.2 et le théorème B.2.3
de [HS00].
On peut également déﬁnir des hauteurs sur une variété algébrique, de la manière suivante.
Déﬁnition III.1.2 (Hauteur relative à un morphisme).
Soit X une variété algébrique déﬁnie sur Q et φ : X → Pn(Q) un morphisme. La hauteur
associée à φ est la hauteur hφ déﬁnie sur X(Q) par
hφ(P ) := h(φ(P )).
Dans le cas où φ est à ﬁbres ﬁnies (en particulier un plongement, ou un morphisme non
constant si X est une courbe), la hauteur hφ a la propriété de Northcott, c'est-à-dire qu'il n'y a
qu'un nombre ﬁni de points de X(Q) de degré du corps de déﬁnition et de hauteur hφ bornés,
pour tous choix de ces bornes d'après la proposition III.1.1 (c).
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Pour tout x ∈ Q, considérant l'injection naturelle i : Q ⊂ P1(Q), la hauteur h(x) est déﬁnie
pour K = Q(x) par
h(x) := hi(x) =
1
[K : Q]
∑
v∈MK
nv log
+ |x|v. (III.3)
où pour tout t ∈ [0,+∞[, log+ t = max(0, log t).
Nous allons maintenant déﬁnir une topologie sur Pn(K) (et certains des ses ouverts notables)
lorsque (K, | · |v) est un corps valué.
On note ‖ · ‖v la norme sup associée | · |v sur An(K) pour tout n ∈ N∗.
Déﬁnition III.1.3. Soit K un corps de nombres et n ≥ 1.
(a) Pour tout i ∈ {0, · · · , n}, on note
Ui = {(x0 : · · · : xn) ∈ Pn(K) |xi 6= 0}
et on appelle cet ouvert le i-ème ouvert de coordonnées, et ϕi la fonction de normalisation des
coordonnées sur Ui, c'est-à-dire
ϕi : Ui −→ An+1
(x0 : · · · : xn) 7−→
(
x0
xi
, · · · xnxi
)
. (III.4)
À tout polynôme homogène g ∈ K[X0 : · · · : Xn], on associe naturellement une fonction
régulière sur Ui par gi := g ◦ ϕi.
(b) Pour toute place v de MK et tout i ∈ {0, · · · , n}, on note
Ei,v := {(P,w) ∈ Pn(K)×MK tel que w | v et |xi|w = max0≤j≤n |xj |w}
qui est une partie de Ui(K).
(c) Pour tout i ∈ {0, · · · , n}, on note
Ei := {(P,w) ∈ Pn(K)×MK | |xi|w = max0≤j≤n |xj |w}.
Remarquons que l'union des Ei est égale à Pn(K)×MK .
(d) Pour X un fermé de Pn(K), on utilise les mêmes notations pour les restrictions naturelles
de ces parties à X.
Dans tout ce chapitre, s'il est fait mention d'un espace projectif Pn ambiant, les notations Ui,
ϕi et Ei désignent par défaut les objets ci-dessus. On note alors div la distance sur Ui déﬁnie par
div(P,Q) = ‖ϕi(P )− ϕi(Q)‖v.
Remarquons que pour un corps de nombres K et deux points distincts P et Q de Ui(K), on a
div(P,Q) = 1 pour tout v ∈MK sauf un nombre ﬁni d'entre eux.
Déﬁnition-Proposition III.1.4 (v-topologie).
Soit (K, | · |v) un corps valué et n ∈ N∗.
(a) Les topologies déﬁnies par les distances div sur les Ui sont compatibles sur les Ui ∩ Uj , et
il existe donc une unique topologie sur Pn(K), appelée la v-topologie, qui induit sur chaque Ui la
topologie de la distance div.
(b) La v-topologie est plus ﬁne que la topologie de Zariski sur Pn(K) et les fonctions rationnelles
sur Pn(K) sont continues sur leur domaine de déﬁnition.
(c) L'espace projectif muni de la v-topologie est séparé, et même compact si K est localement
compact.
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Démonstration.
(a) Pour tous i 6= j, la fonction xj/xi est continue sur Ui donc Ui∩Uj est ouvert dans Ui (et dans
Uj par rôle symétrique). De plus, sur An+1(K), le changement de carte induit par l'isomorphisme
naturel avec Ui ∩ Uj est exactement l'application
ϕj ◦ ϕ−1i : (x0, · · · , 1i, · · · , xj , · · ·xn) 7→
(
x0
xj
, · · · , 1i
xj
, · · · , 1j , · · ·xn
)
.
On voit immédiatement que celle-ci est un homéomorphisme entre les ouverts naturels de déﬁnition
et d'image, ce qui prouve que les topologies induites par Ui et Uj sur Ui ∩ Uj sont les mêmes.
L'existence d'une unique topologie sur Pn(K) induisant celles sur les Ui est ensuite un résultat
classique de topologie.
(b) Les polynômes de K[X1, · · · , Xn] sont continus sur (An(K), ‖ · ‖v), donc les fractions ra-
tionnelles de K(X1, · · · , Xn) le sont sur leurs domaines de déﬁnition dans An(K). On en déduit
par déﬁnition des distances div qu'une fonction rationnelle φ sur Pn(K) a sa restriction continue
sur chacun des ouverts de coordonnées Ui, donc est continue sur Pn(K). De plus, un fermé de
Zariski sur Pn(K) est l'ensemble des zéros d'un idéal homogène, donc la réunion d'un ensemble
de zéros commun d'un idéal de polynômes sur chaque Ui et il est donc également fermé pour la
v-topologie sur Pn(K).
(c) Soient deux points distincts P,Q de Pn(K). S'ils appartiennent à un ouvert de coordonnées
commun Ui, la topologie sur Ui étant métrique, on peut les séparer par deux ouverts de Ui. Sinon,
prenons i et j tels que P ∈ Ui\Uj et Q ∈ Uj\Ui. Par hypothèse, on peut prendre un voisinage VP
de P (resp. VQ de Q) tel que pour tout point (x0 : · : xn) de ce voisinage, on a xj/xi < 1 (resp.
xi/xj < 1), et alors VP ∩ VQ = ∅, ce qui prouve la séparation de Pn(K). Ensuite, remarquons que
Pn(K) est l'image par l'application (continue) de projection An+1(K)\{0} → Pn(K) de l'union
des B ∩Hi où B est la boule unité de centre 0 et de rayon 1 pour la norme ‖ · ‖v et Hi l'hyperplan
d'équation xi = 1. Cette application de projection est continue par construction de la v-topologie,
et chacun des B∩Hi est compact car fermé et borné (vu les hypothèses sur (K, | · |v)), donc Pn(K)
est compact.
Pour formaliser la plupart des résultats qui vont suivre, nous aurons besoin de la notion deMK-
constantes et des déﬁnitions associées. Ce vocabulaire est à quelques modiﬁcations près classique,
et exposé par exemple dans la section B.8 de [HS00] ou la section 2.6 de [BG06].
Déﬁnition III.1.5 (MK-constantes et parties MK-bornées).
Soit K un corps de nombres et X une variété sur K.
(a) Une MK-constante est une famille (cv)v∈MK de réels positifs telle que cv = 0 sauf pour un
nombre ﬁni de places v ∈MK . LesMK-constantes forment un cône de (R+)MK , stable par somme
et maximum sur chacune des coordonnées. Une famille (Cv)v∈MK de réels estMK-bornée s'il existe
une MK-constante (cv)v∈MK telle que Cv ≤ ecv pour tout v ∈ MK (en particulier, Cv ≤ 1 pour
toute place v ∈MK sauf un nombre ﬁni d'entre elles).
(b) Une partie E de X(K) ×MK est subordonnée à un ouvert aﬃne U si E ⊂ U(K) ×MK .
Une fonction f ∈ K[U ] est alors MK-bornée sur E si la famille des (Cv)v∈MK avec
Cv = sup
(P,w)∈E
w|v
|f(P )|w
est MK-bornée.
(c) Une partie E de X(K) ×MK est aﬃnement MK-bornée dans l'ouvert aﬃne U si toute
fonction régulière f ∈ K[U ] estMK-bornée sur E. Il suﬃt de vériﬁer que toutes les fonctions d'une
famille génératrice ﬁnie de la K-algèbre K[U ] sont MK-bornées sur E.
(d) Une partie E de X(K)×MK est MK-bornée dans X si X admet un recouvrement ﬁni par
des ouverts aﬃnes (Ui)i∈I et E par des parties Ei telles que chaque Ei est aﬃnement MK-bornée
dans l'ouvert aﬃne Ui. Une partie E de X(K) est MK-bornée dans X si E ×MK l'est.
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Remarque III.1.1.
(a) Si L est une extension ﬁnie de K, on étend naturellement toute MK-constante (cv)v∈MK à
une ML-constante renotée (cw)w∈ML par cw := cv si w est au-dessus de v. Remarquons qu'alors,
grâce à la formule (III.1)
1
[L : Q]
∑
w∈ML
nwcw =
1
[K : Q]
∑
v∈MK
nvcv.
Réciproquement, si (cw)w∈ML est une ML-constante, on peut déﬁnir (cv)v∈MK où cv est le maxi-
mum des cw pour w au-dessus de v. Cette fois, on a l'inégalité
1
[L : Q]
∑
w∈ML
nwcw ≤ 1
[K : Q]
∑
v∈MK
nvcv.
(b) Pour tout x ∈ K∗, la famille (log+ |x|v)v∈MK est une MK-constante. Ensuite, l'ensemble
{(P, v) ∈ An(K)×MK | ‖P‖v ≤ 1} est aﬃnement MK-borné dans l'ouvert aﬃne AnK . Le reste des
preuves s'appuiera notablement sur ces deux exemples.
(c) Il est important de noter que la notion de parties MK-bornées n'est pas stable par sous-
ouvert aﬃne : cela est dû au fait que si V est un ouvert aﬃne de U , toute fonction régulière sur V
n'est pas forcément la restriction d'une fonction régulière sur U . Cependant, il existe une certaine
stabilité par recouvrement aﬃne ﬁni, qu'on détaille dans la proposition suivante.
Proposition III.1.6. Soit K un corps de nombres et X une variété sur K.
(a) Si E est aﬃnement MK-bornée dans U , pour tout recouvrement ﬁni de U par des ouverts
aﬃnes Ui, il existe un recouvrement (Ei)i∈I de E tel que chaque Ei est aﬃnement MK-bornée
dans Ui.
(b) Si E est MK-bornée dans une variété X, pour tout recouvrement ﬁni de X par des ouverts
(Ui)i∈I , il existe un raﬃnement aﬃne (W`)`∈L de ce recouvrement et un recouvrement (E`)`∈L de
E tel que chaque E` est aﬃnement MK-bornée dans W`.
(c) Si X est projective, toute partie de X estMK-bornée dans X, et on peut donc leur appliquer
le (a) et le (b).
Démonstration. (a) Tout d'abord, il suﬃt de prouver le résultat pour un raﬃnement aﬃne ﬁni des
(Ui)i∈I . En eﬀet, s'il est établi pour un tel raﬃnement (Vi,j)i,j de (Ui)i∈I (de sorte que chaque Vi,j
est un ouvert aﬃne de Ui), on obtient des Ei,j aﬃnement MK-bornés dans les Vi,j par hypothèse,
et on pose comme Ei la réunion (ﬁnie) des Ei,j pour tous les Vi,j raﬃnant Ui. Alors, comme toute
fonction régulière sur Ui l'est sur chacun des Vi,j (en nombre ﬁni), elle est MK-bornée sur chaque
Ei,j donc sur leur union Ei, ainsi celle-ci est aﬃnement MK-bornée dans Ui.
Maintenant, une base d'ouverts aﬃnes de U est donné par les ouverts aﬃnes principaux, c'est-
à-dire ceux de la forme Uf := {x ∈ U | f(x) 6= 0} pour une fonction régulière f ∈ K[U ]. Par quasi-
compacité des ouverts aﬃnes pour la topologie de Zariski, on peut donc choisir un raﬃnement
aﬃne ﬁni des (Ui)i∈I formé uniquement d'ouverts aﬃnes principaux, renotons-le (Ui)i∈I où chaque
Ui est un Ufi , fi ∈ K[U ] jusqu'à la ﬁn de la preuve. On pose ici
Ei = {(P,w) ∈ E | |fi(P )|w = max
j
|fj(P )|w}.
Il est clair que les Ei recouvrent E et que Ei est subordonné à Ui pour tout i car Ui = Ufi ,
reste donc à montrer que Ei est aﬃnement MK-borné dans Ui. Posons h1, · · · , hn un ensemble de
générateurs de K[U ]. Alors, un ensemble de générateurs de K[Ui] est h1, · · · , hn, 1fi , et comme E
est aﬃnement MK-bornée dans U , chacune des fonctions hj est MK-bornée sur E, il reste donc à
vériﬁer que 1/fi l'est sur Ei. Comme l'union des Ui est U , les fi n'ont pas de zéro commun dans
U(K), ainsi par le Nullstellensatz sur K[U ] on peut écrire∑
i∈I
figi = 1
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pour certains gi ∈ K[U ]. Pour toute paire (P,w) ∈ Ei, on a donc
1 =
∣∣∣∣∣∣
∑
j∈I
gj(P )fj(P )
∣∣∣∣∣∣
w
d'où ∣∣∣∣ 1fi(P )
∣∣∣∣
w
=
∣∣∣∣∣∣
∑
j∈I
gj(P )fj(P )
fi(P )
∣∣∣∣∣∣
w
≤ |I|δ max
j∈I
|gj(P )|w,
où δ vaut 1 si w est archimédienne et 0 si w est ultramétrique. Or, chacune des fonctions gj est
régulière sur U donc MK-bornée sur E donc Ei, donc 1/fi l'est, ainsi Ei est aﬃnement MK-borné
dans Ui.
(b) Par hypothèse, il existe un recouvrement aﬃne ﬁni (Vj)j∈J deX et un recouvrement (Ej)j∈J
de E tel que Ej est aﬃnementMK-borné dans Vj . Les ouverts Ui∩Vj ne sont pas forcément aﬃnes
mais on en prend un raﬃnement aﬃne ﬁni (Wi,j,k)i,j,k (à j ﬁxé, les Wi,j,k recouvrent donc Vj).
D'après le (a), il existe donc un recouvrement (Ei,j,k)i,j,k de Ej tel que chaque Ei,j,k est aﬃnement
MK-borné dans Wi,j,k et leur réunion est E, ce qui conclut la preuve.
(c) Il suﬃt par inclusion de montrer que X(K) est borné dans X. Choisissons un plongement
projectif X ⊂ PnK . Pour tout i, on note Ui le i-ème ouvert de coordonnées et Ei comme dans la
déﬁnition III.1.3. Alors, Ei est subordonné à Ui, K[Ui] est engendré par les fonctions coordonnées
xj/xi, j 6= i, et pour tout j ∈ {0, · · · , n}, on a
sup
w∈MK
sup
P∈Ei
∣∣∣∣xjxi (P )
∣∣∣∣
w
≤ 1
ainsi chaque Ei est bien aﬃnementMK-borné dans Ui, et l'union des Ei est bien X(K)×MK .
Remarque III.1.2. Relativement à une même variété ambiante, une partie d'un ensemble MK-
borné l'est également, en revanche la notion de partie MK-bornée dépend de la variété ambiante.
Par exemple, Ui ⊂ Pn est MK-borné dans Pn mais pas dans lui-même ! C'est aussi la raison pour
laquelle, dans le (b), un raﬃnement du recouvrement est nécessaire pour récupérer des parties
aﬃnement MK-bornées : cela ne fonctionne pas en général avec le recouvrement de départ.
Nous allons maintenant prouver un résultat basé sur le Nullstellensatz qui sera utilisé à de
nombreuses reprises par la suite.
Proposition III.1.7 (Minoration par une MK-constante). Soit n ≥ 1 un entier et K un corps
de nombres.
Soit X une sous-variété fermée de An et Y1, · · · , Yk des fermés de Zariski de X déﬁnis sur
K, d'intersection Y . On pose, pour tout i ∈ {1, · · · , k}, gi,1, · · · , gi,ji des générateurs de l'idéal
déﬁnissant Yi dans K[X] et de même h1, · · · , hs pour l'idéal déﬁnissant Y . Alors, il existe une
MK-constante (cv)v∈MK telle que pour tout couple (P,w) ∈ X(K)×MK vériﬁant ‖P‖w ≤ 1 avec
w au-dessus de v, on a la dichotomie suivante :
max
1≤i≤k
1≤j≤ji
log |gi,j(P )|w ≥ −cv ou max
1≤m≤hs
log |hm(P )|w < 0.
Démonstration.
(a) D'après le Nullstellensatz appliqué sur X, comme l'intersection des Yi est Y , il existe
une puissance p ∈ N>0 telle que chaque hpm appartient à l'idéal engendré par tous les gi,j . En
conséquence, il existe des polynômes fi,j,m de K[X1, · · · , Xn] tels que pour tout m ∈ {1, · · · , s},∑
1≤i≤k
1≤j≤ji
gi,jfi,j,m = h
p
m.
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Notons N le nombre total de générateurs gi,j multiplié par le nombre maximal de coeﬃcients non
nuls de chaque fi,j,m, et pour tout v ∈ MK , dv ≥ 0 le maximum des logarithmes positifs des
normes | · |v des coeﬃcients des fi,j,m. La famille (dv)v∈MK est alors une MK-constante, et pour
tout (P,w) tel que ‖P‖w ≤ 1, on a∣∣∣∣∣∣∣∣
∑
1≤i≤k
1≤j≤ji
gi,j(P )fi,j,m(P )
∣∣∣∣∣∣∣∣
w
≤ Nδedv max
1≤i≤k
1≤j≤ji
|gi,j(P )|w
où δ = 1 si v est archimédienne, et 0 sinon. Alors, soit log |hm(P )|w < 0 pour tout m ∈ {1, · · · , s},
soit il existe un m tel que log |gm(P )|w ≥ 0, et alors grâce à l'inégalité précédente on a
1 ≤ Nδedv max
1≤i≤k
1≤j≤ji
|gi,j(P )|w
donc il existe (i, j) tel que |gi,j(P )|w ≥ N−δe−dv . En prenant la MK-constante (cv)v∈MK où
cv := dv + δ logN pour tout v ∈MK , on obtient le résultat voulu.
Remarque III.1.3. (a) Intuitivement, la signiﬁcation du point (b) est très naturelle : pour tout
point P de Pn(K), soit P est w-adiquement très proche de l'intersection des Yk (et alors la valeur
de chacun des hm normalisés en P est petite), soit non, et alors P n'est w-adiquement pas trop
proche d'un des Yi donc l'une des valeurs |gi,j ◦ ϕm(P )|w est assez grande. Le Nullstellensatz
permet de quantiﬁer cette intuition sous la forme d'un résultat de MK-constantes.
(b) On peut remplacer le 0 dans la seconde inégalité de l'énoncé de la proposition par une
MK-constante choisie (c0,v)v∈MK , et on obtient alors une MK-constante (cv)v∈MK dépendant de
ce choix. La preuve ci-dessus fonctionne tout à fait de la même manière en remplaçant le 1 dans
la dernière inégalité de la preuve par epc0,v .
Nous allons maintenant lier les normes v-adiques de certaines fonctions avec la réduction dans
un modèle entier propre. Les déﬁnitions et premières propriétés de ceux-ci ont déja été données
dans la section I.2, nous allons simplement rappeler ce qu'elles sont dans le cas où X = PnA avec
A un anneau de Dedekind de corps des fractions K.
Si B est un anneau de Dedekind contenant A et de corps des fractions L, pour tout point
P = (x0 : · · · : xn) ∈ X(L) et tout idéal premier non nul Q de B, on note P = A ∩ Q et après
normalisation des coordonnées pour qu'elles appartiennent toutes à BQ et l'une d'elles à B∗Q, on a
PQ = (x0 : · · · : xn) ∈ Pnk(Q),
qu'on peut voir comme un point de Pn(k(P)).
La proposition suivante fait le lien déﬁnitif entre réduction des points et valuation, sa preuve
est immédiate mais nous la donnons par souci de clarté.
Proposition III.1.8. Soit K un corps de nombres et S0 un ensemble de places de K contenant
M∞K . Soit X un schéma projectif sur OK,S0 , considéré comme un sous-schéma fermé de PnOK ,S0
pour un certain n, et Y un sous-OK,S0-schéma fermé de X.
Supposons que l'idéal (homogène) de OK,S0 [X0, · · · , Xn] déﬁnissant Y dans Pn est engendré
sur OK,S0 par des polynômes homogènes g1, · · · , gs. Soit une extension L de K et une valuation
normalisée w sur L (ne prolongeant pas une valuation de S0) associée à un certain idéal premier
P de L. Alors, tout point P = (x0 : · · · : xn) ∈ X(L) appartient pour un certain i à
Ei,w = {P ∈ X(L) | |xi|w = max
j
|xj |w},
et PP appartient à Yp (où p = P ∩ OK) si et seulement si pour tout j ∈ {1, · · · , s},
|gj ◦ ϕi(P )|w < 1
avec les notations de la déﬁnition III.1.3.
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Démonstration. Pour tout idéal premier p de OK,S0 , un point P = (x0 : · · · : xn) appartient à
Yp(k(p)) si et seulement si ses coordonnées vériﬁent les équations homogènes déﬁnissant Yp dans
Xp, mais celles-ci sont, par hypothèse, exactement les équations g1, · · · , gs modulo p.
Maintenant, pour un point P ∈ X(L) et P un idéal premier de L au-dessus de p de valuation
associée w, le point P appartient à un certain Ei,w et la réduction modulo P de P est alors le
point
PP =
((
x0
xi
)
: · · · :
(
xn
xi
))
∈ Pn(k(P)).
Ainsi, PP appartient à Yp si et seulement si ces coordonnées vériﬁent les équations g1, · · · , gs
modulo p, c'est-à-dire si et seulement si pour tout j ∈ {1, · · · , s},
gj ◦ ϕi(P ) ∈ P,
soit si et seulement si |gj ◦ ϕi(P )|w < 1 pour tout j ∈ {1, · · · , s}.
Remarque III.1.4. Ce résultat est intuitif, et nous conduira pour toute la suite. On peut remar-
quer que cette caractérisation de la réduction dans Yp est la même que la deuxième possibilité de
la dichotomie de la proposition III.1.7, et nous pouvons donc reformuler l'intuition de celle-ci de
la manière suivante : pour tout P ∈ Ei,w, soit P se réduit modulo P dans l'intersection des sous-
schémas Yp, soit non et alors il existe un des générateurs des idéaux de déﬁnition des sous-schémas
assez grands en P pour la norme | · |w associée à P. Il est à noter que ce  assez grand  nécessite
la souplesse des MK-constantes, même si on prend des générateurs bien choisis. Cela est dû au
fait que la réduction modulo p de l'intersection des Yi peut être plus petite que l'intersection des
réductions modulo p de chacun des Yi : dans le cas des courbes, on peut très bien avoir deux points
distincts dans C(K) qui se réduisent en le même point modulo p, donc l'intersection n'est pas vide.
Il faut donc voir l'apparition de la MK-constante pour le  assez grand  comme la nécessité de
 séparer  w-adiquement les Yi, ce qui est plus ﬁn que de distinguer leur réduction modulo P.
III.2 Principe et preuve
Le nom de la méthode de Runge est un hommage à Carl Runge, à l'origine du théorème suivant
prouvé en 1887 ([Run87], p. 432).
Théorème III.1 (Runge). Si F ∈ Z[X,Y ] est un polynôme irréductible de degré total n tel que
sa partie homogène de degré n a au moins deux facteurs irréductibles non constants distincts dans
Z[X,Y ], alors le nombre de solutions (x, y) ∈ Z×Q de F (x, y) = 0 est ﬁni et peut être explicitement
borné.
Un grand nombre de variantes et de preuves (dont certaines eﬀectives) de ce résultat ont
été données depuis lors (par exemple, [BT08] ou [HS83]). Nous nous intéresserons plutôt dans ce
chapitre à la généralisation suivante, due à Bombieri [Bom83] et basée sur un résultat de Sprindzuk
[Spr81].
Théorème III.2 (Bombieri-Sprindzuk). Soient C une courbe projective lisse déﬁnie sur un corps
de nombres K et φ ∈ K(C) non constante.
Pour toute extension ﬁnie L de K et tout ensemble de places SL de L contenant les places
archimédiennes, on dit que (L, SL) satisfait la  condition de Runge  si |SL| < rL où rL est le
nombre d'orbites par Gal(L/L) des pôles de φ. Alors
(a) Si (L, SL) satisfait la condition de Runge, l'ensemble des points  OL,SL-entiers de (C, φ) 
(c'est-à-dire des P ∈ C(L) tels que φ(P ) ∈ OL,SL) est ﬁni.
(b) La réunion de tous les ensembles de points OL,SL-entiers de (C, φ) où les paires (L, SL)
vériﬁent la condition de Runge est ﬁnie.
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Dans ce théorème, le (b) implique le (a), mais le niveau d'intuition de la preuve étant diﬀérent,
nous allons les prouver successivement. Ensuite, le (a) implique le théorème original de Runge :
en eﬀet, pour F ∈ Z[X,Y ] irréductible, soit C la clôture projective de la courbe aﬃne plane
d'équation F (x, y) = 0 et pi : C ′ → C une normalisation de C. On déﬁnit alors φ = x ◦ pi, K = Q
et S = {∞}. D'après la condition sur F dans le théorème original de Runge, la courbe C a deux
points rationnels distincts à l'inﬁni, donc le support de (φ)∞ a au moins deux points rationnels
distincts, ce qui permet d'appliquer le (a) du théorème III.2 et il n'existe donc qu'un nombre ﬁni
de points rationnels P de C ′ tels que φ(P ) ∈ Z, et par surjectivité de pi, cela signiﬁe qu'il n'existe
qu'un nombre ﬁni de (x, y) ∈ Z×Q tels que F (x, y) = 0.
La preuve originale de Bombieri ([BG06], Théorème 9.6.6) repose sur la théorie des hauteurs
locales et le théorème de décomposition de Weil. Nous allons ici présenter une autre approche,
initiée par Bilu dans une note non publiée et reprise dans le cas K = Q par Schoof ([Sch08],
Chapitre 5).
La première chose à démontrer est le résultat suivant.
Proposition III.2.1. Soit C une courbe projective lisse sur un corps de nombres K et f1, · · · , fr
des fonctions de K(C) sans pôle commun deux à deux.
Alors, il existe une MK-constante (cv)v∈MK telle que pour tout v ∈ MK et tout (P,w) dans
C(K)×MK où w est au-dessus de v, l'inégalité
log |fi(P )|w ≤ cv
est vraie pour toutes les fonctions fi sauf peut-être une (à chaque choix de couple (P,w)).
Preuve de la proposition. Expliquons d'abord l'intuition place par place derrière ce résultat. Pour
chaque i ∈ {1, · · · , r}, soient Pi,1, · · · , Pi,ri les pôles de fi. Dans Pn(Kv) (compact d'après la
déﬁnition-proposition III.1.4 (c)), |fi(P )|v est grand si et seulement si P est près d'un des pôles de
fi. On choisit alors des petits voisinages autour de chacun des Pi,j qui ne s'intersectent pas deux
à deux par séparation de Pn(Kv), de sorte que P ne peut être près que d'une famille de pôles à la
fois, donc |fi(P )|v ne peut être grand que pour une seule valeur de i.
Voyons maintenant comment la formaliser avec la notion de MK-constante.
Pour tout (i, j), on choisit un ouvert aﬃne Ui,j de C(K) contenant Pi,j mais aucun des autres
pôles, et quitte à rajouter des ouverts aﬃnes supplémentaires ne contenant aucun pôle d'aucune
des fonctions (qui vériﬁeront trivialement ce qu'on veut ci-dessous), on peut supposer que les Ui,j
recouvrent C(K).
D'après la proposition III.1.6 (b) et (c), on peut alors déﬁnir des parties Ei,j,k recouvrant
C(K)×MK telles que pour tout (i, j), la partie Ei,j,k est aﬃnement MK-bornée dans un ouvert
Ui,j,k et chaque Ui,j,k est un ouvert aﬃne de Ui,j , leur union à (i, j) ﬁxé recouvrant Ui,j . Alors,
pour tout (i, j, k) et par construction des ouverts Ui,j , chacune des fonctions f` (` 6= i) est régulière
sur Ui,j , et donc il existe une MK-constante (ci,j,`v )v telle que pour tout (P,w) ∈ Ei,j,k,
log |f`(P )|w ≤ ci,j,`v .
En prenant le maximum des MK-constantes obtenues pour chaque i et chaque ` 6= i, on obtient
une MK-constante réalisant l'énoncé de la proposition.
Preuve du théorème III.2. Prenons K, C et φ comme dans l'énoncé du théorème. Soit K ′ une
extension auxiliaire ﬁnie galoisienne de K sur laquelle tous les pôles de φ sont déﬁnis.
(a) Soit L une extension ﬁnie de K pouvant vériﬁer la condition de Runge (c'est-à-dire qu'il y
a au moins deux orbites de pôles de φ par Gal(K/L)) et Q,Q′ deux pôles distincts de φ.
D'après le théorème de Riemann-Roch ([Liu02], Théorème 7.3.26 et corollaire 7.3.33), comme
le degré du diviseur 2[Q] − [Q′] est strictement positif et que celui-ci est déﬁni sur K ′, il existe
une fonction gQ,Q′ de K ′(C) dont le seul pôle est Q et s'annulant en Q′. On note alors fQ,Q′,L le
produit de tous les conjugués par Gal(K/L) de gQ,Q′ . Si on suppose que Q et Q′ appartiennent
à des Gal(K/L)-orbites distinctes (ce qu'on fera dorénavant), la fonction fQ,Q′,L a exactement
comme pôles (et de même degré) les conjugués de Q et admet comme zéros les conjugués de Q′
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par Gal(K/L). Pour cette version de la preuve, on a seulement besoin de savoir pour la suite
qu'elle est non constante, appartient à L(C) et a comme pôles les conjugués de Q, ce qu'on fait
désormais. On numérote de 1 à rL les orbites des pôles de φ pour la conjugaison par Gal(K/L) et
on renote pour tous i ∈ {1, · · · , rL} distincts, fi,L = fQi,Q′,L pour un certain choix de pôle Qi de
la i-ème orbite et Q′ n'appartenant pas à cette orbite.
Comme φ est non constante, le corps de fonctions K(C) est une extension ﬁnie de K(φ), ainsi
gQ,Q′ est algébrique sur K(φ). De plus, les valuations discrètes sur K(C) qui sont triviales sur K
correspondent exactement aux points de C(K), en associant à tout point P la valuation ordP (voir
la preuve du lemme I.6.5 de [Har77]). Ainsi, si P n'est pas un pôle de φ, ordP (gQ,Q′) ≥ 0 donc
gQ,Q′ appartient à l'intersection des anneaux de valuation discrète de K(C) contenant K[φ], mais
ceci est exactement la clôture intégrale de K[φ] dans K(C) d'après ([AM94], Corollaire 5.22). La
fonction rationnelle gQ,Q′ est donc entière sur K[φ] donc sur OK [φ] quitte à la multiplier par un
élément non nul convenable de OK , ce qu'on fait désormais.
Soit P un point (L, SL)-entier de (C, φ). Pour toute place v de ML\SL, on a |φ(P )|v ≤ 1
donc |fi,L(P )|v ≤ 1 d'après le paragraphe précédent, il reste donc à borner les contributions des
places v ∈ SL. Pour ceci, on constate que |φ(P )|v est grand si et seulement si P est, dans C(L)
muni de la v-topologie, proche d'un pôle de φ, ce qui à son tour signiﬁe que |fi,L(P )|v est grand
pour un certain i. En restreignant suﬃsamment ces voisinages v-adiques (c'est-à-dire si |φ(P )|v
est vraiment grand), P ne peut être v-adiquement proche que d'une seule orbite de pôles Oi,
c'est-à-dire que |fi,L(P )|v ne peut être grand que pour un seul indice i. Étant donné un point
P ∈ C(L) tel que φ(P ) ∈ OL,SL , on élimine donc au plus pour chaque place v une orbite telle
que |fi,L(P )|v est grand, et comme (L, SL) vériﬁe la condition de Runge, il reste une des fonctions
fi,L telle que (|fi,L(P )|v)v∈ML est absolument ML-borné. La hauteur hfi,L(P ) est donc bornée,
et l'ensemble des points de C(L) de hauteur hfi,L bornée est ﬁni. On n'a qu'un nombre ﬁni de
fonctions fi,L ainsi construites, et chaque P appartient à un ensemble ﬁni constitué par une des
fonctions fi,L, donc l'ensemble des points (L, SL)-entiers de (C, φ) est bien ﬁni.
(b) Pour démontrer ce résultat plus fort, on applique la proposition précédente aux fonctions
f1,L, · · · , frL,L qui sont bien sans pôle commun (et déﬁnies sur L). On obtient alors une ML-
constante (qui nous donne uneMK-constante (cv)v∈MK par la remarque III.1.1 (a)) telle que pour
tout v ∈MK et tout prolongement de v à K, pour tout point P ∈ C(K), l'inégalité
log |fi,L(P )|v ≤ cv
est vraie pour toutes les fonctions fi,L sauf peut-être une (à chaque choix de v et P ). Ainsi, en
éliminant encore une fois (au plus) une orbite de pôles v-proches d'un point de C(L) à chaque place
v ∈ SL, il reste ﬁnalement une fonction fi,L telle que |fi,L(P )|v ≤ cv pour toute place v ∈MK en-
dessous d'une place de SL, c'est-à-dire que pour notre point de départ P tel que φ(P ) ∈ OL,SL , il
existe i tel que hfi,L(P ) ≤
∑
v∈MK cv. De plus, les fonctions fi,L obtenues parcourent un ensemble
ﬁni lorsque (L, SL) parcourt toutes les paires vériﬁant la condition de Runge : ce sont des produits
de conjugués de gQ,Q′ (en nombre ﬁni choisi au départ) or gQ,Q′ est déﬁnie sur K ′ qui est une
extension ﬁnie galoisienne de K. Le degré de ces extensions L est également borné par la condition
de Runge car |SL| ≥ |M∞L | ≥ [L : Q]/2.
Ainsi, la réunion des ensembles de l'énoncé du (b) est incluse dans une union ﬁnie d'ensembles
de points de hauteur bornée (chacun pour une certaine fonction) et de degré de corps de déﬁnition
borné, donc ﬁnie par la propriété de Northcott.
Remarque III.2.1. Dans de nombreux exemples explicites (y compris les courbes modulaires
dans la section III.3), les fonctions auxiliaires utilisées peuvent être construites de manière ad hoc
et les estimations desMK-constantes faites par d'autres outils (par exemples des développement en
série de Laurent), si bien que la méthode de Runge devient complètement eﬀective en les hauteurs
des fonctions auxiliaires de la preuve. Néanmoins, on souhaite une estimation ﬁnale complètement
eﬀective en la hauteur hφ, et pour cela nous allons donner une variante de la preuve ci-dessous qui
permet théoriquement de donner une borne ﬁnale sur la hauteur hφ (et pour la raison ci-dessus,
dans de nombreux cas concrets de manière totalement eﬀective). Notons que la méthode utilisée
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dans [Lev08] (dans le cas de la dimension 1) ou dans [Bom83] ne permettait pas de retrouver des
bornes sous une forme aussi eﬀective.
Théorème III.3 (Variante du théorème de Bombieri).
Soit C une courbe projective lisse déﬁnie sur un corps de nombres K et φ ∈ K(C) non
constante, avec les notations du théorème III.2.
Alors, on peut eﬀectivement borner la hauteur hφ de la réunion de tous les ensembles de points
OL,SL-entiers de (C, φ), où (L, SL) vériﬁe la condition de Runge, et donc cet ensemble est ﬁni.
Démonstration. Reprenons la preuve précédente jusqu'à la construction des gQ,Q′ incluse. L'es-
sentiel de la procédure repose sur le raﬃnement de la construction de bonnes fonctions auxiliaires.
Pour L une extension ﬁxée de K, on déﬁnit fQ,Q′,L ∈ L(C) le produit des conjugués de gQ,Q′
par Gal(K/L). Si jamais Q et Q′ sont dans des orbites distinctes de pôles pour Gal(K/L) (ce
qu'on suppose maintenant), la fonction fQ,Q′,L a pour uniques pôles Q et tous ses conjugués (avec
même ordre) et s'annule en Q′ et ses conjugués.
On numérote de 1 à rL les orbites des pôles de φ par Gal(K/L), et on note pour tout i ∈
{1, · · · , rL}, fi,L le produit de fonctions fQi,Q′j ,L où Qi est un représentant de la i-ème orbite
et Q′j un représentant de la j-ième orbite, choisis arbitrairement. Ainsi, fi,L a pour seuls pôles
les points de la i-ième orbite, et s'annule en chacun des autres pôles de φ. D'après les mêmes
arguments que pour la preuve du théorème III.2, fi,L est entière sur OK [φ] si on a bien choisi
chaque gQ,Q′ (ce qu'on suppose désormais) et comme elle s'annule sur chaque pôle de φ sauf ceux
de la i-ième orbite, il existe ni ∈ N>0 ﬁxé jusqu'à maintenant tel que φfnii,L a pour seuls pôles ceux
de la i-ième orbite (cette fonction pourrait même éventuellement s'annuler sur les autres pôles,
mais cela est accessoire).
On peut alors appliquer la proposition III.2.1 aux fonctions φfnii,L, i ∈ {1, · · · , rL} qui sont bien
sans pôle commun (et en fait à toute famille de rL fonctions obtenues par ce procédé, il y en a un
nombre ﬁni indépendant de (L, SL) vériﬁant la condition de Runge). On en déduit pour chacune
de ces ensembles de fonctions uneML-constante donc uneMK-constante (remarque III.1.1 (a)), et
on en prend le maximum. En conséquence, il existe une MK-constante (indépendante de (L, SL)
vériﬁant la condition de Runge) (cv)v∈MK telle que pour tout v ∈MK et tout (P,w) ∈ C(K)×MK
avec w au-dessus de v, l'inégalité
log |φ(P )fnii,L(P )|w ≤ cv
est vraie sauf pour au plus un indice i (à chaque choix de v et P ).
Soit donc P un point (L, SL)-entier de (C, φ), cette paire vériﬁant la condition de Runge. Par
intégralité de fi,L sur OK [φ], pour chaque place v /∈ SL, |fi,L(P )|v ≤ 1. Ensuite, pour chaque
v ∈ SL, il existe au plus un indice i ne vériﬁant pas l'inégalité ci-dessus. Par principe des tiroirs,
comme |SL| < rL, il existe un indice i tel que log |φ(P )fnii,L(P )| ≤ cv pour toute place v ∈ ML.
Alors, par la formule du produit,
0 =
∑
v∈ML
nvni log |fi,L(P )|v
=
∑
v∈ML
|φ(P )|v>1
nv log |fnii,L(P )|+
∑
v∈ML
|φ(P )|v≤1
nvni log |fi,L(P )|v
≤
∑
v∈ML
|φ(P )|v>1
nvni log |fi,L(P )|v
≤
∑
v∈ML
|φ(P )|v>1
nv(cv − log |φ(P )|v)
≤
∑
v∈ML
|φ(P )|v>1
nvcv − [L : Q]hφ(P ).
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On obtient ﬁnalement
hφ(P ) ≤
∑
v∈ML
nvcv
[L : Q]
≤ 1
[K : Q]
∑
v∈MK
cv
d'après la remarque III.1.1 (a), d'où une borne directement sur hφ comme annoncé, indépendante
du couple (L, SL) vériﬁant la condition de Runge.
Remarque III.2.2. L'idée derrière cette variante est qu'on peut construire un nombre ﬁni de
fonctions auxiliaires φi telle que pour tout point P de C(L) qui est (L, SL)-entier, il existe i tel que
|φi(P )|v devient mécaniquement petit dès que |φ(P )|v devient grand, mais la formule du produit
(et l'intégralité hors de SL) interdisent justement que chaque |φi(P )|v soit trop petit pour les
v ∈ SL, d'où l'interdiction pour |φ(P )|v d'être trop grand pour toutes les places v ∈ SL, ce qui
permet de borner la hauteur : pour l'exemple des courbes modulaires, voir la proposition III.3.22
(b) et ce qui la suit.
En ce qui concerne la façon dont on construit nos fonctions à pôles disjoints, la procédure
ci-dessus paraît un peu grossière, mais ne change pas qualitativement la preuve. En regardant de
plus près sa nature (et l'intuition qu'on peut en avoir place par place), on remarque cependant que
la situation permettant les meilleures bornes possibles est celle où les ordres ni nécessaires sont
petits, et où les fi,L n'ont pas des ordres de pôles trop élevés (pour améliorer la MK-constante).
Il faut donc essayer d'établir les ni les plus petits possibles, et en un sens les constructions faites
dans la section III.3 sont optimales (voir les propositions III.3.22 et III.3.18).
Enﬁn, on peut s'apercevoir qu'en plus d'un résultat théorique, la preuve ci-dessus fournit une
méthode pour borner la hauteur des points entiers vériﬁant la condition de Runge. Pour cela, il
faut construire les fonctions auxiliaires, obtenir les MK-constantes impliquées via des estimations
spéciﬁques à la courbe pour éviter l'usage du Nullstellensatz eﬀectif (comme on le verra dans
le paragraphe III.3.2 pour les courbes modulaires), car ce dernier fournit de mauvaises bornes
numériques. Enﬁn, on peut appliquer la formule du produit ﬁnale pour obtenir la borne. C'est ceci
qu'on appelle en pratique la méthode de Runge pour les courbes.
Nous présentons ﬁnalement une version du théorème de Bombieri plus convenable pour une
déﬁnition plus intrinsèque des points entiers.
Théorème III.4 (Bombieri, version modèles entiers). Soit K un corps de nombres et C une
courbe projective lisse sur K.
Supposons que C admet un modèle projectif C sur OK,S0 où S0 est un ensemble ﬁni de places
de K contenant M∞K .
Soit P = {P1, · · · , Pr} un ensemble de points distincts de C(K) stable par Gal(K/K). On
considère, pour toute extension L de K et tout ensemble de places SL de ML contenant toutes les
places au-dessus de S0 :
(C\P)(OL,SL) = {P ∈ C(L) | ∀P /∈ SL, P /∈ P mod P}.
Alors, la réunion des (C\P)(OL,SL) avec SL contenant les places au-dessus de S0 et (L, SL)
vériﬁant la condition de Runge est un ensemble ﬁni.
Démonstration. D'après le théorème de Riemann-Roch, il existe une fonction φ ∈ K(C) dont P est
exactement le support des pôles. On note Q l'ensemble de ses zéros. Nous allons traduire la notion
de points entiers de l'énoncé en termes de points entiers pour (C, φ) pour retrouver le théorème
III.2.
On ﬁxe un plongement projectif C ⊂ Pn sur OK,S0 .
Soient g1, · · · , gs. des générateurs homogènes de l'idéal homogène de OK,S0 [X0, · · · , Xn] associé
au faisceau en idéaux sur OK,S0 déﬁni par les prolongements des points Pi à leurs sections sur
OK,S0 .
On désigne, pour tout i ∈ {0, · · · , n}, par hi,1, · · · , hi,j des générateurs de l'idéal de K[C ∩Ui]
associé au diviseur de Weil des pôles de φ (bien déﬁni sur K car φ l'est).
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Pour tout i ∈ {0, · · · , n} et tout j ∈ {1, · · · , t}, les fonctions hi,j/φ sont régulières sur C∩Ui, et
elles n'ont comme zéros communs que les pôles de φ dans C∩Ui par construction. Ainsi, d'après la
proposition III.1.7 appliquée à chaque C ∩Ui (puis le maximum des MK-constantes pris), il existe
une MK-constante (cv)v∈MK telle que pour tout i ∈ {0, · · · , n} et tout (P,w) ∈ Ei (déﬁnition
III.1.3),
max
1≤j≤t
log
∣∣∣∣(hj ◦ ϕiφ
)
(P )
∣∣∣∣
w
≥ −cv ou max
1≤k≤s
log |gk(P )|w < 0.
Maintenant, pour P ∈ (C\P)(OL,SL), le deuxième cas de la dichotomie ne peut être vériﬁé d'après
la proposition III.1.8, donc il existe j tel que
log |hj ◦ ϕi(P )|w ≥ log |φ(P )|w − cv.
Par ailleurs, sur chaque Ei, chaque fonction hj ◦ ϕi est MK-bornée car régulière sur Ui et car Ei
est aﬃnementMK-borné dans Ui. En prenant le maximum (c′v)v∈MK de toutes lesMK-constantes
obtenues pour chaque (i, j), on a ﬁnalement, pour tout P ∈ (C\P)(OL,SL), avec w non au-dessus
de SL :
log |φ(P )|w ≤ cv + c′v.
À part pour un nombre ﬁni de places v, on a cv + c′v = 0 donc φ(P ) est entier pour w, et pour
régler les cas restants, on multiplie φ par une constante λ ∈ OK non nulle telle que pour toute
place v non archimédienne tel que cv + c′v > 0, log |λ|v ≤ −cv − c′v.
Finalement, la fonction λφ a pour pôles les éléments de P, est déﬁnie sur K, et pour tout point
P ∈ (C\P)(OL,SL) avec SL contenant les places au-dessus de S0, on a λφ(P ) ∈ OL,SL . On peut
donc appliquer le théorème III.2 à cette fonction, d'où la ﬁnitude.
Remarque III.2.3. Un avantage certain de la formulation du théorème précédent, en termes de
points entiers, est qu'on n'a pas besoin de construire un bon modèle entier en toutes les places,
ce qui peut se révéler ardu. La contrepartie est que les places non incluses dans la déﬁnition du
modèle doivent automatiquement être considérées comme des  mauvaises places  au même titre
que les places archimédiennes (et peuvent donc empêcher de satisfaire la condition de Runge),
mais à part ceci, elles ne posent aucun problème pour l'application de la méthode de Runge.
III.3 Application aux courbes modulaires
Nous allons voir en détail dans cette section comment des fonctions propres aux courbes mo-
dulaires, les unités modulaires, permettent d'appliquer de manière systématique la méthode de
Runge à ces courbes, avec la notion d'intégralité naturelle. On rappelle qu'on note ici
H le demi-plan de Poincaré,
D le domaine fondamental usuel de l'action par homographies de SL2(Z) sur H.
Nous allons commencer par reconstruire les fonctions de Siegel (et obtenir leurs propriétés
principales), avec une approche basée sur les fonctions thêta avec caractéristique.
III.3.1 Fonctions thêta et fonctions de Siegel
Pour ce paragraphe, on pourra consulter le chapitre I de [Mum87] pour plus de contexte sur les
fonctions thêta déﬁnies et leurs propriétés, notamment par rapport au groupe d'Heisenberg qu'on
n'utilise qu'implicitement ici.
Déﬁnition III.3.1 (Fonctions thêta avec caractéristique). Pour tous a, b ∈ R, on déﬁnit la fonc-
tion holomorphe Θa,b sur C×H par
Θa,b(z, τ) :=
∑
n∈Z
eipi(n+a)
2τ+2ipi(n+a)(z+b).
La série converge absolument et uniformément sur tout compact de C × H, et même sur tout
domaine de la forme {(z, τ) , |z| ≤ r, Im τ≥ ε}. La fonction Θa,b est donc holomorphe sur C×H.
En particulier, on note Θ := Θ0,0.
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Déﬁnition III.3.2. Pour toute fonction holomorphe f sur C×H, on déﬁnit Sf et Tf par :
(Sf)(z, τ) := f(z + 1, τ)
(Tf)(z, τ) := eipiτ+2ipizf(z + τ, τ).
Ainsi, S et T sont des opérateurs linéaires sur Hol(C×H).
Chacune de ces fonctions thêta est un vecteur propre pour les opérateurs S et T déﬁnis ci-
dessus :
Proposition III.3.3 (Action de S et T sur les fonctions thêta). Pour tous a, b ∈ Q :
(a) Pour tous entiers p, q ∈ Z,
Θa+p,b+q = e
2ipiaqΘa,b.
(b) La fonction Θa,b vériﬁe S ·Θa,b = e2ipiaΘa,b et T ·Θa,b = e−2ipibΘa,b.
(c) Pour toute fonction holomorphe f sur C ×H vériﬁant les égalités du (b), on a f = λΘa,b
où pour tout τ ∈ H,
λ(τ) =
∫ 1
0
f(z, τ)e−ipia
2τ−2ipia(z+b)dz.
Démonstration.
(a) Soient p, q ∈ Z. Alors, pour tout (z, τ) ∈ C×H,
Θa+p,b+q(z, τ) =
∑
n∈Z
eipi(n+a+p)
2τ+2ipi(n+a+p)(z+q+b)
= e2ipiaq
∑
n∈Z
eipi(n+a+p)
2τ+2ipi(n+a+p)(z+b) = e2ipiaqΘa,b(z, τ)
après réindexation, par convergence uniforme sur tout compact.
(b) Pour tout (z, τ) ∈ C×H, on a
S ·Θa,b(z, τ) =
∑
n∈Z
eipi(n+a)
2τ+2ipi(n+a)(z+1+b) = Θa,b+1(z, τ) = e
2ipiaΘa,b(z, τ)
d'après le (a). Ensuite,
T ·Θa,b(z, τ) = eipiτ+2ipiz
∑
n∈Z
eipi(n+a)
2τ+2ipi(n+a)(z+τ+b)
= eipiτ+2ipiz
∑
n∈Z
eipi(n+a)
2τ+2ipi(n+a)(z+b)+2ipi(n+a)τ
= e2ipiz
∑
n∈Z
eipi(n+a+1)
2τ+2ipi(n+a)(z+b)
= e−2ipib
∑
n∈Z
eipi(n+a+1)
2τ+2ipi(n+a+1)(z+b)
= e−2ipibΘa+1,b(z, τ) = e−2ipibΘa,b(z, τ)
d'après le (a).
(c) Soit f une fonction holomorphe sur C × H ayant les mêmes valeurs propres pour S et T
que Θa,b. Soit k ∈ N>0 tel que ka, kb ∈ Z. Comme la valeur propre en S est une racine k-ième
de l'unité, à τ ﬁxé, la fonction fτ : z 7→ f(z, τ) est k-périodique en z et entière sur C, elle admet
donc un développement en série de Fourier
fτ (z) =
∑
n∈Z
cn(τ)e
2ipinz/k.
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Par hypothèse, pour tout n ∈ Z, on a
e2ipin/kcn(τ) = e
2ipiacn(τ)
donc cn est nul dès que n n'est pas congru à ka modulo k. De plus, on a
T · f(z, τ) = eipiτ+2ipiz
∑
n∈Z
cn(τ)e
2ipin(z+τ)/k
=
∑
n∈Z
eipiτ+2ipinτ/kcn(τ)e
2ipi(n+k)z/k
donc pour tout n ∈ Z, par identiﬁcation des coeﬃcients de Fourier,
e−2ipibcn+k(τ) = eipiτ+2ipinτ/kcn(τ).
Ainsi, les coeﬃcients de Fourier cn(τ) sont uniquement déterminés par le coeﬃcient de Fourier
cn0(τ) où n0 est le reste de la division euclidienne de ka par k. Comme ce coeﬃcient de Fourier
n'est jamais nul pour Θa,b, on a bien f = λΘa,b où λ est une fonction holomorphe sur H. Reste à
montrer la formule intégrale pour λ, et pour ça il suﬃt de prouver que l'intégrale de l'énoncé vaut
1 pour Θa,b et tout τ ∈ H, ce qu'on fait ci-dessous. On a, par convergence uniforme et permutation
somme-intégrale :∫ 1
0
Θa,b(z, τ)e
−ipia2τ−2ipia(z+b)dz =
∑
n∈Z
∫ 1
0
eipi((n+a)
2−a2)τ+2ipin(z+b)dz
=
∑
n∈Z
eipi((n+a)
2−a2)τ
∫ 1
0
e2ipin(z+b)dz
= 1
car chaque terme pour n 6= 0 est nul, et le terme en n = 0 vaut 1.
Ces propriétés de translation vont nous permettre d'établir une formule de modularité pour
les fonctions thêta.
Déﬁnition III.3.4. Soit γ =
(
a b
c d
)
∈ SL2(Z). Pour tout τ ∈ H, on note
γ · τ = aτ + b
cτ + d
et jγ(τ) = cτ + d.
La première formule déﬁnit une action à gauche de SL2(Z) sur H et la seconde un cocycle pour
cette action, c'est-à-dire que pour tous γ, γ′ ∈ SL2(Z),
jγγ′(τ) = jγ(γ
′ · τ)jγ′(τ).
Pour toute fonction holomorphe f sur H et toute matrice γ ∈ SL2(Z), la fonction fγ est déﬁnie
par
fγ(z, τ) := f
(
z
jγ(τ)
, γ · τ
)
= f
(
z
cτ + d
,
aτ + b
cτ + d
)
,
ce qui déﬁnit une action à droite de SL2(Z) sur les fonctions holomorphes sur C×H.
On note T =
(
1 1
0 1
)
et W =
(
0 1
−1 0
)
. Pour résoudre le conﬂit de notation (on a deux T ),on
considérera T comme la matrice ci-dessus lorsqu'elle agit à droite, et comme l'opérateur de la
déﬁnition III.3.2 si T est à gauche.
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Proposition III.3.5. Pour tous a, b ∈ Q,
ΘTa,b(z, τ) = e
−ipi(a2+a) ·Θa,a+b+ 12 (z, τ),
ΘWa,b(z, τ) = e
2ipiab+ipi/4 · √−τ · eipiz2/τ ·Θ−b,a(z, τ)
où dans la dernière formule, la détermination de la racine carrée est celle à valeurs dans Re(τ) > 0.
Remarque III.3.1. On écrit
√−τ et non pas √τ pour mettre en évidence que c'est ici le cocycle
jW (τ) qui apparaît.
Démonstration. L'esprit de la démonstration est d'identiﬁer les propriétés d'invariance des trans-
formées de Θa,b par S et T , et d'en déduire ce qu'elles sont par la caractérisation de la proposition
III.3.3 (c).
Commençons par l'image par T : par déﬁnition, ΘTa,b(z, τ) = Θa,b(z, τ + 1). Alors,
S(ΘTa,b)(z, τ) = Θa,b(z + 1, τ + 1) = e
2ipiaΘa,b(z, τ + 1) = e
2ipiaΘTa,b(z, τ),
d'après la proposition III.3.3 (b). Ensuite,
T (ΘTa,b)(z, τ) = e
ipiτ+2ipizΘa,b(z + τ, τ + 1)
= eipiτ+2ipizΘa,b(z + (τ + 1)− 1, τ + 1)
= eipiτ+2ipize−ipi(τ+1)−2ipi(z+b)−2ipiaΘa,b(z, τ + 1)
= −e2ipi(a+b)ΘTa,b(z, τ),
d'après la proposition III.3.3 (b). Ainsi, ΘTa,b est une fonction entière sur C×H qui a pour valeurs
propres respectives e2ipia et −e2ipi(a+b) pour S et T . D'après la proposition III.3.3 (c) appliquée à
(a, a+ b+ 12 ), elle s'écrit donc sous la forme Θ
T
a,b = λ(τ)Θa,a+b+ 12 , où
λ(τ) =
∫ 1
0
Θa,b(z, τ + 1)e
−ipia2τ−2ipia(z+(a+b+ 12 ))dz
= eipia
2−2ipia(a+ 12 )
∫ 1
0
Θa,b(z, τ + 1)e
−ipia2(τ+1)−2ipia(z+b)dz
= e−ipi(a
2+a)
d'après la proposition III.3.3 (c) appliquée à (a, b), et donc
ΘTa,b = e
−ipi(a2+a)Θa,a+b+ 12 .
Passons maintenant à l'image par W : par déﬁnition ΘWa,b(z, τ) = Θa,b(−z/τ,−1/τ). Notons
τ ′ = −1/τ pour faciliter l'écriture. Alors,
S(ΘWa,b(z, τ)) = Θa,b
(
−z + 1
τ
, τ ′
)
= Θa,b (zτ
′ + τ ′, τ ′)
= e−ipiτ
′−2ipi(zτ ′+b)ΘWa,b(z, τ),
d'après la proposition III.3.3 (b). Cette fois-ci, on ne tombe pas directement sur un vecteur propre
pour S : déﬁnissons la fonction auxiliaire
ϕa,b(z, τ) = e
ipiz2τ ′Θa,b(z, τ).
D'après le calcul précédent,
S(ϕa,b) = e
−2ipibϕa,b.
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Maintenant,
T (ΘWa,b)(z, τ) = e
ipiτ+2ipizΘa,b
(
−z + τ
τ
, τ ′
)
= eipiτ+2ipizΘa,b(zτ
′ − 1, τ ′)
= eipiτ+2ipi(z−a)ΘWa,b(z, τ)
d'après la proposition III.3.3 (b). En utilisant que ττ ′ = −1 par déﬁnition, on obtient que
T (ϕa,b) = e
−2ipiaϕa,b.
D'après la proposition III.3.3 (c), on peut donc écrire
ϕa,b(z, τ) = λ(τ)Θ−b,a(z, τ) avec λ(τ) =
∫ 1
0
ϕa,b(z, τ)e
−ipib2τ+2ipib(z+a)dz.
Calculons ce facteur λ(τ) : on a
λ(τ) =
∫ 1
0
∑
n∈Z
eipi(n+a)
2τ ′+2ipi(n+a)(zτ ′+b)eipiz
2τ ′−ipib2τ+2ipib(z+a)dz
=
∑
n∈Z
eipi(n+a)
2τ ′+2ipi(n+a)b−ipib2τ+2ipiab
∫ 1
0
eipi(z
2τ ′+2(n+a)zτ ′+2bz)dz
=
∑
n∈Z
eipi(n+a)
2τ ′+2ipi(n+a)b−ipib2τ+2ipiab
∫ 1
0
eipiτ
′(z+(n+a−bτ))2−ipiτ ′(n+a−bτ)2dz
=
∑
n∈Z
e2ipiab
∫ 1
0
eipiτ
′(z+(n+a−bτ))2dz
= e2ipiab
∫
R
eipiτ
′(z−bτ)2dz.
L'intégrale ci-dessus est une gaussienne, et un peu d'analyse complexe prouve qu'en fait
λ(τ) = e2ipiab
∫
R
eipiτ
′x2dx.
Pour ﬁnir, comme λ est une fonction holomorphe sur H, nous allons l'évaluer pour τ = it, t ∈ R.
On a
λ(it) = e2ipiab
∫
R
e−pix
2/tdx = e2ipiab
√
t
∫
R
e−piy
2
dy = e2ipiab
√
t.
On obtient donc ﬁnalement
λ(τ) = eipi/4+2ipiab
√−τ
avec la détermination de la racine annoncée, ce qui conclut la preuve.
Pour rendre les formules de transformation plus simples, on change légèrement la normalisation
des fonctions thêta de la manière suivante.
Déﬁnition III.3.6. Pour tous a, b ∈ Q, déﬁnissons la fonction entière ϑa,b sur C×H par :
ϑa,b = e
ipia(1−b)Θa− 12 ,b− 12 .
Proposition III.3.7. Pour tous a, b ∈ Q :
(a) Pour tous p, q ∈ Z, ϑa+p,b+q = eipi(aq−pb+p−pq−q)ϑa,b.
(b) La fonction ϑa,b est caractérisée à une fonction holomorphe sur H près par ses valeurs
propres pour S et T , qui sont : {
S(ϑa,b) = −e2ipiaϑa,b
T (ϑa,b) = −e−2ipibϑa,b
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(c) Les matrices T et W agissent sur les ϑa,b de la manière suivante :
ϑTa,b(z, τ) = e
ipi/4 · ϑa,a+b
ϑWa,b(z, τ) = e
3ipi/4 · √−τ · eipiz2/τ · ϑ−b,a.
Démonstration. Les assertions (a), (b) et (c) se déduisent directement des propositions III.3.3 et
III.3.5. Pour quand même donner un exemple de calcul, nous faisons ici le (c) (qui est la raison
initiale de cette renormalisation) pour T etW , donnant une expression plus simple. Par déﬁnition,
ϑTa,b = e
ipia(1−b)ΘTa− 12 ,b− 12 = e
ipia(1−b)e−ipi((a−
1
2 )
2+a− 12 )Θa− 12 ,a+b− 12
= eipi/4e−ipi(a
2+ab−a)e−ipia(1−a−b)ϑa,a+b
= eipi/4ϑa,a+b.
De la même manière,
ϑWa,b(z, τ) = e
ipia(1−b)e2ipi(a−
1
2 )(b− 12 )eipi/4
√−τe ipiz
2
τ+1 Θa+b− 12 ,a− 12 (z, τ)
= e3ipi/4eipi(a−ab+2ab−a−b)
√−τe ipiz
2
τ eipib(1−a)ϑ−b,a(z, τ)
= e3ipi/4
√−τe ipiz
2
τ ϑ−b,a(z, τ).
Quelque chose d'important est à remarquer dans le (c) : les vecteurs ligne (a, a+ b) et (−b, a)
sont respectivement les produits matriciels (a, b)T et (a, b)W . Ceci nous permet de donner dans la
proposition suivante la formule de transformation complète des fonctions thêta avec caractéristique.
Théorème III.5. Pour tous a′, b′ ∈ Q et toute matrice γ =
(
a b
c d
)
∈ SL2(Z),
ϑγa′,b′(z, τ) = ζ8(γ)
√
cτ + d e
ipicz2
cτ+d ϑ(a′,b′)·γ(z, τ),
avec ζ8 une racine huitième de l'unité dépendant de γ et du choix de la racine de cτ + d (donc
déﬁnie à ±1 près). Son carré, noté ζ4, est un morphisme de groupes de SL2(Z) dans µ4 qui vaut
i en W et T .
Remarque III.3.2. Ce résultat est une version plus précise de la proposition III.5.22 (b) en
dimension supérieure (avec un choix de normalisation légèrement diﬀérent).
Démonstration. Cette formule est vraie pour γ = T,W et leurs inverses d'après la proposition
III.3.7 (e). Or, ces matrices engendrent SL2(Z), et il suﬃt donc de montrer que cette formule de
transformation est stable par produit. On reconnaît que cτ+d = jγ(τ), et les propriétés de cocycle
de jγ permettent facilement de voir que le seul terme à observer de près est le terme exponentiel.
En fait, si on déﬁnit pour γ =
(
a b
c d
)
∈ SL2(Z), cγ = c par commodité, on doit démontrer, pour
la fonction
ψγ(z, τ) = e
ipi
cγz
2
jγ (τ)
la propriété de cocycle
ψγγ′(z, τ) = ψγ(γ
′(z, τ))ψγ′(z, τ)
ce qui revient à prouver que
cγγ′
jγγ′(τ)
=
cγ
jγ(γ′τ)jγ′(τ)2
+
cγ′
jγ′(τ)
.
Cette dernière égalité se vériﬁe après passage au même dénominateur en utilisant la propriété de
cocycle et det(γ′) = 1.
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Pour ce qui est de la racine huitième de l'unité, le défaut de déﬁnition vient du fait que jγ(τ)
peut avoir n'importe quel argument, et il est donc impossible d'avoir une détermination unique
de la racine dans tous les cas. Une situation éclairante est celle de W puisque W 4 = 1 alors que le
facteur est e−ipi/4. Par contre ζ4 est bien un morphisme de groupes car il n'y a aucune ambiguïté
quand aux autres termes, la question de détermination de la racine ne se posant plus.
Pour retrouver les fonctions de Siegel, nous avons besoin des développements en produit des
fonctions thêta, que nous allons établir ci-dessous. Tout d'abord, trouvons les zéros de Θa,b(z, τ)
pour tous a, b ∈ Q.
Lemme III.3.8.
Pour tout τ ∈ H,
(a) Les zéros (tous simples) de Θa,b(·, τ) sont les points de la forme (a+p+1/2)τ+(b+q+1/2)
avec p, q ∈ Z.
(b) Les zéros (tous simples) de ϑa,b(·, τ) sont les points de la forme (a + p)τ + (b + q) avec
p, q ∈ Z.
Démonstration. Le (b) est un corollaire immédiat du (a), qu'on va montrer ci-dessous.
Un fait non utilisé avant mais évident par manipulation de somme est que pour tous a, b ∈ Q,
Θa,b(z, τ) = e
ipia2τ+2ipia(z+b)Θ(z + aτ + b, τ),
donc il suﬃt de connaître les zéros de Θ pour obtenir le résultat. Par invariance par S et T ,
l'ensemble des zéros de Θτ := Θ(·, τ) est clairement (Z + Zτ)-périodique, et nous allons montrer
que le seul zéro de Θτ dans le domaine fondamental Dτ = {x+yτ, (x, y) ∈ [0, 1]2} est (1+τ)/2, ce
qui conclura la preuve. Soit P un parallélogramme orienté P = z0 +[0, 1, 1+ τ, τ, 0] ne rencontrant
aucun zéro de Θ. Par le théorème des résidus, si n est le nombre de zéros de Θ dans le domaine
fondamental de bord P,
n =
1
2ipi
∫
P
f ′(z)
f(z)
dz.
Les intégrales sur les chemins [z0+`, z0+`+`τ ] et [z0+`, z0] se compensent car Θτ est 1-périodique.
Ensuite, comme Θτ est τ -périodique,
Θ′τ (z + τ)
Θτ (z + τ)
= −2ipiz + Θ
′
τ (z)
Θτ (z)
.
En conséquence,
n =
1
2ipi
∫ 1
0
2ipidt = 1.
Reste maintenant à trouver cet unique zéro, mais on remarque que Θ1/2,1/2 est impaire à τ ﬁxé
donc s'annule en 0, et donc Θτ s'annule en (1 + τ)/2.
Remarque III.3.3. Cette preuve analytique a son pendant algébrique, qu'on peut trouver dans
la proposition III.5.24.
Nous venons de trouver les zéros des Θa,b. Un développement en produit de Θa,b se doit donc
de faire apparaître ces zéros. Remarquons que pour m ∈ Z,
eipi(2m+1)τ−2ipiz = −1⇐⇒ (2m+ 1)τ − 2z = −2n− 1
pour un certain n ∈ Z, ce qui équivaut à z − (1 + τ)/2 = mτ + n avec m,n entiers. On s'attend
donc à ce qu'un développement en produit de Θ fasse apparaître des termes de la forme du terme
de gauche. Le résultat précis est le suivant :
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Proposition III.3.9. La fonction Θ admet le développement en produit suivant :
Θ(z, τ) =
+∞∏
m=1
(
1− e2ipimτ) (1 + eipi(2m−1)τ+2ipiz)(1 + eipi(2m−1)τ−2ipiz)
Ceci, avec les notations q = eipiτ et w = eipiz, équivaut à l'identité fameuse appelée triple produit
de Jacobi : ∑
n∈Z
qn
2
w2n =
+∞∏
m=1
(
1− q2m) (1 + q2m−1w2) (1 + q2m−1w−2)
Démonstration. C'est le théorème 352 p. 372 de [HW08], où on trouvera également une preuve
élémentaire de cette identité de Jacobi.
Cette formule de développement en produit amène des développements pour les fonctions Θa,b
et ϑa,b, que nous écrivons ici.
Proposition III.3.10. Pour tous a, b ∈ Q, avec les notations q = eipiτ et w = eipiz :
Θa,b(z, τ) = e
2ipiabqa
2
w2a
+∞∏
m=1
(
1− q2m) (1 + e2ipibq2(m+a)−1w2)(1 + e−2ipibq2(m−a)−1w−2) .
En particulier, pour tous a, b ∈ Q non tous les deux entiers,
ϑa,b(0, τ) = ie
ipi(a−1)bq(a−
1
2 )
2
+∞∏
m=1
(
1− q2m) (1− e2ipibq2(m+a−1))(1− e−2ipibq2(m−a)) .
Nous pouvons maintenant retrouver les unités modulaires de Siegel grâce à ces fonctions.
Déﬁnition III.3.11 (Fonction êta de Dedekind).
La fonction η de Dedekind est, avec la notation qτ = eipiτ , la fonction holomorphe sur H déﬁnie
par le produit convergent
η(τ) = q1/12τ
+∞∏
m=1
(1− q2mτ ).
Elle vériﬁe, pour tout τ ∈ H,
η(τ + 1) = e
ipi
12 η(τ) et η(−1/τ) = √−iτη(τ)
([Apo90], Théorème 3.1). On remarque immédiatement que grâce à la proposition III.3.10, on a
le produit
η(τ)3 = (ϑ0, 12ϑ
1
2 ,0
ϑ 1
2 ,
1
2
)(0, τ).
Proposition III.3.12 (Unités modulaires de Siegel). Pour tout (a, b) ∈ Q2\Z2, avec les notations
de ([KL81], section 2.1) pour les fonctions de Siegel ga,b, on a
ga,b = −iϑa,b(0, τ)
η(τ)
.
En conséquence, ga,b = g−a,−b, et pour tout γ ∈ SL2(Z),
(g6a,b)
γ = ζ4(γ)
2g6(a,b)γ
et si N(a, b) ∈ Z2, g2Na,b ne dépend que de (a, b) mod Z et g12Na,b . Enﬁn, ga,b a le développement
en produit
ga,b(τ) = e
ipi(a−1)bqB2(a)
+∞∏
m=1
(
1− e2ipibq2(m+a−1)
)(
1− e−2ipibq2(m−a)
)
où B2(X) = X
2 −X + 1/6 est le deuxième polynôme de Bernoulli.
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Démonstration. La première et la dernière égalité s'observent avec les développements en produit
(attention à la convention de [KL81] où q = e2ipiτ contrairement à celle qu'on utilise dans ce
paragraphe). Elle entraîne directement que pour tout γ ∈ SL2(Z),
(g6a,b)
γ = − (ϑ
6
a,b)
γ(0, τ)
(η6)γ(τ)
= −
ζ34 (γ)jγ(τ)
6ϑ6(a,b)γ(0, τ)
ζ4(γ)jγ(τ)6η6(τ)
= ζ4(γ)
2g6(a,b)γ .
Pour le reste, ce sont des conséquences immédiates de la proposition III.3.7.
Déﬁnition III.3.13. L'ordre rationnel d'une fonction g : H → C en i∞, s'il existe, est l'unique
rationnel ` tel que limτ→i∞ e−2ipi`τg(τ) existe et est non nulle.
La proposition III.3.12 implique immédiatement le corollaire suivant.
Corollaire III.3.1. Soit a ∈ Q2\ Z2. La fonction ga n'a ni pôle ni zéro sur H, et son ordre
rationnel en la pointe ∞ vaut
ord∞ ga =
B2({a1})
2
où {.} désigne la partie fractionnaire d'un réel.
On peut au passage montrer un résultat agréable, à savoir que les unités modulaires engendrent
avec le j-invariant les corps de fonctions des courbes modulaires.
Proposition III.3.14. Soit N ≥ 1 un entier ﬁxé. Alors, le corps de fonctions de X(N) sur C
n'est autre que
C(X(N)) = C(j, {g12Na,b , (a, b) ∈ DN}) = C(j, g12N1/N,0, g12N0,1/N ).
où DN est l'ensemble des éléments d'ordre exactement N de Q2/Z2, quotienté par {±1}. On a
également
C(X1(N)) = C(j, g12N0,1/N ).
Démonstration. On sait déja que C(X(1)) = C(j). Le groupe SL2(Z) agit sur C(X(N)) par son
action à droite naturelle, car Γ(N) est distingué dans SL2(Z). Il agit également naturellement sur
DN , et le noyau de son action est Γ(N). Le morphisme de groupes
ϕ : SL2(Z/NZ)/±I −→ Aut(C(X(N)))
γ 7−→ (f 7→ f ◦ γ)
est donc bien déﬁni et injectif, car son action permute les g12Na,b , (a, b) ∈ DN par la proposition
III.3.12, et ceux-ci sont distincts : on peut choisir des représentants (a, b) de DN dans [0, 1/2]2, et
alors le produit inﬁni est de la forme
(
1− e2ipibq2a)12N (1− e−2ipibq2(1−a))12N +∞∏
m=2
(1 +O(q2m−1))24N
donc le développement limité de g12Na,b est de la forme :
g12Na,b (τ) = e
12ipi(a−1)bq12N(a
2−a+1/6)
(
1− 12Ne2ipibq2a − 12Ne−2ipibq2(1−a) + 0(q3a)
)
.
Alors, si 0 ≤ a < 12 , le terme dominant de droite est (1 − 12Ne2ipibq2a), ce qui caractérise bien
a et b dans [0, 12 ]
2, et si a = 12 , on peut se servir de la puissance de q en facteur pour éliminer
les autres possibilités. Ainsi, les g12Na,b sont distincts (et même non proportionnels deux à deux),
ce qui prouve l'injectivité du morphisme de groupes. Le groupe des automorphismes de corps de
C(X(N)) contient donc SL2(Z/NZ)/±I et par construction, les éléments du corps invariants par ce
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sous-groupe constituent le corps C(X(1)) = C(j) : on en déduit que l'extension C(X(N))/C(X(1))
est galoisienne de groupe de Galois SL2(Z/NZ)/±I par le lemme d'Artin.
Ensuite, dans SL2(Z/NZ)/±I, les éléments ﬁxant (0, 1/N) sont exactement les éléments de
±Γ1(N), ceux ﬁxant à la fois (0, 1/N) et (1/N, 0) sont ± Id, et donc
Gal(C(X(N))/C(j, g12N1/N,0, g
12N
0,1/N )) = {1} et Gal(C(X(N))/C(j, g12N0,1/N )) = ϕ(Γ1(N))
Or, par déﬁnition de ϕ, C(X1(N)) = C(X(N))ϕ(Γ1(N)). Par correspondance de Galois, on a donc
C(X(N)) = C(j, g12N1/N,0, g
12N
0,1/N ) et C(X1(N)) = C(j, g
12N
0,1/N ).
Enﬁn, démontrons les propriétés d'intégralité des ga, également fondamentales pour la suite.
Commençons par une proposition utile.
Proposition III.3.15 ([KL81], Chapitre 2.2, Lemme 2.1). Soit f : H → C une fonction Γ(N)-
invariante holomorphe sur H, telle que pour tout α ∈ SL2(Z), le développement de Fourier de f|α
est une série algébrique entière en q1/N . Alors, f est entière sur Z[j].
Démonstration. Tout d'abord, comme f est invariante par Γ(N), l'ensemble S des f|α où α par-
court SL2(Z) est ﬁni. Considérons alors le polynôme
P (X) :=
∏
g∈S
(X − g) =
∑
n∈N
anX
n.
Ses coeﬃcients sont des fonctions holomorphes an : H → C qui sont SL2(Z)-invariantes et sans
pôle sur H. En eﬀet, f est sans pôle sur H donc les éléments de S aussi, et les an sont des
fonctions symétriques élémentaires en les éléments de S qui sont permutés par SL2(Z), donc ils
sont invariants par SL2(Z). En conséquence, ce sont tous des éléments de C[j]. Mais comme les
développements de Fourier des éléments de S sont à coeﬃcients algébriques entiers par hypothèses,
ceux des an aussi. On en déduit donc que an ∈ Z[j] pour tout n ∈ N, c'est-à-dire que P (X) est
à coeﬃcients dans Z[j]. La fonction f est annulée par ce polynôme unitaire, donc entière sur
Z[j].
Proposition III.3.16. Soit N ≥ 2 un entier. Soit a = (a1, a2) ∈ (N−1Z)2 \ Z2 et ζN une racine
N -ième de l'unité. Les fonctions ga et (1− ζN )g−1a sont entières sur Z[j].
Démonstration. Nous allons utiliser le critère précédent. La fonction g12Na est Γ(N)-modulaire et
holomorphe sur H, et son développement en série de Fourier en∞ est algébrique entier (admettant
un développement en produits à coeﬃcients entiers algébriques). Il en est de même des conjugués
de g12Na car ceux-ci sont de la forme g
12N
a.α et a.α vériﬁe les mêmes hypothèses que a. Le critère
assure alors que g12Na est entière sur Z[j], donc ga aussi.
Pour la suite, regardons de plus près le développement de ga. On peut se ramener au cas où
0 ≤ a1 < 1 car à racine de l'unité près, les ga sont égaux quand on translate a par un couple
d'entiers. Dans la proposition III.3.12, les deux facteurs devant le produit inﬁni sont eux-mêmes
inversibles dans Z((q1/N2)), il reste donc à regarder le produit inﬁni. Tous les coeﬃcients sont
des entiers algébriques, la série sera donc inversible dans Z si le premier coeﬃcient l'est. Or, ce
premier coeﬃcient, qu'on trouve dans le facteur n = 0, vaut (1− exp(2ipia2)) si a1 = 0 et 1 sinon.
Dans le second cas, la série de g−1a est à coeﬃcients entiers algébriques, dans le premier c'est celle
de (ga/(1 − exp(2ipia2)))−1, soit celle de (1 − ζN )g−1a (les diﬀérents choix (1 − ζN ) sont égaux à
un inversible de Z[ζN ] près). On ne peut donc pas appliquer le critère à g−12Na mais seulement à
(1 − ζN )12Ng−12Na qui est bien à coeﬃcients algébriques entiers quel que soit a de dénominateur
au plus N . Le résultat en découle.
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Remarque III.3.4. Grâce à cette proposition, nous bénéﬁcierons ici de circonstances légèrement
plus favorables pour les fonctions auxiliaires dans le théorème de Runge : en eﬀet, l'intégralité à
une constante près connue sur Z[j] permet de borner (dans les deux sens) |ga,b(P )|v dès que j(P )
est v-entier. Il est à noter que ceci est particulier aux pointes de courbes modulaires : le théorème
de Riemann-Roch ne permet pas de garantir que les zéros et les pôles d'une fonction non constante
soient contenus dans un ensemble ﬁni prescrit.
En résumé, les fonctions de Siegel ont donc les propriétés suivantes (qu'on peut retrouver dans
la section 2.1 de [KL81]).
Proposition III.3.17.
Soient N ≥ 1. Les fonctions de Siegel ga,b : H → C vériﬁent pour tout (a, b) ∈ (N−1Z)2 \ Z2 :
• g−a,−b = −ga,b.
• La fonction g12Na,b est invariante par le groupe de congruences Γ(N) et ne dépend que de la
classe de (a, b) modulo Z2.
• Pour tout γ ∈ SL2(Z) vu comme une homographie de H, g12Na,b ◦ γ = g12N(a,b)γ .
• Les fonctions ga,b et (1− ζN )g−1a,b sont entières sur l'anneau Z[j] avec ζN une racine N -ième
primitive de l'unité.
• Pour tout τ ∈ H et tout rationnel `, avec la notation q` = e2ipi`τ :
ga,b(τ) = −q
B2(a)
2 eipib(a−1)
+∞∏
n=0
(1− e2ipibqn+a)(1− e−2ipibqn+1−a),
avec B2(X) = X
2 −X + 1/6 le second polynôme de Bernoulli.
• L'ordre rationnel de ga,b en i∞ est B2({a})/2 avec {a} la partie fractionnaire de a, et elle
n'a ni pôles ni zéros sur H.
Fixons dorénavant l'entier N ≥ 1.
Pour tout (a, b) ∈ (N−1Z)2 \ Z2, on note ua,b la fonction sur X(N) induite par g12Na,b , ceci
pour bien signiﬁer la diﬀérence entre l'étude sur la courbe modulaire et l'étude sur le demi-plan
de Poincaré.
La proposition précédente et la proposition 1.3 du chapitre 2 de [KL81] donnent le résultat
suivant.
Proposition III.3.18. Pour tout (a, b) ∈ (N−1Z)2 \ Z2 :
(a) ua,b = u−a,−b et ne dépend que de (a, b) mod Z2.
(b) Les fonctions ua,b sont Q(ζN )-rationnelles sur X(N), et on peut choisir un isomorphisme
G = Gal(Q(ζN )(X(N))/Q(j)) ∼= GL2
(
Z/NZ
)
/±1 tel que pour tout σ ∈ G, uσ(a,b) = u(a,b).σ.
(c) Les fonctions ua,b et (1− ζN )12Nu−1a,b sont entières sur Z[j].
(d) Les fonctions ua,b n'admettent de pôles et de zéros qu'en les pointes de Z[j].
Remarque III.3.5. Du point de vue de la section III.2, on voudrait faire jouer aux fonctions
ua,b le rôle des fonctions fQ,Q′ pour la méthode de Runge explicite : elles ont les pôles bien
contenus dans les pôles de j (c'est-à-dire les pointes), sont déﬁnies sur le corps de déﬁnition de
X(N) et entières sur Z[j]. Le problème est que telles quelles, ces fonctions ne  sélectionnent 
pas correctement leurs zéros et leurs pôles, mais nous verrons dans la proposition III.3.22 qu'on
peut fabriquer les fQ,Q′ à partir de produits de puissances des ua,b pour justement compenser ce
défaut de sélection précise.
III.3.2 Estimations analytiques des unités modulaires près des pointes
et Runge pour les courbes modulaires
On note ici, pour tout τ ∈ H et tout ` ∈ Q, q`τ := e2ipiτ/` (attention, cela diﬀère de certaines
conventions de la section précédente).
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L'invariant modulaire j : H → C est déﬁni par j(τ) := (12c2(τ))3/∆(τ) avec c2 et ∆ qui
admettent les q-développements en i∞
c2(τ) =
(2pi)4
12
(
1 + 240
∞∑
n=1
n3qn
1− qn
)
et ∆(τ) = (2pi)12q
∞∏
n=1
(1− qn)24.
Pour N ≥ 1 un entier, on cherche à borner la hauteur de certains points entiers de (X(N), j).
Dans cette sous-section, nous allons citer (en général sans les redémontrer) les estimations
analytiques de [BP11b], dans le but de rendre explicite les MK-constantes prédites par la preuve
de la méthode de Runge. Pour cela, les unités modulaires construites dans la section précédentes
seront le bon outil.
Commençons par la partie la plus naturelle, à savoir les estimations en les places archimé-
diennes (il suﬃt de le faire pour la valeur absolue usuelle). La proposition suivante et son co-
rollaire ([BP11b], Proposition 2.1 et corollaire 2.2), établis grâce au q-développement de j, nous
fournissent des estimations analytiques du j-invariant en fonction de qτ = e2ipiτ .
Proposition III.3.19 ([BP11b], Proposition 2.1 et corollaire 2.2).
Pour tout τ ∈ D + Z :
(a) On a | log |qτ || ≤ log(|j(τ)|+ 2400).
(b) On a |j(τ)| ≤ 3500 à moins que |qτ | < 0.001.
(c) Si |j(τ)| > 3500, alors |j(τ)− q−1| ≤ 1100 et 3/2|j(τ)| ≥ |q−1τ | ≥ 1/2|j(τ)|.
Nous allons maintenant également estimer les unités modulaires près des pointes. Pour une
pointe c de X(N) et γ ∈ SL2(Z) tel que γ ·∞ = c, on déﬁnit le paramètre qc sur H par qc = q◦γ−1.
Proposition III.3.20 ([BP11b], Proposition 2.3 et corollaire 2.4).
Soit N ∈ N∗, (a, b) ∈ Q2\Z2 tel que N(a, b) ∈ Z2 et c une pointe de X(N). Alors,
(a) Pour tout τ ∈ D + Z,
| log |ga,b| − `a,b log |qτ || ≤ logN,
où `a,b est l'ordre d'annulation de ga,b en la pointe ∞.
(b) Pour tout τ ∈ H,
|log |ga,b(τ)|| ≤ 1
12
(log |j(τ)|+ 2400) + logN.
(c) Pour tout τ ∈ H, soit |j(τ)| ≤ 3500, soit |qc(τ)| < 0.001 pour une certaine pointe c de
X(N) et alors, pour tout (a, b) ∈ N−1Z2\Z2,
| log |ga,b|+ `a,b,c log |j(τ)|| ≤ logN + log 3
12
,
où `a,b,c est l'ordre d'annulation de ga,b en la pointe c.
Esquisse de preuve. Pour le (a), on utilise le développement en produit en qτ pour établir le
résultat, pour le (b), quitte à remplacer τ par γτ et (a, b) par (a, b)γ, grâce à la formule de
transformation, il suﬃt de montrer ceci pour tout (a, b) et tout τ ∈ D. C'est alors une conséquence
du (a), de la proposition III.3.19 (a) et du fait que |`a,b[≤ 1/12. Pour le (c), pour tout τ ∈ H,
il existe γ tel que τ ′ = γ · τ ∈ D, et alors si |j(τ ′)| > 3500, on a |q(τ ′)| < 0.001 c'est-à-dire que
|qc(τ)| < 0.001 pour c = γ−1 ·∞. Pour le reste, on réutilise le (a), ainsi que le (c) de la proposition
III.3.19 appliqué à τ ′.
Cherchons maintenant à évaluer |j(P )|v et les |ga,b(P )|v près des pointes, lorsque v est non-
archimédienne. Fixons v une place non-archimédienne pour le corps de nombres K contenant
Q(ζN ). On se place sur X(N)(Kv). Pour toute pointe c de X(N), d'après le corollaire 2.5 du
chapitre VII de [DR73], la complétion de X(N) sur Z[ζN ] le long de la section c est isomorphe à
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Spec(Z[ζN ][[q1/Nc ]]). En conséquence, les q-développements complexes du j-invariant et des unités
modulaires restent valides sur un voisinage v-analytique de chaque pointe, et un point P de
X(N)(Kv) se réduit en la pointe c si et seulement si le paramètre qc est bien déﬁni en P et que
|qc(P )|v < 1. On déﬁnit donc Ωc,v comme l'ensemble des points P ∈ X(N)(Kv) se réduisant en c
modulo v. Ces voisinages v-adiques joueront le rôle des voisinages v-adiques utilisés dans la preuve
du théorème III.2.
On en déduit le résultat d'estimation analytique non-archimédienne suivant (c'est la proposition
2.5 de [BP11b]).
Proposition III.3.21.
Pour une place non-archimédienne v de K, et une pointe c de X(N), notons Ωc,v l'ensemble
des points de X(N)(Kv) se réduisant en c modulo v. Alors :
(a) Pour tout P ∈ X(N)(Kv), |j(P )|v > 1 si et seulement s'il existe c tel que P ∈ Ωc,v et alors
|qc(P )|v < 1.
(b) Pour tout P ∈ Ωc,v, |j(P )|v = |qc(P )−1|v.
(c) Pour tout (a, b) ∈ N−1Z2\Z2, toute pointe c et tout P ∈ Ωc,v,
| log |ua,b(P )|v − 12N`a,b,c log |qc(P )|v| = 0 si v(N) = 0,
et si v|p|N avec p premier, on a
| log |ua,b(P )|v − 12N`a,b,c log |qc(P )|v| ≤ 12N log p
p− 1 .
Les mêmes inégalités sont valables avec | log |ua,b(P )|v + 12N`a,b,c log |j(P )|v|.
Démonstration. Par une propriété classique du j-invariant, |j(P )|v > 1 si et seulement si P se
réduit en une pointe c modulo v, d'où le (a) par construction de Ωc,v. Pour le (b), on utilise le
qc-développement de ga,b, qui est convergent car |qc(P )|v < 1, et on observe immédiatement que
chacun des termes du produit inﬁni est de valeur absolue 1, sauf si v|p|N , auquel cas seul le terme
n = 0, a = 0 ne l'est pas, et on a
1 ≥ |1− e2ipib|v ≥ p−1/(p−1).
Remarque III.3.6. Ici, notre choix de voisinage v-adiques Ωc,v, une propriété de j et la modu-
larité des courbes permettent d'obtenir le résultat du (a) sous une forme très simple : en général,
on devrait avoir l'exponentielle d'une MK-constante d'après la proposition III.2.1. C'est donc un
des cas où le passage par un modèle entier et l'existence de bonnes fonctions permet d'alléger la
théorie utilisée.
Vu la proposition précédente, on déﬁnit laMK-constante (cv)v∈MK par cv = 0 si v(N) = 0 et v
est non-archimédienne, cv = 12N logN+N log 3 si v est archimédienne, et cv = 12N(log p)/(p−1)
si v|p|N .
Sans entrer dans les détails, nous allons maintenant donner l'idée de la construction générale
des unités modulaires voulues pour toute courbe modulaire. Soit G un sous-groupe de GL2(Z/NZ),
et XG = X(N)/(G ∩ SL2(Z/NZ)) la courbe modulaire associée. Pour K un corps contenant le
corps de déﬁnition de XG, le groupe G′ = Gal(K(ζN )(X(N))/K(XG)) est un sous-groupe de
G/ ± 1 qui contient (G ∩ SL2(Z/NZ))/ ± 1. Alors, pour tout (a, b) ∈ N−1Z2\Z2, on note (en se
rappelant la proposition III.3.18)
wa,b =
∏
σ∈G′
u(a,b)σ =
∏
σ∈G′
uσ(a,b) ∈ K(XG).
Il est clair que ces fonctions héritent des propriétés des unités modulaires ua,b (en particulier l'in-
tégralité et l'absence de zéros ou de pôles hors des pointes). La base théorique pour cette construc-
tion est que si C(G,K) est l'ensemble des orbites de pointes de XG pour l'action de Gal(K/K),
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le groupe engendré par les diviseurs de wa,b est de rang maximal, c'est-à-dire |C(G,K)| − 1 : c'est
une conséquence du théorème 3.1 du chapitre 2 de [KL81]. On a ainsi une garantie de pouvoir
fabriquer par produit des wa,b des unités modulaires s'annulant sur des orbites choisies.
On a plus précisément le résultat suivant, dérivé de la proposition 4.7 de [BP11b] qui découle
elle-même après un certain travail technique des résultats précédents (le tout étant de bien choisir
les produits des wa,b).
Proposition III.3.22. Soit Σ une partie propre de C(G,K) de cardinal s. Il existe une unité
modulaire w déﬁnie sur K s'annulant sur toutes les orbites de Σ et B ≤ ss/2+1(|G′|N2)s−1) telle
que :
(a) Il existe un entier algébrique λ qui est le produit d'au plus B|G′| facteurs de la forme
(1− ζN ′)12N avec N ′|N , tel que w et λw−1 sont entières sur Z[j].
(b) Pour toute pointe c de XG d'ordre de ramiﬁcation ec, toute place v ∈ MK ﬁnie et tout
point P se réduisant en c modulo v :
| log |w(P )|v + ordc w
ec
log |j(P )|v| ≤ B|G′|cv.
(c) Pour toute place archimédienne v et tout point P , on a
| log |w(P )|v| ≤ B|G′|N log(|j(P )|v + 2400) +B|G′|cv.
Remarque III.3.7. L'apparition de |G′| dans les bornes ci-dessus est due à la construction des
produits wa,b à partir des ua,b, et la constante B provient de la façon dont on doit faire les
produits de ces wa,b pour s'assurer que les w s'annulent seulement là où on le souhaite. C'est la
partie la moins explicite du résultat ci-dessus, qu'on peut espérer récupérer par d'autres outils pour
certaines familles précises de courbes modulaires (pour X0(p) par exemple, on a la proposition
I.7.2).
Nous allons maintenant pouvoir appliquer le coeur de la méthode de Runge et en déduire une
borne sur la hauteur du j-invariant.
Soient G,K et G′ comme notés ci-dessus. Soit P un point de XG(K) ayant bonne réduction
sauf en les places v ∈ S avec |S| < |C(G,K)|. On note S1 l'ensemble des places pour lesquelles
|j(P )|v > 1 (si v est non-archimédienne) ou |j(P )[v> 3500 (si v est archimédienne), S2 l'ensemble
des places archimédiennes de MK\S1 et S3 le reste des places de MK . D'après la proposition
III.3.22, comme |S1| < |C(G,K)|, il existe une unité modulaire w s'annulant en toute pointe c dès
que P ∈ Ωc,v pour une certaine place v ∈ S1.
On applique alors la formule du produit à w(P ), qui nous donne
0 =
∑
v∈S1
nv log |w(P )|v +
∑
v∈S2
nv log |w(P )|v +
∑
v∈S3
nv log |w(P )|v.
Pour les places v de S1, comme P ∈ Ωcv,v pour une certaine pointe cv en laquelle s'annule w, on
a d'après la proposition III.3.22 (b)
log |w(P )|v ≤ B|G′|cv − ordc w
ec
log |j(P )|v = B|G′|cv − ordc w
ec
log+ |j(P )|.
Pour les places v de S2, on a d'après la proposition III.3.22 (c)
log |w(P )|v ≤ B|G′|N log(|j(P )|v + 2400) +B|G′|cv ≤ B|G′|(N log(5900) + cv).
Enﬁn, pour les places v de S3, on a par hypothèse log |w(P )|v ≤ 0, d'où
0 ≤
∑
v∈S1
nv(B|G′|cv − ordc w
ec
log+ |j(P )|v) +
∑
v∈S2
nvB|G′|(N log(5900) + cv).
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En conséquence,∑
v∈S1
nv log
+ |j(P )|v ≤ N
∑
v∈S1
nvB|G′|cv +
∑
v∈S2
nvB|G′|(N log(5900) + cv)
et par hypothèse, on a∑
v∈S2
nv log
+ |j(P )|v ≤
∑
v∈S2
nv log(3500) ≤ [K : Q] log(3500)
et ∑
v∈S3
nv log
+ |j(P )|v = 0,
d'où une borne absolue sur h(j(P )). Les calculs légèrement plus ﬁns de [BP11b] aboutissent au
théorème suivant.
Théorème III.6 (Runge pour les courbes modulaires, théorème 1.2 de [BP11b]).
Soit K un corps de nombres, N ≥ 1 et G un sous-groupe de GL2 (Z/NZ) tel que la courbe
modulaire XG = X(N)/(G ∩ SL2 ( /NZ)) est déﬁnie sur K une courbe modulaire. On note, pour
toute extension L de K, C(G,L) l'ensemble des orbites des pointes de XG. Alors, pour toute
ensemble de places S de ML contenant M
∞
L tel que s = |S| < |C(G,L)| (c'est la condition de
Runge), pour tout point P ∈ XG(L) tel que j(P ) ∈ OL,S, on a
hj(P ) ≤ 36ss/2+1(N2|G|/2)s log(2N).
En particulier, la réunion de tous les ensembles de points ainsi obtenus est de hauteur hj bornée
par la fonction de s ci-dessus appliquée au nombre de pointes de XG.
Remarque III.3.8. Dans le cas de X0(p), la méthode de Runge est appliquée dans la section
I.7, et on obtient (car la situation est particulièrement favorable) une borne bien meilleure dans
ce cas (proposition I.7.7). C'est aussi le cas pour Xsplit(p), celui-ci étant traité dans [BP11a].
III.4 Généralisation aux variétés de dimension quelconque
Commençons par la proposition suivante, clé de la preuve d'un théorème  à la Runge  en
dimension supérieure.
Proposition III.4.1. Soit K un corps de nombres. On utilise les notations de la déﬁnition III.1.3.
Soit XK ⊂ PnK une variété normale projective et φ1, · · · , φr des fonctions rationnelles de K(X).
On note Y la sous-variété fermée de X constituée par l'intersection des supports des diviseurs des
pôles des φi, et g1, · · · , gs des générateurs de l'idéal homogène de K[X0, · · · , Xn] correspondant.
Pour tout j ∈ {1, · · · , s} et i ∈ {0, · · · , n}, soit gi,j =: gj ◦ϕi qui est une fonction régulière sur
Ui. Alors, il existe une MK-constante (cv)v∈MK telle que pour tout v ∈ MK , tout i ∈ {0, · · · , n}
et tout (P,w) ∈ Ei,v avec P ∈ X(K),
min
1≤`≤r
log |φ`(P )|w ≤ cv ou max
1≤j≤s
log |gi,j(P )|w < 0.
Remarque III.4.1. Dans le cas où Y = 0, on retrouve exactement le lemme 5 de [Lev08], c'est-
à-dire que pour tout point P de X(K) et toute place, une des valeurs de φ` est  assez petite .
Il est à noter que ce lemme 5 suppose que X est lisse, mais en fait la normalité de X suﬃt. Un
point technique de cette preuve est qu'on peut se permettre de parler de générateurs de Y en
tant que sous-variété de Pn (et non pas de X), mais on les considère ensuite comme des fonctions
régulières sur les cartes aﬃnes de X obtenues grâce aux ouverts de coordonnées, et comme celle-ci
est normale, on peut utiliser un Nullstellensatz  restreint à ces cartes aﬃnes .
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D'autre part, grâce à la remarque III.1.3 (b) (et en reprenant la preuve ci-dessous), on peut
remplacer le cas
max
1≤j≤s
log |gi,j(P )|w < 0
par
max
1≤j≤s
log |gi,j(P )|w < c0,v
pour un choix de MK-constante (c0,v)v∈MK , et alors la MK-constante (cv)v∈MK obtenue par la
proposition dépend de ce choix.
Démonstration. Pour tout i ∈ {0, · · · , n}, on note Xi = X ∩ Ui qui est une variété aﬃne normale
sur K, et φ`,i la restriction de φ` à Xi, qui est donc une fonction rationnelle sur Xi. Comme X
est normale, on peut déﬁnir (φ`,i)0 le diviseur de Weil des zéros de φ`,i sur Xi. A ce diviseur de
Weil (positif), on associe l'idéal I`,i de K[Xi] constitué des fonctions régulières h sur Xi telles
que div(h) ≥ (φ`,i)0. Comme cet idéal est de type ﬁni sur K, on en choisit des générateurs
h`,i,1, · · · , h`,i,j`,i . Les fonctions h`,i,j/φ`,i sont régulières sur Xi et div(h`,i,j/φ`,i) ≥ (φ`,i)∞ où
ce dernier est le diviseur des pôles de φ`,i, mais par construction de I`,i, le minimum (diviseur de
Weil premier par diviseur de Weil premier) des div(h`,i,j) est exactement (φ`,i)0 : en eﬀet, comme
ce sont des générateurs de I`,i, ce minimum est également le minimum pour tout h ∈ I`,i, or pour
chaque famille ﬁnie de diviseurs premiers de Weil distincts D1, · · · , Dr, D′ de Xi, il existe une
uniformisante h pour D′ d'ordre 0 pour chacun des D1, · · · , Dr sinon l'idéal premier associé à D′
serait inclus dans l'union ﬁnie des autres, ce qui est impossible car ils sont tous de hauteur 1.
Ceci permet de fabriquer, pour tout diviseur premier D′ de Xi n'appartenant pas au support de
(φ`,i)0 une fonction h de I`,i d'ordre 0 le long de D′ (et du bon ordre pour chaque D′ dans le
support de (φ`,i)0), donc ce minimum est bien (φ`,i)0. En conséquence, le minimum des diviseurs
des h`,i,j/φ`,i est exactement (φ`,i)∞, et donc les seuls zéros communs dans K de ces fonctions
régulières sur Xi appartiennent au support de (φ`,i)∞.
Ainsi, à i ﬁxé et pour tous indices j, `, les fonctions régulières h`,i,j/φ` sur Xi (variété aﬃne fer-
mée de Ui) ont comme seuls zéros communs dans K les éléments de Y (K). D'après la proposition
III.1.7 appliquée à chaque Xi puis regroupée (en prenant le maximum des MK-constantes obte-
nues), il existe donc une MK-constante (c′v)v∈MK telle que pour tout v ∈MK , tout i ∈ {0, · · · , n}
et tout (P,w) ∈ Ei,v, on a
max
(`,j)
log
∣∣∣∣h`,i,jφ` (P )
∣∣∣∣
w
≥ −c′v ou max
1≤j≤s
log |gi,j(P )|w < 0.
Or, il existe une deuxièmeMK-constante (c′′v)v∈MK telle que log |h`,i,j(P )|w ≤ c′′v pour tout (`, i, j)
et tout (P,w) ∈ Ei,v car Ei,v est aﬃnement MK-bornée dans Ui. Si on n'est pas dans le deuxième
cas de la dichotomie (remarquons qu'alors φ`(P ) est bien déﬁni pour au moins un indice `), il
existe donc un triplet (`, i, j) tel que
−c′v ≤ log |h`,i,j(P )|w − log |φ`(P )|w ≤ c′′v − log |φ`(P )|w
d'où
log |φ`(P )|w ≤ c′v + c′′v ,
ainsi la MK-constante (cv)v∈MK = (c
′
v + c
′′
v)v∈MK satisfait l'énoncé de la proposition.
Remarque III.4.2. Cette preuve généralise le résultat-clé de la preuve du théorème III.4. L'idée
est la même, à ceci près qu'il faut prêter une plus grande attention à l'intersection des diviseurs de
pôles (qui peut ne pas être vide) et à celle des diviseurs de zéros. Pour ce passage à la dimension
supérieure, deux diﬃcultés s'ajoutent à la situation des courbes : la première est que les diviseurs
eﬀectifs stricts ne sont pas forcément amples (ce qu'on utilisait implicitement avec Riemann-Roch),
et la seconde est qu'on n'a pas encore fait la transition entre points entiers et norme v-adiques
des évaluations pour certaines fonctions. En fait, contrairement au cas des courbes, nous allons
d'abord déﬁnir les points entiers du point de vue de certains modèles entiers, et ensuite traduire
ceci en termes de fonctions.
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Déﬁnition III.4.2 (Points entiers sur un schéma projectif). Soit K un corps de nombres et S0
un ensemble de places contenant M∞K . Soit X un schéma projectif sur OK,S0 et Y un sous-OK,S0-
schéma fermé de X. Alors, pour tout corps de nombres L/K :
(a) Pour toute place w de L associée à un idéal premier P non au-dessus de S0, les points
(L,w)-entiers de X\Y sont les éléments de l'ensemble
(X\Y )(OL,w) = {P ∈ X(L)\Y (L) |PP /∈ YP}.
Pour tout ensemble de places SL contenant les places au-dessus de S0, les points (L, SL)-entiers
de X\Y sont les points (L,w)-entiers pour toute place w de ML\SL, on note (X\Y )(OL,SL)
l'ensemble de ces points.
(b) Pour un entier sL ≥ 1, les points (L, sL)-entiers de X\Y sont les points appartenant à un
des ensembles (X\Y )(OL,SL) avec |SL| = sL (autrement dit ayant chacun réduction hors de Y
sauf en au plus sL places, dont les places au-dessus de S0).
Pour un théorème de Runge en dimension supérieure, nous allons encore une fois utiliser une
propriété de Northcott, mais pour ceci il faut obtenir des plongements de notre variété projective
obtenus à partir de fonctions rationnelles à pôles prescrits. C'est la raison pour laquelle on a besoin
de propriété d'amplitude ou de grosseur de nos diviseurs.
Proposition III.4.3 (Détermination des points entiers). Avec les notations de la déﬁnition
III.4.2 :
(a) Si Y est un diviseur eﬀectif de X ample sur OK,S0 , il existe des fonctions φ1, · · · , φn de
K(X) dont le diviseur des pôles est un multiple de YK , telles que l'application XK\YK → Pn
déﬁnie par x 7→ (1 : φ1(x) : · · · : φn(x)) se prolonge en un plongement projectif ψK : XK → PnK , et
que pour tout couple (L, SL) avec SL contenant les places au-dessus de S0,
∀P ∈ (X\Y )(L),
(
P ∈ (X\Y )(OL,SL)⇐⇒ ∀i ∈ {1, · · · , n}, φi(P ) ∈ OL,SL
)
.
(b) Si Y est un diviseur eﬀectif de X tel que YK est ample, il existe des fonctions φ1, · · · , φn
de K(X) dont le diviseur des pôles est un multiple de YK , telles que l'application XK\YK → PnK
déﬁnie par x 7→ (1 : φ1(x) : · · · : φn(x)) se prolonge en un plongement projectif ψ : XK → PnK , et
une MK-constante (cv)v∈MK telle que pour toute extension L de K et toute valeur absolue w de
ML au-dessus de v ∈MK\S0,
∀P ∈ (X\Y )(L),
(
P ∈ (X\Y )(OL,w) =⇒ ∀i ∈ {1, · · · , n}, log |φi(P )|w ≤ cv
)
.
(c) Si Y est un diviseur eﬀectif de X gros sur OK,S0 , il existe un fermé de Zariski strict Z
de X et des fonctions φ1, · · · , φn de K(X) dont le diviseur des pôles est un multiple de YK telles
que l'application ψK : XK\(YK ∪ ZK) → PnK déﬁnie par x 7→ (1 : φ1(x) : · · · : φn(x)) est une
immersion, et que pour tout couple (L, SL) avec SL contenant les places au-dessus de S0 et tout
P ∈ X\(Y ∪ Z)(L),
P ∈ (X\(Y ∪ Z))(OL,SL) =⇒ ∀i ∈ {1, · · · , n}, φi(P ) ∈ OL,SL .
Ce fermé est un fermé quelconque tel qu'on a un plongement projectif X\Z → Pn sur OK,S0 induit
par les sections d'une certaine puissance de Y .
(d) Si Y est un diviseur eﬀectif de X tel que YK est gros, il existe un fermé de Zariski strict ZK
de XK et des fonctions φ1, · · · , φn de K(X) dont le diviseur des pôles est un multiple de YK telles
que l'application ψK : XK\YK → Pn déﬁnie par x 7→ (1 : φ1(x) : · · · : φn(x)) est une immersion
lorsque restreinte à XK\(YK ∪ ZK), et il existe une MK-constante (cv)v∈MK telle que pour toute
extension L de K et toute valeur absolue w de ML au-dessus de v ∈MK\S0,
∀P ∈ (X\Y )(L),
(
P ∈ (X\Y )(OL,P) =⇒ ∀i ∈ {1, · · · , n}, log |φi(P )|w ≤ cv
)
.
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Nous allons prouver cette proposition avant d'expliquer plus longuement le but de ses diﬀérentes
parties.
Démonstration.
(a) Si Y est ample sur OK,S0 , il existe un plongement projectif ψ : X ↪→ Pn tel qu'en tant
que sous-schéma fermé de X, le support de ce diviseur Y est exactement l'image inverse par ψ
du sous-schéma fermé de ψ(X) déﬁni par son intersection avec l'hyperplan x0 = 0. On ﬁxe un tel
plongement, et on note φ1, · · · , φn les fonctions rationnelles (xj/x0) ◦ψ de K(X). Leurs diviseurs
de pôles sont des multiples de Y , donc l'application déﬁnie dans l'énoncé se prolonge bien en ψ. De
plus, pour tout point P ∈ X(L)\Y (L) et tout idéal premier P dont la place associée w n'est pas
au-dessus de S0, le point PP appartient à YP si et seulement si la réduction modulo P de ψ(P )
dans Pn(k(P)) a sa première coordonnée nulle, ce qui équivaut à dire qu'il existe i ∈ {1, · · · , n} tel
que |xi/x0(ψ(P ))|w > 1. Ainsi, PP /∈ YP si et seulement si pour tout i ∈ {1, · · · , n}, φi(P ) ∈ OL,w,
ce qui appliqué place par place prouve le (a).
(b) Par amplitude de YK , il existe un plongement projectif ψK : XK ↪→ PnK tel qu'en tant
que fermé de XK , le support du diviseur YK est exactement l'image inverse par ψK du fermé de
ψK(XK) déﬁni par son intersection avec l'hyperplan x0 = 0. On note φ1, · · · , φn les fonctions ra-
tionnelles (xi/x0)◦ψ de K(X) pour i ∈ {1, · · · , n}. Leurs diviseurs de pôles sur la variété XK sont
des multiples de YK , et l'application déﬁnie dans l'énoncé du (c) se prolonge bien en ψK . Mainte-
nant, on choisit un plongement quelconque de X dans un PmOK,S0 , et des générateurs g1, · · · , gs de
l'idéal homogène de OK,S0 [X0, · · · , Xm] associé au sous-OK,S0 -schéma fermé Y vu dans PmOK,S0 .
Par construction, les g1, · · · , gs engendrent également l'idéal homogène de K[X0, · · · , Xm] associé
au fermé YK de PmK . On applique alors la proposition III.4.1 à chaque φi, i ∈ {1, · · · , n} et aux
g1, · · · , gs, et on prend le maximum des n MK-constantes obtenues, noté (cv)v∈MK . Ainsi, pour
tout j ∈ {0, · · · ,m}, toute place w sur K au-dessus de v et tout point P de (X\Y )(K) tel que
P ∈ Ej,w (déﬁnition III.1.3), on a
max
1≤i≤n
log |φi(P )|w ≤ cv ou max
1≤k≤s
log |gk ◦ ϕj(P )|w < 0.
Or, d'après la proposition III.1.8, le deuxième choix de cette dichotomie signiﬁe que P se
réduit dans Y pour w. En conséquence, si P ∈ (X\Y )(OL,w), pour tout i ∈ {1, · · · , n}, on a
log |φi(P )|w ≤ cv .
(c) Par déﬁnition de la grosseur, il existe un fermé de Zariski Z de X tel qu'on a un plongement
projectif ψ : X\Z → PnOK,S0 identiﬁant Y \Z à l'intersection de l'image de ψ avec l'hyperplan
d'équation x0 = 0. On reprend le cas de l'amplitude ci-dessus, en prenant en compte le fait que
ψ n'est un plongement que de X\Z, d'où l'ajout des points Z-entiers dans l'implication. Ce n'est
pas une équivalence car φi est déﬁnie sur un point de (X\Z)(L) mais on ne peut pas prédire
l'intégralité de φi(P ) si P se réduit dans Z modulo P.
(d) On réutilise la preuve du (b), en prenant en compte le fait que la grosseur de YK exclut tous
les points P appartenant à un certain fermé ZK de XK (plus précisément, la propriété appliquée
à chaque φi reste vraie et on peut les évaluer les points hors de YK , la seule chose qu'on perd par
rapport à l'amplitude est la propriété de plongement de ψK hors de YK).
Avant de donner une intuition plus précise sur ce résultat grâce à la remarque qui va suivre,
nous allons mettre un peu de vocabulaire sur les propriétés dans chacun des cas.
Déﬁnition III.4.4 (Fonctions rationnelles et points entiers). Avec les notations de la déﬁnition
III.4.2 :
(a) Une fonction rationnelle φ ∈ K(X) voit les points X\Y -entiers si le diviseur de φ est
à support dans Y et pour toute place w d'une extension ﬁnie L de K non au-dessus de S0, si
P ∈ (X\Y )(OL,w), alors φ(P ) ∈ OL,w.
(b) Une fonction rationnelle φ ∈ K(X) voit les points X\Y -entiers à MK-constante près si
le diviseur de φ est à support dans Y et s'il existe une MK-constante (cv)v∈MK telle que pour
toute place w d'une extension ﬁnie L de K au-dessus de v /∈ S0, si P ∈ (X\Y )(OL,w), alors
log |φ(P )|w ≤ cv.
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(c) Un ensemble de fonctions rationnelles φ1, · · · , φn ∈ K(X) caractérise les points X\Y -
entiers si chacun d'entre elles voit les points X\Y -entiers et que réciproquement, pour tout w
non au-dessus de S0, si un point P ∈ (X\Y )(L) a son image dans OL,w pour chaque φi, alors
P ∈ (X\Y )(OL,w).
Remarque III.4.3. Cette caractérisation semble nécessaire pour mettre en valeur la diﬀérence
entre l'intégralité au sens de [Lev08] (vis-à-vis de diviseurs quelconques) et celle qu'on souhaite
manipuler ici, à savoir en termes de réduction par rapport à un modèle entier.
Le vocabulaire introduit dans la déﬁnition ci-dessus permet de résumer les résultats obtenus
dans la proposition III.4.3 : sous les hypothèses du (a), on obtient des fonctions rationnelles
qui caractérisent les points X\Y -entiers (et induisent un plongement projectif sur K). Sous les
hypothèses du (b), on a encore un plongement projectif sur K mais les fonctions rationnelles
voient seulement les points X\Y -entiers à MK-constante près. Sous les hypothèses du (c), le
fermé introduit par la grosseur empêche de caractériser tous les points entiers, et on en voit donc
seulement certains. Enﬁn, pour le (d), les fonctions rationnelles voient les points entiers de X\Y
à MK-constante près, sauf ceux de Z(K).
Nous n'allons pas plus tard utiliser les caractérisations (a) et (c), qui supposent l'amplitude
(resp. la grosseur) sur le schéma de base, car ces hypothèses sont diﬃciles à obtenir, mais nous
avons préféré les donner pour expliquer la nuance avec leurs contreparties sur la ﬁbre générique.
Pour mieux se convaincre qu'on n'a pas besoin de l'amplitude sur tout le schéma mais seulement
en la ﬁbre générique sur le (b), une approche analytique est peut-être préférable : l'idée est qu'une
fonction rationnelle φ est w-grande seulement près du support de son diviseur de pôles. Dans le cas
d'une variété projective, on peut identiﬁer une certaine w-proximité à un diviseur de pôles à une
réduction dans ce diviseur, et la caractériser par la petitesse de fonctions auxiliaires caractérisant
ce diviseur. Le vrai passage théorique à des points entiers en termes de schéma se joue donc non
pas grâce à φ mais grâce à ces fonctions auxiliaires, et c'est l'essence des énoncés des propositions
III.1.8 et III.4.1. Il est important de noter que pour la suite, l'objectif ﬁnal est un résultat de
borne en termes de hauteur projective via un plongement (ou presque un plongement) : c'est à ce
stade que l'amplitude ou la grosseur des diviseurs sera cruciale pour en déduire la ﬁnitude. C'est
également pour pouvoir utiliser ceci qu'on a besoin d'avoir des fonctions rationnelles qui  voient à
MK-constante près  les points entiers : sans cela, on ne peut pas borner les hauteurs impliquées,
car le point essentiel de ces fonctions rationnelles est de s'abstraire du découpage de X(K) en ces
Ei,v (déﬁnition III.1.3), contrairement aux générateurs des idéaux de déﬁnition des supports des
pôles.
Enﬁn, on peut réinterpréter des résultats précédents pour les courbes à la lueur de ce vocabu-
laire : l'essentiel de la traduction entre le théorème III.2 et le théorème III.4 consiste à trouver une
fonction rationnelle φ qui voit à MK-constante près les points entiers de C\P, et pour les courbes
modulaire (section III.3), la fonction j a l'avantage de caractériser à elle toute seule les points C\P
lorsque P est le diviseur des pôles ([Sil09], Proposition VII.5.5).
Nous pouvons maintenant présenter un théorème de Runge en dimension supérieure, qui est
une généralisation technique du théorème 4 ((b) et (c)) prouvé dans [Lev08], en prenant en compte
la remarque III.4.3. L'argument que nous présentons ci-dessous permet l'uniformité la plus grande
possible, en particulier en les extensions L vériﬁant la condition de Runge (dans la preuve originale
de [Lev08], la famille de plongements utilisée dépend de l'extension de K choisie).
Théorème III.7 (Runge en dimension supérieure). Soit K un corps de nombres et S0 un ensemble
ﬁni de places de K contenantM∞K . Soit O la clôture intégrale de OK,S0 dans une certaine extension
ﬁnie K ′ de K.
Soit X un schéma normal projectif sur OK,S0 et D1, · · · , Dr des diviseurs de Cartier eﬀectifs
sur XO dont l'union des supports DO est l'extension à O d'un certain sous-OK,S0-schéma fermé
D de X, et tels que Gal(K ′/K) permute les (Di)K′ . Supposons que l'intersection de n'importe
quelles (m+ 1) ﬁbres géométriques (Di)K des diviseurs est vide pour un certain entier m ∈ N>0.
Pour tout corps de nombres L/K, on note rL le nombre d'orbites galoisiennes de l'ensemble des
(Di)K′ par Gal(K
′L/L). Alors :
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(a) Si (D1)K , · · · , (Dr)K sont amples, la réunion de tous les ensembles de points (L, sL)-entiers
de (X\D) tels que
msL < rL
(condition de Runge multidimensionnelle) est un ensemble ﬁni.
(b) Si (D1)K , · · · , (Dr)K sont gros, il existe un fermé de Zariski strict ZK de XK telle que la
réunion de tous les ensembles de points (L, sL)-entiers de (X\D) n'appartenant pas à Z(L) est un
ensemble ﬁni. Le fermé ZK est l'union des fermés Zi,K tels que les plongements (sur K) obtenus
par la proposition III.4.3 (d) sont déﬁnis respectivement en-dehors de Z1,K , · · · , Zr,K .
Remarque III.4.4. Le passage par K ′ et O est une nécessité technique pour prendre en compte
le fait que les diviseurs en jeu n'ont pas besoin d'être des sous-schémas fermés de X sur K,
mais sur une extension de ses scalaires, du moment que leur union de supports provient d'un
sous-schéma fermé de X. Nous n'avons pas ici, contrairement au résultat de Levin, supposé les
(Di)K′ irréductibles, mais pour pouvoir employer la même preuve, il faut supposer que Gal(K ′/K)
permute les (Di)K′ , ce qui est automatique si les (Di)K′ sont irréductibles, comme DK′ est stable
par Gal(K ′/K). La situation est la même que dans les hypothèses du théorème III.4, où il suﬃt
que l'ensemble de points P soit stable par Gal(K/K) et pas que chacun de ces points soit à valeurs
dans K. Cette formulation permet donc d'éviter de faire l'extension des scalaires pour retrouver
les diviseurs D1, · · · , Dr, ce qui nous empêcherait de considérer la condition de Runge seulement
pour une extension de K ′ et non pas de K.
Pour le (b), la puissance du résultat dépend fortement de quels fermés de Zariski sont obtenus
par grosseur de (D1)K , · · · , (Dr)K , c'est-à-dire de la géométrie particulière des (Di)K .
Démonstration.
(a) Par hypothèse d'amplitude, pour tout i ∈ {1, · · · , r}, d'après la proposition III.4.3 (b), il
existe un plongement ψi : XK′ ↪→ PniK′ tel que le support de (Di)K′ est envoyé sur l'intersection
de ψi(XK′) avec l'hyperplan x0 = 0, et que les fonctions coordonnées φi,1, · · · , φi,ni  voient à
MK′ -constante près  les points entiers de X\Di. On note (cw)w∈MK′ le maximum des r MK′ -
constantes produites par cette proposition, dont on déduit une MK-constante (cv)v∈MK selon la
remarque III.1.1 (a). De plus, si deux diviseurs (Di)K′ et (Di′)K′ sont conjugués par un certain
σ ∈ Gal(K ′/K) (c'est-à-dire que σ((Di)K′) = (Di′)K′ , on peut choisir (et on le fait désormais)
les plongements de sorte que σψi = ψi′ , et alors ni = ni′ et pour tout j ∈ {1, · · · , ni}, on a
σφi,j = φi′,j .
Soit maintenant J une partie de {(i, j), 1 ≤ i ≤ r, 1 ≤ j ≤ ni} telle que les fonctions φi,j avec
(i, j) ∈ J sont sans pôle commun. À chaque telle partie J , on peut associer une MK′ -constante
grâce à la proposition III.4.1 (donc une MK-constante par la remarque III.1.1 (a)), et on prend
leur maximum à toutes, notée (c′v)v∈MK . Soit maintenant L une extension de K, SL un ensemble
de places de ML contenant les places au-dessus de S0, et P un point (L, SL)-entier de X\D. On
note L′ = K ′L dans une clôture algébrique ﬁxée de K. Alors, d'après la proposition III.4.3 (b),
pour tout couple (i, j) et toute place w de ML′ au-dessus de v /∈ S0, log |φi,j(P )|w ≤ cv. De plus,
par déﬁnition de m et de la MK-constante (cv)v∈MK , pour toute place w ∈ MK′ , l'ensemble des
couples (i, j) tels que log |φi,j(P )|w > c′v ne contient pas plus de m indices i diﬀérents. Ensuite, si
σ(Di) = D
′
i pour un certain σ ∈ Gal(L′/L), vu notre construction des plongements, pour toute
place w de ML′ , et tout j ∈ {1, · · · , ni}, on a, comme P est déﬁni sur L :
|φi′,j(P )|w = |φi′,j(σ(P ))|w = |(σφi,j)(σ(P ))|w = |σ(φi,j(P ))|w = |φi,j(P )|σ−1(w).
Ceci prouve que pour toute place v deML, l'ensemble des (Di)K′ tels qu'il existe j ∈ {1, · · · , ni} et
une place w de ML′ au-dessus de v telle que log |φi,j(P )|w > max(cv, c′v) est stable par Gal(L′/L).
Par déﬁnition de m, pour chaque place v de ML, il existe donc au plus m indices i tels que
pour un des j ∈ {1, · · · , ni}, log |φi′,j(P )|w > max(cv, c′v) pour au moins une des places w de
L′ au-dessus de v (l'intérêt de ce raisonnement est de ne pas perdre plus d'indices à cause de
l'augmentation du nombre de places entre L et L′). En supposant que la condition de Runge est
vériﬁée pour sL et le nombre d'orbites rL des (Di)L′ pour Gal(L′/L), il reste donc un indice i tel
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que pour tout j ∈ {1, · · · , ni} et toute place w de ML′ , on a
log |φi,j(P )|w ≤ max(cv, c′v).
En résumé, en notant (c′′v)v∈MK le maximum des deux MK-constantes (cv)v∈MK (fournie par le
fait que les fonctions rationnelles utilisées  voient à MK-constante près  les points entiers) et
(c′v)v∈MK (fournie par le fait que les fonctions rationnelles utilisées, ayant des pôles d'intersection
vide, ne peuvent pas être toutes grandes en même temps), on obtient
hψi(P ) ≤
1
[L′ : Q]
∑
w∈ML′
nwc
′′
w ≤
1
[K : Q]
∑
v∈MK
nvc
′′
v ,
d'après la remarque III.1.1 (a). L'ensemble des tous les points (L, SL)-entiers de X\D pour une
certaine paire (L, SL) vériﬁant la condition de Runge est donc inclus dans l'union ﬁnie de r
ensembles dont chacun est constitué de points de degré borné (car on doit avoir [L : Q] < 2r
pour pouvoir vériﬁer la condition de Runge) et de hauteur absolument bornée via un plongement
projectif, donc ﬁni par la propriété de Northcott.
(b) Dans ce cas, on reprend quasiment mot à mot la preuve précédente, en n'oubliant pas de
considérer pour chaque ψi qu'il n'est un plongement qu'en-dehors d'un fermé Zi,K′ et en utilisant
la proposition III.4.3 (d). On obtient par exactement le même procédé la ﬁnitude de l'ensemble
considéré.
Dans de nombreux cas rencontrés en dimension supérieure (y compris ceux de la section III.5),
on peut avoir aﬀaire à des diviseurs dont l'intersection n'est jamais vide. C'est en fait une tendance
naturelle de la dimension supérieure : pour appliquer Runge comme ci-dessus, on a besoin de
diviseurs amples (comme  bords ) par rapport auxquels déﬁnir l'intégralité. Or d'après les critères
numériques d'amplitude, les diviseurs amples s'intersectent automatiquement entre eux, ce qui fait
donc monter le nombre m d'intersections nécessaire pour obtenir l'ensemble vide et peut rendre
la condition de Runge trop exigeante.
On voudra donc considérer le cas où l'intersection de m diviseurs n'est certes pas vide mais
suﬃsamment petite, et supposer que notre point ne se réduira jamais en cette intersection pour
pouvoir appliquer la méthode de Runge.
On aura cependant besoin d'une telle hypothèse en toutes les places, y compris archimédiennes
(donc sans interprétation naturelle en termes de réduction), ce qui motive la déﬁnition suivante.
Déﬁnition III.4.5 (Points parfaitement X\Y -entiers). Soit X un schéma projectif sur OK,S0 et
Y un sous-OK,S0 -schéma fermé de X. On reprend les notations de la déﬁnition III.1.3.
Soit un plongement projectif X ⊂ PnOK,S0 et un choix de générateurs g1, · · · , gs de l'idéal
homogène de OK,S [X0, · · · , Xn] déﬁnissant Y . Alors, avec ces choix :
Pour toute extension L de K, un point P ∈ X(L) est parfaitement X\Y -entier pour g1, · · · , gs
si pour toute place v de ML et tout i ∈ {0, · · · , n} tel que P ∈ Ei,v, il existe j ∈ {1, · · · , r} tel que
|gj ◦ ϕi(P )|v ≥ 1.
Plus généralement, pour une MK-constante (c0,v)v∈MK , un point P ∈ X(L) est quasi-X\Y -
entier pour g1, · · · , gs et (c0,v)v∈MK si pour toute place v de ML et tout i ∈ {0, · · · , n} tel que
P ∈ Ei,v, il existe j ∈ {1, · · · , r} tel que
log |gj ◦ ϕi(P )|v ≥ c0,v.
Remarque III.4.5. Tout d'abord, en toute place v de ML non au-dessus de S0, la parfaite
intégralité équivaut à la non-réduction dans Y d'après la proposition III.1.8. L'utilité de ce ren-
forcement de la notion d'intégralité est donc d'assurer qu'en place v de S0, P soit v-adiquement
loin de Y : dans le cas le plus simple où K = Q et v = ∞, on veut donc en plus de l'intégralité
habituelle que P soit hors d'un voisinage de Y , qui aura donc une forme de boule si Y est un
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point, de tube si Y est une courbe, de nappe épaissie si Y est une surface, et ainsi de suite. Nous
allons dans tous les cas, par la suite, parler de voisinage tubulaire de Y pour cette notion.
On pourra avoir besoin d'aﬀaiblir cette condition d'intégralité (notamment pour les évalua-
tions en des places archimédiennes, où le choix de la MK-constante nulle n'a pas de signiﬁcation
particulière), d'où la déﬁnition de quasi-MK-intégralité. Pour la suite, les résultats valables pour
des points parfaitement entiers le seront également pour les points quasi-MK-entiers (à choix de
MK-constante ﬁxé).
Cette déﬁnition implique trivialement la ﬁnitude dans le cas d'un diviseur ample, comme nous
allons le montrer tout de suite.
Proposition III.4.6. Avec les notations précédentes, supposons de plus que Y est un diviseur
eﬀectif ample sur OK,S0 et choisissons une MK-constante (c0,v)v∈MK . Alors, pour un (autre)
plongement ψ : X → Pm associé à Y via la proposition III.4.3 (a), et les fonctions rationnelles
associées φ1, · · · , φm ∈ K(X), il existe une MK-constante (cv)v∈MK telle que pour tout point
P ∈ X(L) quasi X\Y -entier pour g1, · · · , gs et (c0,v)v∈MK , tout i ∈ {1, · · · ,m} et toute extension
w de v à ML,
| log φi(P )|w ≤ cv.
En conséquence, la hauteur hψ de l'ensemble des points quasi X\Y -entiers pour g1, · · · , gs et
(c0,v)v∈MK est bornée, donc si on borne aussi leur degré, ils forment un ensemble ﬁni.
Démonstration. Il suﬃt d'appliquer pour chaque φi la proposition III.4.1 et la remarque III.4.1, et
on n'est jamais dans le deuxième cas de la dichotomie car on a supposé la quasi-X\Y -intégralité.
Remarquons que dans cette proposition, on n'a pas besoin pour les φi de connaître plus que
leur diviseur de pôles. En prenant (cv)v∈MK le maximum des MK-constantes obtenues, on a la
proposition avec cette MK-constante.
Le but de Runge étant précisément de réussir à borner également les contributions à la hauteur
en les places au-dessus de S0, on va évidemment chercher à ce que l'hypothèse de quasi-X\Y -
intégralité soit limitée au strict minimum. Sous les hypothèses précédentes, on peut maintenant
formuler une généralisation des théorèmes III.4 et III.7, fonctionnant plus souplement en fonction
des intersections de diviseur, mais nécessitant cette notion.
Théorème III.8 (Théorème de Runge-Bombieri tubulaire). Soit K un corps de nombres, S0
un ensemble ﬁni de places de K contenant M∞K . Soit O la clôture intégrale de OK,S0 dans une
extension ﬁnie K ′ de K.
Soit X un schéma normal projectif sur OK,S0 et D1, · · · , Dr des diviseurs de Cartier eﬀectifs
de XO dont l'union des supports DO est l'extension à O d'un sous-OK,S0-schéma fermé D de X
et tels que Gal(K ′/K) permute les (Di)K′ . Supposons qu'il existe un sous-OK,S0-schéma fermé
Y de X tel que l'intersection de n'importe quelles (m + 1) ﬁbres génériques (Di)K est incluse
dans YK , et on choisit des générateurs homogènes g1, · · · , gt de l'idéal de déﬁnition de Y pour un
certain plongement projectif X ⊂ PnOK,S0 . Pour tout corps de nombres L/K, on note rL le nombre
d'orbites de l'ensemble des (Di)K′ par Gal(K
′L/L). Alors :
(a) Si les ﬁbres géométriques (D1)K , · · · , (Dr)K sont amples, la réunion de tous les ensembles
de points (L, sL)-entiers de X\D et X\Y -parfaitement entiers pour g1, · · · , gt tels que
msL < rL
(condition de Runge multidimensionnelle) est un ensemble ﬁni.
(b) Si les ﬁbres géométriques (D1)K , · · · , (Dr)K sont grosses, il existe un fermé de Zariski
strict ZK de XK tel que la réunion de tous les ensembles de points (L, sL)-entiers de X\D,
n'appartenant pas à ZK(K) et X\Y -parfaitement entiers pour g1, · · · , gt (où (L, sL) vériﬁe la
condition de Runge multidimensionnelle) est un ensemble ﬁni. Le fermé ZK est l'union des fermés
Zi,K tels que les plongements sur K obtenus par grosseur des ﬁbres génériques (D1)K , · · · , (Dr)K
sont déﬁnis respectivement en-dehors de Z1,K , · · · , Zr,K .
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Démonstration. La preuve du (a) et du (b) sont presque identiques à leurs pendants du théorème
III.7 : grâce à la dichotomie de la proposition III.4.1 (dont le deuxième cas est automatiquement
exclu par intégralité parfaite), il existe une MK′ -constante telle qu'on a, pour chaque place w ∈
ML′ , au plusm indices i ∈ {1, · · · , r} tels qu'il existe j vériﬁant log |φi,j(P )|w > cv. De là, la preuve
se poursuit telle que pour le théorème 13 aussi bien pour le (a) que pour le (b) sans changer un
mot, et on aboutit donc au fait que l'ensemble de tous ces points est inclus dans une union ﬁnie
d'ensembles de hauteur bornée dans un espace projectif, d'où la ﬁnitude.
Remarque III.4.6. Encore une fois, grâce aux remarques III.4.1 et III.4.5, le théorème III.8 est
encore valide en remplaçant l'intégralité parfaite par la quasi-intégralité pour une MK-constante
ﬁxée. Ceci permettra d'assouplir cette intégralité à notre convenance. Ainsi, on peut voir (en
manipulant seulement la MK-constante sur les places archimédiennes) ce théorème de Runge
comme un résultat de concentration des points entiers (pour des paires vériﬁant la condition de
Runge) vers le domaine Y : autrement dit, à un nombre ﬁni d'exceptions près, ces points entiers
doivent être proche du fermé Y dans une certaine place archimédienne. Le théorème CLZ de
[CLZ09], est de saveur similaire, avec les avantages et inconvénients suivants. Tout d'abord, il
n'y a pas de condition sur la taille de l'ensemble de places SL, pas de condition aussi stricte
d'intersection que dans notre théorème, et pas non plus d'hypothèse supplémentaire d'intégralité
parfaite (ou quasi-intégralité). Par contre, la ﬁnitude qu'il formule (bien que le domaine d'exclusion
Y soit absolu) dépend de l'ensemble de places SL (en particulier, il ne dit pas si la réunion de
tous ces ensembles ﬁnis est ﬁnie ou non), et on ne sait rien dans le cas des diviseurs gros. Enﬁn,
il semblerait que la preuve employée (passant par le théorème du sous-espace de Schmidt) est de
nature non eﬀective, contrairement à celle de notre théorème si on dispose des fonctions en jeu.
Par ailleurs, la formulation du choix de Y peut sembler curieuse (notamment parce qu'on
pourrait envisager de l'appliquer à Y contenu dans une ﬁbre fermée de X), mais il se trouve
qu'elle reste valide même dans un tel cas de ﬁgure. En pratique, on pourra cependant penser à Y
comme à l'adhérence de Zariski dans X d'un certain sous-schéma-fermé de XK mais dans certains
cas, on préférera déﬁnir directement Y pour éviter d'avoir à prouver que l'adhérence de Zariski de
YK est bien Y .
Remarque III.4.7. Notre théorème de Runge tubulaire se présente dans sa formulation même
comme une stratiﬁcation d'énoncés  à la Runge  suivant la dimension de l'intersection des divi-
seurs en jeu. À un extrême de cette stratiﬁcation, l'intersection en question est vide, et on retrouve
alors le théorème III.7, et à l'autre, l'intersection est un diviseur (ample ou gros suivant le cas (a)
ou (b)) d'où la ﬁnitude d'après la proposition III.4.6.
Il est à noter que cette stratiﬁcation ne généralise les théorèmes préexistants qu'en dimension
au moins égale à 2, car dans le cas des courbes, il n'y a pas de situation intermédiaire entre ces deux
extrêmes, et les diviseurs strictement eﬀectifs sont amples grâce au théorème de Riemann-Roch.
Cette généralisation où l'on autorise un lieu de concourance non vide des mauvais diviseurs
est naturelle dès qu'on passe des courbes aux surfaces. Par exemple, si la ﬁbre générique de X
est de dimension 2, deux diviseurs amples sur X s'intersectent nécessairement, mais si dans notre
problème on peut accepter l'intégralité parfaite par rapport à leurs points d'intersection, cela
permet d'avoir m = 1 dans la condition de Runge si les diviseurs amples sont concourants en ces
points d'intersection, au lieu de m = 2 ou plus.
III.5 Runge et les variétés modulaires de Siegel
Dans cette section, nous allons présenter diverses perspectives d'applications de la méthode de
Runge en dimension supérieure aux variétés modulaires de Siegel, pour obtenir des résultats de
ﬁnitude ayant une certaine signiﬁcation modulaire, tout comme dans le cas des courbes modulaires.
Le paragraphe III.5.1 est consacré aux nombreux rappels et déﬁnitions sur les variétés modu-
laires de Siegel. Il contient de nombreux résultats non triviaux que nous avons extraits du chapitre
VII de [Deb99] (pour les premières déﬁnitions, la polarisation et la structure de niveau dans le cas
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complexe), puis de [Nam80] (surtout les chapitres 4,5 et 9), et enﬁn de [FC90] (chapitres IV et
V) pour l'algébrisation des compactiﬁcations. Ensuite, nous donnerons les propriétés géométriques
utiles pour envisager d'appliquer la méthode de Runge à ces variétés modulaires : celles-ci sont
dispersées dans la littérature et pour certaines d'entre elles assez récentes, mais les références prin-
cipales sont [Mum83], [Hul00] et [HW00]. Pour ﬁnir, nous donnerons une application concrète de la
méthode de Runge pour les zéros de fonctions thêta, suivie de résultats conjecturaux pour certains
diviseurs intéressants sur les variétés modulaires, en insistant particulièrement sur les nouvelles
diﬃcultés rencontrées par rapport au cas des courbes modulaires.
III.5.1 Rappels sur les Ag(n) et leurs compactiﬁcations
Commençons par construire les variétés modulaires de Siegel complexes en tant qu'espaces
symétriques.
Déﬁnition III.5.1 (Demi-espace supérieur de Siegel, et groupe symplectique).
Soit g ≥ 1 un entier. On voit ici les éléments de Zg,Rg ou Cg comme des vecteurs lignes de
taille g.
(a) Le demi-espace supérieur de Siegel d'ordre g, noté Hg, est l'ensemble
Hg := {τ ∈Mg(C) | tτ = τ et Im τ > 0}
où Im τ > 0 signiﬁe que Im τ est déﬁnie positive en tant que matrice symétrique réelle. C'est un
ouvert du C-espace vectoriel des matrices symétriques complexes de taille g (muni de sa topologie
naturelle), et en tant que tel, il est muni d'une structure de variété complexe. Pour tout τ ∈ Hg,
on note Aτ le tore complexe Cg/Λτ avec Λτ = Zg + Zgτ .
(b) Soit J =
(
0 1
−1 0
)
∈ M2g(Z). Pour un anneau commutatif A, le groupe symplectique de
degré g sur A, noté Sp2g(A), est le sous-groupe de GL2g(A) déﬁni par
Sp2g(A) := {M ∈ GL2g(A) | tMJM = J}.
Une matrice de M2g(A) est symplectique si elle appartient à ce groupe. Pour tout n ≥ 1, le
groupe symplectique principal de degré g et de niveau n, noté Γg(n), est le sous-groupe de Sp2g(Z)
constitué des matrices congrues à l'identité modulo n. Pour tout γ =
(
A B
C D
)
∈ Sp2g(R) et tout
τ ∈ Hg, on note
jγ(τ) := Cτ +D ∈Mg(C). (III.5)
On déﬁnit également l'action à gauche de γ sur τ par
γ · τ := (Aτ +B)(Cτ +D)−1. (III.6)
Chaque élément de Sp2g(R) agit alors par biholomorphismes sur Hg, et jγ est un cocycle pour
cette action (voir la proposition VII.1.1 de [Deb99] pour les détails).
Déﬁnition III.5.2 (Tore complexe et polarisation).
Soit X = V/Λ un tore complexe, avec V un C-espace vectoriel complexe et Λ un réseau de V .
(a) Une polarisation de X est une forme R-bilinéaire alternée ω sur V × V , à valeurs entières
sur Λ× Λ et telle que pour tous x, y ∈ V , ω(ix, iy) = ω(x, y) et ω(x, ix) > 0 si x est non nul. Un
tore complexe admettant une polarisation est une variété abélienne complexe.
(b) Avec les notations précédentes, il existe une Z-base (dite adaptée) de Λ et des diviseurs
élémentaires d1| · · · |dg uniquement déterminés par ω tels que dans cette base, la matrice de ω est
(
0 D
−D 0
)
, où D =
d1 . . .
dg
 .
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Le degré de la polarisation ω est alors le produit des entiers d1 · · · dg, en particulier la polarisation
est principale si ce degré est 1, c'est-à-dire si la matrice ci-dessus est J .
(c) Pour tout n ≥ 1, et toute variété abélienne complexe principalement polarisée (X,ω) (ou
même de polarisation de degré premier à n), le groupe X[n] des points de n-torsion admet une
forme bilinéaire wn non dégénérée à valeurs dans µn le groupe des racines n-ièmes de l'unité dans
C, déﬁnie par wn(x, y) = e2ipinω(x˜,y˜) où x˜ et y˜ sont des relèvements quelconques de x et y dans V .
Cette forme bilinéaire alternée de X[n] vers µn est appelée l'accouplement de Weil sur X[n].
(d) Une variété abélienne complexe principalement polarisée avec structure de niveau n est la
donnée d'une variété abélienne complexe X = V/Γ, d'une polarisation principale ω sur X, et d'un
isomorphisme αn : X[n]→ (Z/nZ)2g tel que pour la forme bilinéaire
Wn : (Z/nZ)2g × (Z/nZ)2g −→ µn
(X,Y ) 7−→ e 2ipin XJtY ,
on a α∗nWn = wn l'accouplement de Weil sur X[n].
Toute (Z/nZ)-base de X[n] obtenue via cet isomorphisme αn est dite base symplectique de
X[n] (pour ω). Le choix d'un isomorphisme αn équivaut au choix d'une base symplectique, et
deux bases symplectiques sont liées par une matrice de passage appartenant à Sp2g(Z/nZ).
(e) Deux variétés abéliennes complexes principalement polarisées (X,ω, αn) et (X ′, ω′, α′n) avec
structure de niveau n sont isomorphes s'il existe un isomorphisme d'espaces vectoriels φ : V → V ′
(si X = V/Λ et X ′ = V/Λ′) tel que φ(Λ) = Λ′, φ∗ω′ = ω et φ
∗
α′n = αn, où φ est l'isomorphisme
X ∼= X ′ induit par φ.
Remarque III.5.1. La donnée d'une polarisation principale sur X équivaut à la donnée de la
première classe de Chern d'un ﬁbré en droites ample L sur X tel que h0(X,L) = 1, et on peut
en déduire intrinsèquement une construction de l'accouplement de Weil et les notions d'isomor-
phismes de structures principales de niveau n (voir [Deb99], section VI.4). Nous avons opté pour
les déﬁnitions ci-dessus pour leur caractère plus explicite, mais sur un corps quelconque, il faut
eﬀectivement déﬁnir les polarisations par classe de Chern, ou encore par isogénie entre A et sa
variété abélienne duale Â.
La proposition suivante explique le lien entre les deux déﬁnitions précédentes. Les résultats
énoncés sont classiques, nous allons donc simplement en indiquer des références de preuves.
Déﬁnition-Proposition III.5.3.
Soit g ∈ N>0. On reprend les notations de la déﬁnition III.5.1.
(a) Pour tout τ ∈ Hg, la forme bilinéaire ωτ sur Cg déﬁnie par
ωτ (x, y) = Re(x) Im(τ)
−1t Im(y)− Re(y)τ−1 Im(τ)−1t Im(x)
est une polarisation principale du tore complexe Aτ , telle que pour tous (i, j) ∈ {1, · · · , g}2, pour
(e1, · · · , eg) la base canonique de Cg :
ωτ (ei, ej) = 0 et ωτ (ei, ejτ) = δij .
(b) Pour tout n ∈ N>0, en notant pi : Cg → Aτ la projection canonique, la famille
(pi(e1/n), · · · , pi(eg/n), pi(e1τ/n), · · · , pi(egτ/n)) est une base symplectique de Aτ [n] pour ωτ
et on note ατ,n la structure principale de niveau n associée.
(c) L'action de Γg(1) sur Hg est proprement discontinue, c'est-à-dire que pour tout τ ∈ Hg, il
existe un ouvert U de Hg contenant τ tel que {γ ∈ Γg(1) | γ ·U ∩U 6= ∅} est ﬁni. Pour tout n ≥ 3,
l'action de Γg(n) est même librement discontinue.
(d) Pour tout n ∈ N>0, le quotient Ag(n)C := Γg(n)\Hg est l'espace de modules des variétés
abéliennes principalement polarisées munies d'une structure principale de niveau n, c'est-à-dire
que l'application τ 7→ (Aτ , ωτ , αn,τ ) induit une bijection entre Γg(n)\Hg et l'ensemble des variétés
abéliennes principalement polarisées avec structure de niveau n à isomorphisme près. De plus, le
quotient Ag(n)C a une structure naturelle d'espace analytique normal (à singularités de quotient
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ﬁnies, c'est-à-dire localement le quotient d'un ouvert de Ck par l'action holomorphe d'un groupe
ﬁni), et même de variété complexe si n ≥ 3.
(e) Pour tout diviseur positif m de n, l'identité sur Hg induit par passage au quotient un
morphisme ﬁni Ag(n)C → Ag(m)C qui correspond en termes d'espaces de module, à multiplier la
base symplectique de X[n] par n/m pour obtenir une base symplectique de X[m].
Démonstration. Pour le (a) et le (b), c'est une vériﬁcation directe découlant principalement de la
formule pour les évaluations de ωτ sur la Z-base naturelle (e1, · · · , eg, e1τ, · · · , egτ) de Λτ (c'est
bien une base adaptée pour ωτ ).
Pour le (c), l'action est proprement discontinue ([Deb99], Proposition VII.1.3). Ensuite, si
γ ∈ Γg(n) avec n ≥ 3 est tel que γ · τ = τ , cela signiﬁe que l'automorphisme de Aτ induit par γ
ﬁxe à la fois ωτ et ατ,n, et il est alors égal à l'identité par la proposition VII.3.4 de [Deb99], donc
γ = 1. L'action de Γg(n) pour n ≥ 3 est ainsi libre et proprement discontinue, donc librement
discontinue.
Pour le (d), c'est l'objet du théorème 8.3.2 de [BL04] (voir les sections 8.1, 8.2 et 8.3 de ce
livre pour les détails) pour n quelconque. Dans le cas où n ≥ 3, on obtient une variété complexe
et pas seulement un espace analytique normal grâce au fait que l'action de Γg(n) est librement
discontinue.
Enﬁn, le (e) se vériﬁe immédiatement.
Dans le cas où n ≥ 3, on peut faire mieux que construire l'espace de modules Ag(n)C, on peut
même construire la variété abélienne complexe principalement polarisée universelle, avec structure
de niveau n.
Déﬁnition-Proposition III.5.4 (Variété abélienne universelle et ﬁbré des formes modulaires).
Soit un entier g ≥ 1.
(a) Le produit semi-direct Γg(1) n Z2g déﬁni par l'action à droite naturelle de Γg(1) sur Z2g
agit naturellement à gauche par biholomorphismes sur Hg × Cg par la formule
(γ, (p, q)) · (τ, z) = (γ · τ, (z + pτ + q)jγ(τ)−1) ,
et cette action est proprement discontinue.
(b) Pour tout entier n ≥ 3, le quotient Xg(n) = Γg(n)nZ2g\Hg ×Cg pour cette action est une
variété complexe munie d'une ﬁbration naturelle pi : Xg(n)→ Ag(n)C telle que pour tout τ ∈ Hg,
la ﬁbre au-dessus de l'image de τ est la variété abélienne polarisée Aτ .
(c) Pour tout entier n ≥ 3, le quotient L de Hg × C par l'action de Γg(n) déﬁnie par
γ · (τ, z) = (γ · τ, z/ det(jγ(τ)))
est un ﬁbré en droites sur Ag(n)C appelé ﬁbré des formes modulaires pour Γg(n). Pour tout entier
k ≥ 1, les sections globales de L⊗k correspondent aux formes modulaires de Siegel de degré g, de
poids k et de niveau n (déﬁnies par exemple dans [Kli90]).
Pour n = 1 ou 2, il existe un exposant k tel que si γ · τ = τ , alors det(jγ(τ))k = 1 et on peut
donc déﬁnir non pas L mais sa puissance k-ième comme un ﬁbré en droites sur Ag(n). On déﬁnit
alors L comme un Q-ﬁbré en droites (c'est-à-dire comme un ﬁbré en droites formellement multiplié
par un rationnel, de sorte qu'un de ses multiples est un vrai ﬁbré en droites).
Démonstration.
(a) Vériﬁer que c'est une action de groupes est un calcul immédiat, ainsi que le fait qu'elle est
proprement discontinue. Remarquons que restreinte à Z2g, c'est une action par translation, et le
quotient nous donne alors une ﬁbration au-dessus de Hg telle que la ﬁbre au-dessus de τ est Aτ
par déﬁnition, et que restreinte à Γg(1), sa première coordonnée est l'action de Γg(1) sur Hg, et
la seconde correspond à l'isomorphisme de variétés abéliennes polarisées induit par un γ : plus
explicitement, si γ · τ = τ ′, l'automorphisme z 7→ zjγ(τ)−1 de Cg envoie Λτ sur Λτ ′ et ωτ sur ωτ ′ ,
donc induit un isomorphisme de variétés abéliennes principalement polarisées Aτ ∼= Aτ ′ .
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(b) Comme n ≥ 3, d'après la déﬁnition-proposition III.5.3 (c), l'action de Γg(n)nZ2g est sans
point ﬁxe (car elle l'est sur la première coordonnée, et les translations sont également sans point
ﬁxe). Maintenant, l'application de projection naturelle Hg ×Cg passe au quotient en l'application
pi : Xg(n) → Ag(n)C, et il reste donc à étudier la ﬁbre au-dessus de chaque point. Pour tout
x ∈ Ag(n)C, il existe τ ∈ Hg tel que x est l'orbite de τ pour Γg(n), et alors, pour tout (τ ′, z′) ∈
Hg×Cg, si pi((τ ′, z′)) = x, il existe un unique γ ∈ Γg(n) tel que γ · τ = τ ′. Ainsi, la ﬁbre au-dessus
de x est exactement constituée de tous les (τ, z) avec z ∈ Cg, mais (τ, z) = (τ, z′) si et seulement
si z et z′ sont égaux à Λτ près (car γ · τ = τ si et seulement si γ = 1 car l'action de Γg(n) est
libre), ce qui prouve que la ﬁbre au-dessus de τ est bien Aτ .
(c) Les arguments pour n ≥ 3 sont les mêmes que ci-dessus, et les sections globales de L⊗k
se relèvent par construction (comme Hg est simplement connexe) en des fonctions f holomorphes
sur Hg telles que pour tout γ ∈ Γg(n) et tout τ ∈ Hg,
f(γ · τ) = det(jγ(τ))kf(τ),
c'est-à-dire qu'elles s'identiﬁent naturellement aux formes modulaires de Siegel de degré g, de
niveau n et de poids k.
Remarque III.5.2. Ce qui change le (b) pour n = 1 ou 2 est que −1 ∈ Γg(n), et donc le γ tel
que γτ = τ ′ n'est pas unique. Ceci conduit à devoir identiﬁer dans chaque ﬁbre (τ, z) et (τ,−z) :
ainsi, les ﬁbres au-dessus d'un τ donné sont en général les Aτ/[±1], et même des quotients par un
plus grand groupe (ﬁni) pour certains τ .
Les espaces Ag(n)C ne sont pas compacts, et il est donc important (ainsi que pour les voir
comme des variétés projectives) de les compactiﬁer. Il existe plusieurs façons de le faire, nous
allons commencer par la plus naturelle, c'est-à-dire la compactiﬁcation de Satake. Pour cela, nous
allons utiliser un autre modèle complexe de Hg, nous basant sur (et détaillant) la remarque 4.5 de
[Nam80].
Déﬁnition-Proposition III.5.5 (Autre modèle de Hg).
Soit un entier g ≥ 1. Sur C2g, on note B la forme C-bilinéaire alternée déﬁnie par la matrice
J et H la forme hermitienne déﬁnie par H(x, y) := iB(x, y). Pour une matrice M ∈M2g,g(C), on
va noter Vect(M) le sous-espace vectoriel de C2g (vu comme vecteurs colonnes ici) engendré par
les colonnes de M .
(a) L'application τ 7→ Vect
(
τ
1
)
est un isomorphisme de variétés complexes Γg(1)-équivariant
entre Hg et l'ensemble Dg ⊂ Grassg,2g(C) des C-espaces vectoriels W de dimension g de C2g tels
que B|W ≡ 0 et H|W est déﬁnie positive. On note Dg l'ensemble des C-espaces vectoriels W de
dimension g de C2g tels que B|W ≡ 0 et H|W est positive.
(b) Pour toutW ∈ Dg, l'espace vectorielW∩W est égal à V ⊗RC pour un certain sous-R-espace
vectoriel V de R2g, et ce V est totalement isotrope pour B et H. Pour tout sous-espace vectoriel
V de R2g isotrope pour B (et donc H), on appelle composante de bord associée à V l'ensemble
C(V ) := {W ∈ Dg |W ∩W = V ⊗R C},
et on dit que celle-ci est de degré g′ si V est de dimension g′. De plus, pour tout γ ∈ Γg(1),
γ · C(V ) = C(γ · V ). En particulier, pour tout entier g′ ∈ {0, · · · , g}, on note Cg′ := C(Vg′) où
Vg′ = Vect
 01g′
0g
 (par exemple, C0 = Dg). On a alors
Cg′ =
Vect

τ ′ 0
0 1g′
1g−g′ 0
0 0
 , τ ′ ∈ Hg−g′
 ,
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et on note φg′ : Hg−g′ → Cg′ la bijection ainsi induite.
(c) Une composante de bord C(V ) est rationnelle si V est déﬁni surQ, ou de manière équivalente
si V = γ · Vg′ avec γ ∈ Γg(1), pour g′ le degré de V . On note Dcg ⊂ Dg l'union de Dg et de toutes
les composantes de bord rationnelles de Dg.
(d) L'action de Γg(1) sur Hg s'étend naturellement en une action de Γg(1) sur Dcg.
(e) Pour tout g′ ∈ {0, · · · , g}, le stabilisateur de la composante de bord Cg′ est constitué des
matrices γ ∈ Γg(1) de la forme
A′′ 0 B′′ ∗
∗ u ∗ ∗
C ′′ 0 D′′ ∗
0 0 0 tu−1
 avec (A′′ B′′C ′′ D′′
)
∈ Γg−g′(1) et u ∈ GLg′(Z).
Démonstration. Tout d'abord, pour tout W ∈ Dcg, le C-espace vectoriel W ∩W est stable par
conjugaison complexe et il existe donc bien un unique sous-espace vectoriel réel V de R2g tel que
W ∩W = V ⊗R C. Ensuite, les éléments de W ∩W sont exactement les x ∈ C2g orthogonaux
à W à la fois relativement à B et à H : en eﬀet, W est de dimension g et B bilinéaire alternée
non dégénérée, donc c'est un sous-espace totalement isotrope maximal pour B et son orthogonal
pour H est exactement W . Comme H est positive sur W , l'intersection W ∩W est constituée des
éléments de W isotropes pour H.
Ensuite, pour g′ ∈ {0, · · · , g}, notons g′′ = g − g′ et supposons que W ∈ Cg′ . Soit un vecteur
v ∈ C2g dont les coordonnées d'indice g′′ + 1, · · · , g′′ + g sont nulles. Remarquons qu'il ne peut
alors pas appartenir à Vg′ à moins d'être nul par déﬁnition de celui-ci, et est isotrope pour B et H.
S'il appartient àW , alors comme il est isotrope pour H, il appartient àW ∩W et donc v = 0. Ceci
prouve que la projection de W dans Cg qui à un vecteur associe ses coordonnées g′′+1, · · · , g′′+g
est surjective (car injective), et on peut donc écrire W = Wτ = VectMτ , avec
Mτ =

τ ′′ τ2
0 1g′
1g−g′ 0
−τ3 τ ′
 , τ = (τ ′′ τ2τ3 τ ′
)
, τ ′ ∈Mg′(C), τ ′′ ∈Mg′′(C).
Maintenant, par calcul matriciel on voit que pour tous vecteurs colonnes X,Y ∈ Cg :
B (MτX,MτY ) =
tX
(
τ ′′ − tτ ′′ tτ3 − τ2
tτ2 − τ3 τ ′ − tτ ′
)
Y et H (MτX,MτY ) =
tX
(
τ ′′ − tτ ′′ tτ3 − τ2
tτ2 − τ3 τ ′ − tτ ′
)
Y.
Ceci prouve que Wτ ∈ Dcg si et seulement si τ est symétrique et Im τ positive, et dans ce cas
H (MτX,MτY ) = 2
tX Im τY .
Plus précisément, on en déduit que l'espace vectoriel réel Vτ associé à Wτ est l'ensemble des
produits matriciels MτX avec X ∈ Rg tel que (Im τ)X = 0. Ainsi, on sait que Vτ = Vg′ si et
seulement si Ker(Im τ) = Vect(eg−g′+1, · · · , eg) et que la multiplication de cet espace vectoriel par
Re τ est nulle, ce qui équivaut à dire que τ est de la forme
τ =
(
τ ′′ 0
0 0
)
, τ ′′ ∈ Hg′′ ,
ce qui prouve le (a) et le (b). La nature Γg(1)-équivariante de l'application du (a) est naturelle car
pour tout γ =
(
A B
C D
)
∈ Γg(1),
Vect
(
γ · τ
1g
)
= Vect
(
Aτ +B
Cτ +D
)
= γ ·Vect
(
τ
1g
)
,
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et l'action naturelle de Γg(1) sur C2g préserve B et H donc Γg(1) préserve Dcg dans Grassg,2g(C).
Pour le (c), soit (e1, · · · , e2g) la base canonique de Z2g. Soit V un sous-espace vectoriel réel de
R2g déﬁni sur Q et totalement isotrope pour B. Il existe donc une R-base (f1, · · · , fg′) de V dont
chacun des éléments appartient à Q2g, et orthogonaux deux à deux pour B. On peut même, quitte
à multiplier soigneusement ces éléments, supposer qu'ils appartiennent à Z2g et sont complétables
en une Z-base de Z2g, mais ils sont alors complétables en une base symplectique de Z2g. Comme
Γg(1) agit transitivement sur les bases symplectiques de Z2g par construction, il existe γ tel que
(f1, · · · , fg′) = γ · (eg−g′+1, · · · , eg) et donc
V = Vect(f1, · · · , fg′) = γ ·Vect(eg−g′+1, · · · , eg) = γVg′ .
Réciproquement, un tel espace vectoriel est bien déﬁni sur Q.
Enﬁn, pour le (e), il suﬃt de décomposer une matrice γ en seize blocs comme pour la forme
de l'énoncé et de calculer le produit de γ par
 01g′
0g
, puis de vériﬁer quand il appartient à Vg′ .
On obtient immédiatement l'annulation des trois blocs de la seconde colonne sauf le second qui
doit être inversible car γ doit induire une bijection sur le Z-module sous-jacent à Vg′ . Le reste s'en
déduit par symplecticité (pour plus de détails, voir la proposition 4.8 de [Nam80]).
Cette série de déﬁnitions va nous permettre de construire (suivant la déﬁnition 5.7 de [Nam80])
une topologie sur Dcg, dont la topologie quotient nous donnera la compactiﬁcation de Satake.
Déﬁnition III.5.6 (Topologie cylindrique sur Dcg).
Soit g ≥ 1 un entier.
(a) Pour tout entier 0 ≤ g′ ≤ g, tout ouvert U de Hg′ pour la topologie usuelle et tout réel
λ > 0, on déﬁnit la partie U(U, λ) de Dcg par :
U(U, λ) :=
⋃
0≤g1≤g′
U(U, λ, g1)
où pour chaque g1 ≤ g′, l'ensemble U(U, λ, g1) ⊂ Cg1 est l'image par φg1 des τ ∈ Hg−g1 qui sont
de la forme τ =
(
τ1 τ
′′
tτ ′′ τ2
)
, avec
τ1 ∈ U ⊂ Hg−g′ et Im τ2 − t Im τ ′′(Im τ2)−1 Im τ ′′ > λ Idg′−g1 ,
où le symbole > signiﬁe que la diﬀérence des deux termes est une matrice (symétrique réelle)
déﬁnie positive. La topologie cylindrique sur Dcg est la topologie la moins ﬁne contenant comme
ouverts tous les U(U, λ) et telle que les γ ∈ Γg(1) agissent par homéomorphismes.
(b) Pour tout entier n ≥ 1, la compactiﬁcation de Satake de Ag(n)C, notée Ag(n)SC, est l'espace
Γg(n)\Dcg muni de la topologie quotient de la topologie cylindrique.
Pour mieux comprendre les déﬁnitions ci-dessus, donnons quelques propriétés de base de cette
topologie et cette compactiﬁcation.
Proposition III.5.7.
Soit g ≥ 1 un entier.
(a) La topologie cylindrique induit sur chaque composante de bord Cg′ la topologie induite par
Hg−g′ et φg′ , c'est-à-dire que φg′ est un homéomorphisme de Hg−g′ vers Cg′ , et il en est de même
pour les autres composantes de bord.
(b) Une suite τn =
(
τ
(1)
n τ ′′n
tτ ′′n τ
(2)
n
)
d'éléments de Hg avec τ (1)n ∈ Hg−g′ pour un certain g′ ≤ g
converge vers φg′(τ
′) ∈ Cg′ pour un certain τ ′ ∈ Hg−g′ dans la topologie cylindrique si et seulement
si
τ (1)n → τ ′ et Im τ (2)n − t Im τ ′′n (Im τ (2)n )−1 Im τ ′′n → +∞.
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c'est-à-dire que pour tout λ > 0, à partir d'un certain rang n, on a
Im τ (2)n − t Im τ ′′n (Im τ (2)n )−1 Im τ ′′n > λ Idg′g′ .
(c) En tant qu'ensemble, on a
Γg(1)\Dcg = Ag(1)C unionsq · · · unionsqA1(1)C unionsqA0(1)C.
où A0(1)C est réduit à un point.
(d) Pour toute composante de bord rationnelle C(V ), l'adhérence de C(V ) dans Dcg pour la
topologie cylindrique est exactement l'union des composantes de bord C(V ′) avec V ′ contenant V .
(e) Pour g = 1, l'ensemble Dc1 s'identiﬁe canoniquement à H1 ∪ P1(Q), et la topologie cylin-
drique est la topologie dite hyperbolique sur cet espace. Pour tout n ≥ 1, le quotient Γ1(n)\H1
s'identiﬁe alors à la courbe modulaire (non compacte) Y (n) paramétrant les classes d'isomor-
phisme de courbes elliptiques munies d'une structure complète de niveau n, et sa compactiﬁcation
de Satake s'identiﬁe à la courbe modulaire X(n) (section I.5 de [DS05], par exemple).
Démonstration. (a) Par déﬁnition, l' intersection d'un U(U, λ) avec Cg′ est φg′(U), d'où le résultat
(il faut aussi voir avec la preuve du (c) que chaque Γg(1) ﬁxant une composante de bord de degré
g′ donnée agit par homéomorphismes sur cette composante de bord lorsqu'elle est munie de la
topologie induite par Hg−g′).
(b) C'est la Scholie 5.9 p. 38 de [Nam80]. C'est en fait l'idée intuitive derrière la construction
des composantes de bord, permettant de lire assez naturellement l'adhérence d'une partie de Hg
dans Dcg.
(c) Par déﬁnition des composantes rationnelles, les composantes rationnelles de même degré
forment une seule orbite par l'action de Γg(1), d'où la stratiﬁcation. Il reste à vériﬁer que pour
tout g′ ∈ {0, · · · , g}, l'action du stabilisateur de Cg′ se traduit en l'action de Γg′(1) sur Hg−g′ via
φg′ . D'après les (b) et (e) de la déﬁnition-proposition III.5.5, un élément W de Cg′ s'écrit sous la
forme φg′(τ ′′) avec τ ′′ ∈ Hg−g′ et pour γ ayant la forme énoncée, on vériﬁe directement que
γ · φg′(τ ′′) = φg′((A′′τ +B′′)(C ′′τ ′′ +D′′)−1).
et donc φg′(τ ′′) et φg′(τ ′′2 ) sont dans la même orbite par Γg(1) si et seulement si τ
′′ et τ ′′2 le sont
par Γg′′(1), ce qui conclut la preuve.
(d) D'après le (b), on voit que l'adhérence de Hg = C0 dans Dcg contient tous les Cg′ , g′ ≤ g
donc toutes les composantes de bord (rationnelles) par déﬁnition de celles-ci comme Γg(1) agit par
homéomorphismes. Ainsi, l'espace Hg est dense dans C0. Par le même raisonnement appliqué au
degré supérieur, comme pour tout g′ ≤ g, l'union des composantes de bord C(V ′) avec V ′ contenant
Vg′ est homéomorphe à Dcg−g′ avec les topologies cylindriques, Cg′ est dense dans cette union, et
transporter cette propriété par action de Γg(1) (qui agit transitivement sur les composantes de
bord de même degré) donne le (d).
(e) Il suﬃt de voir la déﬁnition de la topologie cylindrique dans le cas g = 1.
Les propriétés importantes de cette compactiﬁcation sont les suivantes.
Proposition III.5.8.
Pour tous entiers g ≥ 1 et n ≥ 1 :
(a) Le groupe Γg(n) agit proprement discontinument sur Dcg.
(b) La compactiﬁcation de Satake Ag(n)
S
C est un espace topologique compact contenant Ag(n)C
comme ouvert dense, et son complémentaire est de codimension g.
(c) Cette compactiﬁcation admet une structure naturelle d'espace analytique normal prolongeant
celle de Ag(n)C, et c'est une variété algébrique projective. Plus précisément, pour Mg(n) la C-
algèbre graduée (par le poids) des formes modulaires de Siegel de degré g et de niveau n (qui est
normale de type ﬁni), les espaces analytiques normaux Ag(n)
S
C et ProjCMg(n) sont isomorphes.
De manière plus concrète, cela signiﬁe que la compactiﬁcation de Satake Ag(n)
S
C est exactement
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l'adhérence dans un certain espace projectif de l'image de Ag(n)C par l'évaluation en une base de
formes modulaires de degré g, de niveau n et de même poids k (assez grand).
(d) Le Q-ﬁbré L des formes modulaires sur Ag(n)C s'étend canoniquement à Ag(n)SC et cette
extension est un Q-ﬁbré ample sur la compactiﬁcation de Satake.
Démonstration. Les assertions (a) et (b) sont contenues dans le théorème 5.10 de [Nam80] (au
moins pour la compacité, c'est une conséquence rapide de la proposition III.5.7 (a) ci-dessus et
du domaine fondamental de Γg(1)\Hg qu'on peut trouver dans l'Exemple 5.12 [Nam80]). Pour la
codimension du complémentaire, il suﬃt de remarquer qu'en tant que variété complexe, chaque
composante de bord de degré g′ est isomorphe à Ag−g′(n)C donc de dimension (g−g′)(g−g′+1)/2,
ainsi le bord est de dimension (g − 1)g/2, alors que Ag(n)C est de dimension g(g + 1)/2. Pour le
(c), la structure naturelle d'espace analytique normal a été établie par [CS57], et l'isomorphisme
d'espaces analytiques normaux par le théorème 5 de [Bai58] dans le cas n = 1 et le  théorème
fondamental  de [Car57] dans le cas général (essentiellement à l'aide de la proposition 12 de
cet article et du résultat de [Bai58]). Pour le (d), la nature même de l'espace ProjCMg(n) et
de l'isomorphisme (obtenu par évaluation des formes modulaires d'un poids suﬃsamment grand)
montre que le Q-ﬁbré L s'étend canoniquement à ProjCMg(n), donc à Ag(n)SC, et a une certaine
puissance très ample, il est donc ample.
Remarque III.5.3. Nous verrons (déﬁnition-proposition III.5.22 (b) )que beaucoup de formes
modulaires de degré g peuvent être construites comme fonctions thêta, et pour certaines structure
de niveau, ces fonctions thêta engendrent bien (à partir d'un certain poids) l'algèbre graduée des
formes modulaires avec cette structure : ainsi, comme l'a démontré pour la première fois Igusa (voir
[Igu72], section V.4 et théorème 4 de cette section ou encore [Deb99], Théorème 4.1), pour certaines
structures de niveau, il suﬃt d'évaluer en tout point par les fonctions thêta (ou plutôt  thêta-
constantes ) adaptées pour obtenir un plongement quasi-projectif, et de là la compactiﬁcation de
Satake. En général, les fonctions thêta qu'on peut construire ne suﬃsent cependant pas et il faut
utiliser toutes les formes modulaires possibles.
Voyons maintenant quelles sont exactement les diﬀérentes composantes de bord dans Ag(n)SC,
et leurs adhérences.
Proposition III.5.9.
Pour tous entiers g ≥ 1 et n ≥ 1 :
(a) Deux composantes de bord C(V ) et C(V ′) de Dcg sont identiﬁées dans Ag(n)SC si et seulement
s'il existe γ ∈ Γg(n) tel que γ · V = V ′. On appellera composante de bord de Ag(n)SC la projection
dans Ag(n)
S
C d'une composante de bord de Dcg, et si elle est de degré g′, elle est isomorphe en tant
qu'espace analytique à Ag−g′(n)C.
(b) Soit g′ ∈ {0, · · · , g}. Alors, l'application qui à une matrice M de M2g,g′(Z) complétable
en une matrice symplectique de taille 2g associe la composante de bord C(VectM) induit après
passage au quotient modulo n, une surjection de l'ensemble des matrices M ∈ M2g,g′(Z/nZ)
complétables en des matrices symplectiques de Sp2g(Z/nZ) vers l'ensemble des composantes de
bord de degré g′ de Ag(n)SC. On note, pour tout M ∈M2g,g′(Z/nZ) ayant ces propriétés, C(M) la
composante correspondante, et alors C(M) = C(M ′) si et seulement s'il existe une matrice u de
GLg′(Z) (vue modulo n) telle que M = M ′u. En particulier, les composantes de bord de degré 1
de Ag(n)
S
C correspondent aux vecteurs colonnes primitifs de (Z/nZ)2g, à ±1 près, il y en a donc
n2g/2
∏
p(1− p−2g) (où p parcourt les nombres premiers divisant n) si n ≥ 3.
(c) Via les correspondances du (b), l'adhérence de la composante de bord C(M ′) de degré g′ est
constituée de l'union des C(M1) où M1 est une matrice complétable en une matrice symplectique
de Sp2g(Z/nZ), dont les g′ premières colonnes forment M ′.
Démonstration. (a) C'est dû au fait que l'action de Γg(1) se fait composante de bord par com-
posante de bord et est transitive entre celles de même degré, et grâce à la formule donnée par la
preuve de la proposition III.5.7 (c).
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(b) D'après la proposition III.5.7 (b) et sa preuve, on sait que Γg(1) agit transitivement sur
toutes les composantes de bord de même degré. Étant donné deux telles composantes, on veut
donc exprimer quand elles appartiennent à la même orbite non pas dans Γg(1) mais dans Γg(n).
À toute composante de bord rationnelle C(V ) de Dcg, on peut associer une matrice M de
M2g,g′(Z) dont les colonnes engendrent le réseau V ∩Z2g, de dimension g′ et isotrope pour B. On
note Mg,g′ l'ensemble de ces matrices, et deux matrices M et M ′ de Mg,g′ correspondent à la
même composante de bord dans Dcg si et seulement si M = M ′u avec u ∈ GLg′(Z). Maintenant,
deux composantes de bord C(VectM) et C(VectM ′) s'identiﬁent dans Ag(n)SC si et seulement s'il
existe γ ∈ Γg(n) et u ∈ GLg′(Z) tels que M ′ = γMu, ainsi l'ensemble des composantes de bord
de degré g′ de la compactiﬁcation de Satake s'identiﬁe naturellement au double quotient
Γg(n)\Mg,g′/GLg′(Z),
sur lequel agit canoniquement le groupe Sp2g(Z/nZ). Ensuite, le groupe Γg(1) se surjecte dans
Sp2g(Z/nZ) pour la projection canonique : il suﬃt de montrer que ce dernier est engendré par
les réductions modulo n de matrices élémentaires qui sont elles-mêmes symplectiques dans Z (ces
matrices peuvent être trouvées dans l'Annexe de [Mum87], p.202 et la preuve qu'elles engendrent
Sp2g(Z/nZ) et Sp2g(Z) sont très similaires). Deux matrices M et M ′ de Mg,g′ sont donc dans
la même orbite pour Γg(n) si et seulement si elles sont congrues modulo n, donc l'ensemble des
composantes de bord s'identiﬁe naturellement à
Mg,g′/GLg′(Z),
où Mg,g′ est la projection modulo n de Mg,g′ , mais c'est aussi l'ensemble des matrices de
M2g,g′(Z/nZ) complétables en une matrice de Sp2g(Z/nZ). Dans le cas où g′ = 1, l'ensemble
Mg,g′ est simplement constitué des vecteurs entiers primitifs de (Z/nZ)2g, d'où le résultat.
(c) C'est une conséquence directe de la proposition III.5.7 (d) et du (a).
Cette compactiﬁcation a le défaut, pour g > 1, de ne jamais être lisse (même si n ≥ 3),
avec un bord de dimension 1. Pour pallier ce problème, Igusa a conçu dans le cas g = 2 un
éclatement de cette compactiﬁcation le long du bord, appelé la compactiﬁcation d'Igusa [Igu67a],
et les idées employées ont donné naissance à une méthode générale de compactiﬁcation, dite
toroïdale, développée par plusieurs auteurs notamment Mumford et Tai, et dont on peut trouver
une idée plus générale dans [AMRT10].
Un point important est que la compactiﬁcation toroïdale de Ag(n)C n'est en général pas unique
(et chaque compactiﬁcation a diﬀérentes propriétés), mais pour ce qui suivra nous aurons choisi
par défaut g = 2 ou 3, et la compactiﬁcation toroïdale associée à la deuxième décomposition de
Voronoï (pour g = 2 qui constitue l'essentiel de notre propos, c'est la même que celle d'Igusa, car
alors la décomposition en cônes centraux est la même que la deuxième décomposition de Voronoï).
Nous n'utiliserons pas la compactiﬁcation toroïdale à proprement parler dans cette thèse, mais
nous en consignons ici succinctement les propriétés importantes en vue d'applications ultérieures
de la méthode de Runge.
La notion de compactiﬁcation toroïdale passe par les compactiﬁcations partielles le long des
composantes de bord, que nous expliquons ci-dessous pour C1 (la compactiﬁcation partielle le long
des composantes de bord de degré plus grand étant plus complexe à décrire).
D'après la déﬁnition-proposition III.5.5 (e), le stabilisateur noté Pg de C1 dans Γg(1) est consti-
tué des matrices γ de la forme
A′′ 0 B′′ ∗
∗ ±1 ∗ ∗
C ′′ 0 D′′ ∗
0 0 0 ±1
 avec (A′′ B′′C ′′ D′′
)
∈ Γg−g′(1).
En fait, une matrice γ ∈ Γg(1) appartient à Pg si et seulement si elle stabilise tout U(Hg−1, λ)
dès que le réel λ est assez grand : rappelons que ceux-ci sont des voisinages fondamentaux de C1
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pour la topologie cylindrique (déﬁnition III.5.6), et que l'action de Γg(1) est proprement disconti-
nue sur Dcg (proposition III.5.8 (a)).
Il y alors une application naturelle
U(Hg−1, λ) −→ Hg−1 × Cg−1 × C∗
φ1
(
τ1 z
tz τ2
)
7−→ (τ1, z, e2ipiτ2) ,
qui est équivariante pour le groupe Pg lorsque ce dernier agit sur Hg−1 × Cg−1 × C∗, pour les
matrices particulières suivantes (le tout formant bien une action cohérente), par
A 0 B 0
0 1 0 0
C 0 D 0
0 0 0 1
 (τ1, z, q) = (γ · τ1, jγ(τ1)−1z, qe−2ipitjγ(τ)−1Cz), où γ = (A BC D
)
∈ Γg−1(1).
et 
1g−1 0 0 `
m 1 ` 0
0 0 1g−1 −m
0 0 0 1
 (τ1, z, q) = (τ1, z + τ1m+ `, qe2ipi(mτ1m+2mz)).
(pour plus de détails, voir la section 3.11 de [BvdGHZ08]). Cette action s'étend naturellement
en une action sur Hg−1 × Cg−1 × C, et la compactiﬁcation partielle de Ag(n)SC le long de C1
est alors le quotient de Hg−1 × Cg × C par le groupe Pg,1 ∩ Γg(n) pour celle-ci. En particulier,
Hg−1 ×Cg × {0} est stabilisé par ce groupe, et on remarque que l'action se voit alors exactement
comme l'action de Γg−1(n)nZ2g−2 sur Hg−1×Cg−1 décrite dans la déﬁnition-proposition III.5.4.
La compactiﬁcation partielle le long de C1 fait donc apparaître, d'après celle-ci, la variété abélienne
universelle de dimension g − 1 avec structure de niveau n.
Plus précisément, la forme de la compactiﬁcation toroïdale que nous allons manipuler est la
suivante.
Déﬁnition-Proposition III.5.10 (Compactiﬁcation toroïdale). Soit g ∈ {2, 3} et n ≥ 1 des
entiers.
(a) On appelle compactiﬁcation toroïdale de Ag(n)C, notée A∗g(n)C, l'espace analytique normal
obtenu par la méthode de compactiﬁcation toroïdale associée à la seconde décomposition polyédrale
de Voronoï (voir le chapitre 9 de [Nam80] pour des détails).
(b) La variété normale Ag(n)C est un ouvert dense de A∗g(n)C dont le complémentaire est de
codimension 1. On appelle diviseur de bord, noté D, la somme des composantes irréductibles de
ce complémentaire, en tant que diviseur de Weil.
(c) L'espace analytique Ag(n)∗C est une variété projective complexe, munie d'un morphisme
surjectif pi vers Ag(n)SC égal à l'identité sur Ag(n)C, et pour m divisant n, d'un morphisme
ﬁni Ag(n)∗C → Ag(m)∗C prolongeant le morphisme naturel Ag(n)C → Ag(m)C de la déﬁnition-
proposition III.5.3 (e).
(d) Pour n ≥ 3, cette variété est lisse, et pour toute composante de bord C de degré 1 de
Ag(n)
S
C, on a un diagramme commutatif d'espaces analytiques normaux
pi−1(C)
pi

∼= // Xg−1(n)

C ∼= // Ag−1(n)C
où les ﬂèches non nommées sont canoniques (déﬁnition-proposition III.5.4 (b) pour la construction
de Xg−1(n)).
Pour n = 1 ou 2, la variété A∗g(n)C est normale à singularités de quotient ﬁnies.
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(e) Le Q-ﬁbré en droites L sur Ag(n)C s'étend canoniquement sur A∗g(n)C comme le pullback
par pin : A∗g(n)C → Ag(n)SC du Q-ﬁbré L sur Ag(n)SC (il prolonge bien le ﬁbré des formes modulaires
sur Ag(n)C).
Démonstration. (b) La normalité de A∗g(n)C découle du processus de compactiﬁcation toroïdale
(théorème 7.12 de [Nam80] par exemple), où à chaque étape de compactiﬁcation partielle on a
aﬀaire à des espaces analytiques normaux. Pour la dimension du complémentaire, cela découle par
exemple de la dimension de la compactiﬁcation partielle le long de C1 : comme celle-ci est la variété
abélienne universelle de dimension g − 1 et de niveau n comme on l'a vu ci-dessus, sa dimension
est g(g − 1)/2 + (g − 1) donc g(g + 1)/2− 1.
(c) Le fait que A∗g(n)C est projective découle de notre choix de compactiﬁcation toroïdale,
qui coïncide avec la compactiﬁcation d'Igusa pour g = 2 et 3, donc la projectivité vient de la
construction de celle-ci ([Igu67a], ou théorème 1.2.18 de [Ale02]). Le reste est vrai pour toutes
les compactiﬁcations toroïdales, et dû au fait qu'en un sens la compactiﬁcation de Satake est
 minimale  (ce qui découle de la construction même et se voit dans le cas de C1 ci-dessus (voir
[Nam80], chapitre 2 pour les résultats précis et les chapitres 6 et 7 pour leurs preuves).
(d) Seule la lissité est à prouver, et la seconde décomposition de Voronoï étant régulière pour
g ≤ 4, d'après la proposition 7.19 de [Nam80], il suﬃt de prouver que Γg(n) est  net  pour n ≥ 3,
c'est-à-dire que le groupe engendré par les valeurs propres d'un élément de Γg(n) ne contient
jamais de racine de l'unité diﬀérente de 1. Pour cela, soit M ∈ Γg(n) de polynôme caractéristique
P , et K le corps de nombres engendré par ses valeurs propres. Comme M est symplectique, on a
tMJM = J donc M = −J tM−1J et detM = 1, d'où
P (λ) = det(−J tM−1J − λI) = det(tM−1 − λI) = det(I − λtM) = det(I − λtM) = λ2gP (1/λ).
En conséquence, l'ensemble des valeurs propres deM est stables par inverse, maisM ∈ Γg(n) donc
chacune d'elles est de la forme λ = 1 +nα avec α un entier algébrique. Le groupe engendré par les
valeurs propres (qui est en fait le monoïde engendré par celles-ci vu le raisonnement précédent) est
donc constitué uniquement d'éléments de OK congrus à 1 modulo nOK . Si une racine de l'unité
ζ appartient à ce monoïde, on a donc ζ = 1 + nα avec α ∈ OK , et donc ζ = 1 + nα avec α un
entier algébrique de Q(ζ), c'est-à-dire que n divise 1− ζ dans Z[ζ], ce qui est impossible à moins
que ζ soit égal à 1 et n quelconque, ou ζ = −1 (et alors n = 1 ou 2). Ainsi, pour n ≥ 3, le groupe
Γg(n) est bien net.
(e) Il n'y a rien à prouver, hormis que pi est l'identité restreint à l'ouvert dense naturel Ag(n)C
de Ag(n)SC et A
∗
g(n)C, donc le ﬁbré ici nommé L prolonge bien L sur Ag(n)C.
Dans le cas où g = 2, qui est notre but principal, nous allons donner une description un peu
plus précise de la compactiﬁcation toroïdale choisie, basée à peu de choses près sur les notations
de [HW00].
Déﬁnition III.5.11 (Systèmes d'indices pour les composantes de bord).
Soit n ≥ 3 un entier. On considère le Z/nZ-module (Z/nZ)4 muni de la forme symplectique
standard, c'est-à-dire celle associée à J . Ici, la notation p|n signiﬁe que p est un nombre premier
divisant n.
(a) On note P1(n) l'ensemble des vecteurs primitifs de (Z/nZ)4 à ±1 près, qui est de cardinal
n4/2
∏
p|n(1− p−4).
(b) On note P2(n) l'ensemble des produits extérieurs simples h ∈ Λ2(Z/nZ)4 à ±1 près, où
h de la forme h = a ∧ b avec (a|b) complétable en une matrice symplectique de M4(Z/nZ). Cet
ensemble est de cardinal n4/2
∏
p|n(1− p−4).
(c) On note P1,2(n) l'ensemble des paires (`, h) avec ` ∈ P1(n) et h ∈ P2(n) tels que `
appartient au Z/nZ-plan engendré par h. Cet ensemble est de cardinal n6/4
∏
p|n(1−p−2)(1−p−4).
Remarque III.5.4. Nous n'avons pas rédigé le décompte ci-dessus (qu'on peut retrouver dans
[HW00]), mais il s'obtient par des techniques de comptage modulo n habituelles (relèvement en
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puissances d'un nombre premier et théorème chinois). Il suﬃt donc de montrer les formules ci-
dessus (sans le signe près) pour n = p premier avant de diviser par deux (ou 4 pour le (c)) pour
n ≥ 3 pour tenir compte des ambiguïtés de signe.
Proposition III.5.12 (Description de A∗2(n)C).
Soit n ≥ 3 un entier. Avec les notations précédentes et pi : A∗2(n)C → A2(n)SC le morphisme
canonique :
(a) Les composantes de bord de degré 1 de A2(n)
S
C sont paramétrées par P1(n), et on note C(`)
une telle composante de bord lorsque ` ∈ P1(n). De même, les composantes de bord de degré 2 de
A2(n)
S
C (qui sont des points) sont paramétrées par P2(n), et on note C(h) une telle composante
de bord lorsque h ∈ P2(n).
(b) Pour tout ` ∈ P1(n), l'image réciproque de C(`) par pi est munie d'une identiﬁcation
canonique avec X1(n) (voir la déﬁnition-proposition III.5.4 (b) ) et d'une ﬁbration naturelle sur
A1(n)C induite par pi. Cet isomorphisme se prolonge en un isomorphisme entre l'adhérence de
pi−1(C(`)) dans A∗2(n)C, notée D(`) (qui est un diviseur irréductible de la variété) et la surface
modulaire de Shioda S(n) de niveau n (c'est-à-dire la compactiﬁcation canonique de la courbe
elliptique universelle de niveau n, voir [Shi72], section 4). Celle-ci est munie d'un morphisme
canonique vers la compactiﬁcation usuelle X(n) de Y (n)C telle qu'en chaque pointe de X(n), la
ﬁbre est un n-gone de droites projectives.
(c) Pour tout h ∈ P2(n), la ﬁbre C∗(h) := pi−1(C(h)) ⊂ A∗2(n)C est une union de droites
projectives disposées sous forme polyédrale qu'on peut décrire de la manière suivante. Les faces du
polyèdre sont paramétrées par les ` ∈ P1(n) tels que (`, h) appartient à P1,2(n), ses arêtes (les
droites projectives donc) par les paires {`1, `2} d'éléments de P1(n) telles que `1 ∧ `2 = ±h et ses
sommets par les triplets non ordonnés {`1, `2, `3} d'éléments de P1(n) tels que `1∧`2 = ±`1∧`3 =
±`2 ∧ `3 = h. Il y a donc respectivement n2/2
∏
p|n(1 − p−2) faces, n3/4
∏
p|n(1 − p−2) arêtes et
n3/6
∏
p|n(1− p−2) sommets.
(d) Pour ` ∈ P1(n) et h ∈ P2(n), si (`, h) ∈ P1,2(n), l'intersection de D(`) avec C∗(h) est
constituée des arêtes se situent sur la face paramétrée par ` comme ci-dessus : c'est donc un n-gone
de droites projectives. Sinon, cette intersection est vide.
(e) Pour `1, `2 ∈ P1,2(n) distincts, l'intersection de D(`1) et D(`2) dans A∗2(n)C est égale à
l'arête {`1, `2} de C∗(h) si h = `1 ∧ `2 ∈ P2(n) (qu'on note alors D(`1, `2), c'est une copie de P1)
et vide sinon.
Démonstration. (a) C'est le cas g = 2 de la proposition III.5.9 (b), en prenant garde au fait que
pour les composantes de degré 2, l'application qui aux deux premières colonnes d'une matrice
symplectique sur (Z/nZ)4 associe leur produit extérieur induit une bijection entre l'ensemble de
ces matrices à GL2(Z) près et P2(n).
(b) L'identiﬁcation de la composante de bord avec la courbe elliptique universelle de niveau n
vient de la déﬁnition-proposition III.5.10 (c). Pour le prolongement à un isomorphisme entre son
adhérence et la surface modulaire de Shioda, on peut le lire entre les lignes dans [Igu67a] ou bien
avoir une description explicite de la compactiﬁcation toroïdale ci-dessus dans [Hul00] ou la section
3 de [HW00].
(c) C'est exactement le théorème 3 de [Igu67a] dans le cas g = 2.
(d),(e) C'est une conséquence des paramétrisations précédentes et du (c) (voir les références
déja indiquées, avec des notations légèrement diﬀérentes dans chacune).
Pour les besoins de la méthode de Runge, nous devons avoir de bons modèles entiers des
compactiﬁcations, et c'est dans ce but que nous allons maintenant rappeler quelques résultats de
[FC90].
Déﬁnition III.5.13 (Schémas abéliens et structures symplectiques de niveau).
(a) Un S-schéma abélien est un schéma en groupes A→ S lisse, propre et dont les ﬁbres sont
géométriquement connexes (c'est alors automatiquement un schéma en groupes commutatif). Il
est principalement polarisé s'il est muni d'un isomorphisme λ : A → Â (où Â est le schéma en
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groupes dual) tel qu'en chaque point géométrique s de S, l'isomorphisme induit λs : As → Âs
provient d'une polarisation principale sur As.
(b) Une structure symplectique de niveau n ≥ 1 sur A principalement polarisé et de dimension
relative g sur un Z[ζn, 1/n]-schéma est la donnée d'un isomorphisme symplectique A[n] ∼= (Z/nZ)2g
pour la polarisation donnée sur A.
Déﬁnition-Proposition III.5.14. Pour tout entier n ≥ 1 :
(a) Pour tout g ≥ 1 entier, la compactiﬁcation de Satake Ag(n)SC a un modèle entier Ag(n)S
sur Z[ζn, 1/n] qui contient comme sous-schéma ouvert dense le schéma de modules (grossier si
n < 3) Ag(n) sur Z[ζn, 1/n] paramétrant les schémas abéliens principalement polarisés munis d'une
structure symplectique de niveau n. Ce modèle entier est propre et de type ﬁni sur Z[ζn, 1/n]. Ce
modèle admet également une stratiﬁcation par composantes de bord qui sont indexées de la même
manière que ci-dessus (y compris pour la description plus ﬁne dans le cas g = 2).
(b) Pour g ∈ {2, 3}, la compactiﬁcation toroïdale A∗g(n)C a un modèle entier A∗g(n) sur
Z[ζn, 1/n] qui contient comme sous-schéma ouvert Ag(n). Ce modèle entier est propre et de type
ﬁni sur Z[ζn, 1/n], et muni d'un morphisme surjectif canonique vers Ag(n)S étendant l'identité
sur Ag(n).
(c) Pour tout diviseur m de n, on dispose de morphismes canoniques Ag(n)S → Ag(m)S et
A∗g(n)→ A∗g(m) qui prolongent le morphisme de dégénerescence naturel Ag(n)→ Ag(m).
Démonstration. Ces résultats sont contenus dans les théorèmes V.2.5 et IV.6.7 de [FC90] (attention
aux notations diﬀérentes de compactiﬁcation).
III.5.2 Géométrie des compactiﬁcations
Nous avons besoin pour la méthode de Runge d'en connaître plus sur la grosseur et l'amplitude
des diviseurs en jeu.
Déﬁnition III.5.15. |Groupe de Picard rationnel]
Pour toute variété normaleX sur C, le groupe de Picard rationnel de X est le Q-espace vectoriel
déﬁni par Pic(X)Q := Pic(X)⊗Z Q.
Proposition III.5.16 (Groupes de Picard de certains variétés modulaires de Siegel).
Soit g ∈ {2, 3} et n ≥ 1. Alors :
(a) Tout diviseur de Weil sur A∗g(n)C ou Ag(n)
S
C ou Ag(n)C est à multiple près un diviseur
de Cartier, et le groupe de Picard rationnel de ces variétés est donc le même que le groupe des
diviseurs de Weil à équivalence linéaire près tensorisé par Q.
(b) Les groupes de Picard rationnels de Ag(n)
S
C et Ag(n)C sont égaux à QL si g = 3. Pour
n = 1, on a Pic(A∗2(1)C)Q = QL⊕QD.
(c) Pour n = 1, on a Pic(A2(1)C)Q = Pic(A2(1)SC)Q = QL et Pic(A2(1)∗C) = QL⊕QD.
Démonstration. (a) Tout d'abord, ce résultat est vrai pour A∗g(n)C et Ag(n)C car celles-ci sont à
singularités de quotient ﬁnies d'après [ABMMOG14] (le résultat principal de cet article semble
avoir été admis dans la littérature bien avant...). Maintenant, comme le complémentaire de Ag(n)C
dans Ag(n)SC est de codimension au moins 2, les groupes des diviseurs de Weil à équivalence linéaire
près de ces deux variétés sont égaux, or le premier est à Q près le groupe de Picard, donc le second
également, ce qui prouve le (a).
(b) Pour g = 3 et la compactiﬁcation de Satake, c'est une conséquence de résultats généraux de
Borel [Bor81] que le groupe de Picard rationnel pour Ag(n)C ou sa compactiﬁcation ne change pas
lorsque n augmente [Wei92], et reste égal à QL (c'est même vrai pour tout g ≥ 3). On en déduit
le résultat sur A∗3(1) car D est irréductible lorsque n = 1, et par ([Har77], Proposition II.6.5).
Pour le cas g = 2 et la compactiﬁcation toroïdale : c'est une conséquence du théorème 2 de
[vdG98] (le résultat sur le groupe de Picard en lui-même est plus ancien que ceci, voir la partie III
de [Mum83]). On en déduit ensuite le groupe de Picard sur la partie ouverte par la proposition
II.6.5 de [Har77] (encore une fois car le bord D est irréductible et de codimension 1), puis sur la
compactiﬁcation de Satake.
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Remarque III.5.5. Il semble beaucoup plus diﬃcile de calculer le groupe de Picard rationnel de
A2(n)C pour n grand : des approches en sont données par exemple dans [Wei92] (générateurs du
groupe pour tout n, mais pas la dimension sur Q ni les relations) ou [HW00] (pour n = 3, avec
cette fois une description explicite d'une Q-base).
En fonction de ces générateurs, nous pouvons maintenant caractériser les diviseurs amples sur
ces diverses variétés de la manière suivante.
Proposition III.5.17 (Diviseurs amples sur les variétés modulaires de Siegel).
Pour g ∈ {2, 3} :
(a) Un Q-diviseur aL est ample dans A3(n)C, dans A3(n)SC, dans A2(1)C ou dans A2(1)SC si et
seulement si a > 0.
(b) Un diviseur aL− bD est ample dans A∗g(n)C si et seulement si b > 0 et a > 12b/n.
Démonstration. Rappelons que dans une variété projective X, le R-espace vectoriel N1(X) déﬁni
par N1(X) = NS(X) ⊗Z R ( où NS(X) est le groupe de Néron-Severi de X) est de dimension
ﬁnie (c'est le théorème de la base, proposition 1.1.14 de [Laz04]), et l'ensemble des R-diviseurs nef
de X (c'est-à-dire des sommes formelles à coeﬃcients réels positifs de diviseurs dont le nombre
d'intersection avec toute courbe irréductible de X est positif, voir la section 1.4.2 de [Laz04])
forme un cône de N1(X) dont l'intérieur est exactement l'ensemble des R-diviseurs amples de
X ([Laz04], théorème 1.4.21). Il suﬃt donc de connaître les résultats du (a) et du (b) avec des
inégalités larges pour le cône nef pour en déduire le cône ample donc le (a) et le (b).
Pour le (a), c'est dû à la construction de L, voir les propositions III.5.16 et III.5.8 (d).
Pour le (b), c'est le théorème 0.1 et le théorème 0.2 de [Hul00].
Remarque III.5.6. Le fait que l'inégalité a > 12b/n semble être moins exigeante n'est pas une
contradiction, car le morphisme d'oubli A∗g(n)C → A∗g(1)C est ramiﬁé de degré n le long du diviseur
du bord, d'où cette équivalence des conditions.
Comme la méthode de Runge accepte également des gros diviseurs, rappelons quels sont les
gros diviseurs sur ces variétés.
Proposition III.5.18 (Diviseurs gros sur les variétés modulaires de Siegel).
(a) Un Q-diviseur aL est gros dans A3(n)C, dans A3(n)SC ou dans A2(1)C ou A2(1)SC si et
seulement si a > 0.
(b) Un Q-diviseur aL − bD est gros dans A∗2(1)C si et seulement si a > 0 et b < a/10. Si de
plus b < a/12, le Q-diviseur aL − bD induit un morphisme A∗2(1)C → Pk qui est un plongement
hors du support de D.
Démonstration. Sur une variété normale projective X, un diviseur est gros si et seulement à un
multiple entier naturel près, c'est la somme d'un diviseur ample A et d'un diviseur eﬀectif E
([Laz04], Corollaire 2.2.6). Dans le cas du (a), les diviseurs eﬀectifs sur les diﬀérentes variétés
considérées sont tous de la forme aL, a ≥ 0 (proposition III.5.16), donc les diviseurs amples sont
les mêmes que les diviseurs gros.
Pour le (b), la situation est plus complexe, et il faut donc d'abord savoir quels sont les aL− bD
qui sont linéairement équivalents à des Q-diviseurs eﬀectifs dans A∗2(1)C. L'application de Torelli
t :M2 → A∗2(1)C, oùM2 est l'espace des courbes stables de genre 2, est surjective ﬁnie, et donc
pour tout diviseur eﬀectif sur A∗2(1)C, son pullback par t est aussi un diviseur eﬀectif. Le problème
des diviseurs eﬀectifs dans A∗2(1)C devient donc ce qu'on appelle un  problème de pente  dans
M2, à savoir trouver pour un diviseur aλ − bδ1, où λ est le ﬁbré en droites de Hodge et δ1 le
diviseur du bord de M2 envoyé par t sur D, le rapport minimal a/b si b > 0. Ce problème de
pente est un champ d'études en soi (généralisé à g quelconque pour les variétés modulaires de
Siegel ou les espaces de modules de courbes, voir [CFM13]), mais on sait que le rapport minimal
a/b vaut 10 pour notre problème ici (théorème 0.4 de [HM90], nous avons repris les notations
de cet article dans ce paragraphe). En conséquence, comme t∗L = λ et t∗D = δ1, si un diviseur
linéairement équivalent à aL − bD est eﬀectif avec b > 0, alors a ≥ 10b (nous verrons plus tard
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quel diviseur réalise l'égalité). On voit également aisément que si aL− bD est eﬀectif, a ≥ 0 pour
des raisons d'intersection, et donc le cône pseudoeﬀectif de A∗2(1)C (c'est-à-dire engendré par les
diviseurs eﬀectifs) est exactement constitué des diviseurs aL − bD tels que a ≥ 0 et a ≥ 10b (en
particulier, pour a nul, on retrouve exactement les multiples positifs de D).
D'après ([Laz04], Théorème 2.2.24), un diviseur est gros si et seulement s'il appartient à l'in-
térieur du cône pseudoeﬀectif , et dans notre cas on en déduit donc que aL − bD est gros si et
seulement si a > 0 et a > 10b. Remarquons de plus que si a > 0 et b < a/12, si b est positif le
diviseur est ample, et sinon aL− bD = aL− (a/13)D + b′D avec b′ > 0 donc aL− bD = A+ b′D
avec A ample et b′D un Q-diviseur eﬀectif.
Alors, (quitte à avoir multiplié pour que A soit très ample et b′D un vrai diviseur eﬀectif), si
s0, · · · , sn est une base de sections du ﬁbré associé à A sur A∗2(1)C et sD une section non nulle
du ﬁbré associé à b′D (correspondant par exemple à la fonction constante 1 sur la variété comme
b′D est eﬀectif), les s0 ⊗ sD, · · · , sn ⊗ sD sont des sections du ﬁbré associé au diviseur A + b′D
qui déﬁnissent une application rationnelle hors du support de D, qui coïncide avec le plongement
associé aux sections s0, · · · , sn hors de ce support. Ainsi, le morphisme induit par une base de
sections d'un multiple assez grand du ﬁbré associé à A+ b′D est un plongement hors du support
de D, ce qu'on voulait démontrer.
Nous savons maintenant quels diviseurs sont gros et amples sur les variétés modulaires de
Siegel qu'on souhaite étudier, il est temps de fournir des exemples précis de diviseurs candidats à
la méthode de Runge.
III.5.3 Un théorème à la Runge pour la torsion des diviseurs thêta de
surfaces abéliennes
Déﬁnition III.5.19 (Diviseur thêta sur une surface abélienne).
Soit k un corps algébriquement clos. Soit A une surface abélienne déﬁnie sur k, et L un ﬁbré en
droites ample symétrique sur A induisant une polarisation principale λ : A → Â (où Â dénotera
toujours par la suite la variété abélienne duale de A).
Alors, h0(A,L) est un k-espace vectoriel de dimension 1 ([Mum86], Théorème de Riemann-
Roch p. 150 appliqué dans le cas ample). Une fonction thêta associée à (A,L) est une section
globale non nulle ϑA,L de L, et le diviseur thêta associé à (A,L), noté ΘA,L, est le diviseur des
zéros de ϑA,L (indépendant de notre choix).
Le diviseur thêta surA est déterminé par la polarisation principale associée à L, à une ambiguïté
ﬁnie près qu'on va expliciter ci-dessous.
Proposition III.5.20. Soit k un corps algébriquement clos et A une variété abélienne de genre
g déﬁnie sur k.
Deux ﬁbrés amples symétriques L et L′ induisent la même polarisation principale si et seule-
ment si L′ = T ∗xL pour un certain point x ∈ A(k) de 2-torsion, et alors ΘA,L′ = ΘA,L + x.
Démonstration. Pour tout ﬁbré L sur A, on note λL : A → Â ∼= Pic0(A) l'application qui à x
associe T ∗xL⊗L−1. C'est un morphisme de groupes et l'application qui à L associe λL est additive
de Pic(A) dans Hom(A, Â), et de noyau Pic0(A) ([Mum86], Chapitre II, Corollaire 4 et ce qui
suit, et section II.8). De plus, lorsque L est ample, cette application est une isogénie ([Mum86],
Chapitre II, Théorème 1, c'est en fait la polarisation associée à L), et donc si L et L′ sont amples.
En particulier, pour tout x ∈ A(k), si L′ ∼= T ∗xL, alors L′⊗L−1 ∈ Pic0(A), donc L′ induit la même
polarisation principale que L si celui-ci en induit une. Réciproquement, si λL = λL′ pour deux
ﬁbrés amples, alors L′ ⊗ L−1 appartient à Pic0(X), et donc par surjectivité il existe x ∈ A(k) tel
que L′ ⊗L−1 ∼= T ∗xL⊗L−1 d'où L′ ∼= T ∗xL. De plus, si L et L′ sont symétriques, on a [−1]∗L ∼= L
et donc [−1]∗L′ ∼= T ∗−x[−1]∗L ∼= T ∗−xL donc T ∗−xL ∼= T ∗xL mais si la polarisation induite par L est
principale, le morphisme λL est un isomorphisme, et alors −x = x c'est-à-dire que x ∈ A[2].
Alors, pour ϑA,L une section non nulle de L, son pullback T ∗xϑA,L est une section non nulle
d'un ﬁbré isomorphe à L′, et donc ΘA,L′ = ΘA,L − x = ΘA,L + x car −x = x.
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En caractéristique diﬀérente de 2, en ajoutant à (A, λ) la donnée d'une 2-structure symplec-
tique, on peut établir une détermination complète de L ample symétrique associé à λ selon le
procédé suivant qu'on appellera la correspondance d'Igusa ([Igu67b], Théorème 2 et ce qui le pré-
cède). À tout diviseur de Weil ample symétrique D sur A déﬁnissant une polarisation principale,
on fait correspondre bijectivement une forme quadratique qD sur A[2] à valeurs dans {±1} dite
paire (c'est-à-dire que la somme de ses valeurs sur A[2] vaut 2g). Or, une fois ﬁxée une base sym-
plectique B2 de A[2], l'application q qui à x ∈ A[2] de coordonnées (m′,m′′) ∈ (Z/2Z)2g dans B2
associe
q(x) = (−1)m′tm′′
est bien une forme quadratique paire sur A[2], et on choisit alors comme diviseur ample symétrique
l'unique D correspondant à q. De plus, par construction de cette correspondance (voir [Igu67b],
p. 823), un point x de 2-torsion de A de coordonnées (a, b) dans B2 appartient au diviseur thêta
correspondant à l'unique ﬁbré ample symétrique associé à B2 si atb = 1 modulo 2. Pour un point
de coordonnées (a, b) dans B2 avec atb = 0 modulo 2, s'il appartient au diviseur thêta, c'est avec
multiplicité paire.
Déﬁnition-Proposition III.5.21 (Diviseur Thêta canoniquement associé à une n-structure sym-
plectique).
Soit n ≥ 2 pair et k un corps algébriquement clos de caractéristique ne divisant pas n.
Pour un triplet (A, λ, αn) avec A une variété abélienne de dimension g, λ une polarisation
principale sur A et αn une structure symplectique de niveau n sur A (déﬁnition III.5.13), il existe
un unique ﬁbré ample symétrique L sur A induisant λ et correspondant à la base symplectique
de A[2] induite par αn comme ci-dessus. On appelle alors le diviseur ΘA,L,αn correspondant  le
diviseur thêta  associé à ce triplet.
Nous cherchons dans cette section à donner un résultat à la Runge pour les surfaces abéliennes
principalement polarisées (A, λ) sur un corps de nombres K dont le diviseur thêta ne contient
aucun point de n-torsion de A sauf des points de 2-torsion. On verra dans la proposition III.5.25
que cela implique que (A, λ) n'est pas un produit de courbes elliptiques, mais cette condition
nécessaire n'est pas suﬃsante (cf. par exemple [BG00]).
Ces notions sont intimement liées aux fonctions thêta complexes classiques, comme nous allons
le démontrer ci-dessous.
Déﬁnition-Proposition III.5.22 (Fonctions thêta complexes).
Dans toutes les notations ci-dessous, les éléments de Zg,Rg ou Cg sont des vecteurs lignes.
On déﬁnit la fonction holomorphe Θ sur Cg ×Hg par la série convergente sur tout compact
Θ(z, τ) =
∑
n∈Zg
eipinτ
tn+2ipintz.
Pour tous a, b ∈ Rg, on déﬁnit également les fonctions Θa,b par
Θa,b(z, τ) =
∑
n∈Zg
eipi(n+a)τ
t(n+a)+2ipi(n+a)t(z+b).
Pour τ ∈ Hg ﬁxé, on note Θτ la fonction z 7→ Θ(z, τ) et de même pour Θa,b,τ .
(a) Pour tous p, q ∈ Zg, la fonction Θ vériﬁe l'équation fonctionnelle
Θ(z + pτ + q) = e−ipipτ
tp−2ipiptzΘ(z, τ).
Les fonctions Θa,b vériﬁent
Θa,b(z, τ) = e
ipiaτta+2ipiat(z+b)Θ(z + aτ + b, τ),
et de plus
Θa,b(z + pτ + q) = e
−ipipτtp−2ipiptz+2ipi(atq−btp)Θa,b(z, τ).
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(b) On désigne par ϑ et ϑa,b les  thêta-constantes normalisées , à savoir les fonctions holo-
morphes sur Hg déﬁnies par
ϑ(τ) := Θ(0, τ) et ϑa,b(τ) := e
−ipiatbΘa,b(0, τ).
Alors, ces fonctions thêta vériﬁent la propriété de modularité suivante : pour tout γ ∈ Γg(2),
ϑa,b(γ · τ) = ζ8(γ)eipi(ab)tVγ
√
jγ(τ)ϑ(a,b)M (τ), (III.7)
où ζ8(γ) (qui est une racine huitième de l'unité) et Vγ ∈ Zg ne dépendent que de γ, et avec les
notations de la déﬁnition III.5.1.
En particulier, pour un entier n ≥ 2 pair, si na, nb ∈ Zg, la fonction ϑ8na,b est une forme modulaire
de Siegel de degré g, de niveau n, et de poids 4n qui dépend seulement de (a, b) mod Z2g.
Démonstration. La convergence de ces séries et leurs équations fonctionnelles sont l'objet de
([Mum87], section II.1) (où les vecteurs sont notés en colonnes). Pour la propriété de modula-
rité, c'est un cas particulier des calculs de la section II.5 de [Mum87] (on n'aura pas besoin de
la formule générale). Ensuite, on observe par manipulation des séries déﬁnissant Θ que pour tous
p, q ∈ Zg, on a
ϑa+p,b+q = e
2ipi(atq−btpϑa,b.
En conséquence, si (na, nb) ∈ Z2g, ϑna,b dépend seulement de (a, b) mod Z2g. En passant la pro-
priété de modularité à la puissance 8n, on neutralise également la racine de l'unité provenant de
la propriété de modularité, donc ϑ8na,b est bien une forme modulaire de Siegel de poids 4n pour
Γg(n).
Remarque III.5.7. Dans le cas g = 1, nous avons prouvé dans une section précédente, et de
manière totalement explicite, la formule (III.7) avec des normalisations légèrement diﬀérentes
(théorème III.5).
Les notions de diviseur thêta et les fonctions thêta ci-dessus sont liées de la manière suivante.
Proposition III.5.23.
On reprend les notations de la déﬁnition-proposition III.5.3.
Soit τ ∈ Hg. Soit Lτ le ﬁbré en droites complexes sur Aτ = Cg/Λτ déﬁni comme le quotient
de Cg × C par l'action de Λτ déﬁnie par
(pτ + q) · (z, t) := (z + pτ + q, e−ipipτtp−2ipiptzt).
Ce ﬁbré en droites est ample et symétrique sur Aτ , et la polarisation complexe associée à Lτ
est exactement ωτ donc principale. Réciproquement, selon la correspondance d'Igusa (déﬁnition-
proposition III.5.21), le ﬁbré en droites ample symétrique associé à ωτ et la 2-structure canonique
ατ,2 sur Aτ est exactement Lτ .
De plus, les sections globales de Lτ s'identiﬁent canoniquement aux multiples de Θτ , de sorte
que le diviseur thêta associé à (Aτ , ωτ ) est exactement le diviseur des zéros de Θτ modulo Λτ .
Ainsi, pour tous a, b ∈ Rg, l'image de aτ + b dans Aτ appartient au support de ΘAτ ,ωτ ,ατ,2 si
et seulement si ϑa,b(τ) = 0.
Démonstration. La vériﬁcation de la bonne déﬁnition de l'action et du ﬁbré en droites est im-
médiate. Pour la polarisation principale, on retrouve comme forme bilinéaire associée au facteur
de multiplication la forme de Riemann ωτ , qui correspond bien à une polarisation principale. On
observe que Lτ est symétrique, en remarquant que le pullback [−1]∗Lτ peut en fait également se
voir comme un quotient de Cg ×C par une action de Λτ , qui se trouve être exactement la même.
Ensuite, les sections globales de Lτ se relèvent par le morphisme quotient Cg × C → Lτ en des
fonctions z 7→ (z, f(z)) et les fonctions f ainsi obtenues sont exactement celles qui vériﬁent la
même propriété de multiplicativité (pour translation par Λτ ) que la fonction Θτ , ce sont donc ses
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multiples. Cette identiﬁcation est également compatible avec les diviseurs associés, donc ΘAτ ,Lτ
est bien le diviseur des zéros de Θτ modulo Λτ . Pour plus de détails ou de généralités sur l'une
des aﬃrmations utilisées ici (et les ﬁbrés en droites complexes sur Aτ ), voir ([Deb99], Chapitres
IV, V et section VI.2).
Il reste maintenant à vériﬁer que la correspondance d'Igusa associe bien Lτ à Aτ muni de sa
2-structure canonique. En regardant de près la construction de cette correspondance ([Igu67b], pp.
822,823 et 833), la fonction méromorphe ψx sur Aτ (dépendant de Lτ ) associée à x = aτ+b ∈ Aτ [2]
a pour diviseur [2]∗T ∗xΘAτ ,Lτ − [2]∗ΘAτ ,Lτ , c'est donc exactement le passage au quotient par Λτ
de la fonction méromorphe fx sur Cg déﬁnie par
fx(z) =
Θa,b,τ (2z)
Θτ (2z)
(cette fonction est bien invariante par translation par Λτ grâce à la déﬁnition-proposition III.5.22
(a)). Ensuite, la forme quadratique q de A[2] dans {±1} correspondante par Igusa est déﬁnie par
l'identité
fx(−z) = q(x)fx(z)
pour tout z ∈ Cg, or Θτ est paire, donc
fx(−z) = e2ipiatbfx(z)
d'après les formules de la déﬁnition-proposition III.5.22 (a). Or, les coordonnées de la base cano-
nique de A[2] de l'image de x sont exactement (2b mod 2Zg, 2a mod 2Zg) par déﬁnition, donc le
facteur de parité est bien celui voulu pour le ﬁbré ample symétrique associé à la 2-structure (voir
la section 3 de [Igu67b] pour plus de détails).
Faisons maintenant le lien entre les zéros des thêta-constantes et les diviseurs thêta : par le
raisonnement ci-dessus, le diviseur des zéros de Θτ modulo Λτ est exactement ΘAτ ,Lτ , donc pour
tout z ∈ Cg, on a Θτ (z) = 0 si et seulement si z modulo Λτ appartient à ΘAτ ,Lτ , d'où le lien
entre ϑa,b et l'appartenance de aτ + b au diviseur thêta associé à (Aτ , ωτ , ατ,2) par la formule de
la déﬁnition-proposition III.5.22 (a).
Voyons maintenant comment on peut décrire le diviseur thêta associé à (E,L) (sur un corps
algébriquement clos quelconque) lorsque E est une courbe elliptique.
Proposition III.5.24. Soit E une courbe elliptique sur le corps algébriquement clos k de carac-
téristique diﬀérente de 2, et L un ﬁbré ample symétrique déﬁnissant une polarisation principale
sur E. Alors, le diviseur eﬀectif ΘE,L est un point de 2-torsion de E sans multiplicité. De plus,
si E est muni d'une base (e1, e2) de sa 2-structure et L le ﬁbré ample symétrique associé par la
correspondance d'Igusa, alors le point en question est exactement e1 + e2.
Démonstration. Par le théorème de Riemann-Roch sur E, le diviseur eﬀectif ΘE,L est de degré 1
car h0(E,L) = 1, il est donc réduit à un point x de E sans multiplicité. De plus, ce diviseur est
stable par [−1] car L est symétrique, donc x = −x (rappelons que Riemann-Roch prouve également
que deux points distincts de E ne peuvent avoir de diviseurs associés linéairement équivalents).
Maintenant, d'après la construction d'Igusa, par imparité de la fonction fae1+be2 déﬁnie ci-dessus
si ab = 1, on a x = e1 + e2.
Remarque III.5.8. Sur C, ce résultat couplé avec la proposition III.5.23 prouve point par point
que la thêta-constante ϑ 1
2 ,
1
2
est toujours nulle sur H1 mais que les autres ϑa,b avec 0 ≤ a < 1 et
0 ≤ b < 1 ne s'annulent jamais sur H1 : on avait déja obtenu ces résultats de manière indépendante
avec le lemme III.3.8. Nous allons voir dans les propositions III.5.25 et III.5.27 que la situation est
loin d'être aussi simple pour les ϑa,b où a, b ∈ Qg.
Ceci nous permet de décrire le diviseur thêta d'un produit de courbes elliptiques.
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Proposition III.5.25. Soit (A,L) avec A = E1×E2 un produit de courbes elliptiques sur le corps
algébriquement clos k de caractéristique diﬀérente de 2, et L ample symétrique sur E, induisant
la polarisation principale produit sur A. Alors, le diviseur ΘA,L est de la forme
ΘA,L = {x1} × E2 + E1 × {x2}
avec xi un point de 2-torsion de Ei pour i = 1, 2. En particulier, il admet un point singulier en
(x1, x2), et pour tout n ∈ N pair, et non nul dans k :
(a) Le nombre de points de 2-torsion de ΘA,L est exactement 7.
(b) Le nombre de points de n-torsion (mais pas de 2-torsion) de ΘA,L est exactement 2(n
2−4).
Démonstration. Une section de (A,L) s'écrivant comme produit tensoriel de sections de E1 et E2
pour leur polarisation principale, la structure du diviseur ΘA,L est une conséquence directe de la
proposition III.5.24. Ensuite, le nombre de points de n-torsion de {x1}×E1 (ou de E2×{x2}) est
exactement n2 pour tout n pair car la caractéristique de k ne divise pas n, d'où les comptages du
(a) et (b) car l'intersection de ces deux ensembles est (x1, x2), qui est de 2-torsion.
Pour comprendre les autres cas de ﬁgure en dimension 2, rappelons un résultat fondamental
sur les surfaces abéliennes.
Proposition III.5.26. Soit k un corps quelconque.
Une surface abélienne principalement polarisée (A, λ) sur k est, après éventuelle extension ﬁnie
des scalaires, soit un produit de courbes elliptiques soit la jacobienne J d'une courbe lisse C de
genre 2 (dans les deux cas munie de sa polarisation principale canonique), et dans le second cas,
pour un plongement quelconque φ : C → J de point-base x et un ﬁbré ample symétrique L sur J
associé à la polarisation principale, le diviseur ΘJ,L est irréductible et c'est en fait un translaté de
l'image de C par φ.
Démonstration. Cette proposition (et le cas de la dimension 3) sont l'objet de [OU73] (à noter
que la preuve dans cet article part du cas complexe avant d'obtenir le résultat pour tous les autres
corps par des techniques de descente et de schémas).
Sauf mention contraire, on raisonne dans la suite sur un corps algébriquement clos et de
caractéristique diﬀérente de 2.
Soit C une courbe hyperelliptique de genre 2 et ι son involution hyperelliptique. Alors, la
courbe C a six points de Weierstrass (les points ﬁxes de ι), et si on choisit l'un d'entre eux noté
∞, pour le morphisme d'Albanese
φ : C −→ J = Jac(C)
x 7−→ [x]− [∞] ,
alors φ(C) est stable par [−1], car le diviseur [x] + [ι(x)] − 2[∞] est principal pour tout x ∈ C.
En conséquence, comme ΘJ,L est également symétrique et que c'est un translaté de φ(C), on a
ΘJ,L = T
∗
x (φ(C)) avec x un point de 2-torsion de J .
Comprendre les points du diviseur thêta revient donc à comprendre la courbe elle-même lors-
qu'elle est plongée dans sa jacobienne (et en particulier la structure additive sous-jacente).
C'est un problème diﬃcile de savoir quels points de torsion de la surface abélienne appartiennent
au diviseur thêta (voir [BG00]), mais ici nous avons simplement besoin de majorer leur nombre,
dans le cas des jacobiennes. La proposition ci-dessous prouve qu'il ne peut pas trop y en avoir.
Proposition III.5.27. Soit C une courbe lisse de genre 2 déﬁnie sur le corps algébriquement clos
k de caractéristique diﬀérente de 2, et (J, λ) sa jacobienne canoniquement polarisée.
Soit ∞ un point de Weierstrass ﬁxé de C, qui induit un plongement de C dans J par l'appli-
cation x 7→ [x]− [∞], dont on note l'image C˜.
Alors, l'ensemble C˜ ⊂ J contient 0 et est stable par multiplication par [−1], et l'application
Sym2(C˜) −→ J
{P,Q} 7−→ P +Q
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est injective en-dehors de la ﬁbre au-dessus de 0.
En conséquence :
(a) Le cardinal de C˜ ∩ J [2](k) est exactement 6.
(b) Pour tout entier pair n non nul dans k, le cardinal de C˜ ∩ J [n](k) est au plus √2n2.
Démonstration. Cette proposition n'est pas un résultat nouveau, on peut le trouver (avec des
formulations légèrement diﬀérentes) dans [BG00] (Théorème 1.3) ou bien dans [Paz13] (lemme
5.1), présenté comme une conséquence du théorème d'Abel-Jacobi sur C. Nous allons ici fournir
une preuve plus détaillée.
Commençons par noter que comme [∞] est un point de Weierstrass, le diviseur 2[∞] est cano-
nique. Réciproquement, si un diviseur D de degré 2 vériﬁe `(D) := dimH0(C,OC(D)) ≥ 2, alors il
est canonique d'après le théorème de Riemann-Roch : en eﬀet, on a `(2[∞]−D) ≥ 1, mais comme
2[∞] − D est de degré 0, cela signiﬁe qu'il existe une fonction f sur C de diviseur exactement
2[∞]−D, donc D est lui-même un diviseur canonique. Maintenant, soient quatre points x, y, z, t
de C tels que [x] + [y] = [z] + [t] dans J . Alors, le diviseur [x] + [y] − [z] − [t] est le diviseur
d'une certaine fonction f , mais cela signiﬁe soit que f est constante (donc {x, y} = {z, t}) soit que
`([z] + [t]) ≥ 2, et d'après le raisonnement ci-dessus [z] + [t] est donc un diviseur canonique. Ainsi,
on a [z] + [t] − 2[∞] = 0 dans J c'est-à-dire que les points P = [x] − [∞] et Q = [y] − [∞] de C˜
sont de somme nulle.
En notant C˜[n] = C˜ ∩ J [n](k) ⊂ J(k) , l'application somme de C˜[n]2 dans J [n](k) a une ﬁbre
de cardinal |C˜[n]| au-dessus de 0 et de cardinal au plus 2 au-dessus de tous les autres points de
J [n] par l'argument précédent, d'où l'inégalité du second degré
|C˜(n)|2 ≤ |C˜(n)|+ 2(n4 − 1),
à partir de laquelle on obtient directement l'estimation (b) de la proposition.
Pour le (a), il suﬃt de voir que si pour x ∈ C, 2[x] est linéairement équivalent à 2[∞], alors
2[x] est canonique donc x est un point de Weierstrass par déﬁnition, et ceux-ci sont au nombre de
6.
Nous pouvons maintenant déﬁnir les diviseurs nécessaires à notre utilisation du théorème de
Runge tubulaire (théorème III.8).
Déﬁnition-Proposition III.5.28 (Diviseurs thêta sur A2(n)SC).
Soit n ∈ N∗ pair.
(a) On dit que (a, b) ∈ (Z/nZ)4 vériﬁe la condition (∗) si (2a, 2b) 6= (0, 0) ou si (−1)4atb/n2 = 1.
Il y a donc exactement 6 couples (a, b) ∈ (Z/nZ)4 ne vériﬁant pas cette condition.
(b) Si (a, b) ∈ (Z/nZ)4 vériﬁe la condition (∗), pour tout relèvement (a˜, b˜) ∈ Z4 de (a, b) dans
Z4, la fonction ϑ8n
a˜/n,b˜/n
est une forme modulaire de Siegel non nulle de degré 2, de poids 4n et
de niveau n, indépendante du choix des relèvements. Elle déﬁnit donc un diviseur eﬀectif de Weil
réduit sur A2(n)SC, appelé diviseur thêta associé à (a, b) et noté (Dn,a,b)C.
(c) Pour (a, b) et (a′, b′) vériﬁant la condition (∗), les diviseurs (Dn,a,b)C et (Dn,a′,b′)C sont
égaux si et seulement si (a, b) = ±(a′, b′). L'ensemble des paires vériﬁant la condition (∗) déﬁnit
donc exactement n4/2 + 2 diviseurs thêta distincts deux à deux.
Démonstration. (a) Soit (a, b) ∈ (Z/nZ)4 tel que (2a, 2b) = (0, 0). On peut alors l'écrire sous la
forme (a, b) = (na′/2, nb′/2) mod nZ4 avec a′, b′ ∈ Z2. En conséquence, (−1)4atb/n2 = (−1)a′tb′ ,
et il suﬃt donc de connaître les solutions modulo 2 de (−1)a′tb′ = −1. On observe directement
que celles-ci sont au nombre de six, à savoir (0, 1, 0, 1), (1, 0, 1, 0), (1, 1, 0, 1), (1, 1, 1, 0), (1, 0, 1, 1)
et (0, 1, 1, 1).
(b) Grâce à la déﬁnition-proposition III.5.22 (b), il suﬃt de montrer que pour tout (a, b) ∈ Q4
tel que (na, nb) ∈ Z4, la fonction holomorphe ϑa,b n'est pas la fonction nulle à moins que (2a, 2b)
soit entier et ne vériﬁe pas la condition (∗) (c'est-à-dire l'un des six cas précédents). On va utiliser le
développement en série de Fourier de cette forme modulaire, qu'on explique ci-dessous (pour plus de
détails sur les développements de Fourier de formes modulaires de Siegel, voir la partie 4 de [Kli90]).
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Pour toute matrice symétrique S ∈M2(Q) telle que S/(2n2) est demi-entière (c'est-à-dire avec des
coeﬃcients entiers sur la diagonale, et demi-entiers ou entiers ailleurs), on a ϑa,b(τ + S) = ϑa,b(τ)
pour tout τ ∈ H2, car pour tout k ∈ Z2,
(k + a)St(k + a) ∈ 2Z.
En conséquence, la fonction ϑa,b admet un développement en série de Fourier de la forme
ϑa,b(τ) =
∑
T
aT e
2ipiTr(Tτ),
où T parcourt les matrices symétriques de M2(Q) telles que 2n2T est demi-entière. Ce développe-
ment en série de Fourier est unique, car on voit directement que pour tout τ ∈ H2,
(2n2)2aT =
∫
[0,1]4
ϑa,b(τ + x)e
−2ipiTr(T (τ+x))dx.
En particulier, la fonction ϑa,b est nulle si et seulement si son développement en série de Fourier est
nul, c'est pourquoi nous allons calculer celui-ci, qui est presque directement donné par la déﬁnition
de ϑa,b comme série (déﬁnition-proposition III.5.22). Notons, pour a = (a1, a2) et k = (k1, k2) :
Ta,k =
(
(k1 + a1)
2 (k1 + a1)(k2 + a2)
(k1 + a1)(k2 + a2) (k2 + a2)
2
)
,
de sorte que
ϑa,b(τ) = e
ipiatb
∑
k∈Z2
e2ipik
tbeipiTr(Ta,kτ).
Ceci n'est pas encore exactement le développement de Fourier de ϑa,b, en eﬀet il faut regrouper
les Ta,k donnant le même T . On voit tout de suite que
Ta,k = Ta′,k′ ⇐⇒ (k + a) = ±(k′ + a′).
Si 2a /∈ Z2, la fonction k → Ta,k est bijective, et l'expression ci-dessus est bien le développement
de Fourier de ϑ, en particulier cette fonction est non nulle.
Sinon, 2a = A ∈ Z2, et alors pour tous k, k′ ∈ Z2, on a (k + a) = ±(k′ + a) si et seulement si
k = k′ ou k + k′ = A, de sorte que
2ϑa,b(τ) = e
ipiatb
∑
T
∑
k,k′∈Z2
Tk,a=Tk′,a=T
(e2ipik
tb + e2ipi(−A−k)
tb)eipiTr(Tτ).
Alors, ce développement de Fourier est nul si et seulement si, pour tout k ∈ Z2 :
e2ipi(2k+A)
tb = −1,
c'est-à-dire si et seulement si b ∈ (1/2)Z et (−1)4atb = −1. On retrouve donc exactement la
négation de la condition (∗).
(c) Soient (a, b) et (a′, b′) dans (1/n)Z4 dont les multiples par n vériﬁent la condition (∗).
Démontrer le résultat voulu revient à démontrer que ϑ8na,b et ϑ
8n
a′,b′ n'ont pas le même diviseur des
zéros réduit à moins que (a, b) = ±(a′, b′) mod Z4. Supposons donc que leur diviseur de zéros
réduit est le même. Alors, la fonction
ϑ8na,b
ϑ8na′,b′
induit une fonction méromorphe sur A2(n)SC, car ces deux fonctions sont des formes modulaires
de Siegel de degré 2, de niveau n et de même poids 4n. Par hypothèse, cette fonction méromorphe
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a son diviseur des pôles et son diviseur des zéros dans A2(n)SC contenus dans (Dn,na,nb)C, elle est
donc constante. Ainsi, il existe λ ∈ C∗ tel que
ϑa,b = λϑa′,b′ .
Nous allons comparer les développements de Fourier pour établir le résultat. Tout d'abord, comme
ϑa,b ne dépend (à une racine de l'unité près) que de (a, b) mod Z4 (preuve de la déﬁnition-
proposition III.5.22), on va supposer que chacun des coeﬃcients de (a, b) et (a′, b′) appartient à
[−1/2, 1/2[. Nous allons supposer pour simpliﬁer que ni a ni a′ n'appartiennent à (1/2)Z2 : sans
cette hypothèse, la preuve est un peu plus calculatoire mais suit les même principes. Alors, avec
les notations de la preuve du (b), pour tous k, k′ ∈ Z2, Tk,a = Tk′,a′ impose que k = k′ et a = a′
(cas 1) ou k = −k′ et a = −a′ (cas 2) par hypothèse sur a et a′. Dans le cas 1, on a donc pour
tout k ∈ Z2, par identiﬁcation des coeﬃcients de Fourier :
eipia
tbe2ipik
tb = λeipia
′tb′e2ipik
tb′ ,
donc kt(b − b′) est constant modulo Z en tant que fonction de de k ∈ Z2. Ceci implique que
b = b′ modulo Z2, donc b = b′ par hypothèse sur les domaines de b et b′. Dans le cas 2, le même
raisonnement donne b = −b′. On a donc prouvé que si ϑa,b et ϑa′,b′ sont proportionnelles, alors
(a, b) = ±(a′, b′) mod Z4, et la réciproque est immédiate.
Remarque III.5.9. La preuve du (c) est peu intuitive, mais on peut voir ce résultat d'une autre
manière qui se trouve être plus diﬃcile à prouver rigoureusement. Soit un produit de courbes
elliptiques A muni d'un ﬁbré ample symétrique L induisant une polarisation principale, et d'une
structure symplectique de niveau n. Alors, si le point de n-torsion (mais pas de 2-torsion) de
coordonnées (a, b) appartient au diviseur ΘA,L, il est possible de changer la structure symplectique
(sans changer de L) pour faire en sorte que le  nouveau  point de coordonnées (a, b) n'appartienne
plus à ΘA,L, c'est-à-dire que la fonction ϑa,b évaluée en un point τ ∈ H2 associé soit non nulle.
Nous allons maintenant donner les propriétés utiles de ces diviseurs aﬁn de pouvoir appliquer
et interpréter un théorème de Runge avec ceux-ci.
Déﬁnition-Proposition III.5.29. Soit n ∈ N>0 pair. On reprend les notations de la déﬁnition-
proposition III.5.28 et la déﬁnition III.5.13.
(a) Pour tout (a, b) ∈ (Z/nZ)2g vériﬁant la condition (∗), le diviseur (Dn,a,b)C est ample.
(b) Pour n = 2, les dix diviseurs (D2,a,b)C sont disjoints deux à deux en-dehors du bord
∂A2(n)C := A2(n)SC\A2(n)C de A2(n)C, et leur réunion est le lieu des modules des produits de
courbes elliptiques munis d'une base symplectique quelconque.
(c) Pour (A, λ, αn) une surface abélienne complexe principalement polarisée avec structure
symplectique de niveau n :
- Si (A, λ) est un produit de courbes elliptiques, alors le module de (A, λ, αn) appartient à
exactement n2 − 3 diviseurs (Dn,a,b)C.
- Sinon, le point (A, λ, αn) appartient à au plus (
√
2/2)n2 diviseurs (Dn,a,b)C.
(d) Pour tous (a, b) ∈ (Z/nZ)4 vériﬁant la condition (∗), le diviseur (Dn,a,b)C est la ﬁbre
géométrique complexe d'un certain diviseur de Weil eﬀectif réduit Dn,a,b de A2(n), tel que le
module d'un triplet (A, λ, αn) (déﬁni sur un corps k de caractéristique ne divisant pas n) appartient
à Dn,a,b(k) si et seulement si le point de A[n](k) de coordonnées (a, b) pour αn appartient au
diviseur ΘA,λ,αn (déﬁnition-proposition III.5.21).
Démonstration. Tout d'abord, le diviseur (Dn,a,b)C est le diviseur réduit des zéros d'une forme
modulaire de poids 4n, c'est-à-dire d'une section du ﬁbré L⊗4n sur A2(n)SC (déﬁnition-proposition
III.5.10 (d)). Celui-ci est ample (proposition III.5.8), donc (Dn,a,b)C est ample.
Ensuite, d'après la proposition III.5.23, l'image de τ ∈ H2 dans A2(n)SC appartient à (Dn,a,b)C
si et seulement si le point α−1τ,n(a, b) de Aτ [n] appartient à ΘAτ ,Lτ . Alors, si Aτ est une jacobienne,
le diviseur ΘAτ ,Lτ contient exactement 6 points de 2-torsion (proposition III.5.27), tous donnés
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par les (a, b) ne vériﬁant pas la condition (∗). Autrement dit, aucun des dix diviseurs (Dn,a,b)C
(où (a, b) vériﬁe la condition (∗) et est de 2-torsion) ne passe par l'image de τ . Sinon, la surface
abélienne Aτ est un produit de courbes elliptiques (proposition III.5.26), et le diviseur ΘAτ ,Lτ
contient exactement 7 points de 2-torsion, donc un seul qui est donné par un (a, b) vériﬁant la
condition (∗) (proposition III.5.25). Autrement dit, un et un seul des dix diviseurs (Dn,a,b)C (où
(a, b) est de 2-torsion) passe par Aτ , ce qui prouve le (b). Les mêmes arguments pour n général,
le fait que Dn,a,b = Dn,−a,−b et les propositions III.5.25 et III.5.27 prouvent le (c).
Enﬁn, nous allons donner une construction algébrique des Dn,a,b pour prouver le (d), tirée de la
remarque I.5.2 de [FC90]. Soit A un schéma abélien sur S (avec morphisme structural pi : A → S),
et L un faisceau inversible surA relativement ample sur S et symétrique, induisant une polarisation
principale sur A. Si s : S → A est une section de A sur S, l'évaluation en s induit un morphisme
de OS-modules entre pi∗L et s∗L. Supposons maintenant que s est de n-torsion dans A. Alors,
pour e : S → A la section nulle, le ﬁbré (s∗L)⊗2n est isomorphe au ﬁbré (e∗L)⊗2n, c'est-à-dire
trivial. Par ailleurs, si on note ωA/S le ﬁbré inversible sur S obtenu comme déterminant du ﬁbré
des formes diﬀérentielles invariantes par translation sur A, on a 8 · pi∗L = −4ωA/S dans Pic(S)
d'après le théorème I.5.1 et la remarque I.5.2 de [FC90]. En conséquence, l'évaluation en s donnée
précédemment déﬁnit, après choix d'isomorphisme entre (e∗L)⊗2n et OS , et passage à la puissance
8n-ième, une section de ω⊗4nA/S sur S. En appliquant ce résultat au schéma abélien universel X2(n)
sur A2(n), à chaque (a, b) ∈ (Z/nZ)4, la section déﬁnie par le point de coordonnées (a, b) pour
la n-structure sur A2(n) induit donc une section globale sa,b de ω⊗4nX2(n)/A2(n), dont on note Dn,a,b
le diviseur des zéros réduit de cette section. Maintenant, soit (A,LA, αn) un triplet avec A une
variété abélienne déﬁnie sur un corps k de caractéristique ne divisant pas n, LA un ﬁbré ample
symétrique sur A induisant une polarisation principale, et αn une n-structure symplectique sur
A. Par construction le point de A2(n) associé à ce triplet appartient à Dn,a,b si et seulement si
l'unique section non nulle de LA (à constante près) s'annule en le point α−1n (a, b) de A[n](k), donc
si et seulement si ce point appartient au diviseur ΘA,LA .
En particulier, sur le corps C, le triplet (A,LA, αn) appartient à Dn,a,b(C) si et seulement si le
point de coordonnées (a, b) appartient à ΘA,LA . Ainsi, pour tout τ ∈ H2, le triplet (Aτ , Lτ , ατ,n)
appartient à Dn,a,b(C) si et seulement si α−1τ,n(a, b) appartient à ΘAτ ,Lτ , donc si et seulement si
l'image de τ dans A2(n)SC appartient à (Dn,a,b)C d'après la proposition III.5.23 et la déﬁnition
de (Dn,a,b)C. Ceci prouve bien, comme les notations le présageaient, que la ﬁbre géométrique
complexe de Dn,a,b est exactement (Dn,a,b)C.
Remarque III.5.10. On pourrait voir d'une autre manière la version complexe du (d), en nous
basant sur la déﬁnition-proposition III.5.4. Pour cela, on déﬁnit un certain ﬁbré en droites L sur
X2(n)C, qui s'avère être, au-dessus de chaque image de τ ∈ H2 dans A2(n)C, isomorphe au ﬁbré
Lτ , et déﬁni comme un quotient de H2 × C2 × C par l'action de Γ2(n) n Z4 tel que les sections
globales de L⊗8n sur A2(n)C correspondent canoniquement aux fonctions holomorphes sur H2×C2
vériﬁent une certaine formule de transformation par Γ2(n)nZ4, qui se trouve être celle que vériﬁe
la fonction Θ(z, τ)⊗8n ([Mum87], section II.5 combinée avec la formule (III.7)). Ainsi, l'évaluation
le long de la section nulle nous donne exactement la fonction Θ(0, τ)8n, donc le diviseur (Dn,0,0)C,
et on retrouve de même les autres diviseurs avec les autres sections de n-torsion de X2(n)C.
Nous pouvons maintenant prouver deux théorèmes de Runge tubulaire pour les diviseurs thêta.
Le cas n ≥ 4 sera précédé par le cas n = 2, où la situation est particulièrement intuitive, car le
 bord  (lieu par rapport auquel on déﬁnit l'intégralité) auquel on applique le théorème de Runge
tubulaire a une bonne interprétation modulaire comme lieu de dégénerescence de surfaces abé-
liennes. En eﬀet, il se compose du  bord fort , lieu des variétés semi-abéliennes avec partie
torique non nulle (pour l'intégralité parfaite) et du  bord faible , lieu des surfaces abéliennes
principalement polarisées non simples, dont les composantes constituent les diviseurs eﬀectifs dé-
ﬁnissant l'intégralité usuelle pour le théorème.
C'est une situation analogue au cas des courbes modulaires, où le bord correspond au lieu des
courbes elliptiques dégénérées, c'est-à-dire aux pointes, et la distinction entre bord fort et bord
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faible n'y a pas de sens.
Théorème III.9 (Runge pour les produits de courbes elliptiques sur A2(2)S).
Pour un voisinage ouvert U du bord ∂A2(2)C := A2(2)SC\A2(2)C pour la topologie complexe
usuelle, soit E(U) l'ensemble des points P ∈ A2(2)(Q) représentant le triplet (A, λ, α2) (à isomor-
phisme à extension des scalaires près), avec A une surface abélienne, λ une polarisation principale
sur A et α2 une structure symplectique de niveau 2 tel que :
• Le point P est à valeurs dans une certaine extension ﬁnie L de Q.
• La variété abélienne A a potentiellement bonne réduction en toute place ﬁnie (c'est-à-dire que
P ne rencontre pas le bord fort), et quelle que soit l'extension des scalaires de A2(2)(L) à A2(2)C
, l'image du point P n'appartient pas à l'ouvert U .
• Le nombre sL de places v de L telles que
 v est archimédienne
 v divise 2
 la réduction modulo v de (A, λ) est à extension des scalaires près un produit de courbes
elliptiques (c'est-à-dire appartient au support d'un des dix diviseurs D2,a,b : condition de
bord faible)
vériﬁe la condition de Runge
sL < 10.
Alors, cet ensemble E(U) est ﬁni pour tout ouvert U contenant ∂A2(2)C.
Théorème III.10 (Runge pour les diviseurs thêta).
Soit n ≥ 2 un entier pair. Pour un voisinage ouvert U du bord ∂A2(n)C := A2(n)SC\A2(n)C
(pour la topologie complexe), soit E(U) l'ensemble des points P ∈ A2(n)(Q) représentant le triplet
(A, λ, αn) (avec A une surface abélienne, λ une polarisation principale sur A et αn une structure
de niveau n) tels que :
• Le point P est déﬁni sur une certaine extension ﬁnie L de Q(ζn).
• La variété abélienne A a potentiellement bonne réduction en toute place ﬁnie, et quelle que
soit l'extension des scalaires de A2(n)(L) à A2(n)C , l'image du point P n'appartient pas à l'ouvert
U .
• Le nombre sL de places v de L telles que
 v est archimédienne
 v divise n
 la réduction modulo v de (A, λ) admet non trivialement un point de n-torsion dans son
diviseur thêta (c'est-à-dire que la réduction de (A, λ, αn) appartient au support d'un des
Dn,a,b : condition de bord faible)
vériﬁe
(n2 − 3)sL < n4/2 + 2
(condition de Runge).
Alors, cet ensemble E(U) est ﬁni pour tout ouvert U contenant ∂A2(n)C.
Preuve du théorème III.10. Il s'agit d'une application du théorème de Runge tubulaire (théorème
III.8) à X = A2(n)S et aux diviseurs Dn,a,b déﬁnis précédemment, vériﬁons-en les hypothèses.
Avec les notations de ce théorème, le corps de base est K = Q(ζn), et S0 est l'ensemble des
places de K qui sont archimédiennes ou divisent n (déﬁnition-proposition III.5.14 et déﬁnition-
proposition III.5.29 (d)). Ensuite, les Dn,a,b sont bien des diviseurs de Weil eﬀectifs sur A2(n)S au
nombre de n4/2 + 2 donc de Cartier eﬀectif quitte à multiplier par un entier (proposition III.5.16
(b)), et les (Dn,a,b)K sont amples (déﬁnition-proposition III.5.29 (a)). De plus, l'union de leurs
supports dans A2(n)C est le lieu des modules de variétés abéliennes (A, λ, αn) dont le diviseur thêta
contient un point de n-torsion non trivial, c'est-à-dire ne provenant pas des six (a, b) ne vériﬁant
pas la condition (∗) ((déﬁnition-propositions III.5.28) (c) et III.5.29 (b)). Hors de ∂A2(n)C, on
sait de plus que l'intersection de n2 − 2 de ces diviseurs est vide (déﬁnition-proposition III.5.29
(d)), et on choisit donc Y dans ce théorème comme le bord ∂A2(n) := A2(n)S\A2(n) (de sorte
que m = n2 − 3). Ainsi, la condition d'être X\Y -entier en une place ﬁnie v non au-dessus de
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S0 signiﬁe que la variété abélienne sous-jacente a bonne réduction en cette place, reste donc à
interpréter ce que veut dire être parfaitement X\Y -entier. Les invariants d'Igusa, qui sont des
formes modulaires sur A2(1) donc sur A2(n), caractérisent le bord ∂A2(n) comme ensemble de
leurs zéros communs [Igu60] et on les choisit donc comme générateurs de l'idéal de déﬁnition de
Y , de sorte que si la variété abélienne A a bonne réduction en une place ﬁnie v au-dessus de S0,
son module dans A2(n) est X\Y -entier en v pour ces générateurs. Enﬁn, on assouplit la condition
de X\Y -intégralité parfaite en une quasi-X\Y -intégralité (déﬁnition III.4.5) en choisissant une
MK-constante nulle sur les places ﬁnies, mais telle que pour toute place archimédienne v sur K
et tout point P ∈ A2(n)(K), si Pv /∈ U pour un plongement complexe de P associé à v, le point
P est quasi-X\Y -entier en v pour notre MK-constante. On peut donc appliquer le théorème III.8
(avec l'ajout de la remarque III.4.6) avec toutes ces données pour obtenir le résultat.
Ainsi, sous les hypothèses de l'énoncé (la condition de Runge tubulaire se traduit en la condition
(n2 − 3)sL < n4/2 + 2 d'après les comptages précédents), l'ensemble E(U) est bien ﬁni.
Preuve du théorème III.9. Ce théorème est un cas particulier du théorème précédent, nous allons
donc simplement montrer d'où vient la condition de Runge dans ce cas. Nous avons ici dix diviseurs
de Weil sur A2(1)S , dont nous savons par la déﬁnition-proposition III.5.29 (b) qu'ils sont disjoints
hors du bord (d'oùm = 1 et rQ = 10 avec les notations du théorème III.8). De plus, ils caractérisent
à extension des scalaires près le fait d'être une courbe elliptique. On peut donc appliquer le
théorème III.8 comme pour la preuve ci-dessus, le seul changement étant cette interprétation en
terme de produits de courbes elliptiques, disponible pour n = 2 mais pas pour n ≥ 4.
Remarque III.5.11. Il serait plaisant de pouvoir obtenir un théorème de Runge pour les compo-
santes irréductibles du lieux de produits de courbes elliptiques avec tout niveau n. Malheureuse-
ment, cela ne semble pas accessible pour le moment sauf pour n = 2, car la question de la grosseur
de ces diviseurs reste ouverte, contrairement à celle des diviseurs thêta (qui sont même amples).
Ensuite, une manière agréable de voir le théorème III.9 (qui pourrait se formuler aussi pour sa
généralisation) est de le comprendre comme un théorème de concentration des points entiers près
du bord (remarque III.4.6).
Pour que ce théorème soit non vide, il faut s'assurer que le nombre de places minimal sL
d'un des points ci-dessus peut bien vériﬁer la condition de Runge. Le lemme suivant l'assure, et
donne une idée de la marge que la condition de Runge autorise pour les extensions L et les places
comprises dans le comptage de sL. La preuve de ce résultat est très élémentaire, mais nous la
donnons par manque de références à ce sujet dans la littérature.
Lemme III.5.30. Pour tout entier n ≥ 4 pair, le nombre de places de Q(ζn) archimédiennes ou
divisant n est inférieur à n/2.
Exemple III.5.1. Pour n = 4, le plus petit cas possible, le nombre de places archimédiennes (ou
au-dessus de 2) de Q(ζ4) est égal à 2, et le rapport (44/2 + 8)/(42− 3) est égal à 10, on peut donc
choisir 7 places de plus pour les points déﬁnis sur Q(ζ4) et encore assurer la ﬁnitude.
Démonstration. Notons ϕ l'indicatrice d'Euler, et
∏
p|n f(p) et
∑
p|n f(p) le produit et la somme
sur les nombres premiers divisant n des valeurs d'une certaine fonction f en ces nombres premiers.
Par exemple, n
∏
p|n(1 − p−1) = ϕ(n). Notons Pn le nombre de places de Q(ζn) archimédiennes
ou au-dessus de n
Pour p premier divisant n, on note np = n/pα avec α la multiplicité de p dans n (de sorte que
p ne divise pas np) et on,p l'ordre de p dans (Z/npZ)∗.
Comme n ≥ 3, aucun plongement de Q(ζn) n'est réel et il y a donc ϕ(n)/2 places inﬁnies de
Q(ζn).
Pour tout nombre premier p divisant n, comptons maintenant le nombre de places de Q(ζn)
au-dessus de p. Par des considérations classiques de théorie des nombres, si Φn est le n-ième
polynôme cyclotomique et Φn sa réduction modulo p, le nombre de places de Q(ζn) au-dessus de
p est égal au nombre de facteurs irréductibles distincts de Φn dans Fp[X]. Ceux-ci sont donnés par
les orbites du Frobenius parmi les racines de Φn dans Fp, et correspondent donc aux orbites de
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la mise à la puissance p dans (Z/npZ)∗. Il y a donc exactement ϕ(np)/on,p facteurs irréductibles
distincts de Φn, d'où la formule exacte
Pn =
ϕ(n)
2
+
∑
p|n
ϕ(np)
on,p
. (III.8)
Dans le cas où n = pα, α ≥ 2 et p premier (pouvant être égal à 2),
Pn = p
α−1(p− 1)/2 + 1 ≤ pα/2 = p
α + 1− pα−1
2
≤ p
α
2
.
Ensuite, remarquons que si n′ est un diviseur de n avec les mêmes facteurs premiers, ϕ(n)/n =
ϕ(n′)/n′ et que pour p|n, on,p ≥ on′,p donc Pn′/n′ ≥ Pn/n. Comme P4 = 2, il reste donc à
démontrer le résultat pour n sans facteur carré et diﬀérent de 2, ce qu'on suppose dorénavant.
Comme on,p est un entier non nul tel que pon,p = 1 mod np, il est au moins égal à lnnp/ ln p,
en particulier il est au moins égal à 2 sauf si np < p, ce qui est possible seulement pour le plus
grand diviseur premier de n.
Si on note q le plus grand diviseur premier de n, on a donc l'inégalité
Pn
n
≤ 1
2
∏
p|n
(1− p−1) + 1
2
∑
p|n
p<q
1
p
∏
p′|n
p′ 6=p
(1− p′−1) + 1
qon,q
∏
p′|n
p′ 6=q
(1− p′−1). (III.9)
En indexant dans l'ordre croissante les facteurs premiers p1 = 2, · · · , pr = q de n, on remarque
que ∏
p|n
(1− p−1) + 1
p1
r∏
i=2
(1− p−1i ) =
r∏
i=2
(1− p−1i )
On peut ainsi éliminer un par un les termes correspondant aux facteurs premiers (sauf les deux
plus grands, notés p et q) dans la deuxième somme pour obtenir
Pn
n
≤ 1
2
(1− p−1)(1− q−1) + 1
2p
(1− q−1) + 1
2opq,q
(1− p−1)
(car on,q ≥ opq,q).
Dans le cas où opq,q ≥ 2, on peut réutiliser une dernière fois l'astuce d'élimination pour obtenir
la borne 1/2. Sinon, opq,q = 1 et alors q = 1 mod p. Mais en remontant les inégalités précédentes,
on a opq,p ≥ 3 car sinon p2 = 1 mod q, donc q divise p−1 ou p+1, forcément p+1 par comparaison,
et alors q = p+ 1 ce qui impose p = 2, q = 3 et n = 6, mais P6 = 3 ≤ 6/2. On peut donc supposer
que opq,q ≥ 3, et alors
Pn
n
≤ 1
6pq
(3(p− 1)(q − 1) + 2(q − 1) + 6(p− 1)) = 1
6pq
(3pq + 3p− q − 8)
ce qui est bien inférieur à 1/2 à moins que q < 3p − 8, et alors q = 1 + 2p. Mais alors, opq,p ≥ 4
car sinon 1 + 2p divise 1 + p+ p2 ce qui est impossible. On peut donc reprendre l'inégalité (III.9)
avec on,p ≥ 4, et refaire l'élimination des autres termes pour obtenir
Pn
n
≤ 1
4pq
2(p− 1)(q − 1) + (q − 1) + 4(p− 1) = 1
4pq
(2pq + 2p− q − 3) ≤ 1/2
car on est encore dans le cas où q = 1 + 2p.
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