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Introduction
Generalized Method of Moments (GMM) (Hansen, 1982) is widely used in applied economics to estimate and test macroeconomic models. In terms of testing for model misspecification, the most popular test is Hansen's (1982) J-test for overidentifying restrictions. While the test has widespread use, Altonji and Segal (1996) , and Hall and Horowitz (1996) , among others, have documented that it frequently over-rejects in small samples. Most recent research efforts have been directed at improving the size performance of the J-test. On the other hand, Hall (2000) proposes a centered version of the popular J-test with the aim of gaining power. Smith (1999) provides Monte Carlo evidence that the standard J-test can have low size-adjusted power in a nonlinear asset pricing model. Hall (2000) 's Monte Carlo evidence shows a modest power gain of 10 percent assuming a linear data generating process.
Hall observes that the standard estimator of the long-run covariance matrix with unknown heteroscedasticity and serial correlation (HAC) used in Hansen's test statistics is consistent only under the null. If the null hypothesis is false, power could fall from using an inconsistent estimate. While power is not usually a problem in most practical situations, it is worthwhile to pursue the performance of the statistic under the alternative. Hall uses a two-step procedure to construct a new HAC matrix.
The procedure amounts to subtracting the sample mean of the moment conditions from the second step weighting matrix. This gives a consistent estimator both under the null and alternative hypotheses.
Hall's Monte Carlo experiments show a considerable size distortion of the centered calculation over the uncentered calculation as well as a 10 percent increase in the number of rejections when the null is false. This paper presents Monte Carlo evidence on the properties of the two test statistics to show that the size-adjusted power gain of Hall's test is not significantly greater than the standard J-test. Two experimental designs are considered. The first is identical to Hall's and involves independent data. The second experiment augments the data generating process with serially correlated data, which better mimics most applications. Unfortunately, the Monte Carlo findings indicate that the centered J-test once adjusted for its size distortion is only a marginal improvement over the uncentered counterpart.
In addition to the Monte Carlo evidence, a nonlinear macroeconomic model assuming Epstein and Zin (1991) preferences is estimated as a way of showing the possibility of empirical discrepancies between the standard and centered J-tests which may lead to confusion.
Generalized Method of Moments Estimation
GMM estimates the parameters of a model, matching the moments of the theoretical model to those of the data as closely as possible. A weighting matrix determines the relative importance of matching each moment.
, where x i ∈ R k is a k ×1 random variable, and t = 1, . . . T , be a set of observables from a stationary sequence. Suppose for some true parameter-value θ 0 (k × 1) the following moment conditions (m equations) hold and m ≥ k :
This is, of course, the usual set-up for GMM and leads to the estimator:
where the positive semi-definite weighting matrix, W T converges to a positive definite matrix of constants. The GMM estimatorθ is consistent for any arbitrary weighting matrix, subject to some regularity conditions. Hansen shows that the optimal weighting matrix converges to S −1
The estimation is usually done in two steps. The initial weighting matrix uses the instruments and the final estimate uses the optimal weighting matrix. The centered and uncentered estimators differ in the second stage. The centered estimator subtracts the sample mean from the moment condition which is non-zero in expectation under the alternative. The centered HAC estimator is consistent under the null and alternative, whereas the standard estimator is consistent only under the null.
Hypothesis Testing
A primary objective of this paper is to compare the size-adjusted power of Hall's centered J-test with that of the standard J-test introduced by Hansen. The standard way of testing is to take the second step estimate of the parameters,θ T , and construct a test statistic that is distributed χ 2 m−k :
The centered test statistic is essentially the same, except g T (θ T ) is demeaned for the covariance calculation. However, Hall demonstrates that the centered J-test is more powerful than the standard Jtest in large samples. This is because the HAC matrix continues to be consistent under the alternative.
I wish to examine the finite sample power issue when the two tests are size-adjusted.
Monte Carlo Experiment
Hall demonstrates an asymptotic gain in the divergence of the centered J-test over the uncentered for a local alternative. He also presents Monte Carlo results that suggest this test is 10% more powerful that
Hansen's original test. An unrealistic feature of Hall's Monte Carlo design is the independence of the data so that there is no need to calculate a weight matrix based on autocovariances. Hall's comparisons are based on asymptotic critical values for the centered test, even though it has considerably more size distortion than does the standard test. I replicate Hall's experiment below and find that the power gain is almost completely lost once there is an adjustment for size. I also consider simple simulations using a model with dependent data, that nests Hall's experiments:
with t = 1, 2, ..., T , and (z 1,t , z 2,t , µ t , ε t ) ∼ N(0, Σ) with Σ having elements σ ii = 1, i = 1, 2, 3, 4 and σ 12 = σ 34 = 0.5. For a model with independent data ρ 1 and ρ 2 are set equal to zero. For dependent data ρ 1 = ρ 2 = 0.9. The following moment condition is tested:
The model is estimated by GMM whereŜ
is a consistent estimator of S T . The kernel weights are determined using the Newey and West (1994) Table 1 for i.i.d data and Table 2 for serially correlated data. The median of the automatic lag length criteria of Newey and West using the Bartlett kernel is also reported for the standard and Since the centered test has a greater size distortion than the non-centered test I compare the tests using size-power tradeoff curves as described by Davidson and MacKinnon (1998) . is only slightly more powerful than the standard test, and only at very low size. Figure 2 has the same γ but with dependent data. Again the centered test is slightly more powerful than the standard test. The overidentifying restrictions tests are more powerful with independent data than dependent data. Figure Table 1 Summary Statistics for Overidentifying Restrictions Tests, Note: Med(·) denotes the median of the statistic, and P(·) denotes the probability of rejecting the null with nominal size 5 percent. c is a truncation parameter in the estimation of the long-run covariance estimator. Table 2 Summary Statistics for Overidentifying Restrictions Tests, 
Empirical Example
GMM is extensively applied in the asset pricing literature. 
where c t+1 /c t is consumption growth, R m is the risk free rate and {β, φ, θ} parameters to be estimated.
The specification separates risk aversion from intertemporal substitution. Epstein and Zin (1991) show that the performance of the model is sensitive to the measure of consumption and choice of instrumental variables. However, for the most part they do not reject the model using the standard tests at The nonlinearity of the moment conditions in this empirical example almost certainly exacerbates the distortion. Clark (1996) provides Monte Carlo results on size distortions of the J-test for nonlinear models. Since the centered test statistic demeans the moment condition, the estimate of the covariance matrix will be more precise. This increases the over-rejection rate of the centered test statistic.
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The Euler equations used in the estimation are:
Monthly data sets are constructed for consumption and asset returns. Two measures of consumption are considered: real per capita expenditure growth on nondurables goods and real per capita expenditures on nondurables plus services. For real asset returns four value-weighted indexes are included:
returns on the NYSE/AMEX for SIC codes A,B,C; E; F,G; and H,I. The market portfolio (R m ) is a value-weighted index of the NYSE/AMEX returns. There are five equations and three parameters.
There are two sets of instruments (Z1,Z2) with nine and thirteen overidentifying restrictions, respectively. Descriptive statistics are presented in and Zin (1991) , the time discount factor, β, is not significantly different from one. The elasticity of intertemporal substitution in consumption, φ varies significantly across the set of instruments and is imprecisely estimated. Relative risk aversion is given by α where θ = (1 − α)/(1 − 1/φ) and is near one. It is imprecisely estimated when the Treasury bill is used as an instrument. Note: Nominal returns are deflated using the prices corresponding to the definition of consumption. R 1t corresponds to the return on SIC codes A,B,C; R 2t to the return on SIC code E; R 3t to the return on SIC codes F,G; and R 4t corresponds to the return on SIC code H,I. Standard errors are in parentheses.
The overidentification tests give similar results. There are competing conclusions about the nonexpected utility model at the one or five percent significance level. The centered J-test is larger than 8 the standard test in every case. The non-expected utility model is rejected at the ten percent level, regardless of whether the centered or uncentered covariance matrix is used.
Conclusion
Hall (2000) has suggested using a centered J-test to increase the power of the existing J-test for overidentification. Hall presents results that suggest that his test is 10 percent more powerful that Hansen's (1982) original test. In this paper, I show that in finite samples the gain in power is mostly due to a greater size distortion present in the centered test. The empirical example using Epstein and Zin (1991) preferences illustrates that the two J-tests can yield conflicting conclusions about model specification.
Given the performance of Hall's J-test once it is adjusted for size, one must search elsewhere for size-corrected power gains. One prospect is to apply the bootstrap to the centered J-test. The bootstrap is now a common approach to hypothesis testing that has been shown to reduce approximation error.
For example, see Hall and Horowitz (1996) . MacKinnon (2002) points out that although at a small number of bootstrap samples the bootstrap does lose some power, at a reasonably large number of bootstrap samples this is not problematic. In fact, the loss of power in bootstrapping the centered J-test would arise precisely because it corrects the tendency of the test to over-reject.
Another avenue is to use more robust estimators than GMM and/or more robust statistics. With respect to estimation, advances with generalized empirical likelihood (GEL) methods provide one alternative to using GMM. For example, see the statistics derived in Imbens et al. (1998) . GEL has the advantage over GMM in that (i) the asymptotic bias of the parameter estimates does not increase in the number of overidentifying restrictions, and (ii) the moment conditions hold exactly in finite samples.
This second point implies there is no need to re-center the moment conditions when estimating the long-run covariance matrix.
Finally, weak identification is a potential issue in the empirical example which is overlooked. Teststatistics based on GMM estimation in the presence of weak identification have non-standard limiting distributions. Several new tests have been developed using empirical likelihood (or one of its variants) estimation. These statistics are robust to weak identification and should be used under those conditions. Note: γ = 0.250, T = 300, Replications= 10000. Jc is the centered test for overidentifying restrictions and is given by the long-dashed line. J is the standard test and given by the straight line. A test above the 45 degree line is one with power greater than size. 
