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Abstract
For a recently derived pairwise model of network epidemics with non-Markovian
recovery, we prove that under some mild technical conditions on the distribution
of the infectious periods, smaller variance in the recovery time leads to higher
reproduction number, and consequently to a larger epidemic outbreak, when the
mean infectious period is fixed. We discuss how this result is related to various
stochastic orderings of the distributions of infectious periods. The results are
illustrated by a number of explicit stochastic simulations, suggesting that their
validity goes beyond regular networks.
Keywords: epidemic; network; infectious period; reproduction number; pairwise
model; non-Markovian; integro-differential equation; delay; final size
Introduction
Networks provide a useful paradigm to incorporate contact patterns and various hetero-
geneities within a population [20, 19, 11]. The basic ingredients of such models are nodes
and links, usually representing individuals and the contacts between them, but they may
represent also groups of individuals (such as the population at some geographic location),
and the connectedness of these groups (such as transportation routes [10, 18]). In sim-
ple disease outbreak models, the status of an individual can be susceptible (S), infected
(I) or recovered (R). A key parameter associated with most epidemic models is the basic
reproduction number (denoted by R0), which denotes the expected number of secondary
infections generated by a typical infected individual introduced into a fully susceptible
population [4]. The reproduction number is also a threshold quantity: if R0 < 1 the epi-
demic will die out, while ifR0 > 1 the disease may spread. Another important measure of
epidemic severity is the final epidemic size, which is the total number of individuals who
become infected during the time course of the epidemic. These two quantities are often
connected via the so-called final size relation. In these simple models that assume a fully
mixed population, the final fraction that is not infected s∞ solves the implicit relation
s∞ = S(0)e−R0(1−s∞) .
If infected individuals transmit with constant rate β , then in this well-mixed model R0 =
βE(I ) where E(I ) is the average infection duration, and so variance in the distribution
of infection duration does not affect the final size [14, 13].
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Modelling epidemics on networks however increases the complexity of the models since
the underlying population structure means that individuals are not interchangeable. Thus
we must track which individuals are in each status rather than simply how many individuals
are in each status. For example, in the most fundamental case of Markovian transmission
and recovery, both time to infection and the time spent as infected and infectious is taken
from exponential distributions with appropriate rates. Even for the purely Markovian case
we need to deal with a continuous time Markov chain with a discrete state space with 3N
elements, where three stands for the three possible states a node can be in (S, I and R) and
N denotes the number of nodes in the network. Writing down evolution equations for the
probability of the system being in any of these states is possible but impractical due to the
high dimensionality of the system. Hence, in order to deal with this complexity one need
to employ some ‘clever’ averaging.
Probabilistic methods, such as branching processes can be used to deal with the early
growth and the asymptotic behaviour [1], with percolation theory also leading to good
analytical treatment for the early growth and final size [15]. For the later dynamics, we
generally need to derive a mean-field model, e.g. a low dimensional system of ODEs.
There are many well established ways to derive mean-field models. Perhaps the most
compact method is the so called edge based compartmental model (EBCM) [17] which has
been successfully used to capture SIR dynamics with arbitrary transmission and infection
processes [24] on configuration-like networks. The EBCM provides an excellent approxi-
mation of the exact stochastic network epidemic, which becomes exact in some appropriate
limits and conditions on the underlying network [5, 6].
Another powerful method to model epidemic spread on network is provided by the mes-
sage passing approach [7] and this works for arbitrary transmission and recovery processes
but at the expense of a system consisting of a large number of integro-differential equations.
In addition, pairwise models have been successfully used to approximate stochastic epi-
demics on networks and represent a vast improvement on compartmental models. Pairwise
models also have the advantage of being easy to understand and very intuitive when com-
pared to the EBCM or the message passing model.
All the above are able to capture the time evolution of the epidemic while also offering
insights about the epidemic threshold and final size. All these models have the same starting
point and not surprisingly it can be shown that often these models are equivalent [16, 24, 11]
and they simply represent different choices of how one averages and how the reduced state
space is defined [11].
While dealing with the complexity and the modelling of contact structures, the dynamics
of the disease needs to be accounted for appropriately. It is well known that the duration
of the infectiousness has a major impact on whether an outbreak happens and how many
people it affects as being a key parameter in the basic reproduction number. To highlight
a recent example, in the West-African ebola outbreak one crucial part of the intervention
strategy was to reduce the length of the post-mortem infectious period [2]. In this paper
we bridge the gap by considering a model that can capture both the complexity of contact
structure as well as the features of the disease itself. To do this we consider pairwise mod-
els with Markovian infection but arbitrary recovery process and we focus on the outbreak
threshold derived from this model and its dependence on the choice of the recovery process.
The paper is structured as follows. First, we introduce the pairwise model, the analytical
final epidemic size relation followed by the newly introduced basic pairwise reproduction
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number R p0 . The main result of the paper is on the relation between the variance in the
distribution of the recovery process and the basic pairwise reproduction number. This is
followed by some discussion of our results with respect to the concept of stochastic order-
ing, and the possible extension of our results to heterogeneous networks. We conclude with
extensive numerical results and a discussion of our findings.
Methods
Pairwise models are formulated in terms of the expected values for the number of suscep-
tible ([S]), infected ([I]) and recovered ([R]) nodes, which depend on the expected values of
(SS) pairs ([SS]) and (SI) pairs ([SI]). Introducing the usual notations
• [X ](t) for the expected number of nodes in state X at time t,
• [XY ](t) for the expected number of links connecting a node in state X to another in
state Y , and
• [XY Z](t) for the expected number of triplets in state X−Y −Z,
where, X ,Y,Z ∈ {S, I,R}, and by summing up all possible transitions, the pairwise model
reads as
˙[S](t) = −τ[SI](t),
˙[I](t) = τ[SI](t)− γ[I](t),
˙[SS](t) = −2τ[SSI](t), (1)
˙[SI](t) = τ[SSI](t)− τ[ISI](t)− τ[SI](t)− γ[SI](t),
where τ is the per contact infection rate and γ is the recovery rate. Here [S]+ [I]+ [R] = N
is the total number of nodes in the network, and only those equations are listed which
are necessary to derive a complete self-consistent system. The equations for links contain
triplets, thus we have to break the dependence on higher order terms to obtain a closed
system. The closure approximation formula [XSY ] = n−1n
[XS][SY ]
[S] , where n is the average
number of links per node, leads to the self-consistent system [8]
˙[S](t) = −τ[SI](t),
˙[I](t) = τ[SI](t)− γ[I](t),
˙[SS](t) = −2τ n−1
n
[SS](t)[SI](t)
[S](t)
, (2)
˙[SI](t) = τ
n−1
n
(
[SS](t)[SI](t)
[S](t)
− [SI](t)[SI](t)
[S](t)
)
− (τ+ γ)[SI](t).
Closing at the level of pairs with the approximation [XY ] = n[X ] [Y ]N , one obtains the so
called mean-field model (or compartmental model)
S˙(t) = −τ n
N
S(t)I(t),
I˙(t) = τ
n
N
S(t)I(t)− γI(t), (3)
with basic reproduction number
R0 =
n
N
τE(I )S0, (4)
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where, E(I ) = 1/γ is the expected infectious period. The final size relation associated to
the mean-field model is
ln(s∞) =R0 (s∞−1) , (5)
where S0 is the number of susceptible individuals at time t = 0 and s∞ = S∞/S0, where
S(∞) = S∞. There are many results for the Markovian pairwise models [3, 8, 11], for ex-
ample, the final epidemic size is given by
s
1
n∞−1
1
n−1
=
n−1
N
τ
τ+ γ
[S]0
(
s
n−1
n∞ −1
)
, (6)
where [S]0 is the number of susceptible individuals at time t = 0 and s∞ = [S]∞/[S]0, where
[S](∞) = [S]∞.
Non-Markovian Recovery
The Markovianity of the recovery process is a strong simplifying assumption. For many
epidemics, the infectious period has great importance and it is measured empirically. Re-
cently, pairwise approximations of the SIR dynamics with non-Markovian recovery have
been derived, see [12, 26, 21, 22]. In the special case of fixed recovery time σ , the mean-
field model is given by
S′(t) = −τ n
N
S(t)I(t),
I′(t) = τ
n
N
S(t)I(t)− τ n
N
S(t−σ)I(t−σ), (7)
while the pairwise model turned out to be [12]
˙[S](t) = −τ[SI](t),
˙[SS](t) = −2τ n−1
n
[SS](t)[SI](t)
[S](t)
,
˙[I](t) = τ[SI](t)− τ[SI](t−σ),
˙[SI](t) = τ
n−1
n
[SS](t)[SI](t)
[S](t)
− τ n−1
n
[SI](t)[SI](t)
[S](t)
− τ[SI](t)
−τ n−1
n
[SS](t−σ)[SI](t−σ)
[S](t−σ) e
−∫ tt−σ τ n−1n [SI](u)[S](u) +τdu. (8)
Both systems are now delay differential equations rather than ordinary differential equa-
tions, as is the case for Markovian epidemics. In [12], the following final epidemic size
relation has been derived:
s
1
n∞−1
1
n−1
=
n−1
N
(
1− e−τσ) [S]0(s n−1n∞ −1) . (9)
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Considering a general distribution for the recovery period, the pairwise model can be for-
mulated as a system of integro-differential equations [22, 26], which is given by
˙[S](t) =−τ[SI](t) (10a)
˙[SS](t) =−2τ n−1
n
[SS](t)[SI](t)
[S](t)
(10b)
˙[I](t) = τ[SI](t)−
∫ t
0
τ[SI](t−a) f (a)da−
∫ ∞
t
ϕ(a− t) fI (a)
ξ (a− t)da (10c)
˙[SI](t) = τ
n−1
n
[SS](t)[SI](t)
[S](t)
− τ n−1
n
[SI](t)
[S](t)
[SI](t)− τ[SI](t)
−
∫ t
0
τ
n−1
n
[SS](t−a)[SI](t−a)
[S](t−a) e
−∫ tt−a τ n−1n [SI](s)[S](s) +τds fI (a)da
−
∫ ∞
t
n
N
[S]0ϕ(a− t)e−
∫ t
0 τ
n−1
n
[SI](s)
[S](s) +τds fI (a)
ξ (a− t)da. (10d)
Above we assume that the infection process along S–I links is Markovian with transmis-
sion rate τ > 0. The recovery part is considered to be non-Markovian given by a random
variable I , with a cumulative distribution function FI (a) and probability density func-
tion fI (a). We use the associated survival function ξ (a) = 1−FI (a) and hazard function
h(a) = − ξ ′(a)ξ (a) =
f (a)
ξ (a) . We note that ϕ(a) is the initial condition which gives the age of
infection of individuals at time t = 0.
From Eq. (10), the associated mean-field model can be easily deduced by using the clo-
sure approximation formula for homogeneous networks (i.e. n-regular graphs)
[XY ](t) =
n
N
[X ](t)[Y ](t), (11)
thus the node-level system becomes
S˙(t) =−τ n
N
S(t)I(t) (12a)
I˙(t) = τ
n
N
S(t)I(t)−
∫ t
0
τ
n
N
S(t−a)I(t−a) fI (a)da−
∫ ∞
t
ϕ(a− t) fI (a)
ξ (a− t)da.
(12b)
The Pairwise Reproduction Number and Infectious Times
In [12], a newly introduced basic reproduction-like number is defined for fixed length in-
fectious periods as
R p0 :=
n−1
N
(
1− e−τσ) [S]0, (13)
which appears also in equation (9). It has also been shown, that for arbitrary infectious
periods, the basic reproduction number of the pairwise model is
R p0 =
n−1
N
(1−L [ fI ](τ)) [S]0, (14)
where L [·] is the Laplace transform and fI is the probability density function of the
recovery process given by the random variable I . Numerical tests and analytical results
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have both confirmed that, in general, the following implicit relation for the final epidemic
size holds
s
1
n∞−1
1
n−1
=R p0
(
s
n−1
n∞ −1
)
=
n−1
N
(1−L [ fI ](τ)) [S]0
(
s
n−1
n∞ −1
)
. (15)
Several important observations can be made. The first is around the interpretation of the
Laplace transform of fI . Let us consider an isolated S–I link, and let E be the exponentially
distributed random variable of the time of infection along this link, with parameter τ . Then
the probability of transmission is the same as the probability that infection occurs before
recovery, that is
T = P(E <I ) =
∫ ∞
0
FE (y) fI (y)dy=
∫ ∞
0
(1−e−τy) fI (y)dy= 1−L [ fI ](τ). (16)
Hence, the Laplace transform has natural interpretation and enters the calculation of the
probability of transmission across an isolated S–I link.
The intuitive derivation forR p0 follows from considering the rate at which new S–I links
are created. From (10d), and focusing on the single positive term on the right hand side, it
follows that S–I links are created at rate τ(n−1)n
[SS]
[S] which at time t = 0 and with a vanish-
ingly small initial number of infected nodes reduces to τ(n−1). Now, multiplying this by
the average lifetime of an S–I link, which is 1−L [ fI ](τ)τ [11], gives the desired threshold
value in the limit of [S]→ N at t = 0.
Notice that while R0 depends on the expected value only, see (4), the pairwise repro-
duction number (14) uses the complete density function, thus the average length of the
infectious period itself does not determine exactly the reproduction number. As a conse-
quence, for an epidemic we have to know as precisely as possible the shape of the dis-
tribution. We shall analyse how the basic reproduction number (14), which is not only an
epidemic threshold but also determines the final size via (15), depends on the variance of
the recovery time distribution. In [21], using gamma, lognormal and uniform distributions
we showed that within each of those distribution families, once the mean infectious period
is fixed, smaller variance in the infectious period gives a higher reproduction number and
consequently a more severe epidemic. Next we generalize this result without restricting
ourselves to special distributions.
Main Result: Relationship Between the Variance and the
Reproduction Number
In this section we give some simple conditions which may guarantee that smaller vari-
ance induces higher pairwise reproduction number. We consider a random variable I
corresponding to recovery times with probability density functions fI (t), cumulative
distribution function FI (t) =
∫ t
0 fI (s)ds and we shall use the integral function of the
CDF FI (t) :=
∫ t
0 FI (s)ds. Clearly,
d2
dt2FI (t) =
d
dt FI (t) = fI (t). Moreover, FI (0) =
FI (0) = 0.
Theorem 1 Consider two random variables I1 and I2 such that
E(I1) = E(I2)< ∞, (17)
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and
Var(I1)< Var(I2)< ∞. (18)
Assume that
lim
t→∞ t
3 fI j(t) = 0, j ∈ {1,2}, (19)
and for all t > 0,
FI1(t) 6=FI2(t) (20)
holds. If I1 and I2 represent the recovery time distribution, then for the corresponding
reproduction numbers the relationR p0,I1 >R
p
0,I2
holds.
Proof Using assumption (17), we deduce
∫ ∞
0
t
(
fI1(t)− fI2(t)
)
dt =
[
t(FI1(t)−FI2(t))
]∞
0 −
∫ ∞
0
(FI1(t)−FI2(t))dt
= lim
t→∞ t(FI1(t)−FI2(t))−
[
FI1(t)−FI2(t)
]∞
0
[∗]
= − lim
t→∞(FI1(t)−FI2(t)) = 0
thus
lim
t→∞(FI1(t)−FI2(t)) = 0. (21)
To see [∗], i.e. lim
t→∞ t(FI1(t)−FI2(t)) = 0, we need some algebraic manipulations:
lim
t→∞ t(FI1(t)−FI2(t)) = limt→∞
FI1(t)−FI2(t)
1
t
L′H
= lim
t→∞
fI1(t)− fI2(t)
− 1t2
= − lim
t→∞ t
2( fI1(t)− fI2(t)
(19)
= 0,
where L’H refers to the L’Hospital rule. From assumption (18), we have
Var(I1) = E(I 21 )− (E(I1))2 < E(I 22 )− (E(I2))2 = Var(I2)
(17)⇒ E(I 21 )< E(I 22 ),
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or equivalently
∫ ∞
0 t
2( fI1− fI2)dt < 0. We can carry out some calculations on the left-hand
side of this inequality:∫ ∞
0
t2( fI1 − fI2)dt = [t2(FI1(t)−FI2(t))]∞0 −2
∫ ∞
0
t(FI1(t)−FI2(t))dt
= lim
t→∞ t
2(FI1(t)−FI2(t))−2[t(FI1(t)−FI2(t))]∞0
+ 2
∫ ∞
0
FI1(t)−FI2(t)dt
[∗∗]
= −2 lim
t→∞ t(FI1(t)−FI2(t))+2
∫ ∞
0
FI1(t)−FI2(t)dt
[∗∗]
= 2
∫ ∞
0
FI1(t)−FI2(t)dt,
consequently∫ ∞
0
FI1(t)−FI2(t)dt < 0. (22)
To prove [∗∗], i.e. lim
t→∞ t
2(FI1(t)−FI2(t)) = limt→∞ t(FI1(t)−FI2(t)) = 0, we have
lim
t→∞ t(FI1(t)−FI2(t)) = limt→∞
FI1(t)−FI2(t)
1
t
L′H
= lim
t→∞
FI1(t)−FI2(t)
− 1t2
= − lim
t→∞ t
2(FI1(t)−FI2(t))
L′H
= lim
t→∞
fI1(t)− fI2(t)
2
t3
=
1
2
lim
t→∞ t
3( fI1(t)− fI2(t))
(19)
= 0.
Since FI (t) ≥ 0, t ≥ 0 and monotone increasing, the integral function of CDF FI (t) is
monotone increasing and convex. Using (20) and (22), we obtain
FI1(t)<FI2(t), (23)
for all t > 0. Clearly, for R p0,I1 > R
p
0,I2
, it is enough to prove, that L [ fI1 ](τ) <
L [ fI2 ](τ), i.e.
∫ ∞
0 e
−τt( fI1(t)− fI2(t))dt < 0. First, we perform some algebraic manipu-
lation on the left-hand side:∫ ∞
0
e−τt( fI1(t)− fI2(t))dt = [e−τt(FI1(t)−FI2(t))]∞0
+τ
∫ ∞
0
e−τt(FI1(t)−FI2(t))dt
= τ[e−τt(FI1(t)−FI2(t))]∞0
+τ2
∫ ∞
0
e−τt(FI1(t)−FI2(t))dt
(21)
= τ2
∫ ∞
0
e−τt(FI1(t)−FI2(t))dt.
In conclusion, we have
τ2
∫ ∞
0
e−τt(FI1(t)−FI2(t))dt
(23)
< 0, (24)
Vizi et al. Page 9 of 17
thereforeL [ fI1 ](τ)<L [ fI2 ](τ), which givesR
p
0,I1
>R p0,I2 .
Remark 1 While one can easily construct a specific example for which the technical con-
dition (19) does not hold, it is satisfied by all epidemiologically meaningful distributions,
since extremely long infectious periods do not occur in epidemics. It trivially holds for dis-
tributions with compact support, and even for power law distributions with finite variance.
Corollary 1 Assume that the conditions of Theorem 1 hold. Then the infectious period
distribution with smaller variance induces a larger epidemic outbreak.
Proof Let z = s
1
n∞. Then, (15) can be written as
(z−1)(n−1) =R p0
(
zn−1−1) , (25)
which, since we are interested in the root z ∈ (0,1), simplifies to
(n−1) =R p0
(
zn−2+ · · ·+ z+1) . (26)
Clearly larger R p0 results in smaller z, that means smaller s∞ thus larger epidemic. Com-
bining this with Theorem 1 yields the result.
Relation to Stochastic Ordering and the work of Wilkinson and
Sharkey
In a very recent work [27], Wilkinson and Sharkey considered a general class of network
based stochastic epidemic models, and proved a monotonic relationship between the vari-
ability of the infectious period and the probability that the infection will spread to an arbi-
trary subset of the population by time t. Below we show that, while the work [27] was done
in a different context, the main conclusion is very similar to our main result. In [26], the
variability was represented by the convex order of the distributions of infectious periods.
Given two random variables I1 and I2 whose expectations exist, such that
E(φ(I1))≤ E(φ(I2)) for all convex functions φ : R→ R, (27)
I1 is said to be smaller than I2 in the convex order, denoted by I1 ≤cx I2, see mono-
graph [23] for a comprehensive description of various stochastic orders, their properties
and relations.
Theorem 2 Assume that I1 ≤cx I2 , and the technical condition (19) holds. Then,
R p0,I1 >R
p
0,I2
holds.
Proof From the convexity of φ(x) = x and φ(x) = −x, (17) follows, and the convexity
of φ(x) = x2 yields (18). From the convexity of φa(x) = (x− a)+, Theorem 3.A.1 in [23]
deduced that I1 ≤cx I2 if and only if FI1(t) ≤ FI2(t) for all t > 0. Now instead of
the strict inequality of (23), we have less or equal, but from (18) the two functions are
not identical, hence analogously to the proof of Theorem 1 we can conclude (24), which
completes the proof.
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Remark 2 One can deduce Theorems 1 and 2 using [27]. In [27], the authors found the
monotonic relationship between the variability of infectious periods and the final epidemic
size, in a more general context of stochastic epidemics, that includes the pairwise models,
by the means of convex ordering. According to Theorem 3.A.1b in [23], our condition
(20) implies that the two distributions considered in Theorem 1 are convex ordered, and
then the main conclusion of Theorem 1 follows from combining [27] with the argument
of Corollary 1 (monotonicity relationship between the pairwise reproduction number and
the final epidemic size) . This also shows that Theorem 2 can be derived even without the
technical condition, via [27].
Remark 3 An example when [27] can not be applied but our methodology works.
Let I1 ∼ Exp(1) (exponential distribution with parameter 1). Then fI1(t) = e−t ,
FI1(t) = 1− e−t , FI1(t) = t − 1 + e−t , E(I1) = 1, Var(I1) = 1, and L [ fI1 ](τ) =
1/(1+ τ).
Let I2 be the discrete random variable that takes the value 1− u > 0 with proba-
bility 0.5, and the value 1+ u with probability 0.5, where 0 < u < 1. Then, we have
E(I2) = 1, FI2(t) = 0 for t < 1− u, 0.5 for 1− u ≤ t < 1+ u and 1 for 1+ u ≤ t. Fur-
thermore, Var(I2) = u2 < 1,FI2(t) = 0.5(t− (1−u)) on [1−u,1+u], andL [ fI2 ](τ) =
0.5(e−τ(1−u)+ e−τ(1+u)).
Then, for 0 < t < 1− u we have FI1(t) > 0 = FI2(t). However, at t = 1, we have
FI1(1) = e
−1 < 0.5u =FI2(1), whenever u > 2e
−1 ≈ 0.736. In light of Theorem 3.A.1b
in [23], in this case the random variables I1,I2 are not convex ordered, thus [27] does
not apply.
For sufficiently large τ , we have L [ fI1 ](τ) > L [ fI2 ](τ), hence R
p
0,I1
< R p0,I2 , and
the discrete random variable, which has the smaller variance, generates a larger epidemic
outbreak. The pairwise reproduction number approach can be applied even in situations
that are not covered by the convex order approach, as this simple example illustrates.
Implications for Heterogeneous Degree Distributions
In a Configuration-Model network, given a random S–I link, we expect the susceptible
individual to have degree k with probability proportional to k[Sk] where [Sk] is the number
of susceptible individuals with degree k.
Repeating our earlier derivation of equation (14) for R p0 in the homogeneous network
case, we anticipate that for fixed duration σ ,
R p0 =∑(k−1)(1− e−τσ )
k[Sk](0)
E(k)N
, (28)
where E(k) is the average degree.
Extending this to the case of heterogeneous infection duration, we find
R p0 = (1−L [ fI ](τ))
∑k k[Sk](0)
NE(k)
. (29)
It can be shown [15, 9, 19] that the final number of degree k individuals infected is given
by
[Sk]∞ = [Sk]0θ k∞ (30)
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where the following implicit relation holds:
θ∞ =L [ fI ](τ)+(1−L [ fI ](τ))∑k[Sk]0θ
k−1
∞
NE(k)
(31)
Here θ∞ is a per-edge measure of the probability of not being infected. So an initially
susceptible individual with degree k remains susceptible with probability θ k∞. The role of
θ∞ is the same as s
1/n
∞ in Eq. (6).
Note that inR p0 , the terms capturing the distribution of infection durations separate from
the terms capturing the distribution of degrees. The ordering ofR p0 as the infection duration
distribution changes is independent of the degree distribution. So the ordering ofR p0 is the
same as found in the regular networks. The final size depends monotonically on the Laplace
transform of fI , and so the results about the ordering of final sizes in regular networks
carry over to heterogeneous networks as well.
Discussion
The role of the shape of the distribution of infectious periods in disease spread has been
in the interest of modellers for some time [25]. Our previous works already indicated that
for pairwise models of network epidemic, not only the mean, but higher order properties
of the distribution of the recovery times have an impact on the outcome of the epidemic.
We derived useful threshold quantities for non-Markovian recovery in [12]. In [21], we
showed that for particular distribution families (typically two parameter families such as
gamma, lognormal, and uniform distribution), smaller variance leads to higher reproduction
number within the same family when the mean is fixed. Our new result in this study allows
us to make comparisons between distributions of different kinds. To show the usefulness of
Theorem 1, as an example, we consider I1 ∼ Exp(γ) and I2 ∼ Fixed
(
1
γ
)
, i.e. fI1(t) =
γe−γt , t ≥ 0 and fI2(t) = δ
(
t− 1γ
)
, where δ (t) denotes the Dirac delta function. Clearly,
we obtain FI1(t) = t +
1
γ e
−γt − 1γ and FI2(t) = (t − 1γ )+, thus there is no t0 > 0, such
thatFI1(t0) =FI2(t0). Since E(I1) =E(I2) =
1
γ ,
1
γ2 =Var(I1)> Var(I2) = 0 and the
other conditions of Theorem 1 are satisfied, we findR p0,I1 <R
p
0,I2
.
Distribution Parameters Mean Variance
Fixed 3/2 3/2 0
Uniform U(1,2) 3/2 1/12=0.08(3)
Gamma scale =0.5, shape = 3 3/2 0.75
Exponential 2/3 3/2 9/4=2.25
Lognormal σ = 1, µ = ln(3/2)−1/2 3/2 3.866
Weibull scale = 1, shape = 0.6014 3/2 6.914
Table 1 Details of all the distributions of the infection times used for the explicit stochastic
network simulations.
We have carried out extensive numerical simulations to test the final epidemic size for-
mula (15), with R p0 taken from (29), for Fixed, Uniform, Gamma, Exponential, Log-
normal, Weibull distributed infection times on regular (see Fig. 1, Fig. 2), Erdo˝s-Re´nyi
(see Fig. 3, Fig. 4) and truncated scale-free (see Fig. 5, Fig. 6) networks. It is worth noting
that the same final size relation can be obtained by combining equations (30), (31) and that
for R p0 for the heterogenous degree distributions. The agreement between the analytical
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final epidemic size and explicit stochastic network simulations is excellent for all distri-
butions and networks. The parameters, mean and variance of the distributions are given in
Table 1.
Several observations can be made. In Figs. 1, 3 and 5 one can note that the epidemic
threshold depends heavily on the distribution of the infectious period. While all distribu-
tions have the same mean, they differ in terms of their variance. In fact, the variance of
the distributions are ordered as shown in Table 1. Based on Theorem 1 and Corollary 1 we
know that for a fixed transmission rate τ and for infectious period distributions with the
same mean, the distribution with the higher variance will lead to a smaller R p0 and hence
smaller attack rate. This confirms that the ordering of the variances in Table 1 is reflected
accurately in all attack rate versus τ plots. Moreover, the insets in Figs. 1, 3 and 5 shows
that the final epidemic size relation in terms of R p0 is universal, independently of how the
infectious periods are distributed. For the truncated scale-free networks in Fig. 5, the at-
tack rate behaves differently but the general analytical final epidemic size relation remains
extremely accurate. Obviously high degree heterogeneity leads to large variance and this
makes the value ofR p0 to be large and above threshold even for small values of τ .
Conclusion
Figures 2, 4 and 6 show the initial growth of the epidemic. The relation between vari-
ance and attack rate seems to translate into a straightforward association between variance
and initial growth rate. Namely, distributions with higher variance leads to slower initial
growth. This is not always the case since R p0 is a generation rather than time based mea-
sure. However, here the mean of the distributions and the transmission rates are identical
and thus the ordering seems to carry through.
We can offer an intuitive explanation of our result. A key factor determining how many
infections occur is the proportion of SI edges that eventually transmit. If we have M edges
where M is large, with an average infection duration D and transmission rate τ , then the ex-
pected number of transmission events to occur is DMτ , but only the first transmission event
per edge has any impact. Those edges in which the infection duration is longer will tend to
have more transmission events, while those with shorter duration are more likely to have no
transmission events. Increasing the variance in duration tends to increase the concentration
of the transmission events into a smaller set of edges, resulting in fewer successful trans-
missions, and conversely, decreasing the variance redistributes some transmission events
from edges which have already transmitted to those edges which have not.
As next steps one could consider the extension of R p0 and the final size formula for
epidemics where both the infection and transmission processes are non-Markovian. Such
results already exist [24] but there an EBCM was used. It would also be appropriate to
explore the applicability of this newly introduced pairwise reproduction number given that
it lent itself to derive a number of analytical results and it fits with the network and contact
concepts. In particular one would explore how could this be measured in practice and how
does its value translate into control measures.
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Figure 1 Epidemic sizes in a regular network. We consider the outbreak sizes in a random
network with 106 nodes all having degree k = 10. We take distributions of infection duration
having mean 3/2 and plot the final proportion infected given different transmission rates τ. The
inset shows that all final epidemic sizes collapse on a universal curve when using R p0 as the
horizontal axis. The parameters, mean and variance of the distributions are given in Table 1.
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Figure 1 Epidemic sizes in a regular network. We consider the outbreak sizes in a random
network with 106 nodes all having degree k = 10. We take distributions of infection duration
having mean 3/2 and plot the final proportion infected given di↵erent transmission rates t. The
inset shows that all final epidemic sizes collapse on a universal curve when using R p0 as the
horizontal axis. The parameters, mean and varian e of the ist ibutio are given in Tabl 1.
Figure 2 Dynamics of epidemics in regular network. Taking t = 0.15, we show two epidemic
curves for each distribution from Fig. 1. On the right we see the early dynamics.
Figure 2 Dynamics of epidemics in regular network. Taking τ = 0.15, we show two epidemic
curves for each distribution from Fig. 1. On the right we see the early dynamics.
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Figure 3 Epidemic sizes in an Erdo˝s–Re´nyi network. We look at epidemics in an Erdo˝s–Re´nyi
network with 106 nodes and average degree 10. The results are similar to Fig. 1. Using the
heterogeneous R p0 all curves collapse on a universal curve. The parameters, mean and variance of
the distributions are given in Table 1.
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Figure 3 Epidemic sizes in an Erdo˝s–Re´nyi network. We look at epidemics in an Erdo˝s–Re´nyi
network with 106 nodes and average degree 0. The results are similar to Fig. 1. Using the
heterogeneous R p0 all curves collapse on a universal curve. The parameters, mean and variance of
the distributions are given in Table 1.
Figure 4 Dynamics of epidemics in Erdo˝s–Re´nyi network. Taking t = 0.15, we show two
epidemic curves for each distribution from Fig. 3. On the right we see the early dynamics.
Figure 4 Dynamics of epidemics in Erdo˝s–Re´nyi network. Taking τ = 0.15, we show two
epidemic curves for each distribution from Fig. 3. On the right we see the early dynamics.
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Figure 5 Epidemic sizes in a scalefree network. We look at epidemics in a truncated scale free
network with 106 nodes having minimum degree 2 and maximum degree 954 and each degree k
assigned with probability proportional to k−2. This yields an average degree of approximately 10.
Epidemics exist even at very small τ, and R p0 is significantly larger than in the other networks.
Using the heterogeneous R p0 all curves collapse on a universal curve. The parameters, mean and
variance of the distributions are given in Table 1.
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Figure 5 Epidemic sizes in a scalefree network. We look at epidemics in a truncated scale free
network with 106 nodes having minimum degree 2 and maximum degree 954 and each degree k
assigned with probability proportional to k 2. This yields an average degree of approximately 10.
Epidemics exist even at very small t, and R p0 is significantly larger than in the other networks.
Using the heterogeneou R p0 all curves collapse on a universal curve. The p rameters, mean and
variance of the distributions are given in Table 1.
Figure 6 Dynamics of epidemics in scalefree network. Taking t = 0.15, we show two epidemic
curves for each distribution from Fig. 5. On the right we see the early dynamics. There is
significant heterogeneity in the early growth, even for the same distribution. This is because the
timing of rare infections to the highest degree nodes plays a significant role even in networks of
106 nodes.
Figure 6 Dynamics of epidemics in scalefree network. Taking τ = 0.15, we show two epidemic
curves for each distribution from Fig. 5. On the right we see the early dynamics. There is
significant hete ogeneity in the early growth, ev n for he sam distribution. This is because the
timing of rare i fections to the highest degree nodes plays a significant role eve in networks of
106 nodes.
