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Abstract The basins of convergence, associated with the
roots (attractors) of a complex equation, are revealed in the
Hill problem with oblateness and radiation, using a large
variety of numerical methods. Three cases are investigated,
regarding the values of the oblateness and radiation. In all
cases, a systematic and thorough scan of the complex plane
is performed in order to determine the basins of attraction of
the several iterative schemes. The correlations between the
attracting domains and the corresponding required number
of iterations are also illustrated and discussed. Our numeri-
cal analysis strongly suggests that the basins of convergence,
with the highly fractal basin boundaries, produce extraordi-
nary and beautiful formations on the complex plane.
Keywords Hill problem · Equilibrium points · Oblateness ·
Radiation · Fractal basin boundaries
1 Introduction
Over the years a plethora of modifications, regarding the
classical restricted three-body problem, have been proposed
for modeling more accurately the motion of massless par-
ticles in our Solar System (see e.g., Sharma & Subba Rao,
1976; Simmons et al., 1985). By including additional forces
to the classical potential we can achieve a more realistic ap-
proach for certain applications, such as space flight missions
and satellite positioning.
One of the first additions to the potential of the three-
body problem was the oblateness coefficient (Sharma & Subba
Rao, 1975). Oberti & Vienne (2003) proved that when we
take into account the oblateness effects our results, regarding
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approximations of real satellite orbits in our Solar System,
are significantly improved. In the same vein, the restricted
three-body problem with oblateness can realistically model
several systems in celestial mechanics.
Another interesting case is the restricted three-body prob-
lem with effective radiation pressure (Schuerman, 1972). This
upgraded model is indeed very important since it takes into
consideration the effects of the radiation pressure due to the
radiation drag (Schuerman, 1980), thus making the mod-
elling of the system more realistic.
Knowing the basins of convergence is an issue of great
importance, since the attracting domains reflect some of the
most intrinsic properties of the dynamical system. For ob-
taining the basins of attraction one should use an iterative
scheme and scan a set of initial conditions in order to reveal
their final states (attractors). All types of iterative schemes
contain the first or even the second order derivatives of the
effective potential. The first order derivatives are used in
the equations of motion of the test particle, while the sec-
ond order derivatives enter the variational equations which
are mainly used for determining the stability properties of
the test particle’s dynamics (e.g., for calculating the mon-
odromy matrix of the periodic orbits). On this basis, the
iterative schemes combine, in a way, the equations of mo-
tion along with the variational equations. In this sense we
may claim that the iterative schemes incorporate and com-
bine the dynamics of the test particle’s orbit together with
the corresponding stability properties and these are exactly
the reasons of why we need to know the basins of attraction
of a dynamical system.
During the past years a large number of studies has been
devoted on the topic regarding the determination of the Newton-
Raphson basins of convergence in many types of dynam-
ical systems, such as the Sitnikov problem (Douskos et al.,
2012), the restricted three-body problem with oblateness and
radiation pressure (Zotos, 2016), the electromagnetic Copen-
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hagen problem (Kalvouridis & Gousidou-Koutita, 2012; Zo-
tos, 2017b), the Copenhagen problem with radiation pres-
sure (Kalvouridis, 2008), the four-body problem (Baltagian-
nis & Papadakis, 2011; Kumari & Kushvah, 2014; Zotos,
2017a), the four-body problem with radiation pressure (Asique
et al., 2016), the ring problem of N+1 bodies (Croustalloudi
& Kalvouridis, 2007; Gousidou-Koutita & Kalvouridis, 2009),
or even the restricted 2+2 body problem (Croustalloudi &
Kalvouridis, 2013).
In Douskos (2010) the Newton-Raphson basins of at-
traction have been investigated in the Hill problem with oblate-
ness and radiation (Markellos et al., 2000, 2001). In this
work we shall use a large collection of numerical methods in
an attempt to reveal and compare the corresponding basins
of convergence on the complex plane. Our task is to eval-
uate the efficiency as well as the convergence speed of the
different iterative schemes.
The present article has the following structure: the most
important properties of the mathematical model are given in
Section 2. In Section 3 we describe all the iterative schemes
and provide details regarding the computational methods we
used for the classification. The following Section 4 contains
all the numerical results, regarding the basins of conver-
gence. Our paper ends with Section 5, where we emphasize
the main conclusions of this work.
2 Description of the mathematical model
For obtaining the Hill problem, with radiating primary (the
Sun) and oblate secondary (the planet), we have to make
some simple scale changes and also to consider the limiting
case where the mass parameter µ = m2/(m1 + m2) tends to
zero (µ→ 0) (Szebehely, 1967).
According to Sharma & Subba Rao (1975); Oberti &
Vienne (2003); AbdulRaheem & Singh (2006) the effective
potential function of the circular restricted three-body prob-
lem, when the primary is a radiation source and the sec-
ondary is an oblate spheroid, whose equatorial plane coin-
cides with the plane of motion (see Fig. 1), is
Ω(X,Y) =
q1 (1 − µ)
r1
+
µ
r2
1 + A2
2r22
 + n22 (X2 + Y2) , (1)
where (X,Y) are the coordinates of the test particle, while
r1 =
√
(X − µ)2 + Y2,
r2 =
√
(X − µ + 1)2 + Y2, (2)
are the distances of the test particle from the two bodies and
n =
√
1 + 3A2/2 is the mean motion of the two bodies.
The oblateness coefficient 0 ≤ A2  1 is defined as
A2 =
R2E − R2P
5R2
, (3)
Fig. 1 A schematic depicting the space configuration of the circular
restricted three-body problem, when the primary body is emitting radi-
ation, while the secondary body is an oblate spheroid.
where RE and RP are the equatorial and polar radius of the
oblate secondary, respectively, while R is the distance be-
tween the two main bodies. Furthermore, the connection be-
tween the oblateness A2 and the J2 coefficient is well ex-
plained in Abouelmagd (2012).
The radiation factor q1 ≤ 1 is defined as
q1 = 1 − FRFG , (4)
where FR is the radiation pressure force, while FG is the
gravitational force of the primary.
In a rotating coordinate system the equations of motion
are
ΩX =
∂Ω
∂X
= X¨ − 2nY˙ ,
ΩY =
∂Ω
∂Y
= Y¨ + 2nX˙. (5)
The next step is to place the origin of the coordinates at
the center of the secondary and change the scale of lengths
by a factor of µ1/3
X = µ − 1 + µ1/3x, Y = µ1/3y. (6)
If we apply the above-mentioned transformations to (1),
while further scaling the oblateness and radiation coefficients
as
A2 = aµ2/3, q1 = 1 − Qµ1/3, (7)
and take the limit for µ → 0, we can derive the poten-
tial function of the Hill problem with radiating primary and
oblate secondary
W(x, y) =
3a
4
+
3x2
2
+
1
r
+
a
2r3
− Qx, (8)
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with r =
√
x2 + y2. More details regarding the derivation of
the potential function of the Hill problem with oblateness
and radiation are given in Markakis et al. (2008).
The corresponding equations of motion read
Wx =
∂W
∂x
= x¨ − 2y˙ =
(
3 − 1
r3
− 3a
2r5
)
x − Q,
Wy =
∂W
∂y
= y¨ + 2x˙ = −
(
1
r3
+
3a
2r5
)
y. (9)
The Hill problem with oblateness and radiation admits
the following Jacobi integral of motion
J(x, y, x˙, y˙) = 2W(x, y) −
(
x˙2 + y˙2
)
= Γ, (10)
where Γ is the new Jacobi constant which is related to the
classical Jacobi constantC of the restricted three-body prob-
lem through the relation
C = 3 + µ2/3Γ. (11)
3 Numerical methods
The equilibrium points of the system can be found by setting
the right-hand sides of Eqs. (9) equal to zero
3x −
(
1 +
3a
2r2
)
x
r3
− Q = 0,
−
(
1 +
3a
2r2
)
y
r3
= 0. (12)
Following the approach used in Douskos (2010) we de-
rive the complex variable form of the right-hand side of the
first of Eq. (12), by replacing x with z and r with
(√
z2
)
.
Therefore we have
f (z; a,Q) = 3z −
1 + 3a2 (√z2)2
 z(√z2)3 − Q. (13)
Our task is to determine the roots of the complex equa-
tion f (z; a,Q) = 0. The number as well as the type of the
roots strongly depend on the numerical values of the oblate-
ness and the radiation coefficients. In particular, when a =
Q = 0 and also when a = 0 and Q , 0 there exist two real
roots. On the other hands when a > 0 we have six roots in
total; two real and four complex.
It would be very interesting to monitor the space evolu-
tion of the roots as a function of the parameters a and Q. In
this work the values of both parameters will vary in the inter-
val [0, 5], thus considering only positive values of oblateness
and radiation. In Fig. 2 we present on the complex plane
the space evolution of the six roots Ri, i = 1, ..., 6, when
a ∈ [0, 5] and Q ∈ [0, 5], with R = Re[z] and I = Im[z].
Over the years several types of numerical methods have
been proposed for solving equations with one variable. In
Fig. 2 The space evolution of the six roots Ri, i = 1, ..., 6 of the com-
plex equation f (z; a,Q) = 0, when a ∈ [0, 5] and Q ∈ [0, 5].
this study we shall consider sixteen methods, with order of
convergence (p) varying from 2 to 16. All iterative schemes
are explained in the Appendix.
Each numerical algorithm works as follows: The code
is activated when we insert a complex number z = a + ib,
with R = a and I = b as initial conditions on the complex
plane. The iterative procedure continues until a root (attrac-
tor) of the system is reached, with the desired accuracy. If
the iterative procedure leads to one of the roots then we say
that the method converges for the particular initial condi-
tion (R,I). However, in general terms, not all initial condi-
tions converges to a root of the system. All the initial con-
ditions that lead to a specific final state (attractor) compose
the basins of attraction, which are also known as basins of
convergence or even as attracting regions/domains. At this
point it should be highly noticed that the basins of attraction
of the several iterative schemes should not be mistaken, by
no means, with the classical basins of attraction which exist
in the case of dissipative systems.
Nevertheless, the determination of the basins of attrac-
tion of the iterative schemes is a very important task because
they reflect, in a way, some of the most intrinsic qualitative
properties of the dynamical system. This is true because all
the iterative formulae contain the first or even the second
order derivative of the function f (z; a,Q).
In order to unveil the basins of convergence we have to
perform a double scan of the complex plane. For this pur-
pose we define dense uniform grids of 1024 × 1024 (R,I)
nodes which shall be used as initial conditions of the numer-
ical algorithms. Of course the initial condition correspond-
ing to the center (0, 0) is excluded from all grids, because
for this initial condition several terms, entering the iterative
formulae, become singular1. During the classification of the
1 Note that the initial condition (0, 0) is the only singular point on
the complex plane.
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initial conditions we also keep records of the number N of
iterations, required for the desired accuracy. Obviously, the
better the desired accuracy the higher the required iterations.
In our calculations the maximum number of iterations is set
to Nmax = 500, while each iterative procedure stops only
when an accuracy of 10−15 is reached.
4 Basins of attraction
In what follows we will try to determine the basins of con-
vergence of the Hill problem, by considering three cases
regarding the values of the oblateness and radiation coeffi-
cients. For classifying the initial conditions on the complex
plane we will use color-coded diagrams (CCDs), where each
pixel is assigned a color, according to the final state (root or
attractor) of the initial condition. Furthermore, the size of
the CCDs (or in other words the minimum and the maxi-
mum values of R and I) is controlled in such a way so as to
have, in each case, a complete view, regarding the geometry
of the structures produced by the attracting domains.
4.1 Case I: The classical Hill problem
The first case under consideration concerns the classical Hill
problem, where there is no oblateness or radiation, that is
when a = Q = 0. In this case Eq. (13) has only two real roots
R1,2 = ± 131/3 . For revealing the basins of attraction we scan
a square region on the complex plane, where −10 ≤ R,I ≤
+10. In Fig. 3 we present the basins of convergence on the
complex plane, using the sixteen iterative schemes explained
in the previous section. Our calculations suggest that the
numerical methods are divided into two categories: (i) the
iterative schemes for which all initial conditions correctly
converge to one of the roots and (ii) the iterative schemes
for which there is a substantial amount of initial conditions
that do not converge to any of the roots. For the classical
Hill problem we found that the methods with global conver-
gence are the following: Newton-Raphson, Halley, Cheby-
shev, Kung-Traub, Murakami, Chen-Neta, Neta-Johnson, Neta-
Petkovic, Neta 14th order and Neta 16th order. For all these
methods the basins of attraction corresponding to the two
roots extend to infinity, while the patterns on the complex
plane are very similar. More precisely, we identify an X-
shape pattern which distinguishes between the several well-
formed basins of convergence. It is interesting to note that
these X-shape patterns are very noisy (highly fractal2) which
means the for these initial conditions it is very difficult, or
even impossible, to predict their final state (root).
2 When it is stated that a region is fractal we simply mean that it has
a fractal-like geometry, without conducting any additional calculations
for computing the fractal dimension as in Aguirre et al. (2001)
The numerical methods with problematic convergence
are the following: super Halley, modified super Halley, King,
Jarratt, Maheshwari, and Neta. Our analysis indicate that
several types of malfunctions are associated with the cor-
responding iterative schemes. In particular:
– In panel (4) of Fig. 3 we see that only a small fraction
of initial conditions, located near the center, converge to
one of the two roots. On the other hand, the vast ma-
jority of the surrounded initial conditions display a false
convergence to zero (R = I = 0).
– It is seen in panels (5) and (7) of Fig. 3 that inside the
X-shape regions there are areas composed of initial con-
ditions that do not converge to none of the two roots.
Additional numerical computations reveal that for these
initial conditions the iterative scheme, after a couple of
iterations, is trapped into an infinite loop between the
complex numbers z = ±0.01115290± i0.52780975. Fur-
thermore, the overall geometry of the complex plane, for
both the modified super Halley and Jarratt methods is
completely identical.
– King’s method appears to be highly problematic, accord-
ing to panel (6) of Fig. 3. This is true if we take into
account that most of the complex plane is occupied by
initial conditions which do not converge to none of the
roots. The central region, with the confined basins of
convergence, is surrounded by a highly fractal mixture
of converging and false converging initial conditions. In
this case, apart from initial conditions which converge to
zero we have also a substantial amount of initial condi-
tions that converge to extremely large complex numbers,
thus indicating convergence to infinity.
– There is no doubt that the most pathological iterative
scheme is that of the Maheshwari’s method. Indeed in
panel (9) of Fig. 3 we observe that only a tiny portion of
the complex plane, near the center, corresponds to well-
formed basins of attraction. On the other hand, the vast
majority of the complex plane is populated by a highly
fractal mixture of all types of converging, false converg-
ing (to both zero and infinity) and non-converging initial
conditions.
– Neta’s sixth order method is based on King’s method
(the first two sub-steps are common) and this is exactly
why the pattern of complex plane illustrated in panel
(11) of Fig. 3 is very similar to that of panel (6), of the
same figure. For both numerical methods false converg-
ing initial conditions to zero and infinity dominate the
complex plane.
The corresponding distribution of the number N of itera-
tions is provided, using tones of blue, in Fig. 4. It is observed
that initial conditions inside the attracting regions converge
relatively fast (N < 15), while the slowest converging points
are those in the vicinity of the basin boundaries inside the X-
shape patterns. In Fig. 5 the corresponding probability dis-
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Fig. 3 The basins of attraction on the complex plane for the classical Hill problem. The positions of the two real roots are indicated by black
dots. The color code is as follows: R1 root (red); R2 root (green); false convergence to zero (brown); false convergence to infinity (yellow);
non-converging points (white). Panel identification (numerical method): (1): Newton-Raphson; (2): Halley; (3): Chebyshev; (4): super Halley; (5):
modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Murakami; (11): Neta; (12): Chun-Neta; (13): Neta-Johnson;
(14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
tribution of iterations is given. The probability P is defined
as follows: if N0 initial conditions (x0, y0) converge to one
of the roots, after N iterations, then P = N0/Nt, where Nt is
the total number of initial conditions in every CCD. It was
observed that for most of the cases (numerical methods) the
most probable number N∗ of iterations (see the red vertical
dashed line in Fig. 5) ranges between 5 and 8, while there are
also iterative schemes which require more iterations (e.g.,
the Newton-Raphson, Chebyshev, and Neta methods). Our
computations indicate that for almost all numerical methods
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Fig. 4 The corresponding distribution of the number N of required iterations for obtaining the basins of attraction shown in Fig. 3. False con-
verging and non-converging initial conditions are shown in white. Panel identification (numerical method): (1): Newton-Raphson; (2): Halley; (3):
Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Murakami; (11): Neta;
(12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
more than 95% of the initial conditions converge, to one of
the roots, within the first 50 iterations. According to panel
(6) of Fig. 5 only for the King’s iterative scheme the corre-
sponding histogram extends to more than 50 iterations.
One should logically expect that as we proceed to it-
erative schemes of higher order p the most probable num-
ber of iterations should be reduced. However it was found
that the evolution of N∗, as a function of p, is almost com-
pletely random. We believe that it is the strange nature of the
specific problem (with all the false converging initial condi-
tions) which is responsible for this abnormal behavior.
4.2 Case II: Hill problem with oblateness only
This case concerns the Hill problem with oblateness only,
that is when a = 2 and Q = 0. Now the complex equa-
tion (13) has two real roots, R1,2 and four complex roots
R3,4,5,6. As in the previous case, a square region on the com-
plex plane, where −10 ≤ R,I ≤ +10, is scanned in or-
der to obtain the basins of convergence of the several itera-
tive schemes. Our results presented in the CCDs of Fig. 6.
We observe that the efficiency of the methods is, in general
terms, very similar to that discussed in the previous section.
In other words, the problematic iterative schemes, for which
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Fig. 5 The corresponding probability distribution of the required iterations for obtaining the basins of attraction shown in Fig. 3. The vertical
dashed red lines indicate, in each case, the most probable number N∗ of iterations. Panel identification (numerical method): (1): Newton-Raphson;
(2): Halley; (3): Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Mu-
rakami; (11): Neta; (12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
there is a substantial amount of false converging initial con-
ditions are the same with the previous case (super Halley,
King, Maheshwari, Neta). The main differences with respect
to the basins of attraction of the classical Hill problem are
the following:
– Both the modified super Halley and the Jarratt methods
are now completely free of non-converging initial con-
ditions.
– In all cases, where the iterative schemes work without
malfunctions, all the attracting domains, associated with
the six roots, extend to infinity. Furthermore, in all these
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Fig. 6 The basins of attraction on the complex plane for the Hill problem with oblateness. The positions of the six roots are indicated by black dots.
The color code is as follows: R1 root (red); R2 root (green); R3 root (blue); R4 root (magenta); R5 root (cyan); R6 root (orange); false convergence
to zero (brown); false convergence to infinity (yellow); non-converging points (white). Panel identification (numerical method): (1): Newton-
Raphson; (2): Halley; (3): Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari;
(10): Murakami; (11): Neta; (12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
cases there is a cross-shape noisy pattern which distin-
guishes between the several well-defined basins of con-
vergence.
– In panel (14) of Fig. 6 we see a very strange pattern, re-
garding the Neta-Petkovic’s method. More precisely, all
the basins of convergence form a circular region, while
outside of this circular area there is a highly fractal mix-
ture of initial conditions with convergence to all possi-
ble roots. Additional computations reveal that this fractal
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Fig. 7 The corresponding distribution of the number N of required iterations for obtaining the basins of attraction shown in Fig. 6. False con-
verging and non-converging initial conditions are shown in white. Panel identification (numerical method): (1): Newton-Raphson; (2): Halley; (3):
Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Murakami; (11): Neta;
(12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
mixture contains also initial conditions with false con-
vergence to zero.
In Fig. 7 we present the corresponding distribution of the
number N of iterations, required for obtaining the desired
accuracy. Now it becomes more evident that the initial con-
ditions which form the cross-shape patterns are those which
need the highest number of iteration in order to converge to
one of the roots. The corresponding probability distributions
of iterations are given in Fig. 8. Once more, the most prob-
able number of iterations N∗ does not display any regular
pattern with respect to the order p of the numerical meth-
ods. Looking carefully the panels of Fig. 8 it is seen that the
most smooth histograms are those of the numerical methods
for which all the initial conditions converge to one of the
roots. On the other hand, the most noisy histograms, with
multiple peaks (see e.g., panel (11) of Fig. 8), correspond to
problematic iterative schemes, with false converging initial
conditions.
10 Euaggelos E. Zotos
Fig. 8 The corresponding probability distribution of the required iterations for obtaining the basins of attraction shown in Fig. 6. The vertical
dashed red lines indicate, in each case, the most probable number N∗ of iterations. Panel identification (numerical method): (1): Newton-Raphson;
(2): Halley; (3): Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Mu-
rakami; (11): Neta; (12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
4.3 Case III: Hill problem with oblateness and radiation
Our exploration ends with the Hill problem with oblateness
and radiation, when a = 2 and Q = 5. In this case there are
again six roots (two real and four complex), regarding the
equation (13). The basins of attraction on the complex plane,
for the several iterative schemes, are illustrated in Fig. 9. We
clearly observe that in this case things are very different,
with respect to the previous two cases. This is true because
in this case the shapes of the attracting domains are only
symmetric with respect to the horizontal axis. This implies
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Fig. 9 The basins of attraction on the complex plane for the Hill problem with oblateness and radiation. The positions of the six roots are indicated
by black dots. The color code is as follows: R1 root (red); R2 root (green); R3 root (blue); R4 root (magenta); R5 root (cyan); R6 root (orange);
false convergence to zero (brown); false convergence to infinity (yellow); non-converging points (white). Panel identification (numerical method):
(1): Newton-Raphson; (2): Halley; (3): Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9):
Maheshwari; (10): Murakami; (11): Neta; (12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
that the boundaries of the CCDs are no longer fixed for all
cases.
For all the numerical methods we found that the basins
of convergence corresponding to root R2 (positive real num-
ber) extend to infinity, while the attracting domains asso-
ciated with all the other roots have finite area on the com-
plex plane. Our analysis indicate that in the Hill problem
with both oblateness and radiation almost all the iterative
schemes work equally well, without abnormalities. Only for
the super Halley method we identified a substantial amount
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Fig. 10 The corresponding distribution of the number N of required iterations for obtaining the basins of attraction shown in Fig. 9. False con-
verging and non-converging initial conditions are shown in white. Panel identification (numerical method): (1): Newton-Raphson; (2): Halley; (3):
Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Murakami; (11): Neta;
(12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
of initial conditions (R,I) for which the iterator displays
false convergence to zero. In panel (4) of Fig. 9 we see that
the initial conditions which lead to false convergence are not
randomly placed on the complex plane but they form basins
of false convergence (brown color).
In Fig. 10 we can see how the corresponding numbers
N of required iteration are distributed on the complex plane,
for the numerical methods presented in Fig. 9. In panel (3)
of Fig. 10 we observe a very strange behavior, regarding
the Chebyshev’s method. According to panel (3) of Fig. 9
the basins of attraction corresponding to root R1 are mainly
composed of three lobes, located near the horizontal axis.
As we know, the initial conditions which define a basins of
convergence are those with the lowest required number of
iterations, while the highest number of required iterations
correspond to initial conditions located in the vicinity of the
basin boundaries. However in panel (3) of Fig. 10 we ob-
serve that all the initial conditions which form the central
lobe need substantially much more iterations than the initial
conditions of the basin boundaries. So far, we are unable to
explain this odd behavior.
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Fig. 11 The corresponding probability distribution of the required iterations for obtaining the basins of attraction shown in Fig. 9. The vertical
dashed red lines indicate, in each case, the most probable number N∗ of iterations. Panel identification (numerical method): (1): Newton-Raphson;
(2): Halley; (3): Chebyshev; (4): super Halley; (5): modified super Halley; (6): King; (7): Jarratt; (8): Kung-Traub; (9): Maheshwari; (10): Mu-
rakami; (11): Neta; (12): Chun-Neta; (13): Neta-Johnson; (14): Neta-Petkovic; (15): Neta 14th order; (16): Neta 16th order.
The histograms with the corresponding probability dis-
tributions of iterations are given in Fig. 11. In this case three
important phenomena appear, with respect to the previous
two cases:
– For all the numerical methods the histograms are very
smooth, with only one peak.
– All numerical methods converge relatively fast, taking
into account that more than 95% of the initial conditions
converge within the first 15 iterations (except for the
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Newton-Raphson method, where the maximum number
of required iterations is elevated to 25).
– The efficiency of the methods naturally evolves as a func-
tion of the order p. In other words, the most probable
number N∗ of iterations, which implies the convergence
speed of the methods, constantly decreases, as we pro-
ceed to iterative schemes of higher order.
Before closing this section, we would like to point out
that there is also one more case, regarding the values of the
parameters of the system. This is the case with radiation and
no oblateness, that is when a = 0 and Q , 0. In this case the
complex equation (13) has only two real roots (one negative
R1 and one positive R2). Our numerical experiments suggest
that for all the iterative schemes the basins of attraction cor-
responding to root R1 are finite, while on the other hand the
attracting domains associated with the root R2 extend to in-
finity. The particular shapes of the basins of convergence are
not included here for two main reasons: (i) for saving space
and (ii) because the patterns on the complex plane are not so
interesting, as in the previous three cases.
5 Discussion and conclusions
The aim of this work was to determine the basins of at-
traction in the Hill problem with oblateness and radiation,
using a large collection of numerical methods. Using the
corresponding iterative schemes we managed to reveal the
beautiful structures of the basins of convergence on complex
plane. The role of the attracting domains is very important
since they describe how each initial condition is attracted by
the roots, which act as attractors. Our numerical investiga-
tion allowed us to monitor the evolution of the geometry of
the basins of convergence as a function of the order p of the
numerical methods. In addition, the attracting domains have
been successfully related with both the corresponding distri-
butions of the number of required iterations and the proba-
bility distributions.
As far as we know, there are no previous studies on the
basins of attraction of the Hill problem with oblateness and
radiation, using numerical methods other than the classical
Newton-Raphson scheme. Therefore, all the presented nu-
merical outcomes of the current thorough and systematic
analysis are novel and this is exactly the importance and the
contribution of our work.
The most important conclusions of our numerical analy-
sis can be summarized as follows:
1. In the classical Hill problem, as well as in the case with
oblateness only all basins of attraction extend to infin-
ity. In the Hill problem with oblateness and radiation
(and also in the case with radiation only) on the other
hand, only the basins of convergence, associated to the
real root R2, extend to infinity, while all the other attract-
ing domains have finite area on the complex plane.
2. It was proved that all iterative schemes do not have the
same convergence efficiency. In particular we found sev-
eral types of iterative schemes which display a false con-
vergence to zero or to infinity, for a substantial amount
of initial conditions. The most problematic cases were
observed when Q = 0, while when Q , 0 only the super
Halley method displays the phenomenon of false con-
vergence.
3. Non-converging initial conditions were identified only
in the classical Hill problem and only using the modified
super Halley, Jarratt and Maheshwari methods.
4. The initial conditions with the lowest number of required
iterations are those inside the basin of attraction, while
those with the highest required number of iterations lie
in the vicinity of the basin boundaries. However we came
across one specific case where this rule is violated. More
precisely, using the Chebyshev’s iterative method when
a = 2 and Q = 5 we found a well-formed basin of attrac-
tion for which all the corresponding initial conditions
require much more iterations, in order to converge, with
respect to the required iterations of the initial conditions
of the fractal basin boundaries.
5. For both cases with Q = 0 we did not observe any clear
increase of the convergence speed of the iterative schemes
as a function of the order p of the methods. Only when
Q , 0 it was shown, beyond any doubt, that the most
probable number of iterations constantly decreases, as
we proceed to higher order methods.
For all the calculation, regarding the determination of
the basins of convergence, we used a double precision nu-
merical code, written in standard FORTRAN 77 (Press et al.,
1992). Furthermore, the latest version 11.1.1 of Mathematicar
(Wolfram, 2003) was used for creating all the graphical il-
lustration of the paper. For the classification of each set of
the initial conditions on the complex plane we needed about
4 minutes of CPU time, using a Quad-Core i7 2.4 GHz PC.
We hope that the present numerical results to be useful in
the active field of basins of convergence of numerical meth-
ods. Since our present investigation, regarding the attracting
domains in the Hill problem with oblateness and radiation,
was encouraging it is in our future plans to expand our in-
vestigation in other types of dynamical systems.
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Appendix: Presentation of the iterative schemes
The sixteen iterative formulae, with order of convergence
varying from 2 to 16, are the following:
– Newton-Raphson’s method (p = 2): Newton-Raphson’s
optimal method (see e.g., Conte & de Boor, 1973) is of
second order, for simple roots, and the corresponding it-
erative scheme is given by
xn+1 = xn − un, (14)
where always un = fn/ f ′n with fn = f (xn) and similarly
for the derivatives f ′n = f ′(xn), f ′′n = f ′′(xn).
– Halley’s method (p = 3): Halley’s method (Halley, 1964)
is of third order and the corresponding iterative scheme
is given by
xn+1 = xn − un1 − L f un , (15)
where L f = f ′′n /(2 f ′n).
– Chebyshev’s method (p = 3): Chebyshev’s method (Traub,
1964) is of third order and the corresponding iterative
scheme is given by
xn+1 = xn −
(
1 +
L f
2
)
un, (16)
where L f = fn f ′′n /( f ′n)2.
– Super Halley’s method (p = 4): Super Halley’s method
(Gutie´rrez & Herna´ndez, 2001) is of fourth order and the
corresponding iterative scheme is given by
xn+1 = xn −
1 + L f2 (1 − L f )
 un, (17)
where L f = fn f ′′n /( f ′n)2
– Modified super Halley’s method (p = 4): Modified su-
per Halley’s optimal method (Chun & Ham, 2008) is of
fourth order and the corresponding iterative scheme is
given by
yn = xn − 23un,
xn+1 = xn −
1 + L f2 (1 − L f )
 un, (18)
where L f =
fn
( f ′n )2
f ′(yn)− f ′n
yn−xn .
– King’s method (p = 4): King’s method (King, 1973) is
of fourth order and the corresponding iterative scheme is
given by
yn = xn − un,
xn+1 = xn − ( fn)
2 + (β − 1) fn f (yn) + β ( f (yn))2
f ′n ( fn + (β − 2) f (yn))
, (19)
where in our experiments we have used β = −1/2.
– Jarratt’s method (p = 4): Jarratt’s method (Jarratt, 1966)
is of fourth order and the corresponding iterative scheme
is given by
yn = xn − 23un,
xn+1 = xn − un2 −
un
2
(
1 + 32
(
L f − 1
)) , (20)
where L f = f ′(yn)/ f ′n .
– Kung-Traub’s method (p = 4): Kung-Traub’s optimal
method (Kung & Traub, 1974) is of fourth order and the
corresponding iterative scheme is given by
yn = xn − un,
xn+1 = yn − f (yn)
f ′n
(
1 − L f
)2 , (21)
where L f = f (yn)/ fn.
– Maheshwari’s method (p = 4): Maheshwari’s optimal
method (Maheshwari, 2009) is of fourth order and the
corresponding iterative scheme is given by
yn = xn − un,
xn+1 = xn +
1
f ′n
(
f 2n
f (yn) − fn −
( f (yn))2
fn
)
. (22)
– Murakami’s method (p = 5): Murakami’s method (Mu-
rakami, 1978) is of fifth order and the corresponding it-
erative scheme is given by
xn+1 = xn − a1un − a2w2(xn) − a3w3(xn) − ψ(xn), (23)
where
w2(xn) =
fn
f ′(xn − un) ,
w3(xn) =
fn
f ′(xn + βun + γw2(xn))
,
ψ(xn) =
fn
b1 f ′n + b2 f ′(xn − un)
. (24)
In our experiments we have used the values: a1 = 0.3,
a2 = −0.5, a3 = 2/3, β = −1/2, b1 = −15/32, b2 =
75/32, and γ = 0.
– Neta’s method (p = 6): Neta’s method (Neta, 1979) is
of sixth order and the corresponding iterative scheme is
given by
yn = xn − un,
zn = yn − f (yn)f ′n
fn + β f (yn)
fn + (β − 2) f (yn) ,
xn+1 = zn − f (zn)f ′n
fn − f (yn)
fn − 3 f (yn) . (25)
In Chun & Neta (2012) it was proved that β = −1/2 is
the best choice.
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– Chun-Neta’s method (p = 6): Chun-Neta’s method (Chun
& Neta, 2012) is of sixth order and the corresponding it-
erative scheme is given by
yn = xn − un,
zn = yn − f (yn)
f ′n (1 − f (yn)/ fn)2
,
xn+1 = zn − f (zn)
f ′n (1 − f (yn)/ fn − f (zn)/ fn)2
. (26)
– Neta-Johnson’s method (p = 8): Neta-Johnson’s method
(Neta & Johnson, 2008) is of eighth order and the corre-
sponding iterative scheme is given by
yn = xn − un,
hn = xn − 18un −
3 fn
8 f ′(yn)
,
zn = xn − fnf ′n/6 + f ′(yn)/6 + 2 f ′(hn)/3
,
xn+1 = zn − f (zn)f ′n
f ′n + f ′(yn) + a2 f ′(hn)
(−1 − a2) f ′n + (3 + a2) f ′(yn) + a2 f ′(hn)
,
(27)
where in our experiments we have used a2 = −1.
– Neta-Petkovic’s method (p = 8): Neta-Petkovic’s opti-
mal method (Neta & Petkovic´, 2010) is of eighth order
and the corresponding iterative scheme is given by
yn = xn − un,
zn = xn − f (yn)
f ′n (1 − f (yn)/ fn)2
,
xn+1 = xn − un + cn f 2n − dn f 3n , (28)
where
dn =
1
( f (yn) − fn)( f (yn) − f (zn))
(
yn − xn
f (yn) − fn −
1
f ′n
)
− 1
( f (yn) − f (zn))( f (zn) − fn)
(
zn − xn
f (zn) − fn −
1
f ′n
)
,
cn =
1
f (yn) − fn
(
yn − xn
f (yn) − fn −
1
f ′n
)
− dn( f (yn) − fn).
(29)
– Neta 14th order method (p = 14): The iterative scheme
of Neta’s 14th order method (Neta, 1981) is given by
wn = xn − un,
zn = wn − f (wn)f ′n
fn + b f (wn)
fn + (b − 2) f (wn) ,
tn = zn − f (zn)f ′n
fn − f (wn)
fn − 3 f (wn) ,
xn+1 = xn − un + c f 2n − d f 3n + e f 4n , (30)
where
e =
φt−φz
Ft−Fz −
φw−φz
Fw−Fz
Ft − Fw ,
d =
φt − φz
Ft − Fz − e (Ft + Fz) ,
c = φt − dFt − eF2t , (31)
where we use the notations
δ = δn − xn,
Fδ = f (δn) − fn,
φδ =
δ
F2δ
− 1
Fδ f ′n
, (32)
for δ = w, z, t. In our computations we have used the
value b = 2.
– Neta 16th order method (p = 16): The iterative scheme
of Neta’s 16th order optimal method (Neta, 1981) is given
by
yn = xn − un,
zn = yn − f (yn)f ′n
fn + β f (yn)
fn + (β − 2) f (yn) ,
tn = xn − un + cn f 2n − dn f 3n ,
xn+1 = xn − un + c f 2n − d f 3n + e f 4n , (33)
where cn and dn are given by Eqs. (29), while c, d, and
e are given by Eqs. (31). In our computations we have
used the value β = 2.
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