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Résumé
In this paper we dene and study self-similar ranked fragmenta-
tions. We rst show that any ranked fragmentation is the image of
some partition-valued fragmentation, and that there is in fat a one-
to-one orrespondene between the laws of these two types of fragmen-
tations. We then give an expliit onstrution of homogeneous ranked
fragmentations in terms of Poisson point proesses. Finally we use this
onstrution and lassial results on reords of Poisson point proesses
to study the small-time behavior of a ranked fragmentation.
1 Introdution
Splitting models are meant to desribe an objet that falls apart. Appli-
ations are numerous and may be found in various elds suh as physial
hemistry (aerosols, phase separation, polymerization), mathematial popu-
lation genetis or astronomy (we refer to [2℄ for a survey on appliations and
motivations).
This paper fouses on self-similar ranked fragmentation. For the sake of
desribing our results, let us just give some heuristi desriptions while preise
denitions will be given in the next setions.
Imagine a unit-mass objet that fragments as time runs. We only onsider
the ordered sequene of the fragments masses of this objet so the state spae
is
S↓ := {s = (s1, s2, ...), s1 ≥ s2 ≥ ... ≥ 0,
∑
i
si ≤ 1},
1
the situation where
∑
i si < 1 orresponding to the fat that a part of the ini-
tial mass has been lost, i.e. the sum of the masses of the remaining fragments
is less than the original total mass.
Let λ = (λ(t), t ≥ 0) be a Markov proess with values in S↓. Call λ a self-
similar ranked fragmentation if it fullls the saling and the fragmentation
property.
The saling property means that there exists a real number α, alled the
index of self-similarity, suh that if Pr is the law of λ started from (r, 0, 0, ..)
then the distribution of (rλ(rαt), t ≥ 0) under P1 is Pr.
The fragmentation property is a version of the branhing property i.e. for
any u, t ≥ 0 , for any s = (s1, s2, ..) ∈ S
↓
, onditionally on λ(u) = s, λ(t +
u) has the same distribution as the variable obtained by onataining and
ordering the sequenes λ(1), λ(2), .. where for eah i, λ(i) has the distribution
of λ(t) under Psi.
Here is a simple prototype taken from Brennan and Durrett [8, 9℄ who
onsider the following model for polymer degradation : A partile of mass
m splits with exponential rate mα, α ∈ R+, and gives rise to two partiles
of mass V m and (1 − V )m, where V is a random variable with values in
(0, 1) independent of the past. The new partiles follow the same dynami
independently. The ordered sequene of the partiles masses is a self-similar
ranked fragmentation of index α.
This example an be extended in two ways. First one an suppose that
when a partile splits, it might give birth to any number of partiles, possibly
innite, and not just two. Seond, in the example of Brennan and Durett,
the splitting times are "disrete", the rst time of splitting is almost surely
stritly positive. It is natural to onsider more generally the ase where frag-
mentation may our ontinuously. For instane this happens for the frag-
mentation proess obtained by logging the ontinuous random tree of Aldous
in [3℄.
In the existing literature, a somewhat dierent lass of proesses has been
onsidered, the so-alled partition valued fragmentation. Roughly speaking a
partition fragmentation, say Π(t), is a proess that lives in the spae of par-
titions of N, suh that for any 0 < s ≤ t, Π(t) is a renement of Π(s). A way
to onstrut suh a fragmentation whih makes lear the onnetion with
the above partile model is the following : imagine an objet E endowed
with a unit mass measure µ that falls apart as time runs, all objet frag-
mentation the proess F (t) with values in partitions of E that desribes this
fragmentation. Next, let (ui)i∈N be a sequene of iid E-valued variables with
2
distribution µ and for eah t let ΠF (t) be the partition of N suh that for all
i and j in N, i and j belong to the same blok of Π(t) i ui and uj are in the
same fragment of E at time t. By the SLLN we an reover the mass of a
fragment as the asymptoti frequeny of the orresponding blok. Then ΠF
is a partition fragmentation.
Using partition fragmentations to onstrut ranked fragmentations is typ-
ial of the existing results. These onstrutions benet from two important
features : there is a lear genealogial struture, and partition fragmentations
are haraterized by an index of self-similarity α and a so-alled harater-
isti exhangeable measure, on whih results onerning exhangeability an
be usefully applied (see [1℄ for a survey on exhangeability).
However partition-valued fragmentations are perhaps less natural and
ould be less general than ranked fragmentations, preisely beause we have
endowed it with this extra genealogi struture. In other words it is not lear
that an arbitrary ranked fragmentation an be studied through partition
fragmentations.
In setion 2 we show that it is in fat the ase, and more preisely that
for any ranked fragmentation λ we an assoiate a partition fragmentation
Π suh that the asymptoti frequenies of Π has same distribution as λ.
In the next setion we use this equivalene between ranked and parti-
tion fragmentations to give a Poisson onstrution of homogeneous ranked
fragmentation whih is an analogue of that given in [5℄ for partition frag-
mentations. The diulty omes from the fat that we an no longer use a
genealogi struture, whih played a ruial role in the partition ase.
In setion 4, this onstrution allows us to takle the study of small time
behavior of a ranked fragmentation. We show that the 2nd largest fragment,
orretly renormalized, behaves as the reord of the size of the partiles
detahing from the main fragment.
2 Denitions and rst properties
2.1 Ranked Fragmentations
For eah l in [0, 1] let P (l) be a probability on {s ∈ S↓ :
∑
i si ≤ l}
the spae of all the possible fragmentations of l. Then for L = (l1, l2, ...),
dene P (L) as the distribution on S↓ of the onatenation and the dereasing
rearrangement of independent S↓-valued variables with respetive law P (li).
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Call (P (L), L ∈ S↓) a fragmentation kernel on S↓. One says that the family
(P (l), l ∈ [0, 1]) generates (P (L), L ∈ S↓).
Dénition 1 An S↓-valued proess λ(.) is alled a S↓-fragmentation if it is
a time-homogeneous Markov proess suh that
1. λ is ontinuous in probability and starts from λ(0) = (1, 0, 0, ...) a.s.
2. the transition semigroup (Pt(L)) of λ is given by fragmentation kernels.
In words, at a given time t, eah fragment of λ(t) = (λ1(t), λ2(t), ...), say
λi(t), gives rise to an independent fragmentation proess whih distribution
only depends on the value λi(t). λ is the onatenation and the reordering of
all those proesses.
For l ∈ [0, 1], let gl be the appliation from S
↓ → S↓ dened by
gl : x = (x1, x2, ..)→ (lx1, lx2, ...).
Dénition 2 The fragmentation λ, with transition kernels generated by the
family (Pt(l); t ≥ 0, l ∈ [0, 1]) is said to be self-similar with index α ∈ R
if (in the notations introdued above) for all l ∈ [0, 1] the distribution Pt(l)
oinides with the image of Plαt(1) by gl.
When α = 0 the fragmentation is said to be homogeneous.
S↓ is endowed with the uniform distane. Note that for any s = (s1, s2, ...) ∈
S↓ we must have for every k ∈ N, sk ≤
1
k
, and thus the uniform and point-
wise onvergenes are the same. In this setting we prove that a self-similar
S↓-fragmentation has the Feller property.
Proposition 3 (Feller property) The semi-group Pt of a self-similar ranked
fragmentation of index α, fullls the Feller property. That is ∀t ≥ 0 the map
L→ Pt(L)
is ontinuous on S↓ and for eah xed L ∈ S↓, Pt(L) onverge to the Dira
mass at L as t→ 0.
Proof.
Consider a sequene (Ln, n ∈ N) in S
↓
whih onverges to L ∈ S↓. Note
Ln = (l
(n)
1 , l
(n)
2 , ...), then for all k, l
(n)
k → lk.
Let (Yi(t))i∈N be a sequene of iid S
↓
-fragmentation with same semi-
group (PS(t), S ∈ S
↓, t ≥ 0), then, by denition, for all n ∈ N the S↓
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random variable Z(n)(t), obtained by the dereasing rearrangement of the
terms g
l
(n)
i
(
Y1
(
t(l
(n)
i )
α
))
for i in N :
Z(n)(t) =
(
g
l
(n)
1
(
Y1
(
t(l
(n)
1 )
α
))
, g
l
(n)
2
(
Y2
(
t(l
(n)
2 )
α
))
, ...
)↓
has law PL(n)(t). In the same way
Z(t) = (gl1(Y1(t(l1)
α)), gl2(Y2(t(l2)
α)), ...)↓
has law PL(t). Now x ǫ > 0, and take N >
2
ǫ
. Then
∀k ≥ N, ∀n ∈ N, l
(n)
k < ǫ/2.
Thus for all ω
sup
k≥N
(
dist
(
g
l
(n)
k
(Yk(t(l
(n)
k )
α)), glk(Yk(t(lk)
α))
))
< ǫ.
On the other hand, by the ontinuity in probability of the proesses
(Yi)i∈{1,...,N−1}, we have that almost surely
P
[
sup
k∈{1,...,N−1}
(
dist
(
g
l
(n)
k
(Yk(t(l
(n)
k )
α)), glk(Yk(t(lk)
α))
))
> ǫ
]
→
n→∞
0.
Thus almost surely, for all ǫ > 0, there exists N ∈ N suh that for all n ≥ N
dist
(
Z(n)(t), Z(t)
)
< ǫ.
There is onvergene in probability and thus in law. 
2.2 Partition Fragmentations
Most of the results on fragmentation available in the literature are (or
an be) formulated in term of a type of fragmentation alled partition frag-
mentation, whih is basially a proess whih an be desribed as a partition
of N getting ner as time runs.
More preisely, all a subset of N, say B, a "blok". When the limit
|B| := lim
n→∞
1
n
Card{0 ≤ k ≤ n : k ∈ B}
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exists, it is alled the asymptoti frequeny of B. A partition of N an be
thought of as a sequene B1, B2, ... of disjoint bloks whose union is N. The
labeling obey the following rule : if Bi is not empty, then its least element
is i. Call P the spae of the partitions of N, and reall that P is a metri
ompat spae, see [13℄.
A nite permutation σ (i.e. a bijetion N → N suh that σ(n) = n for n
large enough) ats on a partition π in the following way : for any i and j in
N, i and j are in the same blok of σ(π) i σ(i) and σ(j) are in the same
blok of π, this equivalene relation an be identied as a partition and thus
ompletely dene σ(π).
A measure µ on P is said exhangeable if for any measurable set A ⊆ P,
for any nite permutation σ
µ(A) = µ(σ(A)),
where σ ats on the sets in the obvious way.
A P-valued proess Π is said exhangeable if the permuted proess σ(Π)
has the same distribution as the original proess Π. For instane the P-valued
proess ΠF (t) presented in the introdution is exhangeable.
For all B ⊆ N, let PB be a probability on the partitions of B. For all
π = (B1, B2, ..) ∈ P, let Pπ be the distribution of the partition with bloks
B(1,1), B(1,2), ....., B(2,1), B(2,2), ... where π
(i) = (B(i,1), B(i,2), ...) is a partition of
Bi and has law PBi. The family (Pπ, π ∈ P) is, in the terminology of Pitman
[15℄, a fragmentation kernel on P.
Dénition 4 Call P-fragmentation any exhangeable P-valued Markov pro-
ess, starting from the trivial partition (N is the only non empty blok), whih
is ontinuous in probability and has fragmentation kernels as its transition
semi-group.
We briey reall some denitions and results on P-fragmentations. If π
is a random exhangeable partition, by a result of Kingman [13℄ (see also
Aldous [1℄ for a simpler proof), every blok of π has an asymptoti frequeny
almost surely, i.e. |Bi| exists with probability 1 for all i = 1, ....
We all an exhangeable P-valued proess Π nie if with probability 1,
Π(t) has asymptoti frequenies for all t ≥ 0 simultaneously. Evans and Pit-
man [11℄ have shown that it is always the ase when Π is an exhangeable
P-proess with proper frequenies (i.e. for eah t ≥ 0,
∑
i∈N |Bi(t)| = 1
almost surely ), and Bertoin [5℄ proved that so-alled homogeneous fragmen-
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tation were nie. Observe that when Π(t) is nie, the ordered sequene of the
asymptoti frequenies is well dened and is a S↓-valued proess.
As we shall onstrut a Markovian semi-group on S↓, we need a notion
slightly more general than the asymptoti frequeny, well dened for any
subset B of N. We write
Λ(Π(t)) = (Λ1(Π(t)),Λ2(Π(t)), ...)
↓ = (λ1(t), λ2(t), ..)
for the dereasing rearrangement of the quantities
Λi(Π(t)) = lim inf
n→∞
1
n
#{k ≤ n : k ∈ Bi(t)}.
By extension we also note
Λ(B) = lim inf
n→∞
1
n
#{k ≤ n : k ∈ B}
for any B ⊆ N.
Λ is a funtional of Π(t) that takes its values in S↓. We stress that Λ is
not ontinuous.
Next for every C ⊆ N and every π = {B1, B2, ...} ∈ P, we dene the
partition of C indued1 by π :
π ∩ C = (B1 ∩ C,B2 ∩ C, ...) .
Dénition 5 A P-fragmentation Π = (Π(t), t ≥ 0) is alled self-similar with
index α ∈ R if :
1. Π starts a.s. from the trivial partition.
2. The ranked fragmentation Λ(Π) assoiated to Π is ontinuous in prob-
ability.
1
there is in fat another natural way of dening this partition : it is to take the image
of pi by the mapping that sends N onto C = {c1, c2, ...} (where c1 < c2 < ...) :
pi ◦ C = ({cj : j ∈ Bi}i=1,...)
Suppose now that pi is an exhangeable random P-valued variable, for all k > 0, for any
nite permutation σ suh that
∀i ≤ k;σ(i) = ci,
pi and σ(pi) have same law, thus in the sense of the equality of the nite-dimensional
margins pi ◦ C and pi ∩ C have same law. Thus in fat any denition ould be taken
indierently.
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3. For every B ⊆ N, ∀t ≥ 0 PB(t) (in the above notations) is the distri-
bution of Π(tΛ(B)α) ∩B.
When α = 0 we will say that Π is a homogeneous fragmentation.
Following Kingman [13℄ (see also [1℄ for a survey), to eah s = (s1, s2, ...) ∈
S↓ one an assoiate a unique exhangeable probability measure µs on P suh
that µs-almost every partition has ranked asymptoti frequenies s.
This is how one proeeds : let (Xi)i∈N a family of iid variables suh that
∀k ∈ N, P (Xi = k) = sk and P (Xi = −i) = 1 −
∑
k sk, then dene the s
-paintbox
2
partition ( or "s-paintbox proess") Π by the equivalene relation
∀i, j ∈ N, i ∼ j ⇔ Xi = Xj.
We denote by µs the law of the s-paintbox proess. It is lear by the LLN
that µs-almost surely Λ(Π) = s.
For eah self-similar P-fragmentation one an take the assoiated S↓
ranked fragmentation, thus dening a map from P-fragmentation laws into
S↓-fragmentation laws. Suppose now that Π1 and Π2 are two self-similar
P-fragmentations suh that for any xed t the S↓ variables Λ(Π1(t)) and
Λ(Π2(t)) have same law. Π1(t) and Π2(t) being exhangeable, by de Finetti's
theorem (see [1℄ one an show that they are mixture of paintbox proesses
direted respetively by Λ(Π1) and Λ(Π2), i.e.
P (Π1,2 ∈ A) =
∫
S↓
µs(A)P (Λ(Π1,2) ∈ ds).
We onlude that they have the same distribution. So to every P-fragmentation
orresponds a dierent S↓-fragmentation. Our rst result will be to show that
there is in fat a one to one relation.
2.3 From Ranked to Partition Fragmentations
Let Π be a nie self-similar fragmentation of index α, then it is not di-
ult to show that its asymptoti frequenies Λ(Π) form a self-similar ranked
2
The reason for the name (due to Kingman) is the following : imagine that we have a
hoie of olors (ck)k∈N. Then paint eah integer n independently with a randomly hosen
olor, ck with probability sk. Then the partition of N dened by the equivalene relation
"being of the same olor" is the s-paintbox proess.
8
fragmentation of index α. Conversely we shall now show that to eah S↓-
fragmentation λ we an assoiate a P-fragmentation Π with same index of
self-similarity suh that λ = Λ(Π).
Proposition 6 We have the following relations between S↓ and P fragmen-
tations :
1. If Π is a P-fragmentation then Λ(Π) has the nite-dimensional marginal
distributions of an S↓-fragmentation. Moreover Λ preserves self-similarity.
2. if λ is a S↓-fragmentation, then we an onstrut Πλ an exhangeable
P-fragmentation suh that Λ(Πλ)
L
= λ. Moreover this onstrution pre-
serves self-similarity.
The rst point is lear, the diulty here lies in the seond part of this
proposition. The main idea is that as P is a ompat metri spae, it is enough
to onstrut an adequat Markovian semi-group to ensure the existene of
the desired P-proess. Then the onservation of the index will be a simple
onsequene of our onstrution.
Let (Pt(S), t ≥ 0, S ∈ S
↓) be a transition kernel on S↓ generated, in the
notation of denition (1), by the family (Pt(l), t ≥ 0, l ∈ [0, 1]).
Let P˜t(l) be the image of Pt(l) by gl−1 the map (x1, x2, ...)→ (x1/l, x2/l, ...).
Let (Qt(l, .), l ∈ [0, 1], t ≥ 0) be a family of probability measures on P where,
for a xed t, Qt(l) is a mixture of s-paintbox proesses direted by P˜t(l), i.e.
for A ⊆ P
Qt(l, A) =
∫
S↓
µs(A)P˜t(l, ds).
For B ⊆ N dene Qt(B) the distribution of ΠB ∩ B where ΠB is a P
valued random variable with law Qt(Λ(B)). Pratially this means that one
begins by drawing a variable λB with law P˜t(Λ(B)) and then the λB-paintbox
partition and then take its intersetion with B.
Now let π = (π1, π2, ...) ∈ P and ∀t ≥ 0 let (Ππi(t))i∈N be a sequene of
independent variables with respetive law Qt(πi). Dene Qt(π) the law of the
partition whose bloks are the bloks of the (Ππi(t), i ∈ N).
Our proof of Proposition 6 shall thus onsist in showing that the family
(Qt(π), π ∈ P, t ≥ 0) forms a semi-group.
Proof. From the above desription it should be lear that it sues to
show
∀π ∈ P, Qt+u(π) =
∫
π′∈P
Qt(π
′)Qu(π, dπ
′) (1)
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in the obvious notation. If for any subset B of N we note PB for the spae
of the partitions of B, by onstrution, (1) is equivalent to
∀B ⊆ N, Qt+u(B) =
∫
π′∈PB
Qt(π
′)Qu(B, dπ
′). (2)
We an reformulate (2) as : Qt+u(B) is the distribution of the random
partition Π(t, u) of B (and this is what we atually shall prove) obtained by
the following two-steps proedure :
1. draw Π(u) = (π1(u), π2(u), ...) an exhangeable partition of B with law
Qu(B).
2. givenΠ(u) draw a sequene
(
Ππi(u)(t)
)
i∈N
of independent Pπi(u)-variables
with respetive law Qt(πi(u))i∈N.
3. Π(t, u) is just the olletions of all the bloks of the Ππi(u)(t).
We begin by proving so forB = N. By onstrution we an always suppose
that Π(u) is a mixture of paintbox proesses direted by Pu((1, 0, ...)), i.e.
onditionally on λ(u) (a random variable with law Pu((1, 0, ...))), Π(u) is a
λ(u)-paintbox proess (resp. for eah i ∈ N Ππi(u)(t) is onstruted by taking
the intersetion of πi(u) and a λ
(i)
paintbox-proess where λ(i) is a S↓-variable
with law P˜t(|πi(u)|).)
This means that onditionally on λ(u) = (λ1(u), λ2(u), ...) one draws an
i.i.d. sequene of variables (Xi)i∈N with values in N whose law is P (X1 =
k) = λk(u) for any k ≥ 1 and P (Xi = −i) = 1−
∑
n λn(u) whih determines
Π(u) (idem with eah Ππi(u)(t) denoting (Y
(i)
k )k∈N the appropriate sequene
of variables).
Fix φ a bijetion from N2 in N and dene the oordinate φ−1(k) = (αk, βk)
for all k, then for i and j
i
Π(u,t)
∼ j ⇔ {Xi = Xj and Y
(Xi)
i = Y
(Xj)
j }
⇔ {(Xi, Y
(Xi)
i ) = (Xj, Y
(Xj)
j )}
⇔ φ(Xi, Y
(Xi)
i ) = φ(Xj, Y
(Xj)
j )
⇔ Zi = Zj
where Z is an obvious notation Zi = φ(Xi, Y
(Xi)
i ).
Then we have the identity
{Zi = k} = {Xi = αk, Y
(αk)
i = βk}
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As onditionally on (λ(i)(t))i∈N and λ(u) the Xi are i.i.d. as well as the se-
quenes (Y
(i)
k )k∈N and are all independent between them, we see that the Zi
are also i.i.d. As
i
Π(t,u)
∼ j ⇔ {Zi = Zj}
Π(t, u) is exhangeable.
The law of an exhangeable random partition is ompletely determined
by the law of its asymptoti frequenies, here the λi(u)× λ
(i)(t). As λ(.) is a
S↓-fragmentation we have by onstrution that(
(λi(u)× λ
(i)(t))i∈N
)↓ L
= λ(t+ u).
So Π(t, u) has law Qt+u({N}).
Then takeB a subset ofN. By onstrutionQt+u(B) is the law of Π˜t+u(B)∩
B where Π˜t+u(B) is a ertain P-variable and Π(t, u) = Π˜(t, u) ∩ B where
Π˜(t, u) is a ertain variable. It is lear that replaing the generating family
(Qt(l), t ≥ 0, l ∈ [0, 1]) by (Q
′
t(l) = Qt(Λ(B)l), t ≥ 0, l ∈ [0, 1]) the above
arguments yields Π˜(t, u)
L
= Π˜t+u(B) and thus for all B ⊆ N
Π(t, u)
L
= Πt+u(B).
So we have proved the existene of a Markov P-proess Π with semi-group
Qπ(t), whih, by onstrution, is a fragmentation whose asymptoti frequen-
ies has same distribution (in the sense of nite-dimensional distributions)
as λt our starting S
↓
-fragmentation.
For eah ranked fragmentation λ we an thus onstrut a partition frag-
mentation Πλ suh that Λ(Πλ) has same law as λ.
We now turn to the onservation of self-similarity : suppose λ is a self-
similar S↓-fragmentation with index α, so P˜l(t) = P1(tl
α), looking at the
above onstrution of the semi-group of Ππ shows that Qt(l) = Q1(tl
α), so Π
is also self-similar of index α. 
It is now natural to look for some expliit onstrution of ranked frag-
mentation i.e. an equivalent of Theorem 1 in [5℄.
3 Homogeneous fragmentation
In [5℄ J. Bertoin shows how a homogeneous P-fragmentation proess an
be deomposed into a Poisson point proess of partitions, whose distribution
11
is determined by the so-alled harateristi measure. We will begin by re-
alling the fats we need on this topi, and then takle the analog problem
for S↓ homogeneous fragmentations.
3.1 Lévy-It deomposition of homogeneous
P-fragmentations
The distribution of a homogeneous P-fragmentation Π is determined by
an exhangeable measure κ on P, alled the harateristi measure of Π, that
assign zero mass to the trivial partition and veries the ondition κ(P∗2 ) <∞
where P∗2 is the set of the partitions of N for whih 1 and 2 does not belong to
the same blok. Given suh a measure κ, one an onstrut an homogeneous
P-fragmentation admitting κ as its harateristi measure as follows : Let
K = ((∆(t), k(t)), t ≥ 0) a Poisson point proess with values in P × N with
intensity measure M := κ⊗# where # stands for the ounting measure on
N. This means that for a measurable set A ⊆ P × N with M(A) < ∞, the
ounting proess
NA(t) = Card(s ∈ [0, t] : (∆(s), k(s)) ∈ A), t ≥ 0)
is a Poisson proess with intensity M(A), and to disjoint sets orrespond
independent proesses.
Then one an onstrut a unique P-valued proess Πκ = (Πκ(t), t ≥ 0)
started from the trivial partition, with àdlàg sample paths, suh that Πκ
only jumps at time t at whih K has an atom (∆(t), k(t)), and in that ase
Πκ(t) is the partition whose bloks are the Bi(t−) (the bloks of Πκ(t−))
exept for Bk(t)(t−) whih is replaed by the partition of Bk(t)(t−) indued
by ∆(t) (that is ∆(t) ∩ Bk(t)(t−)).
Πκ is a homogeneous P-fragmentation with harateristi measure κ. Con-
versely, any homogeneous P-valued fragmentation Π has the same law as Πκ
for some unique exhangeable measure κ.
As a onsequene of Kingman's representation of exhangeable partitions
[13℄, every exhangeable partition measure an be deomposed as the sum of
a disloation measure and an erosion measure :
 δπ stands for the Dira point mass at π ∈ P, for all n ∈ N let ǫn be the
partition of N with only two non-voids bloks : {n} and N\{n}, then
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for every c ≥ 0, the measure
µc = c
∞∑
n=1
δǫn
is an exhangeable measure. The µc's are alled erosion measures.
 The disloation measures are onstruted from so-alled Lévy measures
on S↓. We all a measure ν on S↓ a Lévy measure if ν has no atom at
(1, 0, 0, ..) and veries the integral ondition∫
S↓
(1− s1)ν(ds) <∞
where s = (s1, s2, ...) denotes a generi sequene in S
↓
. The mixture of
paintbox proesses
µν(.) =
∫
S↓
µs(.)ν(ds)
is a measure on P, alled the disloation measure direted by ν.
Then for any κ exhangeable partition measure there exists a unique c ≥ 0
and a unique Lévy measure ν suh that κ = µc + µν .
Thus the law of a homogeneous P-fragmentation is ompletely harater-
ized by the pair (ν, c). Using Proposition 6, we onlude that :
Corollaire 7 There is a bijetive orrespondene between the laws of homo-
geneous ranked fragmentations and the pairs (ν, c) where ν is a Lévy measure
on S↓ and c ≥ 0.
A ranked fragmentation is thus ompletely haraterized (in terms of
distribution) by the pair (ν, c) assoiated to its law.
We would like to transfer the Poisson point proess onstrution of P-
fragmentations to S↓-fragmentations. The main diulty in doing so omes
from the lak of a genealogy struture in this new setting.
To illustrate this, let K = (∆(t), k(t)) a PPP with measure intensity
µν × # and Π the orresponding P fragmentation (hene with no erosion),
and suppose that at time t the k-th blok of Π(t−) (i.e. its least element is k)
fragments, or otherwise said Λ(Bk(t−)) > Λ(Bk(t)) > 0. Then it is lear that
at time t there is also a disloation in the assoiated ranked fragmentation
λ = Λ(Π). The label of the mass of λ(t−) that fragments, noted Φ(t−, k), is an
integer that depends on Π(t−) and k and an informally be seen as the rank of
the size of the k(t)-th blok of Π(t−). In the same way that Π is onstruted
13
from K, one might hope that Λ(Π) is onstruted from (Λ(∆t),Φ(t−, kt))
but we will still have to show that this last point proess is a Poisson point
proess with the right intensity, then that the jump-times of λ are exatly
the atom times of K and nally that λ is a pure-jump proess (in a sense to
be dened).
But rst we show how to get rid of erosion.
3.2 Erosion in homogeneous ranked fragmentation
Let us rst examine the trivial ase when the fragmentation is pure ero-
sion. It is then intuitively lear that the homogeneity in time and spae
entails that the ranked fragmentation λ(t) with values in S↓ with harater-
istis (0, c) (where the 0 means that the measure ν is trivial with mass 0) is
given by
λ(t) = (e−ct, 0, 0, ...)
To demonstrate this dene
k = µc
with c > 0, and let Π be the P-fragmentation assoiated to the P.P.P. K =
(∆(t), k(t))t≥0 with intensity µc⊗# and values in P×N. Π an be thought of
as an isolation proess, indeed at eah jump time ofK, say t, some point of N,
say n, is designated, (i.e. ∆(t) = δǫn). If the blok ontaining n, β(n, t), is not
redued to the singleton {n}, then it is fragmented into {n} and β(n, t)\{n},
"n is isolated from its blok", else nothing happens. Hene, at all time there
is only one blok whih is not a singleton, by an argument that will be
established thereafter in Theorem 9, we an always suppose that this blok
also ontains 1. If we onsider the restrition of Π to {1, 2, .., n}, denoted
by Π(n), then Π(n) only jumps at atom-times of K for whih kt = 1 and
∆t ∈ {δǫ1, δǫ2, ..., δǫn}. The restrition of the Poisson Proess to this set is a
Poisson Proess with intensity of nite mass and have thus disrete jump-
times. The proesses of the times of exlusion of eah point are independent
one of the other. By standard alulation on Poisson proesses the probability
that a given point have been exluded at time t is exp(−tc), thus the law of
the number of point exluded at time t is a Bernoulli with parameter (e−ct).
By the law of the large number, at time t, the asymptoti frequeny of the
only blok not redued to a singleton is (e−ct) almost surely. So a.s. for every
t ∈ Q
Λ(Πt) = ((e
−ct), 0, 0, ...)
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and as λ1(t) is monotone dereasing the relation holds almost surely for all
t. This result is the key for the following.
Proposition 8 If λ˜ is a homogeneous (ν, 0) ranked fragmentation, then λ =
(e−ctλ˜(t), t ≥ 0) is a homogeneous (ν, c) ranked fragmentation.
Proof. Let Π˜ and Π be some homogeneous partition fragmentations with
harateristis (ν, 0) and (ν, c) respetively. Then all λ˜ the proess of the or-
dered asymptoti frequenies of Π˜ and λ those of Π. Suppose Π is onstruted
on the Poisson point proess K = (∆(t), k(t), t ≥ 0) with harateristi mea-
sure µν + µc. Let K1 = (∆(t), k(t), t ≥ 0) the Poisson point proess with
harateristi measure µν ⊗ # and K2 = (∆(t), t ≥ 0) the Poisson point
proess with harateristi measure µc.
Thus Π appears as (i.e. is equal in law to) the intersetion of Π1 (on-
struted on K1) and a pure erosion proess Π2 (onstruted on K2), i.e.
Π = Π1(.) ∩Π2(.) dened by the equivalene relation
∀i, j ∈ N : (i
Π1(.)∩Π2(.)
∼ j)⇔
(
(i
Π1(.)
∼ j) and (i
Π2(.)
∼ j)
)
.
Given a random exhangeable subset ofN, say A, independent of (Π2(t))t≥0,
with random asymptoti frequeny l, the asymptoti frequeny of the subset
of A dened as the points that have not been exluded up to time t is le−ct
a.s. for all t.
Therefore Λ(Π(t))
L
= e−ctΛ(Π1(t)). As we an always suppose that a
ranked fragmentation is the assoiated ranked fragmentation of some par-
tition fragmentation the result is proven. 
Thus it sues to know how to onstrut a homogeneous ranked frag-
mentation without erosion from a PPP to know how to onstrut any homo-
geneous ranked fragmentation.
3.3 Constrution of homogeneous ranked fragmentation
with no erosion
Let λ be an S↓-fragmentation, with harateristis (ν, c), then for every
k ∈ N the proess λ1(t) + ... + λk(t) is monotone dereasing. λ is said to be
a pure jump proess if for any k, λ1(t) + ...+ λk(t) is a pure jump proess.
In the following we shall fous on the ase where for eah xed t there
is a innite number of fragments of stritly positive size almost surely. A
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neessary and suient ondition for this is
ν(s ∈ S↓ : s2 > 0) =∞.
Indeed, x t > 0 and suppose that λ1(t) > 0. Then, for any ǫ > 0, during
the time interval [t − ǫ, t], λ1 has been aeted by an innite number of
disloation suh that at least one small fragment detahed from the main
one, thus an innite number of fragments have been reated, and the life-
time of those variables form a sequene of independent identially distributed
random variables, thus with probability one an innite number of them have
survived at time t. The same line of arguments also shows that inf{t ≥ 0 :
λ1(t) = 0} =∞ almost surely.
Although most of the following results are still true for any ν, making
this hypothesis enables us to fous on the most interesting ase and to avoid
some tehnial diulties.
Théorème 9 Let λ be a homogeneous S↓-fragmentation with no erosion (c =
0) and Lévy measure ν as above (i.e. ν({s : s2 > 0} =∞). Then
1. λ is a pure jump proess.
2. there exists a PPP K = (S(t), k(t))t≥0 with values in S
↓×N and inten-
sity measure ν ⊗#, suh that the jumps of λ orrespond to the atoms
of K. More preisely, λ only jumps at times at whih (S(t), k(t)) has
an atom, and at suh a time λ(t) is obtained from λ(t−) by disloating
the k(t)-th omponent of λ(t−) by S(t) (i.e. replaing λk(t)(t−) by the
sequene λk(t)(t−)S(t)) and reordering the new sequene of fragments.
Conversely if (S(t), k(t)) is an atom then λ has a jump at t, i.e. λi
jumps at t for some i.
Although this result is intuitive in regard to the equivalene between P
and S↓ fragmentation, it requires some tehnial work.
We give ourselves a homogeneous (ν, 0) S↓-fragmentation λ with ν ver-
ifying ν(s2 > 0) = ∞. There is no loss of generality in supposing that λ
is onstruted as follows : Call H = ((∆(t), k(t)))t≥0 a PPP with measure
intensity µν ⊗ # with values in P × N. Let Π be the homogeneous (ν, 0)
P-fragmentation onstruted on H , then dene
λ = Λ(Π).
Call Ft = σ{Πs, s ≤ t} the natural ltration of the P-fragmentation Π.
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Then at any time t, all φ(t, .) = φt(.) the random, Ft measurable ap-
pliation from N → N ∪ ∞ (where ∞ serves as a emetery point) dened
as
 if |Bk(t)| > 0 then φ(t, k) is the rank of the asymptoti frequeny of
Bk(t) (it is well dened beause the number of bloks of greater asymp-
toti frequenies is always nite with an upper bound of |Bk(t)|
−1, and
in ase two bloks have the same asymptoti frequeny, they are ranked
as their least element).
 if |Bk(t)| = 0 (with the onvention || = 0) then φ(t, k) =∞
We also note k˜(t) = φ(t−, k(t)). Note that under our hypothesis that there
is always an innite number of fragments ∀t ≥ 0,N ⊂ {φ(t, k), k ∈ N}.
We will rst prove that the point proess image of H , noted K˜, whose
atoms are the points of (Λ(∆(t)), k˜(t))t≥0 suh that k˜(t) ∈ N, is a Poisson
point proess with measure intensity ν⊗#. Then we will show that this is also
the proess of the jumps of Λ(Π) and this last proess is a pure jump proess
so it an wholly be reovered from (Λ(∆(t)), k˜(t))t≥0. This will omplete the
proof of Theorem 9.
Lemme 10 The point proess K˜(t) derived from (Λ(∆(t)), k˜(t))t≥0 by only
keeping the atoms suh that k˜(t) 6=∞ is a Poisson point proess with intensity
measure ν ⊗# ;
Proof. Let A be a subset of S↓ suh that ν(S) <∞. For i = 1, ... let
N
(i)
A (t) = #{u ≤ t : Λ(∆(u)) ∈ A, k(u) = i}
Then set
NA(t) = #{u ≤ t : Λ(∆(u)) ∈ A, k˜(u) = 1}.
NA(t) is inreasing, right-ontinuous with left-limits with jumps of size 1 (the
N
(i)
A (t) being independent Poisson proesses they do not jump at the same
time almost surely). By denition we have
dNA(t) =
∞∑
i=1
1{φ(t− ,i)=1}dN
(i)
A (t)
Dene
dN˜
(i)
A (t) = 1{φ(t− ,i)=1}dN
(i)
A (t).
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It is lear that 1{φ(t− ,i)=1} is adapted and left-ontinuous in (Ft) and hene
preditable. The N
(i)
A (.) are i.i.d. Poisson proesses with intensity ν(A) in
(Ft). Thus, for eah i the proess
M
(i)
A (t) = N˜
(i)
A (t)−ν(A)
∫ t
0
1{φ(u−,i)=1}du =
∫ t
0
1{φ(u−,i)=1}d(N
(i)
A (u)−ν(A)u)
is a square integrable martingale. Then dene
MA(t) =
∞∑
i=1
∫ t
0
1{φ(u−,i)=1}d(N
(i)
A (u)− ν(A)u)
Note fi(t) = 1{φ(t−,i)=1}, then, for all i 6= j, ∀t ≥ 0 , fi(t)fj(t) = 0, and
∀t ,
∑∞
i=1 fi(t) = 1.
As the N
(i)
A (t) are independent Poisson proesses they do not jump si-
multaneously and so the martingales M
(i)
A (t) do not either. They are thus
orthogonal (see for example hapter 8, Theorem (43)-D in [10℄ for a proof).
Moreover the oblique braket of M is
〈MA〉(t) =
∞∑
i=1
<
∫ t
0
fi(u)d(N
(i)
A (u)− ν(A)u) >
= ν(A)t
So MA is a L2 martingale.
So we have demonstrated that NA(t) is inreasing, right-ontinuous, left
limited with jump of size 1 with ompensator ν(A)t. Using lassial results
(see for instane hapter 2.6 in [12℄, Theorem 6.2) we onlude that NA(t) is a
Poisson proess with intensity ν(A). Now take B ∈ S↓ suh that A∩B = , we
an use the same onstrution as above replaing A with B and the fat that
N
(i)
A (t) and N
(i)
B (t) are independent Poisson proesses in the same ltration
to see that
{Λ(∆(u)) : u ≥ 0, k˜(u) = 1}
is a P.P.P. with intensity measure ν. the same arguments yield that
({Λ(∆(u)) : u ≥ 0, k˜(u) = 2}
is also a P.P.P. with measure intensity ν. It is lear that N1 and N2 have no
jumps in ommon beause the N
(i)
A (t)'s does not, so they are independent.
By iteration this show that (Λ(∆(t)), k˜(t)) is a P.P.P. with measure intensity
ν ×#. 
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Let K be a P.P.P. on P × N with intensity measure µν ⊗ # and Π =
(Π(t), t ≥ 0) = ((B1(t), B2(t), ...), t ≥ 0) the (ν, 0) P-fragmentation on-
struted from K, and dene λ = Λ(Π) = (λ1(t), λ2(t), ..) the ordered vetor
of asymptoti frequenies. In the ase onsidered here Π is nie so almost
surely for all t |Bi(t)| exists for all i ∈ N. Reall that φ(t, k) is the rank of
the asymptoti frequeny |Bk(t)| at time t.
We now need to show that λ is a pure jump proess in the sense that
for eah k the dereasing proess λ1 + ... + λk is pure jump and that all his
jumps are indeed images of some atoms of K (Λ being not ontinuous it is
not a priori evident).
In [5℄ it is shown that |B1(t)|, the asymptoti frequeny of the blok that
ontains {1}, is the inverse of the exponential of a subordinator with 0-drift,
and so it is a pure-jump proess. By the Markov and homogeneity property
this implies that for all i > 1 the proess |Bi(t)|, the asymptoti frequeny of
the blok that ontains i, is àdlàg, started at 0, suh that at τi = sup{t ≥
0 : |Bi(t)| = 0} we have |Bi(τi)| > 0 (i.e. it leaves 0 with a jump), and after τi
the proess
|Bi(t−τi)|
|Bi(τi)|
is the inverse of the exponential of a subordinator with
no drift, in partiular it is a pure jump proess. Furthermore it is lear by
onstrution that all the jumps of Bi(.) orrespond to some atom of K˜
For eah t dene ψt(.) the appliation from N→ N inverse of φ(t, .), i.e.
ψt (φt (i)) = i
(exists beause φ is surjetive on N).
Lemme 11 Under the above assumption on ν,
 for all k > 0, λ1(t) + λ2(t) + ...+ λk(t) is a pure jump proess.
 with probability one, for all t ≥ 0, if t is an atom for λ then K˜ has an
atom at t.
Proof.
We will begin by proving the result for λ1, the size of the largest fragment
and then turn our attention to the small ones.
λ1 is a supremum of a ountable family of pure jump proesses (the
|Bi(.)|). However it is easy to exhibit an example of a supremum of a ount-
able family of pure jump proesses that is not a pure jump proess. So the
proof will onsist in showing that almost surely on a xed time interval λ1 is
the supremum of a nite number of pure jump proesses.
For this proof only, it is onvenient to work with so-alled interval frag-
mentations.
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Interval fragmentations are a partiular ase of objet fragmentations that
we presented in the introdution for whih the "objet" E is simply the inter-
val [0, 1] endowed with the Lebesgue measure. More preisely, all ν the spae
of the open subsets of [0, 1]. Elements of ν admit a unique deomposition in
intervals (in the sense that the ordered vetor of the lengths is unique). An
interval deomposition is a proess F (t) with values in ν suh that for any
0 ≤ s < t one has F (s) ⊆ F (t) i.e. F (t) is ner than F (s).
Take a sequene (ui)i∈N of iid variables uniformly distributed on [0, 1]. F
is then transformed into a P-proess Π by the following rule
i
Π(t)
∼ j ⇔ [ui, uj] ⊆ F (t).
This last proess obviously onserves the renment property, moreover, if we
dene interval fragmentations to have a saling and branhing property, Π
will be a P-fragmentation.
We refer to [6℄ for a preise denition of interval fragmentation and the
equivalene between interval fragmentations and partition fragmentations.
There is no loss of generality in supposing that Π is onstruted from an
interval fragmentation F (t) and a sequene (ui)i∈N of iid variables uniformly
distributed on [0, 1].
Denote (Ii(t), i ∈ N) the assoiated ordered length of the interval deom-
position of F (whih are also the assoiated ordered frequenies of Π(t) ).
If I(i)(t) denote the length of the interval that ontains ui in the interval
deomposition of F (t), then
I(i)(t) = li(t)
where li(t) = |β(i, t)| is the asymptoti frequeny of the blok of Π(t) that
ontains i.
Calling τn the stopping time inf{t > 0, |Bn(t)| > 0} we have that at τn
∀i < n, n
Π(τn)
6∼ i,
thus un does not belong to any blok of F (τn) that ontains some ui for any
i < n, hene the asymptoti frequeny of the blok of F (τn) that ontains un
is bounded from above by supi,j∈{1,..,n} |ui − uj| whih onverge to 0 almost
surely when n→∞.
Note that
sup
r∈R+
{|Bn(r)|} = |Bn(τn)|
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to see that
lim
n→∞
(
sup
r>0
(|Bn(r)|)
)
= 0 a.s.
Now x ǫ > 0 and n0 and ondition on the events {λ1(T ) ≥ ǫ}, and
{ sup
n>n0
{sup
r>0
(|Bn(r)|)}} < ǫ}.
Note that the probability of the seond event an be taken arbitrarily lose
to 1 by taking n0 suiently large. On this event, for all r ∈ [0, T ] we have
that
λ1(r) = max
i=1,...n0
|Bi(r)|.
Thus λ1(.) is a pure jump proess beause all the |Bi(.)| are. Moreover λ1(.)
only jumps at times at whih K˜ has an atom for the same reason.
We now turn our attention to the other fragments.
Let 0 < a < b and suppose the result is proven for the (λi, i ∈ {1, ..., k −
1}). At time a there is almost surely an innite number of bloks eah with
a positive asymptoti frequeny, suppose
λk(a) = |Bψa(k)(a)| > ǫ > 0.
Call a hild of Bψa(1)(a) a blok of Π(a+ u), u > 0 inluded in Bψa(1)(a).
Denote by C1(b) (resp. Cj(b)) the size of the largest hild of Bψa(1)(a) at time
b (resp. the size of the largest hild of Bψa(j)(a) at time b). They are almost
surely stritly positive. Let η > 0 and ondition on the event
C1(b) ∧ C2(b) ∧ .. ∧ Ck(b) > η
then it is lear that η is a lower bound for inft∈[a,b]{λk(t)}, thus the same
argument as in the λ1 ase allow us to onsider only a nite number of
fragment to be sure to "ath" λk. More speially, onditioned on the
event {
sup
n>n0
{
sup
u>0
{(|Bn(u)|)}
}
< η
}
,
whose probability an be ontrolled through n0 to be as lose as we wish to
1, we an write λk as
∀u ∈ [a, b], λk(u) = sup ({|Bj(u)|}j=1,...,n0\{λ1(u), λ2(u), ..., λk−1(u)}) .
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As the |Bi| and the λ1, ..., λk−1 are pure jump proesses, λk is a pure jump
proess on [a, b], and its jumps orrespond to atoms of K˜ for whih k˜(t) ≤ k
(and these atoms are themselves images of atoms of K for whih k(t) ≤ n0).
So by indution the result is proven.

In onlusion, if we all Γ the set of times at whih (∆(t), k(t)) has an
atom. Then writing λ(t) = (λ1(t), λ2(t), ...) for Λ(Π(t)) :
1. λ(.) is a pure jump proess, àdlàg and starts almost surely from
(1, 0, 0, ...)
2. if t 6∈ Γ,
λ(t) = λ(t−)
3. if t is a jump-time for λ, then almost surely t ∈ Γ and λ(t) is the
reordering of the onatenation of two sequenes : (λi(t−)){i 6=k(t)} and
λφt(k(t))(t−)Λ(∆(t)).
As λ is a pure jump proess it is ompletely dened by this desription.
All we have to do now is ollet the preeding results : letK = (∆(t), k(t))
be a Poisson point proess with measure intensity µν⊗# and let Π the asso-
iated (ν, 0) homogeneous P-fragmentation. Then the Poisson point proess(
Λ(∆(t)), φt− (k(t))
)
and the asymptoti frequeny proess Λ(Π(t)) have the
desired properties, so Theorem 9 is proved.
4 Small time Asymptoti behavior
In this setion we use the Poisson onstrution of ranked fragmentations
we just established to study their asymptoti behavior near 0. The results
we give are very lose in spirit to those onerning the asymptoti behavior
of subordinators.
A subordinator, say ξ, is an inreasing Lévy proess whose distribution
is speied by its Laplae exponent Ψ that is given by the identity
E(exp {−qξt}) = exp {−tΨ(q)}
and the Lévy-Khinthine formula
Ψ(q) = k + dq +
∫
]0,∞[
(1− e−qx)υ(dx)
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where k ≥ 0 is the so-alled killing rate, d ≥ 0 is the drift oeient and υ
a measure on ]0,∞[ with
∫
(1 ∧ x)υ(dx) <∞, alled the Lévy measure of ξ.
The asymptoti behavior of these proesses is well known, for instane
we have results onerning their distribution :
1
t
P (ξ(t) ∈ .) →
t→0+
υ(.)
(see Corollary 8.9 in [16℄).
On the other hand, under onditions of regular variation on the tail of υ,
there are also results onerning the sample path behavior of the limsup and
the law of the iterated logarithm (see for instane the end of hapter III in
[4℄). More preisely :
 (law of the iterated logarithm) A neessary an suient ondition for
the Laplae exponent Ψ of ξ to be regularly varying near∞ with index
a ∈ (0, 1) is that the drift oeient is 0 and υ¯(x) = υ(]x,∞[) is regu-
larly varying in 0+ with index −a. In this ase it holds with probability
1 that
lim inf
t→0+
(
ξ(t)Ψ−1(t−1 log | log t|)
log | log t|
) = a(1− a)(1−a)/a.
 suppose the drift is 0 and let h : [0,∞) → [0,∞) be an inreasing
funtion suh that the funtion t→ h(t)/t inreases as well. Then the
following assertions are equivalent :
1. a.s.
lim sup
t→0+
(ξ(t)/h(t)) =∞;
2. ∫ 1
0
ν¯(h(t))dt =∞;
3. ∫ 1
0
{Ψ(1/h(t))− (1/h(t))Ψ′(1/h(t))} dt =∞.
Finally if these assertions fail to be true, then almost surely
lim
t→0+
(ξ(t)/h(t)) = 0.
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Thus to study the asymptoti behavior of a fragmentation we may ben-
et from the fat that |B1| (the mass of the blok that ontains 1) an be
desribed in terms of a subordinator (see [5℄).
We fous on the behavior of the largest (λ1) and of the seond blok (λ2)
of a ranked fragmentation eventhought we have more general result in the
ase of so-alled binary fragmentations.
Although the study of λ1 is relatively straightforward, λ2 requires to use
some results of the reord-proesses theory. Most of those that will be used
in this setion are well known or are adapted from standard fats that an
be found in most textbooks on the matter. See [7℄ for instane.
First note that λ2(t) is not monotone, more preisely it dereases when
the seond largest fragment undergoes a disloation and an inrease when
the largest fragment undergoes a disloation and one of the new fragment
reated beomes the seond largest.
The idea is to use the Poisson onstrution : near 0 the largest fragment
is almost of size 1, thus the seond largest fragment is always a "diret son"
of the main one, and we shall be able to express its law in terms of the
distribution of the largest fragment that has detahed from the main.
For a general R-valued P.P.P. K = (Kt, t ≥ 0) with intensity measure µ
suh that ∀ǫ > 0, µ(]ǫ,∞]) <∞, it is possible to dene the assoiated reord
proess R(t) as follows : at time t
R(t) = max
s≤t
{Ks}.
Let λ be a homogeneous S↓ fragmentation with harateristi (ν, c) on-
struted from the P.P.P.
K = (S(t), k(t))t≥0 = ((s1(t), s2(t), ...), k(t))t≥0
of intensity measure ν ⊗ #. Let (S(i)(t), t ≥ 0) = (s
(i)
j (t), j = 1, 2, ...; t ≥ 0)
be the P.P.P. with values in S↓ derived of K by keeping the points suh that
k(t) = i (the seond oordinate being always i, it is not expressed). So s
(i)
j (t)
is the relative size of the jth blok of the disloation ourring at time t on
the ith blok. S(i) is a P.P.P. with intensity measure ν. The R-valued point
proess (s
(i)
j (t)) is thus a P.P.P. with intensity
νj(dx) = ν({s = (s1, s2, ...) ∈ S
↓ : sj ∈ dx}).
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Introdue the funtion
x→ ν2(x) = ν(s ∈ S
↓ : s2 ≥ x)
from [0, 1
2
]→ R+, and denote by f its generalized inverse.
Note that ν2(.) is nite, i.e. for all x > 0 ν2(x) < ∞. To see this, let
b ∈ [0, 1/2] ∫
S↓
(1− s1)ν(ds) ≥
∫
S↓
s2ν(ds)
=
∫ 1/2
0
xν2(dx)
≥
∫ 1/2
b
xν2(dx)
> bν2(b)
Let R(t) designate the reord at time t of the P.P.P. s
(1)
2 (.) whih is well
dened aording to the above argument.
Proposition 12 Let
λ = (λ(t), t ≥ 0) = (λ1(t), λ2(t), ...), t ≥ 0)
be a homogeneous S↓ fragmentation with harateristi (ν, c), then
1. there exists a subordinator ξ with drift c and Lévy measure
L(dx) = e−xν(− log s1 ∈ dx), x ∈ ]0,∞[
suh that
1− λ1(t) = 1− exp ξ(t)
for t small enough a.s.
2.
λ2(t) ∼ R(t), t→ 0 + a.s.
Proof. (Proposition 12-(1)) Assume that c = 0, then onsider ν˜ the image
of ν by the appliation S↓ → S↓ : (s1, s2, ...) → (s1, 0, ...). Let λ˜ a homoge-
neous (ν˜, 0) S↓-fragmentation, whih thus has no erosion and almost surely
for all t only one blok that has positive mass. There is no loss of general-
ity in supposing λ˜ = Λ(Π˜) where Π˜ = (B˜1, B˜2, ...) is a homogeneous (ν˜, 0)
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P-fragmentation. Dene ξ˜(t) = − log(B˜1(t)). As long as ξ˜(t) < ∞ we have
that
˜ξ(t) = − log(λ˜1(t)) (beause it is the only blok whih is not redued to
a singleton).
Next we ondition on the event λ1(t) ≥ 1/2, for any s ≤ t, λ1(s) is either
λ1(s−),or the largest fragment issued from a disloation of λ1(s−). By right
ontinuity P (λ1(t) ≥ 1/2) →
tց0
1. On λ1(t) ≥ 1/2 one has that ∀s ≤ t, λ1(s) =
λ˜1(s) (one an onstrut λ and λ˜ from K (the same PPP) using its image by
the above mentioned transformation for λ˜). Thus onditionally on s ≤ t
1− λ1(s) = 1− exp (−ξ˜(s)).

This equivalene relation ombined with subordinator properties have
immediate onsequenes suh as
1
t
P (1− λ1(t) > x) →
tց0
L([− log(1− x), 1])
where L(dx) = e−xν(− log(s1) ∈ dx).
For the seond point the idea is to desribe the asymptoti behavior of λ2
in terms of the reords of s
(1)
2 . We begin with the following tehnial lemma
Lemme 13 Let
χt =

 ∏
u∈[0,t[
s
(1)
1 (u)



 ∏
u∈[0,t[
s
(2)
1 (u)

 ,
and suppose c = 0 (there is no erosion) then on the event {λ1(t) ≥ 1/2}
χtR(t) ≤ λ2(t) ≤ R(t).
Proof. As noted earlier, one an suppose that λ(.) is the asymptoti fre-
queny of some (ν, 0) P-fragmentation Π, and K is the image of the P.P.P.
(∆(.), k(.))→ (Λ(∆(.)), φ(., k(.)))
with intensity measure (µν ⊗#). At time t we reall the notation ψt(1) for
the least element of the blok of greatest asymptoti frequeny in Π, whih
is well dened.
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Fix t, and onsider (Π(t − u))u∈[0,t], the fragmentation where the time
have been reversed. Informally it is a oalesene, whose nal state at u = t
is almost surely the trivial partition and whih is left ontinuous. Thus the
funtional
fi(u) = 1
{i
Π(t−u)
∼ ψt(1)}
(that is fi(u) is 1 if at time (t− u) if i is in the same blok that the integer
whih is the least element of the largest blok at time t and 0 otherwise) is
left ontinuous and fi(t) = 1 a.s. Thus, almost surely
Di(t) = t− sup{u ∈ [0, t] : fi(u) = 0} < t.
Note that as we are on {λ1(t) ≥
1
2
}, ψt(1) is always in the blok of greatest
asymptoti frequeny of Π(t−u) for any u ∈ [0, t] ; so Di(t) is the detahment
time of i from the main blok (if i is still in the main blok, Di(t) is taken
equal to t).
Now take k ≥ 2, and suppose that at time t there is at least k bloks
(almost surely the ase under our hypothesis) so ψt(k) (the least element
of the blok of k-th greatest asymptoti frequeny in Π at time t) is well
dened, almost surely
Dψt(k)(t) > 0.
so if we note β(i, u) for the blok of Π(u) that ontains i and D(k, t) =
Dψt(k)(t) we have that
β((ψt(k)), D(k, t)−) = β(ΨD(k,t)−(1), D(k, t)−)
|β ((ψt(k)) , D(k, t)) | < |β(ΨD(k,t)(1), D(k, t))|
(reall that β(Ψt(1), t) is the largest blok at time t). Thus λk(t) ≤ s
(1)
2 (Dψt(k)(t)).
As obviously
s
(1)
2 (Dψt(k)(t)) ≤ R(t)
we onlude that
λk(t) ≤ R(t). (3)
We now prove the lower-bound part of the lemma.
Let T (t) = inf{u ≤ t : R(u) = R(t)} (the "reord-time"). Note that for
all u ∈ [0, t] at whih S(2) has an atom,
λ2(u−)s
(2)
1 (u) ≤ λ2(u),
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this is not an equality beause the largest fragment issued of the disloation
of λ2(u−) an be smaller than λ3(u−). Then, for all u ∈ [0, t] not an atom for
S(2),
λ2(u−) ≤ λ2(u),
this is due to the fat that u ould be an atom for S(1), for whih λ1(u−)s
(1)
2 (u) >
λ2(u−). Realling that we are still onditioning on {λ1(t) >
1
2
} we have, using
the fat that λ2 is a pure jump proess, that
λ2(T (t))
( ∏
u∈[T (t),t[
s
(2)
1 (u)
)
≤ λ2(t) (4)
and here again this is not an equality beause a reordering might ours.
Then remark
λ2(T (t)) ≥ R(t)
( ∏
u∈[0,T (t)[
s
(1)
1 (u)
)
. (5)
In words : at the time of the reord R(1, t), the seond fragment issued of the
disloation of λ1, is not neessarily λ2, but in any ase it is smaller or equal.
We an ombine (4) and (5) to get
χtR(t) ≤ λt(2) (6)

We an now prove the seond part of proposition 12 :
Proof. Proposition 12-(2) When c = 0 we now only have to show that
χt →
tց0
1 almost surely.
(∏
u∈[0,t[(s
(1)
1 (u))
)
and
(∏
u∈[0,t[(s
(2)
1 (u))
)
are inde-
pendent and identially distributed, and on the event
(∏
u∈[0,t[(s
(1)
1 (u))
)
≥ 1
2
this last quantity is exatly the λ1(t) of some (ν, 0) fragmentation, thus al-
most surely ( ∏
u∈[0,t[
(s
(1)
1 (u))
)
→
tց0
1
whih thus onludes our proof.
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Finally in the ase of a homogeneous (ν, c) fragmentation λ with c ≥ 0,
the eet of the erosion is just of multiplying the size of eah fragment by
a fator e−ct. So learly the upper bound of Lemma 13 is still valid, on the
other hand we have
ξ(t)e−ctR(t) ≤ λ2(t)
and only a slight modiation of the proof for the ase c = 0 is needed. 
Remarque 1 If ν2(.) is regularly varying with index (−a) in 0
+
, a ≥ 0,
lassial results of reord-proesses theory used with proposition 12 show that
λ2(t)
f(1
t
)
L
→ L
when tց 0 where L is the extreme law with distribution funtion exp(−x−a).
Remarque 2 Suppose that λ is a binary fragmentation, that is ν has its
support in the subset of S↓ dened as {s ∈ S↓, s3 = s4 = ... = 0} and that
ν2(x) = ν({s ∈ S
↓ : s2 ≥ x}) is regularly varying near 0 with index −a. Then
using the same ideas as in the above arguments one an show that we have
the following asymptoti distributions of the renormalized λk for any k > 1 :
∀k > 1, a.s. λk(t) ∼
tց0+
R2(k, t).
As a onsequene
λk(t)
f(1/t)
L
→ L(k, a)
where L(k, a) is the law with repartition funtion
Fk,a(x) =

 ∑
i∈[0,k−1]
e−x
−a (x−ai)
i!


and f is the generalized inverse of x→ ν¯2(x). More generally, the onvergene
in law holds jointly, the limit distribution funtion for the N largest bloks
being given by
fN (x2, x3, ...xN ) =
(
i=N−1∏
i=2
(
exp−x−ai
))∫ xN
0
(exp−u−a)ν(s2 ∈ du)
for x1 > x2 > ... > xN (see [14℄ for instane).
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Remarque 3 In the ase where the fragmentations onsidered are not ho-
mogeneous but only self-similar and without erosion, a slightly more tehnial
version of Theorem 9 still stands : i.e. it is possible to give an expliit Pois-
son onstrution of any (α, ν, 0) S↓-fragmentation. This allow us to extend
the results of setion 4 to the ase of a self-similar fragmentation with index
α > 0.
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