The reaction-diffusion equation is one of the cornerstones equations in applied science and engineering. In the present study, a deep neural network has been trained in order to predict the solution of the equation with different coefficients using the numerical solution of this equation and the utility of deep learning. Analytical solution of the Reaction-Diffusion equation also has been conducted by taking advantage of Danckwerts method. The accuracy of deep learning results was compared with the analytical solutions. In order to decrease the learning time and to find out similar equations solutions, such as pure diffusion and pure reaction, dimensional analysis technique has been performed. It was demonstrated that deep learning can accurately estimate the Partial Differential Equations solution in the case of the reaction-diffusion equation with a constant coefficient.
I. INTRODUCTION
Partial Differential Equations (PDEs) have always played a significant role in mathematical modeling and simulation, which are widely used in physics, engineering and economics [1] , [2] . A wide range of physical phenomena are modelled by second-order PDEs with constant coefficients, and representing precise solutions for these kinds of equations is an important part of applied mathematics. Although analytical and numerical methods have been widely developed for solving PDEs, each one has its own advantages and drawbacks. While analytical methods lead to precise solutions, they are not applicable for most of PDEs, and by any changes in boundary and initial conditions type, they become useless. On the other hand, numerical methods enable scientists to solve complex PDE problems, but these methods are mesh dependent and have high computational costs, and also their solutions are not reliable before validation with analytical solutions or experimental results. In order to reach a fast and accurate technique, which utilizes the advantages of both numerical and analytical methods, a mesh-free tool is needed. Consequently, an intelligent method which enable us to comprehend the analytical solutions and generalize them for complex geometries is the best choice.
Deep learning is a part of artificial intelligence which is quite useful and provide several advances in finding the solution of high dimensional data problems. In recent years several pieces of research have demonstrated significant success in artificial intelligence [3] - [12] . Although the idea of using the neural network is an old idea, in recent years researches show that a wide variety of excellent modeling of complicated data sets were established using the mentioned method [13] . Deep learning methods as a representation learning method use several levels, and each level uses non-linear schemes to representation at a higher level. By using enough transformations, complicated functions also be learned. It is noticeable that in deep learning method all of the discussed levels are designed by computer itself [4] , [14] .
In this work, a deep neural network algorithm has been trained by using the numerical solution of a specific PDE in finite intervals. The purpose of this network is to learn the behaviour of the equation for predicting the values of the solution for whole domain. By taking the advantage of the analytical solution, error and the accuracy of deep learning result was calculated.
Reaction-Diffusion equation is one of the most famous PDEs in engineering problems which is used as a case study in this paper. This equation is widely used for prediction of sulfate concentration in concrete during the sulfate attack process [15] - [17] . The one-dimensional Reaction-Diffusion equation with Dirichlet boundary condition has been solved analytically on symmetric line. In order to solve the analytical solution, firstly the pure diffusion equation solved, then based on danckwerts transformation the reaction-diffusion solution would be extracted from the pure Diffusion equation solution [18] . The Diffusion and the Rate of Reaction coefficients for the case of sulfate attack in concrete have assumed based on the Zuo et al work [15] . The numerical solution of the discussed equation has also extracted by the secondorder algorithm of finite difference method. A deep neural network with several main hidden layers designed to learn the behavior of the equation from the numerical results, and all the influential parameters on the solution of the equation classified into different categories, and considered as a separate input parameter for the deep learning algorithm. Both the solution and parameters were used as feed for the first layer of the algorithm and trained the neural network to predict the solution of the equation with logical possible parameters for the problem. In order to have the better judgment about the solution, a practical case study of sulfate attack which was modeled by Zuo et al [15] was used, and all the coefficients and boundary and the initial conditions were set similar to their research. The results which have calculated by the deep learning algorithm has compared to analytical results, and by using dimensional analysis methods, the solutions of pure reaction and pure diffusion was also extracted from deep learning results. The deep learning based solution is quite similar to the analytical methods with low error and high accuracy.
II. METHODOLOGY A. Governing Equations
The governing equation for all the transportation phenomena including sulfate attack can be expressed as the following equation [19] :
where φ is the generalized scalar, Γ φ is global diffusion coefficient, S φ is the source term and, − → υ and ρ are the velocity and density of the fluid respectively. It is assumed that there is no fluid in the case of sulfate attack, as a result, the convection term of the governing Eq.1 is omitted from the main equation. so it will be simplified as follows:
Zuo [15] has reformed the governing equation using sulfate attack phenomena parameters which are represented in the following table:
Eventually the transport equation considering boundary and initial conditions and with the assumption of one-dimensional diffusion, the corresponding equation will be reformed to the form of Eq.3:
Where C is the concentration of the sulfate ions(mol/m3), x is the location of the section(m), t is the time of diffusion(s), D e is the Ionic diffusion coefficient of sulfate in concrete (m2/s), C d is the dissipation concentration which is caused by the chemical reactions of sulfate ions(mol/m3), C 0 is the boundary concentration of sulfate ions(mol/m3), L is the thickness of the concrete member, and [0, L] interval represents the concrete cross section [15] .
1) Chemical Reactions Rate of Sulfate Dissipation: Reaction-diffusion phenomena is a composition of chemical reactions and ionic diffusivity at the same time which in order to solve the equation, each one of these terms must be evaluate and calculate individually. Reaction term of the Eq.2 can be expressed as:
Where K v is the rate of chemical reaction in Eq.4; C ca 2+ is the calcium ion concentration in pore solution, and the value of k v .C ca 2+ is assumed to be the rate of reaction (k). This can be assumed as a linear function of temperature and is taken as 25mol/m3 a 273K and 10mol/m3 at 373K [20] .
2) Diffusion Coefficie: There are 3 main methods in calculation of diffusion coefficient, considering diffusion coefficient as a:
• Constant value, as Zuo represented his numerical method. • A time variable value which is explained in Suns paper [21] . • A time-depth variable value which is the most accurate method [22] . Since there is not much difference between the accuracy of these methods and the first method has an acceptable estimation of sulfate ions diffusion, the so first method is utilized to find an analytical solution. By the above assumption the general equation will reform as follows:
Where C is a concentration of the substance, kC is the rate of removal of diffusing substance and k is the rate of reaction which is a constant value.
B. Analytical Solution
In order to solve Eq.5 Danckwerts(1951) has tried a specific method which by the use of a simple transformation reform the reaction-diffusion equation to a case that there would be diffusion without reaction. He has presented his method based on to different types of boundary conditions which are Dirichlet and Neumann. In the case of sulfate attack, the Neumann boundary condition has utilized. Neumann boundary conditions are represented as follows: C = 0, t = 0, at all points in the medium and also C = C 0 , t > 0, at all points on the surface In the next step by the assumption of no reaction, C 1 will be the solution of the general equation.
The answer of the following equation will give the actual value of C:
Finally with solving the Eq.6 and pasting in Eq.8 and by doing the calculations with the boundary conditions of Eq.3 the final solution will be expressed as follows:
(a n cos(ω n x)(kΨ n (p − 1) + p)k) + C 0 (8) Where a n , ω n , Ψ n and p are represented as follows:
In this section we introduce our presented deep neural network techniques to find a solution for the reaction-diffusion equation, with the use of produced data, we attempted to teach the neural network.
1) Production data: To solve the intended reactiondiffusion equation with the use of deep neural networks it is essential to teach the neural network with specific parameters, for the computers to understand the discussed PDE it is needed to extract the critical features of the equation. Since the partial differential equations are defined on the continuous spacetime, their domain can be varied from zero to infinity while the computers understand discrete mathematics and limited domains so it is not possible for the computers to understand the issue, Hence it is needed to discretize the period of the features for the computer to understand the function. The features and their period are introduced in the following table:   TABLE II  DISCRETIZATION INTERVALS AND THE where C is concentration, L is half of the domain, X is the variable position on the domain, T is the time (year), k is reaction rate and D e is the effective diffusion coefficient.
By the use of gaussian random data generation method, 3 million data has produced. After the data production, data were categorized into categories which are called Batch, and 1000 Batches has been produced which each one contains 3000 data. The main idea of categorizing process is to increase the learning model rate. Specific conditions are considered for each parameter to optimize the data distribution so the range of each parameter is discretized into different parts, the data in Like the table above, the rest of the parameters based on the modality of each parameter they will be classified and then the data generation process will be done. The input data is made of different parameters which each one of them covers a specific period so, in order to increase the learning rate, the data will be normalized with the following methods:
The data generated as x from Eq.9 will be considered as the input data.
2) Learning model method: A 3-layer network is considered for the learning model in which the layers of the network are introduced as follows:
• Input layer. • Hidden layer. • Output layer. The input layer receives the data as a matrix and delivers them to hidden layers. Hidden layers after a process send them to the output layer.
The figure 1 is a general schematic of trained neural network. Where in this network w [l] is the weight matrix which relates l and l−1 bit-layers, w [l] ij is the amount of matrix weight for neuron i in layer l. j is in the layer −1 and the vector b [ l] is equal to bios amount for layer l. The equations above demonstrate the updating method of the discussed amounts.
In this kind of situations A [l] is a matrix which is the amount of the previous layer. The function g [l] is the utilized activation function in the lth layer the activation function which used in the hidden layer is function of LeakyReLU and Sigmoid which are explained as follows:
First, the values of W will be randomly chosen between 0 to 1 and then the values of B will be considered less than zero. The main purpose of learning model method is to decrease the error function. min
Where Y and Y are the estimated value and the exact value which is extracted from the analytical solution. To prevent the Overfitting in this part, the error function was changed as follows:
To increase the learning rate, the Adams optimization method was utilized.
3) Tuning parameters: One of the most critical and inevitable parts of the learning algorithm is tuning parameters. In order to achieve a better learning model, it is essential to have an acceptable estimation in the following parameters: 1α (learning rate) 2-the number of hidden layers 3-the number of neurons in the hidden layer.
In the next step, its needed to divide the generated data into 3 categories: test data, validation data, training data. 90 percent of the 1000 batches were allocated to the numerical solution and considered for the train, and also 5 percent of generated data was used for production validation results by the numerical method in order to fix deep learning parameters. The 5 percents of remaining data were used by the analytical solution to produce test results.
III. RESULTS
In this section, the accuracy of the deep learning solution has analyzed in comparison to the analytical solution which by changing the critical features of the corresponding equation this could be examined. there are 2 main strategy to examine and evaluate the solutions in the deep learning method:
A. Threshold Concept
Firstly the precision of deep learning method and its error with the analytical solutions of the given PDE should be evaluated then the errors must be checked in different learning data, in order to this 1000 batches has been generated which each one contains 3000 data. In each level of examination, the X number of batches should be selected out of the 1000 given batches. The experiment under the following conditions has been taken: 90% of the given data was considered as training data, 5% as validation data and 5% as test data.
The Mean Square Error index has been utilized to calculate the 3 following errors: training error, validation error, and test error. The MSE index is represented in Eq.19:
The Threshold concept has utilized in order to compare the exact amount of the given PDE with the results form deep learning method. Whereas y is the deep learning calculated quantity and y represents the amount of PDE.
If the threshold quantity was more than left-hand side of Eq.20, then both values will be assumed as equal. Looking at table.III in more details, by increasing the number of batches training and test errors have been decreased. it is also noticeable that the validation data fall by increasing the number of batches. during the learning process the main aim is to decrease the validation data error which have been satisfied properly.moreover, increment of the batches directly influence the accuracy of the deep learning process.
B. Changing Parameter Analyze
In this section, the dependency of the deep neural network to the value of the equations coefficients have been analyzed. In order to conduct this purpose, all of PDEs coefficients were considered as constant values except one of them, and by changing that coefficient, the accuracy of the deep learning solution has been compared to the analytical solution with using three different thresholds.
The variable parameters in this part are k and D e which play a central role in the behavior of the equation. Table. IV demonstrate the accuracy of deep learning solution by changing the k and D e values, where C 0 and L are 75.5 and 0.05 respectively.
According to the table.IV, it is understood that the accuracy of the solution strongly depends on the correlation of Rate of reaction and Diffusion coefficient. In the case of constant Diffusion coefficient where k value is less than the particular amount the accuracy of the solution drop considerably. It is also similar for the case of the constant Rate of reaction where if D e value chose larger than specific value, the solution will not be reliable. When it comes to physics of the phenomena, reduction of the accuracy of the deep learning solution become reasonable. This is because our network was trained for Reaction-Diffusion equation but in these intervals, the equation is changed to the pure reaction and pure Diffusion. To tackle this issue using Dimensional Analysis methods would be useful.
C. Dimensional Analyze
In order to conduct the pure reaction and Diffusion equation it was needed to change the Eq.(2) to a dimensionless form which is expressed as follows:
where dimensionless parameters are defined as follows :
The reason behind using the dimensional analyze is that we want to find out the solution of the pure Reaction and Diffusion equation with a deep learning algorithm which is designed for Reaction-Diffusion Equation. For this purpose, a famous dimensionless number was used for finding suitable coefficients and then, the solution compared to the analytical solution of the pure Reaction equation as a case study.
1) Damkohler number: In reaction-diffusion phenomena there is an important dimensionless parameter which is called Damkohler number that is defined as follows:
Rateof reaction Dif f usionrate
For Eq.(21) which is the dimensionless form of the reactiondiffusion equation, Damkohler number is defined as:
This number represents the states of reaction-diffusion in different states where D a ∼ = 1, D a 1 , and D a 1 mean the physics of Reaction-Diffusion, pure Reaction, and pure Diffusion respectively.
In the following table, by using the Damkohler number variations, the results of deep learning method with analytical solutions of pure reaction equation has been compared and the errors have calculated: It is needed to note that based on the Damkohler concept, the values for Damkohler must be chosen carefully between specific intervals. In the table.V it is clear that the accuracy of deep learning solution dramatically decreases when the Damkohler number gets smaller from a specific value.
IV. CONCLUSION
An analytical solution for the Reaction-Diffusion equation was conducted with assumption for the case of the sulfate attack to the concrete,and by using the numerical solution of the equation which is simply available, a deep neural network was trained to predict the behavior of the equation. The pattern recognition feature of the deep learning successfully predict the solution. It is also found that by taking the advantage of dimensional analyze it is possible to estimate the pure Reaction and Diffusion equations with good accuracy.
