In this paper, an optimal consensus problem for continuous-time multi-agent systems is formulated and solved with time-varying interconnection topologies. Based on a sharp connectivity assumption, the considered multi-agent network with simple nonlinear distributed control rules achieves not only a consensus, but also an optimal one by agreeing within the global optimal solution set of a sum of objective functions corresponding to multiple agents. Convergence analysis is presented, by establishing several key properties of a class of distance functions and invariant sets with the help of convex analysis and non-smooth analysis.
INTRODUCTION
In recent years, multi-agent dynamics has been intensively investigated in various areas including engineering, natural science, and social science. Cooperative control of multi-agent systems is an active research topic, and rapid developments of distributed control protocols via interconnected communication have been made to achieve the collective tasks, e.g., Tsitsiklis et al. [1986] , Jadbabaie et al. [2003] , Olfati-Saber and Murray [2004] , Moreau [2005] , Martinez et al. [2007] , Ren and Beard [2008] , Shi and Hong [2009] . However, fundamental challenges still lie in finding suitable tools to describe and design the dynamical behavior of these systems and thus providing insights in their functioning principles. Different from the classical control design, the multi-agent studies aim at fully exploiting, rather than avoiding, the interconnection between agents in analysis and synthesis in order to deal with distributed design and large-scale information processing.
Consensus is an important basic problem of multi-agent coordination, and it is usually required that all the agents achieve the same state, e.g., a certain relative position and the same velocity. In the study of whether collective behavior can be achieved, connectivity of the communication topologies plays a key role, and various connectivity conditions have been used to describe the frequently switching topologies in different cases. The "joint connection" or similar concepts are important in the analysis of stability and convergence to guarantee a suitable convergence. Uniform joint-connection, i.e., the joint graph is connected during all time intervals longer than a constant, has been utilized for different consensus problems (Tsitsiklis et al. [1986] , Jadbabaie et al. [2003] , Lin et al. [2007] , Cheng et al. [2008] ). On the other hand, [t, ∞)-joint connectedness, i.e., the joint graph is connected in time intervals [t, ∞) , is the ⋆ This work has been supported in part by the Knut and Alice Wallenberg Foundation and the Swedish Research Council. most general form to secure the global coordination, which is also proved to be necessary in many situations (Moreau [2005] , Shi and Hong [2009] ).
Moreover, multi-agent networks optimizing a sum of convex objective functions via sub-gradient methods have attracted much attention in recent years, e. g., Johansson et al. [2007, 2008] , Nedić et al. [2009 Nedić et al. [ , 2010 . In these studies, agents have to take both consensus and optimization into consideration, and it is usually hard for the network to reach both of them unless the weights rule of the links, the step size and the connectedness of the communication graph are properly selected. Moreover, most of the literature on optimization and consensus algorithms are on discrete-time systems. Therefore, an interesting problem is on whether similar optimization ideas can be used for continuous-time multi-agent systems, especially on whether consensus and optimization can be achieved in the mean time with limited information exchange, relaxed weights rule and time-varying communications.
The goal of this paper is to study distributed optimization of continuous-time multi-agent systems by providing an optimal consensus protocol for switching communication topologies. We assume that the optimization objective is a sum of functions with convex optimal solution sets. Different from the existing results, we obtain a global consensus and convergence to the optimal solution set of the coupled objective function. Although each agent only knows the information from the optimal solution set of its own objective function and the system topology is directed and time-varying, we show that an optimal consensus can be achieved by a simple nonlinear control law based on jointly connected connectivity assumptions.
The contributions of the paper include:
• We provide a simple, distributed control protocol using very little information exchange for continuoustime multi-agent networks to reach both consen-sus and optimum with time-varying communication graphs.
• The connectivity condition for the inter-agent connection under consideration is based on [t, ∞)-joint connections, which is less restrictive than existing results. By a simple example, we show that the proposed connectivity assumption is "sharp" in the sense that optimal consensus cannot be guaranteed by weaker connectedness.
• The multi-agent system is in the form of continuoustime nonlinear dynamics, which covers many practical situations with uncertainty and disturbance. A new method based on invariant sets is proposed to deal with the optimization problem.
The paper is organized as follows. Section 2 introduces some preliminary knowledge. Then in Section 3, we formulate the considered optimal consensus problem and propose the main result based on several key assumptions.
In Section 4, we study the property of the distance functions, based on which we prove the optimal solution set convergence. Next, consensus analysis is carried out via a method studying a class of invariant sets in Section 5. We show a simulation result in Section 6, and finally in Section 7 concluding remarks are given.
PRELIMINARIES

Graph Theory
consists of a finite set V of nodes and an arc set E (see Godsil et al. [2001] for details). Node j is said to be a neighbor of i if there is an arc (i, j) ∈ E. A digraph G is called to be bidirectional when for any two nodes i and j, i is a neighbor of j if and only if j is a neighbor of i. Ignoring the direction of the arcs, the connectedness of a bidirectional digraph will be transformed to that of the corresponding undirected graph.
A time-varying graph is defined as G σ(t) = (V, E σ(t) ) with σ : [0, +∞) → Q as a piecewise constant function, where Q is a finite set indicating all possible graphs. Moreover, the joint graph of
Convex Analysis
A set K ⊂ R m is said to be convex if (1 − λ)x + λy ∈ K whenever x ∈ K, y ∈ K and 0 ≤ λ ≤ 1 (more details can be found in Rockafellar [1972] ). For any set S ⊂ R m , the intersection of all convex sets containing S is called the convex hull of S, denoted by co(S). The next lemma can be found in Aubin and Cellina [1984] . Lemma 1. Let K be a subset of R m . The convex hull co(K) of K is the set of elements of the form
and K, where | · | denotes the Euclidean norm. There is a unique element
(1) Moreover, P K has the following non-expansiveness property:
(2) Clearly, |x| 2 K is continuously differentiable at point x, and (see Aubin and Cellina [1984] )
The following lemma was obtained in Shi and Hong [2009] , which is useful in what follows.
Dini Derivative
The upper Dini derivative of a function h :
When h is continuous on (a, b), h is non-increasing on (a, b)
if and only if D + h(t) ≤ 0 for any t ∈ (a, b) (more details can be found in Rouche et al. [1977] ). The next result is given for the calculation of Dini derivative (see Danskin et al. [1966] , Lin et al. [2007] ).
} is the set of indices where the maximum is reached at t, then D + V (t, x(t)) = max i∈I(t)Vi (t, x(t) ).
PROBLEM FORMULATION AND MAIN RESULT
In this section, we first propose the considered multi-agent optimization problem, and then the main result is shown.
Multi-agent Model
Consider a multi-agent system with continuous-time integrator agent dynamics:
where x i ∈ R m represents the state of agent i, and u i is the control input. Denote x = (x 1 , . . . , x N )
T . The initial time is t 0 = 0, and the initial condition is
Let V = {1, 2, . . . , N } be the node set. The communications over the network are modeled as a time-varying digraph G σ(t) = (V, E σ(t) ). We assume that there is a lower bound τ D > 0 (dwell time) between two consecutive switching instances of σ (t) .
The objective for this group of autonomous agents is to reach a consensus, and meanwhile to cooperatively solve the following optimization problem
where f i : R m → R represents the cost function of agent i, observed by agent i only, and z is a decision vector.
Distributed Control
Suppose each node can observe the optimal solution set of f i , denoted by
Let the continuous function a ij (x, t) > 0 be the weight of arc (j, i), for i, j ∈ V. Then we present the following distributed control rule:
Consider (6) with protocol (7) for initial condition x(0) = x 0 . Let X 0 be the optimal solution set of F (z). The considered optimal consensus is defined as follows (see Fig.  1 ). Fig. 1 . The goal of the agents is to achieve a consensus in X 0 .
Definition 4. For system (6) with protocol (7), (i) a global optimal set convergence is achieved if for any initial condition
(ii) a global consensus is achieved if for any initial condi-
(iii) a global optimal consensus is achieved if both (i) and (ii) hold.
Main Result
We need the following standing assumptions to get the main result.
X i is nonempty and compact.
A3) (Weights Rule) There are a * > 0 and a
Throughout the rest of the paper, we assume that A1), A2) and A3) hold. The main result of this paper is stated as follows.
Theorem 5. System (6) with protocol (7) achieves a global optimal consensus if G ([t, +∞) ) is connected for all t ≥ 0. Remark 1. [t, +∞)-joint connectedness for all t ≥ 0 is equivalent to that there exists an unbounded time sequence +∞) ) being connected for all t ≥ 0 is also necessary to guarantee a global optimal consensus (Moreau [2005] , Shi and Hong [2009] ). In fact, initial conditions with x i (0) ∈ [0, 1], i = 1, . . . , N can always be found such that the network fails to reach a consensus.
Example 1 shows that connectivity condition discussed in Theorem 5 is also partially necessary. Therefore, as a matter of fact, Theorem 5 gives "sharp" connectivity condition for the system to achieve a global optimal consensus.
We will arrive at a complete proof of Theorem 5 by investigating the optimal set convergence and consensus, respectively in Propositions 9 and 12.
OPTIMAL SET CONVERGENCE
In this section, we investigate the optimal solution set convergence by establishing a method which analyzes the asymptotic properties of the distance functions between the agents and the solution sets.
Distance Functions
be the maximum distance among all the agents away from the optimal solution set. Note that, g(t) is not continuously differentiable. We have to study the Dini derivative of g(t).
We present the following result indicating that g(t) is nonincreasing.
Proof. According to (3), one has
In light of (1), we obtain
Therefore, for any i ∈ V, we obtain
Moreover, let I(t) denote the set containing all the agents that reach the maximum in the definition of g(t) at time t. For any i ∈ I(t), according to (5) of Lemma 2, one has
σ(t)) according to the definition of I(t).
Therefore, with (8), (9), (10) and based on Lemma 3, we obtain
which completes the proof.
With Lemma 6, there exists a constant g * ≥ 0 such that
There also exist constants 0
Then we propose another two lemmas. Their proofs can be found in the Appendix.
Lemma 8. Suppose that G([t, +∞)) is connected for all
Remark 4. Lemma 6 is the key lemma of the whole discussion, which points out that the trajectories of each agent always lie in an area with bounded distance away from X 0 . However, the limit sets of this multi-agent system may still be hard to analyze because of the time-varying communications. Then with properly selected metric, Lemmas 7 and 8 provide characterizations of these limit sets viewing their specific structures.
Set Convergence
Now we are ready to show the optimal set convergence.
Proposition 9. System (6) with protocol (7) 
Let N ∞ i be the neighbor set of node i in graph G ∞ . With Lemma 2, (11) and (12) yield that for any i = 1, . . . , N and j ∈ N ∞ i , lim
Taking i 0 ∈ V, we define two hyperplane:
Because G ∞ is connected, we can repeat the analysis over the network, then arrive that (14) holds for all j = 1, . . . , N .
Therefore, with (11) and (14) and according to the structure of H 1 (t) and H 2 (t), there will be a point z * ∈ ∩ N i0=1 C i0 (t) ⊆ X 0 for sufficiently large t such that ⟨x i0 (t) − P X0 (x i0 (t)), z * − P X0 (x i0 (t))⟩ > 0, which contradicts (1). Therefore, g * > 0 does not hold, and then the optimal set convergence follows.
CONSENSUS ANALYSIS
This section focuses on the consensus analysis. By constructing and studying a class of invariant sets for the considered system, we show that optimal set convergence finally results in a global consensus.
Invariant Set
We define a multi-projection function:
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Particularly, P ∅ is denoted by P ∅ (x) = x as the case for
. . } be the set which contains all the multi-projection functions we define.
Furthermore, let K be a convex set in R m , and define
∆K , based on a similar analysis as the proof of Lemma 6, we see that
This implies,ĝ(t) ≡ 0 for all t ≥ t 0 once we haveĝ(t 0 ) = 0, which leads to the following conclusion immediately (see Fig. 5 .1). (6) with protocol (7). We next establish an important property of the constructed invariant set ∆ N K .
Lemma 11. |y| K ≤ 2 max z∈K |z| X0 , ∀y ∈ ∆ K .
Proof. With Lemma 1, any y ∈ ∆ K has the following form
Then, by the non-expansiveness property (2), we have that for any z ∈ R m and
which implies the conclusion because
Global Consensus
We are now in a place to propose the consensus analysis.
Proposition 12. System (6) with protocol (7) achieves a global consensus if G ([t, +∞) ) is connected for all t ≥ 0.
Proof. According to Proposition 9, lim t→∞ |x i (t)| X0 = 0, i = 1, . . . , N . Therefore, ∀ε > 0, ∃T 1 (ε) > 0 such that,
Moreover, Proposition 10 indicates that ∆
is an invariant set, and therefore, Lemma 11 will lead to
for allT 1 ≤ t ≤ s ≤ ∞ and i = 1, . . . , N .
The consensus analysis focuses on each coordinate respectively. Denote x ℓ i (t) as the ℓ-th coordinate of x i (t), and let
} be the minimum and the maximum within all the agents. Based on (15), one has that for all
We divide the following proof into 3 steps.
Step 1: Take i 0 as a node with x ℓ i0 (t 1 ) = ϕ(t 1 ) with t 1 =T 1 . If there is no link connecting i 0 during t ∈ (t 1 , s), we have
Denote the first moment when i 0 has at least one neighbor during t ≥ t 1 ast 1 , and let the neighbor set of i 0 for
As a result, we obtain
On the other hand, for any j ∈ V 1 , we have that when
Step 2: Applying Proposition 10 on the subsystem formed by nodes in {i 0 }∪V 1 , we have that if there is no other node connected to the node set {i
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Therefore, since G ([t, +∞) ) is connected for all t ≥ 0, we can always proceed the upper process until V = {i 0 }∪V 1 ∪ · · · ∪ V j0 , and then obtain
Denote H(t) . = φ(t) − ϕ(t). Then
H(t 2 ) ≤ (1 − (m 0 w 0 ) j0 )H(t 1 ) + (j 0 L 0 + 1)ε. (18) Step 3: Noting the fact that j 0 ≤ N − 1, we denote ρ * = (m 0 w 0 ) N −1 and repeat the estimate by viewing t k as t 1 for k = 2, 3, . . . , and then we can get a time sequence T 1 < t 1 < t 2 < . . . with t k ≥ t k−1 + τ D such that H(t k ) ≤ (1 − ρ * )H(t k−1 ) + ((N − 1)L 0 + 1)ε, for all k = 1, 2, . . . , which leads to
Therefore, letting k tend to infinity in (19) and by (16), we obtain ], n = 1, 2, . . . . Take a ij (x, t) = 1 1+|xi−xj | and the optimal solution sets corresponding to the nodes are disks with radius 2 and centers (0, 0), (1, 2) and (2, 0) respectively.
The trajectories for (6) with protocol (7) are shown in Fig.  6 . It can be seen that as time goes on, an optimal consensus is achieved asymptotically. 
CONCLUSIONS
This paper addressed an optimal consensus problem for multi-agent systems. With jointly connected graphs, the considered multi-agent system achieved not only consensus, but also optimum by agreeing within the global solution set of a sum of objective functions. Moreover, control laws applied to the agents were nonlinear and distributed. The work showed that a global optimization problem can be solved over a multi-agent network with a simple protocol and limited interactions.
