Abstract-Recovery of the sparsity pattern (or support) of a sparse vector from a small number of noisy linear samples is a common problem that arises in signal processing and statistics. In the high dimensional setting, it is known that recovery with a vanishing fraction of errors is impossible if the sampling rate and per-sample signal-to-noise ratio (SNR) are finite constants independent of the length of the vector. In this paper, it is shown that recovery with an arbitrarily small but constant fraction of errors is, however, possible, and that in some cases a computationally simple thresholding estimator is near-optimal. Upper bounds on the sampling rate needed to attain a desired fraction of errors are given in terms of the SNR and various key parameters of the unknown vector for two different estimators. The tightness of the bounds in a scaling sense, as a function of the SNR and the fraction of errors, is established by comparison with existing necessary bounds. Near optimality is shown for a wide variety of practically motivated signal models.
I. INTRODUCTION
Recovery of sparse or compressible signals from a limited number of noisy linear projections is a problem that has received considerable attention in signal processing and statistics. Suppose, for instance, that a vector x of length n is known to have exactly k nonzero elements, but the values and locations of these elements are unknown and must be estimated from a set of m noisy linear projections (or samples [1] ) of the form
where φ i are known sampling vectors, ·, · denotes the usual euclidean inner product, and W i is additive white Gaussian noise. Then, a key insight from sparse signal recovery is that the number of samples required for reliable estimation depends primarily on the number of nonzero elements, and is potentially much less than the length of the vector x. One estimation problem of particular interest is to determine which elements of the vector x are nonzero. This problem, which is refered to as sparsity pattern recovery in this paper, is known variously throughout the literature as support recovery or model selection and has applications in compressed sensing [2] - [4] , sparse approximation [5] , signal denoising [6] , subset selection in regression [7] , and structure estimation in graphical models [8] .
A large body of recent work [8] - [20] has considered exact recovery of the sparsity pattern by deriving necessary and sufficient conditions on scalings of the tuple (n, k, m) to ensure that the probability of exact recovery tends to one as the vector length n becomes large. In particular, one line of work has considered the fundamental limitations of the recovery problem that apply to any possible estimator, regardless of computationally complexity. In the noiseless setting, for instance, it has been shown that m n = k n + 1 samples are necessary and sufficient for an NP-hard combinatorial estimator [21] , [22] .
In presence of noise, however, support recovery depends critically on properties of the nonzero elements and cannot be characterized solely in terms of the dimensions n and k. In this setting, Wainwright [14] showed that m = k + 1 + C · k log n samples are sufficient for an NP-hard combinatorial estimator where C is a finite constant that depends on the per-sample signal-to-noise ratio (SNR), the size of the smallest nonzero element, and various properties of the sampling vectors. Ensuing work by Fletcher, Rangan, and Goyal [18] and Wang, Wainwright, and Ramchandran [19] , showed that, for a potentially different constant C, this scaling is also necessary for any algorithm.
In conjunction with the fundamental limitations outlined above, another line of work has studied scaling conditions for computationally tractable algorithms. In the noiseless setting, Donoho and Tanner [23] showed that m = 2k log(n/m) samples are sufficient for a polynomial-time linear program known as Basis Pursuit [6] . In the noisy setting, Wainwright [13] showed that m = k + 1 + C 1 · k log n is sufficient for a polynomial-time algorithm known as the Lasso [24] , and [18] showed that m = k + 1 + C 2 · k log n is sufficient for a thresholding estimator where C 1 and C 2 are finite constants that depend on the SNR, the size of the smallest nonzero element, and and various properties of the sampling vectors.
Although the scaling conditions outlined above show that exact recovery is possible with a relatively small number of samples, there exist two important limitations. First, if there is a non-vanishing fraction of nonzero elements, that is if k/n → Ω for some sparsity rate Ω > 0, then these results say that the ratio m/n must grow without bound with n in order to overcome the effect of noise. This behavior is in marked contrast to other recovery tasks, such as estimation of the vector x with bounded mean squared error (MSE), which require only m > ρ·n samples for some finite sampling rate ρ (see [25] , [26] ). If noise is due to quantization, this means that accurate estimation with respect to MSE requires only fixed bit-rate whereas exact recovery of the sparsity pattern requires an unbounded bit-rate.
The second limitation is that scaling results in terms of the dimensions (n, k, m) do not tell the whole story. Often, one needs to know the exact constants involved in the bounds, or at least the dependence of these constants on parameters such as the SNR or various assumptions about the vector x. For many of the estimation tasks considered throughout the compressed sensing literature, these properties are not well understood. As a result, the majority of sufficient conditions are far more conservative than those suggested by empirical evidence, and the optimality (or gap from optimality) of existing algorithms is difficult to determine due to the potential looseness of the necessary conditions.
A. Outline of Main results
In the present work, we derive upper bounds on the number of samples needed for approximate recovery of the sparsity pattern in the high dimensional setting when there exists a non-vanishing fraction of nonzero elements. In particular, we consider two different estimation algorithms-the NP-hard combinatorial optimization algorithm studied by Wainwright and the computationally efficient thresholding algorithm studied by Fletcher et al.-and characterize the sampling rate ρ = m/n needed to ensure the number of errors in the estimated sparsity pattern does not exceed α · k for some error rate α. Corresponding lower bounds, which apply to any estimator, are derived in the companion paper [20] . An example of these bounds is shown in Figure 1 . Comb. Opt. Upper Bound (Theorem 1) Lower Bound [20] Fig. 1. Bounds on the asymptotic sampling rate ρ = m/n and SNR required to identify the locations of at least 90% of the nonzero elements of a vector x ∈ R n with sparsity rate Ω = k/n = 10 −4 when the power of the smallest nonzero element is at least 20% of the average power of the nonzero elements.
The contributions of this paper directly address the limitations of the scaling results for exact recovery outlined above. With respect to the first limitation, we show that any error fraction α > 0 can be achieved using a finite sampling rate ρ. In other words, approximate sparsity pattern recovery has the same scaling behavior as estimation of x with bounded mean squared error. If noise is due to quantization, this means that a fixed bit-rate is sufficient for approximate sparsity pattern recovery.
With respect to the second limitation, our lower bounds are derived with an explicit dependence on various key problem parameters such as the SNR, the sparsity rate, and the relative size of the smallest nonzero elements. These bounds allow us to consider a wide variety of problem settings where the unknown vectors may be deterministic or stochastic and the magnitude of the smallest nonzero element may tend to zero as the vector length becomes large. Our framework allows us to address a number of important questions:
• What is the tradeoff between the sampling rate and the SNR? Our bounds show that there are two fundamentally different settings. If the SNR is small relative to the desired distortion then the number of samples needed is inversely proportional to the SNR. However, if the SNR is large relative to the desired distortion, then the number of samples needed is inversely proportional to the logarithm of the SNR.
• What is the tradeoff between optimality and computational complexity? As illustrated in Figure 1 , our bounds show that a computationally simple thresholding estimator is near-optimal in the low-SNR setting. In the high SNR-setting, however, only the computationally hard estimator is shown to attain near-optimal performance. These results suggest that significant computational challenges arise in the high-SNR setting where the difficulty of estimation is due primarily to the uncertainty about the nonzero values.
• What happens as the desired error rate tends to zero?
Our bounds show that the sampling rate depends on the inverse of the error rate 1/α. If the magnitudes of the nonzero elements have a fixed lower bound that is independent of n then this dependence is logarithmic. Otherwise, the dependence is polynomial.
• What is the effect of prior information? The upper bounds in this paper correspond to estimators that know the approximate number of nonzero elements, but have no prior information about their values. The lower bounds in the companion paper [20] apply to settings where the estimator may know statistical information such as the average power, range of values, or distribution. Interestingly, the resulting bounds show that in many cases this additional knowledge does not significantly improve the ability to estimate the sparsity pattern.
Beyond these results, our framework also permits us to prove some further insights. For instance, we show that the sampling rate distortion function is a convex function and that, in certain settings, i.i.d. sampling matrices are asymptotically strictly suboptimal.
This paper is organized as follows: Section II provides a precise problem formulation. Sections III and IV provide achievable bounds for two different estimators. Section V provides improved bounds using a particular set of sampling matrices that we will refer to as "rate-sharing" matrices. Section VI analyzes the scaling behavior of these bounds with respect to various key properties. Section VII presents specific examples and illustrations, and proofs are given in the Appendices. The following section provides a brief, and necessarily incomplete, overview of work related to this paper.
B. Related Work
One line of related research [2] - [4] , [6] , [23] - [34] has focused on the approximation of sparse vectors with respect to the ℓ 2 norm. From a scaling perspective, one particularly important result from this literature [25] , [26] is that any k-sparse vector x of length n can be approximated with bounded mean squared error x −x 2 /n < C 1 /SNR using m = ⌈C 2 · k log(n/k)⌉ samples and a quadratic program known as Basis Pursuit [6] where C 1 , C 2 are finite constants. In the absence of any noise, this result provides sufficient conditions for exact recovery of x, which in turn implies exact sparsity pattern recovery. In the presence of noise, however, it is important to observe that bounds on the mean squared error are insufficient to determine the accuracy of the estimated sparsity pattern.
Another line of related research [35] - [40] has focused on the rate-distortion behavior of sparse sources from an information-theoretic perspective. While these works provide valuable insights into the tradeoff between the SNR and the accuracy of approximation of x in the ℓ 2 sense, they do not directly address the problem of sparsity pattern recovery.
Most closely related to the work in this paper is work which has focused directly on sparsity pattern recovery in the presence of noise [8] - [20] . As discussed in the introduction, it is now well understood that m = k+1+C ·k log n samples are both necessary and sufficient for exact recovery when the SNR is finite and there exists a fixed lower bound on the magnitude of the smallest nonzero elements.
The problem of approximate support recovery with a nonzero error rate α has also been considered in recent work. For the special case where the values of the nonzero elements are known, Aeron, Zhao, and Saligrama [11] , [12] showed that m = C · k log(n/k) samples are necessary and sufficient where the constant C is given explicitly in terms of the error rate α, the SNR, and nonzero values. In the more general setting where the nonzero values are unknown the necessary and sufficient condition m = C · k log(n/k) was derived independently by Akcakaya and Tarokh [15] and the authors of this paper [16] , [17] , [20] for the special case where k/n → Ω ∈ (0, 1). While the work of [15] provides bounds for a variety of scalings, actual upper and lower bounds on the constant C are not explicitly stated. By contrast, the upper bounds in this paper, in conjunction with the lower bounds in the companion paper [20] , provide a tight characterization of the constant C for the setting of linear sparsity and show how this constant depends on various key properties such as the SNR, the size of the αk'th smallest nonzero element, and the distortion α. Furthermore, while the upper bounds of [15] correspond to a computationally hard joint typicality decoding strategy, which requires knowledge of both the sparsity k as well as the SNR, we show the same scaling can be achieved using a computationally tractable thresholding estimator which depends only on the sparsity k.
II. PROBLEM FORMULATION
In this paper, we assume that x is an arbitrary (non-random) element from some subset X n ⊂ R n . The sparsity pattern s ⊆ S n = {1, 2, · · · , n} is the set of integers indexing the nonzero elements of x, s := {i : x i = 0}, and the sparsity k = |s| is the number of nonzero elements. We denote by S n k the set of all subsets of S n of cardinality k. For simplicity, we assume that the sparsity k is known; in Section V we show that results obtained using this assumption can be extended to settings with only approximate knowledge about k.
We assume that x is sampled using the noisy linear observation model given in (1) . In matrix form, the vector of samples Y ∈ R m can be expressed as
where A ∈ R m×n is a known sampling matrix with rows equal to φ T i and W ∈ R m is a standard Gaussian vector. We further assume that an estimator (or recovery algorithm) is given the set (Y, A, k), and the goal is to recover the sparsity pattern s of x. .
To quantify the distortion between a sparsity pattern s and its estimateŝ, it is important to observe that there are two different error events: one type of error occurs when an element in s is omitted from the estimateŝ and the other occurs when an element not present in s is included inŝ. In this paper, we use the distortion function d :
which corresponds to the maximum of the two types of errors. It can be verified that this distortion function is a metric on S n . We say that recovery is successful with respect to distortion α ∈ [0, 1] if d s,ŝ ≤ α. Exact recovery corresponds to the case α = 0.
We are interested in performance guarantees that hold uniformly for any x ∈ X n . It is important to note, however, that for any particular sampling matrix A, there may exist a degenerate subset of X n for which recovery is particularly difficult. To overcome the effects of these sets, we allow A to be a random matrix (denoted using boldface) distributed independently of x. Given any sparsity pattern estimator s : R m ×R m×n ×N → S n , the probability of error corresponds to the worst case x ∈ X n with respect to the distribution on A,
Estimation in the presence of noise depends critically on the size of the entries in the sampling matrix. In this paper, we assume that
This scaling is consistent with the related work [3] , [4] , [12] , [16] , [17] and corresponds to the setting where each sampling vector (i.e. row of A) has unit magnitude. Thus, one useful property of this scaling is that the SNR of the linear samples given in (1) can be compared directly with that of classical samples of the form Y i = x i + W i . Another useful property is that the SNR does not depend on the number of samples m. We caution the reader that various other scalings of the sampling matrix are also used in the literature, and thus extra care is needed when comparing results. For instance, in [13] , [14] , [19] each element of A has unit power, and the squared magnitude of each sampling vector is thus proportional to the vector length n.
To characterize the number of samples that are needed, we consider the high dimensional setting where the vector length n becomes large. We use X to denote a sequence of subsets {X n : n ∈ N} and refer to X as a vector source. The main question we address is whether or not recovery is possible when the number of samples is given by m n = ⌈ρ·n⌉ for some finite sampling rate ρ that is a fixed constant independent of n. We use the notationŝ interchangeably to denote an estimate of the sparsity pattern s, or a family of estimators {ŝ n,m : n, m ∈ N}.
Definition 1.
A sampling rate distortion pair (ρ, α) is said to be achievable for a vector source X if for each integer n there exists an estimatorŝ and ⌈ρ · n⌉ × n sampling matrix A such that
The sampling rate distortion function ρ(α) of a vector source X is the infimum of rates ρ ≥ 0 such that the pair (ρ, α) is achievable. The operational sampling rate distortion function ρ opr (α) of an estimatorŝ is the infimum of rates that are achievable usingŝ.
We focus exclusively on the scaling regime where the sparsity k scales linearly with the vector length n. Definition 2. Given any sparsity rate Ω ∈ (0, 1/2), the vector source X (Ω) is the set of all sequences {x (n) ∈ R n : n ∈ N} for which k n /n → Ω as n → ∞.
From a sampling perspective, the sparsity rate Ω measures the degrees of freedom per dimension of x and is analogous to the rate of innovation [41] or "bandwidth" of an infinite length discrete time sequence.
One limitation of the general source X (Ω) is that the nonzero values may be arbitrarily small, thus making recovery in the presence of noise impossible. In previous work [13] , [14] , this issue is addressed by placing a lower bound on the magnitudes of the nonzero elements of x. This paper uses the more general approach where the nonzero elements are characterized by a distribution F or set of distribution functions F . For any x ∈ R n and sparsity pattern s we define
to be the empirical distribution of {x i : i ∈ s}.
Definition 3. Given any sparsity rate Ω ∈ (0, 1/2) and distribution F with finite second moment and zero probability mass at zero, the vector source X (Ω, F ) is the set of all sequences {x n ∈ R n : n ∈ N} for which k n /n → Ω and F n − F ∞ → 0 as n → ∞. Given any set of distributions F , the vector source X (Ω, F ) consists of the union ∪ F ∈F X (Ω, F ).
To be consistent with previous work, we may for example consider the source X (Ω, F ) where F denotes the set of all distributions whose support is bounded away from zero. However, one advantage of our approach is that we may also consider a source X (Ω, F ) where F has a density around zero, and thus a small number of nonzero elements may be arbitrarily small.
III. BOUNDS FOR COMBINATORIAL OPTIMIZATION
To understand the fundamental tradeoffs involved in sparsity pattern recovery, it is useful to consider the performance that can be achieved without any constraints on computational complexity. In this section, we study the behavior of a particular estimator which uses no prior information about the vector x other than the number k of nonzero elements, but requires solving an NP-hard combinatorial optimization problem. This estimator, which was used by Wainwright [14] to give fundamental scaling results for exact recovery, corresponds to the maximum likelihood estimate of the vector x or equivalently the least squares estimate over the ℓ 0 ball of size k. In this paper, we refer to this estimator as the nearest subspace estimator.
Definition 4 (Nearest Subspace Estimator)
. For a given set (y, A, k), the nearest subspace (NS) sparsity pattern estimatê S NS is selected uniformly at random from the set arg min
where Π(A s ) denotes the m × m orthogonal projection matrix onto the null space of the m × k submatrix A s .
We remark that in many cases, the minimizer of (4) is unique and the nearest subspace estimate is a deterministic function of its inputs. In this section, for example, we derive bounds by considering distributions on the sampling matrix A that guarantee uniqueness almost surely. In other important cases however, such as those considered in Section V, the minimizing set contains multiple sparsity patterns and performance guarantees require randomness.
Also, we remark that the nearest subspace estimator does not use any information about the nonzero values of x. On one hand, this means that the performance of nearest subspace estimator for a source X (Ω, F ) may be suboptimal in general.
(For the special case of Gaussian sources, a connection to optimal estimation in the high SNR setting is discussed in Section VIII.) On the other hand, this means that the operational sampling rate distortion function of a general source X (Ω, F ) corresponds directly to the worst case F ∈ F , a useful property that is not necessarily true for estimators that depends on F .
Before we state our main results, we define the following the key properties of the vector source X (Ω, F ).
Definition 5.
The power of a vector source X (Ω, F ) is given by
where µ F and σ 2 F are the mean and variance of F . Due to the scaling of the sampling matrix given by (3), the power P (Ω, F ) represents the SNR of the samples, that is
Definition 6. For any 0 ≤ β ≤ 1, the β-truncated distribution F β of a distribution F is defined as
where X has distribution F and Z ∈ {0, 1} obeys
with t β and p β chosen such that Pr{Z = 0} = β.
The β-truncated distribution F β characterizes the distribution of the smallest (in magnitude) βk nonzero elements of x. For instance, if F (x) has a nonzero density that is flat in a neighborhood around x = 0 then F β converges to a uniform distribution as β → 0.
Using the above definitions, we are able to state our main result which is an upper bound on the sampling rate distortion function ρ(α). The proof is given in Appendix A. 
where
and P (·, ·) and F β are defined by (5) and (6) respectively. Moreover, if the sampling matrix is i.i.d. Gaussian, then for any sampling rate ρ > ρ NS-UB (α), there exists a constant C > 0 such that the probability of error obeys
One immediate consequence of Theorem 1 is that any distortion α > 0 can be achieved using a finite sampling rate ρ. With respect to scalings of (n, k, m), this particular result has been shown in earlier version of this work [16] , by Akcaya and Tarokh [15] in terms of unspecified constants, and by Aeron et al. [11] , [12] for the discrete valued vectors.
A key difference with respect to previous work, however, is that Theorem 1 provides an explicit upper bound on the value of the sampling rate generally for any distribution F . This characterization makes it possible to understand how the fundamental sampling rate distortion function ρ(α) depends on the distortion α, the SNR, or other key properties of the source.
For instance, the first term on the right hand side of (7) corresponds to the noiseless sampling rate distortion function of the general source X (Ω) when the the sampling matrix is constrained to have i.i.d. elements (see [20, Proposition 1] ). The second term corresponds to the additional sampling rate needed to overcome the noise. At high SNR, this term is inversely proportional to the logarithm of the SNR. Further analysis of the bound in Theorem 1 with respect to scalings of α and the SNR is provided in Section VI.
IV. BOUNDS FOR THRESHOLDING
One question of practical importance is whether there exist computationally efficient estimators whose recovery performance is comparable to that of computationally unconstrained estimators such as the nearest subspace estimator studied in the previous section. In this section, we bound the sampling rate distortion function of a particular thresholding-style estimator and show that in some cases, near-optimal performance can be attained. The estimator we study was first introduced by Fletcher et al [18] , under the name maximum correlation, for the study of exact sparsity pattern recovery. In this paper, we refer to it as the thresholding estimator for reasons that will become clear shortly.
Definition 7 (Thresholding Estimator). For a given set
(y, A, k), the thresholding (TH) sparsity pattern estimateŜ TH is selected uniformly at random from the set arg max
Although the optimization in (9) appears to be similar to the optimization problem in the nearest subspace estimate (4), the key difference is that the above problem can be solved efficiently by identifying the k largest elements of the ndimensional z = A T y. If the minimizer of (9) is unique, then the thresholding estimate can be expressed equivalently aŝ
where t k (z) is the magnitude of the k'th largest nonzero element of z. A connection between the thresholding estimator and optimal estimation for Gaussian sources at low SNR is discussed further in Section VIII.
We now give our main result which is an exact characterization of the sampling rate distortion function ρ(α). The proof is given in Appendix B.
Theorem 2. The operational sampling rate distortion function ρ
TH (α) of the vector source X (Ω, F ) corresponding to the thresholding estimator is upper bounded by the solution
if α < 1 − Ω and is zero otherwise where
In the special case where the distribution F is a zero-mean Gaussian, the solution to (10) can be expressed explicitly.
Corollary 1. If F is a zero-mean Gaussian distribution, then the upper bound on the operational sampling rate distortion function of the thresholding estimator given in Theorem 2 is given by
More generally, the solution to (10) can be upper bounded for any distribution F using the following result which depends only on the average power and the β-truncated distribution of F . The proof is given in Appendix B.
Corollary 2. The upper bound on the operational sampling rate distortion function of the thresholding estimator given in Theorem 2 obeys
where F β is defined by (6) .
A key contribution of Theorem 2 is that any distortion α > 0 can be achieved using a finite sampling rate and a computationally efficient estimator. This means that, with respect to scalings of the dimensions (n, k, m), the performance of the thresholding estimator is equivalent to that of the nearest subspace estimator A further contribution of Theorem 2 is that in many cases, the sampling rate distortion function ρ TH (α) is significantly less than the upper bound for the nearest subspace estimator ρ NS-UB (α) given in Theorem 1 and thus provides an improved upper bound on the fundamental sampling rate distortion function ρ(α). In Section VI, we use this improved upper bound to characterize the rate at which ρ(α) tends to infinity as α tends to zero and the rate at which ρ(α) tends to infinity as the SNR tends to zero.
At a high level, our proof of Theorem 2 is similar to the proof used by Fletcher et al. [18] for exact recovery in the sense that both proofs depend on the asymptotic behavior of the vector A T x. Technically, however, there is a key difference: whereas exact recovery depends on the extreme order statistics, which can be controlled using a union bound, approximate recovery depends on the limiting empirical distribution. Since the elements of A T x are not independent, the main challenge in our proof is showing convergence of the empirical distribution. We use standard truncation arguments as well as Pinsker's inequality and manipulation of various mutual informations.
V. RATE-SHARING SAMPLING MATRICES
The upper bounds on the sampling rate distortion function ρ(α) in Theorems 1 and 2 were derived by analyzing the special case where the elements of A are i.i.d. zero-mean Gaussian. In this section, we show that any upper bound on the operational sampling rate distortion function ρ opr (α) of a vector source X (Ω, F ) and estimatorŝ can be convexified using "rate-sharing" sampling matrices. This result both strengthens our previous bounds and proves that ρ(α) is a convex function.
Before we discuss this strategy, we need the following useful result which shows that the operational sampling rate distortion function ρ opr (α) of an estimatorŝ does not change if the estimator only has approximate information about the sparsity k n . The proof is given in Appendix C.
Theorem 3. Let ρ
opr (α) be the operational sampling rate distortion function of a vector source X (Ω, F ) and estimator s. Letρ opr (α) be the corresponding operational sampling rate distortion function when the estimatorŝ uses some sparsity sequencek n instead of the true sparsity sequence k n . If
One consequence of Theorem 3 is that our bounds on ρ(α) apply to the setting where the number of elements is a random variable that concentrates around the expected value Ωn. This occurs, for example, if the elements of x are i.i.d. random variables with distribution function F X given by
The fact that the sparsity k n does not need to be known exactly is also an important part of our convexification strategy which is described in the following result. The proof is given in Appendix D Theorem 4. Let (ρ 1 , α 1 ) and (ρ 2 , α 2 ) be two achievable sampling rate distortion pairs for a vector source X (Ω, F ) and let {A
∈ R ⌈ρ2·n⌉×n } be the sampling matrix sequences that achieve these rates. For any λ ∈ (0, 1), let {A (n) } be a rate-sharing sampling matrix sequence defined by
where P (n) is distributed uniformly over the set of n × n permutation matrices. Then, the sampling rate distortion pair
Two consequences of Theorem 4 are the following. Additionally, since ρ(α) = 0 for any distortion α ≥ 1 − Ω, we may conclude that
for all 0 ≤ λ ≤ 1.
From a practical standpoint, the rate-sharing strategy used in Theorem 4 shows that, in the high-dimensional setting, our sampling problem can be split into two separate subproblems. Since the splitting is done randomly, the properties of each subproblem, such as the empirical distribution of x, can be accurately characterized in terms of the original problem.
Lastly, we remark upon a key difference between the i.i.d. Gaussian matrices used in Theorems 1 and 2 and the ratesharing matrices described in Theorem 4 with respected to recovering vectors that are sparse in a basis other than the standard basis. In particular, suppose that [42] .
VI. SCALING BEHAVIOR
In this section, we show how the bounds on the sampling rate distortion function ρ(α) given in Theorems 1 and 2 depend on the distortion α and various properties of the source X (Ω, F ) such as the sparsity rate Ω or the power P (Ω, F ). By comparing simplified versions of the upper bounds in this paper with the lower bounds from the companion paper [20] , we are able address questions such as how ρ(α) increases as α becomes small and how ρ(α) converges to the noiseless rate ρ 0 (α) as the SNR becomes large.
One key property of the source is the power P (Ω, F ). To describe scalings of the power we use X (Ω, F ; P ) to denote a source characterized by a distribution F that is scaled to have power P . Another key property of the source is the following.
if the limit exists.
The decay rate L characterizes the relative size the smallest nonzero elements drawn from a source X (Ω, F ). For instance, if X is a random variable with decay rate L < ∞, and we define
The decay rate is L = 0 if X is bounded away from zero and L = ∞ if and only if Pr{X = 0} > 0. We denote by F 0 the set of all distributions F with finite second moment and zero probability mass at zero, and note that L is finite for any F ∈ F 0 .
One useful property of the decay rate is that it can be used to bound the relative power of the β-truncated distribution given in Definition 6. Lemma 1 ( [20] ). Given any distribution function F ∈ F 0 with decay rate L, there exist constants 0 < C
for any 0 ≤ β ≤ 1.
Using the above properties, we are able to provide the following simplified versions of Theorem 1 and 2. Proposition 1. Given any distribution F ∈ F 0 , there exists a constant C F < ∞ such that the operational sampling rate distortion function ρ NS (α) of the vector source X (Ω, F ; P ) corresponding to the nearest subspace estimator is upper bounded by
βΩ log(
for all distortions α ∈ (0, 1/4) where F has decay rate L.
Proposition 2.
Given any distribution F ∈ F 0 , there exists a constant C F < ∞ such that the operational sampling rate distortion function ρ TH (α) of the vector source X (Ω, F ; P ) corresponding to the thresholding estimator is upper bounded by
To understand the significance of Propositions 1 and 2, it is useful to consider the lower bounds from [20] .
Proposition 3 ([20]
). Given any distribution F ∈ F 0 , there exists a constant C F > 0 such that the sampling rate distortion function ρ(α) of the vector source X (Ω, F ; P ) is lower bounded by
Combining Propositions 2 and 3 provides the following tight characterization of the scaling of ρ(α) with respect to α. 
Furthermore, combining Propositions 1, 2, and 3 gives the following characterization of the scaling of ρ(α) with respect to the SNR.
Proposition 5.
Given any distribution F ∈ F 0 , sparsity rate Ω, and distortion α ∈ (0, 1/4), there exist constants 0 < C − F,Ω,α ≤ C + F,Ω,α < ∞ such that the sampling rate distortion function ρ(α) of the vector source X (Ω, F ; P ) obeys
Proposition 5 shows that the tradeoff between the sampling rate ρ and the SNR exhibits two different behaviors: at low SNR, the sampling rate is inversely proportional to the SNR and at high SNR, the sampling rate is inversely proportional to the logarithm of the SNR.
The constant gap between the bounds in Proposition 5, corresponds, roughly speaking, to the use of trivial bounds 0 ≤ ρ 0 (α) ≤ Ω on the noiseless sampling rate distortion function ρ 0 (α). In some cases (see for example Proposition 2 in [20] ) the lower bound in tight. However, in this special case where the sampling matrix is constrained to have i.i.d. elements, we may use stronger bounds from [20] 
Proposition 6 ( [20]). If the sampling matrix is i.i.d., then there exists a constant C > 0 such that the sampling rate distortion function ρ(α) of the vector source X (Ω, F ; P ) is lower bounded by
for all distortions α ∈ (0, 1/4) that satisfy
VII. EXAMPLES AND ILLUSTRATIONS
This section provides specific examples and illustrations of the upper bounds on the sampling rate distortion function ρ(α) given in Theorems 1, 2, and 4.
A. Bounds for a Gaussian Source
To begin, we consider the setting where F is the distribution of a zero-mean Gaussian random variable with variance σ 2 . It is clear to see that the power of the source X (Ω, F ) is given by P (Ω, F ) = Ωσ 2 , and it can be shown (see Appendix D of [20] ) that the power corresponding to the β-truncated distribution F β is given by
Since the Gaussian distribution has decay rate L = 1, we know that the power P (Ω, F β ) scales like β 2 for small β.
Applying a Taylor expansion to the to (25) gives the more precise characterization
To illustrate our bounds on the sampling rate distortion function of this source, we first consider the special case where the sampling matrix is required to have i.i.d. elements. In Figure 2(a)-(b) , the upper bounds on ρ(α) given in Theorems 1 and 2 are shown as a function of α for two different SNRs. Since these bounds correspond to an i.i.d. Gaussian sampling matrix, they represent valid upper bounds for i.i.d. sampling matrices. Also shown is a lower bound (see [20, Theorem 4] ) which applies universally to any estimator and i.i.d. sampling matrix.
In the low SNR setting (Figure 2(a) ) the best bound corresponds to the thresholding estimator, and in the high SNR setting (Figure 2(b) ) the best bound corresponds to the nearest subspace estimator. Since our analysis of the thresholding estimator is exact (at least for the case of a Gaussian sampling matrix), these results indicate that the nearest subspace estimator is significantly better than the thresholding estimator at high SNR. However, since the upper bound on the nearest subspace estimator is not necessarily tight, it is not possible to say which estimator is better at low SNR. It is interesting to observe that in both cases, the bounds show that ρ(α) is relatively flat for nonzero distortions α, but tend to infinity rapidly as α → 0. This behavior shows why it is important to consider approximate recovery of the sparsity pattern.
Next, we address what happens if there are no constraints on the sampling matrix (other than the normalization imposed by (3)). In Figure 3(a)-(b) , convex versions of the upper bound on ρ(α) given in Theorems 1 and 2 corresponding to the ratesharing strategy given in Theorem 4 are shown as a function of α for two different SNRs. Also shown is a lower bound (see [20, Theorem 3] ) which applies universally to any estimator and sampling matrix.
The basic behavior of the bounds in Figure 3 is similar to that of the bounds for i.i.d. sampling matrices in Figure 2 . For the upper bounds, the main difference between the two settings occurs at relatively large distortions. For the lower bounds, the difference is most prominent at high SNR. It is particularly interesting to note that for large distortions, the high SNR nearest subspace bound in Figure 3(b) is less than the corresponding lower bound in Figure 2(b) . This behavior addresses the question as to whether or not i.i.d. sampling matrices are optimal in the asymptotic setting and shows that in certain cases such matrices are suboptimal.
B. Bounds for a General Source
We now show how our upper bounds, which are stated in terms of a single distribution function F , can be extended to more general sources characterized by a set of distributions F . In particular, we consider the source X (Ω, F (η, γ)) where, for any parameters η ∈ [0, 1] and γ ∈ (0, ∞), we define F (η, γ) ⊂ F 0 to be the set of all distributions with power γ and a lower bound √ ηγ on the magnitude of any realization.
This source, which we refer to as the bounded source, assumes very little about the actual nonzero values and corresponds to assumptions commonly used in literature for exact recovery [8] , [9] , [11] - [20] .
To apply the bounds given in Theorems 1 and 2 we use the simple fact that, for any set of distributions F and fixed estimatorŝ, the operational sampling rate distortion function of the source X (Ω, F ) is equal to the supremum over F ∈ F of the operational sampling rate distortion of the source X (Ω, F ) . In other words, we may uniformly bound the source X (Ω, F ) by considering the worst case distribution F ∈ F . We remark that this useful property, which is true for any fixed estimator s, is not necessarily true for the fundamental sampling rate distortion function since the optimal estimator for a source X (Ω, F ) depends on the distribution F .
To bound the operational sampling rate distortion function corresponding to the nearest subspace estimator, we observe that for any distribution F , a lower bound on the power P (Ω, F β ) of the β-truncated distribution F β provides an upper bound on the right hand side of (7). Using the fact that inf F ∈F (η,γ) P (Ω, F β ) = βΩηγ, gives the following upper bound
To bound the operational sampling rate distortion function corresponding to the thresholding estimator, we use Corollary 2 and the fact that
to obtain the upper bound
In Figure 2 (c)-(d), the upper bounds (26) and (27) are shown as a function of the the distortion α for two different SNRs. Also shown is a lower bound designed specifically for the bounded source X (Ω, F (η, γ)) and i.i.d. sampling matrices (see [20, Section VI-C]). In Figure 1 , the same bounds are shown as a function of the SNR for fixed α. In Figure 3 (c)-(d), convex versions of the upper bounds (26) and (27) corresponding to the rate-sharing strategy given in Theorem 4 are shown as a function of α for various SNRs. Also shown is a lower bound (see [20, Theorem 3] ) which applies universally to any estimator and sampling matrix.
Our bounds for the bounded source have many similarities with the bounds for the Gaussian source. In both cases, the nearest subspace estimator bound is stronger at high SNR and the thresholding bounds is stronger at low SNR. Also, in both cases, the bounds are relatively flat for a range of α, but increase rapidly as α tends to zero. The main difference between bounded source and Gaussian source, however, is the point at which this change in behavior occurs. For example, in Figures 3(a)-(b) the bounds increase rapidly for all α less than 0.05. In the corresponding plots for the bounded source, Figure  3 (c)-(d), this same behavior occurs, but only for α much less than 0.01.
The reason that small distortions are easier to obtain for the bounded source than for the Gaussian source is that the difficulty of recovery for α ≈ 0 is dominated by the size of the smallest nonzero values. For the bounded source, these values are bounded away from zero whereas for the Gaussian source the values may be arbitrarily small. This property of a source is precisely what the decay rate L given Definition 8 is designed to capture. For example, using the fact that the Gaussian distribution has decay rate L = 1 and every distribution F ∈ F (η, γ) has decay rate L = 0, the precise rate at which ρ(α) increases as α → 0 can be determined using Proposition 4.
VIII. CONNECTIONS WITH OPTIMAL ESTIMATION
In this last section, we study the optimal estimator for the vector source X (Ω, F ) characterized by a zero-mean Gaussian distribution F , and show that certain limiting versions of this estimator correspond to the nearest subspace and thresholding estimators studied in Sections III and IV.
Our first result describes the optimal estimator associated with our distortion metric (2) . The proof, which follows directly from the Bayesian formulation of the problem, is left as an exercise.
Proposition 7.
Let X ∈ R n be a random vector whose sparsity pattern S is distributed uniformly over S n k and whose nonzero elements {X i : i ∈ s} are standard Gaussian random variables, and let
for some γ ∈ (0, 1) where A ∈ R m×n is a known sampling matrix and W is a standard Gaussian random vector. For any distortion α ∈ [0, 1], the sparsity pattern estimateŜ that minimizes the error probability Pr{d(S,Ŝ) > α} corresponds to the estimator
Unlike the nearest subspace and thresholding estimators, the optimal Gaussian estimator (28) depends on the SNR parameter γ as well as the distortion bound α. One consequence of this dependence is that the optimal estimate is not invariant to scalings of the samples y. Another consequence is that it is not possible in general for a single sparsity pattern estimateŝ to be uniformly optimal for all distortions α ∈ [0, 1).
To determine whether or not the optimal Gaussian estimator is significantly better than estimators that do not depend on the parameters γ or α, it is useful to consider the bounds on the operational sampling rate distortion functions illustrated in Figures 2 and 3 . Since the lower bounds in these figures apply universally to any estimator, including the optimal Gaussian estimator, the relative tightness of the upper and lower bounds shows that near-optimal performance can be attained using the nearest subspace estimator in the high SNR setting and the thresholding estimator in the low SNR setting.
One explanation for this behavior is provided by the following non-asymptotic result which shows that the optimal Gaussian estimator converges pointwise to the nearest subspace estimator as γ → 1 and to the thresholding estimator as γ → 0. The proof of this result is rather long and and can be found in [43] .
Theorem 5. Let y ∈ R
m , A ∈ R m×n and k ∈ {1, 2, · · · , n} be fixed inputs. Let α ∈ [0, 1) be a fixed distortion.
1) If the nearest subspace estimator is unique, then
2) If the thresholding estimator is unique and the columns of A are equal magnitude, then
We first address the high SNR convergence (29) shown in Theorem 5. For the special case of exact recovery (α = 0), this result is not particularly surprising, in part because the nearest subspace estimator corresponds to the maximum likelihood estimate of the vector x. What is less obvious, and in fact significantly more difficult to prove, is that this convergence occurs universally for all distortion bounds α. This result is interesting because it explains why the nearest subspace algorithm performs so well in the high SNR setting for a large range of distortions. Nevertheless, it is important to keep in mind that the rate at which the probability of error tends to zero still depends on the distortion bound α (see for instance, the example given in [43, Proposition 2]).
Next, we address the low SNR convergence (30) shown in Theorem 5. In this case, the log likelihood function exp{ψ(s)} becomes proportional to A s y 2 as γ → 0. Using the fact that A s y 2 can be expressed as a sum over terms indexed by the indices in s shows that the convergence occurs uniformly for all α. What is particularly interesting about this result is that it shows that near-optimal estimation in the low SNR setting can be achieved using a computationally efficient estimator.
APPENDIX A PROOF OF THEOREM 1
Let s * denote the true sparsity pattern of x and define the set B α := {s ∈ S n k : d(s * , s) ≤ α}. Observe that the event
guarantees that the distortion of the nearest subspace estimate is less than or equal to α. Moreover, for any threshold t, the event E is implied by E 1 (t) ∩ E 2 (t) where
and thus the probability of error can be upper bounded as
In the following, we show that there exists a threshold t such that both Pr{E c 1 (t)} and Pr{E c 2 (t)} decay exponentially rapidly with the problem size n when the elements of the sampling matrix A are i.i.d. zero-mean Gaussian random variables.
We begin with following result which characterizes the marginal distribution of each projection Π(A s
Lemma 2.
For any sparsity pattern s ∈ S n k , the random variable
has a chi-square distribution with m − k degrees of freedom.
Proof: Since Π(A s ) projects onto the null space of A s ,
where the vector A s * \s x s * \s + W is independent of Π(A s ) and has i.i.d. Gaussian elements with zero mean and variance 1+ 1 n x s * \s 2 . Using the rotational invariance of the Gaussian distribution, and the fact that the projection matrix Π(A s ) has rank m − k almost surely concludes the proof.
We now consider the event E 1 (t). Using Lemma 2 gives
Applying the chi-square concentration bounds in Lemma 8 in Appendix F shows that
Next we consider the event E 2 (t). Using the union bound and Lemma 2 gives
If we defined the set U β := {s : d(s * , s) = ⌈βk⌉/k} and the functional
then we obtain the further bound
12
A simple counting argument gives
and using Lemma 7 in Appendix F shows that
To lower bound P β (x) we use the following result.
Lemma 3.
For any sequence of vectors {x (n) } ∈ X (Ω, F ) and ǫ ∈ (0, 1),
uniformly for all β ∈ (ǫ, 1) where P (·, ·) and F β are defined by (5) and (6) respectively.
Proof: For each n, let F n andF n denote the empirical distributions of {x i : i ∈ s * } and {x
n (p) = inf{x :F n (x) ≤ p} denote the inverse ofF n and observe that
n (p)dp. (35) Next, let X be a random variable with distribution F and let F be the distribution of X 2 . By definition, F n → F uniformly for any sequence drawn from the vector source X (Ω, F ). We note that in some cases, this convergence is sufficient to show thatF −1 n →F −1 uniformly. In general, however, flat sections in F may correspond to discontinuities inF −1 and thus more care is needed.
Observe that the convergence F n → F does guarantee that for n large enough,
for all 0 ≤ p ≤ 1 − ǫ. Hence, combining (35) and (36) gives,
which completes the proof. Applying Lemma 3 and the chi-square large deviation bounds from Lemma 8 in Appendix F shows that for any ǫ > 0 and t < 1 + P (Ω, F β−ǫ ),
Combining (33), (34) and (37) shows that the probability of error decays exponentially rapidly with n provided that the sampling rate ρ obeys
for some ǫ > 0 and threshold 1 < t < 1+P (Ω, F β−ǫ ). Taking the infimum over all such rates completes the proof.
APPENDIX B PROOF OF THEOREM 2
For each integer n, denote by Z n = [Z n,1 , · · · , Z n,n ] the random vector with elements given by
and define the functions
With a bit of work it can be verified that the thresholding estimate is successful with respect to distortion α if and only if
In the following, we identify the infimum over all sampling rates ρ such that (38) occurs with probability tending to one as n → ∞ when the elements of the sampling matrix A are i.i.d. zero-mean Gaussian random variables.
The key technical parts of the proof are given by the following results which characterize the asymptotic convergence of the empirical distributions D 
Lemma 4. For any sequence {x
(n) } ∈ X (Ω, F ) and ǫ > 0,
where D − (t) = 2Q(t).
Lemma 5.
For any sequence {x (n) } ∈ X (Ω, F ) and ǫ > 0,
(Ω,F ) , t dF (u). Using Lemmas 4 and 5, the remainder of the proof is relatively straightforward. Since D − (t) is continuous and strictly decreasing, and since D + (t; Ω, F, ρ) is continuous and strictly increasing in t, and continuous and strictly decreasing in ρ, the bound defined in Theorem 2 can be rewritten as ρ TH-UB (α) = inf ρ : D + (t * ; Ω, F, ρ) < α where t * = inf{t :
The convergence given in Lemmas 4 and 5 shows that condition (38) occurs with probability tending to one if ρ > ρ TH-UB (α) and does not occur with probability tending to one if ρ < ρ TH-UB (α), which concludes the proof.
A. Proof of Lemma 4
Conditioned on any realization Y (n) = y (n) , the variables {Z n,i : i / ∈ s} are i.i.d. Gaussian with zero mean and variance
almost surely and uniformly as n → ∞.
Furthermore, by law of large numbers, σ 2 (Y (n) , x (n) ) → 1 almost surely as n → ∞ for any random sequence {Y (n) }, and thus,
almost surely and uniformly as n → ∞. Using the fact that Pr{χ 2 1 > t} = 2Q(t) for t ≥ 0 completes the proof.
B. Proof of Lemma 5
The main challenge in this proof is that, for each problem of size n, the variables {Z 2 n,i : i ∈ s} are neither independent nor identically distributed. To proceed, we first show that D + n (t) converges in expectation to the limit D + (t), and then show that D + n (t) also converges in probability.
Convergence in expectation:
Observe that the expectation of D + n (t) depends only on the marginal distributions of the elements {Z 2 n,i : i ∈ s} and is given by
To further characterize the probabilities Pr{Z 2 n,i < t}, we decompose each column of the sampling matrix as A i = A i U i where U i = A i / A i is a random unit vector independent of A i . We can then write
where the random variable
is independent of A i and has a Gaussian distribution with zero mean and
2 is a chi-square random variable with m degrees of freedom, the chi-square large deviation results in Lemma 8 in Appendix F show that
almost surely for any sequence of sampling matrices A (n) . Combining (39) and (40) shows that the marginal distributions of the elements {Z n,i : i ∈ s} are asymptotically Gaussian, or more explicitly,
where the mean and variance are given by
Hence, by the definition of G(·, ·), the asymptotic expectation of D + n (t) can be expressed as
To evaluate the right hand side of (41), we use a truncation argument to show that the effect of any "large" nonzero elements x i is negligible. More precisely, we define the set of indices I n = {i ∈ s : x 2 i < √ n} and observe that since the empirical distribution F n of {x i : i ∈ s} converges uniformly to F for any sequence {x (n) } ∈ X (Ω, F ),
where we use the fact that 0 ≤ G(·, ·) ≤ 1.
Starting from Equation (41) and using the above observations gives
and thus we have shown that D + n (t) converges in expectation to the desired limit.
Convergence in probability: We now show that the variance of D + n (t) tends to zero uniformly as n → ∞. Using this result, the desired convergence in probability follows directly from Chebyshev's inequality.
To begin, we define the set I n = {i ∈ s : x 2 i < √ n} and the quantity
Since |I n |/k → 1 for any sequence {x (n) } ∈ X (Ω, F ), and since 0 ≤ δ 
The next step is to show that the right hand side of (42) converges to zero uniformly in t. For a given n, let p i denote the probability measure on Z n,i and p i,j the joint probability measure on (Z n,i , Z n,j ). Then, for all t,
where p i,j − p i p j T V denotes the total variation distance between p i,j and p i p j . Using Pinsker's inequality [44] , the total variation distance can be upper bounded by the mutual information between Z n,i and Z n,j as
To bound the mutual information I(Z n,i ; Z n,j ) we may expand the information I(Z n,i , A i ; Z n,j , A j ) two different ways using the the chain rule for mutual information to obtain
In the following, we show that each of the terms on the right hand side of the above equation tends to zero as n → ∞. First, by the independence of the columns A i and A j we have I(A i ; A j ) = 0 for all n.
Next, we consider the term I(Z n,i ; A j |A i ). Observe that the random variable 
A symmetric argument shows that the same limit applies to the term I(A i ; Z n,j |A j ). Lastly, we consider the term I(Z n,i ; Z n,j |A i , A j ). With a bit of work, it can be shown that for any realizations A i = a i , A j = a j , the variables Z n,i and Z n,j are jointly Gaussian with covariance
Using the fact that U =
has a Beta(1, n − 1) distribution, it follows that
.
which completes the proof.
C. Proof of Corollary 2
From Theorem 2, a sampling rate distortion pair (ρ, α) is achievable if
where W has a Gaussian distribution with zero mean and unit variance, X has distribution F and is independent of W , and
Observe that for any x > 0, we can write
Furthermore, if we let x = P (1, F α/2 ), then
where F −1 X 2 denotes the quantile function of X 2 , and thus
Additionally, if ρ satisfies (12), then
Combining (44) and (45) shows that the left hand side of (43) is less than or equal to α which completes the proof.
APPENDIX C PROOF OF THEOREM 3
Let (ρ, α) be a sampling rate distortion pair that is achievable for the source X (Ω, F ) and estimatorŝ and let {A (n) ∈ R ⌈ρ·n⌉×n } be the sampling matrix sequence that achieves this rate. Furthermore, let {x (n) } ∈ X (Ω, F ) be an arbitrary sequence of vectors with sparsity k n , and letk n be a sequence of integers that obeys lim n→∞ |k n −k n |/n = 0 and lim sup n→∞ k n −k n ≤ 0. In the following, we show that the asymptotic performance of the estimatorŝ(y, A,k n ) corresponding to the sequencek n is the equal to that of the estimatorŝ(y, A, k n ) corresponding to the true sparsity k n . For notational simplicity, we will often make the dependence on the problem size n implicit and write x, A, and k instead of x (n) , A (n) , and k n . To begin, let {x (n) } ∈ X (Ω, F ) be a related sequence of vectors with sparsityk whose sparsity patterns obeys |s∩s| = min(k,k) and whose nonzero values obey x − x → 0 as n → ∞. By the definition of X (Ω, F ), it can be verified that such a sequence is guaranteed to exists. Also, for each integer n, let Y = Ax + W andỸ = Ax + W be the samples of x andx corresponding to the common sampling matrix A and noise vector W. Now, using the triangle inequality gives
where, by assumption, the first term on the right obeys
To deal with the second term, we note that
and use the following lemma.
Lemma 6. Let Y = Ax + W where x ∈ R n and A ∈ R m×n are fixed and W ∈ R m is a standard Gaussian vector. Furthermore, letŝ : R m → S n be a sparsity pattern estimator.
Proof: For simplicity, suppose thatŝ is a deterministic function; the extension of the proof to handle random estimators is straightforward. Define the set
and observe that Pr{W ∈ W} < ǫ. Thus, for any z ∈ R m ,
where (48) follows from Pinsker's inequality (see for example [44] ) and D KL (· ·) is the Kullback-Leibler divergence.
Combining Lemma 6 and (46) gives
where the expectation is taken with respect to the random matrix A. By the achievability of (ρ, α), the first term on the right hand side of (49) tends to zero as n → ∞. Additionally, since the elements of the vector A(x −x) are i.i.d. Gaussian with zero mean and variance x −x 2 /n, it follows from Jensen's inequality that
and thus the second term tends to zero as n → ∞ by the assumptions onx. Hence, we have shown that for any ǫ > 0, Pr s,ŝ(Y, A,k)) > α + ǫ → 0 as n → ∞ which proves our desired result.
APPENDIX D PROOF OF THEOREM 4
To begin, we note that the sampling rate associated with the sequence {A (n) } is given by lim n→∞ ⌈ρ 1 · ⌈λ · n⌉ + ⌈ρ 2 · (n − ⌈λ · n)⌉⌉ n = λρ 1 + (1 − λ)ρ 2 .
Also, since E A (n) 2
F + E A (n−⌈λ·n⌉) 2 2 F , each matrix A (n) obeys the scaling constraint (3). Next, we observe that for each integer n, the vector of samples Y can be expressed as
where X 1 ∈ R ⌈λ·n⌉ and X 2 ∈ R n−⌈λ·n⌉ correspond to a random permutation and partition of the elements in x (n) . Note that the sparsity patterns S 1 and S 2 of X 1 and X 2 are random sets that obey E|S 1 | = Ω⌈λ · n⌉ and E|S 2 | = Ω(n − ⌈λ · n⌉) respectively. LetŜ 1 andŜ 2 be estimates of these sparsity patterns that are made separately using the samples Y 1 and Y 2 and expected sizes (since the true sizes are unknown), and letŜ be the estimate of the original sparsity pattern s based on the union ofŜ 1 andŜ 2 mapped back into the original index set of x.
Since S 1 and S 2 correspond to a disjoint partition of s, it can be verified that Also, since the permutation is independent of x (n) , both {X (n) 1 } and {X (n) 2 } are elements of the vector source X (Ω, F ) almost surely. Thus, lim n→∞ Λ = λ almost surely and, by Theorem 3, the distortions on the right hand side of (50) will be less than α 1 and α 2 , respectively, with probability tending to one. Putting everything together shows the distortion λα 1 + (1 − λ)α 2 is achievable, which concludes the proof.
APPENDIX E PROOFS OF SCALING BOUNDS

A. Proof of Proposition 1
This proof follows from the upper bound (7) given in Theorem 1. We first consider the denominator. Using Lemma 1, Lemma 9 in Appendix F, and the concavity of the logarithm, shows that there exists some constant C 1 > 0 such that L 1 + P (βΩ, F β ) ≥ C 1 log 1 + β 4L+2 P 2 .
Next we consider the numerator. Since the binary entropy function H(·) is concave and increasing on the interval To conclude the proof, we use Lemma 10 in Appendix F which shows that it is sufficient to take the maximum over only the endpoints α = β and α = 1.
B. Proof of Proposition 2
This proof follows directly from the upper bound (12) given in Corollary 1. Using Lemma 1 shows that there exists some constant C 1 < ∞ such that
Furthermore, using the bound Q −1 (p) ≤ −2 log(2p) for 0 ≤ p ≤ 1/2 (see [45, pp. 53 ]) gives
Combining (51) and (52) 
Pr χ
where L(·) is defined in (8) .
Proof: The proof of (53) follows directly from [46, pp. 1325] . To prove (54), we apply a Chernoff bound (see [44, pp. 318] ) to obtain Pr χ where L(·) is defined in (8) .
Proof: It is convenient to prove the slightly stronger result
Observe that for any a > 0, the above expression can be expressed equivalently as
− log e a (1 + e −2 x 2 )
(1 + x) 2 + a − 2x 1 + x > 0.
Using the bound log(1 + x) < x, it can be shown that the above statement is true if
(1 + a − e a ) + 2ax − (1 − a + e a−2 )x 2 > 0.
Evaluating the above condition with a = 2 shows that the bound holds for any x > 5 and evaluating with a = 1 shows that the bound holds for any .4 ≤ x ≤ 5. For the case x < .4 we use a different bounding technique. Using the bounds x(1 − x/2) ≤ log(1 + x) ≤ x it can be shown that Hence, we have shown that the bound holds for all x ≥ 0. where we have used the fact (which can be verified using differentiation) that the function −x log(x)/ log(γx b ) is strictly increasing over the interval [x 2 , 1/8].
