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vRésumé
Dans une première partie, nous considérons des problèmes de Cauchy pour des équa-
tions et systèmes hyperboliques du premier ordre. Nous donnons une représentation
de l’opérateur solution comme produit infini d’opérateurs intégraux de Fourier à phase
complexe. Nous démontrons la convergence de cette représentation dans les espaces
de Sobolev, ainsi que celle du front d’onde. Pour les systèmes, nous traitons les cas
symétriques et symétrisables. La représentation proposée conduit naturellement à des
schémas numériques pour la résolution des problèmes de Cauchy. Nous présentons
des applications de cette méthode dans le domaine de l’imagerie sismique. Dans ce
cadre, grâce à des approximations microlocales nous obtenons des schémas efficaces.
D’autres applications de l’analyse microlocale à la sismologie sont présentées.
Dans une seconde partie, nous étudions la contrôlabilité aux trajectoires pour des
équations paraboliques linéaires et semi-linéaires. Nous nous intéressons plus parti-
culièrement au cas d’opérateurs sous forme divergentielle où le coefficient de la partie
principale est non continu. Nous prouvons tout d’abord une inégalité de Carleman,
en dimension un d’espace, pour un coefficientC 1 par morceaux. Par un passage à
la limite dans l’inégalité de Carleman, ce résultat est étendu au cas d’un coefficient
BV . Avec ces résultats, nous prouvons la contrôlabilité de ces équations paraboliques
en dimension un d’espace sans faire d’hypothèse de compatibilité entre la région de
contrôle et les signes des sauts du coefficient discontinu. De plus, nous exhibons un
cas en dimension supérieure pour lequel la même conclusion est obtenue. Finalement,
nous utilisons une inégalité de Carleman afin d’identifier le coefficient discontinu à
partir de mesures faites sur la solution.
Abstract
In a first part, we consider Cauchy problems for first-order hyperbolic equations and
systems. A representation of the solution operator of these equations is given as an
infinite product of Fourier integral operators with complex phase. The convergence in
Sobolev spaces of this representation is proven as well as the convergence of the wa-
vefront set. In the case of systems, symmetric and symmetrizable systems are conside-
red. The proposed representation naturally yields numerical schemes for the resolution
of the Cauchy problems. We present applications of this method to the field of seis-
mic imaging. There, approximations are performed to obtain efficient schemes. Other
applications of microlocal analysis to seismology are presented.
In a second part, we study the controllability to the trajectories for linear and semili-
near parabolic equations. We focus on the case of operators in divergence form where
the coefficient in the principal part is non continuous. We first derive a Carleman esti-
mate, in one space dimension, for a piecewise-C 1 coefficient. This result is extended
to a BV coefficient by passing to the limit in the Carleman estimate. With these results,
we prove that the controllability for parabolic equations is achievable in one space di-
mension without assuming any compatibility between the control region and the signs
of the jumps of the discontinuous coefficient. We further exhibit a case in higher di-
mension for which the same conclusion holds. Finally, we make use of a Carleman
estimate to identify the discontinuous coefficient from measurements of the solution.
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Introduction
Les travaux constituant ce mémoire concernent deux sujets différents. Le premier est en continuité avec
certains de mes travaux de thèse et concerne l’analyse microlocale appliquée ; le second est issu d’une
problématique que j’ai abordée plus récemment, le contrôle des équations aux dérivées partielles.
Dans une première partie je m’intéresse à des systèmes hyperboliques et en particulier à une forme de
représentation de leurs solutions par produit infini d’opérateurs intégraux de Fourier (OIF). J’entends par
là qu’une approximation de la solution est donnée par produit fini d’OIF et qu’un passage à la limite sur
le nombre d’opérateurs utilisés donne la solution recherchée. Les outils employés pour arriver à de tels
résultats sont ceux de l’analyse microlocale : calcul pseudodifférentiel, calcul des OIF, estimations pour les
opérateurs pseudodifférentiels (inégalité de Gårding, théorème de Calderón-Vaillancourt). Les étapes des
démonstrations sont aussi liées à des idées d’analyse numérique (stabilité, consistance). Les points d’orgue
de cette première partie sont le théorème de convergence de cette représentation dans les espaces de Sobolev
et celui de convergence du front d’onde de la solution, dans le cas scalaire, ainsi que l’extension de cette
représentation au cas des systèmes symétrisables. Cette représentation de la solution est intéressante car
chaque OIF dans le produit est donné de manière explicite et simple. De plus, la représentation obtenue est
exacte et non modulo un opérateur régularisant. Enfin, ces résultats conduisent à des schémas numériques
naturels. Moyennant certaines approximations ils peuvent être rendus efficaces. Une de mes motivations
dans ces travaux est l’imagerie sismique et je montre comment ces résultats sont utilisés à des fins de
reconstruction des interfaces du sous-sol à partir de données sismiques. Des exemples d’implémentations
sont présentés. Le Chapitre 1 de cette première partie concerne les travaux publiés dans [8, 15, 10] ainsi
que l’article soumis [20]. Dans le Chapitre 2, dans un but d’illustration, j’expose certains de mes travaux
plus anciens d’imagerie, correspondant pour une partie à mes travaux de thèse [6, 12, 13, 5, 14, 11]. Bien
que restant concis, je les reformule à la lumière des résultats obtenus au Chapitre 1. Je résume aussi à la fin
de ce chapitre des travaux sur le prolongement de données sismiques [7, 16] que j’ai entrepris depuis ma
thèse.
La deuxième partie de ce mémoire traite du contrôle des équations paraboliques et plus particulièrement
des équations pour lesquelles le coefficient de diffusion dans la partie principale est discontinu. Dans ce
cas, seuls des résultats partiels ont été obtenus à ce jour. En dimension un d’espace, il existe un résultat de
contrôlabilité à zéro d’équations linéaires, ainsi que, en dimension quelconque, un résultat de contrôlabilité
à zéro pour des équations semilinéaires avec une condition de compatibilité entre le coefficient discontinu
et la zone de contrôle. En dimension un d’espace, je montre comment la contrôlabilité des équations semi-
linéaires peut être obtenue sans avoir à imposer cette condition de compatibilité. En dimension plus grande
que deux, j’exhibe des cas où la contrôlabilité à zéro est réalisable sans avoir à respecter cette compatibilité.
Les outils essentiels dans ces travaux sont les inégalités de Carleman pour les opérateurs paraboliques qui
ont un vaste champ d’applications. En dimension un d’espace, une telle inégalité est obtenue pour un coeffi-
cientC 1 par morceaux avec un zone d’observation arbitraire grâce à un choix particulier de fonction poids.
Le résultat de contrôlabilité des équations semilinéaires en découle alors. Pour des coefficients plus géné-
raux, à variations bornées, je procède par un passage à la limite dans les inégalités de Carleman. Ce sont ces
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inégalités en dimension un d’espace qui permettent alors de montrer la contrôlabilité d’une équation para-
bolique, en dimension plus grande que deux, où le coefficient est singulier dans une seule direction, avec
une zone de contrôle arbitraire. Avec de telles inégalités de Carleman je m’intéresse aussi à un problème
d’identification de coefficients pour les équations paraboliques. J’expose un tel travail de problème inverse
à la fin de cette deuxième partie. Cette deuxième partie concerne les travaux publiés dans [1, 9, 2, 3].
Première partie
Analyse microlocale appliquée
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Chapitre 1
Représentation de solutions d’équations
hyperboliques par produits d’opérateurs
intégraux de Fourier
1.1 Introduction
Les équations hyperboliques modélisent les phénomènes ondulatoires et ceux de transport. L’analyse micro-
locale est un outil privilégié de leur étude. Le point de vue mathématique du front d’onde [Hör71], et sa pro-
pagation, permettent de comprendre les notions physiques contenues dans le principe de Huygens [Huy90].
Quand les coefficients sont suffisamment réguliers les solutions de telles équations peuvent être représen-
tées en général1 à partir d’intégrales oscillantes. Cette méthode remonte aux travaux de Lax [Lax57]. Cette
approche fut concrétisée par la théorie des opérateurs intégraux de Fourier (OIF) d’Hörmander [Hör71,
DH72]. En pratique, lorsque l’on cherche à caractériser l’opérateur solution comme un OIF, la représenta-
tion est, en fait, obtenue modulo un opérateur régularisant. On obtient alors une paramétrix [DH72, GS94].
Nous allons développer ici une méthode différente de représentation de l’opérateur solution. L’opérateur
sera exprimé comme un produit infini d’OIF, où chaque OIF sera une approximation infinitésimale de
l’opérateur solution. Cette représentation ne se fera pas modulo un opérateur régularisant. Nous étudions
tout d’abord les équations du premier ordre. Les équations d’ordres supérieurs quand elles peuvent être
mises sous la forme de systèmes du premier ordre symétrisables seront étudiées ensuite.
Nous considérons le problème de Cauchy scalaire suivant
∂zu + a(z, x,Dx)u = 0, 0 < z ≤ Z,(1.1.1)
u |z=0 = u0,(1.1.2)
où Z > 0, u = u(z, x), x ∈ Rn, n ≥ 1, et a(z, x, ξ) est continu en z à valeurs dans S 1(Rn ×Rn), avec la notation
habituelle Dx = 1i ∂x. Des hypothèses supplémentaires seront faites sur le symbole a(z, x, ξ) (les espaces
de symboles sont proprement définis dans la section 1.2). Nous désignons par U(z, 0) l’opérateur solution
de (1.1.1)–(1.1.2) quand il est bien défini. Nous préciserons l’espace de fonctions dans lequel nous nous
plaçons plus loin.
Nous nous intéressons ici à l’obtention d’une représentation de U(z, 0), par passage à la limite dans un pro-
duit de composition d’opérateurs intégraux de Fourier qui, individuellement, réalisent une approximation
de U(z′, z) quand |z′ − z| est petit. En particulier nous nous intéressons à l’ordre de convergence d’une telle
1Si nous nous plaçons par exemple dans le cas des équations strictement hyperboliques.
5
6 1. Représentation de solutions d’équations hyperboliques par produits d’opérateurs intégraux de Fourier
approximation ainsi qu’à la propagation des singularités et à sa convergence dans le passage à la limite.
La représentation étudiée ici trouve ses origines dans des travaux de sismologues [Gaz78, Sto78, GS84,
SFdLFK90] qui ont l’imagerie sismique comme objectif.
Le cas des coefficients constants permet de bien appréhender la méthode que nous proposons. Quand
a(z, x, ξ) est indépendant de x et z, il est alors naturel de traiter un problème tel que (1.1.1)–(1.1.2) au
moyen d’une transformée de Fourier. Alors nous avons
u(z, x′) =
Ï
ei〈x
′−x,ξ〉−za(ξ) u0(x) d−ξ dx,
où d−ξ := dξ/(2pi)n. Pour que ceci soit bien défini pour tout u0, pris par exemple dans S (Rn), nous allons
imposer à la partie réelle du symbole principal de a d’être positive. Quand le symbole a dépend à la fois de
x et z on s’attend intuitivement à avoir
u(z, x′) ≈ u1(z, x′) :=
Ï
ei〈x
′−x,ξ〉−za(0,x′,ξ) u0(x) d−ξ dx
quand z est petit. On obtient alors une solution approximative du problème de Cauchy (1.1.1)–(1.1.2) quand
z ∈ [0, z(1)] avec z(1) petit. Souhaitant obtenir une approximation de la solution pour des valeurs plus impor-
tantes du paramètre d’évolution z nous résolvons le nouveau problème de Cauchy
∂zu + a(z, x,Dx)u = 0, z(1) < z ≤ Z,
u(z, .) |z=z(1) = u1(z(1), .),
dont nous obtenons une approximation de la solution par
u(z, x′) ≈ u2(z, x′) :=
Ï
ei〈x
′−x,ξ〉−(z−z(1))a(z(1),x′,ξ) u1(z(1), x) d−ξ dx.
Cette procédure est alors répétée jusqu’à atteindre z = Z.
Nous désignons par G(z′,z) l’opérateur de noyau
G(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉e−(z
′−z)a(z,x′,ξ) d−ξ.(1.1.3)
La procédure itérative que nous venons de décrire nécessite la composition de tels opérateurs : si 0 ≤ z(1) ≤
· · · ≤ z(k) ≤ Z, nous avons alors
uk+1(z, x) = G(z,z(k)) ◦ G(z(k),z(k−1)) ◦ · · · ◦ G(z(1),0)(u0)(x),
quand z ≥ z(k). Nous définissons alors l’opérateurWP,z pour une subdivisionP de [0,Z],P = {z(0), z(1), . . . , z(N)},
avec 0 = z(0) < z(1) < · · · < z(N) = Z,
WP,z :=

G(z,0) si 0 ≤ z ≤ z(1),
G(z,z(k))
1∏
i=k
G(z(i),z(i−1)) si z(k) ≤ z ≤ z(k+1).(1.1.4)
Nous posons ∆P = max0≤i≤N−1(z(i+1) − z(i)). Selon la procédure décrite plus haut, l’opérateur WP,z(u0)
fournit une approximation de la solution du problème de Cauchy (1.1.1)–(1.1.2). Nous allons montrer dans
la section 1.4 que l’opérateur G(z′,z) est un OIF. Il est souvent nommé propagateur « couche mince » (voir
par exemple [6, 5, 8]). Ainsi l’opérateur WP,z est un produit d’OIF. Nous allons montrer sa convergence
quand N tend vers +∞.
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Remarque 1.1.1. On remarquera qu’une procédure assez similaire peut être utilisée pour montrer l’exis-
tence d’un système d’évolution associé au problème de Cauchy (1.1.1)–(1.1.2) à travers la composition de
solutions semi-groupes avec le paramètre z « gelé » dans l’opérateur a(z, x,Dx) [Kat70, Paz83]. On obser-
vera cependant que dans le cas présent le propagateur couche mince G(z′,z) n’est ni un semi-groupe ni un
système d’évolution (l’analyse de la propagation des singularités en fournit le plus simple argument : voir
section 1.6 ou [15]).
Plus qu’une représentation de l’opérateur solution du problème de Cauchy (1.1.1)–(1.1.2), l’opérateurWP,z
fournit un outil de calcul numérique des solutions. En particulier nous verrons que la régularité exigée par
rapport au paramètre d’évolution z peut être même hölderienne ce qui peut être le cas dans de nombreuses
applications. Nous utiliserons cet outil numérique au chapitre 2 avec des applications à la sismologie et à
l’imagerie sismique.
Les compositions multiples d’OIF en vue d’approcher des solutions de problèmes de Cauchy hyperboliques
furent d’abord proposées dans [KgTT78] et [KgT79]. Dans ces articles l’opérateur solution est cependant
approché par un Ansatz différent. L’approximation est faite, in fine, modulo un opérateur régularisant. La
technique utilisée est fondée sur le calcul et l’estimation de la fonction de phase et de l’amplitude de l’OIF
obtenues par ces produits multiples, un résultat connu sous le nom du théorème de Kumano-go-Taniguchi.
Cette technique a alors été appliquée à l’équation de Schrödinger [KKg81, Kg95]. Dans ces travaux le
produit multiple est aussi interprété comme une intégrale de Feynman et la convergence est étudiée dans
une sens faible. Dans [KKg81] un résultat de convergence dans L2 est aussi démontré. C’est ce type de
résultat que nous recherchons ici pour les équations hyperboliques du premier ordre. Cependant nous ne
faisons pas usage des techniques de « phases multiples » mais nous nous concentrons sur l’estimation de la
régularité dans les espaces de Sobolev de chaque terme dans le produit multiple. Quoique l’opérateur que
nous obtenons après produits multiples soit un OIF nous ne calculons ni sa phase ni son amplitude. Ceci
est en accord avec les techniques numériques que nous présentons dans le chapitre 2. La régularité de G(z′,z)
dans les espaces de Sobolev et l’utilisation d’une inégalité d’énergie a priori nous permettent de démontrer
la convergence de WP,z vers l’opérateur solution U(z, 0) du problème de Cauchy (1.1.1)–(1.1.2).
La section 1.3 introduit précisément le problème de Cauchy étudié ainsi que les hypothèses faites sur le
symbole a(z, x, ξ), en particulier sur la partie réelle, c1, et la partie imaginaire, −b1, de son symbole principal.
Dans la section 1.4 nous étudions les propriétés du propagateur couche mince. En particulier nous prouvons
l’estimation suivante de sa norme d’opérateur pour tout s ∈ R :
‖G(z′,z)‖(Hs,Hs) ≤ 1 +C(z′ − z), 0 ≤ z ≤ z′ ≤ Z,
quand z′ − z est suffisamment petit.
La convergence dans les espaces de Sobolev de la représentationWP,z est étudiée dans la section 1.5. Notre
résultat principal est alors
‖WP,z − U(z, 0)‖(Hs+1,Hs) ≤ C∆αP,
quand a(z, .) est de classeC 0,α en z, α > 0 et nous rappelons que ∆P = max0≤i≤N−1(z(i+1)−z(i)). On observera
que la méthode proposée ici correspond à une approximation d’ordre un. L’ordre de convergence obtenu
dans le cas Lipschitz (α = 1) semble donc optimal.
Ce résultat de convergence est à considérer sous deux points de vue. Le point de vue de l’analyse nu-
mérique où il donne un résultat de convergence pour le schéma numérique associé à l’opérateur WP,z et
justifie le développement de beaucoup de méthodes utilisées en pratique dont la méthode « Generalized
Screens » décrite dans le chapitre 2. Le point de vue d’un théorème de représentation exacte des solutions
de (1.1.1)–(1.1.2) dans le cas où les solutions microlocales, i.e. modulo un opérateur régularisant, ne sont
pas adéquates. On remarquera que la régularité hölderienne par rapport à la variables z ne permet pas la
construction de la paramétrix classique [GS94, Smi98].
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Dans la section 1.6 nous étudions les aspects microlocaux de la représentation WP,z, en particulier la
propagation des singularités ainsi que la convergence du front d’onde de WP,z(u0) vers celui de la solution
du problème de Cauchy (1.1.1)–(1.1.2). Là aussi nous obtenons un ordre de convergence optimal en accord
avec celui obtenu pour la convergence en norme d’opérateur. La convergence du front d’onde de WP,z(u0)
est cruciale pour des applications telles que l’imagerie sismique comme nous le verrons au chapitre 2. Cette
section correspond à un travail en collaboration avec Günther Hörmann.
Dans la section 1.7 nous montrons comment les résultats obtenus dans le cas scalaire peuvent être étendus
aux cas des systèmes symétriques et symétrisables moyennant une hypothèse de régularité géométrique.
Cette généralisation est importante car de nombreux systèmes aux dérivées partielles issus de la modélisa-
tion de phénomènes physiques entrent dans ces catégories.
1.2 Notations
Nous utiliserons la lettre C pour désigner une constante générique. Sa valeur peut donc changer d’une ligne
à l’autre. Lorsque nous écrivons qu’une fonction est bornée uniformément en z et/ou ∆, ceci implique sans
que nous le précisions que z est pris dans l’intervalle [0,Z] et que ∆ est dans un intervalle du type [0,∆max],
avec ∆max suffisamment petit. Nous écrirons souvent X, X′, Y , . . . à la place de Rn en accord avec les noms
des variables utilisées, par exemple, x, x′, y, . . .
Nous désignons par 〈., .〉 le produit scalaire euclidien de Rn. Nous désignons par (., .) le produit scalaire
hermitien de L2(Rn) et par ‖.‖L2 la norme associée. Pour s ∈ R, Hs(Rn) ou Hs est l’espace de Sobolev
classique et la norme associée s’écrit ‖.‖Hs . Enfin lorsqu’un opérateur F agit continûment de Hs dans Hs′
nous notons ‖F‖(Hs,Hs′ ) sa norme d’opérateur.
Ici nous utiliserons les espaces de symboles globaux ; une fonction a ∈C ∞(Rn×Rp) est dans S m
ρ,δ
(Rn×Rp),
0 < ρ ≤ 1, 0 ≤ δ < 1, si pour tous multi-indices α et β il existe une constante Cαβ > 0 telle que
|∂αx∂βξa(x, ξ)| ≤ Cαβ 〈ξ〉m−ρ|β|+δ|α|, x ∈ Rn, ξ ∈ Rp,
où 〈ξ〉 := (1 + |ξ|2)1/2. Les meilleurs constantes possibles, i.e.,
pαβ(a) := sup
(x,ξ)∈Rn×Rp
〈ξ〉−m+ρ|β|−δ|α||∂αx∂βξa(x, ξ)|,
définissent des semi-normes qui donnent une structure d’espace de Fréchet à S m
ρ,δ
(Rn × Rp). De manière
usuelle nous écrirons S mρ (Rn ×Rp) dans le cas ρ = 1− δ, 12 ≤ ρ < 1 et S m(Rn ×Rp) dans le cas ρ = 1, δ = 0.
De plus, nous écrirons S mρ (resp. S m) à la place de S mρ (Rn × Rn) (resp. S m(Rn × Rn)).
De manière standard nous utiliserons la notation # pour le produit de composition des symboles des opéra-
teurs pseudodifférentiels (OψD) et le plus souvent nous utiliserons la représentation par intégrale oscillante
du symbole produit. Si nous nous donnons une amplitude p(x, y, ξ) ∈ S m
ρ,δ
(X × X × Rn), ρ ≥ δ, nous utili-
serons la notation σ {p} (x, ξ) pour désigner le symbole de l’OψD d’amplitude p. Pour tout p ∈ S m
ρ,δ
nous
écrirons p∗ le symbole de l’opérateur adjoint.
Pour r ∈ R nous désignons par E(r) l’OψD de symbole 〈ξ〉r. L’opérateur E(r) est un isomorphisme de Hs(Rn)
dans Hs−r(Rn) pour tout s ∈ R et E(−r) est son inverse.
Pour les OψD nous indiquons les références suivantes [Trè80a, Shu01, SR91, AG91, GS94, Cor95, Mar02,
Tay81, Kg81, Hör85a] et les références suivantes pour les OIF [Hör71, DH72, Dui96, Trè80b, Kg81,
Hör85b]. Nous ne suivons pas l’approche de Melin et Sjöstrand [MS74, MS76] pour le traitement des
OIFs à phase complexe mais celle d’Hörmander donnée dans [Hör85b, chapitre 25].
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1.3 Le problème de Cauchy
Nous considérons le problème de Cauchy (1.1.1)–(1.1.2) avec la condition initiale u0 dans Hs+1(Rn) pour
un certain s réel. Nous faisons l’hypothèse suivante sur le symbole a(z, x, ξ).
Hypothèse 1.3.1. Soient 0 < α ≤ 1, a ∈C 0,α([0,Z], S 1) avec a(z, x, ξ) = −i b(z, x, ξ) + c(z, x, ξ), de parties
principales b1 et c1 réelles et homogènes de degré un en ξ pour |ξ| suffisamment grand, disons |ξ| ≥ 1. De
plus c1 est positif.
La régularité hölderienne d’ordre α signifie ici que
a(z′, x, ξ) − a(z, x, ξ) = (z′ − z)α a˜(z′, z, x, ξ), 0 ≤ z ≤ z′ ≤ Z,
avec a˜(z′, z, x, ξ) borné dans S 1 uniformément en z et z′.
La régularité hölderienne ne sera utilisée que dans la section 1.5. Les résultats de la section 1.4, eux, n’uti-
lisent que la bornitude du symbole a(z, x, ξ) par rapport à z.
L’hypothèse 1.3.1 assure que les hypothèses (i)–(iii) du théorème 23.1.2 de [Hör85a] sont satisfaites. Alors,
il existe une unique solution dansC 0([0,Z],Hs+1(Rn))∩C 1([0,Z],Hs(Rn)) au problème de Cauchy (1.1.1)–
(1.1.2). De plus, pour toute fonction u dansC 1([0,Z],Hs(Rn))∩C 0([0,Z],Hs+1(Rn)), nous avons l’inégalité
d’énergie a priori [Hör85a, lemme 23.1.1]
sup
z∈[0,Z]
e−λz‖u(z, .)‖Hs ≤ ‖u(0, .)‖Hs + 2
Z∫
0
e−λz‖∂zu + az(x,Dx)u‖Hs dz,(1.3.1)
avec λ suffisamment grand (λ dépend uniquement de s). La famille d’opérateurs (az)z∈[0,Z] génère un système
d’évolution fortement continu. Nous désignons par U(z′, z) ce système d’évolution :
U(z′′, z′) ◦ U(z′, z) = U(z′′, z), 0 ≤ z ≤ z′ ≤ z′′ ≤ Z.
La partie réelle de a1 correspond à un amortissement. Dans la région de T ∗(Rn) où c1 = Re(a1) > 0, le
problème hyperbolique est dégénéré. Cela n’affecte en rien l’existence et l’unicité d’une solution [Hör85a,
section 23.1]. En revanche les singularités disparaissent dans cette région (voir par exemple [Trè80b]).
Nous reverrons cet effet dans la section 1.6. Ce phénomène sera aussi exploité dans le chapitre 2.
1.4 Propriétés du propagateur couche mince
Soient z′, z ∈ [0,Z] avec z′ ≥ z et soit ∆ := z′ − z. Nous définissons φ(z′,z) ∈C ∞(X′ × X × Rn) par
φ(z′,z)(x′, x, ξ) := 〈x′ − x, ξ〉 + i∆a1(z, x′, ξ) = 〈x′ − x, ξ〉 + ∆b1(z, x′, ξ) + i∆c1(z, x′, ξ).(1.4.1)
Nous posons g(z′,z)(x, ξ) := e−∆a0(z,x,ξ), qui est borné dans S 0 uniformément en z et ∆ par le lemme 18.1.10
dans [Hör85a].
Nous suivons la terminologie des OIF à phase complexe exposée dans [Hör85b, section 25.4–5].
Lemme 1.4.1 ([8]). φ(z′,z) est une fonction de phase complexe, globale, non dégénérée de type positif (en
chaque point (x′0, x0, ξ0) où ∂ξφ(z′,z) = 0) quand ∆ est suffisamment petit.
C’est l’aspect global de la phase qui nécessite de prendre ∆ suffisamment petit. Pour cela nous montrons
qu’il existe un idéal Lagrangien de fonctions, (J(z′,z))′, qui est défini au voisinage de tout point de (J(z′,z)R)′
par la fonction de phase φ(z′,z). Le prime correspond à l’involution habituelle, « twist » en anglais, qui pour
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le sous-ensemble J(z′,z)R de T ∗(X′) × T ∗(X) se traduit par le changement de signe de la seconde variable
cotangente (voir [Hör85b, section 25.5]). Les natures de J(z′,z) et J(z′,z)R seront étudiées dans la section 1.6
afin d’appréhender la propagation des singularités.
Définissant le noyau G(z′,z)(x′, x) comme dans (1.1.3) et G(z′,z) l’opérateur associé nous obtenons la proposi-
tion suivante.
Proposition 1.4.2. Il existe ∆0 > 0 tel que si 0 ≤ ∆ = z′ − z ≤ ∆0 alors l’opérateur G(z′,z) est un opérateur
intégral de Fourier global à phase complexe et G(z′,z) ∈ I0(X′ × X, (J(z′,z))′).
En général (voir [Hör85b] le noyau est défini comme une section du fibré des densités d’ordre 12 sur X′ × X
mais il est trivial ici. Nous ne le faisons donc pas apparaître.
Nous pouvons montrer que pour ∆ suffisamment petit alors G(z′,z) est continu de S dans S , de S ′ dans
S
′
, et de Hs(Rn) dans Hs(Rn), s ∈ R. La composition de propagateurs couche mince peut donc se faire
naturellement. La bornitude de G(z′,z) sur les espaces de Sobolev Hs, n’est pas suffisante pour obtenir la
stabilité du produit multiple d’OIF que nous réalisons pour définir l’opérateur WP,z. En fait nous prouvons
le résultat plus fin suivant.
Théorème 1.4.3 ([8]). Soit s ∈ R. Il existe C > 0 et ∆1 > 0 tel que si 0 ≤ z ≤ z′ ≤ Z, et si 0 ≤ ∆ := z′ − z ≤
∆1 alors
‖G(z′,z)‖(Hs,Hs) ≤ 1 +C∆.
Cette estimation de la norme d’opérateur est différente de celles que l’on rencontre habituellement dans
la littérature. Souvent on se contente d’obtenir la bornitude de tels opérateurs et cette borne est donnée
par une semi-norme de l’amplitude de l’OIF multipliée par un constante universelle que l’on ne sait pas
estimer. Ce résultat, ainsi que la forme du noyau (1.1.3), semblent montrer que l’opérateur G(z′,z) est proche
de l’identité lorsque ∆ devient petit, ce qui semble assez intuitif lorsque l’on observe la forme de la phase
de l’opérateur ainsi que son amplitude. Cependant, si nous écrivons la différence entre G(z′,z) et l’identité,
les estimations que nous obtenons font apparaître la perte d’une dérivée, soit une descente d’un cran dans
l’échelle des espaces de Sobolev. Une telle estimation nous est d’aucun intérêt pour ce que nous souhaitons
faire ici puisque nous composons les opérateurs G(z′,z) de multiples fois dans la définition de WP,z et que le
nombre de termes dans le produit tend vers l’infini.
Afin de démontrer le résultat du théorème 1.4.3 nous devons introduire quelques définitions et montrer des
résultats préliminaires.
Définition 1.4.4. Soit L ≥ 2. Un symbole q(z, ., .) borné dans S 1(Rp × Rr) uniformément en z, satisfait la
propriété (PL) s’il est positif et satisfait
|∂αy ∂βηq(z, y, η)| ≤ C(1 + |η|)−|β|+(|α|+|β|)/L (1 + q(z, y, η))1−(|α|+|β|)/L, z ∈ [0,Z], y ∈ Rp, η ∈ Rr.(PL)
Nous posons alors ρ = 1 − 1/L et δ = 1/L.
Définition 1.4.5. Soient L ≥ 2 et ρ∆(z, y, η) une fonctionC ∞(Rp × Rr) qui dépend des paramètres ∆ ≥ 0 et
z ∈ [0,Z]. Nous disons que ρ∆ satisfait la propriété (QL) si
∂αy ∂
β
η(ρ∆ − ρ0)(z, y, η) = ∆m+δ(|α|+|β|)ρmαβ∆ (z, y, η), pour |α| + |β| ≤ L, 0 ≤ m ≤ 1 − δ(|α| + |β|),(QL)
où ρmαβ
∆
(z, y, η) est borné dans S m−ρ|β|+δ|α|ρ (Rp × Rr) uniformément en ∆ et z. Alors ρ∆(z, y, η) − ρ0(z, y, η) est
lui-même borné dans S 0ρ(Rp × Rr) uniformément en ∆ et z.
Nous avons le lemme suivant [8].
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Lemme 1.4.6. Soit q(z, y, η) borné dans S 1(Rp × Rr) uniformément en z. Si q ≥ 0 alors q satisfait la
propriété (PL) quand L = 2.
La démonstration de ce résultat repose sur l’inégalité de Landau : soit f ∈C 2(R) avec f ≥ 0 et f ′′ bornée,
alors | f ′(t)| ≤ 2 ( f (t)) 12 (supt∈R | f ′′(t)|) 12 (voir [Dui96, page 40] et [Hör90, lemme 7.7.2]).
Des exemples de symboles qui satisfont la propriété (PL) pour L > 2 sont donnés dans [Sto05]. Dans la
suite nous supposerons que le symbole c1 satisfait la propriété (PL) pour un certain L ≥ 2. Nous savons bien
sûr que c’est toujours vrai dans le cas L = 2 par le lemme 1.4.6 mais des choix particuliers de symbole c1
peuvent être faits en pratique. Si nous posons
p∆(z, x, ξ) := e−∆c1(z,x,ξ),
nous pouvons montrer que p∆(z, x, ξ) est borné dans S 0ρ uniformément en z et régulier par rapport à ∆ quand
∆ ≥ ∆min > 0. Par contre, cette régularité par rapport à ∆ cesse d’être valable dans un voisinage de 0 :
∂∆p∆|∆=0 = −c1 < S 0ρ(Rp × Rr).
Il nous faudra cependant contrôler le comportement de p∆ quand ∆ devient petit. Pour cela nous avons
recours à la propriété (QL) introduite plus haut.
Lemme 1.4.7. Le symbole p∆ satisfait la propriété (QL) pour ∆ ∈ [0,∆max] pour tout ∆max > 0. Comme
p0 = 1, p∆ est lui-même borné dans S 0ρ uniformément en ∆ et z.
Ce résultat nous permettra à certains moments dans la suite de considérer alternativement le propagateur
couche mince, G(z′,z) comme un OIF à phase complexe et à amplitude dans S 0, ou bien comme un OIF à
phase réelle et à amplitude dans S 0ρ.
La propriété (QL) de p∆ est utilisée pour démontrer le théorème 1.4.3 : à travers des arguments de compo-
sition de G(z′,z) avec son adjoint cette propriété permet de factoriser des coefficients ∆ dans les symboles
obtenus. Nous utilisons par exemple cette conséquence suivante de la propriété (QL).
Lemme 1.4.8. Soit q∆(z, x, y, ξ) une amplitude dans S 0ρ(R2n × Rn) qui dépend des paramètres ∆ ≥ 0 et
z ∈ [0,Z] et satisfait la propriété (QL) pour 1 ≤ |α| + |β| ≤ 2 et telle que q0(z, .) est indépendant de (x, y, ξ).
Si µ(x, ξ) ∈ S r pour un r ∈ R, alors nous avons
σ {q∆ µ} (z, x, ξ) − q∆(z, x, x, ξ) µ(x, ξ) = ∆m+2δλm∆ (z, x, ξ), 0 ≤ m ≤ ρ − δ,
où λm
∆
(z, x, ξ) est borné dans S m+s−(ρ−δ)ρ uniformément en ∆ et z.
Le résultat suivant est au centre de la démonstration du théorème 1.4.3.
Théorème 1.4.9. Il existe C ≥ 0 et ∆2 tels que l’opérateur pseudodifférentiel p∆(z, x,Dx) satisfait
‖p∆(z, x,Dx)‖(L2,L2) ≤ 1 +C∆,
pour tout z′, z ∈ [0,Z] tels que 0 ≤ ∆ = z′ − z ≤ ∆2.
Démonstration. L’OψD p∆(z, x,Dx)◦p∆(z, x,Dx)∗ admet comme amplitude ρ∆(z, x, y, ξ) = e−∆(c1(z,x,ξ)+c1(z,y,ξ)),
qui satisfait la propriété (QL). Nous avons σ {ρ∆(z, x, y, ξ)}− e−2∆c1(z,x,ξ) = ∆λ∆(z, x, ξ), avec λ∆(z, x, ξ) borné
dans S 0ρ uniformément en z et ∆ par le lemme 1.4.8 (en prenant m = ρ − δ). Par le théorème de Calderón-
Vaillancourt (voir [CV72], [Kg81, chapitre 7, sections 1 et 2], [Tay81, section XIII-2] ou [Hwa87]), nous
obtenons l’estimation souhaitée pour (p∆(z, x,Dx) ◦ p∆(z, x,Dx)∗u, u)(L2,L2) si nous prouvons que
Re(e−2∆c1(z,x,Dx)u, u)(L2,L2) ≤ (1 +C∆)‖u‖2L2 , u ∈S (Rn).
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Nous posons q∆(z, x, ξ) = (1 − e−2∆c1(z,x,ξ))/∆ pour ∆ > 0. Grâce à la propriété (QL) nous constatons que
le symbole q∆(z, x, ξ) se comporte pour ses dérivées partielles d’ordre zéro et du premier ordre comme un
élément de S 1 mais, pour les dérivées partielles d’ordre supérieur, comme un élément de S ρ−δρ . L’inégalité de
Gårding précisée telle qu’énoncée dans [Bon99, exemple 2.4] donne Re(q∆(z, x,Dx)u, u)(L2,L2) ≥ −C‖u‖2L2
pour tout u ∈S (Rn) ce qui donne
‖u‖2L2 − Re(e−2∆c1(z,x,Dx)u, u)(L2,L2) ≥ −C∆‖u‖2L2 ,
et conclut la démonstration. 
Nous pouvons maintenant donner les étapes de la démonstration du théorème 1.4.3 (pour une démonstration
complète voir [8]).
Étapes de la démonstration du théorème 1.4.3. Nous utilisons le diagramme commutatif suivant
E(s)
HsHs
L2 L2
G(z′ ,z)
H(z′ ,z)
E(s)
et montrons que ‖H(z′,z)‖(L2,L2) ≤ 1 +C∆. Le noyau de A(z′,z) := G(z′,z) ◦ E(−s) est donné par
A(z′,z)(x′, x) =
∫
eiφ(z′ ,z)(x
′,x,ξ) g(z′,z)(x′, ξ) 〈ξ〉−s d−ξ.
Le noyau D(z′,z) de l’opérateur D(z′,z) := A(z′,z) ◦ A∗(z′,z) est quant à lui donné par
D(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉+i∆(b1(z,x′,ξ)−b1(z,x,ξ)) d(z′,z)(x′, x, ξ) d−ξ
où d(z′,z)(x′, x, ξ) = e−∆(c1(z,x′,ξ)+c1(z,x,ξ)) g(z′,z)(x′, ξ) g(z′,z)(x, ξ) 〈ξ〉−2s. Nous écrivons b1(z, x′, ξ) − b1(z, x, ξ) =
〈x′ − x, h(z, x′, x, ξ)〉 où la fonction h est régulière, homogène de degré un en ξ, |ξ| ≥ 1, et continue en z
à valeurs dans S 1(X′ × X × Rn) par l’hypothèse 1.3.1 et la formule de Taylor à l’ordre un. Nous obtenons
que le changement de variable ξ → ξ +∆h(z, x′, x, ξ) = H(∆,z,x′,x)(ξ) est un difféomorphisme global quand ∆
est suffisamment petit (uniformément en z ∈ [0,Z]). Nous notons ˜ξ(∆, z, x′, x, ξ) = H−1(∆,z,x′,x)(ξ). Nous avons
ainsi
D(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉d(z′,z)(x′, x, ˜ξ(∆, z, x′, x, ξ)) J∆(z, x′, x, ξ) d−ξ
où J∆(z, x′, x, ξ) est le jacobien, qui est borné dans S 0(X′ × X × Rn) uniformément en z.
À partir de la propriété (QL), en utilisant des techniques proches de celles du lemme 1.4.8 afin de trai-
ter les termes de la forme e−∆(c1(z,x′,ξ)+c1(z,x,ξ)), ainsi que leurs compositions avec différents symboles, nous
parvenons à montrer que l’opérateur F(z′,z) := E(s) ◦ D(z′,z) ◦ E(s) = H(z′,z) ◦ H∗(z′,z) s’écrit de la forme
F(z′,z) = F a(z′,z) + ∆F 1(z′,z),
où F a(z′,z) est l’OψD de symbole e−2∆c1(z,x,ξ) et F 1(z′,z) est un OψD de symbole borné dans S 0ρ uniformément en
z et ∆. Le théorème de Calderón-Vaillancourt et le théorème 1.4.9 donnent alors
‖F(z′,z)‖(L2,L2) ≤ 1 +C∆,
quand ∆ est suffisamment petit. 
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1.5 Résultats de stabilité et de convergence dans les espaces de Sobolev
Du théorème 1.4.3 nous démontrons la proposition suivante qui traduit la stabilité de l’opérateur WP,z
défini dans (1.1.4) quand |P| devient grand.
Proposition 1.5.1. Soit s ∈ R. Il existe K > 0 tel que pour toute subdivision P = {z(0), z(1), . . . , z(N)} de
[0,Z] avec 0 = z(0) < z(1) < · · · < z(N) = Z nous avons
∀z ∈ [0,Z], ‖WP,z‖(Hs,Hs) ≤ K,
si ∆P est suffisamment petit.
Démonstration. Du théorème 1.4.3 il existe M > 0 tel que si ∆ = z′ − z est suffisamment petit alors
‖G(z′,z)‖(Hs,Hs) ≤ 1+M∆. Nous obtenons alors ‖WP,z‖(Hs,Hs) ≤
∏N−1
i=0 (1+M(z(i+1)− z(i))). Nous posons UP =
ln
(∏N−1
i=0 (1 + M(z(i+1) − z(i)))
)
. Alors UP ≤
∑N−1
i=0 M(z(i+1)−z(i)) = MZ. Nous obtenons donc ‖WP,z‖(Hs,Hs) ≤
eMZ . 
Nous allons prouver la convergence de l’opérateur WP,z vers l’opérateur solution U(z, 0) du problème
de Cauchy (1.1.1)–(1.1.2) en analysant l’erreur infinitésimale commise en remplaçant U(z′, z) par G(z′,z) à
travers le résultat suivant qui correspond à l’estimation d’une erreur de consistance.
Théorème 1.5.2 ([10]). Soit s ∈ R. Il existe ∆3 > 0 et C ≥ 0 tel que pour z′ − z = ∆, ∆ ∈ [0,∆3],
‖(∂z′ + az′ (x,Dx)) ◦ G(z′,z)‖(Hs+1,Hs) ≤ C∆α.
Démonstration. Un développement de Taylor du symbole d’ordre zéro, g(z′,z)(x, ξ), permet de se ramener
au cas où g(z′,z)(x, ξ) = 1 par le théorème de Calderón-Vaillancourt. Nous définissons A(z′,z) := ∂z′ ◦G(z′,z) et
B(z′,z) := az(x,D) ◦ G(z′,z). Nous avons
A(z′,z)u(x′) = −
Ï
ei〈x
′−x,ξ〉+i∆b1(z,x′,ξ)az(x′, ξ) p∆(z, x′, ξ) u(x) dx d−ξ.
Considérant ici G(z′,z) comme un OIF à phase réelle et à amplitude dans S 0ρ nous avons
B(z′,z)u(x′) =
Ï
ei〈x
′−x,ξ〉+i∆b1(z,x′,ξ) σ∆(z, x′, ξ) u(x) dx d−ξ
par le théorème 2.2 dans [Kg81, section 10.2], où σ∆(z, x, ξ) est un symbole de S 1ρ donné par l’intégrale
oscillante suivante
σ∆(z, x, ξ) =
Ï
e−i〈x−y,ξ−η〉+i∆(b1(z,y,ξ)−b1(z,x,ξ)) p∆(z, y, ξ) az(x, η) d−η dy.
L’hypothèse de régularité hölderienne faite sur le symbole a(z, x, ξ) donne
‖(az(x,Dx) − az′ (x,Dx)) ◦ G(z′,z)‖(Hs+1,Hs) ≤ C∆α,
et nous voyons que le résultat se ramène à montrer que
‖A(z′,z) + B(z′,z)‖(Hs+1,Hs) = ‖(∂z′ + az(x,Dx)) ◦ G(z′,z)‖(Hs+1,Hs) ≤ C∆.
Nous considérons le symbole κ∆(z, x, ξ) := σ∆(z, x, ξ) − az(x, ξ) p∆(z, x, ξ) = κ∆,1(z, x, ξ) + κ∆,2(z, x, ξ) avec
κ∆,1(z, x, ξ) := σ∆(z, x, ξ) − (az # p∆(z, .))(x, ξ), κ∆,2(z, x, ξ) := (az # p∆(z, .))(x, ξ) − az(x, ξ) p∆(z, x, ξ).
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Le produit de composition des OψD donne
κ∆,1(z, x, ξ) =
Ï
e−i〈x−y,ξ−η〉
(
ei∆ν(z,x,y,ξ) − 1
)
az(x, η) p∆(z, y, ξ) d−η dy,
où ν(z, x, y, ξ) = b1(z, y, ξ)− b1(z, x, ξ) = 〈y− x, h(z, x, y, ξ)〉. Il suffit alors d’une formule de Taylor à l’ordre
un et d’une intégration par parties pour obtenir
κ∆,1(z, x, ξ) = ∆
1∫
0
Ï
e−i〈x−y,ξ−η〉 eis∆(b1(z,y,ξ)−b1(z,x,ξ))〈h(z, t, y, ξ),∇ηaz(x, η)〉 p∆(z, y, ξ) d−η dy ds|t=x.
La forme de cette formule est celle d’une amplitude d’un OIF provenant de la composition d’un OψD et
d’un OIF [Kg81, théorème 2.2, section 10.2] modulo une intégration par rapport au paramètre s. Nous
obtenons donc que κ∆,1(z, x, ξ) = ∆κ˜∆,1(z, x, ξ) avec κ˜∆,1(z, x, ξ) borné dans S 1ρ uniformément en z et ∆.
Quant au second terme κ∆,2(z, x, ξ), nous le traitons avec une méthode similaire à celle utilisée dans le
lemme 1.4.8, i.e. en se fondant sur la propriété (QL) satisfaite par p∆(z, y, ξ) pour factoriser ∆. Nous obtenons
ainsi κ∆,2(z, x, ξ) = ∆κ˜∆,2(z, x, ξ) avec κ˜∆,2(z, x, ξ) borné dans S 1ρ uniformément en z et ∆. 
La régularité Lipschitz en z de WP,z [8, proposition 3.5] permet d’appliquer l’inégalité d’énergie 1.3.1 à la
différence U(z, 0)(u0) −WP,z(u0) :
sup
z∈[0,Z]
e−λz ‖U(z, 0)(u0) −WP,z(u0)‖Hs ≤ 2
Z∫
0
e−λz ‖(∂z + az(x,Dx))WP,z(u0)‖Hs dz.(1.5.1)
En utilisant à la fois le résultat de stabilité de la proposition 1.5.1 et l’estimation de l’erreur infinitésimale
donnée par le théorème 1.5.2 nous obtenons le résultat de convergence suivant.
Théorème 1.5.3 ([8, 10]). Soient s ∈ R et 0 ≤ r < 1. Alors l’opérateur WP,z converge vers l’opérateur so-
lution U(z, 0) du problème de Cauchy (1.1.1)–(1.1.2) dans L(Hs+1(Rn),Hs+r(Rn)) uniformément en z quand
∆P tend vers 0 avec un ordre de convergence d’ordre α(1 − r) :
‖WP,z − U(z, 0)‖(Hs+1,Hs+r) ≤ C∆α(1−r)P , z ∈ [0,Z].
De plus, l’opérateur WP,z converge fortement vers U(z, 0) dans L(Hs+1(Rn),Hs+1(Rn)) uniformément en
z ∈ [0,Z].
Nous rappelons que α correspond à la régularité hölderienne du symbole a(z, x, ξ) que nous avons supposée
dans l’hypothèse 1.3.1. Les estimations pour 0 < r < 1 s’obtiennent par interpolation entre les espaces de
Sobolev. La convergence forte s’obtient en approchant la condition initiale u0 par un élément plus régulier,
disons dans Hs+2(Rn).
On notera une fois de plus que le résultat de convergence est exact et non modulo un opérateur de régula-
risation comme dans le cas de la construction d’une paramétrix classique lorsque le symbole a(z, x, ξ) est
suffisamment régulier en z.
Une caractéristique importante de l’approximation proposée est de donner des méthodes numériques (que
l’on peut rendre efficace au moyen d’approximations supplémentaires – voir chapitre 2) mais aussi de
propager les singularités de la condition initiale u0 de telle sorte que le front d’onde de WP,z(u0) converge
vers celui de U(z, 0)(u0) lorsque ∆P tend vers zéro. C’est le sujet que nous abordons maintenant.
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1.6 Propagation des singularités, convergence du front d’onde
1.6.1 Propriétés géométriques de WP,z
La théorie des OIF offre un cadre naturel pour l’étude de la propagation des singularités par l’opérateur
WP,z. Nous avons déjà vu que pour z′ − z suffisamment petit, z ≤ z′, le propagateur couche mince est un
OIF global à phase complexe.
Nous avons vu plus haut que la composition des propagateurs couche mince peut se faire naturellement
puisqu’ils sont continus de S dans S (resp. S ′ dans S ′, resp. Hs dans Hs). Nous allons maintenant
prouver que l’opérateur résultant de telles compositions est encore un OIF à phase complexe.
Nous rappelons qu’une fonction de phase complexe définit localement un idéal canonique (ou un idéal
lagrangien modulo le « twist » habituel) de fonctions sur l’espace cotangent [Hör85b, section 25.4]. Nous
avons vu plus haut (lemme 1.4.1) que la phase φ(z′,z)(x′, x, ξ) définit un idéal canonique (resp. lagrangien)
J(z′,z) (resp. (J(z′,z))′) de manière globale. On désigne par J(z′,z)R le sous-ensemble de (T ∗(X′) × T ∗(X)) \ 0
où toutes les fonctions de J(z′,z) s’annulent. Cet ensemble coïncide avec la relation canonique générée par la
phase dans le cas d’une phase réelle.
Nous regardons tout d’abord la composition de deux propagateurs couche mince. La composition de deux
OIF globaux donne un nouvel OIF global quand la composition est injective, propre et par exemple transver-
sale [Hör85b, théorème 25.5.5]. Un point fixe de Banach permet de montrer les deux premières conditions
[15]. La composition est prouvée transverse si nous montrons que la phase résultante est non-dégénérée
(voir proposition 25.5.4 dans [Hör85b] et [15, proposition A.4] pour la réciproque).
Lemme 1.6.1. Il existe ∆4 > 0 tel que si z′′ ≥ z′ ≥ z ∈ [0,Z] avec z′′ − z′ ≤ ∆4 et z′ − z ≤ ∆4 alors
φ(z′′,z′,z)(x′′, x, ξ′, x′, ξ) := φ(z′′,z′)(x′′, x′, ξ′) + φ(z′,z)(x′, x, ξ)
est une fonction de phase non-dégénérée de type positif sur X′′ × X × (R3n \ 0).
Remarque 1.6.2. De façon habituelle la variable x′ est maintenant considérée comme une variable de
phase2 au même titre que ξ′ et ξ. Un léger changement de variables permet de rendre cette nouvelle fonction
de phase, φ(z′′,z′,z), homogène de degré un par rapport à ξ′, ξ et « x′ ». Nous ne rentrons pas dans ces détails
ici (voir [15, remarque suivant le lemme 2.6].
La démonstration du lemme se fait en considérant la structure des différentielles partielles de ∂x′iφ(z′′,z′,z),
∂ξiφ(z′′,z′,z), et ∂ξ′iφ(z′′,z′,z), i = 1, . . . , n, par rapport aux variables x
′′
, x′, x, ξ′, ξ et en montrant que la matrice
résultante est de rang plein quand les différences z′′ − z′ et z′ − z sont suffisamment petites [15].
Nous obtenons ainsi que l’opérateur G(z′′,z′)◦G(z′,z) est un OIF global de phase complexe φ(z′′,z′,z)(x′′, x, ξ′, x′, ξ).
En appliquant le même raisonnement pour la composition de plus de deux opérateurs nous obtenons le ré-
sultat suivant.
Théorème 1.6.3 ([15]). Soit P = {z(0), z(1), . . . , z(N)} une subdivision de [0,Z] avec 0 = z(0) < z(1) < · · · <
z(N) = Z telle que z(i+1) − z(i) ≤ ∆P. Soit z ∈ [0,Z], avec z(k) ≤ z ≤ z(k+1), 0 ≤ k < N. Alors l’opérateur WP,z
est un opérateur intégral de Fourier global d’ordre 0 si ∆P est suffisamment petit. Sa phase est complexe et
donnée par
φ(z,z(k),...,z(0))(x, x(0); ξ(k), x(k), . . . , ξ(1), x(1), ξ(0)) := φ(z,z(k))(x, x(k), ξ(k)) +
k∑
i=1
φ(z(i),z(i−1))(x(i), x(i−1), ξ(i−1))
= 〈x − x(k), ξ(k)〉 + (z − z(k)) a1(z(k), x, ξ(k)) +
k∑
i=1
〈x(i) − x(i−1), ξ(i−1)〉 + (z(i) − z(i−1)) a1(z(i−1), x(i), ξ(i−1)).
2Par variables de phase nous entendons les variables qui interviennent dans la représentation par intégrale oscillante du noyau de
l’OIF, par exemple uniquement ξ pour la phase φ(z′ ,z)(x′, x, ξ).
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L’idéal canonique associé est donné par J(z,z(k),...,z(0)) = J(z,z(k)) ◦ J(z(k),z(k−1)) ◦ · · · ◦ J(z(1),z(0)) où les compositions
sont transversales. De même nous avons J(z,z(k),...,z(0))R = J(z,z(k))R ◦ J(z(k),z(k−1))R ◦ · · · ◦ J(z(1),z(0))R.
Commentaire 1.6.4. Le lecteur habitué à la construction d’une paramétrix pour une équation hyperbo-
lique connaît les difficultés que l’on rencontre en présence de caustiques. Il faut en effet changer de phase
à la traversée de la caustique et prendre en compte les changements d’indice que cela génère. Ces as-
pects sont pris en compte par l’amplitude de l’OIF qui est une section à valeurs dans le fibré de Maslov
[Hör71, DH72, Hör85b]. Ici la représentation proposée élude ces difficultés. En effet, à aucun moment
nous ne cherchons à minimiser le nombre de variables de phase utilisées (ici les variables de phase sont
ξ(k), x(k), . . . , ξ(1), x(1), ξ(0)). Le nombre important de variables de phase dans φ(z,z(k),...,z(0)) permet de donner
une représentation globale de l’idéal canonique associée à WP,z. En prenant ∆ = z′ − z suffisamment petit,
nous prohibons la formation d’une caustique dans l’intervalle [z, z′] pour l’opérateur G(z′,z). Dans [5], cette
argumentation géométrique est développée ; la taille maximale du pas discret ∆ est alors donnée à partir
des variations du symbole a(z, x, ξ) en fonction des variables transverses x. Un tel critère est important en
pratique lorsque l’on veut être sûr que toutes les caustiques ont bien été prises en compte.
Nous pouvons caractériser les éléments de J(z,z(k),...,z(0))R.
Proposition 1.6.5. Soit z ∈ [0,Z] avec z(k) ≤ z ≤ z(k+1), avec 0 ≤ k < N. Alors (x(k+1), ξ(k+1), x(0), ξ(0)) ∈
J(z,z(k),...,z(0))R si et seulement s’il existe θk ∈ Rn(2k) \ 0, θk := (ξ(k), x(k), . . . , ξ(1), x(1)) ∈ Rn(2N−1), tel que
ξ( j) − ξ( j+1) + (z( j+1) − z( j))∂xb1(z( j), x( j+1), ξ( j)) = 0,(1.6.1)
x( j+1) − x( j) + (z( j+1) − z( j))∂ξb1(z( j), x( j+1), ξ( j)) = 0, j = 0, . . . , k,(1.6.2)
et c1(z( j), x( j+1), ξ( j)) = 0, j = 0, . . . , k.
La propagation des singularités pour l’opérateur WP,z se fait le long de J(z,z(k),...,z(0))R [Hör85b, théorème
25.4.7]. Pour mieux comprendre son rapport avec le flot bicaractéristique associé au hamiltonien Im(a1)(z, x, ξ)
nous allons maintenant analyser sa structure.
1.6.2 Propagation des singularités, convergence du front d’onde
Nous considérons le système hamiltonien associé à −b1 = Im(a1)
dx
dz = −∂ξb1(z, x, ξ),
dξ
dz = ∂xb1(z, x, ξ).(1.6.3)
Nous désignons par χz son flot. Nous notons que l’hypothèse 1.3.1 assure l’existence et l’unicité des solu-
tions de (1.6.3) pour z ∈ [0,Z].
Nous observons maintenant que les équations (1.6.1)–(1.6.2) forment un schéma discret à un pas pour ce
système hamiltonien. Ce schéma est explicite en ξ, mais implicite en x. Des résultats standards d’analyse
numérique (voir par exemple [Gau97, HNW93]) montrent qu’un tel schéma converge uniformément pour
une condition initiale qui reste dans un domaine borné de T ∗(Rn). L’ordre de consistance du schéma est
donné par la régularité hölderienne en z de (−∂ξb1, ∂xb1). Nous obtenons donc le résultat de convergence
suivant.
Lemme 1.6.6. Soit P = {z(0), z(1), . . . , z(N)} une subdivision de [0,Z] avec 0 = z(0) < z(1) < · · · < z(N) = Z.
Soit K un compact de T ∗(Rn). Il existe C > 0 tel que, pour ∆P = max0≤i≤N−1(z(i+1) − z(i)) suffisamment petit,
|(x( j), ξ( j)) − χz( j) (x(0), ξ(0))| ≤ C∆αP, (x(0), ξ(0)) ∈ K \ 0,(1.6.4)
où j = 0, . . . ,N et (x(i), ξ(i)), i = 1, . . . ,N, sont les solutions de (1.6.1)–(1.6.2).
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χz(k+1) (x(0), ξ(0))(x(k+1), ξ(k+1))
Z′
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0
(x, ξ)(x(0), ξ(0))
ε
z(0)
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z(2)
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z(k)
(x(1), ξ(1))
(x(k), ξ(k))
c1 > 0
Fig. 1.1: Convergence du flot hamiltonien discret loin de la région où c1 est non nul.
Remarque 1.6.7. Il est intéressant de constater que le schéma numérique obtenu, et qui est « caché » dans
la définition de WP,z que nous nous sommes donnée, est du type Euler symplectique [HLW02]. Ce type
de schéma préserve la forme symplectique à chaque étape du procédé d’intégration et ainsi le volume dans
l’espace cotangent T ∗(Rn) \ 0 est conservé le long de ce flot discret.
Les singularités des solutions du problème de Cauchy (1.1.1)–(1.1.2) ne peuvent se propager que le long des
bicaractéristiques qui sont solutions de (1.6.3) et pour lesquelles c1 est nul [Trè80b, théorème 2.2, section
XI.1, XI.2]. Nous posons donc
Ω :=
(
[0,Z] × (T ∗(Rn) \ 0)
)
\ supp(c1), Ωz := {(x, ξ) ∈ T ∗(Rn) \ 0 | (z, x, ξ) ∈ Ω}, z ∈ [0,Z].
L’ensemble Ω est un ouvert et nous faisons l’hypothèse suivante.
Hypothèse 1.6.8. Ω est non vide.
Si une bicaractéristique issue de γ0 = (x0, ξ0) reste dans Ωz pour tout z alors la propagation de singularités
le long de cette bicaractéristique est assurée, ce qui se montre en adaptant, par exemple, la démonstration
du théorème 23.1.4 dans [Hör85a]. En fait dans un voisinage de la bicaractéristique tout se passe comme si
c1 = 0 dans le problème de Cauchy (voir la démonstration du lemme 3.5 dans [15]).
Pour appréhender la propagation des singularités par l’opérateur WP,z nous avons l’estimation suivante :
WF(WP,z(u0)) ⊂ J(z,z(l),...,z(0))R ◦ WF(u0), u0 ∈S ′(Rn).
On remarquera ici qu’il est utile de considérer la phase des OIF comme une phase complexe. Ainsi la
propagation des singularités dans la région où c1 > 0 est immédiatement exclue. Ceci n’apparaîtrait pas
aussi directement si nous considérions les opérateurs comme des OIF à phase réelle et amplitude dans S 0ρ.
Comme pour l’opérateur solution du problème de Cauchy (1.1.1)–(1.1.2), nous pouvons préciser les choses.
18 1. Représentation de solutions d’équations hyperboliques par produits d’opérateurs intégraux de Fourier
Proposition 1.6.9. Soient K un compact de Ω0 et Z′ ∈ [0,Z] tels que toute bicaractéristique χz(γ(0)) issue
de γ(0) ∈ K \ 0 en z = 0 satisfait χz(γ(0)) ∈ Ωz pour tout z ∈ [0,Z′]. Sous ces conditions, il existe d > 0 tel
que si ∆P ≤ d et z ∈ [0,Z′], avec z(k) ≤ z ≤ z(k+1), le sous-ensemble K \ 0 est dans le domaine de la relation
J(z,z(k),...,z(0))R et pour tout u0 ∈S ′(Rn) et γ(0) ∈ K \ 0 nous avons
J(z,z(l),...,z(0))R(γ(0)) ∈ WF(WP,z(u0)) si et seulement si γ(0) ∈ WF(u0).
Démonstration. La première partie du résultat est contenue dans le lemme 1.6.6. Pour montrer la propaga-
tion effective du front d’onde par l’opérateur WP,z nous utilisons l’ellipticité de G(z′,z) loin du support de
c1(z, .). Voir [15] pour les détails. 
Ce résultat permet de voir facilement que le propagateur couche mince, G(z′,z), ne satisfait pas les propriétés
d’un semi-groupe ni celles d’un système d’évolution ; en effet nous voyons que
J(z′′,z)R , J(z′′,z′)R ◦ J(z′,z)R.
Combinant les différents résultats de cette section, nous obtenons le théorème de convergence microlocale
suivant qui est illustré dans la Figure 1.1.
Théorème 1.6.10. Soient u0(.) ∈ H−∞(Rn) et u(z, .), z ∈ [0,Z], la solution du problème de Cauchy (1.1.1)–
(1.1.2). Soient Z′ ∈ [0,Z] et K un compact de T ∗(Rn) tel que pour tout γ(0) = (x(0), ξ(0)) ∈ K \ 0 la
bicaractéristique χz(γ(0)) satisfait χz(γ(0)) ∈ Ωz pour tout z ∈ [0,Z′]. Alors si γ(0) ∈ K ∩WF(u0) nous avons
χZ′(γ(0)) ∈ WF(u(Z′, .)). Pour une subdivision P de [0,Z], avec ∆P suffisamment petit, nous avons alors
dist (χz(γ(0)),WF(WP,z(u0))) → 0, quand ∆P → 0
uniformément par rapport à γ(0) ∈ K ∩ WF(u0) et z ∈ [0,Z′]. De plus la convergence est d’ordre α.
Nous rappelons que α est l’ordre de la régularité hölderienne dans l’hypothèse 1.3.1.
Commentaire 1.6.11. Le résultat du théorème 1.6.10 complète celui du théorème 1.5.3. En effet la conver-
gence dans les espaces de Sobolev n’exclut en rien que le front d’onde de WP,z(u0) soit sans rapport avec
celui de la solution U(z, 0)(u0) du problème de Cauchy que nous considérons. Ce résultat est crucial pour
certaines applications. Celle que nous avons en tête est l’imagerie sismique (voir le chapitre 2) où le support
singulier est précisément ce que l’on cherche à analyser dans l’image du sous-sol obtenue.
Ce résultat est important aussi lorsque l’on considère le passage à la limite dans l’approximation proposée
comme une réalisation d’une intégrale de chemin (de type Feynman) pour représenter la solution. Alors la
propagation des singularités correspond à la propagation de l’énergie le long des chemins stationnaires.
1.7 Le cas des systèmes
Prenons maintenant le symbole a(z, x, ξ) sous la forme d’une matrice k × k, k ≥ 1, où chaque élément est
du premier ordre. Quand le symbole principal a1(z, x, ξ) est diagonalisable avec un diagonaliseur w(z, x, ξ)
qui est un symbole matriciel d’ordre zéro, nous pouvons envisager d’appliquer au système un opérateur
elliptique de symbole principal w(z, x, ξ) et ainsi se ramener au cas scalaire (comme cela est fait en partie
dans [Kg81, chapitre 10]). Cependant la solution n’est alors obtenue que via une paramétrix de cet opérateur
elliptique. C’est précisément ce que nous ne souhaitons pas faire car alors la solution obtenue n’est connue
que modulo un opérateur régularisant.
Avec certaines hypothèses sur a(z, x, ξ) nous allons développer une méthode similaire à celle du cas scalaire :
les OIF considérés sont alors à phase matricielle. L’extension que nous faisons n’est pas triviale à cause de la
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perte de commutativité des phases et des amplitudes entre elles, en particulier si nous souhaitons appliquer
des arguments de composition de ces opérateurs. Cette extension nous paraît importante car de nombreux
problèmes hyperboliques issus de la physique peuvent être formulés sous forme d’un système du premier
ordre. Un exemple est le système de l’élastodynamique.
Nous utilisons la notationMkS mρ,δ(Rq×Rp) pour désigner les symboles matriciels k×k composés d’éléments
dans S m
ρ,δ
(Rq×Rp). Le produit de composition a#b désigne alors le symbole matriciel (a#b)i j = ∑k aik #bk j.
Pour r ∈ R, l’opérateur E(r) désigne maintenant l’OψD de symbole diagonal 〈ξ〉rIk.
1.7.1 Systèmes symétriques
Nous considérons un problème de Cauchy de la même forme que (1.1.1)–(1.1.2) avec cette fois u0 ∈
(Hs(Rn))k et le symbole a(z, x, ξ) vérifiant l’hypothèse suivante.
Hypothèse 1.7.1. Le symbole matriciel principal de a, a1(z, x, ξ) = −ib1(z, x, ξ) + c1(z, x, ξ), est tel que b1
et c1 sont tous deux continus en z à valeurs dansMkS 1(X×Rn) et homogènes de degré un en ξ, pour |ξ| ≥ 1.
Les matrices b1(z, x, ξ) et c1(z, x, ξ) sont de plus hermitiennes et c1(z, x, ξ) est positive.
Le reste du symbole de a(z, x, ξ), à savoir a0(z, x, ξ) := a(z, x, ξ)− a1(z, x, ξ), est continu en z à valeurs dans
MkS 0(X × Rn).
L’inégalité de Gårding précisée pour les systèmes (voir [LN66, théorème 3.2], [Vai70], [Tay81, chapitre
VII]) permet d’obtenir une inégalité d’énergie similaire à celle du cas scalaire (voir aussi [CP82, théorème
6.4.3]) ce qui donne l’existence et l’unicité d’une solution dansC 1([0,Z], (Hs(Rn))k)∩C 0([0,Z], (Hs+1(Rn))k)
pour le problème de Cauchy que nous considérons. Nous désignons comme précédemment par U(z′, z)
l’opérateur solution.
Pour pouvoir définir proprement notre propagateur couche mince dans le cas des systèmes symétriques nous
faisons l’hypothèse supplémentaire suivante sur la partie principale du symbole a1(z, x, ξ).
Hypothèse 1.7.2. Il existe w(z, x, ξ) continue en z à valeurs dans MkS 0(X × Rn), unitaire, homogène de
degré zéro en ξ, pour |ξ| ≥ 1, telle que
b1(z, x, ξ) = w(z, x, ξ) db(z, x, ξ) (w(z, x, ξ))−1, c1(z, x, ξ) = w(z, x, ξ) dc(z, x, ξ) (w(z, x, ξ))−1,
où db(z, x, ξ) et dc(z, x, ξ) sont des matrices k × k diagonales dont les éléments sont continus en z à valeurs
dans S 1(Rn × Rn) et homogènes de degré un en ξ, pour |ξ| ≥ 1. (Les éléments diagonaux de dc(z, x, ξ) sont
positifs puisque c1(z, x, ξ) ≥ 0.)
Nous disons que le symbole matriciel a1(z, x, ξ) est « géométriquement régulier » en référence à la termi-
nologie utilisée dans [MZ05, définition 2.2 (ii)].
L’hypothèse 1.7.2 est satisfaite par exemple si les valeurs propres de b1(z, x, ξ) et c1(z, x, ξ) sont de mul-
tiplicité constante puisque b1(z, x, ξ) et c1(z, x, ξ) sont hermitiennes [Kat80, section II.4] et si les matrices
b1(z, x, ξ) et c1(z, x, ξ) commutent. Cependant, l’hypothèse 1.7.2 est bien plus générale et permet le croise-
mentC ∞ de valeurs propres.
Nous posons v(z, x, ξ) := (w(z, x, ξ))−1 = (w(z, x, ξ))t et d(z, x, ξ) := −idb(z, x, ξ)+dc(z, x, ξ). Nous désignons
par db,l(z, x, ξ) et dc,l(z, x, ξ), 1 ≤ l ≤ k, les éléments diagonaux des matrices db(z, x, ξ) et dc(z, x, ξ). Comme
dans le cas scalaire nous supposerons que les éléments diagonaux de dc(z, x, ξ) satisfont la propriété (PL)
avec L ≥ 2. Nous posons ρ = 1 − 1/L et δ = 1/L (le cas L = 2 est vrai par défaut par le lemme 1.4.6).
Exemple 1.7.3. L’opérateur de Dirac ∑3j=1 α jDx j + mβ possède un symbole principal hermitien. Les ma-
trices de Dirac sont les matrices 4 × 4 suivantes
α j =
(
0 σ j
σ j 0
)
, j = 1, 2, 3, avec σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
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Les deux valeurs propres ±|ξ| sont de multiplicité constante égale à deux et nos résultats s’appliquent. À
la différence de la formule du produit de Trotter, nous n’utilisons pas le semi-groupe obtenu en « gelant »
l’influence du paramètre d’évolution dans le symbole (voir la remarque 1.1.1). Un résultat de convergence
de la formule du produit de Trotter pour cet opérateur en présence d’un potentiel peut être trouvé dans
[IT04].
Le propagateur couche mince peut être maintenant défini par son noyau matriciel
G(z′,z)(x′, x) :=
∫
ei〈x
′−x,ξ〉g(z′,z)(x′, ξ)e−∆a1(z,x′,ξ) d−ξ,
avec g(z′,z)(x, ξ) := e−∆a0(z,x,ξ). Ce noyau est bien défini grâce à l’hypothèse 1.7.2 qui permet d’écrire
G(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉g(z′,z)(x′, ξ)w(z, x′, ξ)e−∆d(z,x′,ξ)v(z, x′, ξ) d−ξ,
et donc chaque élément du noyau peut être écrit comme une somme de noyaux scalaires d’OIF globaux de
la forme décrite dans la section 1.4.
Le théorème 1.4.9 peut être adapté au cas présent et nous pouvons montrer le résultat de régularité suivant.
Théorème 1.7.4 ([20]). Soit s ∈ R. Il existe ∆6 > 0 et C ≥ 0 tels que
‖G(z′,z)‖((Hs)k ,(Hs)k) ≤ 1 +C∆,
pour tout z′, z ∈ [0,Z] tel que 0 ≤ ∆ = z′ − z ≤ ∆6.
Démonstration. Nous donnons ici une idée de la preuve et des difficultés rencontrées du fait de la non
commutativité des matrices impliquées.
Nous observons que si nous écrivons, g(z′,z)(x, ξ) = Ik + ∆g˜(z′,z)(x, ξ), par la formule de Taylor, avec g˜(z′,z)
borné dans MkS 0(Rn × Rn) uniformément en ∆ et z, nous obtenons G(z′,z) = GIk(z′,z) + ∆G˜(z′,z), où l’opérateur
GIk(z′,z) est de la même forme que G(z′,z) avec l’amplitude g(z′,z) remplacée par Ik. Nous pouvons montrer que
‖G˜(z′,z)‖((Hs)k ,(Hs)k) ≤ C, pour ∆ suffisamment petit. Sans perte de généralité nous pouvons donc supposer que
a0(z, x, ξ) = 0.
Nous travaillons avec le même diagramme commutatif que dans la démonstration du théorème 1.4.3 page 12.
Le noyau de B(z′,z) := G(z′,z) ◦ E(−s) est donné par
B(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉e−∆a1(z,x
′,ξ) 〈ξ〉−s d−ξ,
alors que celui de son adjoint est donné par
B∗(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉e−i∆b1(z,x,ξ)−∆c1(z,x,ξ) 〈ξ〉−s d−ξ,
puisque les matrices b1(z, x, ξ) et c1(z, x, ξ) sont hermitiennes. Nous définissons D(z′,z) = B(z′,z) ◦ B∗(z′,z) et
son noyau s’écrit
D(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉e−∆a1(z,x
′,ξ)e−i∆b1(z,x,ξ)−∆c1(z,x,ξ) 〈ξ〉−2s d−ξ,
ou encore
D(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉 (w(z, .)e−∆d(z,.)v(z, .)) (x′, ξ) (w(z, .)e−∆d(z,.)v(z, .)) (x, ξ) 〈ξ〉−2s d−ξ.
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De la formule de Taylor au premier ordre nous obtenons v(z, x′, ξ) = v(z, x, ξ) + 〈x′ − x, v˜(z, x′, x, ξ)〉, avec
v˜(z, x′, x, ξ) borné dans (MkS 0(X′ × X × Rn))n uniformément en z. Nous écrivons alors
D(z′,z)(x′, x) = D(z′,z),1(x′, x) + D(z′,z),2(x′, x) + D(z′,z),3(x′, x),
où
D(z′,z),1(x′, x) =
∫
ei〈x
′−x,ξ〉w(z, x′, ξ)e−∆(d(z,x′,ξ)+d(z,x,ξ))v(z, x′, ξ) 〈ξ〉−2s d−ξ,
D(z′,z),2(x′, x) =
∫
ei〈x
′−x,ξ〉w(z, x′, ξ)e−∆d(z,x′,ξ)〈x′ − x, v˜(z, x′, x, ξ)〉 w(z, x, ξ)e−∆d(z,x,ξ)v(z, x, ξ) 〈ξ〉−2s d−ξ,
et
D(z′,z),3(x′, x) = −
∫
ei〈x
′−x,ξ〉w(z, x′, ξ)e−∆(d(z,x′,ξ)+d(z,x,ξ))〈x′ − x, v˜(z, x′, x, ξ)〉 〈ξ〉−2s d−ξ.
Nous prouvons alors les estimations suivantes pour les opérateurs associés, D(z′,z),1, D(z′,z),2, et D(z′,z),3,
‖E(s) ◦ D(z′,z),1 ◦ E(s)‖((L2)k ,(L2)k) ≤ 1 +C∆, ‖E(s) ◦ (D(z′,z),2 +D(z′,z),3) ◦ E(s)‖((L2)k ,(L2)k) ≤ C∆,
pour un certain C ≥ 0, uniformément en z ∈ [0,Z] et ∆, ∆ suffisamment petit. La première estimation est
obtenue à partir de l’équivalent du théorème 1.4.9 pour les systèmes symétriques. 
À partir de ce résultat nous obtenons, comme dans le cas scalaire, la stabilité de l’opérateur WP,z que nous
définissons comme dans (1.1.4). La convergence se prouve comme dans le cas scalaire à partir d’une esti-
mation de consistance de la forme du théorème 1.5.2. Un ingrédient essentiel de la preuve du théorème 1.5.2
est la formule de composition des OψD et OIF donnée par le théorème 2.2 dans [Kg81, section 10.2]. Or
ce résultat ne s’étend pas directement au cas des phases et symboles matriciels. Nous le remplaçons par le
résultat suivant qui diffère de la forme escomptée par un terme résiduel qui, clairement, est sans importance
pour la suite de la démonstration de la convergence de l’opérateur WP,z.
Théorème 1.7.5. Soient ρ′, ρ′′ ∈ [ 12 , 1] et soient µ(z, x, ξ) borné dans MkS mρ′(X × Rn) uniformément en z et
l’opérateur A(z′,z) défini par
A(z′,z)(u)(x′) =
Ï
ei〈x
′−x,ξ〉σ(z′,z)(x′, ξ)e−∆a1(z,x′,x,ξ) u(x) d−ξ dx,
où 0 ≤ z ≤ z′ ≤ Z, ∆ = z′ − z, et σ(z′,z)(x′, ξ) est borné dans MkS m′ρ′′(X × Rn) uniformément en z′ et z. Alors,
pour ∆ suffisamment petit, nous avons µ(z, x,Dx) ◦ A(z′,z) = B(z′,z) + ∆ R(z′,z), où pour tout s ∈ R il existe
C ≥ 0 tel que ‖R(z′,z)‖((Hs)k ,(Hs−m−m′ )k) ≤ C, 0 ≤ z ≤ z′ ≤ Z, et l’opérateur B(z′,z) a pour noyau
B(z′,z)(x′, x) =
∫
ei〈x
′−x,ξ〉 q(z′,z)(x′, ξ)ei∆b1(z,x′,ξ) d−ξ,
avec q(z′,z)(x′, ξ) borné dans MkS m+m′min(ρ,ρ′,ρ′′)(X × Rn) uniformément en z′ et z et donné par l’intégrale oscil-
lante
q(z′,z)(x′, ξ) =
Ï
ei〈x
′−y,η−ξ〉 µ(z, x′, η) σ(z′,z)(y, ξ)p∆(z, y, ξ) w(z, y, ξ)ei∆(db(z,y,ξ)−db(z,x′,ξ))v(z, y, ξ) d−η dy,
avec p∆(z, y, ξ) = e−∆c1(z,y,ξ).
Nous obtenons ainsi le même résultat de convergence de WP,z dans les espaces de Sobolev (Hs(Rn))k que
celui donné par le théorème 1.5.3 dans le cas scalaire. Le lecteur est renvoyé à [20] pour les détails.
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1.7.2 Systèmes symétrisables
De nombreux systèmes hyperboliques du premier ordre ne sont pas immédiatement symétriques mais plutôt
symétrisables. Par exemple, partant d’une équation hyperbolique d’ordre k, k ≥ 2, nous pouvons la refor-
muler comme un système k × k du premier ordre [Tay81, CP82]. Ce système n’est alors pas symétrique
mais par exemple dans le cas strictement hyperbolique, il est symétrisable. Il nous est donc apparu comme
naturel de considérer non seulement le cas symétrique mais aussi le cas symétrisable dans notre étude. Un
autre exemple est le système de l’élastodynamique écrit en termes de la vitesse et du champ de contraintes.
Il est symétrisable si les multiplicités sont constantes.
Par symétrisable ici nous entendons que le symbole matriciel a1(z, x, ξ) satisfait l’hypothèse suivante.
Hypothèse 1.7.6. Il existe une matrice k× k inversible L(z, x, ξ) qui est bornée dans MkS 0(X×Rn) unifor-
mément en z, homogène de degré zéro en ξ, |ξ| ≥ 1, avec (L(z, x, ξ))−1 satisfaisant les mêmes propriétés, et
telle que a1(z, x, ξ) = L(z, x, ξ) α1(z, x, ξ) (L(z, x, ξ))−1, avec α1 = −iβ1 + γ1 satisfaisant les hypothèses 1.7.1
et 1.7.2.
Nous faisons de plus l’hypothèse suivante.
Hypothèse 1.7.7. Le symbole matriciel L(z, x, ξ) est Lipschitz continu, au sens où
L(z′, x, ξ) − L(z, x, ξ) = (z′ − z) ˜L(z′, z, x, ξ),
avec ˜L(z′, z, x, ξ) borné dans MkS 0(X × Rn) uniformément en z′ et z. La même propriété est alors naturel-
lement vérifiée par R(z, x, ξ) := (L(z, x, ξ))−1.
Ces deux hypothèses permettent de démontrer une estimation d’énergie a priori de la forme de (1.3.1)
[CP82, chapitre VI], et donc l’existence et l’unicité des solutions du problème de Cauchy de la forme de
(1.1.1)–(1.1.2). Les deux hypothèses permettent aussi de définir le propagateur couche mince et l’opérateur
WP,z comme dans le cas symétrique.
Ici aussi, un résultat de convergence de la forme du théorème 1.5.3 se démontre une fois que nous avons
montré la stabilité de WP,z, c’est à dire un résultat similaire à la proposition 1.5.1. Cependant, nous ne par-
venons pas à démontrer une estimation de la norme d’opérateur de G(z′,z) comme dans le théorème 1.7.4 et
qui est essentielle dans la démonstration de la proposition 1.5.1. Cela est dû au fait que la matrice L(z, x, ξ)
n’est pas unitaire, alors que le caractère unitaire du diagonaliseur est utilisé dans la démonstration du théo-
rème 1.7.4 dans le cas symétrique. Bien que nous ne puissions pas fournir tous les détails ici nous allons
indiquer comment nous parvenons à montrer la stabilité de WP,z quand |P| devient grand.
Nous définissons les OIF à phase matricielle suivants, u ∈ (H−∞(Rn))k,
H l(z′,z)(u)(x′) :=
Ï
ei〈x
′−x,ξ〉g(z′,z)(x′, ξ)L(z, x′, ξ)e−∆α1(z,x′,ξ)u(x) dx d−ξ,(1.7.1)
H r(z′,z)(u)(x′) :=
Ï
ei〈x
′−x,ξ〉g(z′,z)(x′, ξ)e−∆α1(z,x′,ξ) R(z, x′, ξ) u(x) dx d−ξ,(1.7.2)
H(z′,z)(u)(x′) :=
Ï
ei〈x
′−x,ξ〉g(z′,z)(x′, ξ)e−∆α1(z,x′,ξ) u(x) dx d−ξ,(1.7.3)
et
H lr(z′,z)(u)(x′) := G(z′,z)(u)(x′) =
Ï
ei〈x
′−x,ξ〉g(z′,z)(x′, ξ)L(z, x′, ξ)e−∆α1(z,x′,ξ)R(z, x′, ξ) u(x) dx d−ξ,(1.7.4)
ainsi que les opérateurs suivants formés à partir de compositions des précédents (0 ≤ l ≤ l′ ≤ N = |P| − 1) :
G(z(l′ ),...,z(l)) :=

Id si l′ = l,
G(z(l′ ),z(l′−1)) si l′ − 1 = l,
G(z(l′ ),z(l′−1)) ◦ · · · ◦ G(z(l+1),z(l)) sinon,
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H lr(z(l′),...,z(l)) :=

Id si l′ = l,
H lr(z(l′ ),z(l′−1)) = G(z(l′ ),z(l′−1)) si l′ − 1 = l,
H l(z(l′ ),z(l′−1)) ◦ H(z(l′−1),z(l′−2)) ◦ · · · ◦ H(z(l+2),z(l+1)) ◦ H r(z(l+1),z(l)) sinon,
et
H r(z(l′ ),...,z(l)) :=

Id si l′ = l,
H r(z(l′),z(l′−1)) si l′ − 1 = l,
H(z(l′),z(l′−1)) ◦ · · · ◦ H(z(l+2),z(l+1)) ◦ H r(z(l+1),z(l)) sinon.
On notera que la stabilité de la norme d’opérateur de H lr(z(l′ ),...,z(l)) quand le nombre de termes dans la compo-
sition devient grand est assurée par le théorème 1.7.4 du cas symétrique qui s’applique à H(z′,z).
Notre argumentation s’articule autour de la remarque suivante : lorsque nous composons les opérateurs
G(z′′,z′) et G(z′,z), nous souhaitons naïvement que la contribution de R(z′, x, ξ) dans l’amplitude du premier
–voir (1.7.4)– compense celle de L(z, x, ξ) dans l’amplitude du second. Malheureusement c’est faux de part
la nature même du produit de composition des OIF. En revanche, cette simplification peut se faire quitte à
accepter que des termes/opérateurs « parasites » apparaissent. Dans [20] nous montrons qu’une partie de
ces termes est de « taille » ∆P et que l’autre partie fait apparaître de tels termes au cours des compositions
suivantes. La difficulté réside alors dans la gestion de ces termes « parasites » qui s’accumulent à mesure
des compositions dans WP,z.
Les résultats fondamentaux sont les deux suivants.
Lemme 1.7.8. Soit l ≥ 5. Nous avons
(1.7.5) G(z(l),...,z(0)) = J(z(l),z(0)) + ∆PG(z(l),...,z(3)) ◦ K +Mz(l) ◦
Id + ∆P
l−4∑
j=0
K ◦ J˜(z( j),z(0))

+ ∆P
l∑
j=4
G(z(l),...,z( j)) ◦ K ◦
Id + ∆P
j−5∑
i=0
K ◦ J˜(z(i),z(0))

 ,
avec la convention ∑−1i=0 K ◦ J˜(z(i),z(0)) = 0, où Mz := I − L(z, x,Dx) ◦ R(z, x,Dx), et où l’opérateur J(z(l′ ),z(l)),
0 ≤ l ≤ l′ ≤ N, est de la forme
J(z(l′ ),z(l)) =H lr(z(l′),...,z(l))(1.7.6)
+ ∆P
∑
l+1≤m1≤l′−1
H lr(z(l′),...,z(m1+1)) ◦ K ◦ H r(z(m1−1),...,z(l))
...
+ ∆rP
∑
l+2r−1≤mr≤l′−1··
l+3≤m2≤m3−2
l+1≤m1≤m2−2
H lr(z(l′ ),...,z(mr+1)) ◦ K ◦ H r(z(mr−1),...,z(mr−1+1)) ◦ · · ·
· · · ◦ H r(z(m2−1),··· ,z(m1+1)) ◦ K ◦ H r(z(m1−1),··· ,z(l))
...
+ ∆r
′
P
∑
l+2r′−1≤mr′ ≤l′−1··
l+3≤m2≤m3−2
l+1≤m1≤m2−2
H lr(z(l′),...,z(mr′ +1)) ◦ K ◦ H
r
(z(mr′ −1),...,z(mr′−1+1)) ◦ · · ·
· · · ◦H r(z(m2−1),...,z(m1+1)) ◦K ◦H r(z(m1−1),...,z(l)),
avec r′ = E((l′ − l)/2) et où K est un opérateur générique qui vérifie ‖K‖((Hs)k ,(Hs)k) ≤ K. Pour x ∈ R,
E(x) désigne la partie entière de x. L’opérateur J˜(z(l′ ),z(l)) a la même forme que J(z(l′ ),z(l)) avec l’opérateur
H lr(z(l′),...,z(mr+1)) remplacé à chaque fois par H r(z(l′ ),...,z(mr+1)).
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Lemme 1.7.9. Il existe S ≥ 0 et C ≥ 0 telles que
‖J(z(l′ ),z(l))‖((Hs)k ,(Hs)k) ≤ S 2eCZ , ‖J˜(z(l′),z(l))‖((Hs)k ,(Hs)k) ≤ S eCZ , 0 ≤ l ≤ l′ ≤ N,(1.7.7)
pour ∆P suffisamment petit.
Pour simplifier, prenons ici des subdivisions P telles que ∆P ≤ CZ/N pour une certaine constante C, i.e.
nous considérons des subdivisions quasi-uniformes. Des lemmes précédents nous obtenons
‖G(z(l),z(0))‖((Hs)k ,(Hs)k) ≤ A + ∆PB
l∑
j=3
‖G(z(l),z( j))‖((Hs)k ,(Hs)k),
pour certaines constantes A et B positives et 0 ≤ l ≤ N.
Si nous posons Vl′,l = ‖G(z(l′),z(l))‖((Hs)k ,(Hs)k), nous avons alors
Vl,0 ≤ A + ∆PB
l∑
j=3
Vl, j ≤ A + ∆PB
l∑
j=1
Vl, j.
Plus haut, nous avons choisi d’utiliser z(0) = 0 comme valeur de départ pour z. Nous obtenons de même
Vl′,l ≤ A + ∆PB
l′∑
j=l+1
Vl′, j, 0 ≤ l ≤ l′ ≤ N.
Nous définissons alors la suite finie (Wl)0≤l≤N par W0 = 1 et la relation Wl+1 = A + ∆PB∑lj=0 W j, 0 ≤ l ≤
N − 1. Comme nous avons G(z(l),z(l)) = Id, 0 ≤ l ≤ N, alors Vl,l = 1 et une récurrence immédiate donne
Vl′,l ≤ Wl′−l, 0 ≤ l ≤ l′ ≤ N. Nous observons alors que pour tout l ≥ 2,
Wl = Wl−1 + ∆PBWl−1 = (1 + ∆PB)Wl−1 = (1 + ∆PB)lW1
= (1 + ∆PB)l(A + ∆PB) ≤
(
1 +
CBZ
N
)N
(A + ∆PB) ≤ CeCBZ .
Pour l’opérateur WP,z dans le cas symétrisable, nous avons ainsi obtenu le résultat suivant.
Théorème 1.7.10. Soit s ∈ R. Nous supposons les hypothèses 1.7.6 et 1.7.7 satisfaites. Alors il existe
K′ ≥ 0 tel que pour toute subdivision P = {z(0), z(1), . . . , z(N)} de [0,Z] avec 0 = z(0) < z(1) < · · · < z(N) = Z
et WP,z, défini dans (1.1.4), nous avons
∀z ∈ [0,Z], ‖WP,z‖((Hs)k ,(Hs)k) ≤ K′,
pour ∆P suffisamment petit (avec ∆P ≤ CZ/N).
La suite de la démonstration de la convergence de WP,z dans les espaces de Sobolev (Hs(Rn))k se fait
comme dans le cas symétrique. Nous obtenons ainsi le même résultat de représentation de l’opérateur
solution du problème de Cauchy (1.1.1)–(1.1.2) dans le cas des systèmes symétrisables que celui dans le
cas scalaire énoncé dans le théorème 1.5.3. Ici la représentation est donnée par des produits d’OIF à phase
matricielle.
Chapitre 2
Contributions à l’imagerie sismique
2.1 Introduction
En sismologie d’exploration, des données sismiques sont acquises en mer ou sur terre. Une fois traitées, ces
données permettent d’obtenir une image du sous-sol utile aux travaux d’interprétation des géophysiciens
et géologues. En particulier, le support singulier de cette image correspond aux singularités dans le milieu
de propagation. En surface, une source (canon à air, dynamite) génère une onde qui se propage vers le bas.
Lorsqu’elle rencontre les hétérogénéités du milieu de propagation elle est diffractée. Une partie de l’énergie
diffractée est enregistrée en surface par des hydrophones ou géophones. L’enregistrement dure quelques
secondes. L’expérience est répétée un nombre important de fois avec des positions différentes de la source.
Le but de l’imagerie est de reconstruire les discontinuités du sous-sol à partir des réflexions enregistrées
dans les données sismiques.
Les ondes impliquées dans l’expérience sismique obéissent à l’équation des ondes élastiques. Dans la sec-
tion 2.2, nous allons faire apparaître des équations des ondes découplées, dites « one-way », qui auront la
forme des équations traitées au chapitre 1. Nous pourrons alors utiliser la méthode de représentation de
l’opérateur solution par produits d’OIF et étudier sa mise en pratique dans la section 2.3, dans le cas où
le symbole utilisé est tronqué, par exemple en ne gardant que le symbole principal. De plus nous allons
faire des approximations sur la phase de ces OIF ce qui donnera la méthode dite « Generalized Screens »
(GS). Après avoir introduit le problème d’imagerie dans ce contexte, nous montrerons, dans la section 2.4,
des applications de nos méthodes à des données sismiques. Ce travail sur la méthode GS a été réalisé en
collaboration avec Maarten de Hoop.
Dans la section 2.5, nous nous intéresserons à la question du prolongement de données sismiques telle
qu’elle est formulée par les géophysiciens : souvent, les données sismiques sont lacunaires, pour des raisons
variées comme le mauvais fonctionnement ou le mauvais positionnement des récepteurs. Cela crée des
« trous » dans les données. On souhaite alors pouvoir combler ces lacunes, parfois substantielles, à partir
des données que l’on possède. Nous donnons une formulation microlocale de certaines méthodes employées
en pratique. Ce travail a été réalisé en collaboration avec Alison Malcolm et Maarten de Hoop.
2.2 Découplage microlocal en champs montant et descendant de l’équation des ondes
Nous montrons ici comment nous pouvons faire apparaître des équations de la forme traitée dans le cha-
pitre 1 à partir des équations des ondes habituelles en découplant microlocalement ce qui se propage dans
une direction de ce qui se propage dans la direction opposée. En pratique cette direction est la profondeur.
Pour simplifier, nous traitons ici le cas d’une équation des ondes scalaire, correspondant à un problème
acoustique. Le cas élastique est par exemple traité dans [dd94] ou [14] pour le découplage de la partie
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principale de l’équation. La méthode se fonde sur celle de Taylor pour le traitement de la réflexion des sin-
gularités [Tay75]. Nous résumons ici la présentation donnée dans [Sto04] où le symbole entier est découplé
modulo un opérateur régularisant.
Nous considérons l’équation des ondes acoustiques dans Rn−ρ−1c−2∂2t +
n∑
j=1
∂y jρ
−1∂y j
 u = F,(2.2.1)
où ρ est la densité du fluide, et c la vitesse des ondes. Ces deux fonctions sont supposées indépendantes du
temps ici et régulières (C ∞(Rn)) avec de plus 0 < ρ0 ≤ ρ(y) ≤ ρ1 et 0 < c0 ≤ c(y) ≤ c1, y ∈ Rn. Nous
écrivons p(x, z,Dt,Dx,Dz) = ρ−1c−2D2t −
∑n−1
j=1 Dx jρ−1Dx j − Dzρ−1Dz avec z = yn et x = (y1, . . . , yn−1). Le
symbole principal est p2(t, x, z, τ, ξ, ζ) = ρ−1(c−2τ2−|ξ|2−ζ2). Écrite sous forme matricielle l’équation (2.2.1)
devient
Dzw(t, x, z) = G(x, z,Dt,Dx) w(t, x, z) + f (t, x, z), avec G =
(
0 Λρ
A 0
)
, w =
(
Λu
ρ−1Dzu
)
, f =
(
0
F
)
,
où Λ est l’OψD de symbole
√
1 + τ2 + |ξ|2 et A = ρ−1c−2D2t Λ−1 −
∑n−1
j=1 D jρ−1D jΛ−1. Nous définissons
I′Θ = {(x, z, τ, ξ) | τ , 0, |c(x, z)τ−1ξ| ≤ sinΘ}, et IΘ = {(t, x, z, τ, ξ, ζ) | (x, z, τ, ξ) ∈ I′Θ, |ζ | ≤ c−10 |τ|},
Θ
|ξ|
|ζ |
τc−1
θ
Fig. 2.1: La zone ombrée correspond
à l’ensemble IΘ en un certain point
(t, x, z) et à une certaine fréquence τ.
L’angle de la direction de propagation
est noté θ. En pointillé est représenté
l’ensemble caractéristique Char(p).
où Θ ∈ (0, pi2 ). Nous choisissons un tel angle Θ ∈ (0, pi2 ) et tra-
vaillons dans la région microlocale IΘ supposant que WF(u) ⊂ IΘ.
La Figure 2.1 illustre l’ensemble IΘ en un certain point (t, x, z) et
à une certaine fréquence τ. L’angle Θ est un angle de propagation
critique que nous nous donnons. La restriction à IΘ nous permet
de rester loin de la propagation dans la direction horizontale, i.e.,
dans la direction x, lorsque l’on se place sur l’ensemble caracté-
ristique Char(p). Dans IΘ, G est un OψD d’ordre 1 par le théorème
18.1.35 dans [Hör85a].
En suivant la méthode de [Tay75], nous voyons qu’il existe un
Q ∈ Ψ0 dans IΘ tel que w˜ = (w˜+, w˜−) = Q−1w satisfait
Dzw˜ = ˜Gw˜ + ˜f (modC ∞), ˜f = Q−1 f ,
avec ˜G = ˜G(x, z,Dt,Dx) ∈ Ψ1 dans IΘ, diagonal, ˜G =(
b+ 0
0 b−
)
, où b± est de symbole principal ±(c(x, z)−2τ2 − |ξ|2) 12 .
Dans IΘ nous avons ainsi découplé ce qui se propage dans le sens
des z positifs, w˜+, de ce qui se propage dans le sens des z négatifs, w˜−. Dans [Sto04], il est montré que b±
peuvent être choisis autoadjoints.
Nous définissons l’ensemble JΘ+ de points (t0, x0, z0, τ0, ξ0, ζ0) tels que les bicaractéristiques associées à
b+, paramétrées par z, (t(z), x(z), τ(z), ξ(z)), passant par (t0, x0, τ0, ξ0) en z = z0, sont telles que pour tout
z ∈ [0,Z], (x(z), z, τ(z), ξ(z)) reste dans I′
Θ
: autrement dit l’angle de propagation, θ(z) n’excède jamais Θ le
long de ces bicaractéristiques.
Nous choisissons maintenant 0 < Θ1 < Θ2 < pi2 ainsi qu’un symbole réel positif c(z, x, τ, ξ) ∈ S 1(R×Rn−1 ×
R × Rn−1) tel que c = 0 dans IΘ1 et non caractéristique dans le complément de IΘ2 . Nous étendons b+ hors
de IΘ de manièreC ∞, de telle sorte que b+ soit réel homogène de degré 1, et nous considérons le problème
de Cauchy suivant :
(∂z − ib+(z, x,Dt,Dx) + c(z, x,Dt,Dx))v = 0,(2.2.2)
v(0, .) = w˜+(0, .).(2.2.3)
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Ce problème est de la forme de celui traité au chapitre 1. Nous posons a(z, x, τ, ξ) := −ib+(z, x, τ, ξ) +
c(z, x, τ, ξ). Si certaines hypothèses sont vérifiées par c, le théorème suivant est démontré dans [Sto04]
Théorème 2.2.1. Nous avons v = w˜+ (modC ∞) dans l’intérieur de JΘ1+ et v = 0 (modC ∞) dans le
complémentaire de JΘ2+ si les singularités de u se propagent dans la direction des z positifs en z = 0, i.e.,
WF(u) ∩ {z = 0, τ−1ζ > 0} = ∅.
Les équations « one-way » de la forme de (2.2.2) sont intéressantes en géophysique car elles permettent de
ne considérer qu’une partie de la solution. Or, les notions de champs montant et descendant sont importantes
dans ce domaine. En effet, au cours d’une expérience sismique, une source génère un champ qui se propage
tout d’abord vers le bas. Ce champ rencontre les singularités du milieu, par exemple une failles ou des
interfaces lorsque des couches sédimentaires changent de nature. Une faible partie de ce champ est réfléchie
vers le haut tandis que le reste poursuit sa route vers le bas. Au bout de quelques réflexions le champ devient
extrêmement faible. Les géophysiciens ne s’intéressent donc (à tort ?) qu’aux quelques premières réflexions
et même en général uniquement à la première. Dans cette optique, une formulation « one-way » est un bon
moyen de séparer les différentes composantes du champ et de les traiter une par une. Le théorème précédent
montre que microlocalement les solutions de l’équation des ondes acoustiques et celles de l’équation « one-
way » coïncident si on se place à distance de la direction horizontale. Cette restriction est en général sans
conséquence en géophysique car la plus grande partie de l’énergie utilisée se propage à des angles proches
de celui de la verticale.
2.3 Approximations
2.3.1 Troncature
La procédure de découplage des champs montant et descendant que nous venons de décrire fournit en fait le
symbole de l’opérateur a(z, x,Dt,Dx) sous forme d’une série asymptotique, a(z, x, τ, ξ) ∼ ∑∞j=0 a1− j(z, x, τ, ξ),
où a1− j(z, x, τ, ξ) ∈C ∞([0,Z], S 1− j(Rn × R × Rn)) (voir plus précisément [Sto04] ou l’Annexe A de [8]).
Afin de nous ramener au formalisme du chapitre 1, nous regroupons les variables t et x sous la variable x
et ainsi τ et ξ sous la variable ξ. Alors a(z, x, ξ) ∼ ∑∞j=0 a1− j(z, x, ξ). La construction précédente donne le
symbole a(z, x, ξ) satisfaisant l’hypothèse 1.3.1.
En pratique, le symbole complet n’est pas employé ni même calculé. La série asymptotique est plutôt
tronquée et nous utilisons :
a(z, x, ξ) =
k∑
j=0
a1− j(z, x, ξ),
pour k ≥ 0. Le plus souvent, seul le symbole principal est conservé ; alors k = 0. Nous posons a0 =∑k
j=1 a1− j(z, x, ξ). Nous souhaitons montrer les conséquences d’une telle approximation sur la représentation
de la solution du problème de Cauchy,
∂zu + a(z, x,Dx)u = 0, 0 < z ≤ Z(2.3.1)
u |z=0 = u0 ∈ Hs(Rn),(2.3.2)
par le produit d’OIF WP,z défini dans (1.1.4), en particulier quand ∆P tend vers zéro. Nous définissons
ainsi un deuxième propagateur couche-mince, G(z′,z), à travers son noyau :
G(z′,z)(x′, x) :=
∫
ei〈x
′−x,ξ〉e−∆a(z,x
′,ξ) d−ξ =
∫
eiφ(z′ ,z)(x
′,x,ξ) g(z′,z)(x
′, ξ) d−ξ,
où g(z′,z)(x, ξ) := e
−∆a0(z,x,ξ) et la phase φ(z′,z)(x′, x, ξ) est la même que celle définie dans (1.4.1). Nous avons
le résultat suivant.
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Lemme 2.3.1 ([10]). Soit s ∈ R. Il existe C > 0 tel que pour z′, z ∈ [0,Z] avec z′ ≥ z, nous avons
‖G(z′,z) − G(z′,z)‖(H(s),H(s+k)) ≤ C∆ p(a(z, .) − a(z, .)), pour une semi-norme p sur S −k(Rn × Rn) bien choisie et
∆ = z′ − z suffisamment petit.
Nous définissons W
P,z en remplaçant G(z′,z) par G(z′,z) dans (1.1.4). L’estimation précédente pour la pro-
pagation sur un pas de la discrétisation du paramètre d’évolution, z, peut être étendue au produit multiple
d’OIF.
Théorème 2.3.2 ([10]). Soit P = {z(0), z(1), . . . , z(N)} une subdivision de [0,Z] avec 0 = z(0) < z(1) < · · · <
z(N) = Z avec ∆P = max0≤i≤N−1(z(i+1) − z(i)). Pour ∆P suffisamment petit nous avons
‖WP,z −WP,z‖(H(s),H(s+k)) ≤ CZ sup
z∈[0,Z]
p(a(z, .) − a(z, .)) eCZ , z ∈ [0,Z],
pour une semi-norme p sur S −k(Rn × Rn) bien choisie.
Ce résultat est en accord avec la proposition suivante qui s’obtient à partir de l’inégalité d’énergie (1.3.1).
Proposition 2.3.3. Soit u la solution du problème de Cauchy (2.3.1)–(2.3.2) et u la solution du même
problème avec a(z, x, ξ) remplacé par a(z, x, ξ). Il existe λ0 > 0 et C > 0 tels que
‖u(z, .) − u(z, .)‖H(s+k) ≤ CZ sup
z∈[0,Z]
p(a(z, .) − a(z, .)) eλZ‖u0‖H(s) , z ∈ [0,Z], λ > λ0,
pour une semi-norme p sur S −k(Rn × Rn) bien choisie.
Remarque 2.3.4. En imagerie sismique, c’est principalement le front d’onde et sa propagation qui nous
intéressent. Nous avons vu dans la section 1.6 que celle-ci est uniquement gouvernée par le symbole princi-
pal a1(z, x, ξ). Ainsi, nous obtenons WF(WP,z(u0)) = WF(WP,z(u0)), ce qui ne signifie pas pour autant que
W
P,z(u0) −WP,z(u0) soitC ∞. Nous voyons alors que le théorème 1.6.10 est aussi valable pour l’approxi-
mation W
P,z.
2.3.2 Approximations « Generalized Screens »
Nous considérons de nouveau le symbole a(z, x, τ, ξ) = −ib(z, x, τ, ξ)+ c(z, x, τ, ξ) obtenu dans la section 2.2
avec les variables t et x traitées indépendamment maintenant. Le symbole principal est a1(z, x, τ, ξ) =
−ib1(z, x, τ, ξ) = −i
√
c−2(x)τ2 − |ξ|2 dans IΘ1 . La suite de l’analyse, en particulier les approximations
faites sur b(z, x, τ, ξ) vont se placer dans IΘ2 . Hors de IΘ2 les singularités disparaissent et le choix fait pour
b(z, x, τ, ξ) dans cette région importe peu.
Dans le cas d’un milieu invariant horizontalement, la phase de l’opérateur G(z′,z) correspond à celle d’une
transformée de Fourier dans les directions horizontales, un changement de phase correspondant au pas de
propagation z′ − z, et une transformée de Fourier inverse. Si nous discrétisons les directions horizontales et
remplaçons les transformées de Fourier par des transformées de Fourier discrètes rapides (FFT), la forme de
WP,z donne alors un schéma avec un nombre d’opérations proportionnel à Nx log Nx, où Nx est le nombre
d’échantillons dans les directions horizontales.
En présence de variations horizontales du milieu, le symbole a(z, x, τ, ξ) et son symbole principal a1(z, x, τ, ξ)
sont différents pour chaque point x associé à une vitesse différente c(x) et l’opération de propagation doit
être recalculée pour chaque point. Nous obtenons alors une complexité proportionnelle à N2x log Nx pour
chaque pas de propagation ce qui n’est pas acceptable, en pratique, pour des applications telles que l’ima-
gerie. La représentation des solutions de (2.2.2)–(2.2.3) par WP,z va être à première vue limitée dans son
application du fait d’un coût de calcul important. Nous pouvons cependant développer des approximations
pour cette représentation afin d’obtenir des algorithmes rapides avec une complexité de l’ordre de Nx log Nx.
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GS2
GS1
p
a
η0
c−1
c−10
Fig. 2.2: Symboles principaux GS. Celui du milieu exact correspond à la vitesse c ; celui du milieu référence,
η0, correspond à la vitesse c0 ; GS 1 et GS 2 correspondent aux symboles principaux incorporant le premier
et deuxième terme dans le développement GS de a(z, x′, ξ) ; p = τ−1ξ est la « lenteur horizontale ».
L’idée de la méthode GS est de séparer les dépendances en x et ξ dans la phase des opérateurs afin de
pouvoir « extraire » les dépendances spatiales hors des intégrales de Fourier du propagateur couche-mince
G(z′,z). Pour cela nous introduisons une formulation par contraste. Pour z ∈ [0,Z], nous choisissons ρ0(z)
et c0(z), avec c0(z) ≤ c(x, z) pour tout x ∈ Rn−1. Nous posons alors γ0(z, τ, ξ) égal au symbole a(z, x, τ, ξ)
dans le cas où c(x, z) est remplacé par c0(z) et ρ est remplacé par ρ0. La procédure de la section 2.2 donne
γ0(z, τ, ξ) avec son symbole principal égal à
√
c0(z)−2τ2 − |ξ|2 dans IΘ1 . Nous écrivons
εc(x, z) = c(z)/c0(x, z) − 1 = εec(x, z), ερ(x, z) = ρ(x, z)/ρ0(z) − 1 = εeρ(x, z).
La propagation verticale correspond à ξ = 0. Souhaitant une propagation exacte dans cette direction qui
est notre direction principale de propagation, nous développons le symbole a(z, x, τ, ξ) − a(z, x, τ, 0) en une
série asymptotique en puissances de ε :
a(z, x, τ, ξ) − a(z, x, τ, 0) ∼
∑
j≥0
ε jη j(z, x, τ, ξ).(2.3.3)
Au niveau du symbole principal a1(z, x, τ, ξ) cela revient en fait à un développement de Taylor. Pour le
reste du symbole, la méthode utilisée dans [6] consiste à faire tout d’abord cette formulation par contraste1
sur l’opérateur A défini dans la section 2.2 et à procéder à l’identification des termes constituant la série
asymptotique (2.3.3) à travers la procédure de calcul (pseudodifférentiel) de a(z, x, ξ) de la section 2.2. Nous
référons le lecteur à [6] pour plus de détails.
L’aspect intéressant de ce développement asymptotique du symbole a(z, x, τ, ξ)− a(z, x, τ, 0) est que chaque
élément de la série (2.3.3) est de la forme η j(z, x, τ, ξ) = ∑0≤l≤l j ηˆ(l)j (z, τ, x) η˜(l)j (z, τ, ξ), où la somme est finie,
mais l j varie. Ainsi, dans chacun des termes de cette somme les dépendances en x et ξ sont séparées.
Le développement GS (2.3.3) est tronqué en pratique. Nous écrivons
a(z, x, τ, ξ) − a(z, x, τ, 0) ≃ γ0(z, τ, ξ) − γ0(z, τ, 0) + γ1(z, x, τ, ξ),
avec γ0(z, τ, ξ) − γ0(z, τ, 0) = η0(z, τ, ξ), γ1(z, x, τ, ξ) = ∑1≤ j≤R ε jη j(z, x, τ, ξ). La Figure 2.3.2 illustre le
développement GS pour la partie principale du symbole. Si nous injectons maintenant ce développement
tronqué dans le propagateur couche mince nous obtenons le propagateur GS [6, 12] :
GGS(z′,z)u(τ, x′) := e−∆(a(z,x
′,τ,0)−γ0(z,τ,0))
Ï
ei〈x
′−x,ξ〉e−∆(γ0(z,τ,ξ)+γ1(z,x
′,τ,ξ)) u(τ, x) dx d−ξ
où la transformée de Fourier par rapport au temps n’est pas indiquée par simplification (les coefficients ne
dépendent pas de t).
1Un facteur d’adimensionnement relatif à la variable transverse x est aussi utilisé afin d’identifier plus facilement, à travers ses
puissances, les différents ordres de symbole dans le développement asymptotique.
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La dernière approximation qui est faite est la suivante, à l’ordre un,
e−∆γ1(z,x
′,τ,ξ)) ≃ 1 − ∆γ1(z, x′, τ, ξ)) = 1 − ∆
∑
1≤ j≤R
∑
0≤l≤l j
ε jηˆ(l)j (z, τ, x) η˜(l)j (z, τ, ξ),
ce qui permet de faire sortir les éléments ne dépendant pas de ξ hors de l’intégrale de Fourier. Cette dernière
approximation est numériquement valide quand ∆ est petit mais affecte la stabilité du schéma obtenu. Une
opération de normalisation permet de la rétablir [6, 12].
La Figure 2.3 montre des calculs numériques de la résolution de l’équation des ondes « one-way » dans un
modèle géologiquement raisonnable. La comparaison est faite avec une résolution complète de l’équation
des ondes par différences finies. Un exemple est donné pour la propagation dans le cas élastique pour
lequel nous pouvons aussi formuler des équations « one-way » suivant la procédure de la section 2.2 ; une
approximation GS du propagateur couche mince peut alors être développée et mise en pratique dans le
cas d’une phase matricielle (voir [14]). On notera la prise en compte des caustiques par cette méthode
de résolution de l’équation « one-way » (voir le commentaire 1.6.4). Dans le cas élastique on observe un
couplage entre les ondes de compression (P) rapides et les ondes de cisaillement (S) plus lentes (nous
avons simplement pris la vitesse des ondes S égale à la moitié de celle des ondes P). Ici nous nous sommes
intéressés à la propagation des ondes dans des milieux isotropes. Un type particulier d’anisotropie est traité
pour les ondes P dans [13]. Les calculs avec la méthode GS dans la figure 2.3 utilisent uniquement le
symbole principal de a(z, x, τ, ξ).
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Fig. 2.3: (a) Modèle de vitesse Marmousi (Institut Français du Pétrole). Blanc=1500 m/s ; noir=5500 m/s.
L’étoile indique la position de la source ; (b) Champ d’onde complet calculé par une méthode de différences
finies (deuxième ordre en espace et en temps) ; (c) Champ d’onde montant acoustique calculé par méthode
GS (ordre 4) au temps t=0.9 s ; (d) Champ d’onde montant élastique (composante horizontale) calculé par
méthode GS (ordre 2) au temps t=0.9 s ; la source utilisée est explosive.
2.4 Formulation du problème d’imagerie et mise en pratique
Lors des expériences d’acquisition de données sismiques, nous notons s la position des sources, r la position
des récepteurs, et t désigne le temps d’enregistrement. Les deux premières variables sont dans une sous-
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variété de R3 de codimension 1 et t est dans R. Pour simplifier nous prenons s et r dans le plan horizontal
{z = 0} ici.
Soit H(z′, z) l’opérateur solution de
(∂z + a(z, s,Dt,Ds) + a(z, r,Dt,Dr))u(z, t, s, r) = 0,(DSR)
u(0, .) = u0(.).(2.4.1)
Le nom de cette équation vient de « double-square-root », puisque le symbole principal de a(z, x,Dt,Dx)
est une racine carrée dans IΘ1 . La première des « racines carrées » correspond à la propagation entre la
source et le point diffractant et la seconde entre celui-ci et le récepteur. À partir de H(z′, z) nous obtenons
l’opérateur de modélisation sismique dans le cadre de l’approximation de linéarisation de Born [SDH05] :
F(δc)(s, r, t) := Q∗r (0)Q∗s(0)
Z∫
0
H(0, z)Qr(z)Qs(z)g(z, .)dz, δc ∈ E′(Rd+1),(2.4.2)
où les opérateurs Qr(z) et Qs(z) correspondent à ceux de la section 2.2 et g(z, .) est donné par
g(z, s, r, t) := δ(t)δ(s − r)
(
δc
c
)
(z, s + r
2
).(2.4.3)
La distribution à support compact δc(x), x ∈ R3, représente la partie singulière de la vitesse de propagation
des ondes c(x) + δc(x) où c ∈C ∞(R3). Dans le cadre de l’approximation de Born seule la vitesse c(x) est
utilisée dans le calcul de a(z, x, τ, ξ).
Nous pouvons donner une description intuitive de l’action de F telle qu’on la trouve dans la littérature géo-
physique (voir par exemple [Cla85]). L’opérateur étant linéaire, il suffit de décrire l’action de F sur une me-
sure de Dirac, δc = δy0 , placée en y0 = (x0, z0) (x est la variable horizontale). Nous écrivons U(x′, z′, t, x, z)
l’opérateur solution de la section 2.2 pour l’équation « one-way » vers le haut. Alors la solution de notre
modélisation est donnée par l’action de
∫
U(s, 0, t − σ, x, z)U(r, 0, σ, x, z)dσ sur δy0/c(y0), où nous avons
oublié ici, pour simplifier, l’action des opérateurs Qr et Qs qui permettent de passer à la formulation « one-
way ». La convolution en temps que nous avons écrite « relie » la propagation entre la source et le point
diffractant, y0, et celle entre y0 et le récepteur, au niveau de y0. Le rapport δy0/c(y0) provient de l’approxi-
mation de Born. En posant
H(z, z′)(s, r, t, s′, r′, t′) =
∫
U(s, z, t − t′ − σ, s′, z′)U(r, z, σ, r′, z′)dσ,
nous obtenons l’opérateur solution de l’équation (DSR). Nous observons alors que nous avons bien
Ñ
H(0, z′)(s, r, t, s′, r′, t′) g(z′, s′, r′, t′) ds′dr′dt′dz′
=
Ñ
U(s, 0, t − σ, x, z)U(r, 0, σ, x, z) δ((x, z) − y0)/c(y0) dσdxdz,
avec g donné dans (2.4.3).
L’opérateur d’imagerie est l’opérateur adjoint de F : des conditions sur c permettent de montrer que F∗ ◦ F
est un OψD (voir par exemple [SdH06]). L’opérateur F∗ appliqué aux données sismiques permet ainsi de
localiser les singularités de δc par la propriété pseudolocale des OψD. Les méthodes que nous avons déve-
loppées donnent une représentation de H(z′,z) par produit d’OIF et permettent ainsi de formuler l’opérateur
d’imagerie par de tels produits (voir [5]). L’approximation GS permet d’appliquer numériquement cette re-
présentation de manière efficace. La Figure 2.4 montre des résultats d’imagerie par les méthodes présentées
pour des données réelles de mer du Nord. Ces images ont été réalisées en collaboration avec Total (voir
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Fig. 2.4: Image d’un bloc de données 3D de mer du Nord (données L7D de Total) ; (a) coupe verticale ; (b)
coupe horizontale.
[11] pour une description des données et du traitement appliqué). Sur ces images on peut voir une structure
de dôme de sel assez typique de la géologie de la mer du Nord. En particulier la coupe horizontale de la
Figure 2.4b permet de voir les couches sédimentaires qui entourent le dôme et qui ont été plissé, ainsi que
des chenaux qui se sont créés au moment de la percée du sel2.
2.5 Prolongement de données
Contrairement à ce qui précède, l’approche que nous suivons ici ne se fonde pas sur un découplage micro-
local de l’équation des ondes. Cela reste cependant une technique utilisable pour la mise en pratique. Nous
nous intéressons ici à la possibilité de générer des données sismiques à partir de données lacunaires. Il est
commun en effet de vouloir générer des données qui n’ont pas pu être acquise. Un exemple classique est les
données à « offset » nul. L’offset est la demi-distance entre la source et le récepteur. La source utilisée étant
extrêmement violente (explosion, canon à air) il est impossible de placer un récepteur près de la source.
Pourtant les données à offset nul sont utilisées en géophysique. Elles sont créées numériquement à partir
des autres données. Dans d’autres cas la géographie de la zone d’acquisition ne permet pas de placer des
sources ou des récepteurs en certains endroits. En outre, le plus souvent, une acquisition complète serait
trop onéreuse et sources et récepteurs sont placés sur une sous-variété de la variété d’acquisition. Pour le
travail d’interprétation il est important de reconstruire ces données manquantes. Pour cela nous exploitons
la redondance des données sismiques. Les opérateurs impliqués dans ces prolongements de données sont
2Des corps constitués de sel percent les sédiments qui les recouvrent lors de la première phase de la diagénèse, la compaction des
sédiments (les sédiments s’appauvrissent en eau et leur densité augmente jusqu’à devenir supérieure à celle du sel qui se trouve en
dessous).
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Fig. 2.5: Paramétrisation d’une expérience sismique : source, s, récepteur, r, point diffractant, x, temps de
parcours, t = ts + tr ; (x, ξ) ∈ T ∗(R3) \ 0 ; (s, r, t, σ, ρ, τ) ∈ T ∗(Y) \ 0.
des OIF. Les sommations impliquées ont la vertu d’améliorer le rapport signal sur bruit. Ainsi par exemple
des données à offset nul obtenues numériquement sont moins bruitées que les données originelles et donc
très utiles pour l’interprétation des données.
Comme précédemment le milieu de propagation est caractérisé par une vitesse de propagation c + δc,
c ∈C ∞(R3) et δc ∈ E′(R3). Dans le cadre de l’approximation de Born, le champ diffracté par la partie
singulière du milieu δc est donné par [7],[SdH02]
(2.5.1) δG(s, r, t) =
∫
X
t∫
0
G(r, t − ts; x) 2c−3(x)δc(x)∂2t G(x, ts; s) dts dx,
où G(x, t; y) est la fonction de Green causale de l’équation des ondes. Cette fonction de Green est le noyau
d’un OIF. Nous désignons par X = R3 le milieu de propagation et Y la variété d’acquisition pour les
variables s, r et t. Typiquement Y est de dimension 5 (2 + 2 + 1).
L’opérateur de modélisation des données sismiques s’obtient à travers la composition de l’opérateur M :
δc 7→ δG avec l’opérateur de restriction R à la variété d’acquisition Y . Sous certaines conditions de trans-
versalité des bicaractéristiques à la traversée de Y l’opérateur de modélisation F = R ◦ M est un OIF.
L’opérateur F∗ est l’opérateur d’imagerie. Il est de même un OIF. C’est à travers sa relation canonique que
nous pouvons suivre les singularités dans les données (réflexions) jusqu’à celles de l’image. La relation
canonique de F est notée ΛF . Nous faisons l’hypothèse suivante (condition de Bolker).
Hypothèse 2.5.1. [Gui85] La projection de ΛF sur T ∗Y \ 0 est un plongement.
T ∗(X) \ 0
piX piY plongement
ΛF
T ∗(Y) \ 0
Cette hypothèse permet de montrer que F∗ ◦ ψ ◦ F est un OψD pour ψ, un OψD bien choisi [SdH02]. Ainsi
le front d’onde de δc n’est pas déplacé dans l’opération d’imagerie.
L’hypothèse 2.5.1 permet de paramétrer ΛF par les variables de T ∗(X) \ 0 ainsi qu’une variable e ∈ E qui
caractérise la redondance des données. Dans le cas où Y est de dimension 5, E ⊂ R2. La relation canonique
ΛF possède une structure fibrée naturelle comme illustrée dans la figure précédente. Un exemple de variable
e utilisable en pratique correspond aux angles de réflexion et d’azimut au niveau du point diffractant x dans
l’expérience sismique (voir la Figure 2.5).
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L’opérateur F∗ inclut de manière implicite une intégration par rapport à e. En un point diffractant3, (x, ξ),
toutes les données contribuant à la formation d’une image sont sommées. Si cette sommation n’est pas
réalisée nous avons une famille d’opérateurs L = L(e) paramétrée par e.
Localement, des données sismiques lacunaires correspondent à des lacunes dans la direction e. À travers
la relation canonique ΛF , nous pouvons identifier dans les données sismiques l’ensemble des variables e
qui caractérisent un point diffractant (x, ξ). Par exemple si nous reprenons le cas où e désigne les angles de
réflexion et d’azimut, les données à angle de réflexion nul, qui correspondent à un offset nul sont absentes
des données sismiques. Nous donnons maintenant un résultat de [7] pour la création de ces données à offset
nul.
Une méthode pour générer des données à offset nul est de considérer que les trajets source–point diffrac-
tant et point diffractant–récepteur s–x et x–r sont les mêmes. Alors, suivant le modèle introduit plus haut,
un opérateur de modélisation de données à offset nul F0 peut être écrit comme un OIF, moyennant une
hypothèse de transversalité des bicaractéristiques sur la sous-variété {s = r} × R de Y .
L’opérateur de prolongement de données est alors F0 ◦ L (l’opérateur F0 est trivialement étendu à des
fonctions en x et e.) En pratique, F0 ◦ L est nommé DipMoveOut (DMO) par les géophysiciens. Moyennant
une hypothèse technique sur le choix du paramètre e, qui est vérifié dans l’exemple naturel donné plus haut,
nous obtenons le théorème suivant.
Théorème 2.5.2. L’opérateur DMO, F0 ◦ L, est un OIF. De plus sa relation canonique peut être caracté-
risée.
La démonstration passe par une analyse de la composition des relations canoniques associées aux deux
opérateurs. Ce résultat est important car il permet de représenter localement le noyau de l’opérateur DMO
par une intégrale oscillante. Cette représentation est très naturelle en géophysique. La relation canonique
de l’opérateur DMO qui est alors une sous-variété régulière permet, entre autres, de suivre comment les
singularités des données lacunaires sont utilisées pour générer celles des nouvelles données.
D’autres types de prolongement de données sont traités dans [7]. Dans [16], ces techniques sont illustrées
numériquement. En particulier, des réponses impulsionnelles de ces opérateurs de prolongement sont géné-
rées. Ici, dans la Figure 2.6, nous donnons un exemple de prolongement de données réalisé dans le cas d’un
milieu de propagation caractérisé par une lentille où les vitesses sont lentes ce qui génère des caustiques.
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Fig. 2.6: Prolongement de données synthétiques en présence de caustiques ; (a) données lacunaires ; (b)
données prolongées ; (c) données exactes.
3la variable cotangent ξ correspond à la direction normale d’un réflecteur en x (voir la Figure 2.5).
Perspectives
Nous achevons cette première partie par des perspectives et développements futurs que nous souhaitons
entreprendre.
Les résultats du chapitre 1 concernent des équations pseudodifférentielles d’ordre un. Les coefficients y
sont donc réguliers par rapport à la variable x. Pour les applications pratiques, telles que celles d’image-
rie décrites dans le chapitre 2, il est fréquent de rencontrer des milieux à coefficients non réguliers. En
géophysique, la présence de failles issues de la tectonique, les variations de faciès sédimentaires, génèrent
des discontinuités dans les vitesses de propagation des ondes. Lorsque nous appliquons nos méthodes à
des données sismiques, les hypothèses de régularité des coefficients ne sont pas satisfaites. Bien que nous
ne disposions d’aucun résultat démontré dans de tels cas, nous pouvons observer de bons résultats numé-
riques. Pour les données de mer du Nord de Total que nous avons traitées au chapitre 2 (voir aussi [11]), le
contraste entre les sédiments et le sel est grand. On passe d’une vitesse des ondes P de 2500 m.s−1 à 5000
m.s−1. Malgré de telles violations de nos hypothèses de régularité, la stabilité numérique reste préservée
(expérimentalement). Bien que le calcul des OIF et celui des OψD nécessitent beaucoup de régularité sur
les coefficients, il devrait être possible d’étendre certains de nos résultats à des coefficients singuliers. Nous
avons aussi en tête, en collaboration avec l’équipe de P. Joly et A.-S. Bonnet, l’utilisation de nos méthodes
pour la simulation de la propagation dans des guides d’onde. Alors, le milieu est typiquement singulier dans
la direction transverse, avec des discontinuités à l’échelle de la longueur d’onde. Une approche possible se-
rait l’introduction d’un terme de viscosité évanescente. Nous y reviendrons un peu plus bas.
L’analyse que nous avons faite ici correspond à celle d’une semi-discrétisation en temps du problème
continu hyperbolique. Afin de compléter l’étude des aspects numériques de cette méthode, il faudrait aussi
analyser les approximations faites en remplaçant les transformées de Fourier par des transformations dis-
crètes comme nous le faisons dans nos codes numériques. Le domaine de calcul est alors borné et il se pose
le problème de définition de conditions au bord. L’utilisation de couches absorbantes de type PML, « Per-
fectly Matched Layer » [Ber94], devrait permettre de restituer l’aspect « milieu non-borné » du problème.
La formulation des PML étant proche de celle des équations « one-way », leur utilisation devrait être assez
naturelle. Nous avons déjà procédé à des tests numériques qui se révèlent très encourageants.
Le cas des systèmes hyperboliques que nous avons traité appelle à des développements.
– Bien que nous ne l’ayons pas traité explicitement, nous pouvons nous attendre à ce que la propagation
des singularités s’étudie de manière similaire à ce que nous avons fait dans le cas scalaire. En effet, avec
un diagonaliseur régulier, le traitement doit pouvoir se ramener à l’étude scalaire.
– Dans le cas d’un système symétrisable, il semble important de savoir si une estimation fine de la norme
de l’opérateur couche mince, comme celle donnée dans le théorème 1.7.4, est vraie ou non.
– Concernant la régularité des symétriseurs/diagonaliseurs nous pouvons faire le commentaire suivant.
Dans le cas symétrisable nous avons vu que la régularité du symétriseur par rapport au paramètre d’évo-
lution z (Lipschitz) semble optimale au sens où elle correspond à la régularité exigée pour obtenir une
inégalité d’énergie et donc l’existence et l’unicité des solutions. Dans le cas symétrique, le diagonaliseur
a été supposé continu par rapport à z et régulier par rapport à la variable transverse, x. Cette dernière ré-
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gularité exclut certains cas où les changements des multiplicités des valeurs propres rendent le choix de
bases de vecteurs propres réguliers impossible (voir [Kat80]). L’étude de tels cas semble très difficile. On
ne sait alors pas toujours construire de paramétrix. Il serait bon d’étudier la méthode que nous proposons
dans ces cas. Il faudrait pouvoir définir des intégrales oscillantes à phase matricielle sans avoir recours à
une diagonalisation.
En collaboration avec H. Isozaki (Université de Tsukuba, Japon) nous avons étudié des extensions possibles
de notre approche au cas parabolique du deuxième ordre. Il est alors intéressant de constater qu’il nous faut
recourir au calcul de Weyl [Hör79] plutôt qu’au calcul standard des OψD. Nous considérons un OψD du
second ordre défini par la quantification de Weyl de q(x, ξ) :
qw(x,Dx)u(x) = (2pi)−n
Ï
ei(x−y)·ξq((x + y)/2, ξ) u(y) dy dξ.
Nous faisons l’hypothèse suivante
Hypothèse. Le symbole q(x, ξ) est de la forme q(x, ξ) = q2(x, ξ) + q1(x, ξ), où q j(x, ξ) ∈ S j, j = 1, 2,
q2(x, ξ) est réel et q2(x, ξ) ≥ C|ξ|2 pour C > 0 et |ξ| suffisamment grand.
Nous posons p∆(x, ξ) = e−∆q(x,ξ). Nous avons déjà obtenu le résultat suivant, en particulier en remplaçant
l’utilisation de l’inégalité de Gårding précisée faite dans le théorème 1.4.9 par celle de Fefferman-Phong
([FP78], [Hör85a, corollaire 18.6.11]).
Théorème. Il existe une constante C > 0 tel que
‖pw
∆
(x,Dx)‖(L2,L2) ≤ 1 +C∆,
pour 0 ≤ ∆ ≤ ∆max.
Ce résultat permet de procéder comme nous l’avons fait ici dans le cas hyperbolique et d’obtenir un résultat
de représentation de l’opérateur solution comme produit infini d’OψD. Nous souhaitons obtenir l’extension
de ce résultat aux équations différentielles paraboliques sur une variété en s’inspirant du traitement du
cas des systèmes symétrisables que nous avons fait ici. En effet, si un opérateur différentiel elliptique est
défini sur une variété riemannienne, son symbole de Weyl obéit à certaines transformations lorsque l’on
passe d’une carte locale à l’autre. Il est clair que le symbole p∆(x, ξ) ne respecte pas ces transformations.
Cependant, nous espérons que les « erreurs » introduites lors de la composition des opérateurs pw
∆
(x,Dx)
pourront être gérées comme les termes « parasites » de la section 1.7.2.
Le cas des équations de Schrödinger est aussi un domaine de développement possible. Nous avons signa-
ler plus haut les liens qui existent entre notre approche et les intégrales de Feynman qui permettent de
donner une formulation de la solution fondamentale pour des opérateurs de Schrödinger (voir par exemple
[FKg05]).
Si maintenant, pour le cas hyperbolique, nous introduisons un terme de la forme e−∆2q(x,ξ) dans le pro-
pagateur couche mince du chapitre 1 et si q(x, ξ) satisfait l’hypothèse donnée plus haut, alors ce terme,
quadratique en ∆, correspond à une viscosité évanescente. Par exemple, le produit infini d’OψD de symbole
e−∆
2q(x,ξ) converge vers l’identité. L’introduction d’un tel terme de régularisation parabolique pourra peut-
être s’avérer intéressante pour l’étude des cas à coefficients non réguliers. En pratique, cela peut permettre
par exemple la stabilisation de schémas.
Deuxième partie
Contrôle et problèmes inverses
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Chapitre 3
Contributions à la théorie du contrôle des
équations paraboliques et aux problèmes
inverses
3.1 Introduction et notations
Dans ce troisième chapitre nous traitons de la théorie du contrôle et d’un problème inverse relatifs aux
équations paraboliques.
La contrôlabilité des systèmes d’équations aux dérivées partielles paraboliques a connu un développement
important depuis les années 90 en particulier grâce aux contributions de [LR95] et [FI96] : l’obtention
d’inégalités dites de Carleman et leur utilisation dans ce cadre ont conduit à des résultats nouveaux de
contrôlabilité dits de contrôlabilité aux trajectoires. La méthode de [LR95] a été étendue, entre autres, au
problème de la contrôlabilité du système de la thermoélasticité [LZ98a] ainsi qu’à celui de la thermoélasti-
cité des plaques [BN02]. L’utilisation des inégalités de Carleman dites globales de [FI96] a permis d’obtenir
la contrôlabilité d’équations paraboliques semi-linéaires [Bar00, FCZ00], de systèmes de réaction-diffusion
[ABD06], et des équations de Navier-Stokes [Ima01]. Ces mêmes inégalités ont également permis d’établir
de nouveaux résultats de stabilité de type Lipschitz pour des problèmes inverses [IY98, BP02]. Dans notre
étude, nous nous concentrons sur le cas où les coefficients de la partie principale de l’opérateur sont non
réguliers. Typiquement la partie principale des opérateurs que nous considérons est de la forme ∂t−∇· (c∇).
Nous prenons le coefficient c de typeC 1 par morceaux et même simplement à variations bornées (BV) dans
certains cas.
Soient Ω un ouvert régulier et borné de Rn et ω ⋐ Ω. Soit T > 0. Nous posons Q = (0,T ) × Ω et
Σ = (0,T ) × ∂Ω. Afin d’expliquer la méthodologie que nous suivons, nous nous plaçons tout d’abord dans
le cas simple d’une équation à coefficients constants avec des données de Dirichlet au bord :
∂ty − ∆y = v1ω dans Q,
y = 0 sur Σ,
y(0) = y0 dans Ω.
(3.1.1)
La fonction v s’appelle le contrôle. Ce contrôle est ici « distribué » car il s’applique dans un sous-domaine
de mesure non nulle de Ω. Nous considérerons aussi le cas d’un contrôle « frontière ». La contrôlabilité
exacte dans L2(Ω) au temps T d’une telle équation serait
∀yT , y0 ∈ L2(Ω), ∃v ∈ L2(Q) tel que y(T ) = yT .(CE)
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Il est bien connu que dans le cas des équations paraboliques, en particulier dans le cas de l’équation de la
chaleur que nous avons écrite, la contrôlabilité exacte est fausse de part le caractère régularisant du semi-
groupe de la chaleur. La contrôlabilité exacte est équivalente à l’inégalité d’observabilité suivante [Zab92]
‖q(T )‖2L2 ≤ C
Ï
(0,T )×ω
|q|2 dx dt,(3.1.2)
pour le système dual 
−∂tq − ∆q = 0 dans Q,
q = 0 sur Σ,
q(T ) = qT dans Ω.
(3.1.3)
En considérant une base orthonormale de fonctions propres du Laplacien sur Ω nous constatons en effet
qu’une telle inégalité est impossible.
Une deuxième notion souvent abordée dans la théorie du contrôle des équations aux dérivées partielles est
celle de la contrôlabilité approchée. On souhaite alors démontrer que
∀ε > 0, ∀yT , y0 ∈ L2(Ω), ∃v ∈ L2(Q) tel que ‖y(T ) − yT ‖L2 ≤ ε.(CA)
Dans le cas des équations paraboliques telles que l’équation de la chaleur que nous avons écrite la contrô-
labilité approchée est vraie. Comme elle correspond à la densité de l’image du semi-groupe de la chaleur,
elle est équivalente au problème d’unicité suivant pour le système dual (3.1.3) [FPZ95] :
q = 0 sur (0,T ) × ω ⇒ q = 0 sur Q.
La notion qui nous intéresse ici est celle de la contrôlabilité à zéro. Elle s’exprime de la manière suivante :
∀y0 ∈ L2(Ω), ∃v ∈ L2(Q) tel que y(T ) = 0.(C-0)
Cette notion est équivalente à celle de la contrôlabilité aux trajectoires dans le cas des équations linéaires :
∀y0 ∈ L2(Ω), ∃v ∈ L2(Q) tel que y(T ) = z(T ),
où z(t) est une solution de (3.1.1) pour une donnée initiale z0 ∈ L2(Ω) et un second membre de la forme w1ω
avec w ∈ L2(Q). La contrôlabilité à zéro est aussi équivalente à l’inégalité d’observabilité suivante pour le
système dual (3.1.3)
‖q(0)‖2L2 ≤ Cobs
Ï
(0,T )×ω
|q|2 dx dt,(3.1.4)
(comparer (3.1.2) avec (3.1.4)). C’est ce dernier type d’inégalité que nous appellerons dans la suite inégalité
d’observabilité.
Dans le cas de l’équation de la chaleur, la contrôlabilité à zéro fut tout d’abord démontrée dans [LR95]. Le
résultat clé est alors l’obtention d’une inégalité qui mesure la perte d’orthogonalité des fonctions propres du
Laplacien lorsqu’on se restreint au sous-domaine ω. Si nous désignons par (φk)k∈N une base orthonormale
de L2(Ω) de fonctions propres de −∆ pour des données de Dirichlet homogènes au bord et 0 < µ1 ≤ µ2 ≤
· · · ≤ µk ≤ . . . , les valeurs propres associées, l’inégalité de Lebeau et Robbiano s’écrit1
∑
µ j≤µ
|a j|2 ≤ CeC
√
µ
∫
ω
∣∣∣∣∣∣
∑
µ j≤µ
a jφ j(x)
∣∣∣∣∣∣
2
dx, µ > 0, a j ∈ R.(3.1.5)
1L’inégalité telle qu’elle est écrite dans [LR95] présente une intégrale en temps et des exponentielles qui en dépendent. Elle est
écrite sous cette forme par exemple dans [LZ98a].
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Cette inégalité conduit à l’existence d’un contrôle à zéro pour (3.1.1) construit de manière itérative [LR95].
La démonstration de l’inégalité (3.1.5) se fait au moyen d’une inégalité d’interpolation obtenue à par-
tir d’inégalités de Carleman locales pour un opérateur elliptique. L’inégalité (3.1.5) est démontrée dans
[LR95] dans un cadre géométrique plus général, i.e., pour l’opérateur de Laplace sur une variété rieman-
nienne. Dans l’Annexe 3.A, nous donnons une démonstration différente de l’inégalité (3.1.5) qui est fondée
sur une inégalité de Carleman globale pour un opérateur elliptique sans avoir recours à des inégalités d’in-
terpolation. La méthode de construction du contrôle de [LR95] ne s’applique pas lorsqu’on se trouve en
présence de termes d’ordre zéro et du premier ordre en variables d’espace dans l’opérateur parabolique qui
dépendent du temps. En particulier, cela ne permet pas d’étendre le résultat de contrôlabilité globale à zéro
à des équations paraboliques semi-linéaires.
En 1996, Fursikov et Imanuvilov ont montré comment l’obtention d’inégalités de Carleman globales pour
les opérateurs paraboliques permettait de prouver des inégalités d’observabilité du type de (3.1.4) et de
comprendre la dépendance de Cobs en fonction des termes d’ordre zéro et du premier ordre en variables
d’espace de l’opérateur parabolique dépendant du temps [FI96]. Cette approche a permis la démonstra-
tion de résultats de contrôlabilité à zéro pour des équations paraboliques semi-linéaires [Bar00, FCZ00,
DFCGBZ02, DOP02]. Une partie de notre travail se place dans ce cadre. Une autre partie exploite à la fois
les inégalités de Carleman globales ainsi que la méthode de [LR95] fondée sur une inégalité de la forme
de (3.1.5). Comme références sur les inégalités de Carleman locales nous citerons [Hör63, chapitre VIII],
[Hör85b, sections 28.2–3], [Zui83] et pour le cas parabolique [Isa93]. Pour les inégalités globales nous
citerons [FI96, IY01] et enfin [FCG06] pour une revue de leur application au contrôle des équations para-
boliques. En général, les inégalités de Carleman, locales ou globales, sont démontrées pour des opérateurs
à coefficients réguliers.
Notre travail se place, nous l’avons déjà dit, dans le cas où les coefficients de la partie principale de l’opéra-
teur sont non réguliers. Dans ce cas, la question de la contrôlabilité à zéro n’est pas complètement résolue.
Un résultat de contrôlabilité pour une équation semi-linéaire avec un coefficientC 1 par morceaux a été
démontré dans [DOP02] au moyen d’une inégalité de Carleman globale ; les discontinuités (sauts) du co-
efficient c de l’opérateur ∂t − ∇ · (c∇) se trouvent le long d’une interface dans le domaine Ω considéré.
Cependant, ce résultat se démontre en supposant que la région d’observation se trouve dans la zone où le
coefficient de diffusion c est le plus « petit » (en fait, c’est le signe du saut de c à travers l’interface qui
dicte le choix de la région de contrôle/observation). On remarquera que ce résultat semblait indiquer des
similarités avec le cas hyperbolique (voir par exemple [Lio88, page 356 et suivantes]). La contrôlabilité
approchée est quant à elle vraie, indépendamment du choix fait pour la région de contrôle/observation.
Il est naturel de poser la question de l’observabilité dans le cas non traité dans [DOP02] ainsi que celle
de l’existence d’une inégalité de Carleman globale afin de pouvoir, entre autres, traiter le cas des équa-
tions semi-linéaires. Nous apportons des éléments de réponse à ces deux questions. Dans la section 3.2, en
dimension un d’espace, nous montrons que nous pouvons obtenir une inégalité de Carleman indépendam-
ment de la région d’observation. Ce travail a été réalisé en collaboration avec A. Benabdallah et Y. Der-
menjian [18, 1]. De ce résultat, si nous approchons des coefficients singuliers par des coefficients réguliers
par morceaux, par un passage à la limite dans ces inégalités de Carleman, en prenant soin de maîtriser
le comportement des fonctions poids et constantes impliquées, nous voyons dans la section 3.3 que nous
pouvons même obtenir une telle inégalité dans le cas d’un coefficient de classe BV [19, 9]. Cela permet,
comme nous l’avons dit plus haut, d’obtenir des résultats de contrôlabilité pour des équations semi-linéaires
(section 3.4). Dans la section 3.5, en dimension plus grande que deux, nous couplons notre inégalité de Car-
leman de la dimension un avec l’inégalité (3.1.5) de [LR95] afin d’obtenir un résultat de contrôle dans le
cas d’un milieu stratifié avec une région de contrôle arbitraire. Nous supposons alors que le milieu n’est
singulier que dans une seule direction d’espace. Ce travail a été réalisé en collaboration avec A. Benabdal-
lah et Y. Dermenjian [2]. L’analogie avec le cas hyperbolique s’avère ainsi infondée : il existe des cas où
l’équation de la chaleur à coefficients discontinus est contrôlable à zéro avec un choix de région de contrôle
arbitraire. Comme ce dernier résultat de contrôle utilise en partie la méthode de [LR95], il ne s’étend pas à
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la contrôlabilité globale des équations semi-linéaires. L’existence d’une inégalité de Carleman globale dans
ce cas et les cas plus généraux en dimension d’espace plus grande que deux, avec une observation dans un
sous-domaine arbitraire, reste une question ouverte.
En dimension un d’espace, la contrôlabilité pour des équations paraboliques linéaires avait été prouvée
dans le cas de coefficients BV dans [FCZ02]. La démonstration repose sur la méthode de Russell [Rus73].
Cependant la question de l’existence d’une inégalité de type Carleman était restée ouverte. Au moment
où nous répondions à cette question un résultat de contrôlabilité de la chaleur en dimension un d’espace
pour des coefficients L∞ a été démontré [AE07]. En fait, les auteurs de [AE07] démontrent une inégalité
de la forme de (3.1.5) ce qui leur permet de conclure grâce à la méthode de [LR95]. Ce résultat ne s’étend
pas à la contrôlabilité globale des équations semi-linéaires contrairement à notre résultat. L’existence d’une
inégalité de Carleman dans le cas de coefficients L∞ est une question ouverte. Le lecteur verra que, dans
notre méthode d’obtention d’une telle inégalité dans le cas d’un coefficient de classe BV , nous utilisons le
caractère BV du coefficient c afin de maîtriser le comportement des fonctions de poids de Carleman dans le
passage à la limite. Il ne nous semble pas possible d’étendre notre méthode au cas de coefficients L∞.
Nous utilisons finalement des inégalités de Carleman pour des équations paraboliques à coefficients dis-
continus afin d’obtenir des inégalités de stabilité dans un problème d’identification du coefficient c de la
partie principale de l’opérateur. L’utilisation des inégalités de Carleman pour obtenir ce type de résultat
est maintenant bien établie depuis [BK81]. Certains auteurs utilisent des inégalités de Carleman locales
et en déduisent des résultats d’unicité et des estimations de stabilité de type Hölder (voir [Kli04, Isa98]
et les références qui y sont citées). D’autres utilisent des inégalités de Carleman globales et en déduisent
des estimations de stabilité de type Lipschitz [IY98, BP02]. Nous suivons cette seconde approche dans la
section 3.6. Notons que peu de résultats concernent l’identification de la partie principale de l’opérateur. En
général c’est un terme source ou potentiel qui est identifié. À notre connaissance, notre résultat est le seul
dans le cas d’un coefficient c non régulier dans la partie principale.
Nous considérons, pour simplifier, le cas d’un ouvertΩ de classeC 2 de Rn etΩ0,Ω1 deux ouverts non vides
de Ω tels que
Ω0 ⋐ Ω, et Ω1 = Ω \ Ω0.
Soit un coefficient c,C 1 par morceaux, discontinu sur l’interface S = Ω0 ∩ Ω1 qui est elle-même supposée
de classeC 2. Nous posons Ω′ = Ω \ S . Pour T > 0 nous considérons le problème de transmission pour la
chaleur suivant
(3.1.6)

∂ty − ∇ · (c∇y) = 0 dans (0,T ) ×Ω′,
y(t, x) = h(t, x) sur (0,T ) × Γ,
y|(0,T )×S 0 = y|(0,T )×S 1 , c0∂ny|(0,T )×S 0 = c1∂ny|(0,T )×S 1 ,
y(0, x) = y0(x) dans Ω,
où les traces sur S 0 sont prises du coté de Ω0 et celles sur S 1 du coté de Ω1. Les conditions au bord, h(t, x),
sont précisées dans [3].
Si le coefficient c est changé en c˜ nous notons alors y˜ la solution associée. Nous supposons que l’interface,
bien qu’inconnue, reste inchangée. Nous supposons que nous avons accès à des mesures de la différence
des solutions sur une partie γ du bord de Ω sur l’intervalle de temps (t0,T ), t0 > 0 et sur la différence des
solutions à un certain temps positif T ′ > t0 sur tout l’ouvertΩ. Nous noterons que de telles mesures peuvent
être assez restrictives quant aux champs d’applications de nos résultats. En particulier une mesure sur le
domaine tout entier est impossible dans de nombreux cas. Dans des domaines de biologie expérimentale,
où certains phénomènes sont modélisés par des équations paraboliques, de telles mesures sont atteignables.
Les résultats de stabilité obtenus en collaboration avec A. Benabdallah et P. Gaitan [3] sont de la forme
suivante. Dans le cas où la différence des coefficients c et c˜ est constante par morceaux nous avons :
|c − c˜|2L∞(Ω) ≤ C|∂n(∂ty − ∂ty˜)|2L2((0,T )×γ) +C|(y − y˜)(T ′, .)|2H2(Ω′),
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ainsi qu’un résultat de stabilité pour la condition initiale :
|y0 − y˜0|L2(Ω) ≤ C
∣∣∣∣ln (|∂n(∂ty − ∂ty˜)|2L2((0,T )×γ) + |(y − y˜)(T ′, .)|H2(Ω′))∣∣∣∣−1 ,(3.1.7)
pour |∂n(∂ty − ∂ty˜)|2L2((0,T )×γ) + |(y − y˜)(T ′, .)|H2(Ω′) suffisamment petit. Comme nous l’avons dit plus haut ce
type de résultat s’obtient au moyen d’une inégalité de Carleman globale. La forme de cette inégalité n’est
pas classique car elle présente des termes d’interface. C’est dans leur traitement que se trouve en partie
l’originalité de nos travaux. Dans le cas n = 1 nous utilisons nos travaux des sections 3.2 et 3.3 ; dans le cas
n ≥ 2 nous faisons une hypothèse de monotonie sur le coefficient c comme celle faite dans [DOP02].
3.2 Inégalités de Carleman pour des coefficients de diffusionC 1 par morceaux
Les inégalités de Carleman globales pour les équations paraboliques à coefficients réguliers (C 1) ont été
démontrées dans [FI96]. La démonstration se fonde sur la construction d’une fonction poids β adaptée,
dont le gradient ne s’annule pas dans le complémentaire de la région d’observation. En particulier cette
fonction est choisie régulière (C 2). Dans le cas d’un coefficient de diffusion c présentant un saut le long
d’une interface, les auteurs de [DOP02] introduisent une fonction poids singulière, continue mais de dérivée
discontinue. En fait, ils imposent à la fonction β de satisfaire les mêmes conditions de transmission au
niveau de l’interface que la solution du problème parabolique. Afin de démontrer l’inégalité de Carleman
recherchée ils introduisent une hypothèse de monotonie sur les coefficients comme nous l’avons indiquée
plus haut. Ici nous considérons de même une fonction poids β singulière mais nous relaxons cette condition
de monotonie sur le coefficient c en introduisant des conditions de transmission ad hoc sur la fonction β.
Nous nous plaçons en dimension un d’espace. Nous considérons l’opérateur formellement défini par A =
∂x(c∂x(.)) sur L2(Ω) où Ω = (0, 1) ⊂ R. Le coefficient de diffusion c satisfait 0 < cmin ≤ c ≤ cmax. Nous
supposons que c estC 1 par morceaux : il existe ai, i = 0, . . . , n avec 0 = a0 < a1 < a2 < · · · < an = 1 et
c|(ai,ai+1) ∈C 1([ai, ai+1]), i = 0, . . . , n − 1. Le domaine de l’opérateur A est donné par
D(A) = {u ∈ H10(Ω); c∂xu ∈ H1(Ω)},
i.e., nous considérons des données de Dirichlet homogènes au bord. Soit T > 0. Nous utilisons les notations
suivantes Ω′ = Ω \ {a1, . . . , an−1}, Q = (0,T ) × Ω, Q′ = (0,T ) × Ω′, Γ = {0, 1} et Σ = (0,T ) × Γ. Soit
j ∈ {0, . . . , n − 1} qui restera fixé dans la suite et ω0 ⋐ O ⋐ (a j, a j+1) deux ouverts non vides. La fonction
poids β est obtenue à partir du lemme suivant.
Lemme 3.2.1 ([18, 1]). Il existe une fonction ˜β ∈C (Ω) telle que ˜β|[ai,ai+1] ∈C 2([ai, ai+1]), i = 0, . . . , n − 1,
satisfaisant
˜β > 0 dans Ω, ˜β = 0 sur Γ, ( ˜β|[a j,a j+1])′ , 0 dans [a j, a j+1] \ ω0, ( ˜β|[ai,ai+1])′ , 0, i ∈ {0, . . . , n − 1}, i , j,
et la fonction ˜β satisfait les propriétés de trace suivantes, pour un certain α > 0, (Aiu, u) ≥ α|u|2, u ∈ R2,
avec les matrices Ai, définies par
Ai =
( [ ˜β′]ai ˜β′(a+i )[c ˜β′]ai
˜β′(a+i )[c ˜β′]ai ˜β′(a+i )[c ˜β′]2ai + [c2( ˜β′)3]ai
)
, i = 1, . . . , n − 1,
où [ρ]x est le saut ρ(x+) − ρ(x−) pour x ∈ (0, 1).
Démonstration. Le lemme se prouve en construisant la fonction ˜β de proche en proche, en partant de
chaque extrémité de l’intervalle [0, 1]. Nous choisissons tout d’abord une pente strictement positive en 0
et une pente strictement négative en 1. Nous prolongeons la fonction de manière affine à droite de 0 et à
gauche de 1 jusqu’à rencontrer une singularité de c. Plaçons nous à droite de 0. Alors nous choisissons la
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a j
˜β
1a10 a2 an−1a j+1
ω0
Fig. 3.1: Schéma de la forme typique de la fonction ˜β pour une « observation » sur ω0 ⋐ (a j, a j+1).
nouvelle pente en a1 de manière à satisfaire la stricte positivité de la matrice A1 donnée plus haut. Ceci est
possible en choisissant le saut [ ˜β′]a1 > 0 et en observant que le déterminant de A1 est un polynôme d’ordre
4 en ˜β′(a+1 ). Si nous choisissons le saut [ ˜β′]a1 suffisamment grand la condition est satisfaite. La construction
se fait de même par le côté gauche. Enfin sur l’intervalle [a j, a j+1] nous raccordons les deux bouts de la
fonction ˜β de manièreC 2, avec β′ s’annulant seulement dans ω0. 
Remarque 3.2.2. La construction de ˜β est raffinée dans la section suivante afin de pouvoir prendre en
compte un nombre de singularités de c arbitrairement grand et de garder la fonction ˜β et sa dérivée bornées.
La Figure 3.1 donne la forme typique d’une fonction ˜β donnée par le lemme précédent. Nous en choisissons
une et nous introduisons β = ˜β + K avec K = m‖ ˜β‖∞ et m > 1. Pour λ > 0 et t ∈ (0,T ), nous définissons les
fonctions poids suivantes
(3.2.1) ϕ(t, x) = e
λβ(x)
t(T − t) , η(t, x) =
eλβ − eλβ(x)
t(T − t) ,
avec β = 2m‖ ˜β‖∞ (voir [FI96, DOP02, FCG06]). Nous introduisons
ℵ =
{
q ∈C (Q,R); q|(0,T )×[ai,ai+1] ∈C 2([0,T ] × [ai, ai+1]), i = 0, . . . , n − 1, q|Σ = 0, et q satisfait (CT)
}
,
avec
q(t, a−i ) = q(t, a+i ), c(a−i )∂xq(t, a−i ) = c(a+i )∂xq(t, a+i ), i = 1, . . . , n − 1, t ∈ (0,T ).(CT)
L’inégalité de Carleman globale que nous prouvons est alors donnée par le théorème suivant.
Théorème 3.2.3 ([18, 1]). Soit O ⋐ (a j, a j+1). Il existe λ1 = λ1(Ω,O) > 0, s1 = s1(λ1)(T + T 2) > 0 et une
constante positive C = C(Ω,O) tels que l’inégalité suivante est satisfaite
(3.2.2)
s−1
Ï
Q
e−2sηϕ−1 (|∂tq|2 + |∂x(c∂xq)|2) dx dt + sλ2
Ï
Q
e−2sηϕ |∂xq|2 dx dt + s3λ4
Ï
Q
e−2sηϕ3 |q|2 dx dt
≤ C
s3λ4
Ï
(0,T )×O
e−2sηϕ3 |q|2 dx dt +
Ï
Q
e−2sη |∂tq ± ∂x(c∂x(q))|2 dx dt
 ,
pour s ≥ s1, λ ≥ λ1 et pour tout q ∈ ℵ.
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Esquisse de la démonstration du théorème 3.2.3. Nous traitons le cas de l’opérateur ∂t + ∂x(c∂x(.)). Nous
prenons s > 0, λ > 1 et q ∈ ℵ et posons f = ∂tq + ∂x(c∂xq) ; alors f ∈ L2(Q). Nous définissons ψ = e−sηq
et notons que ψ(0, .) = ψ(T, .) = 0 et comme q satisfait la condition de transmission (CT) nous avons
ψ(t, a−i ) = ψ(t, a+i ), [c∂xψ(t, .)]ai = sλϕ(t, ai)ψ(t, ai)[cβ′]ai , i = 1, . . . , n − 1,(3.2.3)
Dans Q′, la fonction ψ satisfait M1ψ + M2ψ = fs avec fs = e−sη f + sλϕ(cβ′)′ψ − sλ2ϕc(β′)2ψ et
M1ψ = ∂x(c∂xψ) + s2λ2ϕ2(β′)2cψ + s(∂tη)ψ, M2ψ = ∂tψ − 2sλϕcβ′∂xψ − 2sλ2ϕc(β′)2ψ.(3.2.4)
Nous écrivons ‖M1ψ‖2L2(Q′) + ‖M2ψ‖2L2(Q′) + 2 (M1ψ,M2ψ)L2(Q′) = ‖ fs‖2L2(Q′). Avec les mêmes notations que
celles de [DOP02, théorème 3.3], nous écrivons (M1ψ,M2ψ)L2(Q′) comme une somme de 9 termes Ii j,
1 ≤ i, j ≤ 3, où Ii j est le produit scalaire du ième terme dans l’expression de M1ψ et du jème terme
dans l’expression de M2ψ. Nous ne donnons pas les détails des calculs de ces neuf produits scalaires ici.
Le lecteur pourra se référer à [1]. Les calculs pour démontrer l’inégalité de Carleman font appel à de nom-
breuses intégrations par parties. Nous nous contentons ici de donner les termes de trace dominants aux
points ai, i = 1, . . . , n − 1 qui apparaissent au cours du calcul et de discuter leurs signes. Les autres termes
sont traités classiquement comme dans [FI96].
Du terme I12 nous obtenons la contribution suivante : J12 = sλ
∑n−1
i=1
∫T
0 ϕ(t, ai)[β′ |c∂xψ|2(t, .)]ai dt. Du terme
I22 nous obtenons la contribution suivante : J22 = s3λ3
∑n−1
i=1
∫T
0 ϕ
3(t, ai)|ψ(t, ai)|2 [c2(β′)3]ai dt. Appliquant
les conditions de transmission (3.2.3) nous obtenons
[β′ |c∂xψ|2(t, .)]ai = [β′]ai |c(a−i )∂xψ(t, a−i )|2 + s2λ2ϕ2(ai, b)β′(a+i )[cβ′]2ai |ψ(t, ai)|2
+ 2sλϕ(t, ai)β′(a+i )[cβ′]ai (c∂xψ)(t, a−i )ψ(t, ai),
ce qui donne J12 + J22 = sλ
∑n−1
i=1
∫T
0 ϕ(t, ai)
(
Aiu(t, ai), u(t, ai)
)
dt, où les matrices symétriques Ai, i =
1, . . . , n − 1, sont celles du lemme 3.2.1 et u(t, ai) = (c(a−i )∂xψ(t, a−i ), sλϕ(t, ai)ψ(t, ai))t. Nous pouvons
alors dominer les autres termes de trace en ai, i = 1, . . . , n − 1, par ce terme qui est strictement positif en
choisissant les paramètres s et λ suffisamment grands. 
3.3 Coefficients à variations bornées : passage à la limite dans des inégalités de Carleman
Afin d’obtenir une inégalité de Carleman dans le cas de coefficients plus généraux, tels que de classe
BV , nous reconsidérons tout d’abord la condition que nous avons imposée sur la fonction poids ˜β dans
le lemme 3.2.1. La condition que nous donnons fait intervenir la dérivée de ˜β ; aussi nous écrivons souvent
β au lieu de ˜β ici, puisque que ces deux fonctions ne diffèrent que d’une constante (voir page 44).
Considérons de nouveau un coefficientC 1 par morceaux avec une discontinuité en a ∈ (0, 1). Définissant la
fonction β, comme dans le lemme 3.2.1, la matrice A,
A =
( [β′]a β′(a+)[cβ′]a
β′(a+)[cβ′]a β′(a+)[cβ′]2a + [c2(β′)3]a
)
,
est définie positive si et seulement si [β′]a > 0 et det(A) > 0. Nous posons Y = c(a
+)
c(a−) , X =
β′(a−)
β′(a+) , et nous
obtenons det(A) = c2(a−)(β′(a+))4 PY (X) avec
PY (X) = (1 − X)(Y2 − X3) − X(Y − X)2.
Nous nous plaçons dans le cas où β′ < 0, i.e., à droite de ω0 (voir le lemme 3.2.1). Alors, [β′]a > 0 équivaut
à X > 1. Nous observons que PY (Y) = Y2(1 − Y)2. Si Y > 1 nous pouvons donc faire le choix X = Y . C’est
ce choix qui est fait dans [DOP02] puisqu’alors c(a−)∂xβ(a−) = c(a+)∂xβ(a+).
Dans le cas Y < 1, nous faisons le choix X = 2 − Y ayant observé que PY (2 − Y) = Y2(1 − Y)2.
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Remarque 3.3.1. On notera que les choix proposés ne sont pas optimaux [9] mais donnent des conditions
suffisantes et faciles d’application pour la suite.
Dans le cas β′ > 0, i.e. à gauche de ω0, nous faisons le choix X = Y si Y < 1 (car ici il est nécessaire d’avoir
X < 1) et X = Y2Y−1 si Y > 1.
Nous considérons maintenant un coefficient c, de classe BV , mais de classeC 1 dans O, avec O un ouvert
non vide de Ω, O ⋐ Ω. Nous supposons 0 < cmin ≤ c ≤ cmax. Nous prenons, sans perte de généralité,
l’ouvert O de la forme (x0, x1), avec 0 < x0 < x1 < 1. Soit aussi ω0 ⋐ O un ouvert non vide. Nous désignons
les variations totales de c sur [0, x0] et [x1, 1] par ϑ0 = V x00 (c), et ϑ1 = V1x1 (c).
Soit ε > 0. Il existe cε, constant par morceaux sur (0, x0) ∪ (x1, 1), et régulier sur O (iciC 1 suffit) tel que
(voir par exemple [Bre00])
‖c − cε‖L∞(Ω) ≤ ε, V x00 (cε) ≤ ϑ0, et V1x1 (cε) ≤ ϑ1, ‖cε − c‖C 1(O) ≤ ε.
Nous désignons par a1, . . . , an les points de discontinuité de cε sur l’intervalle [x1, 1]. Nous avons alors
n∑
i=1
|cε(a+i ) − cε(a−i )| ≤ ϑ1.
Suivant les notations introduites plus haut nous posons Yi = cε(a+i )/cε(a−i ), i = 1, . . . , n, et nous définissons
Xi, i = 1, . . . , n, par Xi = Yi, si Yi > 1, et Xi = 2 − Yi, si Yi < 1. Nous définissons alors la fonction
constante par morceaux γ1,ε suivante :
γ1,ε(x) := γ1,ε(1)
∏
x<a j
X j, x < {a1, . . . , an},
pour une valeur γ1,ε(1) < 0. Cette fonction est choisie de telle sorte que Xi = γ1,ε(a
−
i )
γ1,ε(a+i ) , i = 1, . . . , n.
Nous procédons de manière similaire sur l’intervalle [0, x0]. Nous définissons enfin les fonctions ˜β1,ε(x) :=∫x
1 γ1,ε(y) dy et ˜β0,ε(x) :=
∫x
0 γ0,ε(y) dy, et la fonction ˜βε par ˜βε(x) = ˜β0,ε(x) sur [0, x0] et ˜βε(x) = ˜β1,ε(x) sur
[x1, 1], etC 2 dans O, telle que ˜β′ε ne s’annule pas en dehors de ω0.
La fonction ˜βε vérifie les propriétés prescrites dans le lemme 3.2.1. Si nous construisons les fonctions poids
de Carleman ϕε et ηε à partir de βε suivant (3.2.1) nous obtenons des inégalités de Carleman pour les
opérateurs ∂t ± ∂x(cε∂x). Nous souhaitons passer à la limite dans ces inégalités quand ε tend vers 0. Le
lemme suivant nous permet de maîtriser le comportement de β′ε quand ε tend vers 0. Nous donnons des
détails de la démonstration car c’est ici qu’est utilisé de manière essentielle le caractère BV du coefficient
c.
Lemme 3.3.2. Il existe K > 0 et ε0 > 0 qui dépendent uniquement de c ∈ BV(0, 1) tels que, pour tout
0 < ε ≤ ε0, nous avons V x00 (γ0,ε) ≤ K γ0,ε(0) et V1x1 (γ1,ε) ≤ K |γ1,ε(1)|.
Démonstration. Nous avons V1x1 (γ1,ε) = |γ1,ε(x1) − γ1,ε(1)| puisque γ1,ε est croissante. Ainsi V1x1 (γ1,ε) =(X1 . . . Xn − 1)|γ1,ε(1)|. Nous écrivons∑
i∈I1
|cε(a+i ) − cε(a−i )| +
∑
i∈I2
|cε(a+i ) − cε(a−i )| ≤ ϑ1,
où i ∈ I1 si cε(a+i ) > cε(a−i ) et i ∈ I2 si cε(a+i ) < cε(a−i ). En factorisant cε(a−i ) ou cε(a+i ), nous obtenons∑
i∈I1
(Yi − 1) +
∑
i∈I2
( 1
Yi
− 1) ≤ ϑ1/(cmin − ε0).
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(Nous avons pris 0 < ε ≤ ε0 < cmin.) Nous observons que si 0 < Y < 1 alors X = 2 − Y < 1/Y . Cela nous
donne ∑ni=1(Xi − 1) ≤ ϑ1/(cmin − ε0). Finalement, puisque X1, . . . , Xn > 1, nous pouvons écrire
X1 . . . Xn ≤ eX1−1 . . . eXn−1 = e
∑n
i=1(Xi−1) ≤ eϑ1/(cmin−ε0),
ce qui conclut l’argument pour γ1,ε. Nous procédons de même pour γ0,ε. 
Le théorème de Helly [KF74, Bre00] nous permet de dire que, modulo une sous-suite, les fonctions γ0,ε
(resp. γ1,ε) convergent partout vers une certaine fonction γ0 (resp. γ1) quand ε tend vers 0. De plus nous
avons
V x00 (γ0) ≤ K γ0,ε(0) = Kγ0(0), et V1x1 (γ1) ≤ K |γ1,ε(1)| = K |γ1(1)|.
Par convergence dominée cette convergence passe aux fonctions ˜β0,ε et ˜β1,ε. De plus, nous pouvons définir
plus précisément le comportement des fonctions γ0,ε et γ1,ε sur O afin d’avoir une convergence dansC 2
sur O. Ce passage à la limite définit donc une fonction β sur Ω et des fonctions poids de Carleman suivant
(3.2.1). Nous prouvons alors la proposition technique suivante.
Proposition 3.3.3 ([9]). La constante C à droite dans l’inégalité de Carleman (3.2.2) pour les opérateurs
∂t±∂x(cε∂x) et les constantes s1 et λ1 peuvent être choisies uniformément par rapport à ε quand 0 < ε ≤ ε0,
avec ε0 choisi plus haut.
Pour démontrer cette proposition il nous faut reprendre intégralement la démonstration de l’inégalité de
Carleman du théorème 3.2.3 et vérifier que « tout » peut se faire uniformément par rapport à ε. Cela utilise
la bornitude de βε et celle de sa dérivée (grâce aux propriétés vues plus haut) dans L∞(Ω). Nous renvoyons
le lecteur à [9, proposition 2.4]. Nous donnons cependant une idée de l’argument utilisé pour le traitement
des termes de trace au niveau des singularités de cε.
Soit a une singularité de cε et A la matrice associée (voir le lemme 3.2.1). Comme plus haut nous posons
Y = cε(a
+)
cε(a−) .
Lemme 3.3.4. Les valeurs propres ν1, ν2 de la matrice A satisfont νi ≥ C|Y − 1|, i = 1, 2, où C est uniforme
par rapport à ε et à la singularité de cε considérée.
Dans tous les termes de trace à dominer (voir le démonstration du théorème 3.2.3) nous pouvons factoriser
|Y − 1|. L’uniformité dans le traitement des termes de trace au niveau des singularités de cε en découle
d’après le lemme précédent.
Les fonctions poids dans les inégalités de Carleman ainsi que les constantes se comportant raisonnablement
(les premières convergent, les secondes restent identiques) il nous reste à comprendre le comportement des
solutions des problèmes paraboliques pour conclure.
Nous considérons les solutions (faibles) q et qε de
∂tq ± ∂x(c∂xq) = f dans Q,
q = 0 sur Σ,
q(T, x) = q0(x) (resp. q(0, x) = q0(x)) dans Ω,

∂tqε ± ∂x(cε∂xqε) = f dans Q,
qε = 0 sur Σ,
qε(T, x) = q0,ε(x) (resp. qε(0, x) = q0,ε(x)) dans Ω.
avec les conditions initiales (ou finales) q0 et q0,ε données par ∂x(c∂xq0) = µ et ∂x(cε∂xq0,ε) = µ, avec le
même µ, où µ et f sont suffisamment régulières. Ce choix de condition initiale entraîne la convergence
de q0,ε vers q0 dans H10(Ω) quand ε tend vers zéro. Nous voyons assez facilement que ∂tqε, qε, ∂xqε et
∂x(c∂xqε) convergent vers ∂tq, q, ∂xq et ∂x(c∂xq) en norme L2 [9]. Ainsi les résultats précédents montrent
que les inégalités de Carleman pour qε et les opérateurs ∂t ± ∂x(cε∂x) donnent des inégalités semblables
pour q et les opérateurs ∂t ± ∂x(c∂x) avec les mêmes constantes, quand ε tend vers zéro. Si nous relaxons
maintenant l’hypothèse de régularité faite sur µ et f , nous obtenons le théorème suivant.
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Théorème 3.3.5 ([9]). Soit O ⋐ Ω un ouvert non vide et c ∈ BV(Ω) avec 0 < cmin ≤ c ≤ cmax et c de classe
C
1 dans O. Il existe λ1 = λ1(Ω,O) > 0, s1 = s1(λ1)(T + T 2) > 0 et une constante positive C = C(Ω,O) tels
que l’inégalité de Carleman (3.2.2) soit valable pour s ≥ s1, λ ≥ λ1 et pour tout q solution (faible) de
∂tq ± ∂x(c∂xq) = f dans Q,
q = 0 sur Σ,
q(T, x) = q0(x) (resp. q(0, x) = q0(x)) dans Ω,
avec q0 ∈ L2(Ω) et f ∈ L2(Q). Les fonctions poids utilisées sont celles définies par (3.2.1) à partir de la
fonction β obtenue plus haut.
Suivant la méthode de [IY01], du théorème 3.3.5 nous obtenons maintenant une inégalité de Carleman dans
le cas où le membre de droite, f , est de régularité H−1 en espace. Cette inégalité nous permet de traiter la
contrôlabilité de systèmes non linéaires où la non-linéarité est fonction non seulement de l’état du système
mais aussi son gradient [DFCGBZ02]. Nous posons
ℵ˜± =
{
q ∈C ([0,T ],H10(Ω)); q(t) ∈ D(A) ∀t ∈ (0,T ) et ∂tq ± ∂x(c∂xq) = F0 + ∂xF1 avec F0, F1 ∈ L2(Q)
}
.
Théorème 3.3.6. SoitO ⋐ Ω un ouvert non vide c ∈ BV(Ω) avec 0 < cmin ≤ c ≤ cmax et c de classeC 1 dans
O. Il existe λ2 = λ2(Ω,O, c) > 0, s2 = s2(Ω,O, c, λ2)(T + T 2) > 0 et une constante positive C = C(Ω,O, c)
tels que, pour s ≥ s2, λ ≥ λ2 et pour tout q ∈ ℵ˜±,
sλ2
Ï
Q
e−2sηϕ |∂xq|2 dx dt + s3λ4
Ï
Q
e−2sηϕ3 |q|2 dx dt
≤ C
[
s3λ4
Ï
(0,T )×O
e−2sηϕ3 |q|2 dx dt +
Ï
Q
e−2sη |F0|2 dx dt + s2λ2
Ï
Q
e−2sη ϕ2|F1|2 dx dt
]
.
3.4 Contrôlabilité d’équations paraboliques semi-linéaires à coefficient discontinu en dimen-
sion un d’espace
Grâce aux résultats obtenus dans les sections précédentes, nous traitons maintenant le problème de la contrô-
labilité d’un système semi-linéaire parabolique de la forme
∂ty − ∂x(c∂xy) + G(y, ∂xy) = 1ωv dans Q,
y(t, x) = 0 sur Σ,
y(0, x) = y0(x) dans Ω,
(3.4.1)
où c est de classe BV et où G : R2 → R est de la forme G(y1, y2) = y1 g(y1, y2) + y2 G(y1, y2), avec g et G
dans L∞loc(R2). Nous faisons l’hypothèse suivante.
Hypothèse 3.4.1. Les fonctions g et G satisfont
lim
|(y1,y2)|→∞
|g(y1, y2)|
ln3/2(1 + |y1| + |y2|)
= 0, lim
|(y1,y2)|→∞
|G(y1, y2)|
ln1/2(1 + |y1| + |y2|)
= 0.(3.4.2)
Nous supposons que ω ⋐ Ω est un ouvert non vide et c ∈ BV(Ω) avec 0 < cmin ≤ c ≤ cmax et c de classeC 1
dans O, avec O ouvert non vide de ω.
Nous décrivons brièvement ici comment la méthode de [Bar00, FCZ00], ensuite généralisée par [DFCGBZ02]
peut être adaptée au cas que nous considérons et permet de montrer la contrôlabilité à zéro de (3.4.1). Pour
des raisons techniques nous avons besoin d’un contrôle dans L∞(0,T, L2(Ω)). Nous avons pour cela l’inéga-
lité d’observabilité suivante obtenue à partir du théorème 3.3.6 qui donne même un contrôle dans L∞(Q).
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Lemme 3.4.2. La solution q de
−∂tq − ∂x(c∂xq) + aq − ∂x(bq) = 0 dans Q,
q = 0 sur Σ,
q(T ) = qT dans Ω,
satisfait ‖q(0)‖2L2(Ω) ≤ eCH
 Î
(0,T )×ω
|q| dx dt
2, où H = 1 + 1T + T + (T + T 1/2)‖a‖∞ + ‖a‖2/3∞ + (1 + T )‖b‖2∞.
Comme le coefficient c est de classeC 1 dans O, la démonstration de [DFCGBZ02, théorème 2.5, lemme
2.5] peut être adaptée ; voir aussi [DOP02, proposition 4.2, lemme 4.3].
Considérons maintenant le système linéaire suivant
∂ty − ∂x(c∂xy) + ay + b∂xy = 1ωv dans Q,
y = 0 sur Σ,
y(0) = y0 dans Ω,
(3.4.3)
avec a et b dans L∞(Q) et y0 ∈ L2(Ω). Si v ∈ L2(Q), nous considérons son unique solution (faible) dans
C ([0,T ], L2(Ω))∩L2(0,T,H10(Ω)) [LM68, Bre83]. Du lemme précédent découle le résultat de contrôlabilité
à zéro suivant.
Théorème 3.4.3. Pour tout T > 0 et tout y0 dans L2(Ω), il existe v ∈ L∞((0,T ) × ω), tel que la solution
yv de (3.4.3) satisfait yv(T ) = 0. De plus, le contrôle v peut être choisi tel que ‖v‖L∞((0,T )×ω) ≤ eCH‖y0‖L2(Ω),
avec H = H(T, ‖a‖∞, ‖b‖∞) donné dans le lemme 3.4.2.
La démonstration de la contrôlabilité du système (3.4.1) utilise une technique de point fixe. Pour pouvoir
l’appliquer il nous faut avoir des estimations de la solution y du système linéarisé (3.4.3) en fonction de la
donnée initiale y0 et du contrôle v.
Lemme 3.4.4. La solution y du système (3.4.3) satisfait
‖y(t)‖2L2(Ω) + ‖∂xy‖2L2(Q) ≤ K1(‖v‖2L2(Q) + ‖y(0)‖2L2(Ω)), 0 ≤ t ≤ T,
avec K1 = eC(1+T+T‖a‖∞+T‖b‖
2
∞)
. Si y0 ∈ H10(Ω) alors nous avons y ∈C ([0,T ],H10(Ω)) et
‖∂xy(t)‖2L2(Ω) + ‖∂ty‖2L2(Q) + ‖∂x(c∂xy)‖2L2(Q) ≤ K2(‖v‖2L2(Q) + ‖y(0)‖2H10 (Ω)), 0 ≤ t ≤ T,
avec K2 = eC(1+T+(T+T
1/2)‖a‖∞+(T+T 1/2)‖b‖2∞)
. Si v ∈ L∞(0,T, L2(Ω)) et y0 ∈ D(A), alors nous avons
‖∂xy(t)‖L∞(Ω) ≤ K3(‖v‖L∞(0,T,L2(Ω)) + ‖y‖D(A)),
avec K3 = eC(1+T+(T+ls(T ))‖a‖∞+(T+ls(T )
2)‖b‖2∞), où ls est une fonction croissante positive telle que ls(0) = 0. Plus
précisément ls(t) =
t∫
0
( 1t + 1√t )s( 1√t )1−s dτ avec 12 < s < 1.
Les deux premiers points du lemme sont classiques. Le dernier point est démontré dans [9] à partir d’un
argument d’interpolation qui transparaît dans la forme de la fonction ls.
Nous pouvons maintenant démontrer le résultat de contrôle annoncé.
Théorème 3.4.5. Soit ω ⋐ Ω un ouvert non vide et c ∈ BV(Ω) avec 0 < cmin ≤ c ≤ cmax et c de classeC 1
sur un ouvert non vide de ω. Soit T > 0 :
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1. Contrôlabilité à zéro locale : il existe ε > 0 tel que pour tout y0 dans L2(Ω) avec ‖y0‖L2(Ω) ≤ ε, il
existe un contrôle v ∈ L∞((0,T ) × ω) pour lequel la solution de (3.4.1) satisfait y(T ) = 0.
2. Contrôlabilité à zéro globale : Soit G satisfaisant de plus l’hypothèse 3.4.1. Alors pour tout y0 dans
L2(Ω), il existe v ∈ L∞((0,T ) × ω) pour lequel la solution de (3.4.1) satisfait y(T ) = 0.
Après les estimations précédentes la démonstration devient classique et nous pouvons procéder comme
dans [DFCGBZ02, DOP02] qui eux-mêmes suivent de très près [Bar00, FCZ00]. Nous ne donnons ici que
les étapes de la preuve. Plus de détails sont disponibles dans [9].
Étapes de la démonstration du théorème 3.4.5. Nous prenons R > 0 et posons Z = L2(0,T,H10(Ω)). La
fonction de troncature TR est définie par
TR(s) =
s si |s| ≤ R,R sgn(s) sinon.
Pour z ∈ Z nous considérons le système linéaire suivant
∂tyz,v − ∂x(c∂xyz,v) + g(TR(z),TR(∂xz))yz,v +G(TR(z),TR(∂xz))∂xyz,v = 1ωv dans Q,
yz,v = 0 sur Σ,
yz,v(0) = y0 dans Ω.
Nous posons az = g(TR(z),TR(∂xz)). En choisissant le contrôle v nul sur un intervalle [0, δ], avec δ >
0, nous pouvons supposer que y0 ∈ D(A). En laissant le contrôle agir sur l’intervalle [0,Tz] avec Tz =
min(T, ‖az‖−2/3∞ , ‖az‖−1/3∞ , l−1s (‖az‖−1/3∞ )), les estimations précédentes permettent de trouver un contrôle vz ∈
L∞(Q) tel que yz,v(T ) = 0 et
(3.4.4) ‖vz‖L∞((0,T )×ω) ≤ H ‖y0‖L2(Ω),
(3.4.5) ‖yz,v‖L∞(0,T,W1,∞(Ω)) ≤ H ‖y0‖D(A),
où H = e(C(Tz)(1+‖az‖
2/3
∞ +‖bz‖2∞))
. Nous avons utilisé le caractère unidimensionnel du problème dans ces estima-
tions. Nous définissons maintenant
U(z) = {v ∈ L∞((0,T ) × ω); yz,v(T ) = 0, (3.4.4) est satisfait} ,
Λ(z) =
{
yz,v; v ∈ U(z), (3.4.5) est satisfait
}
.
L’application z 7→ ∆(z) de Z dans P(Z) satisfait les conditions suffisantes à l’application du théorème de
point fixe de Kakutani [Aub79, théorème 1, chapitre 15, section 3]. Le résultat de contrôlabilité locale en
découle alors en choisissant ε suffisamment petit pour que le supremum du point fixe obtenu soit plus petit
que R par (3.4.5). Le résultat global découle de la forme de la constante H et de l’hypothèse 3.4.1 comme
exposé dans [DFCGBZ02, page 813]. 
Remarque 3.4.6. Suivant [FI96] ou par exemple [DFCGBZ02], à partir du résultat précédent, nous pou-
vons démontrer le même résultat de contrôlabilité pour un contrôle frontière en 0 ou en 1. Le contrôle peut
alors être pris de classeC ([0,T ]). On remarquera que dans ce cas il n’est pas nécessaire de supposer une ré-
gularitéC 1 pour le coefficient c sur une sous-partie de Ω. Nous généralisons ainsi complètement le résultat
de [FCZ02] au cas semi-linéaire.
Commentaire 3.4.7. C’est la forme de la constante H dans le lemme 3.4.2 obtenue à partir des inégalités
de Carleman qui dicte l’hypothèse 3.4.1 imposée à G. Alors que la contrôlabilité est fausse en général dans
le cas où g(y1, y2) a une croissance plus rapide que ln2(1 + |y1| + |y2|), la question reste ouverte pour les cas
intermédiaires.
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3.5 Un résultat de contrôlabilité en dimension plus grande que deux
Nous exhibons ici un cas en dimension plus grande que deux où l’équation de la chaleur à coefficients
discontinus peut être contrôlée avec un contrôle distribué supporté de manière arbitraire.
Soit Ω un ouvert borné de Rn, avec Ω = Ω′ × (0,H), où Ω′ est un ouvert non vide de Rn−1 de frontièreC 2.
Nous posons x = (x′, xn) ∈ Ω′ × (0,H). Soit B(x), une matrice n × n qui satisfait l’hypothèse suivante.
Hypothèse 3.5.1. La matrice B(x′, xn) admet la structure diagonale par blocs
(3.5.1) B(x′, xn) =
(
c1(xn)C1(x′) 0
0 c2(xn)
)
,
où c1 ∈ L∞(0,H), c2 ∈ BV(0,H) et C1 ∈C 1(Ω′,Mn−1(R)). La matrice C1(x′) est symétrique. Nous
supposons de plus que 0 < cmin ≤ ci(xn) ≤ cmax, xn ∈ (0,H), i = 1, 2, et 0 < cmin ≤ C1(x′) ≤ cmax, x′ ∈ Ω′.
Soit l’opérateur autoadjoint A = −∇x · (B∇x) dans L2(Ω) de domaine D(A) = {u ∈ H10(Ω);∇x · (B∇xu) ∈
L2(Ω)}. Soit T > 0 et QT = (0,T ) ×Ω. Nous considérons le système
(3.5.2)

∂ty − ∇x · (B∇xy) = 1ωv dans QT ,
y(t, x) = 0 sur (0,T ) × ∂Ω,
q(0, x) = q0(x) dans Ω,
où y0 ∈ L2(Ω) et ω est un ouvert non vide de Ω tel que ω ⋐ Ω. Nous choisissons ω′ un ouvert non vide de
Ω′ et ωn un ouvert non vide de (0,H) tels que ω′ × ωn ⊂ ω. Nous supposons de plus que
Hypothèse 3.5.2. Le coefficient c2 est de classeC 1 dans un ouvert non vide de ωn.
Nous montrons que le système linéaire (3.5.2) est contrôlable avec un contrôle supporté dans ω′ × ωn, et
ainsi dans ω.
Nous donnons tout d’abord quelques propriétés spectrales de A et d’autres opérateurs associés à notre
problème. Nous définissons l’opérateur autoadjoint A′ = −∇x′ · (C1∇x′ ), dans L2(Ω′), de domaine D(A′) =
{u ∈ H10(Ω′);∇x′ · (C1∇x′u) ∈ L2(Ω′)}. Nous prenons une base hilbertienne de L2(Ω′) formée de fonctions
propres (φk)k≥1 de A′, associées aux valeurs propres, 0 < µ1 ≤ µ2 ≤ ... ≤ µk ≤ µk+1 ≤ ...
Nous définissons aussi les opérateurs autoadjoints Ak, k ∈ N∗, sur L2(0,H) par Ak = −∂xn (c2(xn)∂xn ) +
c1(xn)µk de domaine D(Ak) = {u ∈ H10(0,H); c2∂xn u ∈ H1(0,H)}. Nous prenons une base hilbertienne de
L2(0,H) formée de fonctions propres ψk,p(xn), p ∈ N∗, de Ak, associées aux valeurs propres 0 < λk,1 ≤
λk,2 ≤ · · · ≤ λk,p ≤ λk,p+1 ≤ . . . Nous avons λk,p > cmin µk.
La séparation des variables dans les coefficients de la matrice B permet de montrer que les fonctions propres
de l’opérateur A données par ϕk,p(x′, xn) = (φk ⊗ ψk,p)(x′, xn) = φk(x′)ψk,p(xn) forment un base hilbertienne
de L2(Ω). Nous désignons par Hk les sous-espaces fermés de dimension infinie de L2(Ω) suivant :
Hk = vect{ϕk,p; p ≥ 1} = {φk ⊗ f ; f ∈ L2(0,H)}, k ∈ N∗,
et nous posons E j = ⊕k≤2 j Hk pour j ∈ N∗. Nous désignons par ΠE j la projection orthogonale sur E j dans
L2(Ω). Nous notons que E j ⊂ E j+1, j ∈ N, et ∪ j∈NE j = ⊕k∈N∗Hk = L2(Ω) et que l’opérateur (−A,D(A))
génère unC 0-semi-groupe de contraction, S (t) = e−tA pour t ≥ 0, qui réduit l’espace Hk, k ≥ 1. Si f ∈ L2(Ω)
nous avons S (t) f = ∑k,p≥1 e−tλk,p ( f , ϕk,p)ϕk,p (voir par exemple [DL88] ou [RS80]).
Nous montrons maintenant l’existence d’un contrôle agissant sur le sous-espace E j. Suivant [LR95], pour
ρ ∈ (0, 23(n−1) ), nous posons T j = Kσ−ρj , avec σ j = 2 j, pour tout j ∈ N. La constante K est ajustée afin
d’avoir 2∑∞j=0 T j = T . Alors, nous définissons a0 = 0, a j+1 = a j + 2T j, pour j ≥ 0.
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Nous montrons que pour tout j ≥ j0, pour un certain j0 ∈ N, l’inégalité d’observabilité
(3.5.3) ‖q(a j, .)‖2L2(Ω) ≤ C2T j
a j+T j∫
a j
∫
ω
|q(t)|2 dx dt,
est satisfaite par la solution q ∈C ([a j, a j + T j]; E j) du système
(3.5.4)
−∂tq − ∇x · (B∇xq) = 0 dans (a j, a j + T j) ×Ω,q(a j + T j) = q0 dans Ω, q0 ∈ E j.
Cela donne l’existence d’un contrôle v j ∈ L2(a j, a j + T j; L2(Ω)) pour tout y j ∈ L2(Ω) tel que la solution du
système 
∂ty − ∇x · (B∇xy) = 1ωv j dans (a j, a j + T j) ×Ω,
y(t, x) = 0 sur (a j, a j + T j) × ∂Ω,
y(a j, x) = y j(x) dans Ω,
satisfait ΠE j y(a j + T j, x) = 0 puisque S (t) et ΠE j commutent. De plus v j satisfait
‖v j‖L2((a j,a j+T j)×Ω) ≤ CT j‖ΠE j y j‖E j ≤ CT j‖y j‖L2(Ω).
Au passage nous estimons la constante CT j ce qui nous permettra d’utiliser la méthode de [LR95] pour
conclure.
De l’inégalité de Carleman du théorème 3.3.5 pour l’opérateur −∂t + Ak sur l’intervalle (a j, a j + T j) avec
des fonctions poids de la forme ϕ(t, x) = eλβ(x)(t−a j)(a j+T j−t) , η(t, x) = e
λβ−eλβ(x)
(t−a j)(a j+T j−t) , avec β = 2m‖ ˜β‖∞, nous avons
le résultat suivant.
Proposition 3.5.3. Il existe des constantes positives C = C(H, ωn, cmin, cmax), et C′ = C′(H, ωn, cmin, cmax)
telles que, pour tout k ∈ N∗ et pour sk = max(C′T 2j µ2/3k , s˜0(T j + T 2j )), les solutions de
(3.5.5)
−∂tz + Akz = 0 dans (a j, a j + T j) ×Ω,z(t) = 0 sur (a j, a j + T j) × ∂Ω,
satisfont ‖z(a j, ·)‖2L2(0,H) ≤ 1T j Ce
CskT−2j
a j+T j∫
a j
∫
ωn
|z(t, x)|2 dx dt.
Cela nous permet de prouver maintenant l’observabilité dans l’espace de E j.
Proposition 3.5.4. Il existe j0 ∈ N tel que, si j ≥ j0, les solutions de (3.5.4) satisfont (3.5.3) avec CT j =
CT−
1
2
j e
Cµ2/3σ j
.
Démonstration. Nous avons q(t, x′, xn) = ∑k≤σ j φk(x′)qk(t, xn) et q est solution de (3.5.4) dansC ([a j, a j +
T j]; E j), si et seulement si chaque fonction qk, 1 ≤ k ≤ σ j, est solution de (3.5.5) dansC ([a j, a j +
T j]; L2(0,H)) et qk(a j + T j) = q0,k, où q0(x′, xn) = ∑k≤σ j φk(x′)q0,k(xn). Nous avons alors ‖q(t, .)‖2L2(Ω) =∑
k≤σ j ‖qk(t, .)‖2L2(0,H) et de manière similaire ‖q(t, .)‖2L2(Ω′×ωn) =
∑
k≤σ j ‖qk(t, .)‖2L2(ωn) quand t ∈ [a j, a j + T ].
Grâce à la formule de Weyl [Agm65, théorème 14.6, p. 250], µσ j ∼ C(Ω′)(σ j)
2
n−1 , nous voyons que, pour j
suffisamment grand, nous avons sσ j = CT 2j µ
2/3
σ j . Nous avons alors T−2j max1≤k≤σ j sk = T−2j sσ j = Cµ
2/3
σ j . De
la proposition 3.5.3 nous obtenons
‖q(a j, .)‖2L2(Ω) ≤
C
T j
e
Cµ2/3σ j
a j+T j∫
a j
∫
ωn
∑
k≤σ j
|qk(t, xn)|2 dxn dt.
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Si nous utilisons qk(t, xn) à la place de bk dans (3.1.5), nous en déduisons
‖q(a j, .)‖2L2(Ω) ≤
C
T j
e
Cµ2/3σ j
a j+T j∫
a j
∫
ωn
C′eC
′√µσ j
∫
ω′
∣∣∣∣ ∑
k≤σ j
φk(x′)qk(t, xn)
∣∣∣∣2 dx′ dxn dt. 
Avec la valeur de CT j que nous avons obtenue, en suivant la méthode constructive de [LR95], nous obtenons
le théorème suivant.
Théorème 3.5.5. Sous les hypothèses 3.5.1 et 3.5.2, pour un temps arbitraire T > 0 et une condition
initiale y0 ∈ L2(Ω), il existe v ∈ L2((0,T ) × Ω) tel que la solution associée y du système (3.5.2) satisfait
y(T ) = 0 p.p. dans Ω.
Remarque 3.5.6. La méthode que nous avons exposée s’étend naturellement au cas où le domaine est de
la forme M× (0,H) où M est une variété riemannienne régulière compacte avec ou sans bord de dimension
n − 1.
Remarque 3.5.7. La démonstration que nous venons de faire est fondée en partie sur l’inégalité (3.1.5) pour
les fonctions propres associées à l’opérateur −∇x′ · (C1(x′)∇x′ ) sur Ω′. Si nous nous plaçons en dimension
deux, Ω = Ω′ × (0,H) avec par exemple Ω′ = (0, 1), le changement de variable introduit dans [AE07] ainsi
que le théorème 2 de [AE07] permettent de démontrer l’inégalité (3.1.5) dans le cas où C1(x′) ∈ L∞(0, 1)
avec 0 < cmin ≤ C1(x′) ≤ cmax. Nous obtenons ainsi le résultat de contrôlabilité du théorème 3.5.5 dans ce
cas. La matrice B(x′, xn) définie dans (3.5.1) est alors singulière dans les deux directions x′ et xn. On notera
cependant qu’une des composantes de B(x′, xn) dépend uniquement de xn. La généralisation, en dimension
deux d’espace, que donne le résultat de [AE07] ne semble donc pas permettre de répondre à la question
générale qui nous intéresse.
Remarque 3.5.8. D’après [FI96], la contrôlabilité pour un contrôle distribué permet d’obtenir un résultat
similaire pour un contrôle frontière qui agit sur (0,H) × γ′ avec γ′ un ouvert non vide de ∂Ω′, ou tout
{0} × ∂Ω′ ou tout {H} × ∂Ω′.
3.6 Problème d’identification de coefficients non réguliers
Nous commençons par rappeler le cadre introduit dans la section 3.1. Nous considérons un ouvert Ω de
classeC 2 de Rn et Ω0, Ω1 deux ouverts non vides de Ω tels que
Ω0 ⋐ Ω, et Ω1 = Ω \ Ω0,
et Ω0 est connexe. Soit un coefficient de diffusion c,C 1 par morceaux, discontinu sur l’interface S =
Ω0 ∩ Ω1, elle-même supposée de classeC 2. (Pour simplifier, nous prenons une seule interface mais cette
configuration peut être généralisée ; voir la remarque 3.6.6.) Nous posons Ω′ = Ω \ S . Pour T > 0 nous
considérons le problème de transmission pour la chaleur suivant
(3.6.1)

∂ty − ∇ · (c∇y) = 0 dans (0,T ) ×Ω′,
y(t, x) = h(t, x) sur (0,T ) × Γ,
y|(0,T )×S 0 = y|(0,T )×S 1 , c0∂ny|(0,T )×S 0 = c1∂ny|(0,T )×S 1 ,
y(0, x) = y0(x) dans Ω,
où les traces sur S 0 sont prises du coté deΩ0 et celles sur S 1 du coté deΩ1. Si le coefficient c est changé en c˜
nous notons alors y˜ la solution associée. Nous supposons que l’interface, bien qu’inconnue, reste inchangée.
Nous supposons que c et c˜ vérifient 0 < cmin ≤ c ≤ cmax, 0 < cmin ≤ c˜ ≤ cmax.
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Nous définissons ξ = c − c˜, u = y − y˜ et v = ∂tu. Alors la fonction v est solution du problème suivant
∂tv − ∇ · (c∇v) = ∇ · (ξ∇∂ty˜) dans (0,T ) ×Ω′,
v = 0 sur (0,T ) × Γ,
v|(0,T )×S 0 = v|(0,T )×S 1 , c0∂nv|(0,T )×S 0 = c1∂nv|(0,T )×S 1 + g(t, x),
où g(t, x) = (ξ∂n∂ty˜)|(0,T )×S 1 − (ξ∂n∂ty˜)|(0,T )×S 0 = α∂n∂ty˜|(0,T )×S 0 , avec α = ξ|S 1
c˜|S 0
c˜|S 1
− ξ|S 0 .
Pour la fonction v satisfaisant un tel système avec ces conditions de transmission particulières nous démon-
trons l’inégalité de Carleman suivante.
Théorème 3.6.1 ([3]). Soit γ un ouvert non vide de ∂Ω. Si la dimension n est supérieure ou égale à 2 nous
supposons que c|S 0 − c|S 1 ≥ d > 0. Il existe λ1 = λ1 > 0, s1 = s1(λ1) > 0 et C ≥ 0 tels que
(3.6.2) |M(1)1 (e−sη
(1)
v)|2L2(Q′) + |M(2)1 (e−sη
(2)
v)|2L2(Q′) + |M(1)2 (e−sη
(1)
v)|2L2(Q′) + |M(2)2 (e−sη
(2)
v)|2L2(Q′)
+ sλ2
Ï
Q
(e−2sη(1)ϕ(1) + e−2sη(2)ϕ(2)) |∇v|2 dx dt + s3λ4
Ï
Q
(e−2sη(1)ϕ(1)3 + e−2sη(2)ϕ(2)3) |v|2 dx dt
≤ C
sλ
T∫
t0
∫
γ
(e−2sη(1)ϕ(1) + e−2sη(2)ϕ(2)) |∂nv|2 dσ dt +
Ï
Q′
(e−2sη(1) + e−2sη(2) ) |∂tv ± ∇ · (c∇v)|2 dx dt
+ sλ
T∫
t0
∫
S
(e−2sη(1)ϕ(1) + e−2sη(2)ϕ(2)) |g|2 dσ dt +
T∫
t0
∫
S
(e−2sη(1)ϕ(1)4 + e−2sη(2)ϕ(2)4) |g|2 dσ dt
+s−2
T∫
t0
∫
S
(e−2sη(1) + e−2sη(2) )|∂tg|2dσ dt
 ,
pour s ≥ s1, λ ≥ λ1 avec les opérateurs M(i)1 et M(i)2 , i = 1, 2, de la même forme que (3.2.4) et Q = (t0,T )×Ω,
Q′ = (t0,T ) ×Ω′.
Ici, pour des raisons techniques, il nous faut introduire deux familles de fonctions poids (voir la démonstra-
tion du théorème dans [3] qui s’inspire de celle du théorème 3.4 dans [DOP02]). Cette inégalité s’obtient
en faisant des hypothèses géométriques sur l’ouvert Ω qui suivent celles faites dans [DOP02], à partir des-
quelles nous construisons les fonctions poids de Carleman, β(i), η(i) et ϕ(i), suivant ϕ(i)(t, x) = eλβ(i) (x)(t−t0)(T−t) ,
η(i)(t, x) = eλβ−eλβ(i) (x)(t−t0)(T−t) , avec β = 2m‖ ˜β(i)‖∞, i = 1, 2, m > 1. La forme de l’inégalité de Carleman du théo-
rème 3.6.1 est peu classique à cause des termes d’interfaces dans le membre de droite de (3.6.2). Sa dé-
monstration dans le cas n ≥ 2 suit néanmoins d’assez près celle de [FI96] et plus particulièrement celle de
[DOP02]. Dans le cas n = 1 l’hypothèse de monotonie sur c à l’interface S n’est pas nécessaire en suivant
la méthodologie que nous avons exposée dans la section 3.2 (alors une seule fonction poids β construite
suivant le lemme 3.2.1 est suffisante).
Nous posons T ′ = 12 (T + t0). L’inégalité de Carleman permet d’obtenir l’estimation suivante [3, lemme 2.3],
pour s ≥ s1 et λ ≥ λ1,∫
Ω′
(
e−2sη
(1)
ϕ(1)
3
2 + e−2sη
(2)
ϕ(2)
3
2
)
(T ′, x) |v(T ′, .)|2 dx ≤ Cs−3/2λ−2 × (le terme de droite de (3.6.2)).
Nous pouvons nous assurer qu’une des solutions de (3.6.1), par exemple y˜, se trouve dans une classe de
fonctions suffisamment régulières, et bornées dans de « bons » espaces, par un choix particulier de condi-
tions au bord h(t, x) (voir [3, sections 2 et 3]). En particulier nous pouvons nous assurer que ∆y˜ ≥ r > 0 sur
Ω′ au temps T ′ en utilisant le principe du maximum.
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Alors, si nous exploitons le fait que ξ, la différence entre c et c˜, est constante par morceaux nous obtenons,
en posant ξi = ξ|Ωi , i = 0, 1,
(3.6.3)
∑
i=0,1
|ξi|2
{
(1 −Cs− 32 λ−2)Wi(s, λ) −C′[s− 12 λ−1w1(s, λ) + s− 32 λ−2w4(s, λ) + s− 72 λ−2w0(s, λ)]
}
≤ C′′
∫
Ω′
(
e−2sη
(1)
ϕ(1)
3
2 + e−2sη
(2)
ϕ(2)
3
2
)
(T ′, x)|∇ · (c∇u(T ′, .))|2dx
+C′′s−
1
2 λ−1
T∫
t0
∫
γ
(e−2sη(1)ϕ(1) + e−2sη(2)ϕ(2)) |∂nv|2 dσ dt,
où les termes Wi(s, λ), i = 1, 2 et wk(s, λ), k = 0, 1, 4 sont donnés par
wk(s, λ) :=
∫T
t0
(e−2sη(1)ϕ(1)k + e−2sη(2)ϕ(2)k)(t, S ) dt, Wi(s, λ) :=
∫
Ωi
(e−2sη(1)ϕ(1)
3
2 + e−2sη
(2)
ϕ(2)
3
2 )(T ′, x)dx.
Nous aurons prouvé le résultat de stabilité si nous parvenons à rendre les coefficients accompagnant ξ0 et ξ1
strictement positifs puisque le membre de droite de (3.6.3) correspond aux termes d’observation que nous
nous sommes donnés. Cela se fait en prenant les paramètres de Carleman s et λ suffisamment grands. C’est
par l’étude des comportements asymptotiques de wk(s, λ) et Wi(s, λ) que nous concluons. L’argument est
assez simple pour le coefficient accompagnant ξ1. Nous montrons que
W1(s, λ) ≥ C(λ, i)e−2sK(i) , avec K(i) < η(i)(T ′, S ), i = 1, 2,
pour s suffisamment grand, où η(i)(T ′, S ) désigne la valeur de la fonction η(i) sur l’interface S , où elle est
effectivement constante, et nous montrons
wk(s, λ) ≤ C(λ)
(
e−2sη
(1)(T ′,S ) + e−2sη
(2)(T ′,S )) ,
pour s suffisamment grand, ce qui permet de conclure en prenant s grand [3, proposition 2.8]. En géné-
ral, pour obtenir un résultat de stabilité, un seul des deux paramètres de Carleman est utilisé. Nous les
employons maintenant tous les deux pour montrer que le coefficient accompagnant ξ0 dans (3.6.3) est
strictement positif quand λ et s sont suffisamment grands. L’équivalent asymptotique de wk(s, λ) que nous
donnons permet de « gagner », entre autres, une demi-puissance de s par rapport au résultat que donnerait
une simple majoration de la fonction intégrée dans wk(s, λ).
Lemme 3.6.2. Nous avons le comportement asymptotique suivant, pour s > s3 > 0 et λ > λ3 > 0 :
wk(s, λ) = s− 12
∑
i=1,2
e−2sη
(i)(T ′,S ) ϕ(i)
k(T ′, S )
 1√
eλβ − eλβ(i)(S )
+ O
 s− 32(eλβ − eλβ(i)(S )) 32

 .
Ce résultat correspond en fait à une formule de phase stationnaire pour une phase complexe [Hör90, théo-
rème 7.7.5], qui, dans notre cas, correspond aussi à la méthode dite de Laplace [Erd56].
Lemme 3.6.3. Soit ε > 0. Nous avons, pour s ≥ s2 > 0, λ > 0,
W0(s, λ) ≥ e
−λε
sλ
(
Cs2,1e−2sη
(1)(T ′,S )(ϕ(1)(T ′, S )) 12 +Cs2,2e−2sη
(2)(T ′,S )(ϕ(2)(T ′, S )) 12
)
.
Ce dernier résultat s’obtient en ne considérant qu’une petite partie de l’intégrale qui définit W0(s, λ) près du
bord de S dans Ω0. Nous pouvons alors utiliser des coordonnées normales à S et le long de S ce qui permet
de comprendre plus facilement la dépendance de W0(s, λ) en s et λ.
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Si nous injectons maintenant la minoration de W0(s, λ) et les équivalents de wk, k = 0, 1, 4, obtenus dans
la forme du coefficient accompagnant ξ0 dans (3.6.3), nous voyons que le gain d’une demi-puissance en
s obtenu dans le lemme 3.6.2 est essentiel. Nous pouvons alors montrer que ce coefficient est strictement
positif quand λ et s sont pris successivement grands. Nous obtenons ainsi le théorème de stabilité suivant.
Théorème 3.6.4. Soit γ un ouvert non vide de la frontière ∂Ω et soient les coefficients c et c˜ tels que c − c˜
soit constant par morceaux. En dimension n ≥ 2 nous supposons de plus que c|S 0 − c|S 1 ≥ d > 0. Alors nous
avons ∑
i=0,1
|(c − c˜)|Ωi |2 ≤ C|∂n(∂ty − ∂ty˜)|2L2((0,T )×γ) +C|(y − y˜)(T ′, .)|2H2(Ω′).
avec y et y˜, solutions de (3.6.1) pour c et c˜ respectivement, pour la condition de bord h(t, x) bien choisie.
Remarque 3.6.5. Le « bon » choix des conditions au bord, h(t, x), permet d’obtenir certaines conditions de
régularité et de positivité pour une des solutions comme nous l’avons écrit plus haut (pour plus de détails,
voir [3, sections 2 et 3]).
Remarque 3.6.6. Pour simplifier l’exposition, nous n’avons considéré ici qu’une seule interface séparant
deux ouverts de Ω. Nous pouvons généraliser cette situation et suivre la même méthodologie. En particulier
l’ouvert Ω0 peut avoir plusieurs composantes connexes. Nous pouvons aussi considérer une suite d’ouverts
« emboîtés ». Alors à chaque interface il nous faut faire une hypothèse de monotonie sur les coefficients en
dimension n ≥ 2 [3]. En dimension un, nous pouvons considérer des coefficients constants par morceaux
quelconques.
Si nous suivons la méthode de [YZ01] nous pouvons montrer le résultat de stabilité sur la condition initiale
énoncé dans (3.1.7) à partir du résultat précédent. Cette méthode se fonde sur un argument de convexité
logarithmique énoncé dans [Pay75] (voir [3, section 4]).
3.7 Perspectives
L’étude de la contrôlabilité des équations paraboliques à coefficients discontinus nous paraît importante car
de telles singularités dans les coefficients existent dans de nombreuses applications. Nous avons en tête, en
particulier, des systèmes de réaction-diffusion, par exemple en biologie, où les propriétés du milieu peuvent
varier rapidement. Pour ces systèmes, beaucoup de questions de contrôle restent ouvertes. Les questions
d’identification de coefficients sont aussi de première importance dans ce domaine.
Pour l’équation de la chaleur, avec un coefficient de diffusion non régulier, la question de l’observabilité
dans une région quelconque reste ouverte pour les dimensions n ≥ 2, pour un coefficient de diffusion com-
plètement général. Le résultat de [2] constitue un encouragement pour continuer dans ce type de recherches.
La plupart des résultats de contrôlabilité à zéro des équations paraboliques connus à ce jour peuvent être
obtenus au moyen d’inégalités de Carleman pour l’opérateur parabolique, qui impliquent les inégalités d’ob-
servabilité (à l’exception du résultat récent de [AE07] et aussi de [2] qui utilisent la technique de G. Lebeau
et L. Robbiano [LR95]). Il est donc naturel de vouloir vérifier si une telle inégalité est possible dans le cas
général qui nous intéresse.
Lorsque nous cherchons à prouver une telle inégalité en utilisant la technique de [DOP02] ou [1], nous
nous rendons compte que les problèmes proviennent d’une incapacité à estimer la dérivée tangentielle de la
solution du problème parabolique au niveau des interfaces. Les techniques développées dans [LR97, Bel03]
permettent un découpage microlocal près de l’interface en plusieurs zones. Certaines zones sont traitées
comme pour des inégalités de Carleman au bord [LR95]. Dans d’autres zones, ce sont des projecteurs
de Calderón qui sont utilisés. Nous comptons étudier les possibles applications de ces techniques au cas
parabolique.
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Dans l’optique du résultat de [AE07], l’existence d’une inégalité de Carleman pour une régularité aussi
basse que L∞ serait un résultat remarquable. Cette question semble difficile.
Pour des applications telles que la biologie, nous ne pouvons pas nous contenter de résultats théoriques de
contrôlabilité. C’est pour cela que nous souhaitons explorer les aspects numériques de la contrôlabilité à
zéro. À ce jour, seuls des résultats partiels existent et les équations hyperboliques sont bien plus étudiées que
les équations paraboliques. En dimension un d’espace, il existe un résultat positif de contrôlabilité uniforme
pour un schéma aux différences finies à pas constant pour le laplacien avec des conditions de Dirichlet
homogènes au bord [LZ98b]. En dimension deux cependant, dans un domaine carré, un contre-exemple
montre que, pour un schéma aux différences finies à cinq points, à pas uniformes et identiques dans les
deux directions, la zone de contrôle ne peut pas être arbitraire [Zua06]. Nous pouvons aussi citer le résultat
de [LT06] qui ne concerne pas la contrôlabilité à zéro uniforme mais la convergence de la contrôlabilité
approchée. Ce résultat est moins précis car il s’applique à des schémas très généraux.
À la lecture de ces quelques résultats, il semble important d’essayer de généraliser le résultat de [LZ98b] à
des schémas à pas non constants pour des opérateurs à coefficients variables, tout d’abord en dimension un
d’espace. L’obtention d’inégalités de type Carleman pour les opérateurs elliptiques et paraboliques discrets
reste une question ouverte [Zua06]. Les premiers calculs que nous avons réalisés dans ce domaine, en
collaboration avec F. Boyer et F. Hubert, indiquent une difficulté à obtenir des inégalités avec les grands
paramètres s et λ indépendants du pas de discrétisation h. Ceci limite les possibilités d’applications de telles
inégalités. Un objectif pourrait être l’obtention d’une version discrète de l’inégalité (3.1.5) :
∑
µ j≤µ
|a j|2 ≤ hCeC
√
µ
∑
k=k1,...,kl
∣∣∣∣∣∣
∑
µ j≤µ
a jφ j,k
∣∣∣∣∣∣
2
, µ > 0, a j ∈ R,(3.7.1)
où ici les fonctions discrètes φ j sont les fonctions propres de l’opérateur discrétisé avec les valeurs propres
µ j associées (qui sont en nombre fini). L’intégrale sur ω ⋐ Ω est ici remplacée par une somme finie sur
les points de discrétisation, xk1 , . . . , xkl contenus dans ω. Cependant, en prenant µ suffisamment grand,
un simple raisonnement d’algèbre linéaire montre qu’une telle inégalité est fausse. Nous pouvons alors
être tentés d’obtenir une inégalité similaire comportant une intégrale continue par rapport à une variable
supplémentaire comme obtenue originellement dans [LR95] :
∑
µ j≤µ
|a j|2 ≤ hCeC
√
µ
∑
k=k1,...,kl
t2∫
t1
∣∣∣∣∣∣
∑
µ j≤µ
a jeµ jtφ j,k
∣∣∣∣∣∣
2
dt, µ > 0, t2 > t1, a j ∈ R,(3.7.2)
Une telle inégalité s’obtient à partir d’inégalités d’interpolation dans [LR95]. Cependant, le lien, que nous
constatons entre les grands paramètres des inégalités de Carleman avec le pas de discrétisation h, ne semble
pas permettre la démonstration de versions discrètes de telles inégalités.
En dimension plus grande, il semble important de comprendre si le contre-exemple donné dans [Zua06]
est générique ou seulement exceptionnel et lié à la géométrie et au schéma considérés. Si nous parvenons
à obtenir des inégalités d’observabilité uniformes, la question de la convergence de la fonction de contrôle
obtenue pourra être abordée quand la discrétisation est raffinée.
Parallèlement à cette étude théorique, il semble important de procéder à une prospection numérique de
certaines questions comme celle de la dépendance du contrôle vis-à-vis de la taille et de la localisation
de la zone de contrôle. De telles questions sont importantes en pratique. Les résultats numériques que
nous obtiendrons permettrons d’orienter nos recherches plus théoriques. Nous avons, par exemple, projet
d’étudier les applications de la théorie du contrôle aux questions de thérapie du cancer.
Concernant le problème inverse que nous avons étudié ici, il semble important de traiter des cas de coeffi-
cients réguliers par morceaux plus généraux. Ici nous avons supposé que la différence des deux coefficients
était constante par morceaux. Pour le moment, certainement pour des raisons uniquement techniques, nous
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ne parvenons pas à relaxer cette condition. Ce serait pourtant un progrès important. Le résultat que nous
obtenons, comme dans beaucoup de résultats de ce type pour les équations paraboliques, nécessite une me-
sure de la solution dans tout le domaine pour un temps positif. Supprimer une telle mesure représenterait
une avancé significative.
3.A Sur l’inégalité de G. Lebeau et L. Robbiano
Dans cette annexe, nous donnons une démonstration indépendante et assez courte de l’inégalité (3.1.5) à
partir d’une inégalité de Carleman globale. Soit Ω un ouvert borné de Rn à frontièreC 2, et O un ouvert de
Ω tel que O ⋐ Ω. Soit T > 0 et Q = (0,T )×Ω. Nous utilisons ici la notation ∇ = (∂t,∇x)t et nous désignons
par n la normale unitaire sortante de Q sur ∂Q et par nx la normale unitaire sortante de Ω sur ∂Ω.
Du fait de la régularité de la frontière, nous pouvons choisir une fonction β ∈C 2(Q) qui satisfait la propriété
suivante :
|∇β| ≥ c > 0 et β > 0 dans Q, ∂nxβ(t, x) = f (t) < 0 sur (0,T ) × ∂Ω,
∂tβ ≥ c > 0 sur {0} × (Ω \ O), ∇xβ = 0 et ∂tβ ≤ c < 0 sur {T } ×Ω, sup
x∈Ω
β(0, x) > β(T, x) = cst.
Une telle fonction peut être obtenue en suivant par exemple la technique de [FI96], i.e. en utilisant le
théorème de Morse [AE84]. Nous définissons ϕ := eλβ. Avec cette fonction poids nous obtenons l’inégalité
de Carleman globale suivante pour l’opérateur elliptique P = ∂2t + ∇x · (C1∇x) sur (0,T ) × Ω, avec C1 une
matrice de diffusion régulière (C 1).
Théorème 3.A.1. Soit C1(x) dansC 1(Ω,Mn(R)), symétrique telle que 0 < cmin ≤ C1(x) ≤ cmax. Il existe
C = C(Ω,O,T, cmin, cmax) > 0, s0 = s0(Ω,O,T, cmin, cmax) > 0 et λ0 = λ0(Ω,O,T, cmin, cmax) > 0 tels que
(3.A.1) s3λ4
Ï
Q
ϕ3e2sϕ|u|2 dx dt + sλ2
Ï
Q
e2sϕϕ(|∇u|2) dx dt + sλ
∫
Ω
(e2sϕϕ)(0, x)|∂tu(0, x)|2 dx
+ sλ
∫
Ω
(e2sϕϕ)(T, x)|∂tu(T, x)|2 dx + s3λ3
∫
Ω
(e2sϕϕ3)(T, x)|u(T, x)|2 dx
≤ C
[ Ï
Q
e2sϕ|Pu|2 dx dt + sλ
∫
Ω
(e2sϕϕ)(T, x)|∇xu(T, x)|2 dx + sλ
∫
O
(e2sϕϕ)(0, x)|∂tu(0, x)|2 dx
]
,
pour s ≥ s0, λ ≥ λ0, pour tout u ∈ H2(Q), satisfaisant u|{0}×Ω = 0, u|(0,T )×∂Ω = 0.
On remarquera que nous n’imposons aucune condition au bord sur {T } ×Ω.
Démonstration. Nous définissons la matrice symétrique C˜1(x) d’ordre n + 1 égale à
C˜1(x) =
(
1 0
0 C1(x)
)
.
Posons f = Pu ∈ L2(Q). Alors f = ∇ · C˜1∇u. Nous prenons s > 0 et λ > 0. Nous définissons ψ = esϕu. La
fonction ψ satisfait alors M1ψ + M2ψ = fs avec fs = esϕ f + sλϕ(∇β · C˜1∇β)ψ − sλ2ϕ(∇β · C˜1∇β)ψ et
M1ψ = Pψ + s2λ2ϕ2(∇β · C˜1∇β)ψ, M2ψ = −2sλϕ∇β · C˜1∇ψ − 2sλ2ϕ(∇β · C˜1∇β)ψ.
Nous avons ‖M1ψ‖2L2(Q) + ‖M2ψ‖2L2(Q) + 2 (M1ψ,M2ψ)L2(Q) = ‖ fs‖2L2(Q), puis nous écrivons (M1ψ,M2ψ)L2(Q)
comme une somme de quatre termes Ii j, 1 ≤ i, j ≤ 2, où Ii j est le produit scalaire du ième terme dans
l’expression de M1ψ et du jème terme dans l’expression de M2ψ.
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Le terme I11 est donné par I11 = −2sλ
Î
Q
ϕ(∇ · C˜1∇ψ)(∇β · C˜1∇ψ) dx dt ce qui après deux intégrations par
parties donne
I11 = 2sλ2
Ï
Q
ϕ(∇β · C˜1∇ψ)2 dx dt − sλ2
Ï
Q
ϕ(∇β · C˜1∇β)(∇ψ · C˜1∇ψ) dx dt
− 2sλ
∫
∂Q
ϕ(n · C˜1∇ψ)(∇β · C˜1∇ψ) dσ(t, x) + sλ
∫
∂Q
ϕ(n · C˜1∇β)(∇ψ · C˜1∇ψ) dσ(t, x) + X11,
où
X11 =2sλ
∑
i, j,k,l
Ï
Q
ϕ(C˜1)i j(∂ jψ) ∂i((C˜1)kl∂kβ) ∂lψ dx dt
− sλ
∑
k,l
Ï
Q
ϕ
(
∇ψ · (∂lC˜1)∇ψ
)
(C˜1)kl∂kβ dx dt − sλ
Ï
Q
ϕ
(
∇ψ · C˜1∇ψ
) (
∇ · C˜1∇β
)
dx dt.
Le terme I12, donné par I12 = −2sλ2
Î
Q
ϕ(∇ · C˜1∇ψ))(∇β · C˜1∇β)ψ dx dx, devient
I12 = 2sλ2
Ï
Q
ϕ(∇β · C˜1∇β)(∇ψ · C˜1∇ψ) dx dt + X12,
après deux intégrations par parties, avec
X12 = 2sλ2
Ï
Q
(C˜1∇ψ) · ∇(ϕ(∇β · C˜1∇β))ψ dx dt − 2sλ2
∫
∂Q
ϕ(n · C˜1∇ψ)(∇β · C˜1∇β)ψ dσ(t, x).
Le terme I21, donné par I21 = −2s3λ3
Î
Q
ϕ3(∇β · C˜1∇β)ψ(∇β · C˜1∇ψ) dx dt, devient
I21 =3s3λ4
Ï
Q
ϕ3(∇β · C˜1∇β)2ψ2 dx dt − s3λ3
∫
∂Q
ϕ3(∇β · C˜1∇β)(n · C˜1∇β)ψ2 dσ(t, x) + X21,
après une intégration par parties, avec X21 = s3λ3
Î
Q ϕ
3∇(∇β · C˜1∇β) · C˜1∇βψ2 dx dt. Finalement, le terme
I22 est donné par I22 = −2s3λ4
Î
Q ϕ
3(∇β · C˜1∇β)2ψ2 dx dt.
Nous observons que ∇β · C˜1∇β ≥ c > 0 dans Q, et nous voyons ainsi que pour s et λ suffisamment grands,
nous pouvons dominer et « absorber » les termes volumiques dans X11, X12 et X13 par les termes positifs
qui suivent,
s3λ4
Ï
Q
ϕ3(∇β · C˜1∇β)2ψ2 dx dt et sλ2
Ï
Q
ϕ(∇β · C˜1∇β)(∇ψ · C˜1∇ψ) dx dt,
par des manipulations classiques (voir [FI96]).
Nous écrivons maintenant précisément les termes de surface de I11, X12 et I21. Nous considérons ces termes
successivement sur (0,T ) × ∂Ω, {0} ×Ω et {T } ×Ω.
1. Sur (0,T ) × ∂Ω, nous avons n = (0, nx)t, ψ = 0, ∂tψ = 0, ∇xβ = f (t)nx avec f (t) < 0, et ∇xψ =
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(∂nxψ)nx. Les termes de surfaces de I11 sont alors
sλ
T∫
0
∫
∂Ω
ϕ f (t)
(
−2(nx ·C1∇xψ)2 + (nx ·C1nx)(∇xψ ·C1∇xψ)
)
dσ(x) dt
= −sλ
T∫
0
∫
∂Ω
ϕ f (t)(nx ·C1nx)2(∂nxψ)2 dσ(x) dt > 0.
Sur (0,T ) × ∂Ω les termes de surface de X12 et I21 s’annulent.
2. Sur {0} × Ω, nous avons n = (−1, 0)t, ∇ψ = (∂tψ, 0) puisque ψ = 0. Les termes de surface de I11
donnent alors sλ
∫
Ω ϕ(0, x)∂tβ(0, x)(∂tψ(0, x))2 dx, que nous pouvons séparer en deux termes : une
intégrale sur O de signe indéterminé, et une autre intégrale sur Ω \O qui est positive puisque ∂tβ(0, x)
y est strictement positif. Sur {0} ×Ω, les termes de surface de X12 et I21 s’annulent.
3. Sur {T } ×Ω, nous avons n = (1, 0)t et β(T, x) = β(T ). Les termes de surface de I11 deviennent
−sλ
∫
Ω
ϕ(T )∂tβ(T )(∂tψ(T, x))2 dx + sλ
∫
Ω
ϕ(T )∂tβ(T )(∇xψ(T, x) ·C1∇xψ(T, x)) dx,
où le premier terme est positif et le second est négatif puisque ∂tβ(T ) est strictement négatif. Le
terme de surface de I21 devient −s3λ3ϕ(T )3(∂tβ(T ))3
∫
Ω ψ(T, x)2 dx qui est positif. Grâce à l’inégalité
de Cauchy-Schwarz, le terme de X12 peut être dominé et « absorbé » sur {T } ×Ω par le terme positif
que nous venons de trouver. Nous notons que
sλ
∫
Ω
ϕ(T )∂tβ(T )(∇xψ(T, x) ·C1∇xψ(T, x)) dx = sλ
∫
Ω
ϕ(T )esϕ(T )∂tβ(T )(∇xu(T, x) ·C1∇xu(T, x)) dx
puisque β est constante sur {T } ×Ω.
Les différents signes que nous avons obtenus pour les termes de surface dominants conduisent à l’inégalité
de Carleman recherchée. 
Nous considérons maintenant l’opérateur A = −∇x · (C1∇x) défini surΩ de domaine D(A) = H2(Ω)∩H10(Ω)
(conditions de Dirichlet homogènes). Nous supposons que 0 < cmin ≤ C1(x) ≤ cmax. L’opérateur A est
autoadjoint et son spectre est purement ponctuel, donné par les valeurs propres (qui peuvent être multiples)
0 < µ1 ≤ µ2 ≤ · · · ≤ µk ≤ . . . , classées par ordre croissant avec limk→∞ µk = ∞. Nous désignons par
(φk)k∈N une base orthonormale de fonctions propres associées aux valeurs propres (µk)k∈N. De l’inégalité de
Carleman précédente nous prouvons l’inégalité recherchée.
Théorème 3.A.2. Soit O un ouvert de Ω. Il existe C > 0, tel que, pour tout µ > 0,
∑
µ j≤µ
|a j|2 ≤ CeC
√
µ
∫
O
∣∣∣∣∣∣
∑
µ j≤µ
a jφ j(x)
∣∣∣∣∣∣
2
dx, a j ∈ R.(3.A.2)
L’inégalité (3.A.2) mesure la perte d’orthogonalité des fonctions propres φ j, µ j ≤ µ, quand elles sont
restreintes à l’ouvert O.
Démonstration. Nous posons u(t, x) = ∑µ j≤µ a j sinh(√µ jt)√µ j φ j(x). Nous observons que Pu = 0 pour P =
∂2t + ∇x · (C1∇x). Si nous ne gardons qu’un seul terme à gauche dans l’inégalité de Carleman (3.A.1) nous
obtenons (en prenant λ = λ0)
s3e2sϕ(T )
∫
Ω
|u(T, x)|2 dx ≤ K
[
se2sϕ(T )
∫
Ω
|∇xu(T, x)|2 dx + s
∫
O
e2sϕ(0,x)|∂tu(0, x)|2 dx
]
,
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pour tout s ≥ s0 > 0, où nous avons utilisé le fait que la fonction poids β, définie plus haut, est constante
sur {T } ×Ω.
On notera que
∫
Ω
|u(T, x)|2 dx =
∫
Ω
∣∣∣∣ ∑
µ j≤µ
a j
sinh(T √µ j)√
µ j
φ j(x)
∣∣∣∣2 dx = ∑
µ j≤µ
∣∣∣∣ a j sinh(T
√
µ j)√
µ j
∣∣∣∣2 ≥ T 2 ∑
µ j≤µ
|a j|2,
puisque les fonctions propres (φk)k∈N sont orthonormales. Nous observons de plus que
∫
O
(e2sϕ)(0, x)|∂tu(0, x)|2 dx ≤ Ce2s supx∈Ω ϕ(0,x)
∫
O
|∂tu(0, x)|2 dx = e2s supx∈Ω ϕ(0,x)
∫
O
∣∣∣∣ ∑
µ j≤µ
a jφ j(x)
∣∣∣∣2 .
Le choix de fonction poids β que nous avons fait plus haut donne supx∈Ω ϕ(0, x) ≥ ϕ(T ). Ainsi il nous suffit
maintenant de montrer que
1
2
s3e2sϕ(T )
∫
Ω
|u(T, x)|2 dx ≥ Kse2sϕ(T )
∫
Ω
|∇xu(T, x)|2 dx,(3.A.3)
pour s ≥ C √µ afin d’obtenir l’inégalité recherchée. Nous écrivons
1
2
s3e2sϕ(T )
∫
Ω
|u(T, x)|2 dx = 1
2
s3e2sϕ(T )
∑
µ j≤µ
∣∣∣∣∣∣a j sinh(T
√
µ j)√
µ j
∣∣∣∣∣∣
2
et
se2sϕ(T )
∫
Ω
|∇xu(T, x)|2 dx = se2sϕ(T )
∫
Ω
∣∣∣∣ ∑
µ j≤µ
a j
sinh(T √µ j)√
µ j
∇xφ j
∣∣∣∣2
≤ se2sϕ(T ) 1
cmin
∫
Ω
( ∑
µ j≤µ
a j
sinh(T √µ j)√
µ j
∇xφ j
)
·C1
( ∑
µ j≤µ
a j
sinh(T √µ j)√
µ j
∇xφ j
)
dx
≤ se2sϕ(T ) 1
cmin
∑
µ j≤µ
|a j sinh(T √µ j)|2,
puisque les fonctions (∇xφk)k∈N satisfont
∫
Ω
∇xφi · C1∇xφ jdx = µ jδi j. Nous voyons alors que la condition
(3.A.3) est satisfaite pour s2 ≥ Cµ. 
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