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Abstract
Due to its significance in natural sciences and engineering fields, wave propagation through random hetero-
geneous media is a significant area of fundamental and applied research. Recently two models have been
developed, Cauchy and Dagum models, that can simulate random fields with fractal and Hurst characteris-
tics. Not only can fractal and Hurst characteristics be captured with these models, but they are decoupled.
We evaluate the impact of these random fields on linear and nonlinear wave propagation using cellular
automata, a local computational method, and propagation of acceleration waves.
In this study, we evaluate cellular automata’s response to a normal, impulse line load on a half-space.
We first evaluate the surface response for homogeneous material properties by comparing cellular automata
to the theoretical, analytical solution from classical elasticity and experimental results. We also include the
response of peridynamics, a non-local continuum mechanics theory which is based on an integro-differential
governing equation.
We then introduce disorder to the mass-density. We first evaluate the surface response of cellular au-
tomata to uncorrelated mass-density fields, known as white noise. The random fields vary in coarseness
as compared to cellular automata’s node density. Then, we evaluate the response of cellular automata to
Dagum and Cauchy random fields using the Monte Carlo method.
For the propagation of acceleration waves, we apply Dagum and Cauchy random fields to dissipation
and elastic non-linearity. We study how the fractal and Hurst characteristics alter the probability of shock
formation as well as the distance to form a shock.
Lastly, in our studies of peridynamics, we found that peridynamic problems are typically solved via
numerical simulations. Some analytical solutions exist for one-dimensional systems. Here, we propose an
alternative method to find analytical solutions by assuming a form for displacement and determine the
loading function required to achieve that deformation. Our analytical peridynamic solutions are presented.
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Chapter 1
Introduction
1.1 Motivation
Wave propagation through heterogeneous media, due to its relevance in natural sciences and most engineering
fields, is an important area of fundamental and applied research. While a range of various stochastic models
has been developed [22, 48], the approximations do not hold when random fields (RFs) with fractal and
Hurst characteristics are involved. Indeed, such media are typically encountered in nature [32] and a quite
novel mathematical tool to represent and rapidly simulate them has recently been developed in the form of
Dagum and Cauchy RFs [5, 18]. In fact, the fractal and Hurst characteristics cannot only be captured with
them, but also decoupled. In this paper we employ these RFs on two problems: 1. to model mass density in
an elastic half-space subjected to a transient normal line load on its surface, also known as Lamb’s problem,
and 2. the propagation of acceleration waves.
While a deterministic field equation can be written in the form
Lu = f , (1.1)
where L is a differential operator, f is a source or forcing function, and u is a solution field or displacement
vector. A stochastic field equation, by introducing randomness to the differential operator, is expressed as
L (ω) u = f . (1.2)
Here, ω is a single outcome of sample space, Ω, and indicates randomness, defined over a probability
space (Ω,A, P ), where A is a σ-algebra, P denotes a Gaussian measure. In other words, L is given on
B = {B (ω) ;ω ∈ Ω}, where B is a random medium, a space of all possible realizations, B (ω) parameterized
by sample events ω of the Ω space. The basic objective is to determine the ensemble average response 〈u〉,
where 〈·〉 denotes stochastic expectation, which is defined as
1
〈L〉 =
∫
Ω
L(ω)dP, (1.3)
and then the determination of higher moments or the statistics. Formally, the ensemble average 〈u〉 satisfies
〈L−1〉−1 〈u〉 = f , (1.4)
where the superscript−1 denotes the inverse, although solving this equation explicitly is generally impossible.
One is therefore tempted to replace the above equation by
〈L〉 〈u〉 = f , (1.5)
which implies a straightforward averaging of L prior to solving the Equation (1.2). The question then is:
How different is the solution to (1.4) from the solution to (1.5)? In other words, when is it safe to assume a
homogeneous medium in place of the random one?
There have been attempts to solve the above problem via analytical methods [23, 36, 47, 64, 65, 69, 70]
and many others. However, these studies typically use a perturbation or variational techniques in which the
noise is assumed to be weak, or, as J.R. Willis showed, effective properties can be found by solving a system
of nonlocal integral equations.
Further complicating analytical efforts is that the correlation functions of Cauchy and Dagum RFs lack
explicit Fourier transforms (i.e. spectral densities). There are some exceptions for one-dimensional (1d),
elastostatic problems [55, 56]. Therefore, the only way to proceed is to run Monte Carlo simulations for the
problems considered here. That is to say, we shall draw our conclusions from the results of a relatively large
number of RF realizations (or RFs generated).
For Lamb’s problem, we use cellular automata (CA) to simulate wave propagation. Cellular automata,
for square grids, is equivalent to the finite difference method of classical elasticity. While there are many
other methods we could use, for example stochastic finite element method [26, 42] or elastodynamic finite
integration technique [33, 54], we use CA as it allows us to directly assign CA nodes a mass density. Other
methods do not have nodes and integration points at the same location which make them difficult to use.
This document is organized as follows. Below, in Section 1.2 we introduce random fields. In Sections
1.3 and 1.4 we introduce cellular automata and peridynamics, a nonlocal continuum mechanics theory,
respectively. In Chapter 2 we use cellular automata and peridynamics to evaluate a half-space subject
to a normal impulse load for homogeneous mass-density fields. In Chapter 3 we apply the RFs on the
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mass-density field for the same problem as in Chapter 2. In Chapter 4 we evaluate the effects of the RFs
described above on the propagation of acceleration waves. During our studies, we realized analytical results
for peridynamics seem to be overly complicated. Some efforts toward finding additional analytical solutions
are taken and are provided in Chapter 5. Finally, the last Chapter gives the conclusions and future work.
1.2 Random Fields
Considering that a wide range of natural phenomena including geological formations (e.g. [32]) possess fractal
and Hurst characteristics, two very interesting RF models have been developed over the past twenty years:
Cauchy and Dagum [18, 50]. In general, the fractal dimension can be described as a roughness measure that
ranges from n to n+1 for a n-dimensional system. Typically, the larger is the fractal dimension, the rougher
are the field’s realizations. The Hurst parameter, or Hurst exponent, defines the long-range persistence of
a system. In general, if H ∈ (0, 0.5) the system is said to be anti-persistent (e.g. an increase in value is
typically followed by a decrease or vice-versa). If H ∈ (0.5, 1), the system is said to be persistent (e.g. an
increase is followed by an increase, or a decrease is followed by a decrease). For H = 0.5 the system is said
to reflect a true random walk without any long-range persistence.
Perhaps not surprisingly, given the richness, or complexity, of patterns that can thus be reproduced,
Cauchy and Dagum models lack explicit Fourier transforms, so that spectral densities are not available
in algebraic closed forms. Recent work has examined rods and beams with such random field properties
[55, 56]. Explicit elastostatic (i.e. not even elastodynamic) analyses, involving very lengthy formulas, have
been possible in such 1d systems, but in 2d and 3d one needs to resort to numerical solutions.
Random fields in Euclidean space Rn, in which our problems are set, are characterized by their covariance
function, C : Rn × Rn → R, which is defined by
C(x1,x2) = 〈Z(x1)Z(x2)〉 − 〈Z(x1)〉〈Z(x2)〉, x1,x2 ∈ Rn, (1.6)
where Z(x1) and Z(x2) are random variables [42]. The covariance function, C(x1,x2), measures the strength
of linear correlation between the two random variables, Z(x1) and Z(x2). If the random variables are
uncorrelated then C(x1,x2) = 0.
In the following we work with RFs for which Z can be taken as isotropic and wide-sense-stationary
(WSS). Here, the WSS assumption restricts the mean to be constant and the auto-correlation function,
and consequently the covariance function, to be independent of shifts in Rn, so that there exists a mapping
C˜ : Rn → R such that
3
C(x1,x2) = C˜ (x1 − x2) , x1,x2 ∈ Rn. (1.7)
The isotropic assumption further restricts the autocovariance function to be independent of rotations, so
that there exists a function CZ : [0,∞)→ R such that,
C˜ (x1 − x2) = CZ(r), r ≥ 0, (1.8)
where r = ‖x1 − x2‖. We consider two types of RFs, correlated and uncorrelated. Uncorrelated or white
noise RFs have the following covariance function
CWN (r) = δ(r), r ≥ 0, (1.9)
where δ is the Kronecker delta function. White noise RFs are known as uncorrelated random fields because
CWN (r) = 0 ∀ r 6= 0.
The Cauchy RF covariance function is
CC(r) = (1 + r
α)
− βα , r ≥ 0, α ∈ (0, 2], β > 0. (1.10)
The Dagum RF covariance function is
CD(r) = 1− (1 + r−β)−αβ , r ≥ 0, α ∈ (0, 1), β ∈ (0, 1]. (1.11)
The Cauchy and Dagum RFs are unique in that they capture and decouple spatial features with a fractal
dimension (D) and Hurst parameter (H). The relationships linking D, H with n, α, and β for both Cauchy
and Dagum RFs [34] are given by
D = n+ 1− α
2
, and H = 1− β
2
, (1.12)
where n, for one dimension, is equal to 1 and for two dimensions, is equal to 2. Unfortunately, due to the
restrictions on α and β, Dagum RFs cannot capture as many pairs of D and H as compared to Cauchy RFs.
The RFs are generated in this study using the Random Fields package of R [53].
Typically, the correlation length of a RF is used as a characteristic length of the system. The correlation
length is defined as
4
l =
∫ ∞
0
C(r)dr. (1.13)
Tables 1.1 and 1.2 provides the correlation length for Cauchy and Dagum RFs, respectively, for several pairs
of α and β.
Table 1.1: Correlation Length for Cauchy RFs
β = 0.2 β = 1.0 β = 1.2 β = 1.5 β = 1.8
α = 0.2 ∞ ∞ 1 0.09 0.02
α = 0.5 ∞ ∞ 3.57 1 0.48
α = 0.8 ∞ ∞ 4.63 1.70 1
α = 1.0 ∞ ∞ 5 2 1.25
α = 1.2 ∞ ∞ 5.23 2.21 1.44
α = 1.5 ∞ ∞ 5.46 2.42 1.64
α = 1.8 ∞ ∞ 5.60 2.56 1.77
Table 1.2: Correlation Length for Dagum RFs
β = 0.2 β = 0.5 β = 0.8
α = 0.2 ∞ ∞ ∞
α = 0.5 ∞ ∞ ∞
α = 0.8 ∞ ∞ ∞
1.3 Cellular Automata
1.3.1 Background
John von Neumann first introduced [67] and Leamy et al. adapted cellular automata (CA) to elastodynamics
using rectangular and non-uniform triangular meshes [21, 28]. For a homogeneous system, discretizing with
a rectangular grid, CA’s governing interior equations are mathematically equivalent to subjecting classical
elasticity’s governing equation (in displacement formulation) to the central difference finite difference method.
However, CA works from the bottom-up, i.e. CA directly discretizes the domain, and avoids deriving the
governing partial differential equations of classical elasticity. CA also produces straight-forward treatment
of common boundary conditions based on physical considerations.
The state of each rectangular cell is dependent on the state of cells that share an edge or vertex with the
cell. The cell’s deformation and velocity, in both the x and y directions, are defined as the cell’s state. In CA,
traction boundary conditions require an additional layer of cells assigned to the defined stress. Displacement
boundary conditions are assigned directly.
For convenience, we introduce the following abbreviation for finite difference operators,
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Dx [um(i, j)] =
um(i+ 1, j)− um(i− 1, j)
2∆x
, (1.14)
and
Dy [um(i, j)] =
um(i, j + 1)− um(i, j − 1)
2∆y
, (1.15)
where (i, j) denote the position of CA cells, m is either x or y and, ux and uy are the x and y components
of vector u, respectively.
As an example, the balance of linear momentum in the y direction for the special case of homogeneous
Lame´’s parameters, λ and µ, reproduced from [28] is given by
ρ∆x∆y∆zv˙y = F
external
y +
(
F righty + F
top
y − F lefty − F bottomy
)
= F externaly + F
internal
y , (1.16)
where ∆x, ∆y, ∆z are the grid spacing, and ρ is the mass density. The velocity in the y direction is vy and
a derivative with respect to time is denoted by an overdot. Tensile forces on the top and bottom faces are
denoted by F topy and F
bottom
y , respectively. They are given by the following relationships,
F topy = ∆x∆z
[
λ+ 2µ
∆y
(uy(i, j + 1)− uy(i, j)) + λ
2
(Dx [ux(i, j + 1)] +Dx [ux(i, j)])
]
, (1.17)
and
F bottomy = ∆x∆z
[
λ+ 2µ
∆y
(uy(i, j)− uy(i, j − 1)) + λ
2
(Dx [ux(i, j − 1)] +Dx [ux(i, j)])
]
. (1.18)
The deformation in the x and y direction is ux and uy respectively. The shear forces on the right and left
faces are represented by F righty and F
left
y , respectively. They are given by,
F righty = ∆y∆z
[
µ
uy(i+ 1, j)− uy(i, j)
∆x
+
µ
2
(Dy [ux(i+ 1, j)] +Dy [ux(i, j)])
]
, (1.19)
and
F lefty = ∆y∆z
[
µ
uy(i, j)− uy(i− 1, j)
∆x
+
µ
2
(Dy [ux(i− 1, j)] +Dy [ux(i, j)])
]
. (1.20)
For the more general relationship, spatially heterogeneous Lame´ parameters, or non-uniform grids, see
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[21, 28].
1.3.2 Time Stepping Algorithm
The Euler method [28] is used to advance in time and it is given in Table 1.3. The mass density at point
(i, j) is ρ (i, j), and at timestep q, the internal force is F internalm (i, j) where m is either x or y. The form
of the internal force, in the y direction, is given in Equation (1.16). The external force is F externalm (i, j).
Velocity is given by vnm (i, j) and deformation is u
n
m (i, j).
Table 1.3: Euler Method
Step 1: vq+1m (i, j) = v
q
m (i, j) +
∆t
ρ(i,j)∆x∆y∆z
(
F internalm (i, j) + F
external
m (i, j)
)
Step 2: uq+1m (i, j) = u
q
m (i, j) + ∆t v
q+1
m (i, j)
Step 3: Update F internalm
1.4 Peridynamics
1.4.1 Basics
Peridynamics (PD) is a non-local continuum mechanics theory that avoids spatial derivatives in favor of
integro-differential equations which is introduced by Silling in 2000 [58]. The nonlocality of PD means that
deformation is influenced by a region, called the horizon, beyond its immediate surrounding.
The governing equation of bond-based PD is given as,
ρ(x)u¨(x, t) =
∫
Hx
f(u(x′, t)− u(x, t),x′ − x)dV ′ + b(x, t) (1.21)
where ρ is the mass density, x is the position, u is the deformation, t is the time, f is the force density
between points x′ and x and b is the body force. The function f is called the pairwise response function.
It has units of force per unit volume squared. All material properties are specified through the pairwise
response function. The PD interaction between two points is called a bond. The integral in (1.21) is taken
over the volume Hx, where Hx is the set of all points less than some fixed distance δ from x. The distance δ
is called the horizon and Hx is called the family of x. In PD, only points within Hx are capable of applying
a force at x. It has been shown that as the horizon decreases, PD converges to classical elasticity [61].
To find the form of f we begin by defining stretch as,
s(u′ − u,x′ − x) = ‖y
′ − y‖ − ‖x′ − x‖
‖x′ − x‖ (1.22)
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where y(x, t) = u(x, t) + x and y′ = y(x′, t) = u(x′, t) + x′ = u′ + x′, and the double vertical bars denote
the 2-norm. The coordinate y is the position of x after the deformation u.
We assume that the pairwise response function is a linear function of stretch, acting in the direction of
the deformed bond, or,
f(u′ − u,x′ − x) = c s(u′ − u,x′ − x) y
′ − y
‖y′ − y‖ (1.23)
where c is the bond-constant which is defined through a strain energy equivalence with classical theories.
Note that the last term in the above equation is the unit vector between x′ and x after deformation. For a
2d plane-stress system, c is given by [30],
c =
12K
pihδ3
, (1.24)
where K is the bulk modulus of the material in question and h is the thickness. Note that bond-based peridy-
namics restricts Poisson’s ratio to 1/3 for a 2d plane-stress system. As a result, bond-based peridynamics has
one unique material constant which Reference [30] chooses to be the bulk modulus. The expression for the
pairwise response function satisfies Newton’s third law of motion in that f(u′−u,x′−x) = −f(u−u′,x−x′).
This peridynamic formulation also satisfies the balance of linear and angular momentum [30, 58].
1.4.2 Discretization
The domain is discretized using a square grid as shown in Figure 1.1. We assume that the mass of each
element is concentrated at the center of each element. As a result, the integral in (1.21) becomes a sum as
given by, ignoring body forces,
ρ(xi)u¨i(xi, t) =
m∑
p=1
f(up − ui,xp − xi)Vp = f˜(xi), (1.25)
where m is the number of nodes within the horizon of node i, p is the index of a node within the horizon
of node i, and Vp is the volume of node p. The horizon is chosen to be three times the mesh spacing as
suggested in References [8, 14, 29].
The integral over Hx becomes a sum of forces between x and each node in its family. One can view these
forces as resulting from a stretched spring with spring constant c. With this interpretation, discretized PD
can be seen as a nonlocal spring-lattice model. Additional information on PD can be found in [7, 17, 30, 58].
Useful pseudocode for programming PD can be in found in [49].
8
Figure 1.1: Horizon in Discretized Domain
1.4.3 Surface Correction
The number of bonds between nodes near the edge of a domain is reduced since the distances between these
nodes and the boundary of the domain are less than the horizon as shown in Figure 1.2. The x-plane refers
to a plane of constant x and the y-plane refers to a plane of constant y for point x. The volumes Ω+x ,Ω
−
x
and Ω+y ,Ω
−
y are defined as the points within the horizon of x that are divided by either the x or y-plane.
Since the problem below relies on data at a surface, a correction factor must be used [25, 60].
Equation (1.25) now becomes,
ρ(xi)u¨i(xi, t) =
m∑
p=1
gipf(up − ui,xp − xi)Vp = f˜(xi) (1.26)
where gip is the correction factor for the bond between xp and xi.
In order to find gip we must first find the components of the force density, gx(x) and gy(x). These scalars
are found by evaluating (1.21) for a given deformation. Note that gx and gy should be calculated at the
location of nodes which require the correction. Also, we should recognize that this methodology is mesh and
material dependent. Setting
u(x) = θ
 x−νy
 (1.27)
where θ is a constant displacement gradient, whose value is irrelevant other than the fact that it should
be much smaller than one, and ν is Poisson’s ratio. For the applied deformation, the following integral is
calculated,
gx(x) =
(∫
Ω+x
f(u′,u,x′,x)dV ′ −
∫
Ω−x
f(u′,u,x′,x)dV ′
)
x
. (1.28)
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Figure 1.2: Geometry for Surface Correction
Note that only the x-component of the right hand side is required. Similarly for the y-direction, we impose
a deformation of
u(x) = θ
−νxy
 (1.29)
and then calculate the force density
gy(x) =
(∫
Ω+y
f(u′,u,x′,x)dV ′ −
∫
Ω−y
f(u′,u,x′,x)dV ′
)
y
. (1.30)
Since (1.28) and (1.30) required integrations over Ω+x ,Ω
−
x and Ω
+
y ,Ω
−
y , their values are unequal, which
would result in an anisotropic response. Therefore, the force densities calculated from (1.28) and (1.30)
are compared with values as calculated for a point whose horizon lies entirely within the interior of the
discretized domain. This value provides a value to normalize against and is denoted by g∞. Using the
deformation in Equation (1.27), we find,
g∞ = 2
(
m∑
p=1
f(up,ui = 0,xp,xi = 0)Vp
)
x
∀ xp ∈ Ω+x . (1.31)
With these values, we calculate,
gi = g(xi) =
g∞/gx(xi)g∞/gy(xi)
 . (1.32)
Then, we find
gipc =
gipcxgipcy
 = gic + gpc2 , (1.33)
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Finally, the correction factor is
gipc =
([
nx
gipcx
]2
+
[
ny
gipcy
]2)− 12
, (1.34)
where nx and ny are given by
nxny
 = xp − xi‖xp − xi‖ . (1.35)
1.4.4 Time Stepping Algorithm
The Velocity-Verlet method [49] is used to advance in time which is given in Table 1.4. The mass-density
at point i is ρi, and at timestep q, the force density is f˜
q
i , velocity is given by v
q
i and deformation is u
q
i .
Table 1.4: Velocity-Verlet Method
Step 1: v
q+1/2
i = v
q
i +
∆t
2ρi
(
f˜qi + F
external/Vi
)
Step 2: u
q+1/2
i = u
q
i + ∆t v
q+1/2
i
Step 3: Update pairwise response function
Step 4: vq+1i = v
q+1/2
i +
∆t
2ρi
(
f˜q+1i + F
external/Vi
)
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Chapter 2
Wave Propagation in Homogeneous
Media1
2.1 Problem Parameters
The problem considered here is a half-space subjected to a normal impulse-type line load, classically known
as Lamb’s Problem, see Figure 2.1. This problem is independent of the z-axis, out of plane axis, and is
simplified to a 2d plane-stress problem.
This is a classical problem that has been thoroughly studied analytically and experimentally [1, 13, 19,
20, 24, 27] and includes many characteristics with which to evaluate CA and PD with. They include the
pressure (P), shear (S) and Rayleigh (R) waves.
Dally, et al [13] studied this problem experimentally and results are reproduced below alongside our
numerical results. The material modeled is CR-39 as it is used in [13] for their photoelastic properties.
CR-39 has an elastic modulus of 3.85 GPa (559 ksi), Poisson ratio of 1/3 and mass density 1300 kg/m3.
The experimental study used an explosive charge as its input which cannot be exactly reproduced for our
numerical study. Therefore, consistent with [13], the approximate loading input for the numerical methods
is a triangular pulse as shown in Figure 2.2.
Dally originally compared his experimental data with predictions from the equations of classical contin-
uum mechanics and elasticity which is referred to as ‘theoretical’ below. Superposition of results given by
1This work has previously appeared in Ref. [40]
𝐹𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙(𝑡)
𝑥
𝑦
Figure 2.1: Lamb’s Problem
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[15, 57] and assuming σyy = 0 and σxy = 0 on the top surface yields the equations given by Dally [13] which
is given by,
σxx(x, t)|y=0 = 0; c1t =
√
3c2t ≤ x (2.1a)
σxx(x, t)|y=0 = −
2
3pic2
∫ c2t/x
√
3
F (η)p˙
(
t− ηx
c2
)
dη; c2t ≤ x ≤ c1t (2.1b)
σxx(x, t)|y=0 = −
2
3pic2
∫ 1
√
3
F (η)p˙
(
t− ηx
c2
)
dη; cRt ≤ x ≤ c2t (2.1c)
σxx(x, t)|y=0 = −
2
3pic2
∫ 1
√
3
F (η)p˙
(
t− ηx
c2
)
dη +
1
3cR
p˙
(
t− x
cR
)
; 0 ≤ x ≤ cRt. (2.1d)
Pressure, shear and Rayleigh wavespeeds are represented by c1, c2 and cR respectively and σij is stress. For
CR-39, the wavespeeds are c1 = 1826 m/sec, c2 = 1054 m/sec and cR = 969 m/sec. The loading function is
given by p(t) and the overdot signifies the derivative with respect to time. F (η) is given by,
F (η) =
3η2(0.5− η2)
√
(1− η2) (η2 − 13)
2(η2 − 0.25)
(
η2 − 3−
√
3
4
)(
3+
√
3
4 − η2
) . (2.2)
In this paper, experimental and theoretical boundary stress results are compared with CA and the
boundary displacements are compared between PD and CA. The pressure wave amplitude decay plot is also
given.
2.2 Model Geometry
The domain of the simulation is 1.0 m wide, 0.5 m high with a thickness of 6.655 mm (consistent with [13]).
The impulse is applied at the origin of the system, midpoint of the top edge, as shown in Figure 2.3. Figure
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Figure 2.3: Model Geometry
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Figure 2.4: At 92µsec: CA Mesh Convergence
2.2 shows the applied impulse load with a pulse width of 20 µsec and a maximum amplitude of 20.7e3 N.
This amplitude is chosen as it closely reflects the amplitude of the experimental pressure wave at 92 µsec.
The simulation end time is 208 µsec and with a pressure wavespeed of 1826 m/sec, we expect the wave to
travel about 0.38 m, well within the size of the domain. As a result, edge effects or reflections are not of
concern. The domain is restricted from rigid body motion by fixing the bottom left and bottom right corners.
The domain is discretized with 1024 nodes in the x-direction and 512 nodes in the y-direction, therefore grid
spacing is about 0.977 mm. There is one node in the z-direction in order to simulate the 2d formulation.
With this grid spacing a timestep of 0.125 µsec is chosen. Given below is a convergence study. Since the
system is symmetric with respect to the loading axis, only the right half of the simulation is presented.
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Figure 2.5: At 92µsec: PD Mesh Convergence
2.3 Convergence Study
For the given convergence study, the grid spacing in the x and y directions are equal and the thickness is as
given above. The ratio between the grid spacing, ∆x and the time step, ∆t is held constant. Three different
mesh densities are considered to determine if the system converged for both PD and CA. The domain is
held fixed at 1.0 m wide and 0.5 m tall. The number of nodes along the width is denoted by Nx. The grid
spacing and timestep information is given in Table 2.1. Each model is evaluated at 92 µsec, the approximate
halfway point of the simulation. Theoretical results are also provided for reference.
Table 2.1: Grid Spacing and Timesteps
Nx ∆x (mm) ∆t (µsec)
512 1.95 0.25
1024 0.977 0.125
2048 0.488 0.0625
2.3.1 Cellular Automata
Figure 2.4 shows the results of the convergence study where Figure 2.4a shows the xx-component of stress
and Figure 2.4b shows the x-component of displacement. As seen in both figures, the compressive-loading
pressure wave for the given mesh densities overlap and there no meaningful improvement to the solution.
However there is some deviation between the stress results in the trailing tensile-unloading pressure wave
between 0.1 m and 0.13 m. The coarser meshes show some high-frequency oscillations and the fine mesh is
smoother. However, the displacement results show no such issues, most likely due to the oscillation’s small
amplitude. Also, the finer mesh is better able to predict the shape of the shear wave compared to the coarser
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meshes. The coarse meshes seem to blur the interface between the shear and surface waves. The solution
predicted by CA seems to approach the theoretical solution as the mesh is refined. Nevertheless, a grid
spacing of ∆x = 0.977 mm or Nx = 1024 is sufficient.
2.3.2 Peridynamics
Figure 2.5 shows the results of the convergence study where Figure 2.5a shows the x-component of displace-
ment at the surface and Figure 2.5b takes a closer look at the pressure wave. As the mesh density increases,
holding δ = 3∆x, we can see that there is marginal improvement to the shape of the pressure wave. We
also note that the amplitude of the Rayleigh wave increases as the mesh is refined. Looking closely at the
figures, we can note that, as the mesh is refined, the speed of the waves seems to change. Figure 2.5b shows
that the front edge of the P wave moves toward the theoretical solution as the mesh is refined. A similar
phenomenon is seen in the Rayleigh wave as it quickens as the mesh is refined.
However, it should be noted that the amplitude of the P wave does not converge to the theoretical value.
This may be due to several factors. One of which may be the surface correction methodology used here.
There are several proposed methodologies to correct for a free surface in PD and it has yet to be determined
which is preferred [16, 25, 30]. Another source of error is the volume correction procedure [30] which does not
take into account the entire volume encompassed by the horizon or the error may be due to some unknown
factor.
While increasing Nx, the number of nodes along the width, from 512 to 1024 shows improvement in the
location and magnitude of the Rayleigh wave, further increasing Nx to 2048 does not improve the results
significantly. As a result, Nx = 1024 is sufficient.
It should be noted that peridynamics is capable of modeling finite deformations as the vector in equation
(1.23) is in the deformed direction. Knowing this and the fact that increasing the mesh density can cause
excessive local deformation near a point load, peridynamics could produce a result with considerable non-
linear terms that would not reflect the results of the theoretical, experimental or CA models. As a result, as
the mesh is refined, the point load is spread over several nodes to maintain the area subjected to excitation.
For Nx = 1024, the load is spread over 4 nodes. To be consistent, the CA model is subject to the same
loading conditions. Since we are only looking at the right side of the model, the x = 0 position is defined as
the right most node subjected to loading.
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Figure 2.6: Dally’s Experimental Setup (in inches). From Reference [13]
2.4 Experimental Results
It should be noted that the experimental and theoretical results deviate from each other. Dally contributes
this discrepancy to several reasons. A schematic of his experimental setup is provided in Figure 2.6. One
reason is that the experiment is performed in a 3d setting and the plane-stress assumption may not capture
some effects. However, Dally states that the predominant wavelength of the P wave is pi times larger than the
plate thickness which allows one to assume plane stress [37]. Also, the material in question, like all materials,
has some internal damping/friction which the theoretical model does not take into account. Furthermore,
the existence of wave dispersion may help explain as to why there is excessive wave attenuation in the
experiment. Also note that the theoretical applied load is a normal triangular impulse-load, which is only
an approximation to the explosive loading that Dally uses in his experiments. The explosive load is likely
to include a force parallel to the free surface in addition to the normal load.
Dally contributes the significant difference of the S and R waves between the theoretical and experimental
results due to damage of the CR-39 sample. As we will see below, the P-wave is initially compressive and
it’s tail is tensile which resulted in some localized fracture. The localized fracture is significiant near the
semi-circle cutout for the explosive. Dally believed that this fracturing causes significant amplitude decrease
in the S and R waves. For a more detailed discussion, the reader is referred to Dally [13].
2.5 Model Results
2.5.1 Cellular Automata Results
Figures 2.7a, 2.8a, 2.9a, and 2.10a plot the xx-component of stress on the surface for CA. Note that the
wavespeed in the CA model is within 2% of the theoretical value. In each of these figures, vertical lines
are placed at the position where the pressure (P), shear (S) and Rayleigh (R) waves are expected to begin.
Figure 2.11a provides the minimum and maximum stress amplitude attenuation due to the pressure wave.
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Each of these figures include analytical and experimental results [13].
The photoelastic experimental results at 107µsec are given in Figure 2.12a and a contour plot of stress
predicted by CA is given in Figure 2.12b. The stress optic law for photoelastic materials is given as,
σ1 − σ2 = Nfσ
h
, (2.3)
where σ1 and σ2 are principle stresses in the x and y directions, respectively, N is the fringe order, fσ is
the material fringe value. For CR-39, fσ is 19088.8 Pa-m (109 psi-in) and h is the model thickness which is
6.655 mm. The isostress lines given in Figure 2.12b are equivalent to the photoelastic results.
2.5.2 Peridynamic Results
Figures 2.7b, 2.8b, 2.9b, and 2.10b plot the surface displacements in the x-direction for the PD and CA
models. Note that the wavespeed in the PD model is within 2% of the theoretical value. In each of these
figures, vertical lines are placed at the position where the pressure (P), shear (S) and Rayleigh (R) waves
are expected to begin. Unfortunately, the results given by [13] are in terms of Cauchy Stress. PD, since
it is a nonlocal theory, does not have an equivalent measurement. Therefore, experimental results cannot
be directly compared with PD. However, since at the surface σyy = 0 and σxy = 0, we can use classical
continuum mechanics to find a relationship for the displacement. We find that
∂ux
∂x
=
σxx
2µ(1 + ν)
, (2.4)
where ν is Poisson’s ratio. With the relationship above, we can numerically integrate the experimental results
to recover the displacement. Figure 2.11b provides the maximum and minimum displacement amplitude
attenuation due to the pressure wave and Rayleigh wave.
Figure 2.13b is a contour plot of the magnitude of displacements for PD at 107µsec and Figure 2.13a
provides the equivalent plot for CA.
2.6 Discussion and Conclusion
Figures 2.7, 2.8, 2.9, and 2.10, show that the CA predicted and theoretical results match very well for the
initial pressure wave in both shape and location. The amplitude decay of the pressure wave coincides with
the theoretical result as seen in Figure 2.11a. This result is expected since both the theoretical and CA-
predicted results are essentially derived from the same governing equations. As shown above, as the mesh
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Figure 2.7: At 60µsec: Comparing Theoretical and Experimental Data with (a) CA Stress, (b) PD and CA Displace-
ments
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Figure 2.8: At 92µsec: Comparing Theoretical and Experimental Data with (a) CA Stress, (b) PD and CA Displace-
ments
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Figure 2.9: At 139µsec: Comparing Theoretical and Experimental with (a) CA Stress, (b) PD and CA Displacements
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Figure 2.10: At 208µsec: Comparing Theoretical and Experimental Data with (a) CA Stress, (b) PD and CA
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(a) Photoelastic Results from [13]
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Figure 2.12: Comparing Photoelastic and CA Stress at 107µsec
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Figure 2.13: Comparing CA and PD displacement magnitudes at 107µsec
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is further refined, CA is better able to predict the location and magnitude of the Rayleigh wave.
PD predicted the location and shape of the pressure wave well. However, at earlier times, PD under-
predicts the magnitude of the pressure wave. Figure 2.11b provides comparisons between PD, CA and
theoretical displacement amplitudes due to the R and P waves. The differences in P wave amplitude pre-
dicted by PD and the other models are significant at earlier times. However, the P wave predicted using PD
does not decay as quickly as predicted using the other models. This inconsistency may be due to the surface
correction methodology or the volume correction used here. One phenomenon that is seen in PD, and not in
CA, is that as the mesh of PD is refined, wavespeeds change. This phenomenon can be easily seen in the R
wave. As the mesh in refined in CA, the R wave in Figure 2.4b does not change position. In PD, Figure 2.5a
shows that the location of the R wave moves toward the theoretical result as the mesh is refined. Further
mesh refinement may show that the PD-predicted results continue converging to the theoretical results. It
has been shown that as the horizon decreases, PD converges to classical elasticity [61]. The results shown in
Figure 2.5a support this convergence. However, we see the experimental pressure wave does not follow CA
or PD predictions very well.
Figure 2.12 shows that the isostress lines between CA-predicted and experimental values are similar in
shape for the initial pressure wave and and are directed towards the surface. However, there is a significant
difference in the lines of stress for the shear wave. Additionally, Figure 2.13 shows that there is excellent
agreement between CA and PD throughout the body. Looking carefully at Figures 2.12 and 2.13, we can
also see the existence of a head wave which Dally cites as ‘PS’.
We conclude that both the CA and PD predictions agree well with theoretical results. However, neither
method’s predictions agree well with experimental results. In particular, the experimental P wave amplitude
began with a larger amplitude but decay quicker. This is expected as CA, PD and theoretical solutions do
not include any friction or dissipative effects. The discrepancy in the P wave shape and the small magnitude
of the Rayleigh Wave, compared with CA, PD and theoretical results, can be attributed due to the triangular
impulse load that is used to approximate an explosive load or due to the two-dimensional approximation
of the problem. Dally cites the presence of cracking in the sample as a probably source of error. For CA,
agreement with theoretical results is expected since the formulation of CA is mathematically equivalent to
the central difference finite difference method. We expected that PD predictions would agree better with
experimental results due to its ability to handle finite deformations.
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Chapter 3
Two-Dimensional Wave Propagation
in Heterogeneous Mass Density
Media1
3.1 Introduction
Classical Lamb’s problem is defined as an elastic, homogeneous, isotropic half-space subjected to a transient,
normal line load at the surface [13, 19, 24, 27]. We generalize that problem by keeping the same geometry of
the system, half-space subjected to a normal line load, but adding disorder to the mass density field. Other
studies of heterogeneous Lamb’s problems exist, but the material properties are a function of space or depth
[9, 51] or periodic medium [2]. In this study, since the random fields have fractal and Hurst characteristics,
they better represent fields encountered in nature [3, 32, 66].
Effectively, this is a stochastic Lamb problem where we want to determine whether the fractal dimension,
the Hurst parameter, or some combination thereof, is the most significant in altering the wave motion, as
compared to the constant mass density case of the classical Lamb’s problem.
Here, ω is a single outcome of sample space, Ω, and indicates randomness, defined over a probability
space (Ω,A, P ), where A is a σ-algebra, P denotes a Gaussian measure. In other words, L is given on
B = {B (ω) ;ω ∈ Ω}, where B is a random medium, a space of all possible realizations, B (ω) parameterized
by sample events ω of the Ω space.
We apply noise in Lamb’s problem where B is defined by a mass density RF, ρ, defined over a probability
space (Ω,A, P ), where A is a σ-algebra, P denotes a truncated Gaussian measure, and realizations are on a
domain X ⊂ R2, or
ρ : Ω×X → R ρ(x, ω); ω ∈ Ω, x ∈ X. (3.1)
Observe that we are not using a ‘true’ Gaussian measure as we require ρ(x) > 0 ∀ x.
In this paper, we introduce spatial randomness to the mass density field, thus leading to a stochastic
Navier equation of the form
1This work has previously appeared in Ref. [41]
23
(λ+ µ)∇(∇ · u) + µ∇2u = ρ(x, ω)∂
2u
∂t2
, ω ∈ Ω, x ∈ R2, (3.2)
where t is time, x is the undeformed coordinate, u is the displacement vector, λ and µ are Lame´’s parameters,
ρ is the mass density which is a random field in the material domain, Ω is the sample space of elementary
events [42, 63]. This problem can be studied analytically - usually in the frequency domain in terms of
the stochastic Helmholtz equation - through perturbation, Rytov’s or other methods and approximations
[11, 52]. However, due to the lack of explicit Fourier transforms, Monte Carlo simulations of stochastic
Lamb’s Problem is the best path to proceed.
This chapter is organized as follows, Section 2 describes the random fields used here, Section 3 de-
scribes the geometry of the problem and properties, Section 4 describes the results, and Section 5 gives the
conclusion.
3.2 Random Fields
As an example, several realizations of white noise, Cauchy and Dagum RFs have been plotted. The mass
density is taken as a WSS RF, as defined in Chapter 1, with mean of 1300 kg/m3 with various levels of
fluctuation. This mean value, corresponding to a photoelastic medium of [13], is chosen so as to make a
clear comparison with the previous results in Chapter 2, for a perfectly homogeneous medium, possible.
Figure 3.1 shows examples of heterogeneous white noise (WN) mass-density fields used here, with a
CVRF = 0.124. The coefficient of variation of the random field, (CVRF ) is given by,
CVRF =
SDRF
meanRF
, (3.3)
where SDRF and meanRF are the standard deviation and mean of the RF, respectively. Both the SDRF and
meanRF are values chosen when the RFs are generated using the R programming language.
Each figure is a different realization and different coarseness. Coarseness is defined as the ratio between
the mass-density field and the CA node density. For example, for a ‘16 by 16’ field, a 16 by 16 square of CA
nodes shares the same mass density. Three different CVRF are used for each coarseness. The RFs have a
CVRF of 0.124, 0.0877 or 0.062. For each coarseness and each CVRF , 128 realizations are generated.
Figure 3.2 shows nine different realizations of Cauchy RF with CVRF = 0.124, for different settings of
the parameters α and β. In Figure 3.2, the left column is β = 0.2 (H = 0.9), center column β = 1.0
(H = 0.5), and right column β = 1.8 (H = 0.1). The top row is α = 1.8 (D = 2.1), the middle row α = 1.0
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Figure 3.1: White noise, random mass density fields of varying coarseness, mean = 1300 kg/m3, CVRF = 0.124 (var
= 26000).
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Figure 3.2: Cauchy RF, CVRF = 0.124, Left Column: β = 0.2(H = 0.9), Center Column: β = 1.0(H = 0.5),
Right Column: β = 1.8(H = 0.1). Top Row: α = 1.8(D = 2.1), Middle Row: α = 1.0(D = 2.5), Bottom Row:
α = 0.2(D = 2.9). kg/m3.
(D = 2.5) and bottom row α = 0.2 (D = 2.9). From the figures, we can clearly see the effect of changing
fractal dimension and Hurst parameter. The figures toward the top-left have clear regions of high and low
values, while the figures toward the bottom-right have large and small values better distributed.
For Dagum RFs we use the same mean and CVRF as in the Cauchy case. Example RF realizations, CVR
and SNRR plots can be found in Appendix B. The trends found in Cauchy RFs from changing the fractal
and Hurst parameters also occur for Dagum RFs.
3.3 Problem Parameters
The geometry here is equivalent to that of Chapter 2. The only difference is that the domain is smaller,
see Figure 3.3. The domain for our numerical models is 400/1024 m wide (about 0.39 m), 200/1024 m high
(about 0.195 m) with a thickness of 6.655 mm (consistent with [13]). With grid spacing of about 0.977 mm,
the domain is discretized with 400 nodes in the x-direction and 200 nodes in the y-direction. To simulate
the 2d geometry, there is only one node in the z-direction. A timestep of 0.125 µsec is used. For this study,
we only look at the right-traveling waves. The same material and applied load is used from Chapter 2. The
only difference is that disorder is applied to the mass density.
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Figure 3.3: Model Geometry.
Alongside the results, the analytical solution, using the equations of classical continuum mechanics and
elasticity, referred to as ‘theoretical’ are plotted, along with the CA response to the homogeneous system.
Also plotted are vertical black lines to mark the expected locations of the pressure (P), and surface or
Rayleigh (R) waves for the homogeneous system.
For each α, β pair, for either Cauchy or Dagum RF used below, 128 realizations are used to evaluate the
response. For each realization, we apply the same external force and capture the surface response at 92 µsec.
We then calculate the mean and standard deviation (SD) of the response as a function of distance from the
applied load along the top surface as shown in Figure 3.3. Using this information, we then calculate the
coefficient of variation of the response (CVR) using the following relationship,
CVR(x) =
SD(x)
mean(x)
. (3.4)
For regions where the mean response is close or equal to zero, CVR, looses its meaning. Therefore, we also
calculate the signal-to-noise ratio of the response (SNRR) which is given by,
SNRR(x) =
1
CVR(x)
=
mean(x)
SD(x)
. (3.5)
For the response of our system, there are three locations where the mean goes to zero: (i) in front of the
P wave, as the affects of the impulse have yet to reach those points; (ii) between the P and R wave and;
(iii) behind the R wave, as the wave passes through. In this chapter we determine if the CVR is greater
than CVRF through the Monte Carlo method with 128 realizations. In other words, can the disorder of the
response be greater than the disorder of the system and if so, how does it depend on the fractal or Hurst
coefficients?
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3.4 Results and Discussion
3.4.1 White Noise Response
Figure 3.4 shows the results for CVRF = 0.124 and coarseness of 4 by 4, 16 by 16 and 64 by 64. Vertical black
lines mark the expected locations of the pressure (P) and surface or Rayleigh (R) waves for the homogeneous
system. Figure 3.4a plots the mean and SD of the response along with the homogeneous and theoretical
results. Figure 3.4b shows the CVR plot. Noting that since CVR loses its meaning when the mean goes to
zero, we plot the SNRR in Figure 3.4c. We see that for fine fields, the mean response of 128 realizations is
very close to the homogeneous response and we also see the SD increase with coarseness. Hence, the CVR
increases and the SNRR decreases as the fields become coarser. For the coarsest field we see that CVR >
CVRF .
The effect of CVRF as well as coarseness can be seen in Figure 3.5. Figure 3.5a depicts the minimum
positive value and the maximum negative value of CVR as a function of coarseness. The minimum positive
value is associated with the pressure wave and the maximum negative value is associated with the Rayleigh
wave. Figure 3.5b plots the maximum and minimum SNRR values as a function of coarseness. As shown in
Figure 3.4, as the RFs become coarser, CVR tends to increase and SNRR tends to decrease. Also, as CVRF
decreases, CVR decreases as well. Also, for relatively fine RFs we see that CVR for the P wave is greater
than CVR for the R wave. The relationship reverses for coarser RFs. Furthermore, the relationship between
CVRF and CVR seems to be independent of CVRF . The one notable exception is the CVR for the 64 by 64
P wave for CVRF = 0.062.
3.4.2 Cauchy RF Response
Figure 3.6a plots the mean and SD of the response of 128 realizations for α = 1.8 and for several values
of β. Figures 3.6b and 3.6c plot the CVR and SNRR, respectively. Appendix B contains additional plots.
From the figures, we see that as β increases, CVR decreases. Comparing Figures 3.2a, 3.2b and 3.2c with
white noise RFs in Figure 3.1, Figure 3.2a shows that there are significant areas of high and low density
clustered together, similar to a coarse white noise RF. As β is increased, as given in Figures 3.2b and 3.2c,
the areas of high and low values become smaller, similar to a fine white noise RF. The effect of increasing
β, or decreasing H, is similar to that of creating a finer RF.
Figure 3.7a plots the mean and SD of the response of 128 realizations for β = 0.2 and for different
values of α. Figures 3.7b and 3.7c plot the CVR and SNRR respectively. Appendix B contains more plots.
Unfortunately, unlike the previous case, we do not see a significant change in the results as we change α, or
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Figure 3.4: Varying Coarseness of WN RF - (a) Theoretical solution and homogeneous results plotted with mean
and standard deviations (b) CV of response (c) SNR of response, Blue line - 4 by 4, Green line - 16 by 16, Yellow
line - 64 by 64.
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Figure 3.5: Varying CVRF of WN RF (a) CV and (b) SNR of response, varying CVRF . Blue line - CVRF = 0.124,
Green line - CVRF = 0.0877, Yellow line - CVRF = 0.062.
D. This is further discussed below.
Figure 3.8a plots the mean and SD of the response of 128 realizations for α = 1.8 and β = 0.2, for several
values of CVRF . Figures 3.8b and 3.8c plot the CVR and SNRR respectively. From the figures, we see that
as CVRF increases, CVR increases, as expected. We also note that if |CVR| < CVRF is satisfied for one
CVRF , then it is also satisfied for other CVRF .
Other combinations of α, β have been evaluated as well to help determine the boundary between CVR
being ‘less than’ or ‘greater than’ CVRF . Figure 3.9 plots the results for over one-hundred values of α and
β. Figure 3.9a plots the result for the pressure wave. A blue ‘o’ signals for that point, the maximum SNRR
exceeded SNRRF and a red ‘x’ denotes that the maximum SNRR did not exceed SNRRF . A dotted line
is provided to show the approximate boarder between the two results. The same notation is used for the
Rayleigh wave figure, Figure 3.9b. Contour plots, for the bottom portion of the figure is given in Figure
3.10. Figure 3.10a plots the maximum SNRR and Figure 3.10b plots the absolute value of the minimum
SNRR.
We can see that for α greater than, about, 0.6, there is little change in the plot as α increases. For α less
than 0.6, we see that for a relatively small changes in α and β, the values of SNRR can change dramatically.
We also note that there are more ‘x’s in Figure 3.10b than in Figure 3.10a. This primarily may be due to
two reasons: (i) interference of the P and R waves due to back-reflections of the P wave; (ii) the elliptic
motion of the particles in the R wave.
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Figure 3.6: Cauchy RF with α = 1.8(D = 2.1), varying β - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - β = 0.2, H = 0.9, Green line
- β = 1.0, H = 0.5, Yellow line - β = 1.8, H = 0.1.
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Figure 3.7: Cauchy RF with β = 0.2(H = 0.9), varying α - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - α = 0.2, D = 2.9, Green line
- α = 1.0, D = 2.5, Yellow line - α = 1.8, D = 2.1.
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Figure 3.8: Cauchy RF with α = 1.8, β = 0.2, varying CVRF - (a) Theoretical solution and homogeneous results
plotted with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - CVRF = 0.062, Green
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(a) (b)
Figure 3.9: Cauchy RF with CVRF = 0.124, varying α and β. Dotted line denotes approximate boundary between
‘greater than’ and ‘less than’ results. (a) Maximum SNRR compared to SNRRF (b) Absolute value of minimum
SNRR compared to SNRRF .
(a)
(b)
Figure 3.10: Closer look of Figures 3.10a and 3.10b with contour plot of SNRR. Dotted line denotes approximate
boundary between ‘greater than’ and ‘less than’ results.
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3.4.3 Dagum RF Response
Figure 3.11 plots the results for over 30 α, β pairs to help determine the boundary between CVR being ‘less
than’ or ‘greater than’ CVRF . Figure 3.11a plots the result for the pressure wave. An ‘o’ denotes, for that
point, the maximum SNRR exceeded SNRRF and a ‘x’ shows that the maximum SNRR did not exceed
SNRRF . A dotted line is provided to show the approximate boarder between the two results. The same
notation is used for Figure 3.11b for Rayleigh waves. Also included are contour plots of the maximum SNRR
and Figure 3.10b plots the absolute value of the minimum SNRR.
We can see that for changes in α, there is some change in the SNRR. It is possible to have SNRR to be
less than SNRRF for larger values of α and β. However, smaller values of β are required for a smaller α.
Similar to Cauchy RFs there are more ‘x’s in Figure 3.11b than in Figure 3.11a. Again, as stated in the case
of Cauchy RF above, this could be due to P wave reflections and/or the elliptic motion of the R wave. See
Appendix B for more information.
3.5 Conclusion
This chapter generalizes Lamb’s problem on an elastic half-space to random mass density fields with fractal
and Hurst characteristics. The motivation for this study is the fact that a multitude of media in nature
fall in that category and it is important to know the sensitivity of response of this classical elastodynamic
problem to spatial fluctuations relative to the homogeneous medium assumption. Solutions of this stochastic
multiscale problem are carried out using the cellular automata method. For a reference, we also evaluate
the response of half-space with uncorrelated random mass density fields while varying their coarseness. For
finer mass density fields, we see little to no change in the response. The mean response, of 128 realizations,
is very close to the homogeneous result. As the RF becomes coarser, we begin to see changes in the response
which is reflected by the increasing CVR. Also note that the CVR of the R wave tends to be smaller than
the P wave for finer RFs and for coarser fields, the CVR for the R wave is larger than the P wave.
An extensive study of the sensitivity of Lamb’s problem response to material random fluctuations is
carried out for both, Cauchy and Dagum RFs. The sensitivity is measured in terms of the coefficient of
variation of response (CVR) versus the coefficient of variation of random field (CVRF ), the cause of scatter
and departure from the homogeneous medium. In general, the relationship between CVR and CVRF is
independent of CVRF except for RFs that are very coarse.
Overall, for smaller values of β the CVR tends to be greater than the CVRF . Since a small β corresponds
to a high H, i.e. to pronounced rare events, this is expected. A higher value of H is similar in structure to
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Figure 3.11: Dagum RF with CVRF = 0.124, varying α and β. Dotted line denotes approximate boundary between
‘greater than’ and ‘less than’ results. (a) Maximum SNRR compared to SNRRF (b) Absolute value of minimum
SNRR compared to SNRRF with contour plot of SNRR.
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coarse WN RFs. We also see that larger values of α tends to support a larger range of β’s where the CVR is
greater than CVRF . However, for α greater than about 0.8, the relationship looks to be independent of α.
Next, for larger values of β, or smaller H, we see that the mean response of 128 realizations is very close
to the homogeneous result. Which implies that a wave response close to the homogeneous result does not
necessarily suggest a homogeneous medium. Also, CVR tends to be smaller as β increases. As β grows,
similar to finer WN fields, we tend to see CVR decrease faster for the R wave than for the P wave. This
could be due to P wave reflections and/or the elliptic motion of the R wave.
Generally, for finer RFs, or for β values greater than 0.55, CVR would be less than CVRF . For coarser
RFs, β values less than 0.55, and α greater than 0.8, CVR would be larger than CVRF . For α less than 0.8,
even smaller values of β are needed so that CVR would be larger than CVRF . Effectively, in the stochastic
Lamb’s problem we find that the fractal dimension has a weaker effect than the Hurst parameter on altering
the wave motion, as compared to the constant mass density case of classical Lamb’s problem.
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Chapter 4
One-Dimensional Wave Propagation
in Heterogeneous Mass Density
Media1
4.1 Introduction
In this chapter, we evaluate the effects of random fields (RFs) on the amplitude of acceleration waves. The
random fields have fractal and Hurst characteristics which, as discussed in Chapter 1, better represent fields
encountered in nature [3, 32, 66].
The amplitude of acceleration waves is governed by the Bernoulli Equation [6, 10, 12] which is of the
form,
dA(x)
dx
= −µA(x) + λA(x)2. (4.1)
For the equation above, A denotes the jump in particle acceleration, x is position and µ and λ denote
dissipation and elastic non-linearity, respectively. Due to competing effects of dissipation and non-linearity,
there is a possibility of shock or caustic formation at some finite distance x∞. For homogeneous µ and λ,
the analytical solution of (4.1) is
A(x) =
(
λ
µ
+
(
1
Ao
− λ
µ
)
exp(µx)
)−1
, (4.2)
where Ao is the initial amplitude of the wave.
For homogeneous systems, a shock forms when the initial amplitude, Ao, is greater than the critical
amplitude, Ac. In this study, we want to determine to what extent the fractal dimension, D, Hurst exponent,
H, or some combination, is significant in altering the response. More specifically, we look at the effects on
Ac and x∞. For a homogeneous system, they are easily determined as
Ac =
µ
λ
, and x∞ = − 1
µ
ln
(
1− µ
λAo
)
. (4.3)
We apply noise to the acceleration wave problem where B is specified as a random process, ζ(x), which is
applied to both the dissipation and elastic non-linearity, µ and λ, respectively for two different cases. The
1This chapter follows Ref. [38]
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first case is for two variables with the same noise of varying intensity and the second case if for four variables
with the same noise of varying intensity. The random process is defined over a probability space (Ω,A, P ),
where A is a σ-algebra, P denotes a truncated Gaussian measure, and realizations are on a domain X ⊂ R,
or
ζ : Ω×X → R ζ(x, ω); ω ∈ Ω, x ∈ X. (4.4)
Note that we are not using a ‘true’ Gaussian measure as we require ζ(x) > −1 ∀ x.
While the RFs of Cauchy and Dagum type are wide-sense stationary, given that their spectral densities are
not known in explicit forms, an analytical approach (using stochastic differential equations) is not possible.
Thus, we have to resort to a Monte Carlo approach: generate a number of realizations of Cauchy and Dagum
RFs and examine the wavefront evolutions according to (4.1). Thus, to evaluate how the RFs affect Ac we
record the percentage of realizations that blow-up as a function of the initial condition. We also evaluate how
the distance to blow-up changes as a function of initial condition. We do this by comparing x∞’s coefficient
of variation to the coefficient of variation of the random field. A total of 1024 realizations are generated for
each α, β pair. If more than 128 realizations blow-up, then the statistics for x∞ are calculated.
Previous studies for acceleration waves in random media exist [44, 45, 46, 43]. Reference [44] looks at
acceleration waves subject to white noise random fields and Ornstein-Uhlenbeck process and their effect on
Ac. Other studies [45] and [46], investigate the influence of white noise on x∞ as well as comparing the effect
of correlations of µ and λ; see [42] for a review of results up to 2008. Reference [43] looks at the random
fields’ effects for shocks in viscoelastic media.
In this chapter, we study the effects of randomness with fractal dimension and Hurst exponent on the
critical amplitude and distance to blow up. In section 4.2, we introduce the RFs used here and the differences
due to the fractal dimension and Hurst exponent. In section 4.3, we introduce randomness to our governing
equation, Bernoulli equation, and we introduce the numerical methodology. Section 4.4, presents the results.
4.2 Random Fields
As an example, several realizations of Cauchy and Dagum RFs, varying α and β, have been plotted. Figure
4.1 plots Dagum RFs with a CVRF = 0.3. We define the coefficient of variation of the random field as,
CVRF =
SDRF
meanRF
, (4.5)
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where SDRF is the standard deviation and meanRF is the mean value of the random field. The left column
is for β = 0.2 (H = 0.9), the center column is β = 0.5 (H = 0.75) and the right column is β = 0.8 (H =
0.6). The top row is α = 0.8 (D = 1.6), the center row is α = 0.5 (D = 1.75) and the bottom row is
α = 0.2 (D = 1.9). From the plots, we can see the changes from varying α and β. Towards the top-left, the
figures show random processes without noticeable jumps in value, and have clear trends in the data. Toward
the bottom-right, we see that the data tends to have significant jumps in value and lack regions of high or
low values.
Figure 4.2 plots Cauchy RFs, varying α and β, with CVRF = 0.3. The left column is for β = 0.2 (H =
0.9), the center column is β = 1.0 (H = 0.5) and the right column is β = 1.8 (H = 0.1). The top row is
α = 1.8 (D = 1.1), the center row is α = 1.0 (D = 1.5) and the bottom row is α = 0.2 (D = 1.9). We see
the same trends for Cauchy RFs as we for Dagum RFs. Toward the top-left, we see distinct trends in the
data without noticeable jumps. Toward the bottom-left, we see significant jumps in the data without clear
regions of high or low values.
4.3 Acceleration Waves with Disorder
For our problem, it is advantageous for us to define the inverse function and initial condition as,
Z(x) = 1/A(x), and Zo =
1
Ao
. (4.6)
Plugging into (4.1) yields,
dZ
dx
= µZ − λ. (4.7)
Evaluating the inverse relationship allows us to clearly defined the blow-up of A as when Z = 0.
4.3.1 Two Variables with Same Noise
We subject (4.7) to spatially varying dissipation and elastic nonlinearity. In this section, µ and λ are the
same random process. First, we separate the mean and fluctuation,
µ(x, ω) = 〈µ〉 [1 + S1ζ(x, ω)] and λ(x, ω) = 〈λ〉 [1 + S2ζ(x, ω)] (4.8)
where ζ is a random process, 〈µ〉 = µo and 〈λ〉 = λo, both equal to one, are the mean values of the random
process. ζ is defined above in (4.4). S1 and S2 are the intensities of the noise. We choose S1 = 0.9 and
S2 = 1.0.
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Figure 4.1: Example Dagum RF realizations with meanRF = 1.0, SDRF = 0.3
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Figure 4.2: Example Cauchy RF realizations with meanRF = 1.0, SDRF = 0.3
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4.3.2 Four Variables with Same Noise
By reference to continuum mechanics [10], µ and λ are derived from four material properties,
µ = − G
′
0
2G0c
, β = − E˜0
2G0c
√
ρR
G0
, and, c =
√
G0
ρR
, (4.9)
where G0 is called the instantaneous modulus, G
′
0 is the coefficient responsible for dissipation, E˜0 is the
instantaneous second-order tangent modulus, and ρR is the mass density in the reference state.
Thus, the dynamical system (4.7) is driven by a four-component random process Θx =
[
G0, G
′
0, E˜0, ρR
]
x
.
It is reasonable to take all four material parameters to be driven by the same random field, ζ (x, ω) with
varying intensity, so that
ρR = 〈ρR〉 [1 + S1ζ (x, ω)] > 0
G0 = 〈G0〉 [1 + S2ζ (x, ω)] > 0
E˜0 =
〈
E˜0
〉
[1 + S3ζ (x, ω)] < 0
G′0 = 〈G′0〉 [1 + S4ζ (x, ω)] < 0.
(4.10)
where we choose S1 = 0.85, S2 = 0.9, S3 = 0.95, and S4 = 1.0. Clearly, by making Si → 0 for i = 1, 2, 3, 4,
we smoothly recover the homogeneous medium scenario.
Note that E˜0 < 0 is necessary to have a ”blow-up possibility” for a positive initial value α0 (> 0); given
the randomness of the medium, the critical amplitude separating the damping from the blow-up range is
going to be random.
Also, ζ is a stationary Gaussian vector random process with mean 〈ζ〉 = 0 and variance of 0.0324, and
described by the Cauchy or Dagum process.
For the simulation, let us adopt:
G0 = 9.03 GPa, G
′
0 = −6.26e5 GPa/sec, E˜0 = −131 GPa, and, ρR = 1180 kg/m3, (4.11)
which models polymethyl methacrylate [10]. It gives a critical amplitude, for the homogeneous case of
Ac = 1.32e7. (4.12)
We also note that the random process with the smallest CV is ρR with CVρR = 0.1530 and the largest CV
is for G′0 with CVG′0 = 0.18.
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4.3.3 Numerical Method
As discussed before, acceleration waves subject to white noise RFs have been previously studied. In those
studies, the Milshtein scheme numerical method is used, i.e. assuming the Stratonovich interpretation.
However, the Milstein scheme uses the definition of an integral with respect to the Wiener Process [63]
which cannot be used here. As a result, the Euler, forward difference finite difference scheme is used.
Using the forward difference, finite difference operator, the algorithm is,
Z(xi+1) = Z(xi) + h [µ(xi)Z(xi)− λ(xi)] , (4.13)
where h is a step in the x-axis. We choose h to be 0.01 for Section 4.3.1 and 0.002 for Section 4.3.2 and it
is defined as,
h = xi+1 − xi. (4.14)
4.4 Results
We evaluate the effect of the randomness as the wave propagates. For each α, β pair below, 1024 RF
realizations are generated. We analyze both the effect on the critical amplitude, Ac and distance to blow-up
x∞.
The results for Cauchy RFs are plotted in Figures 4.3 and 4.4 for two noises and Figures 4.9 and 4.10
are plotted for four noises. Results for Dagum RFs are given in Figures 4.5 and 4.6 for two noises and
Figures 4.11 and 4.12 are plotted for four noises. The left columns of the figures plot the percentage of the
1024 realizations that blow-up as a function of initial condition. For homogeneous systems, the probability
of blow-up would be a step function. In other words, for Ao < Ac the probability would be zero, and for
Ao > Ac the probability would be 100%. The right column plots the coefficient of variation of the distance
to blow-up (CV∞), which is defined as,
CV∞ =
SD∞
mean∞
, (4.15)
where SD∞ is the standard deviation, and mean∞ is the mean, of the distance to blowup. CV∞ is calculated
when more than 128 realizations blow-up. We compare CV∞ with CVRF for the largest CV.
For Cauchy RFs, holding α constant, and varying β, see Figure 4.3 and 4.9, we see that for larger β, the
probability of shock formation becomes sharper. Also, for two variables, the only values of CV∞ that exceed
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CVRF are for the smallest value of β plotted. Holding β constant, and varying α, see Figure 4.4 and 4.10,
has little impact. However, looking closely, it seems that for smaller values of α, the probability of shock
formation is slightly sharper.
For Dagum RFs, holding α constant, and varying β, see Figures 4.5 and 4.11, we see that for larger β,
the probability of shock formation becomes sharper, just as we saw for Cauchy RFs. Also, for two variables,
the only values of CV∞ that exceed CVRF are for the smallest value of β plotted. Holding β constant, and
varying α, see Figures 4.6 and 4.12, has little effect. However, looking closely, it seems that for smaller values
of α, the probability of shock formation is slightly sharper. Another interesting feature is that for α = 0.8
and β = 0.2, for two noises, we see that CV∞ is trending upward as the initial condition increases which is
unexpected. Another study, Chapter 3 and Appendix B, also sees some unusual behavior for this α, β pair.
Figure 4.7 shows, on the α, β space, pairs for which the CV∞ is greater than or less than CVRF for two
variables. For both Cauchy and Dagum RFs, we see that β must be equal or less than 0.4 in order for CV∞
to be greater than CVRF . Also plotted are contour plots of the maximum CV∞ as we vary Ao. Figure 4.8
is a zoomed view, to better show the contour plot, of Figure 4.7a. We see results that are very similar to
Chapter 3. For small values of α there is a very small region where CVRF is less than CV∞. The region
grows until α is about 0.5, then the results seem not to change.
Figure 4.13 plots, on the α, β space, pairs for which the CV∞ is greater than or less than CVRF for
four noises. Also plotted are contour plots of the maximum CV∞ as we vary Ao. Figure 4.14 is a zoomed
view, to better show the contour plot, of Figure 4.13a. We note that there is no distinguishable boundary
between less than or greater than as we see for two variables. The disorder caused by applying noise, with
four varying intensities, is significant. This can be clearly seen in Figure 4.13a where the contour plot does
not smoothly vary along a line of constant β as compared to Figure 4.7a. However, the contour plots do
follow the trends for the two variables case. We see that as α decreases, we also see CV∞ decrease. This
decrease is significant for small values of β and for α less than 0.5.
4.5 Conclusions
This article subjects Bernoulli’s Equation, which governs the amplitude of acceleration waves, to random
fields which exhibit fractal and Hurst characteristics. It is vital to study the impact of fractals and Hurst
effects as systems in nature typically exhibit these characteristics. Solutions are found using the forward
difference finite difference method. A sensitivity study of the response is conducted for Cauchy and Dagum
RFs for two different cases; (i) two variables and; (ii) four variables with the same noise with varying
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Figure 4.3: Two Variables - Left Column: Percentage of runs where shock formed as a function of Ao. Right Column:
Mean and Std. Dev. of distance to form shock. Cauchy RF with constant α, varying β and S1 = 0.9, S2 = 1.0, var
= 0.09 (std. dev. = 0.3), µo = λo = 1
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Figure 4.4: Two Variables - Left Column: Percentage of runs where shock formed as a function of Ao. Right Column:
Mean and Std. Dev. of distance to form shock. Cauchy RF with constant β, varying α and S1 = 0.9, S2 = 1.0, var
= 0.09 (std. dev. = 0.3), µo = λo = 1
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Figure 4.5: Two Variables - Left Column: Percentage of runs where shock formed as a function of Ao. Right Column:
Mean and Std. Dev. of distance to form shock. Dagum RF with constant α, varying β and S1 = 0.9, S2 = 1.0, var
= 0.09 (std. dev. = 0.3), µo = λo = 1
48
Ao
0.9 0.95 1 1.05 1.1
P
er
ce
n
ta
g
e
o
f
R
ea
li
za
ti
o
n
s
0
10
20
30
40
50
60
70
80
90
100
Percentage of Shock Formation - β = 0.2
α = 0.2
α = 0.5
α = 0.8
(a) β = 0.2
Ao
0.9 0.95 1 1.05 1.1
C
V
0
0.1
0.2
0.3
0.4
0.5
CV - β = 0.2
α = 0.2
α = 0.5
α = 0.8
CVRF
(b) Distance to form shock
Ao
0.9 0.95 1 1.05 1.1
P
er
ce
n
ta
g
e
o
f
R
ea
li
za
ti
o
n
s
0
10
20
30
40
50
60
70
80
90
100
Percentage of Shock Formation - β = 0.5
α = 0.2
α = 0.5
α = 0.8
(c) β = 0.5
Ao
0.9 0.95 1 1.05 1.1
C
V
0
0.1
0.2
0.3
0.4
0.5
CV - β = 0.5
α = 0.2
α = 0.5
α = 0.8
CVRF
(d) Distance to form shock
Ao
0.9 0.95 1 1.05 1.1
P
er
ce
n
ta
g
e
o
f
R
ea
li
za
ti
o
n
s
0
10
20
30
40
50
60
70
80
90
100
Percentage of Shock Formation - β = 0.8
α = 0.2
α = 0.5
α = 0.8
(e) β = 0.8
Ao
0.9 0.95 1 1.05 1.1
C
V
0
0.1
0.2
0.3
0.4
0.5
CV - β = 0.8
α = 0.2
α = 0.5
α = 0.8
CVRF
(f) Distance to form shock
Figure 4.6: Two Variables - Left Column: Percentage of runs where shock formed as a function of Ao. Right Column:
Mean and Std. Dev. of distance to form shock. Dagum RF with constant β, varying α and S1 = 0.9, S2 = 1.0, var
= 0.09 (std. dev. = 0.3), µo = λo = 1
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Figure 4.7: Two Variables - (a) Cauchy RF and (b) Dagum RF with CVRF = 0.3, varying α and β. The ‘x’ denotes
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Figure 4.9: Four Variables - Left Column: Percentage of runs where shock formed as a function of Ao/Ac. Right
Column: Mean and Std. Dev. of distance to form shock. Cauchy RF with constant α, varying β.
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Figure 4.10: Four Variables - Left Column: Percentage of runs where shock formed as a function of Ao/Ac. Right
Column: Mean and Std. Dev. of distance to form shock. Cauchy RF with constant β, varying α.
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Figure 4.11: Four Variables - Left Column: Percentage of runs where shock formed as a function of Ao/Ac. Right
Column: Mean and Std. Dev. of distance to form shock. Dagum RF with constant α, varying β.
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Figure 4.12: Four Variables - Left Column: Percentage of runs where shock formed as a function of Ao/Ac. Right
Column: Mean and Std. Dev. of distance to form shock. Dagum RF with constant β, varying α.
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Figure 4.13: Four Variables - (a) Cauchy RF and (b) Dagum RF, varying α and β. The ‘x’ denotes CVRF < CV∞
and the ‘o’ denotes CVRF > CV∞ for 1024 realizations with Ao/Ac varying from 0.9 to 1.1. Statistics where only
calculated when more than 128 realizations predicted a blow-up.
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Figure 4.14: Four Variables - Zoomed in view of Figure 4.13a
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intensity. We evaluated the effects of the random fields on the probability of blow-up and the distance to
blow-up as a function of the initial condition. We evaluate the shape of the probability to blow-up curve as
compared to the homogeneous system. The distance to blow-up is evaluated by comparing the coefficient of
variation of the distance to blow-up to the coefficient of variation of the random field.
We see that the probability of blow-up is significantly altered for small values of β, or large H, as the
probability of blow-up is a smoothed curve. We also see that changing α, or D, does not alter the response
as significantly. But, for smaller values of α, especially for the two variables case, the response trends toward
the homogeneous response. The four variables case shares the same trends but the probability step is sharper
than the two variable case.
The distance to blow-up for two variables, for small values of β, or large H, we see a significant change
in the response. However, for small values of α, the change is not as significant. For four variables, more
values of β are significantly impacted due to the noise. But we do see that for small values of β we see that
CV∞ decreases for α less than 0.5. For both two and four variables we see the same trends, a large Hurst
parameter is more significant than fractal dimension but the overall response is significantly more impacted
with four random variables. We also see some sensitivity to the fractal dimension for D larger than 1.6.
Just as we saw for the previous chapter, the response of the system is more sensitive to the Hurst
parameter than the fractal dimension.
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Chapter 5
Peridynamic Analytical Solutions1
5.1 Introduction
In our studies of peridynamics, we found that peridynamic problems are usually solved via numerical means,
see [14, 29, 40, 49, 60] along with many other sources. While some analytical treatments exist for one-
dimensional problems, [35, 62, 68] and others, they typically resort to Fourier transforms and Fourier series.
This is due to the fact that previous works assume a loading function and then solve the integral equation
for displacement. Here, we suggest the inverse, assume a form for displacement and determine the loading
function required to achieve that deformation.
In this chapter, we first simplify the governing equation of bond-based peridynamics for one-dimensional
problems which we will show is very similar to linearized peridynamics as suggested by Silling [58, 59]. Then
we solve the equation by first assuming a deformation and determining what loading is required. First
we consider linear deformation and then quadratic deformations. The special case of a rod under its own
weight is also considered. Then we apply the same methodology to the special case of pure dilatation in
two dimensions. Finally, a numerical solution is implemented to verify that the applied load produces the
deformation.
5.2 Bond-Based Peridynamics
As stated in a previous chapter, the governing equation for bond-based peridynamics is of the form,
ρ(x)u¨(x, t) =
∫
Hx
f(u′ − u,x′ − x)dV ′ + b(x, t) (5.1)
where ρ is the mass density, b is the applied load per unit volume, x is the undeformed and u is the
deformed coordinate. The double-overdot represents the second time derivative. Hx is the family of point
x, Hx = {x′ : ‖x′ − x‖ < δ}. In other words, these points are capable of applying a force on x. This
1This work has previously appeared in Ref. [39]
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non-locality is defined by a radius called the horizon and denoted by δ. x′ is a point within the family of
point x. The boldface type denotes vector quantities.
As discussed before f a form of,
f(u′ − u,x′ − x) = c s(u′ − u,x′ − x) y
′ − y
‖y′ − y‖ , (5.2)
where c is the bond-constant which captures the material properties of the system and it is dependent on the
number of dimensions of the system [60]. The double vertical bars denote the 2-norm. Stretch is denoted
by s and has a form of
s(u′ − u,x′ − x) = ‖y
′ − y‖ − ‖x′ − x‖
‖x′ − x‖ , (5.3)
where y is the displaced position of x. The relationship is given by y = u(x, t) + x and y′ = u(x′, t) + x′ =
u′ + x′. Plugging in (5.2) into (5.1) and simplifying, results in
f(u′ − u,x′ − x) = c
(
y′ − y
‖x′ − x‖ −
y′ − y
‖y′ − y‖
)
. (5.4)
We substitute the form of y and y′ for the first term, which yields
f(u′ − u,x′ − x) = c
(
u′ − u
‖x′ − x‖ +
x′ − x
‖x′ − x‖ −
y′ − y
‖y′ − y‖
)
. (5.5)
The form of the above equation is a bit cumbersome, but when a one-dimensional approximation is applied,
it will help us simplify.
5.2.1 Applying One-Dimensional Approximation
For a one-dimensional system, the vectors in (5.5) become scalars and in (5.1), the integral goes from a
volume to a line integral which is given by
ρ(x)u¨(x, t) =
∫ x+δ
x−δ
Af(u′ − u, x′ − x)dx′ + b(x, t), (5.6)
where A is the cross sectional area of the bar, which for this study we assume to be constant. Substituting
(5.5) into (5.6), where the vertical bars now denote absolute value, we obtain
ρ(x)u¨(x, t) =
∫ x+δ
x−δ
cA
(
u′ − u
‖x′ − x‖ +
x′ − x
‖x′ − x‖ −
y′ − y
‖y′ − y‖
)
dx′ + b(x, t). (5.7)
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We introduce the following functions
G(x) =
∫ x+δ
x
cA
(
x′ − x
‖x′ − x‖ −
y′ − y
‖y′ − y‖
)
dx′ (5.8)
and
H(x) =
∫ x
x−δ
cA
(
x′ − x
‖x′ − x‖ −
y′ − y
‖y′ − y‖
)
dx′. (5.9)
Now, (5.7) becomes
ρ(x)u¨(x, t) =
∫ x+δ
x−δ
cA
u′ − u
‖x′ − x‖dx
′ +G(x) +H(x) + b(x, t). (5.10)
Taking a closer look at (5.8) we note that the two terms of the integrand must have a value of 1 or −1. The
value depends on the sign of each term’s numerator. For the first term, when x′ ∈ (x, x + δ), the value of
the numerator is positive because x′ > x. Hence the first term is equal to 1. Equation (5.8) becomes
G(x) =
∫ x+δ
x
cA
(
1− y
′ − y
‖y′ − y‖
)
dx′. (5.11)
For the second term of (5.11), we again have x′ ∈ (x, x+ δ), x′ > x. Physically, this means that point x′
is to the right of x. During deformation, we would expect that points to the right of x remain to the right.
This is equivalent to the J > 0 requirement of classical continuum mechanics, where J is the Jacobean.
With this reasoning we can state that for x′ ∈ (x, x+ δ), y′ > y for all x and t. Therefore, (5.8) becomes
G(x) = 0, (5.12)
and using similar reasoning we can show that
H(x) = 0. (5.13)
Equation (5.7) becomes
ρ(x)u¨(x, t) =
∫ x+δ
x−δ
cA
u′ − u
‖x′ − x‖dx
′ + b(x, t). (5.14)
Keep in mind that the simplifications above are valid for both static and dynamic problems and the
equation is linear in u(x, t) which allows for superposition. Previous studies, as cited above, directly assume
a form for the pairwise response function as give in (5.14), with a different coefficient. However, in order
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Figure 5.1: Rod Geometry
for the assumption to be valid, small deformations are imposed [58, 59]. This study derives (5.14) without
restricting the deformation.
Linearity in one-dimensional peridynamics, with f given by (5.2), should be of no surprise. Local peri-
dynamic bonds stretch along a straight line in series and the nonlocal bonds are parallel to the local bonds.
It is, in essence, a mass-spring system. For two-dimensional peridynamic problems, nonlinear behavior is
a result of the pairwise response function, (5.2), coupling the axial and transverse deformation within a
system, similar to finite deformations of elasticity.
5.3 Application
Below we solve the static case of the system, as defined by (5.14), by assuming a displacement of u(x) and
finding the forcing function b(x) required to achieve that deformation. Here, the domain is a rod of length
2L and the origin of the rod is at the center, x ∈ [−L,L] as shown in Fig. 5.1. There are three major
regions we need to consider: well within the domain, near the edges, and at the edge. The peristatic version
of (5.14) is
0 =
∫ x+δ
x−δ
cA
u′ − u
‖x′ − x‖dx
′ + b(x). (5.15)
For our one dimensional domain, the bond constant is [30]
c =
2E
Aδ2
, (5.16)
where E is the Young’s Modulus. Substituting (5.16) into (5.15) and taking into account the edges yields
0 =
∫ min(L,x+δ)
max(−L,x−δ)
2E
δ2
u′ − u
‖x′ − x‖dx
′ + b(x). (5.17)
5.3.1 Linear Deformation
We first assume that u(x) is linear. We ignore the case of u(x) being a constant as the result is trivial. The
deformation takes the form of
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u(x) = αx, (5.18)
where α is a constant. Assuming we are far from the edges, we plug (5.18) into (5.17) to yield
− b(x) =
∫ x
x−δ
2E
δ2
α
x′ − x
‖x′ − x‖dx
′ +
∫ x+δ
x
2E
δ2
α
x′ − x
‖x′ − x‖dx
′ x ∈ (−L+ δ, L− δ). (5.19)
We can simplify the integrals using the same logic as the previous section which results in
b(x) = 0 x ∈ (−L+ δ, L− δ). (5.20)
Thus, well within the domain no external force is required to obtain linear deformation.
Next, we evaluate the right edge (the left edge is symmetric), x = L. Equation (5.17) becomes
0 =
∫ L
L−δ
2E
δ2
α
x′ − L
‖x′ − L‖dx
′ + b(L). (5.21)
Evaluating the integral yields
b(L) =
2E
δ
α. (5.22)
At the right edge of the domain a nonzero force is required.
Finally, we look at the region close to the edge. Or more specifically, within a distance of δ of the right
edge. Equation (5.17) yields
− b(x) =
∫ x
x−δ
2E
δ2
α
x′ − x
‖x′ − x‖dx
′ +
∫ L
x
2E
δ2
α
x′ − x
‖x′ − x‖dx
′ x ∈ (L− δ, L). (5.23)
Finding b(x) gives us
b(x) =
2E
δ
α+
2E
δ2
α (x− L) x ∈ (L− δ, L). (5.24)
In summary, the b(x) is
b(x) =
2E
δ2
α

δ + x− L x ∈ (L− δ, L]
0 x ∈ (−L+ δ, L− δ)
−δ + x+ L x ∈ [−L,−L+ δ)
(5.25)
In order to have a deformation of the form, u(x) = αx, well within the domain, no force is required.
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Near the edges the force linearly increases to a value of 2Eα/δ at the edge.
The end loads are distributed over a distance of δ from the edges. This is due to edge softening of
peridynamics. Points near an edge have a fewer number of bonds and is softer than points well within the
domain. Also, the prescribed deformation does not take this into account. To correct this issue, typically
some sort of surface correction is applied, especially in numerical calculations [30]. Below we find the net
force on the rod and the net applied force.
Net Force on Rod
We determine the net force on the rod, Fnet to determine if the rod is experiencing any rigid body motion.
The net force is
Fnet = A
∫ L
−L
b(x)dx = 0. (5.26)
There is zero net force on the rod.
Applied Force
We find the applied force by integrating over a distance of δ from the edge. We will perform the integration
for the right side and the solution is symmetric for the left side. It is
bapp = A
∫ L
L−δ
b(x)dx =
2EA
δ2
α
∫ L
L−δ
[δ + x− L]dx. (5.27)
Simplifying gives
bapp = EAα. (5.28)
The applied load on the right side has a magnitude of EAα. If the deformation near the edges is not of
interest, a load of this magnitude can be applied and points far away should not be affected.
Comparison with Classical Results
In order to compare with solutions to classical elasticity we allow δ to go to zero. The value of bapp does not
change, but the geometry of a distributed load goes to a concentrated load at the edge face. The system is
a rod with tensile end loads of magnitude EAα which classical elasticity can easily handle.
For a static one-dimensional rod in classical elasticity, fom the balance of linear momentum, the governing
equation has a form of
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EA
d2ue
dx2
= −p(x), (5.29)
where p(x) is the body force. The boundary conditions for a rod with an axial end load of magnitude P are
p(x) = 0, (5.30)
ue(0) = 0, (5.31)
and
EA
due
dx
(L) = P. (5.32)
Solving for ue yields
ue(x) =
P
EA
x. (5.33)
If P = EAα, as we found above, the deformation becomes
ue(x) = αx. (5.34)
This result is equivalent to the applied deformation we assumed above. Essentially, peristatics and classical
elasticity predict the same deformation for the same loading. The only significant difference is near the edges
due to the softening effects of peridynamics.
5.3.2 Quadratic Deformation
Here we assume the deformation is quadratic,
u(x) = βx2, (5.35)
where β is a constant. Assuming we are far from the edges, we substitute into (5.15) and simplify which
yields
− b(x) =
∫ x
x−δ
2E
δ2
β (x′ + x)
x′ − x
‖x′ − x‖dx
′ +
∫ x+δ
x
2E
δ2
β (x′ + x)
x′ − x
‖x′ − x‖dx
′ x ∈ (−L+ δ, L− δ). (5.36)
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Evaluating the integral produces
b(x) = −2Eβ x ∈ (−L+ δ, L− δ). (5.37)
Note that the above function is independent of x. At the edge, x = L, the force is
b(L) = −Eβ
(
1− 4L
δ
)
, (5.38)
and within a distance of δ of the right edge, the force is
b(x) = Eβ
(
4x
δ
− 1
)
+
E
δ2
β
(
3x2 − 2Lx− L2) x ∈ (L− δ, L). (5.39)
In summary, the forcing is
b(x) =
Eβ
δ2

(4xδ − δ2) + (3x2 − 2Lx− L2) , x ∈ (L− δ, L]
−2δ2, x ∈ (−L+ δ, L− δ)
−(4xδ + δ2) + (3x2 + 2Lx− L2) , x ∈ [−L,−L+ δ).
(5.40)
Using superposition, we can find the forcing function required for a displacement with linear and quadratic
terms of u(x) = βx2 + αx, which is
b(x) =
E
δ2

2α(x− L+ δ) + β(4xδ − δ2)
+β
(
3x2 − 2Lx− L2) x ∈ (L− δ, L]
−2βδ2 x ∈ (−L+ δ, L− δ)
2α (x+ L− δ)− β(4xδ + δ2)
+β
(
3x2 + 2Lx− L2) x ∈ [−L,−L+ δ).
(5.41)
Net Force on Rod
In this section we determine the net force on the rod to ensure no rigid body motion. The net force is
Fnet = A
∫ L
−L
b(x)dx = 0. (5.42)
With zero net force, there is no rigid body motion.
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Applied Force
We find the applied force on the rod by integrating over a distance of δ from the right and left sides. Below,
we perform the integration for the right side, the left side is symmetric. It is
bapp = A
∫ L
L−δ
b(x)dx = 2EAβ (L− δ) . (5.43)
From the form of bapp and b(x), the problem above can be described as a rod with a constant body force
and an end load.
Comparison with Classical Results
In order to compare with solutions to classical elasticity we allow δ to go to zero. The value of bapp goes to
2EAβL, and the geometry of the end load goes from a distributed to a concentrated load at the edge face.
The system is a rod with a constant body force of magnitude −2Eβ and end loads of magnitude 2EAβL.
Classical elasticity can solve this system as well.
Using the same governing equation, (5.29), the boundary conditions for the system are
p(x) = a, (5.44)
where a is a constant,
ue(0) = 0, (5.45)
and
EA
due
dx
(L) = P, (5.46)
where P is the magnitude of the end load. Solving the governing equation results in the following form for
deformation
ue = − a
2EA
x2 +
P + aL
EA
x. (5.47)
If a = −2EAβ and P = 2EAβL, note that b(x) in peridynamics has different units than p(x), results in,
ue = βx
2. (5.48)
This result is equivalent to what is found above in (5.35). Once again, classical elasticity predicts the
same solution as peristatics except near the edges. Results for third and fourth order deformations are given
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in Appendix A for reference.
5.4 Special Case: Rod Under Own Weight
As an example, we solve the classical problem of a rod under its own weight. We first solve the problem
using classical elasticity. The body force has a form of
p(x) = aA, (5.49)
where a is a constant. The boundary conditions are
ue(0) = 0, (5.50)
and
EA
due
dx
(L) = 0. (5.51)
This results in a displacement of
ue =
a
2E
(
2Lx− x2) . (5.52)
For peristatics, we use (5.41), with α = aL/E and β = −a/2E which gives us
b(x) =
a
2δ2

4L(x− L+ δ)− (4xδ − δ2)
− (3x2 − 2Lx− L2) x ∈ (L− δ, L]
2δ2 x ∈ (−L+ δ, L− δ)
4L (x+ L− δ) + (4xδ + δ2)
− (3x2 + 2Lx− L2) x ∈ [−L,−L+ δ).
(5.53)
Note that well within the rod, the body force is constant, independent of x and δ. We find the net force
Fnet
A
=
∫ L
−L
b(x)dx = 0. (5.54)
With zero net force, there is no rigid body motion. The applied force is
bapp =
∫ L
L−δ
b(x)dx = aA2δ. (5.55)
To compare with classical elasticity, we let δ go to zero. The body force is a constant of magnitude a and
bapp = 0. This system represents a rod under its own weight.
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Figure 5.2: 1d Peridynamic Dispersion
5.4.1 Dispersion Relationship
Recently, Reference [4] derived a dispersion relationship for (5.14). First assume deformation of the form
u(x) = exp(ik(x− γt)) (5.56)
where k is the wavenumber and γ is the wavespeed. We also introduce the change of variables,
ξ = x′ − x. (5.57)
Substituting (5.56) into (5.14) and assuming b = 0, yields,
− k2γ2ρ =
∫ δ
−δ
cA
exp(ikξ)
‖ξ‖ dξ. (5.58)
Evaluating the integral and simplifying yields,
γ2 =
E
ρ
∞∑
m=1
2(−1m+1)(δk)2m−2
m(2m)!
(5.59)
We note that γ2o = E/ρ is the one-dimensional wavespeed. We expand some terms on the right hand side,
γ2
γ2o
= 1− (δk)
2
24
+
(δk)4
1080
+ · · · (5.60)
From the relationship above we note that as δ goes to zero, we recover the relationship from classical
elasticity. Figure 5.2 plots the dispersion relationship.
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5.5 Two-Dimensional Deformation
We can apply some of the techniques above to analytically solve a special case of two-dimensional deformation
which can be easily extended to three dimensions. The domain is defined by x1 ∈ [−W,W ] and x2 ∈ [−L,L]
as shown in Fig. 5.3.
5.5.1 Pure Dilatation
We assume a deformation of the form
u = αx = α
x1x2
 , (5.61)
where α is a constant. Substitute (5.5) into (5.1), assuming time independence yields
− b(x) =
∫
Hx
c
(
u′ − u
‖x′ − x‖ +
x′ − x
‖x′ − x‖ −
y′ − y
‖y′ − y‖
)
dV ′. (5.62)
We substitute (5.61) into the third term of the integrand, which yields,
y′ − y
‖y′ − y‖ =
(1 + α)
‖1 + α‖
(x′ − x)
‖x′ − x‖ . (5.63)
We note that,
(1 + α)
‖1 + α‖ =
 1 α > −1−1 α < −1. (5.64)
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But for α < −1 the deformation is not affine, similar to the J > 0 requirement from continuum mechanics,
where J is the Jacobian. Therefore, α > −1 is the only possible value, hence,
−b(x) =
∫
Hx
c
u′ − u
‖x′ − x‖dV
′ =
∫
Hx
cα
x′ − x
‖x′ − x‖dV
′. (5.65)
Well within the domain, the integral becomes,
− b(x) = chα
∫ x1+δ
x1−δ
∫ x2+√δ2−(x′1−x1)2
x2−
√
δ2−(x′1−x1)
2
x′ − x
‖x′ − x‖dx
′
2dx
′
1 (5.66)
where h is the thickness. We find that
b(x) = 0 x1 ∈ (−W + δ,W − δ), x2 ∈ (−L+ δ, L− δ). (5.67)
Well within the domain, there is no applied load. Note that within this section, a change of variables may
be required to evaluate the integrals. Close to the right edge, the integral becomes
− b(x) = chα
∫ W
x1−δ
∫ x2+√δ2−(x′1−x1)2
x2−
√
δ2−(x′1−x1)
2
x′ − x
‖x′ − x‖dx
′
2dx
′
1. (5.68)
For the sake of brevity, we define W = W − x1. Evaluating the integral yields
b = chα
δ
√
δ2 −W2 −W2 ln
[
δ+
√
δ2−W2
W
]
0
 , (5.69)
for x1 ∈ (W − δ,W ), x2 ∈ (−L + δ, L − δ). Again we define, L = L − x1. Similarly, near the top edge we
find
b = chα
 0δ√δ2 − L2 − L2 ln [ δ+√δ2−L2L ]
 , (5.70)
for x1 ∈ (−W + δ,W − δ), x2 ∈ (L− δ, L).
Unfortunately, integrating near the corners is not as direct. Below, we will evaluate the loading near
the top-right corner. The easiest way to integrate over the area is to break the circle into four quadrants,
the top-right, top-left, bottom-left and bottom-right or TR, TL,BL and BR respectively. See Fig. 5.4 for
reference. The BL integral, since we are near the top-right corner, is unaffected and has a form of
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Figure 5.4: Divided Horizon
BL = chα
∫ x1
x1−δ
∫ x2
x2−
√
δ2−(x′1−x1)
2
x′ − x
‖x′ − x‖dx
′
2dx
′
1. (5.71)
We find that
BL = −chαδ
2
2
11
 . (5.72)
The BR integral is
BR = chα
∫ W
x1
∫ x2
x2−
√
δ2−(x′1−x1)
2
x′ − x
‖x′ − x‖dx
′
2dx
′
1, (5.73)
which yields
BR =
chα
2
δ
(
δ −√δ2 −W2)+W2 ln [ δ+√δ2−W2W ]
W (W − 2δ)
 . (5.74)
The TL integral is
TL = chα
∫ L
x2
∫ x1
x1−
√
δ2−(x′2−x2)
2
x′ − x
‖x′ − x‖dx
′
1dx
′
2, (5.75)
which yields
TL =
chα
2
 L (L − 2δ)δ (δ −√δ2 − L2)+ L2 ln [ δ+√δ2−L2L ]
 . (5.76)
The integral for the TR region is a bit more complicated. See Fig. 5.5 for geometry near the top-right
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Figure 5.5: Geometry Near the Top-Right Corner. The form of the integral changes between region A and region B.
corner. If (W − x1)2 + (L− x2)2 > δ2, region A of Fig. 5.5, then the TR integral is
TR = chα
∫ W
x1
∫ x2+√δ2−(x′1−x1)2
x2
x′ − x
‖x′ − x‖dx
′
2dx
′
1
− chα
∫ x2+δ
L
∫ x1+√δ2−(x′2−x2)2
x1
x′ − x
‖x′ − x‖dx
′
1dx
′
2, (5.77)
which yields
TR =
chα
2
L(2δ − L)− δ
√
δ2 −W2 +W2 ln
[
δ+
√
δ2−W2
W
]
W (2δ −W)− δ√δ2 − L2 + L2 ln
[
δ+
√
δ2−L2
L
]
 . (5.78)
If (W − x1)2 + (L− x2)2 < δ2, region B of Fig. 5.5, then the TR integral, which we will denote by TRalt is
TRalt = chα
∫ W
x1
∫ L
x2
x′ − x
‖x′ − x‖dx
′
2dx
′
1, (5.79)
which yields
TRalt =
chα
2
 L
(−L+√L2 +W2)+W2 ln [L+√L2+W2W ]
W (−W +√L2 +W2)+ L2 ln [W+√L2+W2L ]
 . (5.80)
The net forcing is given by the following expression
b = −BL−BR− TL− TR, (5.81)
which yields
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b = chα
δ
√
δ2 −W2 −W2 ln
[
δ+
√
δ2−W2
W
]
δ
√
δ2 − L2 − L2 ln
[
δ+
√
δ2−L2
L
]
 (5.82)
for x1 ∈ (W − δ,W ), x2 ∈ (L− δ, L) and (W − x1)2 + (L− x2)2 > δ2.
Closer to the corner, the net forcing is given by
balt = −BL−BR− TL− TRalt, (5.83)
which yields
b1,alt =
chα
2
[
2Lδ + δ
√
δ2 −W2 −W2 ln
[
δ +
√
δ2 −W2
W
]
−L
√
L2 +W2 −W2 ln
[
L+√L2 +W2
W
]]
, (5.84)
and
b2,alt =
chα
2
[
2Wδ + δ
√
δ2 − L2 − L2 ln
[
δ +
√
δ2 − L2
L
]
−W
√
L2 +W2 − L2 ln
[
W +√L2 +W2
L
]]
. (5.85)
for x1 ∈ (W − δ,W ), x2 ∈ (L− δ, L) and (W − x1)2 + (L− x2)2 < δ2.
Various combinations of BL,BR and TL provide solutions to various scenarios. For example, at the
right edge, x1 = W , the forcing function is,
b = −BL− TL (5.86)
which yields
b =
chαδ2
2
11
+ chαδ
2
2
 1−1
 = chαδ2
10
 . (5.87)
The remaining boundary conditions can be evaluated by similar methods.
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Net Force
To confirm the absence of rigid body motion, we determine the net force on the domain which is given by
Fnet =
∫
A
b(x)dA =
∫ L
−L
∫ W
−W
b(x)dx1dx2 = 0. (5.88)
Hence, there is zero net force on the domain and no rigid body motion.
Applied Force
We find the applied force on the domain by integration. Note that, below we only look at the right edge of
the domain. The other edges are completed with a similar procedure. For x2 ∈ (−L+ δ, L− δ), the loading
is given by
Fapp =
∫ W
W−δ
b(x1, a)dx1, (5.89)
where a is a constant. We note, from (5.69), that the result is independent of a. Note that we substitute
the form for c as given by [30] which is
c =
12K
pihδ3
, (5.90)
where K is the bulk modulus. Evaluating the integral produces
Fapp = 2Kα
10
 , x2 ∈ (−L+ δ, L− δ). (5.91)
As we approach the top-right corner, we are only concerned with the x1 component of Fapp as we are
looking the right edge. The integral becomes
Fapp =
∫ W−a
W−δ
b1dx1 +
∫ W
W−a
b1,altdx1, (5.92)
where a = W −√d2 − L2. The integral yields
F1,app =
1
6
[
2δL
√
δ2 − L2 + piδ3 − δ3 arctan
(√
δ2
L2 − 1
)
+L3
(
lnL − ln
(
δ
√
δ2 − L2
))]
. (5.93)
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Comparison with Classical Results
In order to compare with solutions to classical elasticity we allow δ to go to zero. The value of F1,app far from
the edges goes to 2Kα, normal to the domain edges, and the geometry of the end load goes from distributed,
to a concentrated load at the edge face. The varying corner load, F1,app, goes to zero in magnitude and in
the geometry of the system. The system is a plate with normal loads of magnitude 2Kα. Classical elasticity
can solve this system as well. The system’s stress is given by
σ11 = 2Kα, σ22 = 2Kα, σ12 = 0 (5.94)
where σij represents Cauchy stress. The stress-strain relationships, assuming plane stress, are
11 =
1
E
(σ11 − νσ22) (5.95)
22 =
1
E
(σ22 − νσ11) (5.96)
and
12 =
1
2µ
σ12 (5.97)
where E is the Young’s modulus, ν is Poisson’s ratio and µ is the shear modulus [15]. Substituting our
expressions for stress into the equations above results in
11 = 22 = α, 12 = 0. (5.98)
The strain displacement relationship is
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. (5.99)
We solve for the displacements, ignoring rigid body motion gives us
u1 = αx1 u2 = αx2, (5.100)
which is equivalent to (5.61), our prescribed input for the peristatic system.
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Figure 5.6: Linear Deformation
5.6 Numerical Results
For a one-dimensional system, using (5.41), we apply the load to a rod and determine if we recover the
deformation. We choose an L = 0.5 m, A = 6.655e-5 m2, and E = 3.85417e9 Pa. The domain is discretized
with 100 nodes. Two different horizon sizes are used, 3∆x and 5∆x. We utilize adaptive dynamic relaxation
[30] to achieve a static solution.
Figures 5.6, 5.7, and 5.8 show the results for a linear, quadratic and both the linear and quadratic
deformations respectively. The label ‘Exact’ refers to the exact deformation we would expect.
As expected, the peristatic deformation follows the expected deformation very closely, independent of
horizon size.
For a two-dimensional system, we apply a load to the plate and see if we recover the deformation. We
choose W = 0.5 m, L = 0.25 m, h = 6.655 mm, E = 3.85417e9 Pa, and ν = 1/3. The domain is discretized
with 40 nodes along x1 and 20 nodes along x2. Just as for the one-dimensional system, two different horizon
sizes are used and adaptive dynamic relaxation is used.
Figure 5.9 show the results for the two-dimensional system. The label ‘Exact’ refers to the exact de-
formation we would expect. As expected, the peristatic deformation follows the expected deformation very
closely, independent of horizon size.
5.7 Conclusions
The governing equations for bond-based peridynamics is simplified for one-dimensional problems. The form
of the simplified equation is very similar to the form assumed by previous studies. We looked at the load
required for linear and quadratic deformation and also considered the special case of a rod under its own
weight. Some higher order deformations are given in Appendix A. Analytical solution to the special case of
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pure dilatation in two dimensions is also provided. Some numerical results are provided to confirm that the
deformation is consistent with the applied load.
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Chapter 6
Conclusions and Future Work
This dissertation studies the effect of fractal and Hurst effects on transient wave propagation. We first
introduce cellular automata and peridynamics, two numerical methods, and provide results for homogeneous,
half-plane subject to a transient normal line load. Cellular automata is a local numerical method that works
from the bottom-up, avoiding the derivation of the governing partial differential equations, that yields the
equivalent to applying the finite difference method to classical elasticity for a homogeneous, rectangular
grid. Peridynamics is a nonlocal continuum mechanics theory which is absent of spatial derivatives. We
compare results to an existing experimental result and analytical results from classical elasticity’s governing
equations. Cellular automata is able to reproduce the analytical solution very well. Peridynamics predicts a
result very similar to cellular automata. However, the peridynamic pressure wave amplitude is smaller than
that of cellular automata. This may be due to the surface correction methodology or volume correction used
here.
Neither method is able to replicate the experimental result(s) well. This is probably due to three issues:
(i) the input excitation, the triangular impulse load, may not effectively replicate the explosive load; (ii) the
simulation is two-dimensional and the experiment is three-dimensional and; (iii) the numerical models did
not include any dissipation or friction.
Additional work in this area is to compare different peridynamic surface correction methodologies. Also of
interest is a study of how peridynamics handles wave reflections for free and fixed boundaries. Furthermore,
subjecting other versions of peridynamics, ordinary and non-ordinary state-based peridynamics to the same
problem is of interest.
Next, we examine the effect of random mass-density fields on Lamb’s problem, using cellular automata.
As a control, we also use white noise random fields of varying coarseness. For each random field, 128
realizations are generated and the coefficient of variation of the response is evaluated. For fine random
fields, little to no change of the response is observed. As the fields become coarser, the response begins to
change. We also see that fields with large Hurst coefficients, greater than 0.75, show significant changes in
the response. An approximate boundary between significant and insignificant response noise is presented.
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Unfortunately and unexpectedly, the response is not as sensitive to the fractal dimension.
Additional work in this area can include, applying noise to material properties, Young’s modulus and
Poisson’s ratio. There has been some recent work on random tensor fields [31], which can be used to
apply noise to elastic properties, i.e. components of a fully anisotropic stiffness tensor. Furthermore, using
peridynamics and evaluating if varying the horizon alters the response would be of interest. Also, using
peridynamics’ ability to modeling fracture and damage and applying noise to various parameters is another
field of study. One more area of interest is to see if the response is dependent on the input excitation. An
input of higher or lower frequency may shift the approximate ‘boundary’ between significant and insignificant
response noise.
Next, we evaluate the effect of these random fields on the propagation of acceleration waves. We evaluate
two cases; (i) two variables and; (ii) four variables for the same random process with varying intensity. For
each random field, 1024 realizations are generated. Both the effect on the probability of blow-up and the
coefficient of variation of the distance to blow-up, as a function of the initial condition, are examined. Systems
with a large Hurst coefficient, greater than 0.8, show the most change. The probability of blow-up, rather
than being a step function as for homogeneous systems, becomes a smooth function of initial condition. The
change is stronger for the two noise system as compared to the four noise system. The distance to blow-up
also is significantly affected. Again, changing the fractal dimension does not alter the result as significantly.
This work can be further expanded upon by assuming the dissipation and elastic non-linearity are different
random processes with various levels of cross-correlation.
Answering the question presented in Chapter 1 - when is it safe to assume a homogeneous medium in
place of the random one? - for systems where the Hurst coefficient is smaller than 0.75, using the response
of the homogeneous medium would be an appropriate approximation. However, for systems with a Hurst
coefficient greater than 0.75, and fractal dimension above 0.6, a homogeneous medium (both 1d and 2d)
may also be an appropriate approximation. Unfortunately, for systems with multiple sources of disorder
that interact with each other, a similar conclusion cannot be made.
Lastly, presented are analytical solutions for static peridynamics, or peristatics. However, unlike previous
results in literature, the solutions do not require the use of Fourier Series or Fourier Transforms. In addition
to the 1d solutions, we present the only known 2d analytical solution. For 1d systems, we show that
peridynamics simplifies to a linear problem. Also, we show that the peristatic horizon only affects the static
solutions near the boundaries. Well within the domain, peristatics predicts deformations equivalent to those
of classical continuum mechanics.
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Appendix A
Higher Order Deformations
A.1 Third Order
u(x) = γx3, where γ is a constant. (A.1)
b(x) = − E
3δ2
γ

−2δ3 + 9δ2x− 18δx2
+2L3 + 3L2x+ 6Lx2 − 11x3, x ∈ (L− δ, L]
18δ2x, x ∈ (−L+ δ, L− δ)
2δ3 + 9δ2x+ 18δx2 − (L+ x)(2L2
−5Lx+ 11x2), x ∈ [−L,−L+ δ)
(A.2)
Fnet
A
=
∫ L
−L
b(x)dx = 0 (A.3)
bapp
A
=
∫ L
L−δ
b(x)dx = Eγ
(
13δ2
4
− 6δL+ 3L2
)
. (A.4)
A.2 Fourth Order
u(x) = ξx4, where ξ is a constant. (A.5)
b(x) = − E
6δ2
ξ

3(δ4 + L4) + 4x(L3 − 4δ3)
+6x2(6δ2 + L2) + 12x3(L− 4δ)
−25x4, x ∈ (L− δL]
6δ4 + 72δ2x2, x ∈ (−L+ δ, L− δ)
3δ4 + 16δ3x+ 36δ2x2 + 48δx3
+(L+ x)(3L3 − 7L2x+ 13Lx2
−25x3), x ∈ [−L,−L+ δ)
(A.6)
Fnet
A
=
∫ L
−L
b(x)dx = 0 (A.7)
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bapp
A
=
∫ L
L−δ
b(x)dx = Eξ(5δ3 − 13δ2L+ 12δL2 − 4L3)
= Eξ(δ − L)(5δ2 − 8δL+ 4L2). (A.8)
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Appendix B
Additional Results
B.1 Introduction
This document is to serve as a supplement to Chapter 3. The notation and terminology used here is consistent
with Chapter 3.
This article is organized as follows: Section B.2 contains additional results for Cauchy random fields
(RFs) and serves to supplement the results from Section 3.4.2 of Chapter 3; Section B.3 contains additional
results for Dagum RFs to supplement Section 3.4.3 of Chapter 3.
B.2 Cauchy RF Response
For Cauchy RFs, we use the same coefficient of variation for the RF, CVRF = 0.124, as used before. Figure
B.1 and Figure B.2, plot the response for α = 0.2 and α = 1.0, respectively, while varying β. From these
figures, along with Figure 3.6 of Chapter 3, we note that as β increases, so does SNRR. However, as α
increases, the affect of changing β is not as significant.
Figure B.3 and Figure B.4, plot the response for β = 1.0 and β = 1.8, respectively, while varying α. From
these figures, along with Figure 3.7 of Chapter 3, we see that small values of α show the largest changes in
response. The only exception to this trend is for small β’s.
B.3 Dagum RF Response
For Dagum RFs we use the same mean and CVRF as in the Cauchy case. Figure B.5 shows the nine different
realizations of Dagum RF, changing α and β, that are among those used in our analysis. In Figure B.5, the
left column is β = 0.2 (H = 0.9), center column β = 0.5 (H = 0.75), and right column β = 0.8 (H = 0.6).
The top row has α = 0.2 (D = 2.9), the middle row α = 0.5 (D = 2.75) and bottom row α = 0.8 (D = 2.6).
From the figures, similar to Cauchy RFs, we can clearly see the effect of changing fractal dimension and
Hurst parameter. The figures toward the top-left have clear regions of high and low values, while the figures
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Figure B.1: Cauchy RF with α = 0.2(D = 2.9), varying β - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - β = 0.2, H = 0.9, Green line
- β = 1.0, H = 0.5, Yellow line - β = 1.8, H = 0.1.
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Figure B.2: Cauchy RF with α = 1.0(D = 2.5), varying β - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - β = 0.2, H = 0.9, Green line
- β = 1.0, H = 0.5, Yellow line - β = 1.8, H = 0.1.
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Figure B.3: Cauchy RF with β = 1.0(H = 0.5), varying α - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - α = 0.2, D = 2.9, Green line
- α = 1.0, D = 2.5, Yellow line - α = 1.8, D = 2.1.
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Figure B.4: Cauchy RF with β = 1.8(H = 0.1), varying α - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - α = 0.2, D = 2.9, Green line
- α = 1.0, D = 2.5, Yellow line - α = 1.8, D = 2.1.
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Figure B.5: Dagum RF, CVRF = 0.124, Left Column: β = 0.2(H = 0.9), Center Column: β = 0.5(H = 0.75),
Right Column: β = 0.8(H = 0.6). Top Row: α = 0.8(D = 2.6), Middle Row: α = 0.5(D = 2.75), Bottom Row:
α = 0.2(D = 2.9). kg/m3.
toward the bottom-right have smaller regions of high and low and small values, but it is not as apparent as
Cauchy RFs.
Figures B.6a, B.7a and B.8a plots the the response of 128 realizations for α = 0.2, 0.5 and 0.8 respectively,
while changing β. For each figure, the top most figure plots the mean and SD, the middle figure plots the
CVR and the bottom figure plots SNRR. From the figures, we see that as β increases, CVR decreases, similar
to Cauchy RFs above. However, as α increases, the impact of changing β is not as pronounced. This is due
to the changes in the RF, similar to what as we see with Cauchy RFs. For smaller values of β, like in Figure
B.5a, we see RFs with distinct areas of high and low values, similar to coarse WN RFs. For larger values of
β, like in Figure B.5c, the high and low values are better distributed, similar to fine WN RFs.
Figures B.6, B.7 and B.8 plots the response of 128 realizations for α = 0.2, 0.5 and 0.8 respectively, while
changing β. For each figure, the top most figure plots the mean and SD, the middle figure plots the CVR
and the bottom figure plots SNRR. From the figures, we see that as β increases, CVR decreases, similar to
Cauchy RFs above. However, as α increases, the affect of changing β is not as pronounced. This is due to
the changes in the RF, similar to what as we see with Cauchy RFs. For smaller values of β, like in Figure
B.5a, we see RFs with distinct areas of high and low values, similar to coarse WN RFs. For larger values of
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Figure B.6: Dagum RF with α = 0.2(D = 2.9), varying β - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - β = 0.2, H = 0.9, Green line
- β = 0.5, H = 0.75, Yellow line - β = 0.8, H = 0.6.
92
0.06 0.08 0.1 0.12 0.14 0.16 0.18
x-position (m)
-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
u
x
(m
)
×10-4Dagum RF, CVRF = 0.124, α = 0.5(D = 2.75)
Theoretical
CA - Homogeneous
Mean - β = 0.2,H = 0.9
Std Dev - β = 0.2,H = 0.9
Mean - β = 0.5,H = 0.75
Std Dev - β = 0.5,H = 0.75
Mean - β = 0.8,H = 0.6
Std Dev - β = 0.8,H = 0.6
(a) Mean and SD
0.06 0.08 0.1 0.12 0.14 0.16 0.18
x-position (m)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
C
V
Dagum RF, CVRF = 0.124, α = 0.5(D = 2.75)
β = 0.2,H = 0.9
β = 0.5,H = 0.75
β = 0.8,H = 0.6
CVRF = 0.124
(b) CV
0.06 0.08 0.1 0.12 0.14 0.16 0.18
x-position (m)
-30
-20
-10
0
10
20
30
S
N
R
Dagum RF, CVRF = 0.124, α = 0.5(D = 2.75)
β = 0.2,H = 0.9
β = 0.5,H = 0.75
β = 0.8,H = 0.6
SNRRF = 1/0.124
(c) SNR
Figure B.7: Dagum RF with α = 0.5(D = 2.75), varying β - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - β = 0.2, H = 0.9, Green line
- β = 0.5, H = 0.75, Yellow line - β = 0.8, H = 0.6.
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Figure B.8: Dagum RF with α = 0.8(D = 2.6), varying β - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - β = 0.2, H = 0.9, Green line
- β = 0.5, H = 0.75, Yellow line - β = 0.8, H = 0.6.
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β, like in Figure B.5c, the high and low values are better distributed, similar to fine WN RFs.
Figures B.9, B.10 and B.11 plots the response of 128 realizations for β = 0.2, 0.5 and 0.8 respectively,
while changing α. For each figure, plots of the mean, SD, CVR and SNRR are provided. Unfortunately,
unlike above, we do not see a significant change in the results as we change α, or D. One interesting note,
in Figure B.9a there is a significant bump just in front of the Rayleigh wave at the 0.1 m mark. This bump
is due to the Rayleigh wave being disrupted due to the randomness introduced. It is also unique in that we
only see this bump for this α, β pair.
As stated in Chapter 3, we tend to see more ‘x’s in Figures 3.9a and 3.11a than in Figures 3.9b and
3.11b of Chapter 3. This could be due to P wave reflections and/or the elliptic motion of the R wave. An
example of this unique R wave behavior can be seen in Figure B.9a where there is a significant increase in
the SD at the 0.1 m mark for α = 0.8, β = 0.2. More analysis is need to determine exactly why there is such
a significant bump in the data.
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Figure B.9: Dagum RF with β = 0.2(H = 0.9), varying α - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - α = 0.2, D = 2.9, Green line
- α = 0.5, D = 2.75, Yellow line - α = 0.8, D = 2.6.
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Figure B.10: Dagum RF with β = 0.5(H = 0.75), varying α - (a) Theoretical solution and homogeneous results
plotted with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - α = 0.2, D = 2.9,
Green line - α = 0.5, D = 2.75, Yellow line - α = 0.8, D = 2.6.
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Figure B.11: Dagum RF with β = 0.8(H = 0.6), varying α - (a) Theoretical solution and homogeneous results plotted
with mean and standard deviations (b) CV of response (c) SNR of response, Blue line - α = 0.2, D = 2.9, Green line
- α = 0.5, D = 2.75, Yellow line - α = 0.8, D = 2.6.
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