Abstract. A new combinatorial expression is given for the dimension of the space of invariants in the tensor product of three irreducible finite dimensional sl(r + 1)-modules (we call this dimension the triple multiplicity). This expression exhibits a lot of symmetries that are not clear from the classical expression given by the Littlewood-Richardson rule. In our approach the triple multiplicity is given as the number of integral points of the section of a certain "universal" polyhedral convex cone by a plane determined by three highest weights. This allows us to study triple multiplicities using ideas from linear programming. As an application of this method, we prove a conjecture of B. Kostant that describes all irreducible constituents of the exterior algebra of the adjoint sl(r + 1)-module.
Introduction
Let g be a semisimple complex Lie algebra of rank r, and Vl, Vm, Vv be three irreducible finite-dimensional g-modules with highest weights A, p, v. The multiplicity c£lv of Vm in the tensor product Vl ® Vv plays an important part in the representation theory of g and its physical applications. For g = sl(r + 1) this multiplicity is given by the classical Littlewood-Richardson rule (see e.g., [10] ). The results of this paper provide an alternative to the Littlewood-Richardson rule.
In [2] we suggested the following geometric interpretation of cmlv (see also [1] , [7] , [8] ). We associate to g a convex polyhedral cone K c L and a linear map pr: L -> R3r, where L is a real vector space of dimension N = 1/2 (dim g + 3r), and R3r is the space of triples of g-weights. Then cmlv is computed as the number of integral points in the section of K by the plane pr-1(\,j,,i/).
The choice of K is not unique; in [1] , [7] , [8] it is constructed by means of the Gelfand-Tsetlin patterns whereas in [2] it is given in terms of partitions of weights into the sum of positive roots. In the present work we give a new construction of K for g = sl(r + 1) that is, in a sense, the most symmetric. More precisely, instead of cmlv we consider clmv = dim(Vl ® Vm ® Vv)g, the dimension of the space of g-invariants in the triple tensor product. We call clmv the triple multiplicity; evidently c lmv = c m* lv , where n* is the highest weight of the module V* dual to V m (since there is a natural isomorphism Hom g (V*, V l ® V v ) 3 (V l ® V m ® V v ) g ). Clearly c lmv is invariant under all 6 permutations of (A, p,v) and also under the replacement of (A,m,v) by (A*,^*,i*). These transformations generate a group of 12 symmetries; our construction of K will make evident 6 of them.
As an application of our approach to multiplicities we determine (for g = sl(r + 1)) the spectrum of the g-module A*(g), the exterior algebra of the adjoint g-module. The Weyl character formula implies that the g-module A*(g) is isomorphic to the direct sum of 2 r copies of the g-module ( Our proof of Theorems 6 and 14 is based on general criteria for existence and uniqueness of solutions of a system of linear inequalities. For the convenience of the reader we discuss these criteria in the Appendix. Although they must be well known to experts, we were not able to find the statements in the form needed for our purposes in the literature, thus we provide brief sketches of the proofs here.
A symmetric expression for triple multiplicity
We fix a natural number r and put
Thus T r is the set of vertices of a regular triangular lattice filling the regular triangle with vertices (2r -1,0, 0), (0, 2r -1, 0), and (0, 0, 2r -1); this triangle is decomposed into the union of elementary triangles having all three vertices in G r and of elementary hexagons centered at points of H r (see Figure 1) .
Let a = (1, -1,0), 0 = (0, 1, -1), and 7 = (-1,0, 1) so that a + ft + 7 = 0. Clearly, for any rj € H r six points 7 ± a, r/±/3, 17 ±7 lie in G T (they are vertices of the elementary hexagon centered at 77). Consider the vector space R Gr consisting of families (x(£)) (f 6 G r ) of real numbers. Let L c R Gr be the vector subspace defined by the equations Note that the points of G r contributing to (2) lie on the boundary of our triangle (see Figure 1) . THEOREM 1. Let X = J^l q w q ,n = J^m q w q ,v = £>n q w q be the three highest sl(r + 1)-weights. Then the triple multiplicity c lmv is equal to #(K z ftpr -1 (X, M, v)), i.e., to the number of families (x(£)), £ € G r , of nonnegative integers satisfying (1) and (2) .
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opposite edges of an elementary hexagon then x(f 1 ) + x(& 2 ) = x(f 1 ) + x(e 2 ). We define a convex cone K c L to be the intersection L n R Gr , i.e., the set of all points x € L such that x(£) > 0 for all £; let also K Z = L n Z Gr + . Now let g = sl(r + 1). We identify the lattice P of integral g-weights with Z r using as a standard basis the family w 1 , . . . ,w r of fundamental weights of g in a standard numeration (see [3] ). This identification takes the semigroup P + of the highest weights to Z r + . We recall that the triple multiplicity c A/nv forA,m,v e P + is defined as dim(V l ® V m ® V v ) g . We define a linear projection pr: L -> R 3r = (P®R) 3 by the formulas pr(x) = (l 1 , . . . ,l r ; m 1 , . . . , m r ; n 1 , . . . , n r ), where Proof. We shall deduce Theorem 1 from the results of [2] expressing cmlv in terms of so-called g-partitions. By a g-partition of weight 0 we mean a family (ma) of nonnegative integers indexed by all positive roots a of g, such that 2a maa = 0. For g = sl(r + 1) positive roots correspond in a standard way to pairs 1 < p < q <r + 1, and we write mpq instead of ma. Following [2] , for any sl(r + 1)-partition m = (mpq) we put Apq = Apq(m) = mpq -mp+1,q+1 (with the convention A0q = -m1,q+1, <dp,r+1 = mp,r+1). and it is enough to show that K z is a finitely generated semigroup but this is a consequence of the following general statement: if K c R N is the set of solutions of a finite system of homogeneous linear equations and inequalities with rational coefficients, then K Z = Kr\Z N is a finitely generated semigroup. In [2] we suggested an analogous (conjectural) expression for c M LV for other classical Lie algebras. This would also imply at once that A is a finitely generated semigroup. It would be very interesting to describe this semigroup explicitly. (c) We hope that the expression for triple multiplicities given by Theorem 1 will be useful for the explicit computation of so-called fusion coefficients (see [11] ). It is easy to see that #H r = N, and we write y e R N as (y(n)), n € H r . We put A(x) = y, where y(n) is defined as follows. If n E H r then y(N) is equal to each of the three expressions in (1), and if 77 € ~H r -H r , i.e., exactly one coordinate of 77 is (-1) then y(n) = x(f), where $ is the unique point among 77 + a,r) + P,T + 7 lying in G r (see Lemma 3). X , n , v) ), i.e., to the number of families of integers (y(n)), n £ Hr, satisfying (8) and the inequalities of Proposition 4 b).
In the next section we use one more equivalent version of Theorem 1. Let a1 , . . . , ar be the simple roots of g = sl(r + 1), and w1 , . . . ,wr the fundamental weights of g in a standard numeration. The transition matrix between these two bases of the space of g-weights is the Cartan matrix of g [3] i.e., if m = m1w1 + . . . + mrwr = g1a1 + . . . + grar then the coefficients mp and gp are related by mp = -gp+1 + 2gp -gp-1 (with the convention g0 = gr+1 -0).
PROPOSITION 5. Let A = £lPWp, v = £npwp be two highest weights for sl(r + 1), and suppose a highest weight n is expressed as m = A + v-Sgpap. Then cmlv is equal to the number of families (gqp)(1 < P <q < r + 1) of nonnegative integers satisfying the following conditions for all p, q:
(with the convention gqp = 0 unless 1<p<q<r + 1).
Proof. It suffices to establish a bijective correspondence between the set of all (gqp) from our proposition and the set KZ n pr-1(A,^*,v) (see Theorem 1). To any family (gq) we associate a point
is the left-hand side of (10), x(2(q -1 -p), 2(r + 1 -q), 2p -1) is the left-hand side of (11), and x(2(q -1 -p), 2(r + 1 -q) + 1, 2(p -1)) is the left-hand side of (12). We have to verify that these values of x(£) satisfy (1) and (2) (with mp replaced by mr+1-p). This can be done by straightforward calculations. The inverse map is given by the formula gq = £ x(2(q'-1-p'), 2(r+1-q')+1,2(j/-1)), the sum over all (p', q') such that 1 < p' < p and 1<q' -p'< q -p. D Note that the index p plays the same part in (5) to (7) and in (9) to (12) but this is not so for q. We shall use Proposition 5 in the case when A = v = p. So from now on we assume that l p = n p = 1 for all p. (q) . We shall say that a pair (g (q) , g (q-1) ) is admissible if g (q) and g (q-1) satisfy (10), (11) , and (14).
LEMMA 9. If a pair (g (q) , g (q-1) ) is admissible then both g (q) and g (q-1) are admissible.
Proof of Lemma 9. The inequality (13) for g (q) is simply the sum of (10) and (11) with the same p and q. To get (13) for g (q-1) it suffices to add (10) and (11) , g (r-1) , . . . , g (2) satisfying (10) (q) ,g (q-1) ) is admissible.
LEMMA 11. For any admissible pair (g (q) ,g (q-1) ) there exists g (q-2) 6 Z (q-3) such that (g (q-1) ,g (q-2) ) is admissible, and the triple (g (q) ,g (q-1) ,g (q-2) ) satisfies (12).
Our proof of both lemmas is based on the following.
LEMMA 12. Suppose we are given real numbers g The proof will be given in the Appendix.
Proof of Lemma 10.
It is easy to see that the conditions on g (q-1) assuring the admissibility of (g (q) , g (q-1) ) can be written in the form (15) . It remains to verify that the inequalities (13) for g (q) imply that the data just defined satisfy (16). The inequality d -< d + is just (13), and the last two inequalities in (16) can be written as Indeed, it is easy to verify that (right-hand side of (17')) -(left-hand side of (170) = 1/t-p+1 E P<s<t (s -p)(2 + g p+1 + 1. It remains to verify that the inequalities (10), (11) , and (14) for (g (q) , g (q-1) ) imply that these data satisfy (16).
The inequality d Proof of Lemma 17 . Recall that (g (r+1) ,g (r) ) is admissible if and only if g (r) satisfies the system of type (15) -1 and (g p+1 , . . . , g r ) € P r-p . If in addition all g k are nonnegative integers then c(g 1 , . . . , g r ) = c(g 1 , . . . ,g p-1 )c(g p+1 , . . . , g r ).
Proof. The first statement follows at once from definitions. The second one follows readily from Proposition 5 (this is also a special case of a general result, see [2] for p < u -1 < t. It follows from (21) that d+u-2 -d-u-2 = n, d+u-1 -d-u-1 = m -n, both obviously positive. To prove the first inequality in (22) it suffices to examine the proof of (19) given above and to check that in our case the inequality in (19) is strict. The second part of (22) is proven in the same way. D Theorem 14 is proven.
Remark. Let 7 = (g1, ...,gr) € Zr+ be an admissible vector. Denote by G(7) the set of all families g = (g(q) = (gqp)), 2 < q < r + 1 from Proposition 8. We supply G(7) with the following partial order: g
= (g(q)) > h = (h(q)) if there exists some t such that g(q) = h(q) for q > t, g(t) # h(t) and gtp > htp for all p.
One can show that for any 7 the set G(7) has a unique maximal element gmax (7) and a unique minimal element gmin(7). This follows from the fact that any system of type (15) has the unique maximal and the unique minimal solution with respect to the componentwise partial order, which can be proven directly.
Appendix. Systems of linear inequalities and proofs of Lemmas 12 and 15
We shall deduce Lemmas 12 and 15 from general existence and uniqueness criteria A subset C c F is called a circuit if the forms f j e C are linearly dependent, and C is minimal with this property (the terminology comes from the matroid theory). Clearly, for any circuit C a linear relation of the form ^f j€Cajfj = 0 is unique up to a scalar multiple. We say that the relation is positive if all a j > 0, and that C is positive if it admits a positive relation. 
