We consider a variant of the classic multi-armed bandit problem (MAB), which we call FEEDBACK MAB, where the reward obtained by playing each of n independent arms varies according to an underlying on/off Markov process with known parameters. The evolution of the Markov chain happens irrespective of whether the arm is played, and furthermore, the exact state of the Markov chain is only revealed to the player when the arm is played and the reward observed. At most one arm (or in general, M arms) can be played any time step. The goal is to design a policy for playing the arms in order to maximize the infinite horizon time average expected reward. This problem is an instance of a Partially Observable Markov Decision Process (POMDP), and a special case of the notoriously intractable "restless bandit" problem. Unlike the stochastic MAB problem, the FEEDBACK MAB problem does not admit to greedy index-based optimal policies. The state of the system at any time step encodes the beliefs about the states of different arms, and the policy decisions change these beliefs -this aspect complicates the design and analysis of simple algorithms.
Introduction
In this paper, we design approximately optimal policies for a natural variant of the classic multi-armed ban- * Research supported in part by an Alfred P. Sloan Research Fellowship and by an NSF Award CCF-0644119 † Research supported in part by NSF CNS-0540347. dit (MAB) problem which we term FEEDBACK multiarmed bandits. This variant is motivated by the following application scenario: Suppose a transmitter has access to n wireless channels, and can choose any one of these channels to transmit on every time-slot. The quality of each channel varies with time according to a bursty on/off process whose transition probabilities are known to the transmitter. The transmission rate for using a channel depends on the quality of the channel. The transmitter gets feedback about the instantaneous quality of a channel when it transmits on the channel, since the achievable rate of transmission depends on the quality of the channel. The transmitter can use this feedback to guide future transmission decisions. The goal of the transmitter is to come up with a policy for deciding which channel to transmit on every time slot based on the outcomes of past decisions, to maximize the infinite horizon time average transmission rate.
We model the above problem as a variant of the multiarmed bandits problem as follows: There is a bandit with n independent arms. At each discrete time step, playing an arm yields reward. The reward of arm i evolves according to a two-state bursty Markovian process. Denote the two states "good" and "bad". The reward from playing the arm when it is in "good" state is r i > 0, and when it is in "bad" state is 0. When the reward is r i , at the next time step, the reward is 0 w.p. β i and remains r i with the remaining probability. Similarly, when the reward is 0, the reward at the next time step is r i w.p. α i , and remains 0 with the remaining probability. Note that different arms could have different rewards and burst lengths. When the arm is played, the observed reward (r i or 0) reveals to the player the current state of the arm. We emphasize that the state of an arm is observed only when the arm is played; at other time instants, the player has a belief about possible states of the arm based on past observations about its state. The goal is to design a policy which plays at most one arm per time step, so that the infinite horizon time averaged reward is maximized. We term this new variant the FEEDBACK MAB problem, since playing the arm yields feedback about the current state of the arm. We note that with some technical changes, our results can be extended to the case where M ≥ 1 arms are allowed to be played every time step.
Related Problems and Technical Hurdles: MAB problems model the trade-off between exploration, i.e., learning about the state of the system, and exploitation, i.e., using the information about the state of the system to perform better actions. In the FEEDBACK MAB problem, playing an arm which was just observed to be in good state (exploitation) trades off with playing an arm which was observed a while ago to be bad, but which may have become good now and yield larger reward.
The most well-studied "classical" variant of the MAB problem is the stochastic MAB problem [7, 3] . One arm can be played in each time slot, and the random reward obtained depends on the state of the arm played. The state of an arm changes only when the arm is played, and otherwise remains the same. The player therefore knows the current states of all the arms. The goal is to maximize the infinite horizon discounted reward. The ingeniously simple and elegant greedy Gittins index technique [7] computes the optimal policy. An index policy computes an index for each arm based on just its current state, and plays the arm with the highest index. The FEEDBACK MAB problem has two fundamental differences: (1) The state of the arm evolves irrespective of whether it is played; and (2) The process of playing reveals information about the state of the arm, but does not change the state evolution of the arm itself -the play is merely an observation. Our model is therefore more appropriate for situations as the example of wireless channels, where the arm corresponds to a channel which the player can only observe but not control.
Designing policies for the FEEDBACK MAB problem poses interesting challenges. At any point in time, each arm has been played a certain number of time steps ago. When an arm was last played, the player knew its reward state (or simply, state) precisely. However, since the time of last play, the state of the arm has evolved according to its Markov process. The exact trajectory of evolution is unknown to the player. The partial information with the player yields a belief over the possible current states of the arm, which in our case simply means a probability distribution over the arm currently being in good or bad state. The player uses this partial information in making the decision about which arm to play next, which in turn affects the information at future time steps. This problem is therefore a special case of Partially Observable Markov Decision Problems (POMDPs), which are in general notoriously intractable [3] .
A natural question in this regard is: Does the optimal policy for FEEDBACK MAB have a simple characterization? For instance, is an index policy analogous to the Gittins index scheme optimal? (Index policies are desirable since they can be compactly represented, and are the heuristic method of choice for several MDP problems.) The following three-arm example shows the contrary: (α 1 , β 1 , r 1 ) = (0.4, 0, 1), and (α 2 , β 2 , r 2 ) = (α 3 , β 3 , r 3 ) = (0.1, 0.1, 2). Note that arm 1 yields a deterministic reward of 1, while arms 2 and 3 are i.i.d. Any policy is symmetric w.r.t. arms 2 and 3. The optimal policy exhibits the following nonindex behavior where given the beliefs about arms 1 and 2, the decision to play switches between these arms depending on the belief about arm 3. If arm 2 was observed to be "bad" 4 steps ago, then: (i) If arm 3 was "bad" 2 steps ago, the policy plays arm 1; (ii) If arm 3 was "bad" 3 steps ago, the policy plays arm 2. This policy has average reward 1.4622. The policy that flips the former decision to play arm 2 has reward 1.4617, and the policy that flips the latter decision to play arm 1 has reward 1.4616 , implying the "non-index" part affects the solution value by a constant factor. In this sense, the FEED-BACK MAB is structurally different from the stochastic MAB problem. The obvious question in the wake of the above discussion is: Are there simple policies which are provably near optimal? This is the central question we focus on, and we show that simple "index-type" policies that arise from a natural linear program relaxation are indeed near optimal.
The FEEDBACK MAB problem is indeed a special case of a well-studied generalization of the stochastic MAB problem, called the restless bandits problem [15, 4, 17] . In this problem, the state of the arm changes according to a passive transition matrix when the arm is not being played, and according to an active transition matrix when the arm is played. In the former case, the arm yields a state-dependent passive reward, and in the latter case, a state-dependent active reward. Papadimitriou and Tsitsiklis [16] show that this problem is PSPACE-hard; their reduction in fact shows that attaining any non-trivial approximation factor is also intractable. The FEEDBACK MAB problem is a special case of restless bandits where the active and passive matrices have the following relationship: The active matrix is the actual transition matrix for the underlying Markov chain, and the passive matrix corresponds to the evolution of the belief about the state of the arm when it is not being played. The passive rewards are all zero.
A widely used heuristic approach for the restless bandits problem is to convert the solution of poly-size linear programming relaxations into index policies. This approach was pioneered by Whittle [17] , and extensively studied by Bertsimas and Niño-Mora [4] . However, in view of the intractability of the restless bandits problem and the difficulty in analyzing index policies, no performance guarantees are known for this approach. The key contribution of this paper is to study the performance of the linear programming relaxation for the FEEDBACK MAB problem, and show that an extremely simple index-type policy has a constant factor approximation ratio against the LP bound.
In previous work [8, 10, 11, 9] , we considered a very different version of the MAB problem, which we termed budgeted learning, where the exact reward distribution of any arm is unknown to the player, but a prior on the possible distributions is specified. The reward distribution is time-invariant, and although a greedy policy based on the solution of a linear programming relaxation achieves constant approximation ratio, the basic problem and the required techniques are very different from the version considered here. Several researchers have considered the question of performing learning and prediction tasks when the underlying rewards are adversarial and drifting. These problems are referred to as the adversarial MAB problems or experts problems [14, 1, 5, 6, 12] , and the goal is to compete with the algorithm which always plays one arm, but with the benefit of hindsight. The FEEDBACK MAB problem is not a learning problem since the parameters of the underlying Markov process are known, and the uncertainty is the result of partial information about the states of the arms, which in turn depends on previous policy actions.
Our Contribution: We show that for the FEEDBACK MAB problem, there is a natural poly-time solvable linear programming relaxation whose solution can be converted to a feasible policy whose reward is within a constant factor of the optimal reward of any ergodic strategy. As far as we are aware, this is the first provable analysis of a linear programming relaxation for a POMDP or for a restless bandit problem.
Analysis of policies for FEEDBACK MAB is made difficult because the plays for different arms happen at mutually exclusive time instants so that the beliefs about the states of the arms tend to get correlated. One solution is to make the plays memoryless, as in the rounding schemes for machine replenishment [2, 13] . However, making the exploitation memoryless is not desirable since it should obviously depend on the state of the arm. We get around this difficulty by developing a rounding scheme which in some sense preserves independent beliefs about the states of the arms by performing the exploration in a memoryless fashion. Our scheme finds the middle ground in having just the right amount of correlation to obtain a large fraction of the reward, while at the same time, keeping the process analytically tractable. The analysis involves extracting a solution with specific structure from the LP optimum, and then performing a sequence of modifications on the LP solution to extract a policy with the desired properties. Specifially the roadmap we follow is:
• We present the definitions and the natural LP formulation in Section 2. Our LP formulation does not have polynomial size. We show via the Lagrangean that the formulation is equivalent to a poly-time solvable non-linear function maximization.
• Subsequently in Section 3 we show that either (i) we have identified a single arm which approximates the entire problem or (ii) we can identify a subset of arms and rates at which they should be played which together give us an infeasible but near optimal solution.
• In Section 4 we show how to modify the processes found in step (ii) to nice memoryless variants. In Section 5 we combine these to obtain a constant factor approximation.
Our policy, though not an index policy, has a natural interpretation in terms of index policies [17, 4] . Furthermore, it has a linear size specification, which is desirable when the policy needs to be executed with severe computatinal resource constraints, such as in a wireless node. We leave open the question of whether our algorithm can be derandomized to extract an index policy with similar performance guarantees.
Problem Statement and LP formulation
The bandit has n independent arms. Arm i has two states: The good state g i yields reward r i , and the bad state b i yields no reward. The evolution of state of the arm follows a Markovian process which does not depend on whether the arm is played or not at a time slot. Let s ik denote the state of arm i at time k.
The evolution of states for different arms are independent. Any policy chooses exactly one arm to play every time slot. This yields reward depending on the state of the arm, and in addition, reveals to the policy the current state of that arm. The goal of the policy is to judiciously play the arms to maximize the infinite horizon time average reward. Assumptions: To ensure ergodicity and "burstiness", assume α i , β i ≤ 1/2(1 − δ) for some small δ > 0 specified as part of the input. For convenience, assume β i , α i + β i ≥ δ (our proofs go through with minor changes even without this assumption).
Lemma 2.1. Focus on a particular arm i, and omit the subscript i.
Combined with v 1 = α and u 1 = 1 − β we have
It follows that u k is a monotonically non-increasing function of k while v k is monotonically non-decreasing.
α+β . The proof of the above lemma is simple, and omitted. We now state a useful fact, which will be used extensively later on in the paper: Fact 2.2. For any t ≥ 1 and for any x ∈ [0, 1], we have
The Linear Program
We present a constant factor approximation to the above problem by rounding a linear programming relaxation. The LP as stated has infinitely many variables and constraints; however, we show in the next section that the optimal solution has a very simple structure, and furthermore, a near-optimal solution with the same structure can be constructed in polynomial time by performing elementary function maximization. This structure in the constructed solution will be critically used in the rounding scheme later.
For any feasible policy, suppose at any time instant, arm i was observed to be in state b i some k ≥ 1 steps ago. Then, if the policy plays arm i, this arm will be observed to be in state g i with probability u ik and in state b i with probability 1 − u ik . Therefore, the expected reward from this play is r i u ik , and the belief about the state of the arm collapses to either b i or g i . This motivates the following notation: Let x ik−1 denote the probability that at the beginning of a random time instant, it is the case that the policy played and observed arm i in state g i exactly k ≥ 1 steps ago. Let x c ik denote the probability that the previously mentioned event happens and arm i is played. Let y ik−1 denote the probability that at the beginning of a random time instant, it is the case that the policy observed arm i in state b i exactly k ≥ 1 steps ago. Let y c ik denote the probability that the state of arm i was observed k steps ago to be in state b i , and arm i is played. Note that these probability values are well-defined since the optimal policy is ergodic. The following linear program MAINLP upper bounds the value of the optimal policy.
We will next show that an arbitrarily good approximation to the above can be obtained in polytime.
Solving the Linear Program
To solve MAINLP, we will consider a Lagrangean relaxation whose optimal solution replaces the large number of variables and constraints in the LP with a simple function maximization. We subsequently perform binary search on the Lagrange multiplier to find the optimal solution to MAINLP.
Lagrangean Formulation: In MAINLP, the only constraint which runs across different arms is the constraint:
The above constraint effectively replaces the hard constraint of playing one arm per time step with the same constraint in expectation over time. In that sense, MAINLP is a relaxation of the optimal policy. We absorb this constraint into the objective via Lagrange multiplier λ ≥ 0 to obtain the following Lagrangean objective:
This maximization is subject to the remaining constraints in the above LP. Denote this Lagrangean formulation LPLAGRANGE(λ). Let G(λ) denote its optimal solution value. The optimal solution for LPLAGRANGE(λ) now yields n separate maximization problems, one for each arm. The maximization problem for arm i exactly encodes the following policy design question: At any time step, the arm can be played (and reward obtained from it), or not played. Whenever the arm is played, we incur a penalty λ in addition to the reward. The goal is to maximize the difference between the expected reward and the expected penalty. Note that if the penalty is sufficiently large, the optimal solution would be to never play the arm. Let L(i, λ) denote the optimal policy for arm i, with value
We first show that the optimal policy L(i, λ) for any arm i belongs to the class of policies P i (k) for k ≥ 1, whose specification is presented in Figure 1 .
1. If the arm was just observed to be in state gi, then play the arm. 2. If the arm was just observed to be in state bi, wait k − 1 steps and play the arm. Intuitively, step (1) corresponds to exploitation, and step (2) to exploration. Set P i (∞) to be the policy that never plays the arm. The policy P
Proof. The policy L(i, λ) has deterministic actions for each possible state of the arm since it encodes the optimal solution to a MDP [3] . If such a policy, on observing the arm in state g i , waits k steps and plays the arm for the first time, a better solution would be to play the arm immediately. This is intuitively clear and can be rigorously proved as follows. A Markov chain analysis similar to the proof of Lemma 2.4 below shows that the value of the solution (omitting subscript i) would be:
The function 1/(1 − u ) is monotonically decreasing in , and the function /(1 − u ) is monotonically increasing in . The latter follows by an application of Fact 2.2 using t = l, x = α + β. Therefore, setting k = 1 maximizes the above expression. Therefore, the only parameter that is needed to specify the policy completely is the number k * of steps that the policy waits on observing a b i before playing the arm. Such a policy is precisely P i (k * )
Solving LPLAGRANGE(λ): For policy P i (k) executed for arm i, let R i (k) denote the expected reward (ignoring the penalty λ) from playing the arm, and let Q i (k) denote the steady-state probability (or rate) with which the arm is played. Let
Then it is easy to see the following:
We will now derive a closed form expression for the quantity F i (λ, k). A similar derivation yields the expression used in the proof of Lemma 2.3 as well. In the lemmas below, we omit the subscript i for notational simplicity. Recall that v k is the probability that the arm is in state g at the current step given that it was in state b some k steps ago.
Proof. The Markov chain describing the policy P(k) is shown in Figure 4( 
Combining these, we obtain: π s = v k v k +kβ , and π 0 = β v k +kβ . Now we have:
Note: In the above k = 1 implies Q(k) = 1. We now have the following lemma, which implies a poly-time solution for LPLAGRANGE(λ) to arbitrary precision. Lemma 2.5.
The maximum value k * = argmax k≥1 F (λ, k) satisfies the following:
2. If λ = r α α+β(α+β) − ρ for some ρ > 0, then k * can be computed in time polynomial in the input size and in log(1/ρ) by binary search.
Proof. The expression for W (λ) follows easily from Lemma 2.4.
Case 1: λ ≥ r α α+β(α+β) . Consider the subcase λ ≥ r. The function F (λ, k) is maximized by driving the second term in the summation (which is always non-positive) to zero. This happens when k = ∞. Otherwise, when r > λ observe (using the upper bound of v k ) that
In the above, the second term is now non-positive, and it follows again that k = ∞ is the optimum solution.
Case 2: In this case let λ = r α α+β(α+β) − ρ for some ρ > 0. Rewrite the above expression as
Define the following quantities (independent of k):
Observe r − λ > ρ. Note that φ, µ ≥ 0. By assumption, the value ν ∈ (δ, 1 − δ) has polynomial bit complexity. The same holds for η, φ, µ and ρ. If we consider the partial derivative of F w.r.t k (relaxing k to be a real),
Since the denominator of ∂F/∂k is always nonnegative, the value of k * is either k * = 1, or the point where the sign of the numerator g(k) = (φ + µk)ν k + ω changes from + to −. We observe that g(k) has a unique maximum at
is always negative and the optimum solution is at k * = 1. If g(k 3 ) is positive, then it cannot change sign from + to − in the range [1, k 3 ) since it has a unique maximum. Therefore in this range k = 1 or k = k 3 are the optimum solutions. Note that we should check both k 3 , k 3 .
But for k ≥ k 3 since g(k) is decreasing, ∂F/∂k changes sign once from + to − as k increases, and → 0 as k → ∞. This behavior is illustrated in Figure 4(b) . Therefore, we find a k 4 > k 3 such that g(k 4 ) < 0, and perform binary search in the range [k 3 , k 4 ] to find the point where F is maximized. It is easy to compute k 4 with polynomial bit complexity in in the bit complexities of ν, η, φ, µ and ρ. We would finally have to compare this maximal value of F to the values of F at 1, k 3 , k 3 . Thus we can solve W (λ) and obtain k * in polytime.
Solving MAINLP: We now perform a parametric search on λ to solve MAINLP. Let k *
is executed, the expected per step reward is R * i (λ), and the probability that the arm is played at a random time step is Q * i (λ). Let Q(λ) = i Q * i (λ) and R(λ) = i R * i (λ). Note that the optimal objective of LPLAGRANGE(λ) is given by R(λ) + λ(1 − Q(λ)). Intuitively, for given λ, if the n policies P i (k * i (λ)), one for each arm i, were executed independently, the total expected reward is R(λ), and the expected number of plays per time step is Q(λ). Note that multiple arms could be played per time step, so such execution does not represent a feasible policy. 
αi+βi . Since using just one arm yields this reward, the optimal solution γ * to MAINLP has value at least R min . When λ = 0, then k * i (λ) = 1 for all i, implying Q * i = 1, so that Q(λ) = n. Similarly, when λ = λ max ≥ max i r i , k * i (λ) = ∞ for all i, so that Q(λ) = 0. Therefore, as λ is increased from 0 to λ max , there is a transition value λ * such that Q(λ − * ) = Q 1 ≥ 1, and Q(λ + * ) = Q 2 < 1. We choose these values so that λ + * − λ − * ≤ R min for constant ≥ 0. To compute λ + * and λ − * , perform a binary search on the interval [0, λ max ]. If > 0 is a constant, it is easy to show using Lemma 2.5 with ρ = Rmin n 2 that a suitably fine-grained binary search terminates in polynomial time in the bit complexity of the input and computes the desired λ + * , λ − * . The optimal solution to MAINLP is feasible for LPLAGRANGE(λ) for all λ, and has objective value precisely γ * . Therefore,
Plugging in λ = λ − * and λ = λ + * , and multiplying the two inequalities by a = respectively, and adding them yields:
Since γ * ≥ R min , and λ
Observe now that the solution obtained by taking a convex combination of the optimal solutions to LPLAGRANGE(λ − * ) and LPLAGRANGE(λ + * ) with weights a =
1−Q2
Q1−Q2 and 1 − a respectively is feasible for MAINLP, since aQ 1 + (1 − a)Q 2 = 1. Therefore, the above lemma implies that a near-optimal poly-time computable solution to MAINLP is a convex combination of the optimal solutions to LPLAGRANGE(λ) for at most two values of λ given by λ + * and λ − * . Each solution in the convex combination has a simple structure, being made up of n policies, where the policy for arm i is of the type P i (k) (as described in Lemma 2.3). This completes our discussion on solving MAINLP to arbitrary accuracy in polynomial time. We ignore the (1 − ) factor in Lemma 2.6 from the rest of the discussion.
The Infeasible Start Solution
The solution for MAINLP constructed in the previous section represents a convex combination of two solutions S 1 and S 2 for LPLAGRANGE(λ) corresponding to λ = λ − * and λ = λ + * respectively. Each of these two solutions is an ensemble of n policies, one per arm, where the policy for arm i is of the type P i (k). It is easy to see that the solution S 1 (resp. S 2 ) has the following property. If the n single-arm policies in this solution are executed independently, then: (1) The total expected reward per time step is γ 1 (resp. γ 2 ), and (2) The expected number of plays per time step is at most Q 1 (resp. Q 2 ).
We first extract a single policy of type P i (k) per arm i, and use this ensemble as an infeasible start solution. This infeasible solution will have the property that either we already have a simple 68 approximation, or we can restrict our attention to a subset S of arms and a corresponding ensemble of single-arm policies such that if the policies in the subset were executed independently, the expected reward is at least 0.445γ * , and the expected number of plays per time step is at most 1. (Recall that γ * is the optimal value to MAINLP.) Executing the policies in the ensemble independently is clearly infeasible since multiple arms could be played at some time step; however, in expectation, at most one arm will be played per time step. Intuitively, the choice of a subset is already a "rounding step" -this is critical, we cannot deal with fractional choices later.
Recall that Q 1 ≥ 1 and Q 2 < 1.
and a 2 = 1 − a 1 . From Lemma 2.6, either . Choose a subset S of arms with i∈S m i ≤ 1 so that i∈S w i is maximized. To achieve this, pick greedily from the single-arm policies obtained from LPLAGRANGE (λ − * ) in decreasing order of w i /m i till the next arm l violates the constraint i∈S m i ≤ 1. If w l ≥ γ * /50, we simply use the policy for arm l specified by LPLA-GRANGE (λ − * ) as the final solution -this yields a 50-approximation. Otherwise the set S we have chosen (excluding l) has reward i∈S w i ≥ 1 2 γ * − γ * /100 and enforces i∈S m i ≤ 1. In this case the chosen subset S is the infeasible start solution.
Case 2: If a 2 γ 2 ≥ 1 2 γ * − γ * /100, then the policies corresponding to LPLAGRANGE (λ + * ) yields the start solution S. We have
Pruning: Consider now the set S constructed above. It consists of a subset of arms, and for each arm i ∈ S, a policy P i (k i ). The guarantee on this ensemble is that
, we simply use that one arm as the final solution, and get a 68 approximation. Otherwise, we discard these arms and for the remaining arms,
To summarize, we have the following theorem.
Theorem 3.1. In polynomial time, we can either output a single arm l and a policy P l (k l ), such that executing this policy has expected reward at least γ * 68 , or find a subset S of arms with one policy P i (k i ) for each arm i ∈ S, such that: (i) All k i ≥ 4, and (ii) If the policies were executed independently, we have:
1. The expected number of arms played per time step is at most one, i.e. i∈S Q i (k i ) ≤ 1.
2. The expected reward is at least 0.445γ * , i.e.,
Modifying the Single-arm Policies
In this part, we present a general scheme to convert a policy of the type P i (k) to a new policy GEOMOPT(i, k). This new policy has comparable reward and probability of playing the arm as the old policy, and in addition, executes in a reasonably memoryless fashion. In the next section, we show how to use these new policies to convert the infeasible start solution constructed in Theorem 3.1 into an overall feasible solution.
For this part, we focus attention on a single arm i. We drop the subscript denoting the arm; that is, thoughout this section k = k i , r = r i , α = α i , and β = β i .
Consider any policy P(k) associated with this arm, with k ≥ 4. Let R denote the expected reward of P(k) and let q denote the probability (over time) that the arm is played. From Lemma 2.4, we have R = r/(1 +
We first show upper bound on the reward and the lower bound on the probability of playing an arm. Looking ahead, we will be modifying P(k) such that we will play the arm (possibly) more but may get less reward, which mandates the two different bounds for R, q. Proof. We first consider R. Suppose kβ ≤ 1 then we observe that R ≤ rα/(α + β) which simply bounds the expected number of good states seen by the arm. For kβ ≥ 1 we observe that
This proves the claim for R. To derive a lower bound on q, observe that:
Applying Fact 2.2 with t = k, x = α + β, we have v k ≥ αk 1+(α+β)k . Thus:
.
The Nice Policy GEOMOPT
We now modify the policy P i (k), and call this new policy GEOMOPT(i, k). We drop the subscript i in the remaining description. This new policy is presented in Figure 2 . There are two distinct phases in the policy: An explore phase which proceeds in a memoryless fashion, and an exploit phase which happens for at most =
steps if the explore phase observed the state to be g. Note that ≥ 1 because k ≥ 2.
The crucial aspect of this policy is that the "exploit" plays in Step (2) are not used for updating knowledge of the state of the arm. The only time when the outcome is used to decide the next play is when the arm is explored in Step (3). Furthermore, Step (3) is executed in a memoryless fashion independent of the evolution of the state of the arm. In short, the updates about the knowledge of the state of the arm define a memoryless process independent of the state of the arm itself. This will be crucial in the next section.
Lemma 4.2. For policy P(k), let R and q denote the expected reward and the probability with which the arm is played respectively. If k ≥ 4, the reward of GEOMOPT(k) is at least R 15 , and the probability (over time) that the arm is played according to this policy is at most
Proof. We analyze the Markov Chain (Fig. 5) corresponding to GEOMOPT(k). This has two infinite sets of states: A = {s 0 , s 1 , s 2 , . . .} and B = {t 0 , t 1 , t 2 , . . .}. State s 0 is reached if the arm is observed to be in state g in Step (3), and t 0 is reached if the state is observed to be in state b.
Define p = 1 6k . The transition probability from state s j to state s 0 is pu j+1 , to state s j+1 is 1 − p, and to state t 0 is p(1−u j+1 ). The transition probability from state t j to state s 0 is pv j+1 , to state t j+1 is 1 − p, and to state t 0 is p (1 − v j+1 ). The arm is played in states s 0 , s 1 , . . . , s l (this corresponds to Step 2(b) under the else condition), but the results of the play are ignored for belief updates unless this play corresponds to Step (3) .
Let π 1 denote the probability of being in state s 0 and π 0 denote the probability of being in state t 0 . A simple analysis shows that π 0 + π 1 = p, and furthermore, π 1 = pα/(α + β) = α/(6k(α + β)).
The expected rewardR of GEOMOPT(k) is at least (since u j+1 ≥ (1 − β) j+1 for all j):
The above implies:
Using fact 2.2 with t = l + 1, x = z, we haveR ≥ rπ 1 /(z + 1/( + 1)). This increases in + 1; since 2(k − 1)/(kβ + 1) ≤ + 1 we get 
The total probability with which the arm is played is at most:
The Final Policy GLOBAL Consider the set S of arms constructed in Theorem 3.1, and the associated single arm policies. Recall that P i (k i ) denotes the policy for arm i. For policy P i (k i ), let the probability with which this policy plays the arm be denoted q i = Q i (k i ). Recall from Theorem 3.1 that i∈S q i ≤ 1. Since q i ≥ 1 ki from Lemma 2.4, this implies i∈S 2. The expected total reward is at least
We now convert this ensemble of GEOMOPT policies into a single feasible policy. The final policy GLOBAL (Figure 3 ) executes the GEOMOPT policies for the different arms independently. This could lead to multiple arms being played at once -this conflict is resolved as shown in Figure 3 . Note that the policy gives priority to the executions of Step (3) over Step (2) . This preference will be crucial for the analysis. Proof. Focus attention on any arm i ∈ S. Define p = 1 6ki . In the Markov chain corresponding to GEOMOPT(i, k i ), let f j denote the presence of either state s j or state t j , i.e., step (3) was executed j steps ago (recall the notation from the proof of Lemma 4.2). We have Pr[f j ] = p(1 − p) j−1 . Now, the behavior of the policy GEOMOPT(i, k i ) and GLOBAL for arm i are coupled since they execute Step (3) in a memoryless fashion at the same rate. This implies the state evolution of f j can be coupled in the two executions. Consider a random time instant, conditioned on being in state f j in either policy. The arm has just executed Step (2) if j > 0 and Step (3) if j = 0. The arm i is said to be active if the arm did not see conflict in the just executed step of GLOBAL. This corresponds to the following conditions:
1. E i = 1, i.e., the immediately previous attempt to play the arm in Step (3) succeeded.
No other arm just attempted play (if j > 0).
Let Ω denote the event "No other arm executes Step (3)". Denote the event that the condition (1) holds by Ψ j and the event that the condition (2) holds by ∆ j . Condition (1) concerns the event Ω happening at the immediately previous time Step (3) was executed in GEOMOPT(i, k i ). Since the event Ω defines an i.i.d process independent of the execution of GEOMOPT(i, k i ), and since the executions of Step (3) for arm i define a memoryless process, the probability of event Ψ j is exactly the same as the probability that the event Ω happens at a random time instant. Therefore, . If j = 0, the event ∆ j is irrelevant. Else, we argue about Pr[∆ j ] as follows. Let Π j denote the event that if the GEOMOPT policies were indeed executing independently with multiple plays allowed per time step, then no other arm besides arm i attempts to play when the state of GEOMOPT(i, k i ) is f j . It is easy to see that if the event Π j occurs, then the event ∆ j also occurs. Furthermore, the event Π j is independent of the execution of GEOMOPT(i, k i ). Since at most 1/3 fraction of the arms are playing at any given time, we have
. Therefore, by union bounds, the probability that arm i is active is given by Pr[Ψ j ∧ ∆ j ] ≥ 1 − Here is the key observation: Given that the state of GEOMOPT(i, k i ) is f j , the event that arm i is active (the event Ψ j ∧ ∆ j ) is independent of whether the state in GEOMOPT(i, k i ) is s j or t j . To see this, note that the event of arm i being active depends on E m for the arms m = i, and on their respective Markov chains. The E m for m = i only depend on conflicts with arm i encountered in step (3), which in turn are independent of the underlying Markov chain for arm i. Furthermore, if the arm is active, the knowledge about the state of arm i is the same in both GEOMOPT(i, k i ) and GLOBAL because step (3) was executed in both policies. This implies the expected reward GLOBAL obtains from arm i is at least 1 2 of the expected reward of GEOMOPT(i, k i ). By linearity of expectation over the arms in S, the total reward of GLOBAL is at least 
Extensions
The results can also be extended to the case where some M ≥ 1 arms can be played every time step, and a constant factor approximation obtained. The technical details remain almost the same as the single arm case, with the following differences: For the ensemble of GEOMOPT policies, in expectation M/3 attempt to play any time step. If more than M arms attempt to execute Step (3), none of these plays succeeds. A play at
Step (2) succeeds if no more than M − 1 other arms are attempting to play simultaneously. It is easy to see that with these modifications, the analysis of GLOBAL yields a constant factor approximation. The result can also be extended to obtain a constant factor approximation to the case where the reward of the "bad" state b i is s i ∈ [0, r i ). The construction of the policy remains the same; the only additional detail is that for policy P i (k), we need to show both lower and upper bounds for the probability q * of playing the arm in Lemma 4.1. These bounds can be shown to be within constant factors of each other, which ensures an overall constant factor approximation. The technical details will be presented in the full version.
