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Abstract
This article presents an implementation of a sparse, low-memory footprint optimization algo-
rithm for the implementation of the model predictive control for tracking formulation in embedded
systems. The algorithm is based on an extension of the alternating direction method of multi-
pliers to problems with three separable functions in the objective function. One of the main
advantages of the proposed algorithm is that its memory requirements grow linearly with the
prediction horizon of the controller. Its sparse implementation is attained by identification of
the particular structure of the optimization problem, and not by employing the common sparse
algebra techniques, leading to a very computationally efficient implementation. We describe the
controller formulation and provide a detailed description of the proposed algorithm, including
its pseudocode. We also provide a simple (and sparse) warmstarting procedure that can signifi-
cantly reduce the number of iterations. Finally, we show some preliminary numerical results of
the performance of the algorithm.
Keywords— Model predictive control, embedded optimization, embedded systems, extended ADMM
1 Introduction
Model Predictive Control (MPC) is an advanced control strategy in which the control action is obtained, at
each sample time, from the solution of an optimization problem where a prediction model is used to forecast
the evolution of the system over a finite prediction horizon. One of the main advantages of MPC over other
control strategies is that it inherently considers and satisfies system constraints [1].
There are many different MPC formulations in the literature, each of which is defined by an optimization
problem with different objective function and/or set of constraints. In general, the optimization problem is
posed as a minimization problem in which the objective function penalizes the distance between the reference
and the predicted system evolution over the prediction horizon. In this paper we focus on linear MPC
controllers whose optimization problem can be posed as a quadratic programming (QP) problem.
Since an MPC controller requires solving an optimization problem at each sample time, its use has
historically been confined to computationally powerful devices, such as PCs. However, there is a growing
interest in the literature in the implementation of these controllers in devices with very limited computational
and memory resources, know as embedded systems.
One possible approach for implementing MPC in embedded systems is to use the explicit MPC approach
[2], which stores the solution of the MPC optimization problem as a lookup table that is computed offline.
However, this lookup table can become prohibitively large for medium to large-sized systems and/or for MPC
problems with many constraints. Some examples of this approach being implemented in embedded systems
are [3, 4].
Another approach comes from the recent development of optimization solvers for QP problems that are
tailored to embedded systems. A few of the most widespread ones include qpOASES [5], CVXGEN [6],
FiOrdOs [7] and FORCES [8]. We refer the reader to [9] for an overview and comparison between these tools.
These solvers, although they can be used to successfully implement MPC controllers in embedded systems
(see [10, 11, 12, 13] for a few examples), are for generic QP problems. Therefore, the development of opti-
mization algorithms tailored to the specific MPC optimization problem can potentially provide better results.
Some noteworthy examples of this approach being used to implement MPC controllers in embedded systems
are [14, 15, 16] for implementations in FPGAs, [17] for microcontrollers and [18, 19, 20, 21] for PLCs.
∗This work was supported in part by MINERCO-Spain and FEDER funds under the grants DPI2016-76493-C3-1-R
and DPI2019-106212RB-C41; and in part by MCIU-Spain and FSE under the FPI-2017 grant.
†Systems Engineering and Automation department, University of Seville, Spain. E-mail: pkrupa@us.es,
ialvarado@us.es dml@us.es, talamo@us.es. Corresponding author: Pablo Krupa.
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Specifically, the authors proposed in [18] and [22] an implementation approach for MPC controllers in
PLCs which takes advantage of the structure of the matrices of the QP problem. This led to the development
of a sparse optimization algorithm whose memory requirements grow linearly with the prediction horizon of
the MPC controller.
This paper seeks a similar result, but for a more intricate MPC formulation than the ones discussed in
the two previously cited papers. This MPC formulation, known as MPC for tracking (MPCT for short) [23],
has several advantages over other traditional MPC formulations, such as offering a significant increase in the
domain of attraction. However, the approach used in [18] cannot be employed in this case due to the inclusion
of additional decision variables which break the structure of the QP problem that was exploited. Instead,
we propose the use of the extended ADMM algorithm (EADMM for short) [24]. The use of this algorithm,
in place of the FISTA [25] or standard ADMM [26] algorithms employed in [18], leads to the recovery of the
patterns that enable the development of a sparse and memory efficient implementation of the algorithm by
using a similar approach to the one taken in [18]. In particular, we recover the property of linear memory
growth with respect to the prediction horizon.
Additionally, this paper includes the description of a warmstart procedure, taken from [27], that can also
be implemented sparsely and which can provide a significant reduction in the number of iterations. We also
provide some preliminary numerical results on the performance of the proposed algorithm and the potential
benefits of the warmstart procedure.
The remainder of this paper is structured as follows. Section 2 describes the problem formulation and
control objective. The MPC for tracking formulation is described in Section 3. The extended ADMM
algorithm is detailed in Section 4. Section 5 describes how the MPCT optimization problem is recast into a
problem solvable by the EADMM algorithm. The specifics of the algorithm, including how its sparse nature
is attained, its pseudocode, and the variables that it declares, are detailed in Section 6. Section 7 describes
the warmstart procedure and Section 8 shows some preliminary numerical results of closed loop simulations.
Finally, some conclusions are drawn in Section 9.
Notation
Given two vectors x and y, x ≤ (≥) y denotes componentwise inequalities. Given vectors xj defined for a
(finite) index set j ∈ J ⊂ Z, we denote by a bold x their Cartesian product. Given two vectors x, y ∈ IRn,
their standard inner product is denoted by 〈x, y〉. For a vector x ∈ IRn and a positive definite matrix
A ∈ IRn×n, ‖x‖ .= √〈x, x〉, ‖x‖A .= √〈x,Ax〉 is its weighted Euclidean norm, and ‖x‖1 .= maxi=1...n |xi|,
where xi is the i-th element of x, is its `∞-norm. For a symmetric matrix A, ‖A‖ denotes its spectral
norm. Given scalars and/or matrices M1,M2, . . . ,MN (not necessarily of the same dimensions), we denote by
diag(M1,M2, . . . ,MN ) the block diagonal matrix formed by the concatenation of M1 to MN . Given a matrix
A ∈ IRn×m, Ai,j denotes its (i, j)-th element, A> its transposed and A−1 its inverse. (x(1), x(2), . . . , x(N)) is
a column vector formed by the concatenation of column vectors x(1) to x(N). Given two integers i and j with
j ≥ i, Zji denotes the set of integer numbers from i to j, i.e. Zji .= {i, i+ 1, . . . , j − 1, j}.
2 Problem formulation
We consider a controllable system described by a discrete linear time-invariant state-space model
xk+1 = Axk +Buk, (1)
where xk ∈ IRn and uk ∈ IRm are the state and input of the system at sample time k, respectively. Addi-
tionally, we consider that the system is subject to the box constraints
x ≤ xk ≤ x, (2a)
u ≤ uk ≤ u. (2b)
The control objective is to steer the system to the given reference (xr, ur) while satisfying the system
constraints (2). This will only be possible if the reference is an admissible steady state of the system, which
we formally define as follows.
Definition 1. An ordered pair (xa, ua) ∈ IRn × IRm is said to be an admissible steady state of system (1)
subject to (2) if
(i) xa = Axa +Bua, i.e., it is a steady state of system (1),
(ii) x ≤ xa ≤ x,
(iii) u ≤ ua ≤ u.
If the given reference is not an admissible steady state of system (1) subject to (2), then we wish to steer
the system to the closest admissible steady state, for some given criterion of closeness.
2
3 Model Predictive Control for Tracking
The MPCT formulation [23] differs from other standard MPC formulations in the inclusion of a pair of
decision variables (xs, us) known as the artificial reference. The cost function penalizes, on one hand, the
difference between the predicted states and control actions with this artificial reference, and on the other, the
discrepancy between the artificial reference and the reference (xr, ur) given by the user. In particular, this
paper focuses on the MPCT formulation shown bellow.
For a given prediction horizon N , the MPCT control law for a given state x and reference (xr, ur) is
derived from the solution of the following convex optimization problem
min
x,u,xs,us
N∑
i=0
‖xi − xs‖2Q +
N∑
i=0
‖ui − us‖2R + ‖xs − xr‖2T + ‖us − ur‖2S (3a)
s.t. x0 = x (3b)
xi+1 = Axi +Bui, i ∈ ZN−10 (3c)
x ≤ xi ≤ x, i ∈ ZN1 (3d)
u ≤ ui ≤ u, i ∈ ZN0 (3e)
xs = Axs +Bus (3f)
x ≤ xs ≤ x (3g)
u ≤ us ≤ u (3h)
xN = xs, (3i)
where the decision variables are the predicted states and inputs x = (x0, . . . , xN ), u = (u0, . . . , uN ) and the
artificial reference (xs, us); and the diagonal positive definite matrices Q ∈ IRn×n and R ∈ IRm×m, as well
as the positive definite matrices T ∈ IRn×n and S ∈ IRm×m are the cost function matrices.
One of the properties of the MPCT formulation (3) is that it will steer the closed-loop system to the
admissible steady state (xa, ua) that minimizes the cost ‖xa − xr‖2T + ‖ua − ur‖2S [23, 28].
We note that formulation (3) includes xN and uN as decision variables, which is not the standard approach
in MPC, where the summations in the cost function typically stop at i = N−1. However, the inclusion of these
additional terms and constraints does not affect the solution of the optimization problem due to constraint
(3i) and the fact that (xs, us) is clearly an admissible steady state of the system (see Def. 1). The reason for
their inclusion is that they will be needed for solving problem (3) as we propose in Section 5. The same can
be said about our inclusion of x0 as a decision variable, which is not strictly necessary due to constraint (3b).
The following section describes the optimization algorithm that we employ to solve problem (3).
4 Extended ADMM
This section introduces the extended ADMM algorithm [24], which, as its name suggests, is an extension of
the classical ADMM algorithm [26] for optimization problems with more than two separable functions in the
objective function. In particular, we focus on the following class of optimization problem.
Let θi : IR
ni → IR for i ∈ Z31 be real-valued convex functions, Zi ⊆ IRni for i ∈ Z31 be closed convex sets,
Ai ∈ IRmz×ni for i ∈ Z31 and b ∈ IRmz . Consider the optimization problem
min
z1,z2,z3
3∑
i=1
θi(zi) (4a)
s.t.
3∑
i=1
Aizi = b (4b)
zi ∈ Zi, i ∈ Z31. (4c)
and let its augmented Lagrangian be given by
Lρ(z1, z2, z3, λ) =
3∑
i=1
θi(zi) +
〈
λ,
3∑
i=1
Aizi − b
〉
+
ρ
2
∥∥∥∥∥
3∑
i=1
Aizi − b
∥∥∥∥∥
2
, (5)
where λ ∈ IRmz are the dual variables and ρ > 0 is the penalty parameter. We denote a solution point of (4)
by (z∗1 , z
∗
2 , z
∗
3 , λ
∗), assuming that one exists.
Algorithm 1 shows the implementation of the extended ADMM algorithm for a given exit tolerance  > 0
and initial points (z02 , z
0
3 , λ
0), where the superscript k indicates the value of the variable at iteration k. We
note that step 9 uses the `∞-norm, although any other norm can be used. Algorithm 1 returns an -suboptimal
solution (z˜∗1 , z˜
∗
2 , z˜
∗
3 , λ˜
∗) of problem (4). As shown in [29], the EADMM algorithm is not necessarily convergent
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Algorithm 1: Extended ADMM
Require : z02 , z
0
3 , λ
0, ρ > 0,  > 0
1 k = 0
2 repeat
3 zk+11 = arg minz1
{Lρ(z1, zk2 , zk3 , λk) | z1 ∈ Z1}
4 zk+12 = arg minz2
{Lρ(zk+11 , z2, zk3 , λk) | z2 ∈ Z2}
5 zk+13 = arg minz3
{Lρ(zk+11 , zk+12 , z3, λk) | z3 ∈ Z3}
6 Γ =
3∑
i=1
Aiz
k+1
i − b
7 λk+1 = λk + ρΓ
8 k = k + 1
9 until ‖Γ‖∞ ≤ 
Output: z˜∗1 = z
k+1
1 , z˜
∗
2 = z
k+1
2 , z˜
∗
3 = z
k+1
3 , λ˜
∗ = λk+1
under the typical assumptions of the classical ADMM algorithm. However, multiple result have shown its
convergence under additional assumptions [24, 30, 31] or by adding additional steps [32, 33]. In particular,
[24] proved its convergence under the following assumption, as stated in the following theorem.
Assumption 1 ([24], Assumption 3.1). The functions θ1 and θ2 are convex; function θ3 is strongly convex
with parameter µ3 > 0; and A1 and A2 are full column rank.
Theorem 1 (Convergence of EADMM; [24], Theorem 3.1). Suppose that Assumption 1 holds and that
ρ ∈
(
0, 6µ3
17‖A>3 A3‖
)
. Then, the sequence of points (zk1 , z
k
2 , z
k
3 ) generated by Algorithm 1 converges to a point
in the optimal set of problem (4) as k →∞.
5 Solving MPCT using extended ADMM
This section describes how problem (3) is solved using Algorithm 1. The objective is to develop a memory
and computationally efficient algorithm so that it can be implemented in an embedded system. To this end,
we recast problem (3) so that steps 3, 4 and 5 are easy to solve following a similar approach to the one taken
in [18]. Algorithm 2 shows the particularization of Algorithm 1 that results from this effort. One of the key
aspects of this algorithm is that its memory requirements grow linearly with the prediction horizon N .
5.1 Recasting the MPCT problem
Let us define x˜i
.
= xi − xs and u˜i .= ui − us. Then, we can rewrite (3) as
min
x˜,u˜,x,u,xs,us
N∑
i=0
‖x˜i‖2Q +
N∑
i=0
‖u˜i‖2R + ‖xs − xr‖2T + ‖us − ur‖2S (6a)
s.t. x0 = x (6b)
x˜i+1 = Ax˜i +Bu˜i, i ∈ ZN−10 (6c)
x ≤ xi ≤ x, i ∈ ZN1 (6d)
u ≤ ui ≤ u, i ∈ ZN0 (6e)
xs = Axs +Bus (6f)
x˜i + xs − xi = 0, i ∈ ZN0 (6g)
u˜i + us − ui = 0, i ∈ ZN0 (6h)
xN = xs, (6i)
uN = us, (6j)
where the decision variables are x˜ = (x˜0, . . . , x˜N ), u˜ = (u˜0, . . . , u˜N ), x = (x0, . . . , xN ), u = (u0, . . . , uN ), xs
and us. Equality constraints (6g) and (6h) impose the congruence of the decision variables with the original
problem. We note that inequalities (3g) and (3h) are omitted because they are already imposed by (6d)-(6e)
alongside the inclusion of (6i)-(6j).
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We can now obtain a problem of form (4) by taking
z1 = (x0, u0, x1, u1, . . . , xN−1, uN−1, xN , uN ) (7a)
z2 = (xs, us) (7b)
z3 = (x˜0, u˜0, x˜1, u˜1, . . . , x˜N−1, u˜N−1, x˜N , u˜N ), (7c)
which leads to
θ1(z1) = 0, θ2(z2) =
1
2
z>2 diag(T, S)z2 − (Txr, Sur)>z2, θ3(z3) = 1
2
z>3 diag(Q,R,Q,R, . . . , Q,R)z3, (8)
A1 =

In 0n,m 0 0
−In+m 0 0
0
. . . 0
0 0 −In+m
0 0 −In+m
 , A2 =

0
In+m
...
In+m
In+m
 , A3 =

0 . . . 0
In+m 0 0
0
. . . 0
0 0 In+m
0 . . . 0
 , b =

x
0
...
0
0
 . (9)
Matrices A1, A2 and A3 (9) contain the equality constraints (6b), (6g), (6h), (6i) and (6j). Specifically,
the first n rows impose constraint (6b), the last n+m rows impose the constraints (6i) and (6j), and the rest
of the rows impose the constraints (6g) and (6h).
5.2 Particularizing EADMM to the MPCT problem
By taking zi and Ai for i ∈ Z31 as in (7) and (9), we can particularize Algorithm 1 to the MPCT problem,
resulting in Algorithm 2. This algorithm requires solving three QP problems (which we label P1, P2 and P3
in the following) at each iteration. The control action u to be applied to the system is obtained as the u0
elements of the variable z˜∗1 (see (7a)) returned by Algorithm 2.
Step 3 minimizes the Lagrangian (5) over z1, resulting in the following box-constrained QP problem,
P1(z2, z3, λ) : min
z1
1
2
z>1 H1z1 + q
>
1 z1 (P1)
s.t. z1 ≤ z1 ≤ z1,
whereH1 = ρA
>
1 A1, q1 = ρA
>
1 A2z2+ρA
>
1 A3z3+A1λ−ρA>1 b, z1 = (x, u, x, . . . , u, x) and z1 = (x, u, x, . . . , u, x).
Due to the structure of A1, matrix H1 is a positive definite diagonal matrix. As such, each element j of the
optimal solution of P1, denoted by (z∗1)j , can be explicitly computed as,
(z∗1)j = max
{
min
{−(q1)j
(H1)j,j
, (z1)j
}
, (z1)j
}
, j ∈ Z(N+1)(n+m)1 . (10)
Step 4 minimizes the Lagrangian (5) over z2 = (xs, us), resulting in the following equality-constrained QP
problem,
P2(z1, z3, λ) : min
z2
1
2
z>2 H2z2 + q
>
2 z2 (P2)
s.t. G2z2 = b2,
where H2 = diag(T, S)+ρA
>
2 A2, q2 = (−Txr,−Sur)+ρA>2 A1z1+ρA>2 A3z3+A>2 λ−ρA>2 b, G2 = [(A−In) B],
and b2 = 0. This problem has an explicit solution derived from the following proposition [34, §10.1.1].
Proposition 1. Consider an optimization problem min
z
{(1/2)z>Hz+ q>z, s.t. Gz = b}, where H is positive
definite. A vector z∗ is an optimal solution of this problem if and only if there exists a vector µ such that,
Gz∗ = b
Hz∗ + q +G>µ = 0,
which using simple algebra and defining WH
.
= GH−1G>, leads to
WHµ = −(GH−1q + b) (11a)
z∗ = −H−1(G>µ+ q). (11b)
The optimal solution z∗2 of problem (P2) can be obtained by substituting (11a) into (11b), which leads to
the expression
z∗2 = M2q2, (12)
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Algorithm 2: Extended ADMM for MPCT
Require : z02 , z
0
3 , λ
0, ρ > 0,  > 0
1 k = 0
2 repeat
3 Obtain zk+11 by solving P1(zk2 , zk3 , λk) using (10)
4 Obtain zk+12 by solving P2(zk+11 , zk3 , λk) using (12).
5 Obtain zk+13 by solving P3(zk+11 , zk+12 , λk) using (14) and (15).
6 Γ =
3∑
i=1
Aiz
k+1
i − b
7 λk+1 = λk + ρΓ
8 k = k + 1
9 until ‖Γ‖∞ ≤ 
Output: z˜∗1 = z
k+1
1 , z˜
∗
2 = z
k+1
2 , z˜
∗
3 = z
k+1
3 , λ˜
∗ = λk+1
where M2 = H
−1
2 G
>
2 (G2H
−1
2 G
>
2 )
−1G2H−12 − H−12 ∈ IR(n+m)×(n+m). This matrix, which has a relatively
small dimension, is computed offline and stored in the embedded system. Vector b2 does not appear in the
above expression because it is equal to zero.
Step 5 minimizes the Lagrangian (5) over z3, resulting in the following equality-constrained QP problem,
P3(z1, z2, λ) : min
z3
1
2
z>3 H3z3 + q
>
3 z3 (P3)
s.t. G3z3 = b3,
where H3 = diag(Q,R,Q,R, . . . , Q,R) + ρA
>
3 A3, q3 = ρA
>
3 A1z1 + ρA
>
3 A2z2 +A
>
3 λ− ρA>3 b, b3 = 0 and
G3 =

A B −In 0 · · · · · · 0 0
0 0 A B −In · · · 0 0
0 0 0
. . .
. . .
. . . 0 0
0 0 0 0 A B −In 0
 .
This problem has an explicit solution given by Proposition 1. However, in this instance, we do not
substitute (11a) into (11b) in order to obtain an expression similar to (12), as doing so would require storing
a dense matrix with a (potentially) high dimension. Instead, we use the following procedure.
Let WH3
.
= G3H
−1
3 G
>
3 . Due to the sparse structure of G3 and the fact that H3 is a block diagonal matrix,
we have that the Cholesky factorization of WH3 , that is, the upper-triangular matrix WH3,c that satisfies
WH3 = W
>
H3,cWH3,c, has the following block diagonal structure,
WH3,c =

β1 α1 .. .. 0 0
.. β2 α2 .. .. 0
.. .. .. .. .. ..
0 .. .. .. βN−1 αN−1
0 0 .. .. .. βN
 , (13)
where we define the sets of matrices A = {α1, . . . , αN−1}, αi ∈ IRn×n; and B = {β1, . . . , βN}, βi ∈ IRn×n.
Note that the amount of memory required to store the sets of matrices A and B grows linearly with the
prediction horizon N .
Then, (11a) can be solved by consecutively solving the following two systems of equations that use the
auxiliary vector µˆ,
W>H3,cµˆ = −(G3H−13 q3 + b) (14a)
WH3,cµ = µˆ, (14b)
which are easy to solve due to WH3,c being upper-triangular. Finally, the optimal solution z
∗
3 of P3 can be
obtained as in (11b),
z∗3 = −H−13 (G>3 µ+ q3). (15)
We note that our selection of zi and Ai for i ∈ Z31 results in an optimization problem that satisfies
Assumption 1. Therefore, under a proper selection of ρ, the iterates of Algorithm 2 will converge to the
optimal solution of the MPCT controller. In practice, the parameter ρ may be selected outside the range
shown in Theorem 1 in order to improve the convergence rate of the algorithm [24]. In this case, the
convergence will not be guaranteed and will have to be extensively checked with simulations.
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Algorithm 3: Sparse solver for problem P1
Input: z2, z3, λ, x
1 z1{1} ← max{min{ (ρ(x+ z2 + z3{1}) + λ{2} − λ{1})H−11 {1}, z}, z}
2 for j ← 2 to N do z1{j} ← max{min{ (ρ(z2 + z3{j}) + λ{j+1})H−11 {j}, z}, z} end for
3 z1{N+1} ← max( min( (ρ(2z2 + z3{N+1}) + λ{N+2}+ λ{N+3})H−11 {N+1}, z), z)
Output: z1
Remark 1. It has been shown that the performance of ADMM can be significantly improved by having different
values of ρ for different constraints [35, §5.2], i.e., by considering ρ as a diagonal positive definite matrix.
In particular, we find that, for our problem, the convergence improves significantly if the equality constraints
(6b), (6i), (6j), and (6g)-(6h) for i = 0 and i = N , are penalized more than the others.
Remark 2. The theoretical upper bound for ρ provided in Theorem 1 is easily computable in this case. Indeed,
we have that A>3 A3 is the identity matrix, and therefore its spectral norm ‖A>3 A3‖ = 1. Furthermore, µ3 is
the minimum eigenvalue of diag(Q,R), which is simple to compute.
Remark 3. It is important to remark that the computations of q1, q2 and q3 are not performed using matrix
multiplications between the matrices A1, A2 and A3 as shown in their expressions above. Instead, the particular
structure of these matrices allow for a matrix-free computation of the vectors, as shown in Section 6. This is
also true for the particular case in which ρ is taken as a diagonal matrix (Remark 1).
6 Sparse implementation of the solver
This section details how Algorithm 2 is implemented efficiently. Firstly, we do not store all the matrices de-
tailed in Section 5, since most of them are sparse. Instead, we only store the absolutely necessary information.
Secondly, the matrices have a very particular structure which we can exploit to produce a sparse implemen-
tation of the algorithm. For instance, it may seem like the computation of vector q1 is quite expensive given
its expression, since it involves various matrix multiplications. However, matrices A>1 A1, A
>
1 A2 and A
>
1 A3
have a very particular (and simple) structure. As such, the computation of this vector can be performed very
efficiently without requiring any matrix multiplications.
This section describes what variables are stored (and in which way) and provides the sparse implementation
of steps 3, 4, 5 and 6 of Algorithm 2.
The variables that are declared in the embedded system are described in Table 1. There are also various
counters and boolean variables that are declared. We note that some variables, such as the inverse of the
diagonal elements of H1, are stored as a matrix with n + m rows, instead of as a vector. This is because it
makes the algorithm more efficient, since most of the matrices of the QP problems have patterns that repeat
every n+m rows/columns. We will use the notation M{i} to denote column i of a variable M in this matrix
form. M [i] will denote the component i if it was stored as a vector. For a matrix M , M [i, j] is its component
in row i and column j. The vector/vector multiplications performed in the algorithms are to be taken as
componentwise multiplications.
Algorithms 3, 4 and 5 solve the QP problems P1, P2 and P3, respectively. We note that step 2 of Algorithm
5 uses a variable c which does not appear in Table 1. We include variable c in Algorithm 5 for clarity, but in a
real implementation it is not needed, since variable µ can be used to store the result of that step. Algorithm 6
is a sparse solver of systems of equations Wz = c in which the Cholesky decomposition of W has the structure
shown in (13). It is used to solve (14) using the matrices αi shown in (13). However, instead of using the
matrices βi, it uses matrices βˆi, which are identical to βi except for their diagonal elements, that are the
inverse of the diagonal elements of βi. This is done in order to be able to make multiplications instead of
divisions, since they are less computationally intensive. In fact, note that the variables used in Algorithms 3,
4 and 5 have also been chosen to avoid divisions. Finally, Algorithm 7 sparsely computes the residual Γ. The
computation of λk+1 in step 7 is immediate, since it is a simple vector addition.
As mentioned in Remark 1, ρ can be chosen as a matrix instead of as a scalar in order to penalize some
constraints more than others. The algorithms shown here take it as a scalar, but the use of a matrix is
straightforward. Simply store ρ in matrix form (with n + m rows) and substitute ρ{j} appropriately in the
algorithms. We note that variables H−11 and H
−1
3 from Table 1 are stored in matrix form with N +1 columns
because of this reason. If ρ is taken as a scalar then these two matrices could be stored with less memory.
7 Warmstart procedure
This section presents a warmstart procedure for the EADMM algorithm for MPCT (Algorithm 2). This
procedure follows the results from [27, §II], in which a prediction step is performed based on the first order
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Table 1: Declared variables of Algorithm 2
Name Type Dimension Description
A Matrix n× n Matrix of the prediction model (1).
B Matrix n×m Matrix of the prediction model (1).
ρ Scalar/vector Varies Penalty parameter of the EADMM algorithm.
z Vector n+m Lower bound. z = (x, u).
z Vector n+m Upper bound. z = (x, u).
T Matrix n× n MPCT cost function matrix T .
S Matrix m×m MPCT cost function matrix S.
A 3D Matrix n× n× (N − 1) Contains the matrices αi (13).
Bˆ 3D Matrix n× n×N Contains the matrices βˆi (see the table footnote).
z1 Matrix (n+m)× (N+1) Decision variable z1 reshaped into a matrix.
z2 Vector n+m Decision variable z2.
z3 Matrix (n+m)× (N+1) Decision variable z3 reshaped into a matrix.
λ Matrix (n+m)× (N+3) Dual variable λ reshaped into a matrix.
q2 Vector n+m Vector q2 of problem P2.
q3 Matrix (n+m)× (N+1) Vector q3 of problem P3 reshaped into a matrix.
Γ Matrix (n+m)× (N+3) Vector for storing the residual Γ =
3∑
i=1
Aizi − b.
µ Matrix n×N Vector used to solve P3 (see (14)).
x Vector n Current system state.
r Vector n+m Reference. r = (xr, ur).
‖Γ‖∞ Scalar - Scalar for storing the `∞-norm of Γ.
H−11 Matrix (n+m)× (N+1) Inverse of the diagonal of H1 reshaped into a matrix.
H−13 Matrix (n+m)× (N+1) Inverse of the diagonal of H3 reshaped into a matrix.
M2 Matrix (n+m)× (n+m) Matrix used to solve P2 (see (12)).
Matrices βˆi are identical to βi (13) except for their diagonal elements, which are the inverse of the diagonal
elements of βi.
Algorithm 4: Sparse solver for problem P2
Input: z1, z3, λ, r = (xr, ur)
// Compute q2
1 q2 ← −diag(T, S)r + ρ(z3{N+1} − 2z1{N+1}) + λ{N + 2}+ λ{N + 3}
2 for j ← 1 to N do q2 ← q2 + ρ(z3{j} − z1{j}) + λ{j + 1} end for
// Compute z2
3 z2 ←M2q2
Output: z2
optimality condition of the Lagrangian. The exact same results can also be derived by following the results
from [36, §II.B], which are based on performing a prediction step using the KKT conditions. The procedure
will compute the initial condition of Algorithm 2 based on the solution of the previous time instance and on
the system state of the current and previous time instances.
Let us consider the Lagrangian of problem (4) but particularized for the MPCT problem (6) at sample
time k,
L(z1, z2, z3, λ;xk) =
3∑
i=1
θi(zi)−
〈
λ,
3∑
i=1
Aizi − b(xk)
〉
, (16)
where xk is the state at sample time k, b(xk) is used to indicate that vector b is parametrized by xk, as shown
in (9), θi for i ∈ Z31 are given by (8), and Ai for i ∈ Z31 are given by (9). To simplify the notation, let us
define the vector of optimization variables w = (z1, z2, z3, λ). Then, (16) can be expressed as
L(w;xk) = 1
2
w>Hw + q>w − 〈Sλw,AzSzw −Bzxk〉 (17)
= w>Hˆw + (q + S>λ Bzxk)
>w,
where the functions θi for i ∈ Z31 have been recast into H and q; Sλ is a linear operator that extracts λ from w,
i.e., λ = Sλw; Sz is a linear operator that extracts (z1, z2, z3) from w; Az = [A1 A2 A3]; Bz = [In 0 . . . 0]
>;
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Algorithm 5: Sparse solver for problem P3
Input: z1, z2, λ
// Compute q3
1 for j ← 1 to N + 1 do q3{j} ← ρ(z2 − z1{j}) + λ{j+1} end for
// Compute right-hand-side of (14a). Store it in c
2 for j ← 1 to N do c{j} ← H−13 {j+1}q3{j+1} − [A B]H−13 {j}q3{j} end for
3 Obtain µ from (14a) using Algorithm 6 for the vector c computed in the previous step.
// Compute z3
4 z3{1} ← −H−13 {1}(q3{1}+ [A B]>µ{1})
5 for j ← 2 to N do z3{j} ← −H−13 {j}(q3{j}+ [A B]>µ{j} − [In 0n×m]>µ{j−1}) end for
6 z3{N+1} = −H−13 {N+1}(q3{N+1} − [In 0n×m]>µ{N}
Output: z3
and Hˆ = 1
2
H − S>λ AzSz.
The first order optimality condition of (4) is given by the gradient of the Lagrangian (16) with respect to
w being equal to zero. That is, the optimal solution w∗k at time instance k of (4) particularized to (6) satisfies
∇wL(w∗k;xk) = 0. (18)
Let w0k+1 be the initial condition of Algorithm 2 and xk+1 be the state of the system at time instance
k + 1. Then, taking into account that (w∗k, xk) satisfy (18), we have that the first order Taylor expansion of
∇wL(w0k+1;xk+1) is given by
∇wL(w0k+1;xk+1) ≈ ∇wxL(w∗k;xk)(xk+1 − xk) +∇wwL(w∗k;xk)(w0k+1 − w∗k). (19)
We wish to find a w0k+1 that satisfies the first order optimality condition for xk+1, i.e., we wish to find
w0k+1 satisfying ∇wL(w0k+1;xk+1) = 0, which together with (19) leads to
w0k+1 = w
∗
k −∇wwL(w∗k;xk)−1∇wxL(w∗k;xk)(xk+1 − xk).
From (17), we have that ∇wwL(w;x) = (Hˆ + Hˆ>) and ∇wxL(w;x) = S>λ Bz, which leads to the prediction
step,
w0k+1 = w
∗
k − P (xk+1 − xk), (20)
where we define matrix P = (Hˆ + Hˆ>)−1S>λ Bz.
However, (20) is not performed by matrix multiplication. Firstly, note that Algorithm 2 does not require
an initial condition z01 , since it is overwritten in step 3. Secondly, the particular structure of the MPCT
problem leads to the matrix P being mostly empty. In fact, only z2, the first n components of z3 and the
first 2n components of λ need to be warmstarted. All the other rows of P are zeros. This results in a very
computationally inexpensive warmstart procedure that requires very little memory.
8 Numerical results
We present some numerical results of the algorithm detailed in sections 5 and 6 to control a two-wheeled
inverted pendulum system [37].
8.1 Two-wheeled inverted pendulum robot
The two-wheeled inverted pendulum robot, which we represent in Figure 1, has a pretty self-explanatory
name. It consists of two wheels which share a rotation axis affixed to an elongated rectangular structure.
The state of the system consists of the inclination angle φ, its time-derivative φ˙ and the angular velocity
of the wheels θ˙ (here we are considering the case in which the velocity of each wheel cannot be controlled
separately), i.e., x = (φ, φ˙, θ˙). The input of the system is the angular acceleration of the wheels u = θ¨. The
non-linear ordinary differential equations of the system are given by
(Iyy +M2RL cosφ)φ¨+
(
R2(3mr +M2) +M2RL cosφ
)
θ¨ −M2RLφ˙2 sinφ−M2gL sinφ = 0, (21)
where mr is the mass of each wheel, M2 is the mass of the robot (including the wheels), R is the radius of the
wheels, L is the distance between the wheels’ rotating axis and the center of gravity of the robot, g = 9.81
is the gravitational acceleration and Iyy ' 2M2L2 is an approximation of the moment of inertia. We take
mr = 0.064, M2 = 1.039, R = 0.05 and L = 0.05, which have been measured from a real robot.
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Algorithm 6: Sparse solver for Wz = c with banded diagonal Cholesky decomposition
Declares: Matrices in αi and βˆi; vector z ∈ IRNn; integers k, i and j
Input: Vector c ∈ IRNn
1 z ← c
// Forward substitution:
2 for j ← 1 to n do // Compute first n elements
3 for i← 1 to j − 1 do z[j]← z[j]− βˆ1[i, j]z[i] end for
4 z[j]← βˆ1[j, j]z[j]
5 end for
6 for k ← 1 to N − 1 do // Compute the rest of the elements
7 for j ← 1 to n do
8 for i← 1 to n do z[j + nk]← z[j + nk]− αk[i, j]z[i+ n(k − 1)] end for
9 for i← 1 to j − 1 do z[j + nk]← z[j + nk]− βˆk+1[i, j]z[i+ nk] end for
10 z[j + nk]← βˆk+1[j, j]z[j + nk]
11 end for
12 end for
// Backwards substitution:
13 for j ← n to 1 by −1 do // Compute last n elements
14 for i← n to j + 1 by −1 do
15 z[j + (N − 1)n]← z[j + (N − 1)n]− βˆN [j, i]z[i+ (N − 1)n]
16 end for
17 z[j + (N − 1)n]← βˆN [j, j]z[j + (N − 1)n]
18 end for
19 for k ← N − 2 to 0 by −1 do // Compute the rest of the elements
20 for j ← n to 1 by −1 do
21 for i← n to 1 by −1 do z[j + nk]← z[j + nk]− αk+1[j, i]z[i+ n(k + 1)] end for
22 for i← n to j + 1 by −1 do z[j + nk]← z[j + nk]− βˆk+1[j, i]z[i+ nk] end for
23 z[j + nk]← βˆk+1[j, j]z[j + nk]
24 end for
25 end for
Output: z
The objective is to control the rotational acceleration θ¨ of the wheels to keep the robot in a vertical
orientation (φ = 0) and in a fixed position (φ˙ = θ˙ = 0). Additionally, we consider the following constraints,
φ ≤
∣∣∣pi
8
∣∣∣ , θ˙ ≤ |60|, θ¨ ≤ |90|.
We obtain the following discrete-time state space model (1) of the system by linearizing (21) around the
origin and then scaling θ˙ and θ¨ by a factor of 20 (that is, the linearized variables are 20 times smaller than
the real ones) to improve the numerical conditioning of the MPCT controller
A =
 1.013109 0.020087 01.31371 1.013109 0
0 0 1
 , B =
 −0.002919−0.292577
0.02
 . (22)
8.2 Closed-loop simulation results
We perform closed loop simulations in Matlab using Algorithm 2 with an exit condition  = 10−4, and the
following parameters for the MPCT controller (3): Q = 5I3, R = 0.025, T = 1000I3, S = 0.125 and N = 12.
The system is simulated by numerically integrating (21). The MPCT controller uses (22) as its prediction
model. The initial state of the non-linear model is x = (0, 0, 20) (for the prediction model this corresponds
to x = (0, 0, 1)) and the reference is given by xr = 0, ur = 0. We use a matrix ρ, as described in Remark 1,
with ρ = 1000 for the constraints listed in the remark and ρ = 20 for the rest.
Algorithm 2 was implemented using the sparse procedure described in Section 6 (see algorithms 3, 4, 5, 6
and 7). We perform tests with and without the warmstarting procedure described in Section 7. For the test
without the warmstart procedure, we take z02 = 0, z
0
3 = 0 and λ
0 = 0. For the test with warmstart we take
these same initial conditions for the first sample time.
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Algorithm 7: Compute the residual of the equality constraints
Input: z1, z2, z3, x
1 res{1} ← z1{1} − x
2 for j ← 1 to N + 1 do res{j+1} ← z2 + z3{j} − z1{j} end for
3 res{N+3} ← z2 − z1{N+1}
Output: res
Figure 1: Representation of the two-wheeled inverted pendulum robot.
Figure 2 shows the evolution of the state and the control action. As can be seen, the system is steered
to the reference and the control action reaches its upper bound in the first sample time. The results shown
here do not use the warmstart procedure. However, the results with and without the warmstart procedure
are indistinguishable from one another. Figure 3a shows the number of iterations taken by Algorithm 2 at
each sample time with and without the warmstart procedure. Finally, Figure 3b shows the computation time
of Algorithm 2 alongside Matlab’s quadprog function. This comparison is not intended as a measure of the
good performance of the proposed algorithm, since a direct comparison with quadprog would be unfair due
to the fact that it uses a second-order interior-point method. The inclusion of its computation time is done to
show that our algorithm has a comparable performance with one of Matlab’s main optimization algorithms.
9 Conclusions
We present a sparse algorithm for solving the MPC for tracking formulation that is suitable for embedded
systems. The algorithm solves the controller’s QP problem using the extended ADMM algorithm by taking
advantage of the knowledge of the underlying patters of the optimization problem to achieve a sparse, and
therefore memory and computationally efficient, implementation. One of the main advantages of the proposed
algorithm is its linear memory growth with respect to the prediction horizon of the MPCT controller.
We show some preliminary numerical results that suggest that the algorithm may be suitable for its use
in embedded systems for controlling systems with considerably fast dynamics.
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