A new approach to species distribution modelling based on unsupervised classification via a finite mixture of GAMs incorporating habitat suitability curves is proposed. A tailored EM algorithm is outlined for computing maximum likelihood estimates. Several submodels incorporating various parameter constraints are explored. Simulation studies confirm, that under certain constraints, the habitat suitability curves are recovered with good precision. The method is also applied to a set of real data concerning presence/absence of observable small mammal indices collected on the Tibetan plateau. The resulting classification was found to correspond to species-level differences in habitat preference described in previous ecological work.
Introduction
Understanding variations in species distribution has remained one of the key challenges in ecology since its conceptualisation as a discipline (Guisan and Zimmerman, 2000) . It has been natural that ecologists should seek to model species distribution and early models date from the nineteen twenties (Guisan and Thuiller, 2005) . Uses of species distribution models (SDMs) in conservation biology include (Guisan and Thuiller, 2005) : quantification of environmental niches for species; testing biogeographical, ecological and evolutionary hypotheses; invasive species monitoring; impact assessment for climatic change; prediction of unsurveyed sites for rare species; management support for species reintroduction and recovery; conservation planning; species assemblage modelling; classification of biogeographic or ecogeographic regions; calibration of ecological distance between patches in meta population or gene flow models.
Several techniques have been employed for SDMs including: generalised linear models (GLMs) and their flexible extension generalised additive models (GAMs) (Guisan et al. (2002) , Greaves et al. (2006) and Segurado et al. (2006) ); tree based classification techniques (Franklin, 1998) ; ordination (Schenková et al., 2001) ; eco-niche factor analysis (Hirzel et al., 2002) ; Bayesian approaches (Gelfand et al., 2006) ; neural networks (Bessa-Gomes and PetrucciFonseca, 2003) and support vector machines (Drake et al., 2006) . Ecologists have long recognised the bias introduced into SDMs when data are overdispersed with respect to a simple parametric model such as can arise when strong spatial dependence exists between observations for example (Guisan and Thuiller (2005) , Barry and Elith (2006) and Segurado et al. (2006) ) but the proportion of articles published in ecological journals in which these biases are reasonably corrected for remains low. One problem, particularly in the spatial context, has been the lack of available tools for analysing overdispersed binary or Poisson data. This situation has been slowly changing since the seminal work of Diggle et al. (1998) who introduced the geostatistical concept of Gaussian random fields to the GLM literature to account for spatially smooth sources of overdispersion. Since then appropriate tools have become increasingly more available: the geoRglm library (Christensen and Ribeiro Jr, 2002) for Bayesian analysis of GLMs with geostatistical priors and the mgcv library for fitting generalised additive mixed models with either geostatistical or spline based random effects using penalised likelihood (Wood, 2006) are just two examples of what is now available for R (R De-velopment Core Team, 2007) .
A recent review (with online R code) of available techniques for the estimation of Gaussian random fields within a GLM for spatially dependant Bernoulli data (Paciorek and Ryan, 2005) suggested that the estimation of spatially structured random effects could be reasonable if the underlying spatial structure was simple relative to the sampling density of observation points. However when each curve and bend in a complex hidden surface was sparsely sampled then attempts to estimate the hidden surface proved less successful. The estimation of complicated hidden spatial structure from Bernoulli samples is now recognised to be highly data demanding suggesting that these models might be unreasonable in certain practical situations where logistical constraints limit the quantity of available data. We could ask the question "is it always necessary to estimate continuous spatial random effects plus three or four variogram parameters for binary ecological data sets?" or even "are hidden spatial structures in ecological data sets always smooth?". If the answers to these questions is "no" then perhaps we can simplify and reduce the number of random effects and parameters that we expect to estimate, thereby reducing the demands we place on our datasets. In this paper we attempt to do this using a mixture model approach where the usual single GAM with n continuous random effects might be replaced by say K GAMs. Such a simplification would require a small number of parameters relative to n, especially when further constraints between the mixture components are imposed.
Note that here we do not attempt to explicitly model the sources of overdispersion. The mixture model approach simply provides a general solution to account for various overdispersion sources. According to Robert (1996) mixture components "correspond to particular zones of support of the true distribution" and thus provide local representations of the likelihood function. While these local supports "do not always possess an individual significance or reality for the particular phenomenon modelled", interpretability can be possible in situations such as discrimination or clustering. This is the case for our model and a real data example is Section 5 is found to provide a very natural ecological interpretation.
It is worth noting that the simplification we propose is not necessarily made at the expense of physical interpretation. In a given ecological context a small number of discrete random effects could be a reasonable model for hidden spatial structure or other sources of overdispersion. For example, if the species in question is known to form colonies, one GAM might repre-sent colony formation as a function of habitat suitability under relatively ideal conditions while a second GAM could account for possible absence of colonies in otherwise favourable habitat arising from a complex history of unobserved factor. Similarly, if the observations in question materialised from numerous different processes then a mixture model approach could be expected to outperform it's K = 1 counterpart. The most pertinent number of random effects K could then be identified using model selection techniques. Herein lies an additional advantage of our approach, our GAM utilises a simple transformation on covariates and so the parameters for our mixture model can be estimated by maximum likelihood. For highly flexible models such as GAMs with splines or random fields ML is known to be prone to over fitting and penalisations are often imposed to compensate. Since we use a mixture of simple GAMs with relatively limited flexibility we can use maximum likelihood directly without penalisation. For model comparison statistics such as Akaike Information Criterion (AIC) (Burnham and Anderson, 2002) are therefore readily available.
In the current paper we implement this proposed model simplification in a habitat suitability identification context. Habitat suitability curves are used to identify non-linear species responses along environmental gradients (see for example Jowett et al. (1991) , Roussel et al. (1999) and Mäki-Petäys et al. (2002) ). The concept is to identify a curve which transforms a continuous environmental variable to a scale more relevant to the distribution of the species in question thereby giving an index of habitat suitability.
A generalised additive model for habitat suitability identification
2.1. Habitat suitability curves in a GAMs framework Generalised additive models (GAMs) have become popular tools in ecology due to their ability to detect non-linearities. A recent review of GAMs can be found in Wood (2006) . The usual approach, when modelling an n length vector Y = Y 1 , . . . , Y n , where Y follows some distribution of the exponential family, is to modify the linear predictor of a generalised linear model (McCullagh and Nelder, 1989) via the inclusion of smooth functions of covariates Wood (2006) . Here we take the simple case,
where i provides an index on observations,
is a link function, β are coefficients and H is a smooth function of covariate x. Commonly H is chosen from a class of spline functions such as B-splines, P-splines, thin plate splines etc (Wood, 2006) . Such choices offer highly flexible solutions but the large number of parameters involved requires that practitioners remain cautious to problems of over fitting. Here, we depart from standard practice and adopt a much simpler two-parameter habitat suitability curve based on power functions for modelling H. Our proposed habitat suitability curve (HSC) is designed to detect a single region within a bounded environmental gradient within which a given species is found in greatest abundance. This approach is related to that of niche modelling, although we avoid the term "niche" since here we work exclusively in the univariate case in the interest of maintaining simplicity. The HSC H used in our GAMs is defined as the unimodal transformation
where x is a bounded covariate that can take values in the range [l, u] , m is the value of x that corresponds to the mode of H α 1 ,α 2 (x) and α 1 and α 2 are parameters governing curvature. The numerator of H α 1 ,α 2 (x) (2) is a product of two power functions, the first of positive gradient with an xintercept corresponding to l, the second of negative gradient and x-intercept corresponding to u. The product of these two simple power curves provides a flexible uni-modal mapping from the range [l, u] ⊂ R to [0, D(H)], where D(H) represents the denominator of (2) which is equivalent to the numerator evaluated at x = m. The denominator of (2) ensures H is consistently scaled to the range [0, 1] which greatly facilitates biological interpretation. Our HSC (2) is intended to be flexible enough to identify the most pertinent subset of x corresponding to those areas where a species may be found in greatest density. The parameters α 1 and α 2 may take values in (0, ∞) and
giving a uniform mapping in the limit. As
A priori out HSC assumes that optimal habitat does not correspond to the extremes of the range [l, u] . However, provided min(x) > l and max(x) < u this unlikely to prove problematic. Our HSC (2) also makes the a priori assumption that habitat suitability is adequately modelled by a uni-model curve. However, if in a given application this choice of H proves insufficiently flexible, as proved the case in our ecological example in Section 5, multimodality can easily be introduced using the mixture model approach outlined below in Section 2.2.
Transformation (2) can be re-parameterised in terms of α 1 (α from here on) and mode location m. This has the advantage over (2) of greater orthogonality between parameters plus a more intuitive interpretation of m. The new parameterisation is thus
In what follows x represents a continuous index of some environmental gradient such as vegetation biomass, soil moisture, mean daily temperature etc.
In practice such an index might be mapped across the study area in raster format.
The mixture of GAMs model
We will now introduce our mixture of GAMs. We will assume that given the vector (H(x 1 ), . . . , H(x n )) each observation y i ∈ {1, 0} corresponding to presence/absence, is sampled from the distribution
where
and
The unknowns in this model which we will have to estimate for each k ∈ {1, . . . , K} are,
• the probability weights p k s.t.
• the reals β 0k ∈ R and β 1k ∈ R + , the positivity restraint, imposed for reasons of biological interpretation, ensures H remains positively associated with habitat suitability and not unsuitability,
• the parameters (α k , m k ) of the functions H α k ,m k which map [l, u] to [0, 1] and linearise the influence of x, a bounded continuous index of environmental variation.
The goal of this model is to split the sample into K classes of data with similar statistical properties. It is expected that these classes will reflect to a certain extent the sources of overdispersion within the observed phenomenon at a reasonable computational cost, i.e. without being over demanding of the information available in the data. This formulation is clearly not spatially explicit and so prediction of hidden spatial structure at unsampled locations is not a feature of our model. This is a further step that we will investigate in future work.
Estimation and EM algorithm
We now address the question of estimating the unknown parameters of our mixture model. The estimation of the parameters can be obtained using the maximum likelihood approach for which the EM algorithm is well tailored.
Maximum likelihood
We now provide details of the maximum likelihood approach we adopt for parameter estimation under our finite mixture model.
Description
The observed data are couples (y i , x i ), i = 1, . . . , n. To this sample, we associate a sequence of couples (Y i , X i ) of independent random variables, i = 1, . . . , n such that the value of the conditional likelihood taken at (y 1 , . . . , y n ) given the event {X 1 = x 1 , . . . , X n = x n } may be written as
with the f ik given by formula (5) and where θ is the vector of unknown parameters, i.e.
The vector of parameters θ can be estimated using the maximum likelihood
where Θ is the domain of the likelihood function satisfying
The domain may also incorporate various additional restrictions on the model such as the possible equalities of certain parameters between classes.
The questions of non-convexity and possible non-identifiability
The question of identifiability in this model is open at present time. This problem has been studied in Follmann and Lambert (1991) in a simpler framework but Theorem 1 in that paper does not directly apply to mixtures of logistic regressions and a fortiori to our mixture of GAM's (since their theorum requires the number of mixture components to be lower than one). It would be very interesting to pursue their analysis in the case of our model but this is beyond the scope of the present paper. One objective of our simulation studies below is to show that in practice empirical mean squared convergence was observed in the case where the optimization algorithm could reach the pertinent root of the likelihood equation, which is encouraging with respect to the possibility of mathematically proving this property. The paper Zhu and Zhang (2006) proposes however a very nice theoretical framework for dealing with the loss of identifiability in case it should happen to be a problem with the model introduced in this paper.
Another problem is that the log-likelihood cannot be convex as is well known for mixture models. However, another source of difficulty concerning the geometry of the likelihood surface is that the function H α,m (x) is also not convex in (α, m) at any x as can easily be verified. Moreover, the product β 1 h is not convex in (β 1 , h) inducing another technical problem when dealing with the product β 1 H α,m (x). However, our simulations results show that the optimization procedure still behaves reasonably well despite these difficulties.
The EM algorithm
It is easy to notice that a vector θ M L maximising the conditional likelihood cannot be obtained via a closed form formula. Thus, an iterative algorithm has to be used and in the following section we describe a version of the well known EM algorithm for this purpose.
Description of the method
The EM algorithm is a well known conceptual scheme allowing to build recursive procedures that converge towards a set of vectors maximising the likelihood, or more appropriately here, the conditional likelihood over the domain Θ. EM has been proposed in its present general form by Dempster, Laird and Rubin in Dempster et al. (1977) , hence encompassing several specialised procedures that had been developed in various applications of the maximum likelihood principle. The main reference on EM algorithms, their variants and their applications is the book of McLachlan and Peel (2000) .
The idea underlying the EM algorithm is the following. It is expected that if more information on the observations were available, then optimising the likelihood could be performed easily. The main additional information that we could have in the ecological setting is the class of the mixture to which each observation belongs.
If we denote by Z i the random index of the mixture component from which observation Y i was drawn, the so-called complete data is actually given by the triples (Y 1 , Z 1 , X 1 ), . . . , (Y n , Z n , X n ). One still has to keep in mind that the Z i 's are actually unobserved and that their only contribution is to provide the right framework underlying the EM procedure. The complete likelihood associated to the complete data is given by
where π iZ i is given by (6) above. One of the main features of the complete likelihood is that it can usually be optimised in an easier fashion than the plain likelihood. This is the exact reason why statisticians have been using the EM approach.
E
Step. Assume that we have a current value of θ, denoted hereafter byθ. Then, one unreachable but tempting goal would be to optimise the complete likelihood. Now here is the crux: the Z i 's are not observed. One sensible way to approximate log L c (Y 1 ,Z 1 ),...,(Yn,Zn) (θ) then is to take its minimum mean squared error estimator among functions of the Y i 's only. It is well known that the minimum mean squared error estimator is given by the conditional expectation given the Y i 's assuming that the underlying probability is specified byθ, i.e.
In the case of our model, this conditional expectation is quite simple to obtain. Indeed, one only needs to know the values of the conditional probabilities for each possible value of Z i , i = 1, . . . , n given Y 1 , . . . , Y n under the model specified byθ. Using Bayes' rule, one obtains
where f ik (y i ;θ) corresponds to f ik (y i ) parameterised byθ. Therefore, we obtain that
M
Step. The next step is the choice of the next iterate, θ next . The idea for obtaining a sensible candidate is quite simple: just maximise the approximation of the complete log-likelihood conditionally on the observations y 1 , . . . , y n , i.e.
θ next ∈ argmax θ∈Θ Q(θ,θ).
Finally the EM algorithm consists of repeating these two steps recursively until the increase of the likelihood obtained between two successive iterates is judged sufficiently small. In the following, we will write the sequence of EM iterates (θ (ν) ) ν∈N . One important point to notice is that the function Q is convex with respect to the regression variables β 0,k and β 1,k as is well known in logistic regression theory; see (Boyd and Vandenberghe, 2004 , Section 7.1) for details. However, as already noticed in subsection 3.2, the products β 1,k H α k ,m k (x) are not convex with respect to (β 1,k , α k , m k ) and the optimization of Q cannot be guarantee achieving a global optima.
Implementation details
Given iterate θ (ν) at step ν, the computation of the next iterate is obtained by solving the first order optimality condition
where ∇ is the gradient with respect to the vector of variables θ. Cancelling the partial derivatives with respect to the p k 's is easy and gives the same result as in any mixture model of this type, i.e.
where τ
is the posterior probability that Z i = k given Y i = y i under the model parametrised by the current estimateθ. More explicitly,
The computation is less straightforward for other components of θ. The gradient of Q with respect to all the other components has been calculated and is given in the Appendix below. The expression for the gradient (16) should convince that no closed form formula can be obtained as a solution. With this respect, our situation is different from the case of Gaussian mixtures for instance where the successive iterations can be computed by hand. Therefore, a computational approach has to be chosen. We used the L-BFGS-B version of function optim in the software R to perform this task.
Parameter equality constraints.
The model described thus far is highly flexible. Depending on the application it can be desirable to impose further constraints. Here we consider the modifications required to ensure that certain elements of the parameter vector θ are constrained to be equal. For example, adopting the notation θ k = (p k , β 0k , β 1k , α k , m k ) such that K k=1 θ k = θ, a user might impose that the parameter vectors θ 1 , . . . , θ K are equivalent with the exception that β 01 = . . . = β 0K . This would provide a mixture model representation of a random effect on intercept model. Alternatively, a user might impose that vectors θ 1 , . . . , θ K are equivalent with the exception that β 11 = . . . = β 1K , thus providing a random effects on β 1 model, otherwise known as a variable coefficient model.
Let θ e represent a subset of θ for which all elements, θ ek , are constrained to be equal. To impose this equality among elements of θ e throughout the estimation process it is sufficient to: first, impose equality between elements of the vector of starting values θ 
where |θ e | represents the cardinality of set θ e . In what follows below we denote θ f ree ⊂ θ to be the subset of free parameters, i.e. the subset of θ with elements rendered redundant under model constraints, p K and non-free elements of any set θ e , removed. We now describe two simulation studies and a real data application of our model. The first simulation study in Section 4.1 investigates identifiability under the random effect on intercept parameterisation. The second simulation study in Section 4.2 investigates the effect of sample size on the precision of parameter estimates under the random effect on β 1 parameterisation. The real data analysis in Section 5 compares four different parameterisations in the analysis of small mammal indices data collected on the Tibetan plateau, Sichuan Province, China.
Simulation studies

First study 4.1.1. Description
A dataset was simulated under the following parameters: K = 2, n = 1000, p k = 1 K , β = {β 0 , β 1 }, β 0 = {β 01 , β 02 } = {−4, −2}, β 1 = {β 11 , β 12 } = {2, 2}, l = −1, u = 1, α = {10, 10}, m = {0.1, 0.1}. The covariate x was simulated over a 100 × 100 pixel raster grid using a zero-mean Gaussian Random Field (GRF) (Cressie, 1993) , that is, pixel values were drawn from a multivariate Gaussian distribution with covariance between any two pixels s i and s j defined as a function of the vector −→ s i s j . We used the so called Gaussian covariance function
with nugget (σ 2 0 ), sill (σ 2 s ) and range (a) set to 0, 5 and 15 (pixels) respectively. This simulation was performed in R using the RandomFields library (Schlather, 2007) . The simulated GRF was subjected to a linear rescaling so that it was bounded by l and u ( Fig. 1 (a) ).
To simulate localised clustering of the "hidden" random effect a second GRF was simulated as above but with a = 5 (Fig. 1 (c) ). The 50% quantile of this GRF was used to partition the grid into two classes Z = 1 and Z = 2 ( Fig. 1 (d) ). A stratified sampling was then implemented with n/K sampling locations simulated at random within each of the two classes. An observation y i was simulated at each location i in the knowledge of the parameters, covariate and z (Fig. 1 (f) ). For the purpose of parameter estimation z i s were assumed unknown and all parameters were constrained to be shared by models 1 and 2 with the exception of the intercepts and mixing probabilities.
The EM algorithm was used to try to re-capture the true parameter values. This was performed using fifty sets of starting values obtained at random under the following rules: p start ∝ Unif (0, 1); β start 0 ∼ Unif (−5, 5); β start 1 ∼ Unif (0, 5); β 01 = β 02 ; α ∼ Unif (10 −2 , 10 2 ) and m ∼ Unif (l, u). In order to maintain the interpretation that H provides an index of habitat suitability a lower bound of β 1 = 0 was imposed in the M-step. The EM was run until the l 2 norm difference in θ f ree between successive iterates became lower than a threshold, i.e. ||θ
f ree || 2 < 10 −3 .
Results
Solutions provided by the EM algorithm were clearly clustered in parameter space. This clustering indicates dependency between starting values and the local optima to which the algorithm converges, a characteristic of mixture models that is widely recognised (Biernacki et al., 2003) . Table 1 shows cluster means and variances of parameter estimates and maximised log likelihoods. The optima closest to the true parameter values was optima 3. The HSC mode m was consistently estimated with precision. The algorithm also detected areas of the likelihood which returned more erroneous parameter estimates and yet higher likelihoods than those obtained using the original parameters, i.e. optima 1 and optima 2. In these solutions β 01 was under estimated and p 1 over estimated. These solutions appear to correspond to degenerate solutions since lowering both the threshold for the stopping rule and the lower bound of β 0 in the L-BFGS-B algorithm resulted in even lower estimates of β 01 (not shown). The lowest likelihood corresponded to optima 4 where β 02 becomes over estimated and β 1 underestimated. These solutions arose when the estimates for α became large causing excessive narrowing of the HSC thus increasing the proportion of observations for which H(x) ≈ 0. The proportion of observations being significantly influenced by variation in the covariate x was thus reduced and β 02 grew in order to compensate. 4.2. Second study 4.2.1. Description Data was generated according to the method outlined above (Section 4.1) but with β = {β 0 , β 1 } = {−3, −3, 3, 4} and m = {m 1 , m 2 } = {0.1, 0.4}. An image of the resulting g(µ) is shown in Fig. 2 . A range of sample sizes was considered with n ∈ {5000, 4000, 3000, 2000, 1000, 500, 400, 300, 200, 100}. For each sample size n one hundred realisations of Y n were generated with x fixed. True parameter values were used as starting values and the EM algorithm was used to maximise the likelihood. The EM was stopped after the first iterate within which the square of the l 2 norm of the difference between successive parameter estimates was smaller than a threshold, i.e. ||θ
f ree || 2 < 10 −2 , this higher (than in Study 1) threshold being adopted in the interest of computation time.
The mean, variance and l 2 norm of the discrepancy between true and fitted values are reported in Table 2 . In general the fitted values successfully recapture the original parameter values. The largest discrepancies between original and fitted values appear to be for the α parameter which is not surprising since this parameter might realistically take values across several orders of magnitude. The effect of variance in (α,m) on the fitted HSC is shown in Figure 3 where it is clear that with larger data sets the fitted HSC in general bears greater resemblance to the original (marked in red). The largest outliers clearly correspond to those estimates derived from the smallest samples where n = 100. Otherwise θ is consistently estimated with a satisfactory degree of precision, the precision inm being particularly striking. Table 2 : Results from simulation study 2. 100 Monte Carlo simulations were performed at each sample size and parameters were fitted with EM. Absolute errors for each parameter and the l 2 norm of errors in all free parameters were calculated and their MC means and variances are reported here.
It is important to note that, as indicated by Figure 4 , the l 2 norm of the error tends to zero as sample size increases. So at the same time the proportion of estimators which are consistent to the true parameter values tends to one and the proportion of meaningless estimators such as those encountered in simulation study 1 tends to zero as sample size grows.
Small mammal index example
The data
The data analysed here were from transect surveys conducted in the vicinity of Tuanji, a town situated at 4250m altitude on the Tibetan plateau, Serxu County (or Shiqu County in Chinese pinyin), Sichuan Province, China. All transects were made in July 2001 and 2002. Investigators walked straight lines and recorded locations of start, stop and turn points with hand held GPS receivers. After each ten pace interval volunteers stopped and recorded presence or absence of holes belonging to Microtus limnophilus, Microtus leucurus, Microtus irene or Cricetulus kamensis. Holes of these species are very similar so no attempt was made to identify holes at the species level. A full account of this data can be found in Raoul et al. (2006) . The aim here was to present a regression analysis of this presence / absence data with respect to the normalised difference vegetation index (NDVI) derived from a Landsat Enhanced Thematic Mapper (ETM) image acquired on 3rd July 2001. The NDVI here is assumed to provide a suitable proxy index for vegetation biomass for the study area and was derived from ETM's red R and infra-red NIR wave bands as follows.
A map of NDVI across the study area, overlayed with the pressence / absence of small mammal activity indices data, is presented in Figure 5 . We applied our mixture of HSC GAMs to this data set in the interest of identifying the range of NDVI within which small mammal indices were observed in greatest number. In our analysis we consider the two types of parameter constraints mentioned in Section 3.4. We will refer to these two models as M 1 and M 2 and define these two models as M 1 ≡ {K = 2, β 01 = β 02 , β 11 = β 12 , α 1 = α 2 , m 1 = m 2 } and M 2 ≡ {K = 2, β 01 = β 02 , β 11 = β 12 , α 1 = α 2 , m 1 = m 2 }. We also consider two more flexible models defined as M 3 ≡ {K = 2, β 01 = β 02 , β 11 = β 12 , α 1 = α 2 , m 1 = m 2 } and M 4 ≡ {K = 2, β 01 = β 02 , β 11 = β 12 , α 1 = α 2 , m 1 = m 2 }.
Results
AIC values and maximum likelihood estimates of parameters under M 1 , M 2 , M 3 and M 4 are presented in Table 3 . M 3 was identified as the best parsimonious fit to the data w.r.t. estimated AIC. Under M 3 two different modes of the HSC were identified. The component with the m-value equal to 0.58 apparently corresponds to areas of greatest biomass since the maximum NDVI within the study area was 0.53. By comparison with M 2 there appears to be evidence of a bimodal response in small mammal indices with respect to the NDVI gradient. The inclusion of an additional model component, i.e. K = 3, was observed not to improve upon the data description provided by M 3 . Specifically, the mixture probability of this third component was observed to converge to zero effectively reducing the model to M 3 (data not shown). Table 3 : Estimates of parameters in θ f ree , under four different sets of constraints, for the small mammal index example. In M 1 β 02 reached the lower bound used in the L-BFGS-B algorithm, which resembles the behaviour observed in study 1 associated with degenerate solutions. In M 2 the fitted HSC is clearly not degenerate and corresponds to approximately 24% of the observations y. The AIC is reduced when more than one mode is allowed as in M 3 although there is little evidence of the need for relaxing the equality constraint on α as in M 4 .
Our results may be better interpreted using Table 4 
Discussion
This paper proposes a species distribution model that performs unsupervised classification via a finite mixture of GAMs where the traditional spline function has been replaced with a unimodal habitat suitability curve. An EM algorithm has been proposed for deriving maximum likelihood estimates. Several submodels were studied in which the mixture components were assumed to share certain parameter values. Not all of submodels were satisfactorily identifiable. For instance using different intercepts in two components led to several possible stationary points, moreover, the estimated parameter set retaining the highest likelihood was far from the vector of true values. On the other hand accurate parameter estimates were obtained when the constraint of equal intercepts was imposed as shown in Table 2 and Figure 3 .
The method was also applied to a set of real data concerning presence/absence of observable small mammal indices collected on the Tibetan plateau. The AIC was used to determine the best submodel among 4 candidates and the resulting classification was found to confirm trapping results given in Raoul et al. (2006) about the common response to vegetation biomass of Microtus limnophilus and Microtus leucurus on the one hand and Cricetulus kamensis and Microtus irene on the other.
Our proposed model bears much in common with the vector generalised additive model (VGAM) of Yee and Wild (1996) . In that paradigm K linear predictors are used to model q-dimensional response vectors where q ≥ 1. For this purpose Yee and Wild use the "vector spline" of Fessler (1991) and estimate parameters by minimising a generalised least squares criterion that included a smoothness penalisation term. This flexible paradigm includes mixture models as a sub-class and Yee and Wild discuss parameter constraints similar to those discussed here. However, while the vgam R package does contain functions for modelling mixtures of Poissons, normals and exponentials, functionality for mixtures of binomial glms is currently not provided. Moreover, our approach differs from the VGAM paradigm in that we choose a much simpler non-linear transformation function which advantageously permits to forego the smoothness penalisation term in the likelihood required to avoid overfitting of splines. We believe the simplicity of our habitat suitability curve can advantageously aid biological interpretation since likelihood based model selection techniques can be used to penalise against overfitting. Identification of redundant model components can also be inferred from very low mixture probabilities as illustrated in our real data example.
Current work seeks to address several short-comings of our proposed model. In its present state, our model makes the strong scale assumption that species presence / absence at an observation point is most pertinently modelled using a habitat index calculated at the corresponding single pixel. However, the ROMPA (Ratio of Optimal to Marginal Patch Area) hypothesis of Lidicker (2000) describes how population dynamics can change as a function of the proportion of their preferred habitat within a landscape.
There lies hidden here a question of scale since, in addition to habitat quality itself, the distribution or abundance of a given species may respond to the spatial arrangement of preferred habitat (Riitters et al., 1997) . The species Arvicola terrestris (Fichet-Calvet et al., 2000) , Microtus arvalis (Delattre et al., 1999) , Tetrao urogallus (Graf et al., 2005) and the cestode Echinococcus multilocularis (Giraudoux et al., 2003) are just some examples of species who's populations appear to respond to landscape level effects. Scale has become an important issue in ecology and the paper of Dungan et al. (2002) reviews it's multifaceted nature. In order to derive a landscape index such as ROMPA the area over which it is to be calculated must be defined. A commonly adopted approach is to calculate the metric in a circular buffer centerred at each observation. There are two problems. First, a suitable buffer size is not always a priori apparent. Secondly, the abrupt cutoff and the indicator weighting scheme that such a buffer imposes is most likely an unrealistic representation of reality. With these ecological considerations in mind, a suitable modification of our model might include the additive component H
where B i denotes the subset of pixels falling within a buffer centerred at location i, N B i is its cardinal and weights ω ij are some function of distance s.t.
k (x i ) terms therefore introduces into the regression equation the spatially weighted mean habitat suitability within an area surrounding each observation. Preliminary experience with this type of enrichment indicates that our EM algorithm (written in R) becomes impractically slow as buffer size increases. Evidently there is a need for faster algorithms and building such improved methods will be the subject of our next efforts. Finally future work will also be undertaken on the crucial and exciting question of incorporating spatial dependence into our model via using a discrete random field as a prior for Z.
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