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Abstract
Free probabilistic considerations of type B first appeared in the paper of Biane, Goodman and Nica
[P. Biane, F. Goodman, A. Nica, Non-crossing cumulants of type B, Trans. Amer. Math. Soc. 355 (2003)
2263–2303]. Recently, connections between type B and infinitesimal free probability were put into evidence
by Belinschi and Shlyakhtenko [S.T. Belinschi, D. Shlyakhtenko, Free probability of type B: Analytic as-
pects and applications, preprint, 2009, available online at www.arxiv.org under reference arXiv:0903.2721].
The interplay between “type B” and “infinitesimal” is also the object of the present paper. We study in-
finitesimal freeness for a family of unital subalgebras A1, . . . ,Ak in an infinitesimal noncommutative
probability space (A, ϕ,ϕ′) and we introduce a concept of infinitesimal non-crossing cumulant functionals
for (A, ϕ,ϕ′), obtained by taking a formal derivative in the formula for usual non-crossing cumulants. We
prove that the infinitesimal freeness of A1, . . . ,Ak is equivalent to a vanishing condition for mixed cumu-
lants; this gives the infinitesimal counterpart for a theorem of Speicher from “usual” free probability. We
show that the lattices NC(B)(n) of non-crossing partitions of type B appear in the combinatorial study of
(A, ϕ,ϕ′), in the formulas for infinitesimal cumulants and when describing alternating products of infinites-
imally free random variables. As an application of alternating free products, we observe the infinitesimal
analogue for the well-known fact that freeness is preserved under compression with a free projection. As an-
other application, we observe the infinitesimal analogue for a well-known procedure used to construct free
families of free Poisson elements. Finally, we discuss situations when the freeness ofA1, . . . ,Ak in (A, ϕ)
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2984 M. Février, A. Nica / Journal of Functional Analysis 258 (2010) 2983–3023can be naturally upgraded to infinitesimal freeness in (A, ϕ,ϕ′), for a suitable choice of a “companion
functional” ϕ′ :A→ C.
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1. Introduction
1.1. The framework of the paper
This paper is concerned with a form of free independence for noncommutative random vari-
ables, which can be called “freeness of type B” or “infinitesimal freeness”, and occurs in relation
to objects of the form{
(A, ϕ,ϕ′), where A is a unital algebra over C
and ϕ,ϕ′ : A → C are linear with ϕ(1A) = 1, ϕ′(1A) = 0. (1.1)
The motivation for considering objects as in (1.1) is three-fold.
(a) This framework generalizes the link-algebra associated to a noncommutative probability
space of type B, in the sense introduced by Biane, Goodman and Nica [2]. One can thus take the
point of view that (1.1) provides us with an enlarged framework for doing “free probability of
type B”. This point of view is justified by the fact that lattices of non-crossing partitions of type B
do indeed appear in the underlying combinatorics – see e.g. Theorem 6.4 below, concerning
alternating products of infinitesimally free random variables.
(b) It turns out to be beneficial to consolidate the functionals ϕ,ϕ′ from (1.1) into only one
functional
ϕ˜ : A → G, ϕ˜ := ϕ + εϕ′, (1.2)
where G denotes the two-dimensional Grassman algebra generated by an element ε which satis-
fies ε2 = 0. Thus G is the extension of C defined as
G = {α + εβ | α,β ∈ C}, (1.3)
with multiplication given by (α1 + εβ1) · (α2 + εβ2) = α1α2 + ε(α1β2 + β1α2), and the structure
from (1.1) could equivalently be treated as{
(A, ϕ˜ ), where A is a unital algebra over C
and ϕ˜ : A → G is C-linear with ϕ˜(1A) = 1. (1.4)
The framework (1.4) was discussed in the PhD thesis of Oancea [6], under the name of “scarce2
G-probability space”. Specifically, Chapter 7 of [6] considers a concept of G-freeness for a fam-
ily of unital subalgebras in a G-probability space, which is defined via a vanishing condition for
mixed G-valued cumulants, and generalizes the concept of freeness of type B from [2].
2 The adjective “scarce” is used in order to distinguish from the concept of “G-probability space” from operator-valued
free probability, where one would require the functional ϕ˜ to be G-linear.
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distribution” (C〈X1, . . . ,Xk〉,μ,μ′) which is exactly as in (1.1), with C〈X1, . . . ,Xk〉 denoting
the algebra of polynomials in noncommuting indeterminates X1, . . . ,Xk . This remarkable paper
brings forth the idea that interesting infinitesimal distributions arise when μ is the limit at 0 and
μ′ is the derivative at 0 for a family of k-variable distributions (μt : C〈X1, . . . ,Xk〉 → C)t∈T ,
where T is a set of real numbers having 0 as accumulation point. As we will show below, this ties
in really nicely with the G-valued cumulant considerations mentioned in (b); indeed, one could
say that [1] puts the ε from (1.3) in its right place – it is a sibling of the ε’s from calculus, only
that instead of just having “ε2 much smaller than ε” one goes for the radical requirement that
ε2 = 0.
Upon consideration, it seems that what goes best with the framework from (1.1) is the “in-
finitesimal” terminology from (c), which is in particular adopted in the next definition. Through-
out the paper some terminology inspired from (a) and (b) will also be used, in the places where
it is suggestive to do so (e.g. when talking about “soul companions for ϕ” in Section 1.3 below).
Definition 1.1. 1o A structure (A, ϕ,ϕ′) as in (1.1) will be called an infinitesimal noncommuta-
tive probability space (abbreviated as incps).
2o Let (A, ϕ,ϕ′) be an incps and let A1, . . . ,Ak be unital subalgebras of A. We will say
that A1, . . . ,Ak are infinitesimally free with respect to (ϕ,ϕ′) when they satisfy the following
condition:
If i1, . . . , in ∈ {1, . . . , k} are such that i1 = i2, i2 = i3, . . . , in−1 = in,
and if a1 ∈ Ai1, . . . , an ∈ Ain are such that ϕ(a1) = · · · = ϕ(an) = 0,
then ϕ(a1 · · ·an) = 0 and
ϕ′(a1 · · ·an) =
⎧⎨⎩
ϕ(a1 an)ϕ(a2 an−1) · · ·ϕ(a(n−1)/2 a(n+3)/2) · ϕ′(a(n+1)/2),
if n is odd and i1 = in, i2 = in−1, . . . , i(n−1)/2 = i(n+3)/2,
0, otherwise.
(1.5)
Recall that in the free probability literature it is customary to use the name noncommutative
probability space for a pair (A, ϕ) where A is a unital algebra over C and ϕ : A → C is linear
with ϕ(1A) = 1. Thus the concept of infinitesimal noncommutative probability space is obtained
by adding to (A, ϕ) another functional ϕ′ as in (1.1). It is also immediate that Definition 1.1.2o
of infinitesimal freeness is obtained by adding the condition (1.5) to the “usual” definition for the
freeness of A1, . . . ,Ak in (A, ϕ) (as appearing e.g. in [10, Definition 2.5.1]).
Definition 1.1.2o is a reformulation of the concept with the same name from Definition 13
of [1]. The relations with [1,2] are discussed more precisely in Section 2 (cf. Remarks 2.8, 2.9).
Section 2 also collects a few miscellaneous properties of infinitesimal freeness that follow
directly from the definition. Most notable among them is that one can easily extend to in-
finitesimal framework the well-known free product construction of noncommutative probabil-
ity spaces (A1, ϕ1) ∗ · · · ∗ (Ak, ϕk), as presented e.g. in Lecture 6 of [5]. More precisely: if
(A1, ϕ1) ∗ · · · ∗ (Ak, ϕk) =: (A, ϕ) and if we are given linear functionals ϕ′i : Ai → C such
that ϕ′i (1A) = 0, 1  i  k, then there exists a unique linear functional ϕ′ : A → C such that
ϕ′ | Ai = ϕ′i , 1  i  k, and such that A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′). (See
Proposition 2.4 below.) The resulting incps (A, ϕ,ϕ′) can thus be taken, by definition, as the free
product of (Ai , ϕi, ϕ′) for 1 i  k.i
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An important tool in the combinatorics of free probability is the family of non-crossing cu-
mulant functionals (κn : An → C)n1 associated to a noncommutative probability space (A, ϕ).
These functionals were introduced in [9]; for a detailed presentation of their basic properties,
see Lecture 11 of [5]. For every n  1, the multilinear functional κn : An → C is defined via a
certain summation formula over the lattice NC(n) of non-crossing partitions of {1, . . . , n}. We
will review the formula for a general κn in Section 3.2, here we only pick a special value of n
that we use for illustration, e.g. n = 3. In this special case one has
κ3(a1, a2, a3) = ϕ(a1a2a3)− ϕ(a1)ϕ(a2a3)− ϕ(a2)ϕ(a1a3)
− ϕ(a3)ϕ(a1a2)+ 2ϕ(a1)ϕ(a2)ϕ(a3), ∀a1, a2, a3 ∈ A. (1.6)
The expression on the right-hand side of (1.6) has 5 terms (premultiplied by integer coefficients3
such as 1,−1, or 2), corresponding to the fact that |NC(3)| = 5.
Let now (A, ϕ,ϕ′) be an incps as in Definition 1.1. Then in addition to the non-crossing
cumulant functionals κn : An → C associated to ϕ we will define another family of multilinear
functionals (κ ′n : An → C)n1, which involve both ϕ and ϕ′. For every n  1, the functional
κ ′n is obtained by taking a formal derivative in the formula for κn, where we postulate that the
derivative of ϕ is ϕ′ and we invoke linearity and the Leibnitz rule for derivatives. For instance for
n = 3 the term ϕ(a1a2a3) on the right-hand side of (1.6) is derivated into ϕ′(a1a2a3), the term
ϕ(a1)ϕ(a2a3) is derivated into ϕ′(a1)ϕ(a2a3) + ϕ(a1)ϕ′(a2a3), etc, yielding the formula for κ ′3
to be
κ ′3(a1, a2, a3) = ϕ′(a1a2a3)− ϕ′(a1)ϕ(a2a3)− ϕ(a1)ϕ′(a2a3)
− ϕ′(a2)ϕ(a1a3)− ϕ(a2)ϕ′(a1a3)− ϕ′(a3)ϕ(a1a2)− ϕ(a3)ϕ′(a1a2)
+ 2ϕ′(a1)ϕ(a2)ϕ(a3)+ 2ϕ(a1)ϕ′(a2)ϕ(a3)+ 2ϕ(a1)ϕ(a2)ϕ′(a3). (1.7)
We will refer to the functionals κ ′n as infinitesimal non-crossing cumulants associated to
(A, ϕ,ϕ′). The precise formula defining them appears in Definition 4.2 below. The passage from
the formula for κn to the one for κ ′n is related to a concept of dual derivation system on a space
of multilinear functionals on A, which is discussed in Section 7 of the paper.
The role of infinitesimal non-crossing cumulants in the study of infinitesimal freeness is de-
scribed in the next theorem.
Theorem 1.2. Let (A, ϕ,ϕ′) be an incps and let A1, . . . ,Ak be unital subalgebras of A. The
following statements are equivalent:
(1) A1, . . . ,Ak are infinitesimally free.
(2) For every n 2, for every i1, . . . , in ∈ {1, . . . , k} which are not all equal to each other, and
for every a1 ∈ Ai1, . . . , an ∈ Ain , one has that κn(a1, . . . , an) = κ ′n(a1, . . . , an) = 0.
3 The meaning of these coefficients is that they are special values of the Möbius function of NC(3), as reviewed more
precisely in Section 3.
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the usual freeness of A1, . . . ,Ak in (A, ϕ) in terms of the cumulants κn (cf. [5, Theorem 11.16]).
In the remaining part of this subsection we point out some other interpretations of the formula
defining κ ′n (all corresponding to one or another of the points of view (a), (b), (c) listed at the
beginning of Section 1.1). The easy verifications required by these alternative descriptions of κ ′n
are shown at the beginning of Section 4.
First of all, one can consider, as in [1], the situation when ϕ,ϕ′ in (1.1) are obtained as the
infinitesimal limit of a family of functionals {ϕt | t ∈ T }. Here T is a subset of R which has 0 as
an accumulation point, every ϕt is linear with ϕt (1A) = 1, and we have
ϕ(a) = lim
t→0ϕt (a) and ϕ
′(a) = lim
t→0
ϕt (a)− ϕ(a)
t
, ∀a ∈ A. (1.8)
(Note that such families {ϕt | t ∈ T } can in fact always be found, e.g. by simply taking ϕt =
ϕ + tϕ′, t ∈ (0,∞).) In such a situation, the formal derivative which leads from κn to κ ′n turns
out to have the same effect as a “ d
dt
” derivative. Consequently, we get the alternative formula
κ ′n(a1, . . . , an) =
[
d
dt
κ(t)n (a1, . . . , an)
]∣∣∣∣
t=0
, (1.9)
where κ(t)n denotes the nth non-crossing cumulant functional of ϕt .
Second of all, it is possible to take a direct combinatorial approach to the functionals κ ′n,
and identify precisely a set of non-crossing partitions which indexes the terms in the summation
defining κ ′n(a1, . . . , an). This set turns out to be
NCZ(B)(n) := {τ ∈ NC(B)(n) ∣∣ τ has a zero-block}, (1.10)
where NC(B)(n) is the lattice of non-crossing partitions of type B of {1, . . . , n} ∪ {−1, . . . ,−n}
(see Section 3.1 for a brief review of this). Hence in a terminology focused on types of non-
crossing partitions, one could call the functionals κn and κ ′n “non-crossing cumulants of type A
and of type B”, respectively. The idea put forth here is that, in some sense, summations over
NCZ(B)(n) appear as “derivatives for summation over NC(n)”. A more refined formula support-
ing this idea is shown in Proposition 7.6 below, in connection to the concept of dual derivation
system.
In the case n = 3 that we are using for illustration, the 10 terms appearing on the right-
hand side of (1.7) are indexed by the 10 partitions with zero-block in NC(B)(3). For example, the
partitions corresponding to the first three terms and the last term from (1.7) are depicted in Fig. 1.
The relation between a partition τ and the corresponding term is easy to follow: the zero-block
Z of τ produces the ϕ′( · · · ) factor, and every pair V,−V of non-zero-blocks of τ produces a
ϕ( · · · ) factor.
Finally (third of all) one can also give a description of κ ′n which corresponds to the “G-
valued” point of view appearing as (b) on the list from Section 1.1. This goes as follows. Let
ϕ˜ = ϕ + εϕ′ : A → G be as in (1.2), and consider the family of C-multilinear functionals
(˜κn : An → G)n1 defined by the same summation formula as for the usual non-crossing cu-
mulant functionals (κn : An → C)n1, only that now we use ϕ˜ instead of ϕ in the summations.
So, for example, for n = 3 we have
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κ˜3(a1, a2, a3) = ϕ˜(a1a2a3)− ϕ˜(a1)ϕ˜(a2a3)− ϕ˜(a2)ϕ˜(a1a3)
− ϕ˜(a3)ϕ˜(a1a2)+ 2ϕ˜(a1)ϕ˜(a2)ϕ˜(a3) ∈ G, ∀a1, a2, a3 ∈ A. (1.11)
It then turns out that the functional κ ′n can be obtained by reading the ε-component of κ˜n.
We take the opportunity to introduce here a piece of terminology from the literature on Grass-
man algebras (see e.g. [3, pp. 1–2]): the complex numbers α,β which give the two components
of a Grassman number γ = α + εβ ∈ G will be called the body and respectively the soul of γ ;
it will come in handy throughout the paper to denote them4 as
α = Bo(γ ), β = So(γ ). (1.12)
This notation will also be used in connection to a G-valued function f defined on some set S –
we define functions Bof and Sof from S to C by
(Bof )(x) = Bo(f (x)), (Sof )(x) = So(f (x)), ∀x ∈ S. (1.13)
Returning then to the functionals κ˜n : An → G from the preceding paragraph, their connection
to the κ ′n (and also to the κn) can be recorded as
Bo κ˜n = κn, So κ˜n = κ ′n, ∀n 1. (1.14)
4 Besides being amusing, “Bo” and “So” give a faithful analogue for the common notations “Re” and “Im” used when
one introduces C as a 2-dimensional algebra over R.
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may be easier to run the corresponding calculation with κ˜n, in G, and only pick soul parts at
the end of the calculation). In particular, this will be useful when proving Theorem 1.2, since
the condition κn(a1, . . . , an) = κ ′n(a1, . . . , an) = 0 from Theorem 1.2(2) amounts precisely to
κ˜n(a1, . . . , an) = 0.
1.3. Using derivations to find “soul companions” for a given ϕ
When studying infinitesimal freeness it may be of interest to consider the situation where we
have fixed a noncommutative probability space (A, ϕ) and a family A1, . . . ,Ak of unital subal-
gebras of A which are free in (A, ϕ). In this situation we can ask: how do we find interesting
examples of functionals ϕ′ : A → C with ϕ′(1A) = 0 and such that A1, . . . ,Ak become infinites-
imally free in (A, ϕ,ϕ′)? A nice name for such functionals ϕ′ is suggested by the G-valued point
of view described in Section 1.1: since ϕ and ϕ′ are the body part and respectively the soul
part of the consolidated functional ϕ˜ : A → G, one may say that we are looking for a suitable
soul companion ϕ′ for the given “body functional” ϕ (and in reference to the given subalgebras
A1, . . . ,Ak).
Let us note that the remark made at the end of Section 1.1 can be interpreted as a state-
ment about soul companions. Indeed, this remark says that if (A, ϕ) is the free product of
(A1, ϕ1), . . . , (Ak, ϕk), then a ϕ′ from the desired set of soul companions is parametrized pre-
cisely by a family of linear functionals ϕ′i : Ai → C such that ϕ′i (1A) = 0, 1 i  k.
The point we follow here, with inspiration from [1], is that some interesting recipes to con-
struct “soul companions” for a given ϕ : A → C arise from ideas pertaining to differentiability.
This is intimately related to the fact that κ ′n is a formal derivative for κn, hence to equations of
the form
dn(κn) = κ ′n, ∀n 1,
where (dn)n1 is a dual derivation system on A. Indeed, suppose we are given a derivation
D : A → A; then one has a natural dual derivation system associated to it, which acts by
(dnf )(a1, . . . , an) =
n∑
m=1
f
(
a1, . . . , am−1,D(am), am+1, . . . , an
)
, (1.15)
for f : An → C multilinear and a1, . . . , an ∈ A. By using the dn from (1.15), we obtain the
following theorem.
Theorem 1.3. Let (A, ϕ,ϕ′) be an incps, and let (κn)n1, (κ ′n)n1 be the families of non-crossing
and respectively of infinitesimal non-crossing cumulant functionals associated to this incps. Sup-
pose D : A → A is a derivation with the property that ϕ′ = ϕ ◦ D. Then for every n  1 and
a1, . . . , an ∈ A one has
κ ′n(a1, . . . , an) =
n∑
m=1
κn
(
a1, . . . , am−1,D(am), am+1, . . . , an
)
. (1.16)
Moreover, when combined with Theorem 1.2, the formula for infinitesimal cumulants ob-
tained in (1.16) has the following immediate consequence.
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subalgebras of A which are free in (A, ϕ). Suppose we found a derivation D : A → A such that
D(Ai ) ⊆ Ai for every 1  i  k. Then A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′), where
ϕ′ = ϕ ◦D.
For comparison, let us also look at the parallel statement arising in connection to infinitesimal
limits. This is essentially the same as Remark 15 from [1], and goes as follows.
Proposition 1.5. Let (A, ϕ) be a noncommutative probability space, and let A1, . . . ,Ak be unital
subalgebras of A which are free in (A, ϕ). Suppose we found a family of linear functionals
(ϕt : A → C)t∈T with ϕt (1A) = 1 for every t ∈ T (where T ⊆ R has 0 as an accumulation
point), and such that the following conditions are fulfilled:
(i) A1, . . . ,Ak are free in (A, ϕt ) for every t ∈ T .
(ii) limt→0 ϕt (a) = ϕ(a), for every a ∈ A.
(iii) The limit ϕ′(a) := limt→0(ϕt (a)− ϕ(a))/t exists, for every a ∈ A.
Then A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′), where ϕ′ : A → C is defined by condi-
tion (iii).
A natural example accompanying Proposition 1.5 comes in connection to-convolution pow-
ers of joint distributions of k-tuples (cf. Example 8.9 below). In Section 8 we also discuss a couple
of natural situations when Corollary 1.4 applies (cf. Example 8.7).
1.4. Outline of the rest of the paper
Besides the introduction, the paper has seven other sections. In Section 2 we collect some basic
properties of infinitesimal freeness, and we discuss the relations between Definition 1.1 and the
frameworks of [1,2]. Section 3 is a review of background concerning non-crossing partitions and
non-crossing cumulants. In Section 4 we introduce the non-crossing infinitesimal cumulants, we
verify the equivalence between their various alternative descriptions, and we prove Theorem 1.2.
Sections 5 and 6 address the topic of alternating products of infinitesimally free random vari-
ables. Section 5 uses this topic to illustrate a “generic” method to obtain infinitesimal analogues
for known results in usual free probability: one replaces C by G in the proof of the original result,
then one takes the soul part in the G-valued statement that comes out. By using this method we
obtain the infinitesimal versions of two important facts related to alternating products that were
originally found in [4] – one of them is about compressions by free projections, the other con-
cerns a method of constructing free families of free Poisson elements. In Section 6 we remember
that the concept of incps has its origins in the considerations “of type B” from [2], and we look
at how the essence of these considerations persists in the framework of the present paper. The
main point of the section is that, when taking the soul part of the G-valued formulas for alter-
nating products of infinitesimally free random variables, one does indeed obtain nice analogues
of type B (with summations over NC(B)(n)) for the type A formulas. In particular, this offers
another explanation for why the infinitesimal cumulant functional κ ′n can be described by using
a summation formula over NCZ(B)(n).
In Section 7 we return to the point of view of treating κ ′n as a derivative of the usual non-
crossing cumulant functional κn, and we discuss the related concept of dual derivation system
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from the above Section 1.3. In particular, we show how the dual derivation system provided by a
derivation D : A → A leads to the setting for infinitesimal freeness from Corollary 1.4. Section 8
(and the paper) concludes with a couple of examples related to the settings of Corollary 1.4 and
of Proposition 1.5.
2. Basic properties of infinitesimal freeness
In this section we collect some basic properties of infinitesimal freeness, and we discuss the
relations between Definition 1.1 and the frameworks from [1,2].
Definition 2.1. Here are some standard variations of Definition 1.1.
1o The concept of infinitesimal freeness carries over to ∗-algebras. More precisely, we will
use the name ∗-incps for an incps (A, ϕ,ϕ′) where A is a unital ∗-algebra and where
(i) ϕ is positive definite, that is, ϕ(a∗a) 0, ∀a ∈ A;
(ii) ϕ′ is selfadjoint, that is, ϕ′(a∗) = ϕ′(a), ∀a ∈ A.
2o Another standard variation of the definitions is that infinitesimal freeness can be considered
for arbitrary subsets of A (which don’t have to be subalgebras). So if (A, ϕ,ϕ′) is an incps
(respectively a ∗-incps) and if X1, . . . ,Xk are subsets of A, then we will say that X1, . . . ,Xk are
infinitesimally free (respectively infinitesimally ∗-free) when the unital subalgebras (respectively
∗-subalgebras) generated by X1, . . . ,Xk are so.
Remark 2.2. Let (A, ϕ) be a noncommutative probability space and let A1, . . . ,Ak be unital
subalgebras of A which are free in (A, ϕ). Let us denote M := Alg(A1 ∪· · ·∪Ak) (the subalge-
bra of A generated by A1 ∪· · ·∪Ak). It is easy to see (cf. Remark 2.5.2 in [10] or Examples 5.15
in [5]) that the way how ϕ acts on M can be reconstructed from the restrictions ϕ | Ai , 1 i  k.
The simplest illustration for how this works is provided by the formula
ϕ(ab) = ϕ(a)ϕ(b), ∀a ∈ Ai1, b ∈ Ai2, with i1 = i2, (2.1)
which is obtained by expanding the product and then collecting terms in the equation
ϕ((a − ϕ(a)1A) · (b − ϕ(b)1A)) = 0.
A similar phenomenon turns out to take place when dealing with infinitesimal freeness: the
way how ϕ′ acts on Alg(A1 ∪ · · · ∪ Ak) can be reconstructed from the restrictions of ϕ and of ϕ′
to Ai , 1 i  k. For example, the counterpart of Eq. (2.1) says that
ϕ′(ab) = ϕ′(a)ϕ(b)+ ϕ(a)ϕ′(b), ∀a ∈ Ai1, b ∈ Ai2, where i1 = i2. (2.2)
This is obtained by expanding the product and then collecting terms in the equation
ϕ′((a − ϕ(a)1A) · (b − ϕ(b)1A)) = 0 (which is a particular case of Eq. (1.5)), and by taking
into account that ϕ′(1A) = 0.
We leave it as an easy exercise to the reader to verify that the similar calculation for an alter-
nating product of 3 factors (which makes a more involved use of Eq. (1.5)) leads to the formula
ϕ′(a1ba2) = ϕ′(a1a2)ϕ(b)+ ϕ(a1a2)ϕ′(b), for a1, a2 ∈ Ai1, b ∈ Ai2, with i1 = i2. (2.3)
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subalgebras A1, . . . ,Ak ⊆ A are free in (A, ϕ) and if ϕ | Ai is a trace for every 1 i  k, then ϕ
is a trace on Alg(A1 ∪ · · · ∪ Ak). This too extends to the infinitesimal framework: if A1, . . . ,Ak
are infinitesimally free in (A, ϕ,ϕ′) and if ϕ | Ai , ϕ′ | Ai are traces for every 1  i  k, then
ϕ and ϕ′ are traces on Alg(A1 ∪ · · · ∪ Ak). Rather than writing an ad-hoc proof of this fact
based directly on Definition 1.1, we find it more instructive to do this by using cumulants – see
Proposition 4.11 below.
We next move to describing the free product of infinitesimal noncommutative probability
spaces announced at the end of Section 1.1.
Proposition 2.4. Let (A1, ϕ1), . . . , (Ak, ϕk) be noncommutative probability spaces, and consider
the free product (A, ϕ) = (A1, ϕ1)∗· · ·∗(Ak, ϕk) (as described e.g. in Lecture 6 of [5]). Suppose
that for every 1 i  k we are given a linear functional ϕ′i : Ai → C such that ϕ′i (1A) = 0. Then
there exists a unique linear functional ϕ′ : A → C such that ϕ′ | Ai = ϕ′i , 1  i  k, and such
that A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′).
Proof. We start by reviewing a few basic facts and notations related to (A, ϕ). Each of
A1, . . . ,Ak is identified as a unital subalgebra of A, such that ϕ | Ai = ϕi . For 1  i  k
we denote Aoi = {a ∈ Ai | ϕ(a) = 0}, and for every n  1 and 1  i1, . . . , in  k such that
i1 = i2, . . . , in−1 = in we put
Wi1,...,in := span
{
a1 · · ·an
∣∣ a1 ∈ Aoi1, . . . , an ∈ Aoin}. (2.4)
It is known that Wi1,...,in is canonically isomorphic to the tensor product Aoi1 ⊗ · · ·⊗Aoin , via the
identification a1 · · ·an  a1 ⊗ · · · ⊗ an, for a1 ∈ Aoi1, . . . , an ∈ Aoin . Moreover it is known that
the spaces Wi1,...,in defined in (2.4) realize a direct sum decomposition of the kernel of ϕ. (See
[5, pp. 81–84].)
Due to the direct sum decomposition mentioned above, we may define the required functional
ϕ′ by separately prescribing its behaviour at 1A and on each of the subspaces Wi1,...,in . We put
ϕ′(1A) := 0. We also prescribe ϕ′ to be 0 on Wi1,...,in whenever n is even, and whenever n is odd
but it is not true that im = in+1−m for all 1m (n− 1)/2. Suppose next that n = 2m− 1, odd,
and that the indices i1, . . . , in are such that i1 = i2m−1, i2 = i2m−2, . . . , im−1 = im+1. By using
the identification Wi1,...,in  Aoi1 ⊗ · · · ⊗ Aoin it is immediate that we can define a linear map onWi1,...,in by the requirement that
a1 · · ·a2m−1 → ϕi1(a1a2m−1)ϕi2(a2a2m−2) · · ·ϕim−1(am−1am+1) · ϕ′im(am),
for every a1 ∈ Aoi1, . . . , an ∈ Aoin ; we take this as the prescription for how ϕ′ is to act on Wi1,...,in .
Directly from Definition 1.1 it is immediate that, with ϕ′ : A → C defined as in the preced-
ing paragraph, A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′). The uniqueness of ϕ′ with this
property is also immediate. 
Definition 2.5. Let (A1, ϕ1, ϕ′1), . . . , (Ak, ϕk,ϕ′k) be infinitesimal noncommutative probability
spaces. We define their free product to be (A, ϕ,ϕ′) where (A, ϕ) = (A1, ϕ1)∗ · · · ∗ (Ak, ϕk) and
where ϕ′ : A → C is the functional provided by Proposition 2.4.
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probability spaces. Then so is the free product (A, ϕ) (see [5, Theorem 6.13]). If moreover each
of the functionals ϕ′i : Ai → C given in Proposition 2.4 is selfadjoint, then it is easily checked
that the resulting functional ϕ′ : A → C is selfadjoint too. Hence if in Definition 2.5 each of
(Ai , ϕi, ϕ′i ) is a ∗-incps, then the free product (A, ϕ,ϕ′) is a ∗-incps as well.
Example 2.7. For an illustration of the above, we look at a simple example where the spaces
Wi1,...,in are all 1-dimensional. Consider the k-fold free product group Z2 ∗ · · · ∗Z2 and let ϕ be
the canonical trace on the group algebra A := C[Z2 ∗ · · · ∗Z2]. So A is a unital ∗-algebra freely
generated by k unitaries u1, . . . , uk of order 2, and has a linear basis B given by
B = {1A} ∪
{
ui1 · · ·uin
∣∣∣∣ n 1, 1 i1, . . . , in  k,with i1 = i2, . . . , in−1 = in
}
. (2.5)
The linear functional ϕ : A → C acts on the basis B by
ϕ(1A) = 1, and ϕ(b) = 0, ∀b ∈ B \ {1A}.
It is easy to verify (see e.g. Lecture 6 in [5]) that we have (A, ϕ) = (A1, ϕ1) ∗ · · · ∗ (Ak, ϕk),
where for 1 i  k we denote Ai = span{1A, ui} (2-dimensional ∗-subalgebra of A), and where
ϕi := ϕ | Ai . The direct sum decomposition of A with respect to this free product structure
simply has
Wi1,...,in = 1-dimensional space spanned by ui1 · · ·uin,
for every n 1 and every alternating sequence i1, . . . , in as described in (2.5).
Now let ϕ′i : Ai → C be linear functionals such that ϕ′i (1A) = 0, 1  i  k. Clearly, these
functionals are determined by the values
ϕ′1(u1) =: α′1, . . . , ϕ′k(uk) =: α′k.
The free product extension ϕ′ : A → C then acts by
ϕ′(ui1 · · ·uin) =
{
α′im, if n = 2m− 1 and i1 = i2m−1, . . . , im−1 = im+1,
0, otherwise.
(2.6)
Note that formula (2.6) looks particularly nice in the case when k = 2 – indeed, in this case the
requirement that i1 = i2m−1, . . . , im−1 = im+1 is automatically satisfied whenever n = 2m − 1
and i1, . . . , in are as in (2.5).
Remark 2.8. (Relation to [1]). Definition 13 of [1] introduces a concept of infinitesimal freeness
for unital subalgebras A1,A2 ⊆ A in an incps (A,μ,μ′). As explained there (immediately fol-
lowing to Definition 13), this amounts to two requirements: that A1,A2 are free in (A,μ), and
that they satisfy the following additional condition:
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((
p1 −μ(p1)1A
) · · · (pn −μ(pn)1A))
=
n∑
m=1
μ
((
p1 −μ(p1)1A
) · · ·μ′(pm) · · · (pn −μ(pn)1A)) (2.7)
for p1 ∈ Ai1, . . . , pn ∈ Ain , where i1 = i2, . . . , in−1 = in. By denoting pm − μ(pm)1A =: qm
and by taking into account that μ′(qm) = μ′(pm), 1  m  n, one sees that condition (2.7) is
equivalent to its particular case requesting that
μ′(q1 · · ·qn) =
n∑
m=1
μ(q1 · · ·qm−1qm+1 · · ·qn) ·μ′(qm) (2.8)
for q1 ∈ Ai1, . . . , qn ∈ Ain , where i1 = i2, . . . , in−1 = in and where μ(q1) = · · · = μ(qn) = 0.
But now, let A1,A2 be unital subalgebras of A which are free in (A,μ). A standard calcu-
lation from usual free probability (see e.g. [5, Lemma 5.18 on p. 73]) says that, with q1, . . . , qn
as in (2.8), one has μ(q1 · · ·qm−1qm+1 · · ·qn) = 0 unless it is true that m − 1 = n − m and that
im−1 = im+1, im−2 = im+2, . . . , i1 = in; moreover, if the latter conditions are satisfied, then
μ(q1 · · ·qm−1qm+1 · · ·qn) = μ(qm−1qm+1)μ(qm−2qm+2) · · ·μ(q1qn).
This clearly implies that the sum on the right-hand side of (2.8) has at most one term which is
different from 0; and moreover, when such a term exists, it is exactly as described in Eq. (1.5) of
Definition 1.1.
Hence, modulo an immediate reformulation, the concept of infinitesimal freeness from [1] is
the same as the one used in this paper (which justifies the fact that we are calling it by the same
name).
Remark 2.9. (Relation to [2]). A noncommutative probability space of type B is defined in [2]
as a system (A, ϕ,V, f,Φ), where (A, ϕ) is a noncommutative probability space, V is a com-
plex vector space, f : V → C is a linear functional, and Φ : A × V × A → V is a two-sided
action. We will write for short aξb and respectively aξ , ξb instead of Φ(a, ξ, b) and respectively
Φ(a, ξ,1A), Φ(1A, ξ, b), for a, b ∈ A and ξ ∈ V . Let A1, . . . ,Ak be unital subalgebras of A and
let V1, . . . ,Vk be linear subspaces of V , such that Vi is closed under the two-sided action of Ai ,
1 i  k. Definition 7.2 of [2] introduces a concept of what it means for (A1,V1), . . . , (Ak,Vk)
to be free in (A, ϕ,V, f,Φ). This amounts to two requirements: that A1, . . . ,Ak are free in
(A, ϕ), and that the following additional condition is satisfied:
f (am . . . a1ξb1 . . . bn) =
⎧⎨⎩
ϕ(a1b1) · · ·ϕ(anbn)f (ξ),
if m = n and i1 = j1, . . . , in = jn,
0, otherwise,
(2.9)
holding for m,n 0 and a1 ∈ Ai1, . . . , am ∈ Aim , b1 ∈ Aj1, . . . , bn ∈ Ajn , ξ ∈ Vh, where any
two consecutive indices among im, . . . , i1, h, j1, . . . , jn are different from each other, and where
ϕ(am) = · · · = ϕ(a1) = 0 = ϕ(b1) = · · · = ϕ(bn).
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product M = A × V endowed with the natural structure of complex vector space and with mul-
tiplication
(a, ξ) · (b, η) = (ab, aη + ξb), ∀a, b ∈ A, ξ, η ∈ V . (2.10)
If we define ψ,ψ ′ : M → C by
ψ
(
(a, ξ)
) := ϕ(a), ψ ′((a, ξ)) := f (ξ), ∀(a, ξ) ∈ M, (2.11)
then (M,ψ,ψ ′) becomes an incps. Let again A1, . . . ,Ak be unital subalgebras of A and
V1, . . . ,Vk be linear subspaces of V such that Vi is closed under the two-sided action of Ai ,
1  i  k. Then M1 := A1 × V1, . . . , Mk := Ak × Vk are unital subalgebras of the link-
algebra M, and we claim that⎛⎝ (A1,V1), . . . , (Ak,Vk)are free in (A, ϕ,V, f,Φ),
in the sense of [2]
⎞⎠ ⇔
⎛⎝M1, . . . ,Mk are inf. freein (M,ψ,ψ ′), in the
sense of Definition 1.1
⎞⎠ . (2.12)
In order to prove the implication “⇐” in (2.12), we only have to write
f (am . . . a1ξb1 . . . bn) = ψ ′
(
(am,0V ) · · · (a1,0V ) · (0A, ξ) · (b1,0V ) · · · (bn,0V )
)
and then invoke Eq. (1.5). For the implication “⇒”, consider some elements (a1, ξ1) ∈ Mi1 ,
. . . , (an, ξn) ∈ Min where i1 = i2, . . . , in−1 = in and where ψ((a1, ξ1)) = · · · =
ψ((an, ξn)) = 0 (which just means that ϕ(a1) = · · · = ϕ(an) = 0). By using how the multi-
plication on M and how ψ ′ are defined, we see that
ψ ′
(
(a1, ξ1) · · · (an, ξn)
)= n∑
m=1
f (a1 · · ·am−1ξmam+1 · · ·an). (2.13)
But because of (2.9), at most one term in the sum on the right-hand side of (2.13) can be
different from 0; moreover such a term can only occur for m = (n + 1)/2, if (n is odd and)
i1 = i2m−1, . . . , im−1 = im+1. Finally, if the latter equalities of indices are satisfied, then the
unique term left in the sum from (2.13) is ϕ(a1a2m−1) · · ·ϕ(am−1am+1)f (ξm), and the condi-
tions defining the infinitesimal freeness of M1, . . . ,Mk in (M,ψ,ψ ′) follow.
Hence, by focusing on the link-algebra, one can incorporate the freeness of type B from [2]
into the framework of this paper.
3. Background on non-crossing partitions and non-crossing cumulants
3.1. Non-crossing partitions
Notation 3.1. We will use the standard conventions of notation concerning non-crossing parti-
tions (as they appear for instance in Lecture 9 of [5]). So for a positive integer n we denote by
NC(n) the set of all non-crossing partitions of {1, . . . , n}. We will use the abbreviation “V ∈ π”
for “V is a block of π”, and the number of blocks of π ∈ NC(n) will be denoted as |π |. On
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we write “π  ρ” to mean that every block of ρ is a union of blocks of π . The minimal and
maximal element of (NC(n),) are denoted by 0n (the partition of {1, . . . , n} into n blocks of
1 element each) and respectively 1n (the partition of {1, . . . , n} into 1 block of n elements). It is
easy to see that (NC(n),) is a lattice, i.e. that every π,ρ ∈ NC(n) have a join (smallest common
upper bound) and a meet (largest common lower bound), which will be denoted by π ∨ ρ and
π ∧ ρ, respectively.
Remark 3.2. A block W of a partition π ∈ NC(n) is called an interval-block if it is of the form
W = [p,q] ∩Z for some 1 p  q  n. Every non-crossing partition has interval-blocks, and it
is actually easy to check that the following stronger statement holds: let π be in NC(n), let V be
a block of π , and let i < j be two elements of V which are consecutive in V (in the sense that
(i, j) ∩ V = ∅). If j = i + 1 (hence the interval (i, j) contains some integers) then there exists
an interval-block W of π such that W ⊆ (i, j).
Notation 3.3. The lattice of non-crossing partitions of type B of 2n elements will be denoted by
NC(B)(n). Following the paper of Reiner [8] where NC(B)(n) was introduced, it is customary to
denote the 2n elements that are being partitioned as 1, . . . , n and −1, . . . ,−n, taken in the order
1 < · · · < n < −1 < · · · < −n. So let NC(±n) denote the lattice of all non-crossing partitions of
the ordered set {1, . . . , n} ∪ {−1, . . . ,−n}. (NC(±n) is thus just a copy of NC(2n), where one
puts different labels on some of the 2n points that are being partitioned.) Then NC(B)(n) consists
of those partitions τ ∈ NC(±n) which have the symmetry property that
(V is a block of τ) ⇒ (−V is a block of τ)
(with −V := {−v | v ∈ V } ⊆ {1, . . . , n} ∪ {−1, . . . ,−n}). NC(B)(n) inherits from NC(±n) the
partial order by reverse refinement, and is closed under the operations ∨,∧, hence is a sublattice
of NC(±n). Note also that NC(B)(n) contains the minimal and maximal elements of NC(B)(n),
which will be denoted as 0±n and 1±n, respectively.
A block Z of a partition τ ∈ NC(B)(n) is called a zero-block when it satisfies the condition
Z = −Z. The set {τ ∈ NC(B)(n) | τ has zero-blocks} will be denoted by NCZ(B)(n). Due to
the non-crossing property, it is immediate that every τ ∈ NCZ(B)(n) has exactly one zero-block
(hence it is justified to talk about “the zero-block” of τ ).
Remark 3.4 (Kreweras complementation). An important ingredient in the study of the lattice
NC(n) is a special anti-automorphism Kr : NC(n) → NC(n), called the Kreweras complemen-
tation map (see [5, pp. 147–148]). Since NC(±n)  NC(2n), one also has such a map Kr on
NC(±n). (All occurrences of Kreweras complementation maps in this paper will be denoted in
the same way, by “Kr”.) Moreover, the sublattice NC(B)(n) ⊆ NC(±n) turns out to be invariant
under the Kr map of NC(±n), hence one can talk about the Kreweras complementation map on
NC(B)(n) as well. It is easily checked that Kr : NC(B)(n) → NC(B)(n) maps the sets NCZ(B)(n)
and NC(B)(n) \ NCZ(B)(n) bijectively onto each other (see Section 1.2 of [2]).
Remark 3.5 (Absolute value map). Let Abs : {1, . . . , n} ∪ {−1, . . . ,−n} → {1, . . . , n} denote the
absolute value map sending ±i to i for 1 i  n. In [2] it was observed that it makes sense to
extend the concept of “absolute value” to non-crossing partitions. That is, for τ ∈ NC(B)(n) it
makes sense to define Abs(τ ) ∈ NC(n) to be the partition of {1, . . . , n} into blocks of the form
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Abs : NC(B)(n) → NC(n) so defined is an (n + 1)-to-1 map, and explains precisely how to find
the n+ 1 partitions in Abs−1(π), for a given π ∈ NC(n). A part of this result which is important
for the present paper is that for every π ∈ NC(n) and V ∈ π there exists a unique τ ∈ NCZ(B)(n)
such that Abs(τ ) = π and such that the zero-block Z of τ has Abs(Z) = V . Clearly, this can be
rephrased by saying that we have a bijection⎧⎪⎨⎪⎩
NCZ(B)(n) → {(π,V ) ∣∣ π ∈ NC(n), V ∈ π}
τ → (Abs(τ ),Abs(Z)),
where Z := the unique zero-block of τ .
(3.1)
Moreover, for every π ∈ NC(n), the n + 1 − |π | partitions in Abs−1(π) that are not accounted
by (3.1) are all from NC(B)(n) \ NCZ(B)(n), and are naturally indexed by the blocks of Kr(π).
For the explanation of how this happens, we refer to the Remark on p. 2270 of [2].
Remark 3.6 (Möbius functions). We will use the notation “Möb(A)” for the Möbius functions
of the lattices NC(n). The value Möb(A)(π,ρ) for π  ρ in NC(n) can be given explicitly, as a
product of signed Catalan numbers (see [5, p. 163]). In the present paper we will not need the
concrete values Möb(A)(π,ρ), but only the Möbius inversion formula; this says that if we have
two families of vectors {fπ | π ∈ NC(n)} and {gπ | π ∈ NC(n)} in the same vector space over C,
then the relations
gρ =
∑
π∈NC(n),πρ
fπ , ∀ρ ∈ NC(n) (3.2)
are equivalent to
fρ =
∑
π∈NC(n),πρ
Möb(A)(π,ρ) · gπ , ∀ρ ∈ NC(n). (3.3)
We will use the notation “Möb(B)” for the Möbius functions of the lattices NC(B)(n). The
explicit values Möb(B)(σ, τ ) for σ  τ in NC(B)(n) can be read off from the considerations in
Section 3 of [8]. Here we will only need a simple connection between the types A and B, saying
that (
σ  τ in NCZ(B)(n)
)⇒ Möb(B)(σ, τ ) = Möb(A)(Abs(σ ),Abs(τ )). (3.4)
For the proof of (3.4) one observes that Abs gives a poset isomorphism between the in-
tervals [σ, τ ] ⊆ NC(B)(n) and [Abs(σ ),Abs(τ )] ⊆ NC(n), then uses the fact that the values
Möb(B)(σ, τ ) and Möb(A)(Abs(σ ),Abs(τ )) only depend on the isomorphism classes (in the cat-
egory of posets) of these intervals.
3.2. Non-crossing cumulants, in the usual C-valued setting
The following notation for “restrictions of n-tuples” will be used throughout the whole paper.
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a non-empty subset of {1, . . . , n}, with v1 < · · · < vm. Then we denote
(a1, . . . , an) | V := (av1, . . . , avm) ∈ Am. (3.5)
Definition 3.8. Let (A, ϕ) be a noncommutative probability space. The multilinear functionals
(κn : An → C)n1 defined by
κn(a1, . . . , an) =
∑
π∈NC(n)
(
Möb(A)(π,1n) ·
∏
V∈π
ϕ|V |
(
(a1, . . . , an)
∣∣ V )),
for n 1 and a1, . . . , an ∈ A (3.6)
(with ϕ|V | as in Remark 3.10 below) are called the non-crossing cumulant functionals associated
to (A, ϕ).
The importance of non-crossing cumulants for free probability theory comes from the follow-
ing theorem, originally found in [9] (see also the detailed presentation in Lecture 11 of [5]).
Theorem 3.9. Let (A, ϕ) be a noncommutative probability space and let A1, . . . ,Ak be unital
subalgebras of A. The following statements are equivalent:
(1) A1, . . . ,Ak are free.
(2) For every n 2, for every i1, . . . , in ∈ {1, . . . , k} which are not all equal to each other, and
for every a1 ∈ Ai1, . . . , an ∈ Ain , one has that κn(a1, . . . , an) = 0.
Remark 3.10. Let (A, ϕ) be a noncommutative probability space. For every n 1 let us consider
the multiplication map
Multn : An → A, Multn(a1, . . . , an) = a1 · · ·an, (3.7)
and let us denote ϕn := ϕ ◦ Multn. The multilinear functionals (ϕn)n1 are called the moment
functionals of (A, ϕ). For every n 1 and π ∈ NC(n) let us next define a multilinear functional
ϕ
(A)
π : An → C by5
ϕ(A)π (a1, . . . , an) :=
∏
V∈π
ϕ|V |
(
(a1, . . . , an)
∣∣ V ), a1, . . . , an ∈ A. (3.8)
Then Definition 3.8 can be rephrased as saying that
κn =
∑
π∈NC(n)
Möb(A)(π,1n) · ϕ(A)π ∈Mn, (3.9)
5 The superscript “(A)” is used in anticipation of the fact that some multilinear functionals ϕ(B)τ with τ ∈ NC(B)(n)
will appear in Section 6 of the paper.
M. Février, A. Nica / Journal of Functional Analysis 258 (2010) 2983–3023 2999where Mn denotes the vector space of multilinear functionals from An to C. Moreover, if for
every π ∈ NC(n) we introduce (by analogy with (3.8)) a functional κ(A)π ∈Mn defined by
κ(A)π (a1, . . . , an) :=
∏
V∈π
κ|V |
(
(a1, . . . , an)
∣∣ V ), a1, . . . , an ∈ A, (3.10)
then it is not hard to see that the formula (3.9) for κn extends to
κ(A)ρ =
∑
π∈NC(n),πρ
Möb(A)(π,ρ) · ϕ(A)π , ∀ρ ∈ NC(n). (3.11)
Thus for a given n  1, the families of functionals {κ(A)π | π ∈ NC(n)} and {ϕ(A)π | π ∈ NC(n)}
are exactly as in the above Remark 3.6. Eq. (3.11) and its equivalent counterpart which expresses
ϕ
(A)
ρ as the sum of the functionals {κ(A)π | π  ρ} go under the name of non-crossing moment-
cumulant formulas for (A, ϕ).
3.3. Non-crossing cumulants in the G-valued setting
Remark 3.11. We will work with the Grassman algebra G from Section 1.1, and with the maps
Bo,So : G → C defined in Section 1.2. It is immediate that the multiplication of G is commu-
tative, and that the “body” map Bo : G → C is a homomorphism of unital algebras. Concerning
how the “soul” map So behaves with respect to multiplication, we record the immediately veri-
fied formula
So(γ1 · · ·γn) =
n∑
i=1
(
So(γi) ·
∏
jn,
j =i
Bo(γj )
)
, ∀n 1, ∀γ1, . . . , γn ∈ G. (3.12)
Notation 3.12. For the rest of this subsection we fix a pair (A, ϕ˜ ) where A is a unital algebra
over C and ϕ˜ : A → G is C-linear with ϕ˜(1A) = 1. In connection to this ϕ˜ we will repeat all the
constructions of functionals described in Remark 3.10, with the only difference that the range
space of these functionals is now G. So for every n  1 we put ϕ˜n = ϕ˜ ◦ Multn : An → G,
where Multn : An → A is the same as in Equation (3.7). Then for every π ∈ NC(n) we define
ϕ˜π : An → G by
ϕ˜π (a1, . . . , an) :=
∏
V∈π
ϕ˜|V |
(
(a1, . . . , an)
∣∣ V ), a1, . . . , an ∈ A. (3.13)
This is followed by defining a family of cumulant functionals (˜κn : An → G)n1, where
κ˜n =
∑
π∈NC(n)
Möb(A)(π,1n) · ϕ˜π , n 1. (3.14)
Finally, for every π ∈ NC(n) we define κ˜π : An → G by
κ˜π (a1, . . . , an) :=
∏
κ˜|V |
(
(a1, . . . , an)
∣∣ V ), a1, . . . , an ∈ A. (3.15)
V∈π
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tionals {˜κπ | π ∈ NC(n)} and {ϕ˜π | π ∈ NC(n)} are related by moment-cumulant formulas (i.e.
by summation formulas as shown in Eqs. (3.2), (3.3) of Remark 3.6). We only record here the
special case of moment-cumulant formula which expresses ϕ˜1n as a sum of cumulant functionals,
and thus says that
ϕ˜(a1 · · ·an) =
∑
π∈NC(n)
κ˜π (a1, . . . , an) ∈ G, ∀a1, . . . , an ∈ A. (3.16)
Remark 3.13. A natural question concerning (A, ϕ˜ ) is whether the analogue of Theorem 3.9
holds in this framework. As will be explained in detail in Remark 4.9 below, both conditions (1)
and (2) from the statement of Theorem 3.9 can be faithfully transcribed in the context of (A, ϕ˜ ),
but then they are no longer equivalent to each other – the implication (2) ⇒ (1) still holds, but
its converse does not.
In the remaining part of this subsection we will point out two other facts from the theory
of usual non-crossing cumulants where (unlike for Theorem 3.9) both the statement and the
proof can be transcribed without any problems from usual C-valued framework to the G-valued
framework of (A, ϕ˜ ).
Proposition 3.14. One has that κ˜n(a1, . . . , an) = 0 whenever n  2, a1, . . . , an ∈ A, and there
exists 1m n such that am ∈ C1A.
Proof. This is the analogue of Proposition 11.15 in [5]. It is straightforward (left to the reader)
to see that the proof shown on p. 182 of [5] goes without any changes to the G-valued frame-
work. 
Proposition 3.15. Let x1, . . . , xs be in A and consider some products of the form
a1 = x1 · · ·xs1, a2 = xs1+1 · · ·xs2, . . . , an = xsn−1+1 · · ·xsn,
where 1 s1 < s2 < · · · < sn = s. Then
κ˜n(a1, . . . , an) =
∑
π∈NC(s) such
that π∨θ=1s
κ˜π (x1, . . . , xs), (3.17)
where θ ∈ NC(s) is the partition with interval blocks {1, . . . , s1}, {s1 + 1, . . . , s2}, . . . ,
{sn−1 + 1, . . . , sn}.
Proof. This is the analogue of Theorem 11.20 in [5], and the proof of this theorem (as shown on
pp. 178–180 of [5]) goes without any changes to the G-valued framework. 
4. Infinitesimal cumulants and the proof of Theorem 1.2
Notation 4.1. Throughout this whole section we fix an incps (A, ϕ,ϕ′). We will use the notation
“κn” for the non-crossing cumulant functionals associated to ϕ, as described in Section 3.2.
Moreover, we will denote, same as in the introduction:
ϕ˜ = ϕ + εϕ′ : A → G
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are associated to ϕ˜ as in Section 3.3.
Definition 4.2. For every n 1, consider the multilinear functional κ ′n : An → C defined by the
formula
κ ′n(a1, . . . , an)
=
∑
π∈NC(n)
∑
V∈π
[
Möb(π,1n)ϕ′|V |
(
(a1, . . . , an)
∣∣ V ) · ∏
W∈π
W =V
ϕ|W |
(
(a1, . . . , an) | W
)]
, (4.1)
for a1, . . . , an ∈ A. The functionals κ ′n will be called infinitesimal non-crossing cumulant func-
tionals associated to (A, ϕ,ϕ′).
A moment’s thought shows that Eq. (4.1) is indeed obtained from the formula (3.6) defin-
ing κn, where one uses the formal derivation procedure announced in Section 1.2 of the intro-
duction.
We next make precise (in Propositions 4.3, 4.5 and Remark 4.4) the equivalence between
Definition 4.2 and the other facets of κ ′n that were mentioned in Section 1.2.
Proposition 4.3. Suppose that ϕ,ϕ′ are the infinitesimal limit of a family {ϕt | t ∈ T }, in the sense
described in Eq. (1.8). Let us use the notation κ(t)n for the non-crossing cumulant functional of ϕt ,
for t ∈ T and n 1. Then for every n 1 and every a1, . . . , an ∈ A one has that
κn(a1, . . . , an) = lim
t→0κ
(t)
n (a1, . . . , an),
and
κ ′n(a1, . . . , an) =
[
d
dt
κ(t)n (a1, . . . , an)
]∣∣∣∣
t=0
.
Proof. Fix n 1 and a1, . . . , an ∈ A. For every t ∈ T we have that
κ(t)n (a1, . . . , an) =
∑
π∈NC(n)
Möb(A)(π,1n) ·
∏
V∈π
ϕt
(
(a1, . . . , an)
∣∣ V ). (4.2)
From (4.2) it is clear that limt→0 κ(t)n (a1, . . . , an) = κn(a1, . . . , an). Moreover, it is immediate
that the function of t appearing on the right-hand side of (4.2) has a derivative at 0; and upon
using linearity and the Leibnitz formula to compute this derivative, one obtains precisely the
formula (4.1) that defined κ ′n(a1, . . . , an). 
Remark 4.4. As observed in Remark 3.5, the set {(π,V ) | π ∈ NC(n),V ∈ π} which in-
dexes the sum on the right-hand side of Eq. (4.1) is the image of NCZ(B)(n) via the bijection
(τ ∈ NCZ(B)(n) with zero-block Z) → (Abs(τ ),Abs(Z)). When τ and (π,V ) correspond to
each other via this bijection, we have that Möb(B)(τ,1±n) = Möb(A)(π,1n) (cf. (3.4) in Re-
mark 3.6); moreover, the rest of the product indexed by (π,V ) on the right-hand side of Eq. (4.1)
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In conclusion, the change of variable from (V ,π) to τ converts (4.1) into a summation formula
which is a counterpart “of type B” for Eq. (3.9),
κ ′n =
∑
τ∈NCZ(B)(n)
Möb(B)(τ,1±n) · ϕ(B)τ . (4.3)
It is easy to see that (4.3) is equivalent to a plain summation formula which writes ϕ′(a1 · · ·an) in
terms of cumulants (cf. Remark 6.5 below, where one also sees that the absence of terms indexed
by partitions from NC(B)(n) \ NCZ(B)(n) is caused by the fact that ϕ′(1A) = 0).
Proposition 4.5. For every n 1 one has that Bo κ˜n = κn and So κ˜n = κ ′n.
Proof. For the first statement we only have to take the body part on both sides of Eq. (3.14) and
use the fact that Bo : G → C is a homomorphism of unital algebras. For the second statement we
take soul parts in (3.14) and then use the multiplication formula (3.12). 
We now go to Theorem 1.2. Note that, in view of Proposition 4.5, the equalities
“κn(a1, . . . , an) = κ ′n(a1, . . . , an) = 0” from condition (2) of Theorem 1.2 may be replaced with
“˜κn(a1, . . . , an) = 0”. We will prove Theorem 1.2 in this alternative form, which is stated below
as Proposition 4.7.
Lemma 4.6. Suppose that n is a positive integer and π is a partition in NC(n), such that the
following two properties hold:
(i) For every 1 i  n− 1, the numbers i and i + 1 do not belong to the same block of π .
(ii) π has at most one block of cardinality 1.
Then n is odd, and π is the partition{{1, n}, {2, n− 1}, . . . ,{(n− 1)/2, (n+ 3)/2},{(n+ 1)/2}}.
Proof. Clearly, condition (i) implies that π cannot have interval-blocks V with |V | 2. By also
taking (ii) and Remark 3.2 into account, we thus see that π has a unique interval-block Vo, of the
form Vo = {p} for some 1 p  n.
Let V be a block of π , distinct from Vo. We claim that∣∣V ∩ [1,p)∣∣ 1, ∣∣V ∩ (p,n]∣∣ 1. (4.4)
Indeed, assume for instance that we had |V ∩ [1,p)| 2. Then we could find i, j ∈ V such that
i < j < p and (i, j) ∩ V = ∅. Note that j = i + 1, due to condition (i); but then, as observed in
Remark 3.2, the partition π must have an interval-block W ∩ (i, j), in contradiction to the fact
that the unique interval-block of π is Vo.
For every block V = Vo of π it then follows that |V ∩ [1,p)| = |V ∩ (p,n]| = 1. Indeed, if
in (4.4) one of the sets V ∩ [1,p), V ∩ (p,n] would be empty, then it would follow that |V | = 1
and hypothesis (ii) would be contradicted.
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V1 = {i1, j1}, . . . , Vm = {im, jm}, where
i1 < p < j1, . . . , im < p < jm, and i1 < i2 < · · · < im. (4.5)
Observe that in (4.5) we must have j1 > j2 > · · · > jm. Indeed, if it was true that js < jt for some
1 s < t m, then it would follow that is < it < p < js < jt , and the blocks Vs,Vt would cross.
Hence we have obtained i1 < · · · < im < p < jm < · · · < j1; together with (4.5), this implies that
n = 2m+ 1 and that π is precisely the partition indicated in the lemma. 
Proposition 4.7. Let A1, . . . ,Ak be unital subalgebras of A. The following statements are equiv-
alent:
(1) A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′).
(2) For every n 2, for every i1, . . . , in ∈ {1, . . . , k} which are not all equal to each other, and
for every a1 ∈ Ai1, . . . , an ∈ Ain , one has that κ˜n(a1, . . . , an) = 0.
Proof. “(1) ⇒ (2)”. We prove the required statement about cumulants by induction on n. For the
base case n = 2, consider elements a1 ∈ Ai1 and a2 ∈ Ai2 , where i1 = i2. By using the formulas
which define κ2 and κ ′2 and by invoking Eqs. (2.1) and (2.2) from Remark 2.2 we find that{
κ2(a1, a2) = ϕ(a1a2)− ϕ(a1)ϕ(a2) = 0 and
κ ′2(a1, a2) = ϕ′(a1a2)− ϕ′(a1)ϕ(a2)− ϕ(a1)ϕ′(a2) = 0,
hence κ˜2(a1, a2) = κ2(a1, a2)+ εκ ′2(a1, a2) = 0.
We now prove the induction step: assume that the vanishing of mixed cumulants is already
proved for 1,2, . . . , n − 1, where n  3. We consider elements a1 ∈ Ai1, . . . , an ∈ Ain where
not all indices i1, . . . , in are equal to each other, and we want to prove that κ˜n(a1, . . . , an) = 0. By
invoking Proposition 3.14 we may replace every am with am − ϕ(am)1A, 1m n, and there-
fore assume without loss of generality that ϕ(a1) = · · · = ϕ(an) = 0. Observe that this implies
ϕ˜(ap)ϕ˜(aq) = (εϕ′(ap)) · (εϕ′(aq)) = 0, hence that
κ˜2(ap, aq) = ϕ˜(apaq)− ϕ˜(ap)ϕ˜(aq) = ϕ˜(apaq), ∀1 p < q  n. (4.6)
Another assumption that can be made without loss of generality is that im = im+1, ∀1m < n.
Indeed, if there exists 1m < n such that im = im+1, then we invoke the special case of Propo-
sition 3.15 which states that
κ˜n−1(a1, . . . , amam+1, . . . , an) = κ˜n(a1, . . . , an)+
∑
π∈NC(n) with |π |=2
π separates m and m+1
κ˜π (a1, . . . , an). (4.7)
The induction hypothesis gives us that the left-hand side and every term in the sum on the right-
hand side of Eq. (4.7) are equal to 0, and it follows that κ˜n(a1, . . . , an) must be 0 as well.
Hence for the rest of the proof of this induction step we will assume that ϕ(a1) = · · · =
ϕ(an) = 0 and that i1 = i2, . . . , in−1 = in. This makes a1, . . . , an be exactly as in Definition 1.1,
so we get that ϕ(a1 · · ·an) = 0 and that ϕ′(a1 · · ·an) is as described in Eq. (1.5). In terms of the
functional ϕ˜, we have
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=
⎧⎨⎩
εϕ(a1 an)ϕ(a2 an−1) · · ·ϕ(a(n−1)/2 a(n+3)/2) · ϕ′(a(n+1)/2),
if n is odd and i1 = in, i2 = in−1, . . . , i(n−1)/2 = i(n+3)/2,
0, otherwise.
(4.8)
Now let us consider the relation (3.16), written in the equivalent form
κ˜n(a1, . . . , an) = ϕ˜(a1 · · ·an)−
∑
π∈NC(n),
π =1n
κ˜π (a1, . . . , an). (4.9)
Observe that if a partition π ∈ NC(n) has two distinct blocks {p}, {q} of cardinality one, then the
term indexed by π on the right-hand side of (4.9) vanishes, because it contains the subproduct
κ˜1(ap)˜κ1(aq) = ϕ˜(ap)ϕ˜(aq) = 0. On the other hand if π ∈ NC(n) has a block V which contains
two consecutive numbers i and i + 1, then the term indexed by π on the right-hand side of (4.9)
vanishes as well, due to the induction hypothesis. Hence the sum subtracted on the right-hand
side of (4.9) can only get non-zero contributions from partitions π ∈ NC(n) which satisfy the
hypotheses of Lemma 4.6; from the lemma it then follows that the sum in question is 0 for n
even, and is equal to
κ˜2(a1, an)˜κ2(a2, an−1) · · · κ˜2(a(n−1)/2, a(n+3)/2) · κ˜1(a(n+1)/2) (4.10)
for n odd.
Let us focus for a moment on the quantity that appeared in (4.10). The vanishing of mixed cu-
mulants of order 2 (which is part of our induction hypothesis) implies that this quantity vanishes
unless i1 = in, i2 = in−1, . . . , i(n−1)/2 = i(n+3)/2. In the case that the latter equalities of indices
hold, we can continue (4.10) with
= ϕ˜(a1an)ϕ˜(a2an−1) · · · ϕ˜(a(n−1)/2a(n+3)/2) · ϕ˜(a(n+1)/2)
(
due to (4.6))
= εϕ(a1an)ϕ(a2an−1) · · ·ϕ(a(n−1)/2a(n+3)/2) · ϕ′(a(n+1)/2). (4.11)
(The equality (4.11) holds because ϕ˜(a(n+1)/2) = εϕ′(a(n+1)/2), and due to how the multiplica-
tion on G works.)
So all in all, what we have obtained is that
κ˜n(a1, . . . , an)
=
⎧⎨⎩
ϕ˜(a1 · · ·an)− εϕ(a1an)ϕ(a2an−1) · · ·ϕ(a(n−1)/2a(n+3)/2) · ϕ′(a(n+1)/2),
if n is odd and i1 = in, i2 = in−1, . . . , i(n−1)/2 = i(n+3)/2,
ϕ˜(a1 · · ·an), otherwise.
(4.12)
By comparing Eqs. (4.12) and (4.8) we see that, in all cases, we have κ˜n(a1, . . . , an) = 0. This
concludes the induction argument, and the proof of the implication (1) ⇒ (2) of the proposition.
“(2) ⇒ (1)”. Consider indices i1, . . . , in ∈ {1, . . . , k} and elements a1 ∈ Ai1, . . . , an ∈ Ain
such that i1 = i2, . . . , in−1 = in and such that ϕ(a1) = · · · = ϕ(an) = 0. We have to prove that
ϕ(a1 · · ·an) = 0 and that ϕ′(a1 · · ·an) is as described in formula (1.5) from Definition 1.1. To this
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in terms of G-valued cumulants as in Section 3.3:
ϕ˜(a1 · · ·an) =
∑
π∈NC(n)
∏
V∈π
κ˜|V |
(
(a1, . . . , an)
∣∣ V ). (4.13)
An argument very similar to the one used in the proof of the implication (1) ⇒ (2) above shows
that the sum on the right-hand side of (4.13) can only get non-zero contributions from partitions
π ∈ NC(n) which satisfy the hypotheses of Lemma 4.6. If n is even then there is no such partition,
and we obtain ϕ˜(a1 · · ·an) = 0. If n is odd, then the sum in (4.13) reduces to only one term and
we obtain that
ϕ˜(a1 · · ·an) = κ˜2(a1, an)˜κ2(a2, an−1) · · · κ˜2(a(n−1)/2, a(n+3)/2) · κ˜1(a(n+1)/2). (4.14)
Moreover, in the case when n is odd, the hypothesis that mixed cumulants vanish gives us that
the right-hand side of (4.14) is equal to 0 unless we have i1 = in, . . . , i(n−1)/2 = i(n+3)/2. And
finally, if the latter equalities of indices hold, then the right-hand side of (4.14) gets converted
into εϕ(a1an)ϕ(a2an−1) · · ·ϕ(a(n−1)/2a(n+3)/2) · ϕ′(a(n+1)/2), by the same argument that led to
(4.11) in the proof of the implication (1) ⇒ (2). The conclusion is that ϕ(a1 · · ·an) = 0 (in all
cases), and that ϕ′(a1 · · ·an) is as in Eq. (1.5), as required. 
Corollary 4.8. Let X1, . . . ,Xk be subsets of A. The following statements are equivalent:
(1) X1, . . . ,Xk are infinitesimally free in (A, ϕ,ϕ′).
(2) For every n 2, for every i1, . . . , in ∈ {1, . . . , k} which are not all equal to each other, and
for every x1 ∈ Xi1, . . . , xn ∈ Xin , one has that κ˜n(x1, . . . , xn) = 0.
Proof. This is a faithful copy of the proof giving the analogous result over C (cf. [5, Theo-
rem 11.20]). For the reader’s convenience, we repeat here the highlights of the argument. Let
Ai denote the unital subalgebra of A generated by Xi , 1 i  k. The infinitesimal freeness of
X1, . . . ,Xk is by definition equivalent to the one of A1, . . . ,Ak , hence to the fact that condition
(2) from Proposition 4.7 holds. We must thus prove that ((2) in Proposition 4.7) is equivalent to
((2) in Corollary 4.8). The implication “⇒” is trivial. For “⇐” it suffices (by multilinearity of
κ˜n and Proposition 3.14) to prove that κ˜n(a1, . . . , an) = 0 when
a1 = x1 · · ·xs1, a2 = xs1+1 · · ·xs2, . . . , an = xsn−1+1 · · ·xsn (4.15)
for n  2 and 1  s1 < s2 < · · · < sn, where x1, . . . , xs1 ∈ Xi1 , xs1+1, . . . , xs2 ∈ Xi2 , . . . ,
xsn−1+1, . . . , xsn ∈ Xin , and where the indices i1, . . . , in are not all equal to each other. But for
a1, . . . , an as in (4.15), Proposition 3.15 gives us the cumulant κ˜n(a1, . . . , an) as a sum of cumu-
lants κ˜π (x1, . . . , xsn); and a direct combinatorial analysis (exactly as on p. 186 of [5]) shows that
all the latter cumulants vanish because of condition (2) from Corollary 4.8. 
Remark 4.9. Since the functional ϕ˜ : A → G and its associated cumulants κ˜n play such a central
role in the proof of Theorem 1.2, it is natural to ask: can’t one actually characterize infinitesimal
freeness by the same kind of moment condition as in the definition of usual freeness, with the only
3006 M. Février, A. Nica / Journal of Functional Analysis 258 (2010) 2983–3023modification that one now uses ϕ˜ instead of ϕ? To be precise, consider the following condition
which a family of unital subalgebras A1, . . . ,Ak ⊆ A may or may not satisfy:⎧⎨⎩
For every n 1 and 1 i1, . . . , in  k such that i1 = i2, . . . , in−1 = in,
and every a1 ∈ Ai1, . . . , an ∈ Ain such that ϕ˜(a1) = · · · = ϕ˜(an) = 0,
one has that ϕ˜(a1 · · ·an) = 0.
(4.16)
Isn’t then condition (4.16) equivalent to infinitesimal freeness?
On the positive side it is immediate, directly from Definition 1.1, that (4.16) is indeed implied
by infinitesimal freeness. However, the converse statement is not true: it may happen that (4.16)
is satisfied and yet A1, . . . ,Ak are not infinitesimally free. What causes this to happen is that one
cannot generally “center” an element a ∈ A with respect to ϕ˜ (the scalars available are from C,
and there may be no λ ∈ C such that ϕ˜(a − λ1A) = 0). This limits the scope of condition (4.16),
and makes it insufficient for recomputing ϕ˜ on Alg(A1 ∪ · · · ∪ Ak) from the restrictions ϕ˜ | Ai ,
1 i  k.
For a simple concrete example showing how (4.16) may fail to imply infinitesimal freeness,
suppose we are in the situation from Example 2.7, with A = C[Z2 ∗ · · · ∗ Z2] and where A1 =
span{1A, u1}, . . . , Ak = span{1A, uk} are the k copies of C[Z2] canonically embedded into A.
Suppose moreover that the linear functionals ϕ,ϕ′ : A → C are such that ϕ˜ = ϕ + εϕ′ satisfies
ϕ˜(1A) = 1, ϕ˜(u1) = · · · = ϕ˜(uk) = ε. (4.17)
Then, no matter how ϕ˜ acts on words of length  2 made with u1, . . . , uk , it will be true that
A1, . . . ,Ak satisfy condition (4.16) with respect to ϕ˜; this is due to the simple reason that the
restrictions ϕ˜ | Ai (1 i  k) are one-to-one. But on the other hand, Remark 2.2 tells us that if
A1, . . . ,Ak are to be infinitesimally free in (A, ϕ,ϕ′), then ϕ˜ is uniquely determined by (4.17);
for example, the formulas given for illustration in Eqs. (2.1), (2.2) imply that we must have
ϕ˜(u1u2) = ϕ˜(u1)ϕ˜(u2) = ε2 = 0. Hence any choice of ϕ˜ as in (4.17) and with ϕ˜(u1u2) = 0
provides an example for how condition (4.16) does not imply infinitesimal freeness.
We conclude this section by establishing the fact about traciality that was announced in Re-
mark 2.3.
Lemma 4.10. Let B be a unital subalgebra of A, and suppose that ϕ˜ | B is a trace. Then
κ˜n(b1, b2, . . . , bn) = κ˜n(b2, bn, . . . , b1), ∀n 2, b1, . . . , bn ∈ B. (4.18)
Proof. Let Γ be the cyclic permutation of {1, . . . , n} defined by Γ (1) = 2, . . . , Γ (n − 1) = n,
Γ (n) = 1. It is easy to see (cf. [5, Exercise 9.41 on p. 153]) that Γ induces an automorphism of
the lattice NC(n) which maps π = {V1, . . . , Vp} ∈ NC(n) to Γ · π := {Γ (V1), . . . ,Γ (Vp)}.
Now let some b1, . . . , bn ∈ B be given. The right-hand side of (4.18) is κ˜n(bΓ (1), . . . , bΓ (n)),
which is by definition equal to∑
π∈NC(n)
Möb(A)(π,1n) · ϕ˜π (bΓ (1), . . . , bΓ (n)). (4.19)
By taking into account the traciality of ϕ˜ on B it is easily verified that ϕ˜π (bΓ (1), . . . , bΓ (n)) =
ϕ˜Γ ·π (b1, . . . , bn), ∀π ∈ NC(n). Since Möb(A)(Γ · π,1n) = Möb(A)(Γ · π,Γ · 1n) =
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the sum from (4.19) into the one which defines κ˜n(b1, . . . , bn). 
Proposition 4.11. Let A1, . . . ,Ak be unital subalgebras of A that are infinitesimally free in
(A, ϕ,ϕ′). If ϕ | Ai and ϕ′ | Ai are traces for every 1  i  k, then ϕ and ϕ′ are traces on
Alg(A1 ∪ · · · ∪ Ak).
Proof. The given hypothesis and the required conclusion can be rephrased by saying that ϕ˜ is a
trace on every Ai , and respectively that ϕ˜ is a trace on Alg(A1 ∪· · ·∪Ak). Clearly, the rephrased
conclusion will follow if we prove that
ϕ˜(x1 · · ·xn−1xn) = ϕ˜(xnx1 · · ·xn−1) (4.20)
for x1 ∈ Ai1, . . . , xn ∈ Ain , with n 2 and 1 i1, . . . , in  k. Let us fix such n, i1, . . . , in and
x1, . . . , xn. It is moreover convenient to denote y1 := xn, y2 := x1, . . ., yn := xn−1, so that (4.20)
takes the form ϕ˜(x1 · · ·xn) = ϕ˜(y1 · · ·yn).
Let πo be the partition of {1, . . . , n} defined by the requirement that for 1 p < q  n we have
(p, q in the same block of πo) ⇔ ip = iq . The hypothesis that A1, . . . ,Ak are infinitesimally
free and Proposition 4.7 imply that
ϕ˜(x1 · · ·xn) =
∑
π∈NC(n) such
that ππo
κ˜π (x1, . . . , xn). (4.21)
(Note that πo may not belong to NC(n), but the inequality π  πo still makes sense, in reverse
refinement order.) Now, by using Lemma 4.10 it is easily checked that for every π ∈ NC(n) such
that π  πo one has
κ˜π (x1, . . . , xn) = κ˜Γ ·π (y1, . . . , yn), (4.22)
where “Γ · π” has the same significance as in the proof of Lemma 4.10. If we combine (4.21)
with (4.22) and then make the change of variable Γ · π =: ρ, we arrive to
ϕ˜(x1 · · ·xn) =
∑
ρ∈NC(n) such
that ρΓ ·πo
κ˜ρ(y1, . . . , yn). (4.23)
Finally, we invoke once more the infinitesimal freeness of A1, . . . ,Ak and Proposition 4.7, to
conclude that the right-hand side of (4.23) is precisely the moment-cumulant expansion for
ϕ˜(y1 · · ·yn). 
5. Alternating products of infinitesimally free random variables
In Proposition 4.7 we saw that infinitesimal freeness can be described as a vanishing condition
for mixed G-valued cumulants. Because of this fact and because G is commutative, (which makes
practically all calculations with non-crossing cumulants go without any change from C-valued
to G-valued framework) we get a “generic method” for proving infinitesimal versions of various
results presented in the monograph [5] – replace C by G in the proof of the original result, then
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G in their statement, hence could also be attacked by using other approaches to infinitesimal
freeness (in which case, however, proving them may be more than a straightforward routine).
In this section we show how the generic method suggested above works when applied to the
topic of alternating products of infinitesimally free random variables. In particular, we will obtain
the infinitesimal versions for two important facts related to this topic, that were originally found
in [4] – one of them is about compressions by free projections, the other concerns a method of
constructing free families of free Poisson elements. Since the proofs of the G-valued formulas
that we need are identical to those of their C-valued counterparts, we will not give them here, but
we will merely indicate where in [5] can the C-valued proofs be exactly found. The starting point
is provided by the following formulas, obtained by doing the C-to-G change in Theorem 14.4
of [5].
Proposition 5.1. Let (A, ϕ,ϕ′) be an incps and let A1,A2 be unital subalgebras of A which
are infinitesimally free. Consider the functional ϕ˜ = ϕ + εϕ′ : A → G and the associated cumu-
lant functionals (˜κn : An → G)n1. Recall that for every n  1 and π ∈ NC(n) we also have
functionals ϕ˜π , κ˜π : An → G, as defined in Notation 3.12.
1o For every a1, . . . , an ∈ A1 and b1, . . . , bn ∈ A2 one has that
ϕ˜(a1b1 · · ·anbn) =
∑
π∈NC(n)
κ˜π (a1, . . . , an) · ϕ˜Kr(π)(b1, . . . , bn). (5.1)
2o For every a1, . . . , an ∈ A1 and b1, . . . , bn ∈ A2 one has that
κ˜n(a1b1, . . . , anbn) =
∑
π∈NC(n)
κ˜π (a1, . . . , an) · κ˜Kr(π)(b1, . . . , bn). (5.2)
We now start on the application to free compressions.
Definition 5.2. Let (A, ϕ,ϕ′) be an incps, and let p ∈ A be an idempotent element such that
ϕ(p) = 0. We denote ϕ(p) =: α and ϕ′(p) = α′. The compression of (A, ϕ,ϕ′) by p is then
defined to be the incps (B,ψ,ψ ′) where
B := pAp = {b ∈ A | pb = b = bp} (5.3)
and where ψ,ψ ′ : B → C are defined by
ψ(b) = 1
α
ϕ(b), ψ ′(b) = 1
α
ϕ′(b)− α
′
α2
ϕ(b), b ∈ B. (5.4)
Remark 5.3. 1o In the preceding definition, note that the Grassman number α˜ := α + εα′ is
invertible in G, with inverse 1/α˜ = (1/α)− ε(α′/α2). As a consequence, the two formulas given
in (5.4) are equivalent to the consolidated functional ψ˜ = ψ + εψ ′ : B → G satisfying
ψ˜(b) = 1 ϕ˜(b), ∀b ∈ B. (5.5)
α˜
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the relations p = p∗ = p2 we immediately infer that 0 < α  1 and α′ ∈ R. As a consequence,
(B,ψ,ψ ′) defined there is a ∗-incps as well.
Theorem 5.4. Let (A, ϕ,ϕ′) be an incps. Let p ∈ A be an idempotent element such that
ϕ(p) = 0. Denote ϕ(p) =: α, ϕ′(p) =: α′, and consider the compressed incps (B,ψ,ψ ′) from
Definition 5.2. For every n 1 let κn, κ ′n : An → C and κn, κ ′n : Bn → C be the nth non-crossing
cumulant and infinitesimal cumulant functional associated to (A, ϕ,ϕ′) and to (B,ψ,ψ ′), re-
spectively. Let X be a subset of A which is infinitesimally free from {p}. Then we have
κn(px1p, . . . ,pxnp) = 1
α
κn(αx1, . . . , αxn), ∀n 1, x1, . . . , xn ∈ X (5.6)
and ⎧⎨⎩
κ ′1(px1p) = κ ′1(x1), ∀x1 ∈ X ,
κ ′n(px1p, . . . ,pxnp) =
(n− 1)α′
α2
κ ′n(αx1, . . . , αxn), ∀n 2, x1, . . . , xn ∈ X .
(5.7)
Proof. It is easily verified that Eqs. (5.6) and (5.7) are the body part and respectively the soul
part for the formula
κ˜n(px1p, . . . ,pxnp) = α˜n−1 · κ˜n(x1, . . . , xn) ∈ G, ∀n 1, x1, . . . , xn ∈ X , (5.8)
where the “tilde” notations have their usual meaning (˜κn = κn + ε · κ ′n, α˜ = α + ε · α′). But the
latter formula is just the G-valued counterpart for Theorem 14.10 in [5]; its proof is obtained by
faithfully doing the C-to-G transcription of the proof of that theorem from [5], with the minor
change that the powers of α˜ must be kept outside the cumulant functionals (one cannot write
“˜κn(˜αx1, . . . , α˜xn)”, since A is only a C-algebra). Note that the argument obtained in this way is
indeed an application of Proposition 5.1, in the same way as Theorem 14.10 is an application of
Theorem 14.4 in [5]. 
Corollary 5.5. Let (A, ϕ,ϕ′) be an incps. Let p ∈ A be an idempotent element with ϕ(p) = 0,
and consider the compressed incps (B,ψ,ψ ′) defined as above. Let X1, . . . ,Xk be subsets of A
such that {p},X1, . . . ,Xk are infinitesimally free in (A, ϕ,ϕ′). Put Yi = pXip ⊆ B, 1 i  k.
Then Y1, . . . ,Yk are infinitesimally free in (B,ψ,ψ ′).
Proof. This is an immediate consequence of Corollary 4.8, where the needed vanishing of mixed
cumulants follows from the explicit formulas found in Theorem 5.4. 
We now go to the construction of families of infinitesimally free Poisson elements. We will
use the infinitesimal (a.k.a “type B”) versions of semicircular and of free Poisson elements that
appeared in [7] in connection to limit theorems of type B, and are discussed in detail in Sections 4
and 5 of [1]. For the present paper it is most convenient to introduce these elements in terms of
their infinitesimal cumulants, as stated in Definitions 5.6 and 5.8 below.
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mally semicircular when it satisfies
κn(x, . . . , x) = κ ′n(x, . . . , x) = 0, ∀n 3. (5.9)
If in addition to that we also have
κ1(x) = 0, κ2(x, x) = 1, (5.10)
then we will say that x is a standard infinitesimally semicircular element.
Remark 5.7. 1o By using the multilinearity of κn, κ ′n and Proposition 3.14, it is immediately
seen that if x is infinitesimally semicircular then so is α(x − β1A) for any α > 0 and β ∈ R.
Moreover, leaving aside the trivial case when κ2(x, x) = 0, one can always pick α and β so that
α(x − β1A) is standard.
2o Let x be standard infinitesimally semicircular in (A, ϕ,ϕ′). Then all moments ϕ(xn) and
ϕ′(xn) for n 1 are completely determined by the real parameters6 α′1, α′2 defined by
α′1 := κ ′1(x) = ϕ′(x), and α′2 := κ ′2(x, x) = ϕ′
(
x2
)
. (5.11)
It is in fact very easy to calculate what these moments are. Indeed, one can calculate the G-valued
moments ϕ˜(xn) = ϕ(xn) + εϕ′(xn) by using the moment-cumulant formula (3.16), where one
takes into account that
κ˜1(x) = εα′1, κ˜2(x, x) = 1 + εα′2, and κ˜n(x, . . . , x) = 0 for all n 3.
The expansion of ϕ˜(xn) in terms of {˜κπ(x, . . . , x) | π ∈ NC(n)} can get non-zero contributions
only from such partitions π where every block V of π has |V |  2 and where there is at most
one block of π of cardinality 1 (the latter condition coming from the fact that (˜κ1(x))2 = 0). We
distinguish two cases, depending on the parity of n.
Case 1. n is even, n = 2m. We get a sum extending over non-crossing pairings in NC(n),
which gives us
ϕ˜
(
x2m
)= Cm · (1 + εα′2)m = Cm · (1 + εmα′2),
or in other words
ϕ
(
x2m
)= Cm, ϕ′(x2m)= α′2 · (mCm), (5.12)
where Cm stands for the mth Catalan number.
6 Any two numbers α′1, α′2 ∈ R can appear here. Indeed, Example 8.7 shows situations where one has α′1 = 1, α′2 = 0
and respectively α′1 = 0, α′2 = 2. One can rescale the functionals ϕ′ of these two special cases to get standard infinites-
imal semicirculars x1, x2 having any pairs of parameters α′1,0 and respectively 0, α′2; then due to Proposition 2.4 one
may assume that x1, x2 are infinitesimally free, and form the average (x1 + x2)/
√
2, which is standard infinitesimally
semicircular with generic parameters in (5.11).
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which have one block of 1 element and m blocks of 2 elements. There are (2m + 1)Cm such
partitions; so we obtain
ϕ˜
(
x2m+1
)= (2m+ 1)Cm · ((εα′1)(1 + εα′2)m),
leading to
ϕ
(
x2m+1
)= 0, ϕ′(x2m+1)= α′1 · ((2m+ 1)Cm). (5.13)
Definition 5.8. Let (A, ϕ,ϕ′) be a ∗-incps, and let λ,β ′, γ ′ be real parameters, where λ > 0.
A selfadjoint element y ∈ A will be called infinitesimally free Poisson of parameter λ and7 in-
finitesimal parameters β ′, γ ′ when it has non-crossing cumulants given by{
κn(y, . . . , y) = λ,
κ ′n(y, . . . , y) = β ′ + nγ ′, ∀n 1. (5.14)
Theorem 5.9. Let (A, ϕ,ϕ′) be a ∗-incps. Let x ∈ A be a standard infinitesimally semicircular
element, and let S be a subset of A which is infinitesimally free from {x}. Then for every n 1
and a1, . . . , an ∈ S we have
κn(xa1x, . . . , xanx) = ϕ(a1 · · ·an) (5.15)
and
κ ′n(xa1x, . . . , xanx) = ϕ′(a1 · · ·an)+ nϕ′
(
x2
) · ϕ(a1 · · ·an). (5.16)
Proof. Eqs. (5.15) and (5.16) are the body part and respectively the soul part for the formula
κ˜n(xa1x, . . . , xanx) =
(˜
κ2(x, x)
)n · ϕ˜(a1 · · ·an) ∈ G. (5.17)
The proof of the latter formula is obtained by doing the C-to-G transcription either for the argu-
ments used in Proposition 12.18 and Example 12.19 on pp. 207–208 of [5], or for the arguments
in Propositions 17.20 and 17.21 on pp. 283–284 of [5]. 
The ensuing construction of families of infinitesimally free Poisson elements is stated in the
next corollary. Part 2o of the corollary has also appeared as Corollary 36 of [1].
Corollary 5.10. Let (A, ϕ,ϕ′) be a ∗-incps, and let x ∈ A be a standard infinitesimally semicir-
cular element. Let e1, . . . , ek ∈ A be projections such that ei ⊥ ej for 1  i < j  k and such
that {e1, . . . , ek} is infinitesimally free from {x}. Then
1o The elements xe1x, . . . , xekx form an infinitesimally free family in (A, ϕ,ϕ′).
2o For every 1 i  k, xeix is infinitesimally free Poisson with parameter λi and infinitesimal
parameters β ′i , γ ′i given by λi = ϕ(ei), β ′i = ϕ′(ei), γ ′i = ϕ′(x2) · ϕ(ei).
7 A more complete definition of these elements would also use a 4th parameter r > 0, and have each of λ,β ′, γ ′
multiplied by rn in Eqs. (5.14). For the sake of simplicity, here we have set this additional parameter to r = 1.
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mixed cumulants follows from the explicit formulas found in Theorem 5.9.
2o By putting a1 = · · · = an := ei in (5.15) and (5.16) we see that the cumulants of xeix have
the form required in Definition 5.8, with parameters λi, β ′i , γ ′i as stated. 
6. Relations with the lattices NC(B)(n)
In this section we remember that the concept of incps has its origins in the considerations
“of type B” from [2], and we look at how the essence of these considerations persists in the
framework of the present paper.
The strategy of [2] was to study the type B analogue for an operation with power series called
boxed convolution and denoted by  . The focus on  was motivated by the fact that it provides
in some sense a “middle ground” between alternating products of free random variables and the
structure of intervals in the lattices NC(n) (see discussion on pp. 2282-2283 of [2]). The key
point discovered in [2] (stated in the form of the equation  (B) =  (A)
G
in the introduction
of that paper) was that boxed convolution of type B can still be defined by the formulas from
type A, provided that one uses scalars from G.
For a detailed discussion on  we refer the reader to Lecture 17 of [5]. What is important for
us here is that the formula used to define  (cf. Eq. (17.1) on p. 273 of [5]) has already made an
appearance, in G-valued context, in Eqs. (5.1), (5.2) of the preceding section. So then, the present
incarnation of the “  (B) =  (A)
G
” principle from [2] should just amount to the following fact:
if one takes the soul parts of Eqs. (5.1) and (5.2), then summations over NC(B)(n) must arise.
This is stated precisely in Theorem 6.4 below, which is actually an easy application of the fact
that the absolute value map Abs : NC(B)(n) → NC(n) is an (n+ 1)-to-1 cover.
We start by introducing some notations that will be used in Theorem 6.4, namely the type B
analogues for the functionals ϕ(A)π and κ(A)π from Section 3.2.
Notation 6.1. Let (A, ϕ,ϕ′) be an incps and let (κn)n1, (κ ′n)n1 be the families of non-crossing
and respectively of infinitesimal non-crossing cumulant functionals associated to this incps. For
every n 1 and τ ∈ NC(B)(n) we define a multilinear functional κ(B)τ : An → C, as follows.
Case 1. If τ ∈ NCZ(B)(n), τ = {Z,V1,−V1, . . . , Vp,−Vp}, then we put
κ(B)τ (a1, . . . , an) := κ ′|Z|/2
(
a1, . . . , an)
∣∣Abs(Z))
×
p∏
j=1
κ|Vj |
(
(a1, . . . , an)
∣∣Abs(Vj )), for a1, . . . , an ∈ A. (6.1)
Case 2. If τ ∈ NC(B)(n) \ NCZ(B)(n), τ = {V1,−V1, . . . , Vp,−Vp}, then we put
κ(B)τ (a1, . . . , an) :=
p∏
j=1
κ|Vj |
(
(a1, . . . , an)
∣∣Abs(Vj )), a1, . . . , an ∈ A. (6.2)
Notation 6.2. Let (A, ϕ,ϕ′) be an incps. Consider the families of multilinear functionals
(ϕn,ϕ
′
n : An → C)n1 defined by ϕn = ϕ ◦ Multn, ϕ′n = ϕ′ ◦ Multn, where Multn : An → A
is the multiplication map, n 1 (same as used in Remark 3.10). Then for every n 1 and every
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tion 6.1 (with discussion separated in 2 cases), where every occurrence of κm (respectively κ ′m)
is replaced by ϕm (respectively ϕ′m). For example, the analogue of Case 1 is like this: for n 1
and for τ = {Z,V1,−V1, . . . , Vp,−Vp} in NCZ(B)(n) we define ϕ(B)τ : An → C by putting
ϕ(B)τ (a1, . . . , an) := ϕ′|Z|/2
(
a1, . . . , an)
∣∣Abs(Z)) · p∏
j=1
ϕ|Vj |
(
(a1, . . . , an)
∣∣Abs(Vj )), (6.3)
for a1, . . . , an ∈ A.
Remark 6.3. 1o It is immediate that for τ ∈ NC(B)(n) \ NCZ(B)(n) one has
κ(B)τ = κ(A)Abs(τ ), ϕ(B)τ = ϕ(A)Abs(τ ). (6.4)
2o The functionals introduced in Notation 6.1 extend both families κn and κ ′n. Indeed, we
have that κ ′n = κ(B)1±n and that κn = κ
(A)
1n = κ
(B)
τ for every n 1 and any τ ∈ NC(B)(n) such that
Abs(τ ) = 1n (e.g. τ = {{1, . . . , n}, {−1, . . . ,−n}}). A similar remark holds in connection to the
functionals ϕ(B)τ – they extend both families ϕn and ϕ′n.
Theorem 6.4. Let (A, ϕ,ϕ′) be an incps, and consider multilinear functionals on A as in No-
tations 6.1, 6.2. Let A1,A2 be unital subalgebras of A which are infinitesimally free. Then for
every a1, . . . , an ∈ A1 and b1, . . . , bn ∈ A2 one has
ϕ′(a1b1 · · ·anbn) =
∑
τ∈NC(B)(n)
κ(B)τ (a1, . . . , an) · ϕ(B)Kr(τ)(b1, . . . , bn) (6.5)
and
κ ′n(a1b1, . . . , anbn) =
∑
τ∈NC(B)(n)
κ(B)τ (a1, . . . , an) · κ(B)Kr(τ)(b1, . . . , bn). (6.6)
Proof. Consider the “tilde” notations from Proposition 5.1. Let π be a partition in NC(n), and
let us look at the expression
So
(˜
κπ (a1, . . . , an)˜κKr(π)(b1, . . . , bn)
)
= So
( ∏
V∈π
κ˜|V |
(
(a1, . . . , an)
∣∣ V ) · ∏
W∈Kr(π)
κ˜|W |
(
(b1, . . . , bn) | W
))
.
In view of the formula (3.12) describing the soul part of a product, the latter expression is equal
to a sum of n + 1 terms, some of them indexed by the blocks V ∈ π , and the others indexed
by the blocks W ∈ Kr(π). We leave it as a straightforward exercise to the reader to write these
n + 1 terms explicitly, and verify that the natural correspondence to the n + 1 partitions in {τ ∈
NC(B)(n) | Abs(τ ) = π} leads to the formula
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κπ (a1, . . . , an)˜κKr(π)(b1, . . . , bn)
)
=
∑
τ∈NC(B)(n) such
that Abs(τ )=π
κ(B)τ (a1, . . . , an) · ϕ(B)Kr(τ)(b1, . . . , bn). (6.7)
(Note: the Kreweras complement Kr(τ ) from (6.7) is taken in the lattice NC(B)(n); we use here
the fact that Abs(τ ) = π ⇒ Abs(Kr(τ )) = Kr(π) – cf. Lemma 1.4 in [2].)
By summing over π ∈ NC(n) on both sides of (6.7), we obtain that
So
(
right-hand side of Eq. (5.1))= (right-hand side of Eq. (6.5)).
Since the soul part of the left-hand side of Eq. (5.1) is ϕ′(a1b1 · · ·anbn), this proves that (6.5)
holds. The verification of (6.6) is done in exactly the same way, by starting from Eq. (5.2) of
Proposition 5.1. 
Remark 6.5. If in the preceding theorem we make A1 = A and A2 = C1A, and if in Eq. (6.5)
we take b1 = · · · = bn = 1A, then we obtain the formula
ϕ′(a1 · · ·an) =
∑
τ∈NCZ(B)(n)
κ(B)τ (a1, . . . , an), ∀a1, . . . , an ∈ A. (6.8)
The terms indexed by σ ∈ NC(B)(n) \ NCZ(B)(n) have disappeared in (6.8), due to the fact that
ϕ′(1A) = 0. This formula was also noticed (via a direct argument from the definition of the
G-valued functionals κ˜n) in Proposition 7.4.4 of [6].
7. Dual derivation systems
Notation 7.1. Let A be a unital algebra over C, and for every n  1 let Mn denote the vector
space of multilinear functionals from An to C. If π = {V1, . . . , Vp} is a partition in NC(n) where
the blocks V1, . . . , Vp are listed in increasing order of their minimal elements, then we define a
multilinear map
Jπ :M|V1| × · · · ×M|Vp |  (f1, . . . , fp) → f ∈Mn, (7.1)
where
f (a1, . . . , an) :=
p∏
j=1
fj
(
(a1, . . . , an)
∣∣ Vj ), ∀a1, . . . , an ∈ A. (7.2)
Remark 7.2. 1o For a concrete example of how Notation 7.1 works, say for instance that n = 6
and that π = {{1,3,6}, {2}, {4,5}} ∈ NC(6). Then we have Jπ :M3 ×M1 ×M2 →M6, and the
fact that Jπ(f1, f2, f3) = f means that
f (a1, . . . , a6) = f1(a1, a3, a6) · f2(a2) · f3(a4, a5), ∀a1, . . . , a6 ∈ A.
2o The formula (7.2) from the preceding notation is the same as those used to define the
families of functionals {ϕ(A)π | π ∈ NC(n)} and {κ(A)π | π ∈ NC(n)} in Remark 3.10. Hence if
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functionals associated to ϕ, then for π = {V1, . . . , Vp} ∈ NC(n) as in Notation 7.1 we get that
Jπ(κ|V1|, . . . , κ|Vp |) = κ(A)π . (7.3)
Likewise, for the same (A, ϕ) and π we get
Jπ(ϕ|V1|, . . . , ϕ|Vp |) = ϕ(A)π , (7.4)
where ϕm = ϕ ◦ Multm : Am → C, m 1 (same as in Remark 3.10).
3o Let π = {V1, . . . , Vp} ∈ NC(n) be as in Notation 7.1, and let 1  j  p be such that Vj
is an interval-block of π . Denote |Vj | =: m and let ∨π∈ NC(n − m) be the partition obtained by
removing the block Vj out of π and by redenoting the elements of {1, . . . , n}\Vj as 1, . . . , n−m,
in increasing order. On the other hand, let us denote by γ ∈ NC(n) the partition of {1, . . . , n} into
the two blocks Vj and {1, . . . , n} \ Vj . It is then immediate that for every f1 ∈ M|V1|, . . . , fp ∈
M|Vp | we can write
Jπ(f1, . . . , fp) = Jγ (g,fj ) where g := J∨
π
(f1, . . . fj−1, fj+1, . . . , fp). (7.5)
Due to this observation and to the fact that every non-crossing partitions has interval-blocks,
considerations about the multilinear functions Jπ from Notation 7.1 can sometimes be reduced
(via an induction argument on |π |) to discussing the case when |π | = 2.
Definition 7.3. Let A be a unital algebra over C and let the spaces (Mn)n1 and the multilinear
functions {Jπ | π ∈⋃∞n=1 NC(n)} be as in Notation 7.1. We will call dual derivation system
a family of linear maps (dn : Dn → Mn)n1 where, for every n  1, Dn is a linear subspace
of Mn, and where the following two conditions are satisfied.
(i) Let π = {V1, . . . , Vp} ∈ NC(n) be as in Notation 7.1. Then for every f1 ∈ D|V1|, . . . , fp ∈
D|Vp | one has that Jπ(f1, . . . , fp) ∈Dn and that
dn
(
Jπ(f1, . . . , fp)
)= p∑
j=1
Jπ
(
f1, . . . , fj−1, d|Vj |(fj ), fj+1, . . . , fp
)
. (7.6)
(ii) For every f ∈D1 and every n 1 one has that f ◦ Multn ∈Dn and that
dn(f ◦ Multn) = (d1f ) ◦ Multn, (7.7)
where Multn : An → A is the multiplication map.
Remark 7.4. 1o When verifying condition (i) in Definition 7.3, it suffices to check the particular
case when |π | = 2. Indeed, the general case of Eq. (7.6) can then be obtained by induction on |π |,
where one invokes the argument from (7.5).
2o In the setting of Definition 7.3, let us use the notation f × g for the functional obtained by
“concatenating” f ∈Mm and g ∈Mn. So f × g ∈Mm+n acts simply by
(f × g)(a1, . . . , am, b1, . . . , bn) = f (a1, . . . , am)g(b1, . . . , bn), ∀a1, . . . , am, b1, . . . , bn ∈ A.
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{1, . . . ,m} and {m+ 1, . . . ,m+ n}. By using Eq. (7.6) we thus obtain that
dm+n(f × g) =
(
dm(f )× g
)+ (f × dn(g)), ∀m,n 1, f ∈Mm, g ∈Mn. (7.8)
So a dual derivation system gives in particular a derivation on the algebra structure defined
by using concatenation on
⊕∞
n=1 Mn. Note however that Eq. (7.8) alone is not sufficient to
ensure condition (i) from Definition 7.3 (since it cannot control Jπ for partitions such as
π = {{1,3}, {2}} ∈ NC(3)).
Proposition 7.5. Let A be a unital algebra over C and let (dn :Dn →Mn)n1 be a dual deriva-
tion system on A. Let ϕ be a linear functional in D1, and denote d1(ϕ) =: ϕ′. Consider the incps
(A, ϕ,ϕ′), and let (κn)n1, (κ ′n)n1 be the families of non-crossing and respectively of infinites-
imal non-crossing cumulant functionals associated to this incps. Then for every n  1 we have
that
κn ∈Dn and dn(κn) = κ ′n. (7.9)
Proof. Denote as usual ϕn := ϕ ◦ Multn, ϕ′n := ϕ′ ◦ Multn, n 1. Since ϕ ∈ D1, condition (ii)
from Definition 7.3 implies that ϕn ∈Dn and dn(ϕn) = ϕ′n for every n 1.
Now let π = {V1, . . . , Vp} be a partition in NC(n), with V1, . . . , Vp written in increasing order
of their minimal elements. By using Eq. (7.4) from Remark 7.2 and condition (i) in Definition 7.3
we find that
dn
(
ϕ(A)π
)= p∑
j=1
Jπ
(
ϕ|V1|, . . . , ϕ|Vj−1|, ϕ′|Vj |, ϕ|Vj+1|, . . . , ϕ|Vp |
) (7.10)
(where the latter formula incorporates the fact that d|Vj |(ϕ|Vj |) = ϕ′|Vj |).
We next consider the formula (3.9) which expresses a cumulant functional κn in terms of the
functionals {ϕ(A)π | π ∈ NC(n)}. From this formula it follows that κn ∈Dn and that
dn(κn) =
∑
π∈NC(n),
π={V1,...,Vp}
Möb(π,1n)
(
p∑
j=1
Jπ
(
ϕ|V1|, . . . , ϕ|Vj−1|, ϕ′|Vj |, ϕ|Vj+1|, . . . , ϕ|Vp |
))
. (7.11)
It is immediate that on the right-hand side of (7.11) we have obtained precisely the sum over
{(π,V ) | π ∈ NC(n), V block of π} which was used to introduce κ ′n in Definition 4.2. 
Proposition 7.6. Let (A, ϕ,ϕ′) be an incps, and consider the multilinear functionals ϕ(A)π
(π ∈ NC(n), n 1) which were introduced in Remark 3.10. Suppose that for every n 1 the set
{ϕ(A)π | π ∈ NC(n)} is linearly independent in Mn; let Dn denote its span, and let dn :Dn →Mn
be the linear map defined by the requirement that
dn(ϕ
(A)
π ) =
∑
τ∈NCZ(B)(n) such
that Abs(τ)=π
ϕ(B)τ , ∀π ∈ NC(n), (7.12)
with ϕ(B)τ as in Notation 6.2. Then (dn)n1 is a dual derivation system, and d1(ϕ) = ϕ′.
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Thus if we put π = 1n in Eq. (7.12) we obtain that dn(ϕ(A)1n ) = ϕ
(B)
1±n ; in other words, this means
that
dn(ϕ ◦ Multn) = ϕ′ ◦ Multn, ∀n 1. (7.13)
The particular case n = 1 of (7.13) gives us that d1(ϕ) = ϕ′. Moreover, it becomes clear that
dn(f ◦ Multn) = (d1f ) ◦ Multn, ∀n 1 and f ∈ Cϕ;
since in this proposition we have D1 = Cϕ, we thus see that condition (ii) from Definition 7.3 is
verified.
The rest of the proof is devoted to verifying (i) from Definition 7.3. We fix a partition π =
{V1, . . . , Vp} ∈ NC(n) for which we will prove that Eq. (7.6) holds. Both sides of (7.6) behave
multilinearly in the arguments f1 ∈ D|V1|, . . . , fp ∈ D|Vp |; hence, due to how D|V1|, . . . ,D|Vp |
are defined, it suffices to prove the following statement: for every π1 ∈ NC(|V1|), . . . , πp ∈
NC(|Vp|) we have that Jπ(ϕ(A)π1 , . . . , ϕ(A)πp ) ∈Dn and that
dn
(
Jπ
(
ϕ(A)π1 , . . . , ϕ
(A)
πp
))
=
p∑
j=1
Jπ
(
ϕ(A)π1 , . . . , ϕ
(A)
πj−1 , d|Vj |
(
ϕ(A)πj
)
, ϕ(A)πj+1 , . . . , ϕ
(A)
πp
)
. (7.14)
In what follows we fix some partitions π1 ∈ NC(|V1|), . . . , πp ∈ NC(|Vp|), for which we will
prove that this statement holds.
Observe that, in view of how the maps d|Vj | are defined, on the right-hand side of (7.14) we
have
p∑
j=1
∑
τ∈NCZ(B)(n) such
that Abs(τ )=πj
Jπ
(
ϕ(A)π1 , . . . , ϕ
(A)
πj−1 , ϕ
(B)
τ , ϕ
(A)
πj+1 , . . . , ϕ
(A)
πp
)
.
But let us recall from Remark 3.5 that the partitions in {τ ∈ NCZ(B)(n) | Abs(τ ) = πj } are in-
dexed by the set of blocks of πj . More precisely, for every 1 j  p and V ∈ πj let us denote by
τ(j,V ) the unique partition τ ∈ NCZ(B)(n) such that Abs(τ ) = πj and such that the zero-block
Z of τ has Abs(Z) = V ; then the double sum written above for the right-hand side of Eq. (7.14)
becomes
p∑
j=1
∑
V∈πj
Jπ
(
ϕ(A)π1 , . . . , ϕ
(A)
πj−1 , ϕ
(B)
τ(j,V ), ϕ
(A)
πj+1 , . . . , ϕ
(A)
πp
)
. (7.15)
Now to the left-hand side of (7.14). For every 1  j  p let π̂j be the partition of Vj
obtained by transporting the blocks of πj via the unique order preserving bijection from
{1, . . . , |Vj |} onto Vj . Then π̂1, . . . , π̂p form together a partition ρ ∈ NC(n) which refines π ,
and it is immediate that Jπ(ϕ(A)π , . . . , ϕ(A)πp ) = ϕ(A)ρ . In particular this shows of course that1
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(A)
π1 , . . . , ϕ
(A)
πp ) ∈Dn. Moreover, by using how dn(ϕ(A)ρ ) is defined, we obtain that the left-
hand side of (7.14) is equal to ∑W∈ρ ϕ(B)σ(W), where for every W ∈ ρ we denote by σ(W) the
unique partition in NCZ(B)(n) such that Abs(σ (W)) = ρ and such that the zero-block Z of
σ(W) has Abs(Z) = W .
Finally, we observe that the set of blocks of ρ is the disjoint union of the sets of blocks of
the partitions π̂1, . . . , π̂p , and is hence in natural bijection with {(j,V ) | 1 j  p and V ∈ πj }.
We leave it as a straightforward (though somewhat notationally tedious) exercise to the reader to
verify that when W ∈ ρ corresponds to (j,V ) via this bijection, then the term indexed by (j,V )
in (7.15) is precisely equal to ϕ(B)σ(W). Hence the double sum from (7.15) is identified term by term
to
∑
W∈ρ ϕ
(B)
σ(W) via the bijection W ↔ (j,V ), and the required formula (7.14) follows. 
Remark 7.7. The linear independence hypothesis in Proposition 7.6 is necessary, otherwise
we need some relations to be satisfied by ϕ and ϕ′. Indeed, suppose for example that the set
{ϕ(A)π | π ∈ NC(2)} is linearly dependent in M2. It is immediately verified that this is equivalent
to the fact that ϕ is a character of A (ϕ(ab) = ϕ(a)ϕ(b), ∀a, b ∈ A). Hence κ2 = 0, so if Propo-
sition 7.6 is to work then we should have κ ′2 = d2(κ2) = 0 as well, implying that ϕ′ satisfies the
condition ϕ′(ab) = ϕ(a)ϕ′(b)+ ϕ′(a)ϕ(b), ∀a, b ∈ A.
8. Soul companions for a given ϕ
In this section we elaborate on the facts announced in the Section 1.3 of the introduction.
We start by recording some basic properties of the set of functionals ϕ′ which can appear as
soul-companions for ϕ, when (A, ϕ) and A1, . . . ,Ak are given.
Proposition 8.1. Let (A, ϕ) be a noncommutative probability space and let A1, . . . ,Ak be unital
subalgebras of A which are freely independent in (A, ϕ).
1o The set of linear functionals
F ′ :=
{
ϕ′ : A → C
∣∣∣∣ ϕ′ linear, ϕ′(1A) = 0, and A1, . . . ,Akare infinitesimally free in (A, ϕ,ϕ′)
}
(8.1)
is a linear subspace of the dual of A.
2o Suppose that Alg(A1 ∪ · · · ∪ Ak) = A, and consider the linear map
F ′  ϕ′ → (ϕ′∣∣A1, . . . , ϕ′∣∣Ak) ∈ F ′1 × · · · × F ′k, (8.2)
where F ′ is as in (8.1) and where for 1  i  k we denote F ′i = {ϕ′ : Ai → C | ϕ′ linear,
ϕ′(1A) = 0}. The map from (8.2) is one-to-one.
Proof. 1o This is immediate from Definition 1.1, and specifically from the fact that ϕ′ makes a
linear appearance on the right-hand side of Eq. (1.5).
2o Let ϕ′ ∈ F ′ be such that ϕ′ | Ai = 0, ∀1 i  k. Then from Eq. (1.5) it is immediate that
ϕ′(a1 · · ·an) = 0 for all choices of a1, . . . , an ∈ A1 ∪ · · · ∪ Ak . The linear span of the products
a1 · · ·an formed in this way is the algebra generated by A1 ∪ · · · ∪ Ak , hence is all of A, and the
conclusion that ϕ′ = 0 follows. 
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For an example, consider the full Fock space over C2,
T = CΩ ⊕ C2 ⊕ (C2 ⊗ C2)⊕ · · · ⊕ (C2)⊗n ⊕ · · · ,
and let L1,L2 ∈ B(T ) be the left-creation operators associated to the two vectors in the canonical
orthonormal basis of C2. Then L1,L2 are isometries with mutually orthogonal ranges; this is
recorded in algebraic form by the relations
L∗1L1 = L∗2L2 = 1 (identity operator on T ), L∗1L2 = 0.
For i = 1,2 let Ai denote the unital ∗-subalgebra of B(T ) generated by Li , and let A =
Alg(A1 ∪ A2), the unital ∗-algebra generated by L1 and L2 together. It is well known (see
e.g. [5, Lecture 7]) that A1 and A2 are free in (A, ϕ) where ϕ is the vacuum-state on A. Let
ϕ′2 : A2 → C be any linear functional such that ϕ′2(1A) = 0 and ϕ′2(L2) = 1. Then there exists no
linear functional ϕ′ : A → C such that ϕ′ | A2 = ϕ′2 and such that A1,A2 are infinitesimally free
in (A, ϕ,ϕ′). Indeed, if such ϕ′ would exist then from Eq. (2.3) of Remark 2.2 it would follow
that
ϕ′
(
L∗1L2L1
)= ϕ(L∗1L1)ϕ′(L2)+ ϕ′(L∗1L1)ϕ(L2) = 1 · 1 + 0 · 0 = 1,
which is not possible, since L∗1L2L1 = 0.
Remark 8.3. The example from the above remark shows that we can’t always extend a given
system of functionals ϕ′i in order to get a soul companion ϕ′ for ϕ. But Proposition 2.4 gives
us an important case when we are sure this is possible, namely the one when (A, ϕ) is the free
product (A1, ϕ1) ∗ · · · ∗ (Ak, ϕk).
In the remaining part of this section we will look at the two recipes for obtaining a soul
companion that were stated in Corollary 1.4 and Proposition 1.5. For the first of them, we start
by verifying that a derivation on A does indeed define a dual derivation system as indicated in
Eq. (1.15).
Proposition 8.4. Let A be a unital algebra over C and let D : A → A be a derivation. For every
n 1 let Mn denote the space of multilinear functionals from An to C, and define dn : Mn →
Mn by putting
(dnf )(a1, . . . , an) :=
n∑
m=1
f
(
a1, . . . , am−1,D(am), am+1, . . . , an
)
, (8.3)
for f ∈Mn and a1, . . . , an ∈ A. Then (dn)n1 is a dual derivation system on A.
Proof. We first do the immediate verification of condition (ii) from Definition 7.3. Let f be a
functional in M1, let n be a positive integer, and denote g = f ◦ Multn ∈ Mn. Then for every
a1, . . . , an ∈ A we have
(dng)(a1, . . . , an) =
n∑
f
(
a1 · · ·am−1 ·D(am) · am+1 · · ·an
)= f (D(a1 · · ·an))
m=1
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sign we used the derivation property of D). Since d1f is just f ◦ D, it is clear that we have
obtained dng = (d1f ) ◦Mn, as required.
For the remaining part of the proof we fix π = {V1, . . . , Vp} ∈ NC(n) and f1 ∈ M|V1|, . . . ,
fp ∈ M|Vp | as in (i) of Definition 7.3, and we verify that the formula (7.6) holds. Denote f :=
Jπ(f1, . . . , fp) ∈ Mn. In the summation which defines dnf in Eq. (8.3) we group the terms by
writing
p∑
j=1
( ∑
m∈Vj
f
(
a1, . . . , am−1,D(am), am+1, . . . , an
))
. (8.4)
It will clearly suffice to prove that, for every 1 j  p, the term indexed by j in the sum (8.4)
is equal to the term indexed by j on the right-hand side of (7.6).
So then let us also fix a j , 1  j  p. We write explicitly the block Vj of π as {v1, . . . , vs}
with v1 < · · · < vs . From the definition of f as Jπ(f1, . . . , fp) it is then immediate that for
m = vr ∈ Vj we have
f
(
a1, . . . , am−1,D(am), am+1, . . . , an
)
=
( ∏
1ip,
i =j
fi
(
(a1, . . . , an)
∣∣ Vi)) · fj (av1, . . . , avr−1,D(avr ), avr+1 , . . . , avs ). (8.5)
When summing over 1 r  s in (8.5), the sum on the right-hand side only affects the last factor
of the product, which gets summed to (dsfj )(av1 , . . . , avs ). The result of this summation is hence
that∑
m∈Vj
f
(
a1, . . . , am−1,D(am), am+1, . . . , an
)= Jπ (f1, . . . , fj−1, d|Vj |(fj ), fj+1, . . . , fp),
as required. 
Corollary 8.5. Let (A, ϕ) be a noncommutative probability space, and let D : A → A be a
derivation. Define ϕ′ := ϕ ◦D. Let the non-crossing and the infinitesimal non-crossing cumulant
functionals associated to (A, ϕ,ϕ′) be denoted by (κn)n1 and (κ ′n)n1, in the usual way. Then
for every n 1 and a1, . . . , an ∈ A one has
κ ′n(a1, . . . , an) =
n∑
m=1
κn
(
a1, . . . , am−1,D(am), am+1, . . . , an
)
. (8.6)
Proof. This follows from Proposition 7.5, where we use the specific dual derivation system put
into evidence in Proposition 8.4. 
Corollary 8.6. In the notations of Corollary 8.5, let A1, . . . ,Ak be unital subalgebras of A
which are freely independent with respect to ϕ, and such that D(Ai ) ⊆ Ai for 1 i  k. Then
A1, . . . ,Ak are infinitesimally free in (A, ϕ,ϕ′).
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mulants κn follows from the hypothesis that A1, . . . ,Ak are free in (A, ϕ). But then the specific
formula obtained for the infinitesimal cumulants κ ′n in Corollary 8.5, together with the hypothesis
that A1, . . . ,Ak are invariant under D, imply that the mixed infinitesimal cumulants κ ′n vanish
as well. 
Example 8.7. Consider the situation where A is the algebra C〈X1, . . . ,Xk〉 of noncommutative
polynomials in k indeterminates. We will view A as a ∗-algebra, with ∗-operation uniquely
determined by the requirement that each of X1, . . . ,Xk is selfadjoint. Consider the unital ∗-
subalgebras A1, . . . ,Ak ⊆ A where Ai = span{Xni | n  0}, 1  i  k. We will look at two
natural derivations on A that leave A1, . . . ,Ak invariant, and we will examine some examples of
infinitesimal freeness given by these derivations.
(a) Let D : A → A be the linear operator defined by putting D(1) = 0, D(Xi) = 1 ∀1 i  k,
and
D(Xi1 · · ·Xin) =
n∑
m=1
Xi1 · · ·Xim−1Xim+1 · · ·Xin, ∀n 2, ∀1 i1, . . . , in  k. (8.7)
It is immediate that D is a derivation on A, which is selfadjoint (in the sense that D(P ∗) =
D(P )∗, ∀P ∈ A). For every 1  i  k we have that D(Ai ) ⊆ Ai and that D acts on Ai as the
usual derivative (in the sense that D(P (Xi)) = P ′(Xi), ∀P ∈ C[X]).
Now let μ : A → C be a positive definite functional with μ(1) = 1 and such that A1, . . . ,Ak
are free in (A,μ). Then Corollary 8.6 implies that A1, . . . ,Ak are infinitesimally free in the
∗-incps (A,μ,μ′), where μ′ := μ ◦D.
Note that in this special example we actually have
κ ′n(Xi1, . . . ,Xin) = 0, ∀n 2, ∀1 i1, . . . , in  k; (8.8)
this is an immediate consequence of formula (8.6), combined with the fact that a non-crossing
cumulant vanishes when one of its arguments is a scalar.
Eq. (8.8) gives in particular that
κ ′n(Xi, . . . ,Xi) = 0, ∀n 2 and 1 i  k.
So if μ is defined such that every Xi has a standard semicircular distribution in (A,μ), then every
Xi will become a standard infinitesimal semicircular element in (A,μ,μ′), where in Eq. (5.11)
of Remark 5.7 we take α′1 = 1, α′2 = 0.
(b) Let D# : A → A be the linear operator defined by putting D#(1) = 0 and
D#(Xi1 · · ·Xin) = nXi1 · · ·Xin, ∀n 1, ∀1 i1, . . . , in  k. (8.9)
Then D# is a selfadjoint derivation, sometimes called “the number operator” on A. It is clear that
D# leaves every Ai invariant, 1  i  k. Hence if μ : A → C is as in part (a) above (such that
A1, . . . ,Ak are free in (A,μ)), then Corollary 8.6 implies that A1, . . . ,Ak are infinitesimally
free in the ∗-incps (A,μ,μ′ ), where μ′ := μ ◦D#.# #
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now gives
κ ′n(Xi1, . . . ,Xin) = n · κn(Xi1, . . . ,Xin), ∀n 1, ∀1 i1, . . . , in  k. (8.10)
In the particular case when μ is such that every Xi is standard semicircular in (A,μ), it thus
follows that every Xi becomes a standard infinitesimal semicircular element in (A,μ,μ′#), where
we set the parameters from Eq. (5.11) to be α′1 = 0 and α′2 = 2. On the other hand, if μ is defined
such that every Xi has a standard free Poisson distribution in (A,μ) (with κn(Xi, . . . ,Xi) = 1
for all n 1), then the Xi will become infinitesimal free Poisson elements in (A,μ,μ′#), in the
sense of Definition 5.8 and where we take β ′ = 0, γ ′ = 1 in Eq. (5.14).
We now move to the situation described in Proposition 1.5. Clearly, this is just an immediate
consequence of Proposition 4.3.
Corollary 8.8. In the notations of Proposition 4.3, suppose that A1, . . . ,Ak are unital subalge-
bras of A which are freely independent with respect to ϕt for every t ∈ T . Then A1, . . . ,Ak are
infinitesimally free in (A, ϕ,ϕ′).
Proof. Consider elements a1 ∈ Ai1, . . . , an ∈ Ain where the indices i1, . . . , in are not all equal
to each other. The freeness of A1, . . . ,Ak in (A, ϕt ) implies that κ(t)n (a1, . . . , an) = 0 for every
t ∈ T . The limit and derivative at 0 of the function t → κ(t)n (a1, . . . , an) must therefore vanish,
which means (by Proposition 4.3) that κn(a1, . . . , an) = κ ′n(a1, . . . , an) = 0. Hence condition (2)
from Theorem 1.2 is satisfied, and the conclusion follows. 
Example 8.9. Consider again the situation where A is the ∗-algebra C〈X1, . . . ,Xk〉, as in Ex-
ample 8.7, and where μ : A → C is a positive definite functional with μ(1) = 1. Let (κn)n1 be
the non-crossing cumulant functionals of μ, and let {κ(A)π | π ∈⋃∞n=1 NC(n)} be the extended
family of multilinear functionals from Remark 3.10.
For every t > 0, let μt : A → C be the linear functional defined by putting μt(1) = 1 and
μt(Xi1, . . . ,Xin) =
∑
π∈NC(n)
(t + 1)|π | · κπ(Xi1, . . . ,Xin), (8.11)
for all n 1 and 1 i1, . . . , in  k. As is easily seen, μt is uniquely determined by the fact that
its non-crossing cumulant functionals (κ(t)n )n1 satisfy
κ(t)n (Xi1 , . . . ,Xin) = (t + 1) · κn(Xi1, . . . ,Xin), ∀n 1, 1 i1, . . . , in  k. (8.12)
Due to this fact, μt is called the “(t + 1)th convolution power of μ” with respect to the operation
 of free additive convolution – see pp. 231–233 of [5] for details.
From (8.11) it is clear that the family {μt | t > 0} has infinitesimal limit (μ,μ′) at t = 0,
where μ is the functional we started with, while μ′ is defined by putting μ′(1) = 0 and
μ′(Xi1 · · ·Xin) =
∑
|π | · κπ (Xi1, . . . ,Xin), ∀n 1, 1 i1, . . . , in  k. (8.13)
π∈NC(n)
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κ ′n(Xi1, . . . ,Xin) = κn(Xi1, . . . ,Xin), ∀n 1, 1 i1, . . . , in  k. (8.14)
Now let A1, . . . ,Ak be the unital ∗-subalgebras of A that were also considered in Exam-
ple 8.7, Ai = span{Xni | n 0} for 1 i  k. Suppose that A1, . . . ,Ak are free in (A,μ). Then
they are free in (A,μt ) for every t > 0; this follows from Eq. (8.12) and the description of
freeness in terms of non-crossing cumulants (cf. [5, Theorem 11.20]), where we take into ac-
count that Ai is the unital algebra generated by Xi . Hence this is a situation where Corollary 8.8
applies, and we conclude that A1, . . . ,Ak are infinitesimally free in (A,μ,μ′).
Note also that if Xi has a standard semicircular distribution in (A,μ), then Eq. (8.14) implies
that Xi becomes an infinitesimal semicircular element in (A,μ,μ′), where the parameters α′1, α′2
from Remark 5.7 are taken to be α′1 = 0, α′2 = 1. Likewise, if Xi is a standard free Poisson
in (A,μ), then Eq. (8.14) implies that Xi becomes an infinitesimal free Poisson element in
(A,μ,μ′), where the parameters β ′, γ ′ from Definition 5.8 are taken to be β ′ = 1, γ ′ = 0.
Acknowledgments
We are grateful to Teodor Banica for very useful discussions during the incipient stage of this
work. A. Nica would like to thank Mireille Capitaine and Muriel Casalis for inviting him to visit
the Mathematics Institute of Université Paul Sabatier in Toulouse, where this work was started.
Nica’s visit to Toulouse was supported in part by the project ANR-08-BLAN-0311-01 of ANR,
France.
References
[1] S.T. Belinschi, D. Shlyakhtenko, Free probability of type B: Analytic aspects and applications, preprint, 2009,
available online at http://www.arxiv.org under reference arXiv:0903.2721.
[2] P. Biane, F. Goodman, A. Nica, Non-crossing cumulants of type B, Trans. Amer. Math. Soc. 355 (2003) 2263–2303.
[3] B. DeWitt, Supermanifolds, second ed., Cambridge University Press, 1992.
[4] A. Nica, R. Speicher, On the multiplication of free n-tuples of noncommutative random variables, with an appendix
by Dan Voiculescu: Alternative proofs for the type II free Poisson variables and for the compression results, Amer.
J. Math. 118 (1996) 799–837.
[5] A. Nica, R. Speicher, Lectures on the Combinatorics of Free Probability, London Math. Soc. Lecture Note Ser.,
vol. 335, Cambridge University Press, 2006.
[6] I. Oancea, Posets of non-crossing partitions of type B and applications, University of Waterloo PhD thesis, October
2007, available online at uwspace.uwaterloo.ca/bitstream/10012/3402/1/BDTEZA.pdf.
[7] M. Popa, Freeness with amalgamation, limit theorems and S-transform in non-commutative probability spaces of
type B, preprint, 2007, available online at http://www.arxiv.org under reference arXiv:0709.0011.
[8] V. Reiner, Non-crossing partitions for classical reflection groups, Discrete Math. 177 (1997) 195–222.
[9] R. Speicher, Multiplicative functions on the lattice of non-crossing partitions and free convolution, Math. Ann. 298
(1994) 611–628.
[10] D.V. Voiculescu, K.J. Dykema, A. Nica, Free Random Variables, CRM Monogr. Ser., vol. 1, Amer. Math. Soc.,
1992.
