Abstract. The tracking (recursive) type estimator for one-dimensional regression estimation problem with equidistant design is proposed. It is proven that, out of inevitable initial layer, this estimator has the optimal rate of convergence of quadratic risk to zero if the sample size goes to infinity.
Introduction.
Let (t, X) be a pair of random variables, t ∈ [0, 1], X ∈ R 1 , and f (t) = E(X|t) be a regression function. There are two the most popular setting for estimation of f (t). For the first setting (random design), statistician estimates f (t) on the base of a sample (t 1 , X 1 ), ..., (t n , X n ), where (X 1 , t 1 ), . . . , (X n , t n ) are independent copies of (X, t), while for the second one (equidistant design) statistician uses has m independent "measurements" X i1 , ...X im for each t in = i/[n γ ], i = 1, 2, ..., [n γ ]; m = n/[n γ ], 0 < γ ≤ 1 and in additional P (X ij ∈ A|t = t in ) = P (X ∈ A|t = t in ).
For nonparametric regression estimation the function f is assumed to be belong to a class of functions Σ which cannot be specified by a finite number of parameters. In this paper, following to [9] , [10] , [4] and [5] , we fix the class Σ(β, L) = f    obeys k derivatives, f (0) , f (1) , . . . , f (k) ; |f (k) (t 2 ) − f (k) (t 1 )| ≤ L|t 2 − t 1 | α , ∀ t 1 , t 2 and α ∈ (0, 1];
It is well known from the above-mentioned citations that for both designs there are estimators f (C is positive constant) and does not exists an estimator with the better rate of convergence to zero for estimation risks in n → ∞ uniformly in (β, L). It is also known that the same rate in n holds for the estimation risk E f
under fixed value t and this rate cannot be exceeded uniformly on any nonempty open set from (0, 1). In this paper, we intend to analyse an on-line estimation problem of a regression function f . To clarify our method, we mention related on-line estimation problem for a signal f (t) observed in additive Gaussian white noise of a small intensity (see, [2] ) when as observation is an Itô process (with respect to Wiener process W t )
where ε is a small parameter. For f ∈ Σ(β, L), the following on-line filter for tracking of f (t) = f (0) (t) and f (j) (t), j = 1, . . . , k was proposed in [2] :
where q 0 , . . . , q k are chosen so that all roots of the polynomial
have negative real parts. Out of an initial (boundary) layer [0, ∆ ε ], a performance of that filter is characterized by the optimal in the minimax sense rates in ε → 0 of the mean square errors (compare (1.1)):
In this paper, we consider rather natural (from application point of view) model for observation: 6) where (ξ in ) i≤n is a sequence of i.i.d. random variables with Eξ in ≡ 0, Eξ 2 in = 1 and σ 2 (t in ) < C. It is known from [1] and [3] that the regression estimation via the observations (1.6) is asymptotically equivalent in the Le Cam sense, [6] to the estimation f for the model (1.2) (in [1] under Gaussian distribution of the noise and in [3] under arbitrary one). In view of [1] and [3] it is natural to assume that an appropriate discrete time tracking estimator can be created on the analogy of (1.3) (hereafter for brevity t in is replaced by t i ):
n (0). The estimator given in (1.7) is of on-line type. Its implementation is simpler than forČentsov's projection estimator (see, e.g. [5] ) or kernel type ones [8] , [7] . An important and useful for many applications property of this estimator is its recurrent structure when the estimator for f (t i+1 ) receives a small correction, with respect to the estimator for f (t i ), based on new arrived observation.
The main goal of this paper is to show that, out of the boundary layer of a volume Cn − 1 2β+1 log n, the estimator given in (1.7) possesses the best possible rate in n → ∞ of convergence to zero for the mean square error.
The paper is organized as follows. In Section 2 the main results are formulated. Section 3 contains some preliminaries. Upper bounds for the normalized bias and variance are given in Sections 4 and 5. The final part of the proof for the main result is given in Section 6.
Properties of estimator (1.7).
2.1. Generic constant. All results of this paper have possess an asymptotical character with respect to a large parameter n. As a result of that all positive constants independent of n are denoted by a generic letter C.
Formulation of main results.
Theorem 2.1. Let q 0 , . . . , q k are chosen such that all roots of the polynomial given in (1.4) are different and have negative real parts. Let the observation model is defined in (1.6), f ∈ Σ(β, L) and σ 2 (t) < C. Then the estimator (1.7) with arbi-
n (0) possesses the property: for t > Cn
As it was noticed in the Introduction, the rate of convergence of risks to zero for n → ∞ in (2.1) is unimprovable. From the other hand, the boundary layer of order n
, where the optimal rate fails, is inevitable. More precisely, the statement, completely analogous to Lemma 5.1, [2] , can be proven. Proposition 2.1. Let X in be defined in (1.6), f ∈ Σ(β, L) and t in ∈ ∆ n , where
Remark 2. Estimator given in (1.7) can be applied for evaluating of f (t) and its derivatives for all t out of the boundary layer. For instance, one can take
Making use a smoothness of f , it is readily to examine that the above-mentioned estimators have the best rate of convergence in n → ∞ for all t out of the boundary layer, so that an additional interpolation or even the Taylor polynomial approximation do not improve them. It is not the case for the extrapolation problem as well, if only observations for t in ≤ t n = t are available while the value of f (t + h), h > 0 is required to be estimated. The upper bound (2.1) allows to establish that the estimator f 
possesses the rate of convergence max{h, n
and that rate is unimprovable too.
Notations and Preliminaries.
Hereafter, x is the Euclidian norm of vector x; A is a norm of matrix A. For notational convenience we rewrite (1.7) in a vector-matrix form
subject to fixed F n (0), where (all matrices and vectors are of sizes (k + 1) × (k + 1) and k + 1 respectively)
. . .
The following matrix and vectors also are used in the sequel
4.
Upper bound for normalized bias.
Taking the expectation from the both sides of (3.1) we find (here I is the unit matrix of the size (k + 1) × (k + 1)):
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The next identity implied by (4.1)
allows to derive a recursion for i = M n (t i ) − F (t i ):
Introduce now the matrix of the size (k + 1) × (k + 1)
and the vector of normalized biases
It is readily to verify that 
For the notational convenience, let us introduce the matrix 
To simplify a further analysis, a decomposition for δ i is used:
Hereafter, 2. norms of vectors P (t i )'s generated by the recursion
subject to P (0) = 0 with C n (i) ≤ r n γ are bounded by a constant independent of n, P (t i ) < C.
Proof. 1. Since (here det( * ) is the determinant of matrix)
what is nothing but p k (u) = 0, where p k (u) is the polynomial defined in (1.4). Recall that all roots of p k (u) have strictly negative real parts u j . Since λ n (j) = 1 + u j n γ , j = 1, . . . , k + 1, we have u j ≤ −2c • . Hence, for n large enough,
and
Particularly, for c • from (4.11) we have Lemma 4.1. sup
0 (see Proposition 4.1). On the other hand, whereas by virtue of (4.4) and (4.9) δ 1 0 ≤ Cn γ/2 , the desired conclusion holds. Proof. Due to Proposition 4.1 it suffices to show that
To this end, we note that all components of the vector Q F (t i ) − F (t i−1 ) are in a proportion to f (0) (t i ) − f (0) (t i−1 ) the absolute value of which is bounded by rn −1 . Hence the left hand side of (4.15) is bounded above by r n 1+γ/2 and, whereas γ < 1, we have Proof. Making use the Proposition 4.1, it suffices to show that
The first k components of
coincide with the first k components of 
≤ 2 r n γ .
2
Lemma 4.4. For any Cn γ log n < ≤ n, δ 4 < C.
Proof. Due to
which allow us to find that
The latter provides
So, the assertion of the lemma follows, since
Indeed, for any K 
5.
Upper bound for variance.
n , where C n is defined in (4.4) and * is the transposition symbol. For notation convenience denote V (t i ) = C n F n (t i ) − M n (t i ) . The recursion given in (3.1) and the definition of D n (see, (4.2)) provide V (t i ) = D n V (t i−1 ) + n The desired statement is implied by (5.1) and (6.1). 2
