This paper extends the Singular Fourier-Padé (SFP) method proposed by Chan (2018) to pricing/hedging early-exercise options-Bermudan, American and discrete-monitored barrier options-under a Lévy process. The current SFP method is incorporated with the Filon-Clenshaw-Curtis (FCC) rules invented by Domínguez et al. (2011), and we call the new method SFP-FCC. The main purpose of using the SFP-FCC method is to require a small number of terms to yield fast error convergence and to formulate option pricing and option Greek curves rather than individual prices/Greek values. We also numerically show that the SFP-FCC method can retain a global spectral convergence rate in option pricing and hedging when the risk-free probability density function is piecewise smooth. Moreover, the computational complexity of the method is O((L − 1)(N + 1)(Ñ logÑ )) with N a (small) number of complex Fourier series terms,Ñ a number of Chebyshev series terms and L, the number of early-exercise/monitoring dates. Finally, we show that our method is more favourable than existing techniques in numerical experiments. JEL classification: C6, C63
Introduction
A Bermudan option can be exercised on predetermined dates before maturity. The option holder receives the exercise payoff when he/she exercises the option on specific dates at the option's maturity. Between two consecutive exercise dates, the valuation process can be regarded as similar to a European option, which can be priced and hedged using the risk-neutral valuation formula (cf. Chan 2018, Chan and Hale 2019) .
If we consider log S t := x t driven by a Lévy process and a Bermudan option with strike K and maturity T that can be exercised only on a given number of exercise dates t = t 0 < t 1 ≤ t 2 ≤ . . . t l ≤ t l+1 ≤ . . . ≤ t L = T., we can write the risk-neutral Bermudan pricing formula for such an option as
U (e xt l , K, t l ) l = L, t L = T max (C(x tl , K, t l ), U (e xt l , K, t l )) l = 1, 2, 3, . . . , L − 1 C(x tl , K, t l )
where, U (e xt l , K, t l ) is the payoff function at t l ., i.e., if the payoff function is a call, then U (e xt l , K, t l ) is transformed into max (e xt l − K, 0) . In (1), C(x tl , K, t l ) at each t j can be described as a riskneutral valuation formula:
C(x tj , K, t j ) = e −r(tj+1−tj) E V (x tj+1 , K, t j+1 )|x tj = e −r(tj+1−tj)
+∞

−∞
V (e x+χ−log K , t j+1 )f (χ)dχ, χ ∈ X tj+1 − X tj .
Here, X tj+1 − X tj is the Lévy process, r is the risk-neutral interest rate, and f (χ) is the risk-neutral probability density function (PDF). As (2) is an expectation and integral, a sustainable number of numerical methods are developed to calculate it. The popular methods include, for example, the FFT-QUAD method, a combination of the Fast Fourier Transform (FFT) method and numerical quadrature, suggested by O'Sullivan (2005) ; the CONV method, an FFT method proposed by Lord et al. (2008) ; a mixture of the FFT method and the Guass transform (e.g. Broadie and Yamamoto 2003) or the Hilbert transform (e.g. Feng and Linetsky 2008, Zeng and Kwok 2014) ; the COS method, a Fourier-cosine series approach suggested by Fang and Oosterlee (2009b) ; and the SWIFT method, a wavelet series approach (Maree 2015 , Maree et al. 2017 ). The advantage of using the FFTs, COS and SWIFT methods for option pricing is that they can achieve a global spectral (exponential) convergence rate and require fewer summation terms as long as the governing PDF is sufficiently smooth. However, when the difference ∆t between t j and t j+1 approaches zero in (2), f (χ) tends to become highly peaked and piecewise continuous (non-smooth) 1 in any Lévy process. Using any type of Fourier series to represent a piecewise continuous function, e.g., a piecewise continuous PDF, is notoriously fraught and causes the Gibbs phenomenon (cf. Fornberg 2001, 2011) . The impact of the Gibbs phenomenon can lead to inaccurate pricing and hedging and a lack of spectral convergence when the approximate option prices are generated via FFT or Fourier series methods at or around the jumps. Accordingly, we propose the singular Fourier-Padé (SFP) method (Chan 2018) to circumvent the mentioned problem to allow fewer summation terms and maintain spectral convergence when f (χ) is piecewise continuous. Why do we choose the SFP method? We exhibit the following characteristics when we use the method to price and hedge European-type options:
(i) a global spectral convergence rate for piecewise continuous PDFs; (ii) fast error convergence with fewer partial summation terms required; (iii) accurate pricing of any European-type option with the features of deep in/out of the money and very long/short maturities; (iv) consistent accuracy for approximating large or small option prices throughout.
To obtain the same advantages of using the SFP method, we extend the current method with the help of the Filon-Clenshaw-Curtis (FCC) rules, invented by Domínguez et al. (2011) , to price Bermuda options and American and discrete-monitored barrier options. We call the new method SFP-FCC. Compared with the SFP method alone, the main advantage of the SFP-FCC method is that it can not only require fewer summation terms to yield spectral convergence with a (piecewise) continuous PDF but also provide option pricing and an optional Greek formula rather than individual prices/Greek values.
The remainder of this paper is structured as follows. Section 1 provides an introduction. Section 2 describes the SFP method. Section 3 introduces the financial stochastic models that we examine in this paper. Section 4 revises and improves the formulation of the SFP option pricing formulae for European options proposed in Chan (2018) . In Section 5, we propose the SFP-FCC algorithms/formulae to price Bermudan, American (cf. Section 5.1) and discrete-monitored barrier options (cf. Section 5.3) and to find an early-exercise point by using root-finding techniques (cf. Section 5.2). Section 6 describes the derivation of the option Greek formulae and the choice of truncated integration intervals. Section 7 discusses, analyses and compares the numerical results of the SFP-FCC method with the results of other numerical methods. We conclude and discuss possible future developments in Section 8. Finally, Appendix A shows the algorithm of computation of the SFP coefficients, and Appendix B discusses the method of locating jumps in PDFs. Appendix C describes the FCC rules, and Appendix D shows the table of cumulants.
Singular Fourier-Padé interpretation and correction of the Gibbs phenomenon
If we consider a function f with a formal power series representation ∞ k=0 b k x k , and a rational function defined by R N,M = P N /Q M , where P N and Q M are the polynomials of
respectively, then we say that R N,M = P N /Q M is the (linear) Padé approximant of order (N, M) of the formal series that satisfies the condition
Here, f is approximated by
To obtain the approximant R(N, M ), we simply calculate the coefficients of polynomials P N and Q M by solving the following system of linear equations:
For this system to be well determined, we usually employ a normalisation by setting, for example, q 0 = 1. If we now consider any piecewise analytic real function f in a finite interval [a, b] with a set of jump locations {ζ s } S s=1 ∈ [a, b] that appear in f , the complex Fourier series (CFS) representation of the function is defined as
Here, Re represents the real part of the function. As we focus on approximating a real function, we can further obtain
Based on this representation, we denote z as exp i 2π b−a x , and then, we approximate f with a truncated power series of f 1 such that
The transformation z = exp i 2π b−a x also suggests that the jump location ε translates into exp i 2π b−a ζ . Based on (4), the Fourier-Padé approximation of f 1 comprises the polynomials
However, Fornberg (2001, 2011) note that this approximant (10) does not reproduce very well at/around the jump locations of the function, which makes the approximation inaccurate. Therefore, they suggest that every jump ε can be attributed to a logarithm of the form
This logarithmic jump in f 1 , which is difficult for the Padé approximant to simulate, can be exploited to enhance the approximation process. This is the rationale behind the SFP method introduced in Fornberg (2001, 2011) . We modify the Fourier-Padé approximant (10) to obtain the following condition:
where
Financial modelling with Lévy processes
We briefly review option pricing theory in Lévy-models partly to establish notations. Standard references for this material are Applebaum (2004) , Cont and Tankov (2004), and Sato (1999) . Throughout this section, we consider that markets are frictionless and have no arbitrage, and we assume that an equivalent martingale measure (EMM) Q is chosen by the market. Moreover, there is a complete filtered probability space (Ω, F, {F} t≥0 , Q) on which all processes are assumed to live.
We first introduce a stock price process S = (S t ) t≤0 and assume that it follows an exponential Lévy process:
where, S 0 ∈ R + = (0, ∞) is the initial stock price taken as a random variable (rv) independent of (L t ) t≤0 . We limit ourselves to derivatives written on a single risky asset whose log-return we assume to be modelled by a one-dimensional Lévy process. As usual, we also assume the existence of a risk-free bond earning interest at a constant rate of r and a continuous compounding stock dividend q for all maturities T > 0. For a general Lévy process, the market that consists of the risky asset plus the risk-free bond will be an incomplete market 1 . The Lévy-process (L t ) t≥0 is fully determined by its characteristic function that according to the Lévy-Khinchine theorem, is of the form ϕ(u) := E(e iuLt ) = e tφ(u) , with characteristic exponent φ(z) given by
Here, γ and σ are real constants with σ ≥ 0, and ν being a positive measure of R, which is called the Lévy measure that satisfies the Lévy-condition R min(χ 2 , 1) ν(dχ) < ∞. The probabilistic interpretation of ν is that ν(dχ) gives the expected number of jumps with a size between χ and χ+dχ, which the process makes between time 0 and 1. The triplet (γ, σ, ν) is called the characteristic triplet or the Lévy-Khintchine triplet of (L t ) t≥0 .
We also assume that E[S 0 ] ≤ 0 and a recall of (14). Then, we can write
where φ(1) is assumed to be finite. For any EMM, Q is a risk-neutral (no-arbitrage) pricing, and the discounted stock price process, (e −(r−q)t S t ) t≥0 , in an equilibrium, with either a complete or an incomplete market, must constitute a martingale. In addition, under the EMM Q measure, the growth rate φ(1) of the stock price equals the risk-free rate r > 0 and q > 0.
Pricing formulae for European type options
In this section, we derive an SFP European option pricing formula. The technique demonstrated is slightly different to the approach in Chan (2018) as we provide an option pricing curve rather than an individual value. A European option can be exercised at maturity T of the option. By providing the current log price x := log S, the strike price of K and the probability density function (PDF) f of a stochastic process, we can express the option price V (x, K, t) starting at time t with its contingent claim that pays out U (S T ) as follows:
where, U (S t e XT −Xt , K, T ) = G(e x+χ−log K ). By replacing x + χ − log K with y, we have
= e −r(T −t)
where,x = x − log K, G(e y ) is the pay-off in the log-price coordinates, and f R (x) := f (−x) is the reflected function. The expression of (18) 
where ϕ(u) is a characteristic function of X T − X t ., then (19) becomes
By using the Fourier transform shift theorem and the CFS expansion shown in (8), we express f R (x − y) as
ky dy e 
Through substitution, we have
where,
ky dy and
Because of condition (20), we can approximate b k and b 0 as
respectively. Furthermore, since we only consider a vanilla call/put in this paper, their payoffs are formulated as
By considering y := x + χ − log K and applying basis calculus, we have
for a call, and similarly, we have
for a put. Accordingly, we replace b k with KG k , and the new CFS representation of (24) becomes
To express our final pricing formula with the SFP representation, as we know the pricing formula is a real function, we can transform (31) into
We set exp i 
By substituting the equation above with f 1 (z) in (12), we obtain the approximant given by
Once we can determine the unknown coefficients of {p n } N n=0 , {q m } M m=0 and {l ns } Ns ns=0 in (34) via the algorithm shown in Appendix A and replace
in (24), we reach our first SFP representation of a European vanilla option such that
The pricing formula above can only be applied to compute the option prices with a value of K and a range of S t . However, in the financial markets, option price quotes always appear with a value of S t and a range of K. To fit in this financial phenomenon, we modify (36) by using K = Se −x = e x−x so that we obtain the new pricing formula of
Pricing early-exercise options with the SFP-FCC method
In this section, we derive option pricing/hedging formulas for early-exercise options by using the SFP-FCC method. We formulate a Bermudan option pricing curve as the first illustration. Then, in the same fashion, we derive the SFP-FCC pricing formulas for the American and discrete-monitored barrier options and their hedging formulas. The general idea of the SFP-FCC method is first to discretise the lifespan of the options in an equal time step. Then, starting backwards from the maturity to the initial time of the option, we present the option pricing/hedging curve that applies the CFS method at each time step. The accuracy of the CFS method can only be guaranteed by implementing the FCC rules. Finally, once we reach the initial time of the option, the pricing/hedging formula of the option can be constructed by applying the SFP method.
Pricing formulae for Bermudan and American options
We consider log S t := x t driven by a Lévy process and a Bermudan option with strike K and maturity T that can be exercised only on a given number of exercise dates
By assuming that the difference between t l and its successive t l+1 is the same, we can write the Bermudan pricing formula for such an option as
where U (e xt l , K, t l ) is the payoff function at t l . For example, if the payoff function is a call, then
Following the algorithm of pricing European options in Section 4, we setx tl = x tl − log K, replacẽ x tl +χ with y tl and choose [c, d ] to satisfy (20). We can transform the equation above as a convolution integral, i.e.,
Due to the early-exercise feature of the option, V (y tl , t l+1 ) is equal to max (C(y tl , t l+1 ), U (e yt l , t l+1 )) . Then, the integral of C(x tl , K, t l ) in (41) can be split into two parts when we know the early-exercise point, x * tl at t l . By supposing that we know x * tl (we discuss the techniques of finding x * tl in Section 5.2), we can split the integral, which defines C(x tl , K, t l ), into two parts: one on the interval [c, x * tl ] and the second on [
. (42) In (42), the integral of
is clearly the CFS presentation of a European vanilla call or put on [x * tl , d] or [c, x * tl ], respectively, because U (y tl , t l+1 ) is a payoff, and the CFS representation of f R (x tl − y tl ), which is equivalent to (22), is defined as
where B k is the same as (27). Accordingly, by using the idea of deriving the CFS European option pricing formula in Section 4 and the result of (29) and (30), we can show that
When we compute
it is not a straightforward case, as C(y tl , t l+1 ) does not have a closed-form expression at t l+1 . To solve the integral and also yield a higher accuracy of the SFP-FCC method, we first approximate C(y tl , t l+1 ) with a Chebyshev series since it has a CFS representation in the previous time step. Therefore,
Here, α n is the n th coefficient, and we also define the composition of T k • ψ [yk,yk+1] , where
By substituting (47) into (46) and expanding the integral (46), we have
In the equations above, both integrals of
kyt l dy tl , and
can be simplified into
and
respectively. We denotek to be equal to either −
to simplify the mathematical notation in the equations above. Therefore, we have
This integral is not easy to solve numerically because it is highly oscillatory (e.g., Domínguez et al. 2011) . To yield higher accuracy, we apply the FCC rules stated in Appendix C to compute the integral. By using the final numerical result of (53), we can further transform (48) and (49) as
respectively. By substituting (44), (45), (54), and (55) back into (42), we can have a CFS representation of C(x tl , K, t l ) such that
We should notice that the CFS representation above is working at each time step from t and t L−2 . However, at t L−1 , since t L = T and V (y T , T ) = U (y T , T ), is a payoff function in (41), we simply have a CFS European pricing formula on [c, d], i.e.,
Finally, to seek an SFP representation of C(x t , K, t) at time t, we first denote
By starting from T using (57) and then working backwards and recursively using (56) until t, we can reach
Then, by following the step proposed in (32), we can further infer that
Based on the equation above, we apply all the steps from (33) to (36); then, we can reach
where z = exp i 2π d−cx t andx t = x t − log K. To evaluate American options, one simple approach is to approximate an American option by a Bermudan option with many exercise opportunities L that go into infinity (cf. Fang and Oosterlee 2009b ). An alternative approach is to use a Richardson extrapolation (e.g. Geske and Johnson 1984, Chang et al. 2007) . In this paper, we adapt these two approaches to demonstrate the efficiency of our method. When we use the Richardson extrapolation, we implement the 4-point Richardson extrapolation scheme proposed by Fang and Oosterlee (2009b) . Accordingly, we have the American option price given by
where V Amer (L) denotes the approximated value of the American option.
5.2. Early-exercise point using root-finding techniques and a computational algorithm for the Bermudan option
In this short section, we combine the SFP-FCC method with root-finding techniques, mainly Newton's method, to find early-exercise points. Newton's method is first proposed in Fang and Oosterlee (2009b) to find an early-exercise point. This technique can be used when one solves the following equality:
which appears in (42). Therefore, to find x * tl , we can implement different root-finding techniques, such as the secant method. In this paper, as suggested in Fang and Oosterlee (2009b), we instead implement Newton's method (also known as the Newton-Raphson method). The process of this method is repeated as
over x j for j = 1, 2, . . . until a sufficiently accurate value is reached. As we only determine whether x * tl lies on [c, d] , if not, we set x * tl to be equal to the nearest boundary point. In the equation, we start with x 0 equal to x * tl+1 , the exercise point in the exercise date at t l+1 , and we also know that at maturity T, x * T is equal to 0. In (64),
Since C(y tl , t l+1 ) may suffer from the Gibbs phenomenon due to a piecewise continuous PDF. To avoid the phenomenon and achieve a higher accuracy of finding x * tl , we apply the SFP method to (65) and (66). To obtain our SFP representation, we first let z = exp i 
(67) based on the equation above, by using (12), we can eventually obtain the SFP approximant given by
By applying the approximation algorithm in Appendix A to determine the coefficients of P N , Q M , and L Ns , we can obtain the SPF formula for C(y tl , t l+1 ) and ∂ ∂yt l C(y tl , t l+1 ) with the form
By combining the root-finding techniques above and summarising Section 5.1, we present the pseudo-code of our algorithm that computes Bermudan option prices in Algorithm 1. Finally, we draw our attention to the performance or complexity of the algorithm, O, of the SFP-FCC method. At each time step t l , since we adopt Chebfun (Trefethen et al. 2014 ) to calculate α n without applying an adaptive process in (47), the complexity is O(Ñ logÑ ), whereÑ is the total number of the Chebyshev terms, because Chebfun employs the fast Fourier transfer (FFT) technique, which originated in Mason and Handscomb (2002) , to calculate α n . Furthermore, we apply the FFC rules in (54) and (55), so according to Domínguez et al. (2011) , the complexity of the rules is also O(Ñ logÑ ) for each complex Fourier term k up to N. Combining the computational complexities above and considering L exercising dates, the total complexity of the SFP-FCC method is O((L − 1)(N + 1)(Ñ logÑ )).
Remark 1 In (46), we can directly integrate both C and f R together because they both have a CFS representation with a complex Fourier basis function e −i 2π d−c kyt l ; however, unfortunately, if we integrate them, our numerical results suggest that less accuracy can be obtained in the SFP framework.
Result: Bermudan option price V (x t , K, t) at time t initialisation; discretise [t, T ] into timesteps t = t 0 , t 1 , . . . , t l , . . . , t L = T ;
while t l = t do express C(x tl , K, t l ) in the form of (42); findx * tl by using the root-finding technique in Section 5.2; compute U (y tl , t l+1 )f R (x tl − y tl ) dy tl by using the steps from (42) to (45); compute C(y tl , t l+1 )f R (x tl − y tl ) dy tl by using the steps from (46) to (55);
, where z = exp i 2π d−cx t andx t = x t − log K, by using the steps from (60) to (61); Algorithm 1: Algorithm for computing Bermudan option price V (x t , K, t) at t by using the SFP-FCC method.
Pricing formulae for discretely monitored Barrier options
A barrier option is an early-exercise option whose payoff depends on the stock price crossing a pre-set barrier level during the option's lifetime. We call the option an up-and-out, knock-out, or down-and-out option when the option's existence fades out after crossing the barrier level. Like European vanilla options, these options can all be written as either put or call contracts that have a pre-determined strike price on an expiration date. In this paper, we only investigate two basic types of barrier options: down-and-out barrier (DO) options and up-and-out barrier (UO) options for the illustrations of our method.
(i) Down-and-out barrier (DO) option: A down-and-out barrier option is an option that can be exercised at a pre-set strike price on an expiration date as long as the stock price that drives the option does not go below a pre-set barrier level during the option's lifetime. As an illustration, if the stock price falls below the barrier, the option is "knocked-out" and immediately carries no value. (ii) Up-and-out barrier (UO) option: Similar to a down-and-out barrier option, an up-andout barrier option will be knocked out when the stock price rises above the barrier level during the option's lifetime. Once it is knocked out, the option cannot be exercised at a predetermined strike price on an expiration date.
The structure of discretely monitored barrier options is the same as the structure of Bermudan options. Instead of having a pre-set exercise date and an early-exercise point like Bermudan options, barrier options have a pre-set monitored date and a barrier level. In the case of Bermudan options, when the stock price goes across the early exercise point, a payoff occurs, and the option expires immediately. In the same manner, a barrier option is immediately knocked out when the barrier level is crossed. The barrier level acts exactly the same as the exercise point in Bermudan options. However, in the case of a barrier option without a rebate, no payoff occurs when the barrier level is reached; otherwise, a rebate occurs when a barrier option is knocked out.
In this paper, we only focus on a barrier option without a rebate and use a DO option to illustrate the SFP-FCC method to approximate discretely monitored barrier option prices. Suppose that we have a DO option driven by S t with a barrier B, and a strike K and a series of monitoring dates L: t = t 0 < . . . < t l < . . . < t L = T ; the option formulae can be described as
where, 1 is an indicator function, U (e xt l , K, t l ) is again either a call or put payoff and
We follow the steps from (41) and (42) in Section 5.1 and replace the exercise pointx * tl with a scaled log barrier,B = log B − log K. Accordingly, we can expand the equation into
To compute C(y tl , t l+1 )f R (x tl − y tl )dy tl , we follow the steps from (46) to (55) in Section 5.1. We therefore first approximate C(y tl , t l+1 ) with a Chebyshev series C cheb (y tl , t l+1 ), such that
By substituting (73) into (72), the CFS representation of C(x tl , K, t l ) can be formulated as
we do not apply the FCC rules to approximate a payoff function U (e xt L , K, t L ); therefore, we have
where 30] ). Finally, to have the SFP-FCC pricing formula of the DO barrier option, we work backwards and recursively from T to t by using (74) and (75) and then approximate C(x t , K, t) with the SFP approximant at t by applying the steps of (60) and (61) in Section 5.1. We present the pseudo-code of our algorithm computing DO option prices in Algorithm 2.
Result: discretely monitored barrier option price V (x t , K, t) at time t initialisation; discretise [t, T ] into timesteps t = t 0 , t 1 , . . . , t l , . . . , t L = T ;
while t l = t do express C(x tl , K, t l ) in the form of (74); compute C(y tl , t l+1 )f R (x tl − y tl ) dy tl as stated in (72);
kxt l as stated in (74); next t l ; end
, where
d−cx t andx t = x t − log K, using the steps from (60) to (61); Algorithm 2: Algorithm for computing discretely monitored DO barrier option price V (x t , K, t) at time t by using the SFP-FCC method.
For the UO barrier options, we can modify Algorithm 2 to compute their prices, but we consider the condition of the option knocked out when the stock price rises above B, i.e.,
Option Greeks hedging and choice of truncated intervals
This section is divided into two parts: calculating the option Greeks and choosing truncated intervals. As we have mentioned in Chan (2018) before, we repeat the deviation of only two option Greeks-Delta and Gamma. Other Greeks, such as Theta, can be derived in a similar fashion; however, depending on the characteristic function, the derivation expression might be rather lengthy. We omit them here, as many terms are repeated. We use the Bermudan option defined in (60) as an illustration to derive the Greeks since the derivation for other option Greeks are the same. Delta is the first derivative of the value of V of the option with respect to the underlying instrument price S. Therefore, differentiating the CFS expansion of V (60) with respect to S, we have
wherex t = x t − log K. Similarly, we can obtain Γ t by differentiating ∆ t with respect to S such that
and eventually,
kxt .
To obtain our first SFP representation of ∆, we first let z = exp i 2π d−cx t and then transform all the jumps ζ in ∆ t into ε = exp i 2π d−c ζ in (77). Accordingly, this transforms the CFS representation in (77) into the form
and based on the equation above, by using (12), we can eventually obtain the SFP approximant given by
By applying the approximation algorithm in Appendix A to determine the coefficients of P N , Q M , and L Ns , we can obtain the SPF formula for ∆ t with the form
To determine the SFP approximant of Γ t , we follow the same idea of approximating ∆ t but replace f 1 (z) with
Now we draw our attention to wisely choose a good truncated interval. The choice of the interval [c, d] plays a crucial role in the accuracy of the SFP-FCC method. A minimum and substantial interval [c, d] can capture most of the mass of a PDF such that our algorithm can, in turn, produce a sensible global spectral convergence rate. We adopt the ideas of Fang and Oosterlee (2009a) and Chan (2018) to choose the interval [c, d] . In this short section, we show how to construct an interval related to the closed-form formulas of stochastic process cumulants. The idea of using the cumulants was first proposed by Fang and Oosterlee (2009a) to construct the definite interval [c, d] in (20) . Based on their ideas, we have the following expression for [c, d] :
where c 1 , c 2 , and c 4 are the first, second and fourth cumulants, respectively, of the stochastic process andL ∈ [8, 12] . For simple and less-complicated financial models, we also obtain closedform formulas for c 1 , c 2 , and c 4 , which are shown in Table D1 of Appendix D.
Numerical results
The main purpose of this section is to test the accuracy and efficiency of the SFP-FCC method through various numerical tests. This involves evaluating the ability of the method to price any early-exercise options and to exhibit good accuracy even when the PDF is smooth/non-smooth. A number of popular numerical methods are implemented to compare the algorithm in terms of the error convergence and computational time. These methods include the COS method (a Fourier COS series method, Fang and Oosterlee 2009a), the filter-COS method (a COS method with an exponential filter to resolve the Gibbs phenomenon; see Ruijter et al. 2015) , the CONV method (an FFT method, Lord et al. 2008) , the FFT-QUAD (a combination of the quadrature and CONV methods; see O'Sullivan 2005), and the SWIFT methods (wavelet-based methods; see Ortiz-Gracia and Oosterlee 2013, Maree 2015, Ortiz-Gracia and Oosterlee 2016, Maree et al. 2017 ). When we implement the CONV, we use Simpson's rule for the Fourier integrals to achieve fourth-order accuracy. In the filter-COS method, we use an exponential filter and set the accuracy parameter to 10 as Ruijter et al. (2015) report that this filter provides better algebraic convergence than other options. We also set the damping factors of the CONV to 0 for pricing European options.
As the SFP method requests approximating jumps in logarithmic series, we only consider and apply the endpoints c and d as our two known jumps for all non-smooth/smooth PDFs. In all numerical experiments, we use the parameter U to denote the number of terms of the SFP-FCC method,Ñ to denote the number terms of the Chebyshev polynomials and N to denote the number of terms/grid points of the other variables. When we measure the approximation errors of the numerical methods, we use absolute errors, the infinity norm errors R ∞ and the L 2 norm errors R 2 as the measurement units. A MacBook Pro with a 2.8 GHz Intel Core i7 CPU and two 8 GB DDR SDRAM (cache memory) is used for all experiments. Finally, the code is written in MATLAB, and the codes to implement the COS method and the FFT method, such as the CONV method and the like, are retrieved from von Sydow et al. (2015) . In terms of computing the Chebyshev polynomials, we use Chebfun (Trefethen et al. 2014 ) to generate non-adaptive Chebyshev polynomials.
We consider four different test cases based on the following PDFs and other parameters: 
In each set of parameters, VG denotes the variance gamma model (e.g. Madan et al. 1998, Madan and Milne 1991) , CGMY stands for the Carr-German-Maddan-Yor model (Carr et al. 2002) , and NIG is short for the normal inverse Gaussian process (Barndorff-Nielsen 1991) . Throughout all the numerical tests in this paper, we setL = 8 in (83) to obtain an accurate truncated interval for the (filter-)COS, SFP-FCC and SWIFT methods. In the first test, we discuss the behaviour of the error and the stability of the SFP-FCC method if M , the number of earlyexercise dates, goes to infinity. We also check how the Bermudan option prices converge to their American option counterparts. When M approaches infinity, this leads to ∆t going to zero and to eventually form a highly peaked PDF. The VG1 is chosen for the test because relatively slow convergence was reported for the CONV method for very short maturities in Lord et al. (2008) . In the test, the Bermudan call options without paying dividends have the same values as their European counterparts, and the European call reference prices are generated by using the SFP method (Chan 2018 ). In Fig. 1 , the left-hand side of the graph shows highly peaked PDFs with ∆t = 0.1 and ∆t = 1e −05 , and the right-hand side of the graph demonstrates the logarithm absolute error of the SFP-FCC method. As we gradually increase M from 100 to 10000 (equivalent to decrease ∆t from 0.001 to 1 −05 ) and keep both U = 32 andÑ = 128 fixed, the logarithm absolute error stays almost equivalent throughout in the right-hand side of the graph. This indicates that the SFP-FCC method works stably to steadily converge Bermudan option prices to their American option counterparts and yields a spectral convergence rate apart from the jump point. In the next test shown in Fig. 2 , we compare the filter-COS, CONV, FFT-QUAD methods with the SFP-FCC method for pricing a Bermudan call option with the same input parameters,VG1. In the SFP-FCC method, we set L to 1000 (equivalent to ∆t = 1 −04 ) and gradually increase U in a sequence of 8 (blue), 16 (red) and 32 (yellow), andÑ is set to be 128 for the SFP-FCC method. For the rest of the three methods, N is ascended in a sequence of 128 (blue), 256 (red) and 512 (yellow). We compute 401 Bermudan call option prices in the range of S from 80 to 120 and K = 90. Compared with the other methods, we observe that the SFP-FCC method can retain spectral convergence apart from the jump point and yield a higher accuracy than the other methods with fewer summation terms required. In Table 1 , we compare the accuracy of the SFP-FCC method with the COS method in pricing an American put option under the CGMY model after applying the Richardson extrapolation technique (62) to them. We use CGMY1 retrieved from Fang and Oosterlee (2009b) for the test. The test itself is a replicate of the same test in Fang and Oosterlee (2009b , Table 3 ). 14 reference values are computed by using the CONV method with N = 4096 and applying the same extrapolation technique to a range of S from 0.5 to 1.5, and K equals 1. In Table 1 , we increase L from 0 to 3, and we can infer that the SFP-FCC method can achieve relatively better accuracy than the COS method with a less total number of U = 256 andÑ = 128 than N = 512 required. By using the same input parameters of CGMY1, we examine the stability of the SFP-FCC method whenÑ increases in Table 2 . We increaseÑ twice from 64 to 512 and keep U = 256 and L = 2 the same, and both R ∞ and R 2 errors first decrease and then level off.
In the final two tests, we focus on the comparison of the SFP-FCC method with the SWIFT and COS methods in pricing the UO and DO barrier options, respectively. We set L equal to 12 and both CGMY2 and NIG1 are taken from Fang and Oosterlee (2009b) . All the reference values . U is gradually increased in a sequence of 8 (blue), 16 (red) and 32 (yellow), andÑ is set to be 128 for the SFP-FCC method. N is ascended in a sequence of 128 (blue), 256 (red) and 512 (yellow) for the other three methods. 401 Bermudan call option prices are computed in the range of S from 80 to 120, and K is equal to 90. Apart from the jump, spectral convergence is observed in the SFP-FCC method. Table 2 . Comparison of the R∞ and R2 errors of the SFP-FCC method for pricing an American put option under the CGMY model with parameters taken from CGMY1 whenÑ increases and L and U are kept the same. 14 option prices are computed for the CONV method and the COS method, respectively, in a range of S from 0.5 to 1.5, and K is equal to 1. are generated by using the CONLeg method-the Convolution of Legendre Series (Chan and Hale 2019) . In Tables 3 and 4 , the difference in the computational time across methods is not large. In Table 3 , we first compare the accuracy of the SFP-FCC method with the SWIFT method under the CGMY model. In the table, we can see that both methods can reach spectral convergence when we compare 41 UO option prices in the range of S from 80 to 120, K is equal to 100, and the barrier level, B is set to 120. Finally, when pricing the DO barrier options shown in Table 4 under the NIG model, both methods-COS and SFP-FFC-can obtain spectral convergence when we compare 80 option prices in the range of K from 80 to 120, S = 100 and B = 80. However, the SFP-FCC method can have much lower R ∞ and R 2 errors than the COS method when both N and U are doubled. This indicates that the SFP-FCC method is superior to the COS method. 
Conclusions
We have generalised the SFP option pricing method, based on a singular Fourier-Padé series, to price and hedge early-exercise options-Bermudan, American and discretely-monitored barrier options. We call the new method SFP-FCC, as we incorporate the SFP method with the FilonClenshaw-Curtis (FCC) rules. The main advantages of the SFP-FCC method are its ability to return the price and Greeks as a function defined on a prescribed interval rather than just point values and its ability to retain spectral convergence under any process with a (piecewise) continuous PDF. The complexity of the new method is O((L − 1)(N + 1)(Ñ logÑ )), and the method itself is shown to be favourable to existing popular techniques in all numerical experiments. Future research on the method will aim to prove theoretically spectral convergence for earlyexercise options and extend the method to price options with path-dependant features under the (time-changed) Lévy process or (rough) stochastic volatility. Research in this direction is already underway and will be presented in a forthcoming manuscript. 
Now, assuming g is a PDF, to find the jumps in g and to express g in a Fourier-Padé series, we first express g with the CFS representation:
Then, we can differentiate (B3) with respect to x to obtain
Finally, we let z = exp i 2π d−c x in the two equations above, and they are ready for the Fourier-Padé approximation. In general, when the PDF has a jump, the sharp-peaked jump point will have an enormously large value after differentiation. In other words, Fig. B1 is a graphical illustration of the outlooks of the PDF (left) and the first derivative (right) of the VG model after the Fourier-Padé approximation. In the figure, we can see that the non-smooth PDF with a jump can produce a value of 10 × 10 11 at the jump point after the first derivative. 
For the sake of clear mathematical notations, finally, we assume the total number of a Chebyshev series as described in (C1), which is N in this section.
