Abstract. Automated and intelligent video surveillance systems play important role in the modern world. Since the amount of various video streams that must be analyzed grows, such artificial intelligence systems can assist humans in performing tiresome tasks. As a result, the effectiveness of response to a dangerous situations is increasing (detect unexpected movement or unusual behavior that may pose a threat to people, property and infrastructure).
Introduction
Human scene understanding seems effortless. From the general knowledge about the scene and objects appearance one can easily recognize objects and situations (for example: walking man who left a suspicious object on the platform). One of the questions is how to mimic this behavior in video surveillance systems?
Construction of a computer vision system that performs the task of an object recognition requires careful attention to the entire process. This process typically con- get from the large amounts of data only the information necessary to identify or distinguish objects. Recognition is then performed using classification followed by content understanding (using extracted features). Choosing good image features and an object representation is the key issue. There is a representational gap between lowlevel image features and object models [7] , which makes recognition challenging.
There are many approaches to design automated and intelligent video surveillance systems. Researchers present various parts of the system, ranging from individual components (i.e. the background generation [9] ) to overall systems that can interpret and recognize various scenarios in automated surveillance (SIMPOZ [4] ). A comprehensive review of background modeling for foreground detection has been given in article [3] . Extensive discussion of video surveillance approaches and comparison of their properties has been given in [5] .
The presented work focuses on addressing selected scene analysis challenges -an object detection/tracking and minimizing false alarms while maintaining the detection rate. Such solution can be used not only to observe public space but also to monitor elderly people at home [10] or to provide new input modalities for humancomputer interaction systems [11] .
Development of a low-cost flexible hardware platform is not included here. However, the proposed approach is targeted to low-cost hardware platforms -i.e. popular home computers, video surveillance recorders, or in- an appropriate combination of them allows to achieve a satisfactory performance while maintaining low computational complexity essential for targeted hardware platforms. This is the main contribution of this paper.
Algorithm outline
The algorithm follows an overall scheme of the video surveillance system SIMPOZ described in [4] and introduces details of implementation of particular modules and some modifications of the general scheme. Additionally, the executive module has been introduced which is responsible for performing actions like email notification, alarm generation, system update, watchdog... .
Detection level
The following tasks are performed on the detection level:
• image preprocessing, noise removal,
• background estimation and foreground object segmentation,
• foreground post-processing.
The first step is an image preprocessing and consists of: median filtering (which helps eliminate noise) and color space conversion (RGB to intensity). After that, successive image frames are supplied to the background estimation module based on the Mixture of Gaussians algorithm [12] . As a result foreground pixels in each 
Analysis level
The analysis level, uses not only information gathered by the detection module, but also scene information given a priori. For example, changes detected on the part of the scene that lie on the ceiling may be ignored and considered as artifacts or taken as an indication of switching the light in the room.
The main challenge of the analysis of information provided by the previous module is to detect objects of interests and establish a correspondence between them in subsequent frames. In order to cope with this challenge the following steps are performed:
• connected component analysis, which converts pixels of the binary mask into labeled components that are potentially part of the moving objects on the 94 J. Przybylo scene,
• object tracking.
Determining a correspondence between objects in consecutive frames requires gathering the information about objects and solving an assignment problem. It can be done by an analysis of overlapped objects between consecutive frames. However, it is assumed that low-cost system cannot always operate at peak efficiency (high frame rate), and hence objects not always overlap between frames.
Therefore, a well-known Munkres assignment algorithm has been selected. It is an efficient algorithm to solve the assignment problem in polynomial time.
An objective of the assignment problem is to find the particular mapping:
such that the total association score
is minimized over all permutations Π, where:
OA, b i ∈ OB -measure of distance (dissimilarity) among objects, M, N -number of objects on subsequent frames.
As a measure of similarity among objects, resulting in matrix of dissimilarities D ≡ d ij , the Euclidean distance between centers of masses of objects has been used:
It is also possible to use other distance metrics or use a richer feature vector, i.e. the vector of geometrical and appearance characteristics of the object. This can enable matching objects that have been partially or totally occluded by background elements or by other objects.
The solution of the assignment problem gives: matched objects (that exist on both frames), objects without matches (which were only on previous frame), and new objects (found on current frame). This information is supplied to the tracking module, which performs the following tasks:
• maintaining object counters: age, number of visible and invisible frames,
• logging into a buffer object parameters (geometric, appearance), such as: area, centroid, smallest rectangle containing the region (a bounding box), ratio of pixels in the region to pixels in the bounding box, orientation, eccentricity and length of the major/minor axis of the ellipse that has the same second-moments as the region, mean and variance of object pixel values, etc.
An object age is set to one when a new object appears on the scene, and is incremented on each frame until the object is lost. A counter of the number of visible frames is incremented when an object is currently visible on the scene (match found) and set to zero when no matches have been found. Similarly, a counter of the number of visible frames is set to zero when an object is currently visible on the scene (a match is found) and incremented when no matches have been found.
Both counters allow to maintain objects for several frames when they are not visible (for example: occlusion, object is not moving, etc.). Also, after fixed period of the object invisibility it is marked as lost and removed from tracking.
Logging object parameters into a buffer (for example: a trajectory and size), enables further analysis and recognition. Log buffers can be saved for offline machine learning algorithm, and then trained classifiers can be used in the recognition module to perform preliminary scene understanding.
Additionally, this module performs selection of objects that meet certain criteria, for example: the visible count is greater than a threshold (which eliminates objects which exists only on a few frames), a stability of objects area (can be used as an indicator of object division into smaller parts and consequently detection of left object in the monitored scene).
Handling of splitting and merging objects is currently not implemented which has negative impact on the whole system. However, the tracking algorithm is able to monitor object parameters (i.e. size) and signals such situation to the other modules.
Recognition, understanding and executive level
The video surveillance system currently does not have the recognition and understanding functionality imple- 
Experimental results
Extensive discussion of properties (accuracy, the ability to work in real-time) of particular algorithms (i.e. back- In order to assess the effectiveness of the whole system, statistics from each module (detection, analysis, recognition) have been gathered and verification of efficiency after each level (detection, analysis) has been done.
Abbreviations used in the tables:
• NOF -number of frames,
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• TP -number of true positives,
• TN -number of true negatives,
• FP -number of false positives,
• FN -number of false negatives,
• I -type I error,
• II -type II error,
• MA -mean Accuracy,
• VA -var Accuracy,
• MFAR -mean False Alarm Rate,
• VFAR -var False Alarm Rate.
The role of the detection module is to find changes in a scene that require attention. In other words we aim to maximize detection rate and minimize false alarms. 
Conclusion
In this article the video surveillance system designed to address selected scene analysis challenges is presented. It is not as sophisticated as the state-of-the art algorithms but its main advantage is effectiveness and fast execution time crucial for low-cost solutions. Also, modular architecture of the system allows easily replacement of particular components -for example a background estimation algorithm can be replaced by another version, which is better suited to different computational power available. Experimental results show that presented video processing scheme is suitable for use in video surveillance systems. However, this system has to be extended with the recognition and understanding level (which can for example handle object splitting and merging). The further research will focus on developing these modules as well as feedback loop from the understanding level to the analysis and detection level (similarly to human visual cortex functionality). This should increase robustness of the system.
