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Optimization of Weighted Finite State Transducer
for Speech Recognition
Louis-Marie Aubert, Roger Woods, Senior Member, IEEE, Scott Fischaber Member, IEEE,,
and Richard Veitch
Abstract—There is considerable interest in creating embed-
ded, speech recognition hardware using the weighted finite
state transducer (WFST) but there are performance and
memory usage challenges. Two system optimization techniques
are presented to address this; one approach improves token
propagation by removing the WFST epsilon input arcs;
another one-pass, adaptive pruning algorithm gives a dramatic
reduction in active nodes to be computed. Results for memory
and bandwidth are given for a 5000 word vocabulary giving a
better practical performance than conventional WFST; this is
then exploited in an adaptive pruning algorithm which reduces
the active nodes from 30000 down to 4000 with only a 2% sac-
rifice in speech recognition accuracy; these optimisations lead
to a more simplified design with deterministic performance.
Index Terms—Embedded processors, memory organization,
speech recognition, WFST.
I. INTRODUCTION
W ITH the evolution in information and communica-tions technology (ICT), easier forms of interaction
such as Automatic Speech Recognition (ASR) have become
important. Many solutions such as Nuance’s Dragon Natu-
ral Speaking technology are server-based, but increasingly
there has been interest in embedded system solutions such
as Field Programmable Gate Array (FPGA) [1], [2], [3],
[4] and Application Specific Integrated Circuit (ASIC) [5]
solutions; a faster than real-time performance using multi-
FPGAs has been reported [1]. The various information
sources for these speech recognition systems, are built up
dynamically and on-demand, however, this is problematic
for embedded systems as it means the performance will
vary depending on the speech that is to be decoded.
An alternative approach is to use the weighted finite state
transducer (WFST) method [6]; this involves creating a
single, larger data source that results in a system realization
that does not need modification. The key advantage is
that the underlying hardware remains static as changes in
the language model just involves the loading of a new
data file. However, the flattening of the multiple data
sources into a single transducer results in an increase in
the epsilon arcs; this reduces the overall number of arcs
but increases the number of nodes. When decoding the
network, more transitions are invoked and thus memory
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accesses are increased which is not good for embedded
system implementation. Some solutions have been proposed
to address these challenges; in [5], they tolerate the issue
and build a system with a variable memory access time
whereas in [3], SRAM and DRAM memory solutions are
proposed.
The proposed approach here removes epsilon arcs by
recasting the WFST (reducing the bandwidth required) and
using a new means of pruning to reduce token memory
storage giving a small loss in speech recognition. In addi-
tion to relaxing constraints on memory size and bandwidth,
this has also positive implications for embedded system in
terms of real-time operation and energy consumption. The
contributions of the work are as follows:
• A technique to remove epsilon arcs resulting in a more
predictable memory access pattern.
• Pruning approaches to reduce the number of active
nodes required from 30000 to 4000 with a very small
sacrifice in speech recognition accuracy.
The paper is organized as follows. Section II introduces
ASR and in section III, WFST-based ASR is presented
along with the major challenges for its embedded system
implementation. Section IV outlines the approaches used
to overcome these problems; conclusions are then given in
Section V.
II. AUTOMATIC SPEECH RECOGNITION
Speech recognition involves: feature extraction which
creates Acoustic Observation Vectors (AOVs) based on the
speech input; acoustic scoring which evaluates the feature
vectors against acoustic models (represented as Gaussian
Mixture Models or GMMs) in order to identify the most
probable pronounced phonemes (represented as Hidden
Markov Models or HMMs); and a back-end search which
builds words and sentences from the phoneme candidates
based on a set of rules compiled from lexicons and lan-
guage models. As HMMs cannot be identified with enough
reliability, the backend search is needed but is restricted
by the two additional knowledge sources, the lexicon and
the language model. This is traditionally implemented by
the technique of token propagation on HMMs which is
dynamically linked to the other functions according to the
input speech and the knowledge sources.
A. HMM-based Implementations
Profiling of the Sphinx 3.0 HMM-based speech recogni-
tion shows that GMM scoring dominates the complexity of
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small vocabulary speech recognition; however, the back-
end search becomes predominant for large lexicons and
complex language models [1]. A hardware version of the
back-end search of Sphinx [7] showed that the memory
requirements exceed current embedded systems and that
on-chip SRAM accounted for 36% of the total power con-
sumed by the back-end search. Whilst dynamic composition
presents several difficulties for embedded systems, the
WFST structure offers considerable potential for achieving
efficient regularized decoding architectures by enabling the
creation of the network in an off-line manner [6], [8].
III. THE CHOICE OF THE WFST FRAMEWORK
A. WFST background
The WFST framework [6] is a Mealy finite state machine
representation where knowledge sources are incorporated
into a single unified representation, allowing all path redun-
dancies to be removed by the steps of determinization and
minimization [8]. It is a network consisting of nodes linked
by arcs where each arc consists of an input, an output, and a
transition probability. All three sources, the language or ’G’
model, the lexicon, ’L’, and HMM or ’H’ state sequences,
can be modeled as a WFST:
• Language models are represented as Weighted FSA
(Finite State Accumulator) i.e. an WFST with inputs
identical to outputs on every arc. Fig. 1(a) gives a very
simple language model for a four-word vocabulary.
For larger vocabulary, n-gram language models are
stochastic models learnt from data, giving the prob-
ability of occurrence of every word and sequence of
words.
• The lexicon WFST is built from a dictionary that
contains all words with their phoneme transcription.
The epsilon arc (labeled ’-:-’) is the closure that is
applied to the transducer L, so that every word in the
dictionary can follow any other word.
• The ’H’ WFSTs has GMM’s references on arcs’ inputs
and is illustrated on Fig. 1(c). When an arc is taken, the
input that corresponds to a GMM is evaluated for the
current AOV with the resulting Gaussian probability
multiplied by the fixed transition probability of the
arc. The final arc of the HMM represents the output
phoneme that the HMM characterizes.
The final WFST is achieved by combining these WF-
STs as illustrated for the LoG as shown in Fig. 2(a).
Using determination and minimization to remove any re-
dundancy, a much more compact equivalent WFST re-
sults (see Fig. 2(b)). The same procedure is applied
between H and LoG to form a compact WFST graph
HoLoG (Fig. 2(c)). In practice though, HMMs rather than
phonemes, are made to characterize triphones for robust-
ness in continuous speech, natural language. A context
dependency WFST network ’C’ converting triphones into
sequences of phonemes is used to build the HoCoLoG,
where arcs take GMMs as output words.
1 2 3
JIM/0.5
JILL/0.5
READ/0.25
FLED/0.75
(a) Simple grammar ‘G’
0
0
1
1 2
3
4 5
6 7
8 9
jh:- ih:- l:JILL
jh:- ih:- m:JIM
r:-
ch:-
d:READ
f:- l:- eh:-
d:FLED
-:-
(b) Simple lexicon ‘L’
1 2 3
eh1:-/1
eh1:-/a1
eh2:-/a12
eh2:-/a22
eh3:-/a23
eh3:-/a33
-:eh/1
(c) HMM ‘H’ for the ‘eh’ phoneme
Fig. 1: WFST representations - simplistic example with a
4-word lexicon (JIM, JILL, READ, FLED).
B. WFST Decoding - Search and pruning techniques
In the WFST context, the search of the best word
sequence W ∗, can be written simply as:
W ∗ = arg max
S→W
T∏
t=1
gst(xt)bst,st+1 (1)
where S→W = s1 . . . st . . . sT represents the WFST state
sequence outputting the word sequence, W , and the terms,
bij , are the transition probability of the WFST arcs. WFST
decoding uses token propagation on a fully composed and
optimized precomputed network. By taking the minus-log,
the probabilities of equation (1) can be simplified as shown:
W ∗ = arg min
S→W
T∑
t=1
[
cgst(xt) + c
b
st,st+1
]
(2)
where the Gaussian cost, cg(x), is defined as − log(g(x))
and the arc costs, cb, as − log(b).
Tokens are propagated from node to node along the arcs
of the WFST at every frame. Each token contains the node
on which it is located (the node is then called an active
node), a reference to the word sequence output so far, and
the running cost (the cumulative sum of the terms in bracket
in equation (2)). The minimum in equation (2) is not known
until the very end of the utterance at time t = T , so
the system must use multiple tokens to explore and track
multiple hypotheses. Fig. 3 illustrates the propagation of
tokens for one frame; the word sequence history is kept in
a linked list called Word Link Record (WLR).
C. Implementation thoughts
The WFST framework offers a uniform way of rep-
resenting the different knowledge sources; it allows the
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0
0
1111
1
2
2
3 4
5 6
7
8 9
jh:-/0 ih:-/0 l:JILL/0.5
-:-/0
r:-/0 eh:-/0 d:READ/0.25
f:-/0 l:-/0 eh:-/0 d:FLED/0.75
jh:-/0
ih:-/0 m:JIM/0.5
(a) WFST of composition ‘LoG’
0 1 2 3
4 5
6 7
8
jh:-/0 ih:-/0
l:JILL/0.5 f:FLED/0.25
l:-/0
eh:-/0
d:-/0
r:READ/0.75 eh:-/0m:JIM/0.5
(b) Optimized WFST of ‘LoG’
0 1
1
1
11
1
1
2
3
4
5
5
6
7
8
9
ih3:-/0.86
ih3:-/.55
-:JILL/0.5
-:JIM/0.5
l1:-/0.55
m1:-/0.8
l1:-/0.86
m1:-/0.6
l2:-/0.47
m2:-/0.48
l2:-/0.97
m2:-/0.96
l3:-/0.57
m3:-/0.73
l3:-/0.83
m3:-/0.65
-:FLED/0.25
-:READ/0.75
f1:-/0.53
r1:-/0.54
f1:-/0.89
r1:-/0.87
(c) Extract of ‘HoLoG’
Fig. 2: WFST compositions and optimizations - same example as in Fig. 1.
  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
   
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
  
Li
st
o
f
to
ke
n
s
Frame t Frame t+ 1
Active node = st
Cost = ct
Word seq. ptr = ∗WLRt
st+1
ct + c
g
st(xt) + c
b
stst+1
∗WLRt+1
wn−1wn−1 wnwn wn+1
Propagation
∗WLRt
∗WLRt+1
Fig. 3: Propagation of tokens on one frame.
decoding of speech with a simplified decoder. Whilst the
token propagation process is straightforward, it is com-
plicated by the presence of so-called epsilon input arcs.
They are introduced at different stages during the WFST
composition, predominantly by the back-off states in the
language model [8] and the silence/short pause acoustic
models; they represent a non-physical link between two
nodes and belong to the same audio frame. For a token
to be propagated during one frame, it must go therefore
through all epsilon arcs until it is eventually propagated on
a non-epsilon arc. This means that the time for decoding
will depend on the WFST structure and may result in a
variance in access time; this can be significant depending on
how the data is stored. In [3] and [5], this issue is accepted
and taken into consideration in the system design.
The second key aspect is to limit the size of the token
memory. This is usually done by using a pruning technique
that traditionally requires a trade-off between computational
power and recognition accuracy. By exploiting the organi-
zation of the data in the WFST as a result on the initial
work, the token memory size is able to be greatly reduced
without compromising speech recognition accuracy.
IV. ALGORITHM OPTIMIZATION AND IMPLEMENTATION
To quantify the performance of our approach, the Nov’92
WSJ task and acoustic models from the work in [9] were
used. It was trained with 14 hours of speech and HMM
states were clustered into 3825 distinct acoustic models; the
WFST is built from word-internal triphones with a 4987
word lexicon and a bi-gram language model. This gives
a fully composed WFST HoCoLoG with 1,577,629 nodes
and 5,075,857 arcs. Naturally, arcs have 3825 distinct inputs
corresponding to acoustic models and 4987 distinct outputs
corresponding to words.
A. Epsilon input arcs in the WFST graph
Epsilon arcs present two major difficulties for the to-
ken propagation realization. Firstly, they preclude advance
loading of nodes and arcs from the WFST memory as they
are discovered only as tokens are propagated along the
epsilon arcs. As a result, the WFST memory is accessed
a number of times in order to load small quantity of data
and does not easily permit task pipelining. Secondly, the
computation time is unpredictable as the total number of
arcs and the resulting number of tokens are not known in
advance; this complicates further the pruning of the tokens.
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Propagate on arc( node )
for all arc ∈ node→arc[] do
if arc→ input 6=  then
Creation of one output token (cost, WLR update)
else {arc→ input = }
Propagate on arc( arc→destination node )
end if
end for
Fig. 4: Recursive function to propagate a token in a WFST
with  arcs
Whereas caching intermediate results can limit the negative
effect of epsilon arcs on the performance of the system [5],
we show here that the complete removal of these arcs can
simplify and speed up the token propagation.
To propagate tokens in a WFST that contains epsilon
arcs, all branches from the active nodes must be explored
until non-epsilon arcs are reached. This is typically imple-
mented via a recursive call to a function that propagates on
one arc such as that shown in Fig. 4. A temporary WLR
needs to be dynamically created to account for cases where
multiple outputs are encountered during the propagation of
tokens on a series of epsilon arcs.
Even though the WFST is a precomputed network of
nodes and arcs, the computations for epsilon removal need
to be carried out on-the-fly which is challenging for real-
time operation. This can be avoided by applying an off-line
technique (Fig. 5) to create an epsilon free WFST graph. A
one-step propagation is applied to each node of the origi-
nal WFST using the recursive function Propagate_on_arc
(Fig. 4) meaning that all outgoing arcs from each node
are then epsilon free. Part of the process is the removal
of arcs and nodes that can no longer be accessed by any
token during the decoding e.g. node 3 in Fig. 5. This means
that the resulting graph can then be decoded by the simple
implementation of token propagation as in Fig. 3.
Since every arc has a non-epsilon input, the depth of the
propagation at every frame is always one which means that
the arcs and nodes to be loaded from the WFST memory
are directly known from the list of active nodes. Whereas
the process of removing epsilon inputs can create situations
where multiple words are output on a single arc, these
situations can be prevented by pushing outputs on nearby
arcs during the creation of the epsilon free WFST. It is easy
to comprehend that it is always possible to take more than
one input to generate a word, no matter how the WFST
graph is set up.
The epsilon removal increases the number of arcs, dou-
bling to 11,069,000 for our example with the number of
nodes is reduced to 1,546,000. However, when nodes and
arcs are loaded as requested by the token propagation,
bandwidth requirements are reduced. Epsilon arcs introduce
an overhead of 30% and 5% respectively, in the loading
of the number of nodes and arcs. As an illustration, a
token on node 0 that is propagated to nodes 1, 2, and 4
as in Fig. 5, requires the loading of 3 nodes and 5 arcs in
the original WFST, whereas only 1 node and 3 arcs need
0
0
0
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1
1
1
2
2
2
2
3
3
3
4
4
4
4
4


g1
g1
g1
g1
g1
g2
g2
g2
g2
g2
g3
g3
g3
g3
g3
g3
g3
Removal of
inaccessible node
1-step propagation
from each node:
Initial
WFST:
Resulting -free WFST:
From
node 0:
From
node 1:
From
node 3:
Fig. 5: Epsilon removal technique applied off-line.
to be loaded in the epsilon-free version of the same WFST.
In our configuration, up to 50 nodes needs to be loaded to
propagate one token whereas a epsilon-free WFST allows
each token to be propagated by consistently loading only
one token.
In practice, the bandwidth overhead penalizing the WFST
approach with epsilon arcs can be reduced by caching.
Because tokens reflect the multiple hypotheses for the
decoded speech, they are located locally in the WFST, so
the nodes and arcs that need to be loaded is substantially
smaller; this is exploited by a preloading stage of WFST
based on active nodes as described by the data flow graph
in Fig. 6.
In the case of a WFST with epsilon inputs, the dashed
box ‘load WFST data’ in Fig. 6 requires the actual prop-
agation of tokens to explore epsilon arcs which requires
a second pass. In the case of epsilon-free WFST, the
dashed box ‘load WFST data’ on Fig. 6 is replaced by a
straightforward sequence of Load node followed by Load
arcs without the conditional loop; nodes and arcs are simply
identified from a list. The caching technique gives an
advantage to the original WFST in term of raw bandwidth
as shown in Table I, where nodes and arcs are stored as
64 and 96 bits respectively. Note that the bandwidth can
be further reduced if nodes and arcs can be cached during
two consecutive frames (Table I(b)).
The epsilon removal approach reduces the number of
nodes to be loaded by 16% in our tests. This means that
the number of accesses is reduced by the same amount
as the arcs belonging to a node are stored consecutively
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TABLE I: Requirements of WFST loading with caching of
nodes and arcs:
(a) Nodes and arcs are cached during one frame.
Average loads per frames Original WFST Espilon free WFST
Number of nodes 1025 860
Number of arcs 4540 5670
Total bandwidth (Mbit/s) 50 60
(b) Nodes and arcs are kept loaded during two consecutive frames.
Average loads per frames Original WFST Espilon free WFST
Number of new nodes 155 140
Number of new arcs 585 810
Total bandwidth (Mbit/s) 6.5 8.5
List of
active
nodes
Local
WFST
Off-chip
WFST
Off-chip
WFST
Local
WFST
Read
active node
In local
WFST?
Load node
Load arcs
-input
arc?
Store in
-free WFST
More active
nodes?
End
yes
yes
yes
no
no
no
‘load WFST data’
Fig. 6: Data flow graph of WFST preloading
in memory, and the start address and the number of arcs
associated are known only when nodes are read. So the
epsilon removal allows fewer accesses to memory and data
is loaded from larger blocks in the memory.
The basic analysis is that the epsilon removal technique
results in a dramatic increase in the number of arcs but
this is offset by a number of factors related to the practical
realization of the system:
• On-chip memory size and bandwidth can be lowered
as the number of nodes has actually been reduced as
shown in Table I(a); whilst the arcs have increased,
the epsilon-free WFST will never require them to be
reloaded which can result in a considerable delay in
DRAM technologies particularly if the reload involves
loading a new row.
• Off-chip memory bandwidth can be reduced as the
figures in Table I(a) represent average cases; this can
vary in the original WFST but not in the epsilon-free
case.
Finally, the increased WFST graph size can be offset by
factorization techniques where the most frequent sequences
of nodes and arcs are extracted from the main WFST to
form a subset of WFST paths [8]. These paths are then re-
composed with the main WFST graph at run-time at low
cost; this has the added benefit of simplifying the look-
ahead techniques for preloading subsets of arcs and nodes
from the off-chip memory.
B. Pruning
The second major difficulty of token propagation is
the implementation of pruning. Because the number of
hypotheses grows exponentially as we go through the
WFST network, the best tokens must be selected and the
least probable hypotheses then discarded. An approach
for pruning is presented here which benefits from the
reorganization of the WFST graph in the previous section.
Two techniques are commonly used, the beam and the
histogram pruning (Fig. 7). Beam pruning discards tokens
with higher costs than the best one for a fixed beam width as
shown in Fig. 8. In order to avoid the storage of all tokens,
the pruning threshold can be based on the current best,
thus allowing the beam pruning to be done live. However,
if best tokens are not propagated first, the beam pruning
threshold is higher than desired and unpromising tokens are
not pruned. Moreover, as beam pruning fixes a boundary on
the cost of tokens, the number of output tokens can be still
large. The issues are that the memory size is determined
by worst case scenarios and the tokens with higher cost are
unnecessarily kept alive and propagated further.
To address this latter issue, histogram pruning which
generates a histogram of output tokens costs, is commonly
applied; this is used to set the maximum cost of the
input tokens at the next frame so that only a predefined
number of tokens have a cost lower than this threshold.
This requires a second pass through all tokens and results
in the unnecessary storage of a large number of tokens; one
approach is to tighten the beam threshold but this reduces
the resulting recognition accuracy while not making the
most efficient use of available memory.
Instead of reducing the beam width for all frames, an
adaptive beam pruning threshold can be used which is
decreased when tokens are too numerous, and increased,
when too few. This has the advantage of requiring only the
storage of the wanted tokens (Fig. 8(c)). For example on our
test set, if we set the maximum number of tokens at 4000
(i.e. 4000 tokens are propagated during the next frame), a
maximum of 30000 tokens have to be evaluated during a
frame. Even when evaluating so many tokens, an adaptive
pruning algorithm allows the memory to be dimensioned
to store only 4000 tokens.
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for all tk ∈ output tokens do
{Beam pruning}
if tk→cost < best cost then
best cost← tk→cost
else
if tk→cost > ρbeam then
Prune tk
else
Keep tk
bin← determine bin( tk→cost )
hist(bin)← hist(bin) + 1
end if
end if
end for
{Histogram pruning}
Determine ρhist = threshold(bin) so that
bin = max argb
[∑b
i=1 hist(i) < Nmax
]
for all tk ∈ input tokens do
if tk→cost > ρhist then
Prune tk
else
Propagate tk
end if
end for
Fig. 7: Beam and Histogram pruning algorithm.
Next, we first devise an algorithm that efficiently im-
plements adaptive beam pruning and then we present an
alternative token sorting approach that extends the mem-
ory savings by preventing the propagation of unpromising
tokens.
1) Adaptive pruning: For most efficient use resources,
the number of tokens retained should equal the number that
the system can store at every frame; however, the number
of output tokens will vary with the ambiguity of the input
speech. Without a pruning beam threshold, the number of
output tokens, n∞,t+1 (frame t+1), depends on the number
of input tokens, nb,t (frame t), and the number of arcs, ai
and is given as:
n∞,t+1 =
nb,t∑
i=1
ai (3)
This effectively involves every node where input tokens of
index, i, are located. The number of output tokens, nb,t+1,
whose cost is under the threshold, b, naturally depends on
the initial costs, ci, and propagation cost, pi,j , i.e. the sum
of the static arc cost and the Gaussian cost. It is given by:
nb,t+1 =
nb,t∑
i=1
ai∑
j=1
[ ci + pi,j < b ] (4)
where we adopt the Iverson bracket notation:
[A] =
{
1 if A is true;
0 otherwise.
For every frame, we want to set the threshold, b, so that the
number of tokens retained is under the threshold but also
frame t frame t+ 1 frame t+ 2
input
tokens
input
tokens
input
tokens
output
tokens
output
tokens
Beam
pruning
Beam +
histogram
pruning
Adaptive
beam
pruning
Token
sorting
All output tokens from the
previous frame are propa-
gated
Only Nmax best input to-
kens propagated
Only Nmax best input
tokens propagated and
Nmax output tokens
stored
A reduced number of in-
put tokens propagated and
Nmax best output tokens
stored Nmax
Nmax
Nmax
Fig. 8: Four pruning techniques and their impact on the
number of tokens.
below N , the number of tokens the system can hold. Thus,
this is given as:
nb,t ≤ N ∀ frame t (5)
From equation (4), it is clear that tokens need to be
propagated to the next frame to allow determination of the
exact number of tokens to be kept for a given threshold,
b, as costs, ci,j , need to be calculated and sorted. This is
achieved by histogram pruning, but if we want to avoid
any degree of sorting and unnecessary token storage, the
threshold needs to be set before tokens are propagated so
that tokens are pruned live in one pass as the resulting
number of tokens approaches N . The difficulty is that
before the nb,t tokens are propagated to the next frame,
a definite value of nb,t+1 cannot be evaluated but only
estimated; this we do statistically.
The analysis of random variables, cj and pi,j , shows that
these are dependent, so ci,j = ci + pi,j . Assuming for now
that we know {ai}, we can then formulate an estimate
of nb,t+1 by integrating over all possible values of ci,j ,
weighted by their probability, so that:
n˜b,t+1 =
nb,t∑
i=1
ai∑
j=1
∫ ∞
0
[ ci,j < b ] pc(ci,j)dci,j (6)
where pc(c) is the probability density function of the
random variable c. It is fair to assume that the distribution
of ci,j does not actually depend on i and j, the indexes of
the tokens and outgoing arcs respectively, so equation (6)
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simplifies to:
n˜b,t+1 =
nb,t∑
i=1
ai
∫ b
0
pc(c)dc (7)
The integral
∫ b
0
pc(c)dc is the cumulative distribution func-
tion (CDF) of c, noted Pc(b), thus a simple estimator of
nb,t+1 is:
n˜b,t+1 =
nb,t∑
i=1
aiPc(b) (8)
The following assumptions are made.
• The number of input token nb,t is easily known.
• The sum of arcs from all nodes where tokens are
currently located, i.e.
∑nb,t
i=1 ai, is easily computed
when nodes are preloaded from the WFST graph,
particularly as the epsilon arcs have been removed be-
forehand; alternatively,
∑nb,t
i=1 ai can be approximated
by the product nb,ta¯ where a¯ is an estimated average
number of outgoing arcs per node.
• The CDF Pc(b) can be evaluated off-line, allowing the
generation of equation (8) which can be precomputed
and resulting values in a fixed look-up table (LUT).
Due to great variability from one setup to another, the
use of a predetermined function offers poor perfor-
mance. Instead, we evaluate the CDF live during the
token propagation.
The CDF is defined as Pc(b) = P (c < b) and can be
estimated from previous tokens propagation by P˜c(b) =
nb
ntot
, where nb is the number of tokens whose cost is lower
than b and ntot is the total number of tokens propagated.
A recursive version allows the estimation to be made live
during the propagation:
P˜k+1(b) =
{
kP˜k(b)+1
k+1 if the new token cost ck+1 < b;
kP˜k(b)
k+1 otherwise.
(9)
It is made dynamic by introducing a gradual loss of old
values by simply fixing k + 1 to a fixed value K:
P˜k+1(b) =
{
P˜k(b)− P˜k(b)K + 1K if ck+1 < b;
P˜k(b)− P˜k(b)K otherwise.
(10)
In fixed point integer, the formulae are implemented by
choosing K to be a power of 2 resulting in cost-effective
hardware; they are estimated at several costs between 0
and the required maximum beam pruning width. Results
are maintained in a CDF look-up-table (CDF-LUT) and
used to continuously adapt the threshold by incrementing
or decrementing its value. If the estimated number of
output tokens is higher than the maximum, Nmax, the beam
pruning threshold is changed to the next lower value in
the CDF-LUT whereas if lower, the threshold is increased.
Because the overhead of the adaptive algorithm is low, these
adjustments can be often made. Fig. 9 gives the pseudo-
code for this adaptive pruning algorithm where the estimate
and the threshold are updated every new output token.
However, as shown in Fig. 10, a lower update rate can
for all tk ∈ output tokens do
if tk→cost > ρadapt(b) then
Prune tk
P (b)← P (b)− P (b)/K
else
Keep tk
P (b)← P (b)− P (b)/K + 1/K
end if
if sum a× P (b) > Nmax −N then
b← b− 1
else
b← b+ 1
end if
end for
Fig. 9: Adaptive pruning algorithm.
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Fig. 10: Impact on the word recognition accuracy of an
estimate Pc(b) updated only every nP output tokens and
threshold ρadapt changed every nρ output tokens, instead of
every token as in pseudo code in Fig. 9.
be adopted without significantly affecting the recognition
accuracy.
A simpler adaptive pruning algorithm [2] works by incre-
menting or decrementing the pruning threshold by a fixed
step size at every frame based solely on the number of input
tokens. This algorithm has the advantage of a low overhead,
but the low update rate plus the failure to take token costs
into consideration has consequences in that the adaptive
algorithm degrades recognition accuracy performance. For
our test set, this gives a maximum recognition accuracy of
78.5% compared to 88.3% with our algorithm.
Compared to histogram pruning, adaptive pruning saves
the storage of unnecessary tokens; however, a large num-
ber of tokens are still propagated which are eventually
discarded. The solution is to sort the tokens on-the-fly in
increasing cost order; the selection of the best tokens or
pruning, is then trivial. In [10], the histogram threshold is
optimized through an analysis of the training data set in
order to derive a set of pruning thresholds. Whereas it is
particularly well suited to speaker dependent tasks, it offers
little benefit in the more challenging speaker independent
case. We have explored techniques where skip lists and
parallel sorting by sort-trees are the most promising for
exhaustive sorting in hardware. However, studies showed
that a non-exhaustive or coarse sorting offers very similar
recognition performances for an even more efficient, em-
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N < Nmax
f < ftop
Determine bin f
Insert the new token in f
Remove 1 token from ftop Discard
Cost
yes
yes
no
no
Fig. 11: Decision flowchart for decide insertion case.
bedded system realization.
2) Pruning by token sorting: We have devised an effi-
cient data structure that allows tokens to be sorted ’live’
based on their cost between bins of a histogram. This
does not require a second pass and only the desired tokens
are stored: the limit is applied as part of the propagation
rather than applied to the input tokens at the start of the
next frame. The list of tokens are stored in an array of
structure tokens. In addition to the active node where the
token is located, the running cost and the entry in the WLR,
the structure token comprises a pointer to the next token
belonging to the same sorting sub-division. A list of tokens
is thus created comprising of a set of F linked-lists, where
F is the number of sorting sub-divisions.
This data structure gives the flexibility to add or remove
tokens in any sorting sub-division. During the propagation,
tokens that are not discarded by beam pruning are either
inserted or dropped (see Fig. 11). Fig. 12 depicts the list
of tokens sorted into sub-divisions. When the maximum
number of stored tokens is reached (Fig. 12(b)), tokens
belonging to the sub-division with the highest cost (indexed
ftop) are replaced by tokens whose cost are lower.
This mechanism allows the system to store a reduced
number of tokens at any stage of the propagation as
in the adaptive pruning algorithm. The main benefit of
sorting tokens is being able to propagate them in order
of increasing cost during the next frame, thus ensuring that
the first tokens after the propagation in the frame are also
the best tokens for the subsequent frame; this results in
few replacements without a major impact in recognition
accuracy (see Table II). Token propagation in order of
increasing cost allows the propagation during a frame to
be stopped early, without affecting recognition accuracy.
As linked-list pointers are used, 4000 tokens with a 12-
bit pointer requires an additional 48 kbit as compared to the
storage of only 600 of 80-bit tokens but this is not enough
Nb tkns: 0 N0
N1
=n0+n1 Nf−1
Nf
=Nf−1+nf NmaxNtop
n0 n1 n2 nf
Bin idx: 0 1 2 f ftop
(a) Case 1: Insert tokens
Nb tkns: 0 N0
n0 n1 n2
Bin idx: 0 1 2 ftop
N1 Ntop=Nmax
(b) Case 2: Replace or discard tokens
Fig. 12: Representation of tokens sorted in sub-divisions of
the beam width.
TABLE II: Word recognition accuracy with histogram prun-
ing set at 4000 tokens.
Maximum number of tokens
propagated (Memory needed (Mbit))
Unsorted
tokens
Sorted
tokens
30000 (345) 87.5% 88.3%
5000 (58) 85.5% 88.3%
400∗ (46) 82.6% 88.2%
* corresponds to a bandwidth of 316Mbit/s
to maintain the same accuracy (Table II). In a system with
50000 where 60000 tokens could be required, not using
our data structure would only allow the additional storage
of 12000 tokens. Moreover, the savings offered by sorting
tokens extends beyond the token storage only. The list of
active nodes and the list of N-best pointers have a size
directly linked to the number of propagated tokens. In turn,
the reduction in the number of active nodes means fewer
nodes and arcs need to be loaded from the WFST memory,
thus reducing the memory bandwidth and cache size. Whilst
this reduces tokens and thus memory, it does not greatly
decrease the number of Gaussian calculations required.
In our analysis, the reduction of the maximum of active
nodes from 30000 to 4000 reduces the number of distinct
Gaussian calculations required by only 5% on average; this
is due to the fact that the 4000 tokens encapsulate all of the
best hypotheses and the additional tokens reuse the same
Gaussian results.
C. Comparative research
Dixon [11] describe a similar WFST system with gen-
eral purpose graphical processor units (GPUs) accelerated
GMM computation but they do not present pruning so-
lution. Bilmer [12] outlines an adaptive, on-line pruning
approach which is very complex and is limited to 200
words. A WFST solution with a hardware accelerated Gaus-
sian function and software search but with a new beam-
pruning algorithm is presented in [13]; this is closest to
our work as it uses adaptive pruning but they argue against
histogram pruning due to the need to sort tokens which
they argue is computationally complex; we counteract this
by combining an online adaptive pruning with simple
sorting strategy or histogram pruning which reduces the
computation. The work in [14] also explores non-epsilon
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state removal by flattening the graph, but they dismiss it as
it has poor performance due to its non-consecutive memory
organization. For embedded systems, this does not cause the
same problem and the ability to pre-cache the next frame
overcomes any loss in throughput due to data divergence.
V. CONCLUSION
In this paper, an epsilon removal technique is presented
which allows more efficient use of the memory by reducing
memory accesses and enables loading of WFST data in ad-
vance, allowing application of look-ahead techniques. This
allows pipelining of the different decoder tasks and allows
the Gaussian cost to be accelerated. Following on from this,
two pruning techniques were proposed; these save on the
internal memory usage and number of operations processed.
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