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RESUMEN
En esta comunicación describimos el sistema de síntesis de voz
presentado a la competición Albayzin 2008. Es un sistema que
sigue un esquema clásico de concatenación de unidades basado
en corpus. Cabe destacar que los costes de selección se han
ajustado mediante un método basado en algoritmos genéticos y
que no se ha utilizado ningún sistema de predicción prosódica.
Se construyeron dos sistemas preliminares que diferían en el al-
goritmo de generación de forma de onda escogiendo el que se
presenta a la competición mediante un test perceptual.
1. INTRODUCCIÓN
La investigación sobre síntesis de voz en la Escola Tècnica Su-
perior d’Enginyeria Electrònica i Informàtica La Salle se inició
en los ochenta con trabajos sobre síntesis articulatoria y por for-
mantes [1, 2, 3].
Más tarde se optó por la síntesis concatenativa basada en di-
fonemas. Se implementó un sintetizador en catalán basado en
la técnica TD-PSOLA [4, 5], que ha sido la base para los sis-
temas desarrollados posteriormente hasta la actualidad. Desde
entonces se ha mejorado la selección de textos a ser usados
durante el proceso de grabación, la creación de reglas para la
transcripción fonética (especialmente para castellano), la seg-
mentación de las unidades y el marcado de pitch. Por otro
lado, se han realizado investigaciones en el campo del mode-
lado prosódico[6], ajuste de pesos para la función de selección
[7, 8] y nuevas parametrizaciones basadas en cualidad de la voz
[9].
La investigación del grupo los últimos años se ha basado en
disminuir el coste de producción, segmentación y puesta a punto
de los corpus de voz desarrollando nuevas herramientas de eti-
quetado automático. Dichas técnicas de rápida puesta a punto
han sido desarrolladas dentro del proyecto europeo SALERO
(Semantic AudiovisuaL Entertainment Reusable Objects). Di-
cho proyecto trata de conseguir un flujo producción para juegos,
películas y televisión en diferentes medios de manera rápida,
cualitativa y económica mediante la combinación de gráficos
por ordenador, tecnologías de lenguaje y síntesis, tecnologías
de web semántica así como búsqueda y recuperación basada en
contenido.
El sistema presentado en esta evaluación está compuesto por
tres módulos: el de transcripción fonética, selección de unidades
y generación de forma de onda. La transcripción fonética se
realiza mediante reglas. La selección de unidades se lleva a
cabo mediante un algoritmo de programación dinámica y la gen-
eración de forma de onda mediante concatenación y modifi-
cación (en algunos casos) de la señal. La versión presentada
en esta competición prescinde excepcionalmente del módulo de
Este trabajo ha sido subvencionado parcialmente por el proyecto
SALERO (IST FP6-027122) de la Comisión Europea.
estimación prosódica [6] y considera la prosodia inherente en el
corpus de voz de las unidades seleccionadas parcialmente sigu-
iendo lo descrito en [10]. De esta forma el algoritmo de selec-
ción debe asegurar que la prosodia generada sea natural. Para
ello debe ser capaz de escoger las unidades de forma que un
elevado porcentaje sean seleccionadas consecutivamente, lo que
conlleva aprovechar la variabilidad prosódica implícita en el cor-
pus.
En las secciones 2, 4 y 5 se describen los módulos del sis-
tema de síntesis. Además, en la sección 3 se explica el tratamiento
del corpus para la generación del inventario de unidades y en la
sección 6 el procedimiento seguido para selección del sistema
definitivo.
2. TRANSCRIPCIÓN FONÉTICA
El phone-set utilizado en nuestro sintetizador deriva de SAMPA
[11]. El módulo de transcripción fonética consiste en un motor
de reglas [12]. Las reglas actúan sobre una estructura de datos,
que consiste en una lista de los pares grafema-fonema en un
enunciado. Es posible utilizar una regla de inserción (I) o de
borrado (D). La reglas se aplican sólo cuando la evaluación (E)
de una cualidad de un fonema da un resultado positivo.
E(gr ==′ h′) → D(gr) (1)
E(gr ==′ x′) → I(/ks/) (2)
La regla (1) indica que se debe borrar el grafema (gr) ′h′ y
la (2) que el grafema ′x′ se transforma en los fonemas /ks/ por
lo que se produce una inserción. Para excepciones el sistema
incluye un diccionario que se consulta antes de aplicar el motor
de reglas.
3. CREACIÓN DEL INVENTARIO DE UNIDADES
3.1. Segmentación y Etiquetado
3.1.1. Segmentación por fonemas más detección de silencios
La segmentación es el proceso por el cual se etiqueta el corpus
de voz indicando los límites temporales a nivel de fonema. Den-
tro del grupo de investigación se ha evolucionado el proceso de
segmentación, incorporando mejoras respecto del primer mar-
cador realizado [13], tanto en lo que se refiere a la calidad de
marcado como en la facilidad de uso gracias a la creación de
interfaces de usuario e independizándolo de la lengua de in-
terés. Actualmente, el entrenamiento necesario y el posterior
proceso de etiquetado está basados en el uso de modelos ocultos
de Markov (HMM). Para ello se dispone de código propietario
desarrollado enMatlab R© que hace uso a su vez de la herramienta
HTK (Hidden Markov Model Toolkit) [14].
El corpus que se ha suministrado es un corpus locutado por
una voz femenina, de estilo neutro que consta de 776 archivos
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de alrededor 6000 palabras y En lo que se refiere al análisis del
corpus subministrado para la competición, esencialmente se ha
realizado el control de la aparición y omisión de silencios re-
specto a los indicados en cada uno de los enunciados, indepen-
dizando así el hecho que el locutor realizara las pausas de modo
acorde al que los textos exigían. Por otro lado, los sonidos oclu-
sivos se tratan de forma especial, de tal manera que el golpe
de voz (burst) y el silencio previo se modelan como unidades
diferentes.
3.1.2. Marcado de pitch
Se ha realizado en dos fases. En la primera se sitúan las marcas
sobre zonas sonoras, utilizando para ello un marcador basado
en el algoritmo RAPT [15]. En segundo lugar se aplica un post-
procesado sobre las marcas llamado Pitch Marks Filtering Algo-
rithm (PMFA) [16], con el que se consigue un marcado fiable,
minimizando a su vez la existencia de inserciones y omisiones.
Finalmente, se obtiene como resultado el marcado de zonas sor-
das y sonoras sin transiciones bruscas.
3.2. Prunning de la base de datos
Una vez creada la base de datos, con la información de dura-
ciones (segmentación) y de F0 media (pitch), se realiza un análi-
sis estadístico para cada una de las unidades de forma que se
descarten, durante la síntesis, aquellos casos que sean consider-
ados erróneos (p.ej. outliers). El criterio considerado se basa
en el hecho que todos aquellos valores, de duración y F0, que
estén fuera del margen ±1.5 veces el valor de mediana calcu-
lado sobre todo el corpus para cada unidad serán descartados. A
partir de este procedimiento, por tanto, se dispone de una lista
(black list) donde se identifica la unidad que no se desea utilizar
durante la síntesis, el archivo a la que pertenece y su posición
dentro del enunciado.
En cuanto a los resultados obtenidos sobre las duraciones
y F0 medio se obtuvieron los siguiente porcentajes: 2.71% de
valores descartados respecto a duración media y 1.10% respecto
a la F0 media.
4. OPTIMIZACIÓN DE COSTES DE SELECCIÓN
La selección de unidades se realiza mediante un algoritmo de
programación dinámica que minimiza una función de coste para
una serie de i unidades seleccionadas del corpus [17]. Al no
haber predicción prosódica se omiten los costes de target y solo
se tienen en cuenta los costes de concatenación. Según se puede
observar en la ecuación (3), la matriz de costes es ponderada por
un vector de pesos que intenta correlar los costes con la calidad
final de la señal.
Csel{U1,U2,··· ,UN} =
N−1∑
i=1
3∑
j=1
ωjSCj(i, i+ 1) (3)
En la ecuación (3) se presenta un ejemplo de cálculo de la fun-
ción de coste, donde SCij corresponde al subcoste de selec-
cionar la unidad i según la parametrización j = {PIT C, ENE
C, MFCC C} y ωj a su peso correspondiente.
4.1. Costes de concatenación y su normalización
Los costes de concatenación con los que se trabaja son:
• PIT C: Subcoste de pitch de concatenación. Determina
la diferencia de F0 en el punto de concatenación de la
unidad.
• ENE C: Subcoste de energía de concatenación. Es la
diferencia de nivel energético de las unidades a concate-
nar en el punto de concatenación mencionado anterior-
mente.
• MFCC C: subcoste espectral de concatenación. Su cál-
culo se basa en la estimación del espectro mediante su
parametrización cepstral en la escala Mel (en inglés,Mel
Frequency Cepstral Coefficients (MFCC). Se utilizan 24
coeficientes cepstrales más sus derivadas calculadas so-
bre una ventana de 20ms en el punto de concatenación.
La normalización de los costes para que sean comparables
se basa en la aplicación de una función sigmoidea, debido a que
la cantidad de valores atípicos no permiten una normalización
MAX-MIN (la normalización sigmoidea pondera la parte lineal
central de la distribución de valores). En las ecuaciones (4) y (5)
se detalla la normalización siendoPRij yP
L
(i+1)j los subcostes de
las unidades i e i+1 según la parametrización j y en su última (R
- right) y primera (L - left) tramas, respectivamente. Adicional-
mente SCj(ui, ui+1) representa el coste de concatenación j de
las unidades i e i+1 una vez normalizado. Dicha normalización
se basa en el cálculo de las diferencias de los parámetros normal-
izándolas respecto a la desviación del subcoste (σXc ) sobre una
función sigmoidea [18].
Xc(ui, ui+1) =
N∑
1
|PRij − PL(i+1)j | (4)
SCj(ui, ui+1) = 1− e−
(
Xc(ui,ui+1)
σXc
)
2
(5)
Asimismo, las estadísticas en el proceso de normalización
se obtienen para cada una de las unidades analizadas, y se apli-
can evitando el problema del impacto de sesgar los subcostes
debido a una normalización global de los mismos considerando
todas las unidades del corpus.
Los pesos utilizados se han obtenido mediante una técnica
de regresión que utiliza algoritmos genéticos por torneo (tGA)
[19]. En este caso, se utilizaron los pesos normalizados que se
calcularon para un corpus propio en catalán, de 20 minutos de
duración y 1.207 unidades.
5. GENERACIÓN DE FORMA DE ONDA
Para la competición Albayzín 2008 se pusieron a punto dos sis-
temas de generación de forma de onda para la arquitectura del
CTH explicada anteriormente. El primer sistema implementaba
una síntesis basada en Overlap and Add en el dominio temporal
(TD-PSOLA) [20] mientras que el segundo simplemente realiz-
aba concatenación directa de la señal según sus marcas de pitch
(RAW).
La modificación de la señal mediante TD-PSOLA se ha apli-
cado solamente a las unidades sonoras ralentizando su velocidad
un 10% (aumentando su duración). Para alargar unidades se
hace una interpolación de las tramas.
La concatenación RAW no hace ningún tipo de ventaneo
y se concatena la señal en el paso por cero más cercano a la
marca de pitch. La ventaja de este tipo de concatenación se basa
en mantener la propia naturalidad de la señal. Dicho sistema,
asume que ante una selección de unidades óptima, no es nece-
saria ninguna normalización o modificación de la señal y así
se puede aprovechar la velocidad, volumen y entonación de la
grabación original [21].
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6. SELECCIÓN DEL SISTEMA PRESENTADO
Debido a la restricción de presentar un sólo sistema por equipo
participante, se hizo una selección del sistema de síntesis más
aceptado a nivel perceptual. A este efecto se escogieron al azar
cinco frases de las 350 de test que se tenían que generar, se sin-
tetizaron con TD-PSOLA y con RAW para que el usuario final
escogiera entre ellas (según la naturalidad y inteligibilidad con-
seguidas).
15 usuarios, tanto expertos como no expertos en tecnologías
del habla, realizaron la prueba cuyos resultados se pueden ob-
servar en la figura 1.
Figura 1. Porcentaje de preferencia del test perceptual para las
cinco frases escogidas del test.
Analizando los resultados se puede observar que el número
de votaciones entre RAW y TD-PSOLA es muy parecido en dos
de las cinco frases donde siempre acaba ganando por la mínima
RAW. En las otras frases RAW peresenta una abrumadora may-
oría. Por este motivo, se decidió presentar a la evaluación el
sistema RAW.
7. CONCLUSIONES
Desde el punto de vista de la creación de la voz se puede con-
cluir que el tiempo de puesta a punto ha sido bastante rápido y
eficiente. Para cuantificar el tiempo destinado para ello, serían
en torno a 20 horas de parte de un técnico y las necesarias, en
función de la longitud del corpus y de la potencia de cálculo de
la máquina, para su parametrización. Cabe decir que el tiempo y
coste destinado ha sido el más óptimo según nuestra experiencia,
ya que para cada nueva voz desarrollada las herramientas para
su etiquetado han sido mejoradas y los procesos más automati-
zados según el proyecto SALERO detallado en la introducción.
Cabe deducir, debido al resultado de las pruebas percep-
tuales, que al no disponer de modelo prosódico, la técnica de
TD-PSOLA no mejora, y en algunos casos empeora, la calidad
perceptual de la señal.
Es la segunda voz en castellano utilizada para un dominio
genérico con nuestro conversor texto-habla. Nuestro primer con-
versor texto-habla utilizó una voz expresiva con distintas emo-
ciones el cual ha dado lugar a diferentes publicaciones y proyec-
tos [22, 6, 23].
8. TRABAJO FUTURO
La estrategia de futuro de nuestro CTH pasa por incorporar téc-
nicas de modificación de la señal basadas en modelos harmóni-
cos más ruido, mejorar el procesado de la señal según TD-PSOLA
teniendo en cuenta la especifidad de cada unidad, incorporar
costes lingüísticos en coste de target, incorporar el trabajo pro-
totipo de selección de unidades basado en medidas perceptuales
detallado en [7, 8] y incorporar el modelo prosódico expresivo
detallado en [6].
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