1. Introduction. The main purpose of this address is to explain the mathematical content and meaning of the two most important limit theorems in the modern theory of probability: the central limit theorem 1 and the recently discovered precise form of what was generally known as "KolmogorofFs celebrated law of the iterated logarithm.
v The former traces its origin to the very beginnings of the theory of probability and is often called after Laplace and Ljapunov. For a long time it was clouded in mystery, and Poincaré once remarked that mathematicians regard it as a physical law, whereas physicists hold mathematicians responsible for it. A great many mathematicians have contributed to the gradual recognition of the mathematical content of the theorem and to the establishment of the precise conditions of its validity. The complete solution came finally in 1935 and was possible only by an elimination of all classical restrictions and a reconsideration of the problem in a new generality.
The central limit theorem (like its little brother, the weak law of large numbers) is a statement on distribution functions, and can be formulated, either as such or in terms of Fourier analysis, without any appeal to probability or measure. This is not true of the infinitely more delicate law of the iterated logarithm and its generalizations (or of the strong law of large numbers) : these are essentially measuretheoretic. The starting point of the long series of papers which lead to the present form of the iterated logarithm was not a problem in probability but, surprisingly enough, a problem in Diophantine approximations treated by Hardy and Littlewood [1914] . 2 Their original estimate has gradually been improved for their particular number-theoretical case and, as a matter of fact, even the precise form of the iterated logarithm has first been checked for this particular case. It is therefore instructive to realize that, from the point of view of the general theory, the Hardy-Littlewood problem constitutes an exceedingly special case comparable only to the role of the linear function within the domain of all real functions. Such special cases are in many respects misleading, and usually do not lend themselves for generalizations. Thus in its number-theoretical application our problem reduces to an evaluation of certain sequences of binomial coefficients, and such special techniques are not applicable even to the most trivial generalization. The history of probability shows that our problems must be treated in their greatest generality : only in this way can we hope to discover the most natural tools and to open channels for new progress. This remark leads naturally to that characteristic of our theory which makes it attractive beyond its importance for various applications : a combination of an amazing generality with algebraic precision.
The analytical formulation of our limit theorems seems unfortunately to obscure the fact that a great many individual problems can be treated as special cases. This fact seems little appreciated and often an unnecessary effort is spent on treating such problems. A few illustrative mathematical applications will be found in §4. Better examples are furnished by physical applications, but it would be too time consuming to explain them. The applicability of the central limit theorem to problems in number theory has been amply demonstrated in papers by Erdös, Hartman, Kac, Wintner, and others.
Another point to be stressed concerns the abundance of open problems. The fact that we now have necessary and sufficient conditions both for the central limit theorem and the iterated logarithm, and that we are in a position to make a series of statements of the "best result" type, seems to have created the impression that "nothing remains to be done." Actually we have just succeeded in producing good working tools and in opening the gate to a multitude of new problems both of theoretical interest and of practical importance. (This is true even for the classical field of so-called independent variables. The much wider domain of dependent variables, excepting only the theory of Markov chains, remains practically untouched despite the excellent pioneer work by P. Levy and S. Bernstein.)
It must be understood that the following exposition is concerned only with one aspect of the limit theorems and is not intended as a survey of modern tendencies in probability. This theory has developed rapidly (thanks in particular to the famous Moscow School in probability) and many new channels have been opened which link the theory to many branches of mathematics. Thus the true role of the Gaussian distribution can be understood only in connection with stochastic processes. The foundations of this new branch of probability have been laid in a well known paper by Kolmogoroff [1931 ] . It leads to partial integrodifferential equations of a special kind, but it throws new light even on the classical equation of diffusion and puts new interesting problems concerning this and other parabolic equations [Fortet 1941; Feller 1936] . More generally, this theory seems to lead to a new type of functional equations which has not yet been investigated. Another aspect of the Gaussian distribution leads to the modern theory of infinitely divisible laws [Gnedenko, Khintchine, Kolmogoroff, P. Levy] and to the so-called arithmetic of distribution functions, inaugurated by P. Levy [Cramer, Khintchine, Raikov] . A third approach is that from the classical time series problem or, in modern language, from the measure theory in functional spaces [Wiener, Doob] : this approach would lead to the theory of random noises which now occupies so many minds [cf. Doob, 1944] . In order not to get lost in a jungle of general remarks we shall have to restrict the considerations to the well defined case of independent variables \ we shall not even pause to consider S. Bernstein's Well known generalization of the central limit theorem to certain classes of dependent variables or the important application, due to Kolmogoroff and W. Doblin, of that theorem to a more precise study of the ergodic properties of Markov chains.
2. Random variables associated with the dyadic case. For the convenience of the uninitiated reader we shall explain the modern terminology and the type of our problems on the trivial special case of random variables associated with "spinning a coin." It will be seen that this case is still considerably more general than the numbertheoretical case to which we have alluded before.
It is simplest to consider only infinite sequences of tossings of a coin: each trial results in a symbol H (head) or T (tail), and the sequence of trials will be represented by an infinite sequence like HHHTHT • • • . The aggregate of all such sequences (all thinkable results of our "experiment") forms the label space © and each sequence is called a point. The mapping H->1, T->0 makes to each point of © correspond a dyadic fraction like .111010 • • • , that is to say, a number x (O^gajgl) in its dyadic representation; the label space © is in this way mapped onto the unit interval, which will also be denoted by @. It is true that the mapping is not unique for numbers like .011111 • • • which contain only a finite number of zeros or of ones; but this ambiguity will be seen to be of no consequence. In the usual way we shall associate with the symbols H and T probabilities 1/2 each, which is equivalent to saying that we introduce the ordinary Lebesgue measure on the unit interval. In this manner the latter becomes the analytical model of a real "experiment"; every picturesque expression concerning tossings of a coin is automatically translated into a statement concerning certain subsets of the unit interval: and the words "event" and "probability" become synonymous with "set" and "measure," respectively. The mathematician can from here on forget all about coins, while the classical probability student would from the beginning refuse to translate his picturesque statements into equivalent statements referring to the unit interval.
Consider now "a player who at the &th trial receives or loses an amount a kt depending on whether the &th trial results in H or TV' The feth trial stands for the &th dyadic digit of the number x representing our particular sequence of trials. Our picturesque description therefore associates with every x, given by the dyadic expansion (1) * = E ^ (c* -0 or 1),
a sequence of functions Xk(x) defined by
is a real function defined in © assuming only two values, each with probability 1/2 (on a set of measure 1/2). The word random variable is synonymous with "measurable real function defined in the label space." Having defined the individual gains X k (x), "the total gain in n trials" is a new random variable given by (3) S n (x) = £ **(*).
*«i
The number-theoretical case is included herein as the simplest special case (4) a k m 1. It concerns a player who loses or wins always the same amount, and can also be interpreted physically as a random walk in a one-dimensional lattice. Of course, S n (x) is simply the excess (positive or negative) of the number of occurrences of the digit 1 over the number of occurrences of the digit 0 among the first n digits in the dyadic expansion of x. We shall put (5) s n = 2 a *>-
In the sequel we shall assume that {#&} is an arbitrarily prescribed sequence such that (6) s n -> oo and a n = o(s n );
if one of the conditions (6) is dropped, definite conclusions can still be stated, but the considerations become rather trivial. The classical or Laplace's problem may be formulated as follows. Let n be large, but fixed, and consider S n (x) as a function of x (which means essentially that we compare the total gain after n trials for all thinkable results of the experiment). The problem is to determine the distribution of values of S n (x). Now the central limit theorem states in our special case that asymptotically for all real £ and rj (%<rj)
here the left side stands for the measure of those x for which the inequality within the braces is satisfied, and $(£) for the Gaussian distribution
The analytic form of (8) is here of no interest: what matters is that for the "reduced" variable
the measure of those x for which S n (x) lies in the interval (£, rj) is, asymptotically, independent of the structure of the particular sequence {a&}. We mention only in passim that much more precise estimates of the asymptotic behavior (7) are available; they will be discussed together with the central limit theorem for arbitrary random variables in arbitrary spaces. The importance of the relation (7) for many applications is so well known that it needs no amplification. Less known is that the central limit theorem is sometimes wrongly used in situations where it can not be applied. To this category belong all cases of so-called optional stopping, where the number n of trials is not a constant but itself a random variable. Thus a player (or the subject in psychological card-guessing experiments) does not necessarily decide in advance on the number of trials but will stop at an opportune moment. He embarks on one (potentially infinite) sequence of trials which is represented by one number x. He is not interested in comparing his gain after n trials with other sequences but rather in the fluctuation of his gain S n (x) for one particular point x and as a function of n.
The central limit theorem (7) teaches us only that, on the average, S n (x) will be of the order of magnitude of s". However, it leaves theoretically open the possibility that for every x the gain S n (x) will occasionally reach the magnitude sj 7 , and in many cases it is only such an occasional maximum that actually counts. 3 The maxima of S n (x) will indeed for almost all x be larger than the probable values given by (7) . The Khintchine-Kolmogoroff law of the iterated logarithm states in our case that with probability 1 (for almost all x)
provided only that
To explain the meaning of (10) consider the Hardy-Littlewood case (4) in which S n (x) is the excess of digits one over digits zero among the n first digits in the dyadic expansion (2) . Condition (11) is here trivially satisfied, and the law of the iterated logarithm states in that particular case that for every positive € and almost all x the following statements hold: (i) There are infinitely many n such that S n (x) > {(2 -e)n log log n} 1/2 ; (ii) for all n sufficiently large S n (x) < {(2 + e)n log log n} u*. This is Khintchine's [1924] refinement of Borers well known theorem that u almost all numbers are normal," which in our notation means that S n (x) =o(n) for almost all x. Many intermediary steps have led from Borel's theorem to Khintchine's result. Hausdorff [1913] proved that S n (x) =o(n ll2 + c ), Hardy-Littlewood [1914] 
(note the log n instead of the iterated logarithm); finally Khintchine himself [1923] had proved that S n (x) = 0((n log log w) 1/2 ). It is well to remember the tremendous computational effort which was necessary for the investigation of such a simple special case: only against this background can one fully appreciate the strength and value of the general arguments which permitted Kolmogoroff [1929] to prove the law of the iterated logarithm (10) not only for all sequences {a n } but for perfectly arbi-trary random variables in arbitrary spaces (cf. §8). Moreover, the computational part of the argument in the general case is considerably simpler than in the special number-theoretical case.
Looking back at the modest beginnings of the theory, Kolmogoroff's result (10) would seem as complete as one could desire. That it nevertheless is not the final word was first made clear by an exciting discovery due to Marcinkiewicz and Zygmund [1937] . They constructed an example showing that the law of the iterated logarithm (10) does not necessarily hold if the condition (11) is replaced by the only slightly weaker hypothesis (12) *»<€*{log log *»}-*/* with e an arbitrarily small constant. To make things more puzzling, the equality sign in (10) is, in the Marcinkiewicz-Zygmund example, replaced by the sign "smaller than," contrary to all expectations.
To understand the inner mechanism of the phenomenon we must embark on the more ambitious undertaking and investigate, not only the upper limit (10), but also the manner in which it is approached. Again, for a real understanding and in order to find natural tools, such a problem must be considered in its greatest generality and not only for our very special random variables. However, we shall here describe the results for our particular case (but for arbitrary {a n }).
Our results can best be described by means of a convenient terminology due to P. Levy: A nondecreasing sequence {<j> n } of positive numbers will be said to belong to the lower class, or in symbols
Mec if> for almost all x (that is, with probability 1), there exist infinitely many n such that
the sequence {<t> n } belongs to the upper class (EU), if f or almost all x there exist at most finitely many n such that (14) holds. Every sequence {<t> n } belongs either to <£ or to V. A With this notation Kolmogoroff's result (10) states that (15) *. = {(2 + «) log log *}i/« ^ f li e <°' 6 1/ if C > 0. Thus here the gap between the two classes is of the same order of magnitude as 0 n . We shall not pause to describe certain improvements for special cases which are due to P. Levy [4, 1931] , Cantelli [1933] and Cramer [1934] , but pass to the illustration of the complete result. To begin with, we shall replace (11) by the slightly stronger condition (16) a n =0(s n {loglogs ft }-3/2) é Of course, this condition is certainly satisfied if the an remain bounded or increase slowly; it holds in particular for the number-theoretical case (4) . Now the following criterion holds (Feller [7, 1943] ): if the constants {a n } satisfy (16), then the necessary and sufficient condition that {4>n}GV (jQ is that
The law of the iterated logarithm is, of course, contained in this criterion and follows from (17) In the special case (4) we have 4 = w, and (17) reduces to (19) £-exp{-^2}€C(©). n The special result (19) (in an equivalent integral form) has been stated by Kolmogoroff (communicated without proof in P. Levy's book of 1937) and confirmed by Erdös [1942] . The most general conditions under which a similar result holds will be indicated later.
Several interesting corollaries can be deduced from (17). Thus it follows that for any constant M the sequence (20) 4>* = <*> n + M/<t> n belongs to the same class as {<j> n }-This is in a certain sense a "best" result and holds also in the general case [Feller, 1943] . Moreover, if {<t> n } G-C th en ^ere are (f°r almost all x and every positive Ô) infinitely many n such that
The criterion (17) is only a special case of a more general theorem, The next simplest case arises when the condition (16) is replaced by the weaker one (22) a w = 0(s"{log log * n }*/«).
If (22) holds, we shall have {<£ w } €zV (jQ if, and only if,
It is readily seen that under the stronger condition (16) the second term in the exponent in (23) has no influence on the convergence of the series, so that (17) is, in the strict sense, a special case of (23).
We can now proceed to relax the hypothesis of our criterion. If in (22) the exponent 5/6 is replaced by 7/10, an additional term containing $* will appear in the exponent of (23), and its coefficient will depend on ]LX.I#*-Generally, if the exponent in (22) is replaced-by (2r+l)/(4r -2), the exponent in the criterion will contain r terms and be a polynomial of degree 2r in <f> n . Letting r->°o we obtain the following final form of our criterion, which contains all others as a special case:
Define a number f = f(w) by the identity
There exists a numerical constant rj > 1/100 such that f or all sequences satisfying the condition Z ~7 *» ^p < -f X) ** tanh (a*f) -£ log ch (a*f) > .
In this general form the criterion is somewhat unhandy, but it explains completely the breaking down of the law of the iterated logarithm when the condition (11) is not satisfied.
3. Some unsolved problems. What happens when not even (26) is satisfied? The answer is unknown. Admittedly the question is somewhat artificial, since all "reasonable" sequences will satisfy even the strongest of our conditions, namely (16). However, considered as a special case of the general theory, the answer to the question would be of interest, for it would lead into new and unexplored domains. From special cases treated by P. Levy [1931 ] , Marcinkiewicz [1939] , Hartman [1941 ] , and Feller (unpublished) we know that the asymptotic behavior of sums of independent random variables changes its nature completely when (26) (or its analog in the general case) is dropped. Our present tools are not sufficient to treat such cases. Natural methods would probably be applicable also to quite different problems linking the theory of probability to certain unexplored functional equations.
Our theorems give precise theoretical information concerning the probable amplitude of the oscillations of S n (x) as a function of n. It would be of considerable theoretical and practical interest to have more information as to the frequency or wave-length of these oscillations. What can be said concerning the frequency with which S n (x) changes sign? Many similar questions can be raised, but again very little is known in this direction. (However, in the special case (4) some interesting results were recently obtained by Erdös; they are not yet published.) These questions are related to the iterated logarithm, that is to say, they are of the measure-theoretic or "strong" type. However, there are many open questions of the "weak" type, which are really problems concerning distribution functions and can be formulated in terms of Fourier analysis.
The central limit theorem gives us information concerning the average of S n (x) for a fixed n. This information is useful, but in many practical cases (for example, in all cases with "optional stopping") we are interested not so much in S n (x) as in the function
It would be of great theoretical importance to have a theorem analogous to the central limit theorem and relative to S*(x). Once such a theorem is obtained, one will proceed to obtain estimates of the asymptotic error and statistical tests of significance of the same type as are now available for S n (x). These remarks apply to the general [November theory of random variables even more than to the present special case. 6 In the special case (4) the problem can be easily solved but, as frequently happens, the solution is of little use in the general theory. For the particular case (4) our problem is essentially equivalent to the classical problem of ruin, or physically, to the problem of the symmetric restricted random walk in one dimension with one absorbing wall. The simplest method here seems to be that of difference equations, which also permits us to treat the more interesting problem of a random walk with two absorbing walls, say at k=0 and k=*r. The problem arises classically in connection with a player who wins or looses in each trial a unit amount and starts with a capital less than r: the game ends when the player has either lost his capital (S n = 0) or if he succeeds in increasing it to r. Analytically one is led to a difference equation corresponding to the differential equation of diffusion
with a boundary value problem w(0, /)=w(r, /)=0 and appropriate initial values. As in the case of the differential equation, our problem can be solved by two methods (method of images or trigonometric interpolation). Identifying the two solutions leads to curious identities between certain sums of binomial coefficients on one hand and trigonometric polynomials on the other. Passing to the limit one obtains the familiar transformation formula for theta functions which is usually proved operating in the same way on the equation of diffusion. 7 In the general case the difference equations are of no use, but Petrowski [1934] (cf. Khintchine's [1933] exposition) has shown that it is possible at least to obtain some limit theorems by the direct use of differential equations.
of an observation is, theoretically, a point, and the label space consists of a portion of the ordinary space ; in statistical mechanics each observation is represented by a point in the phase-space, and the latter is the label space. Frequently a certain function will be associated with the points of the label space: in the case of games this function may represent the gain associated with the possible results of the experiment ; in the theory of diffusion it may be the distance of the particle from the origin; in statistical mechanics it may be the kinetic energy or the entropy. This is the picturesque empirical background for our abstract definitions; purely mathematical illustrations will be supplied in the next section.
A label space will in the sequel mean an arbitrary space in which a probability measure is defined (that is to say an absolutely additive, non-negative measure such that the label space itself has measure 1). A random variable is a real-valued measurable function in the label space. How the probability measure has been obtained (or defined) is of no interest for our present purposes.
We have now to define the fundamental notion of independent random variables. For that purpose we can again use the language of "repeated trials," although the notion can actually be defined in a more general way. As in §2 we shall consider an infinite sequence of trials and suppose that to the feth trial there corresponds the label space ©fc. In §2 all these spaces were congruent, each consisting of only two points. This, however, is by no means necessary, and the simplest applications actually lead to variable sequences of label spaces. The result of an infinite sequence of trials will now be represented by a sequence Pi, P 2 , • • • , where P* is a point of ©*. Thus to our infinitely repeated trials there corresponds a label space © whose points are represented by symbols P=(Pi, P 2 , • * • ) with P^E©*. In modern terminology, © is simply the combinatorial product of the spaces ©*, Since in each ©& a probability-measure has been defined, we can define probabilities in the product space © in the usual way by taking the product measures. This definition of the product measure is the mathematical equivalent of the empirical notion of independent trials. We shall from now on suppose that the ©* are arbitrary, and that in © (given by (30)) the product measure has been defined. Every random variable Xk(Pk) defined in ©* then automatically becomes a random variable in © ; any such sequence of random variables will be called a sequence of mutually independent random vari-(November ables. We shall again be concerned in particular with sums
The consideration of infinite product spaces (30) is in many cases most natural, but it means an unnecessary restriction. For example, the consideration of infinite product spaces led us in §2 to the unit interval in its dyadic representation. Clearly such a representation will not always be desirable, and it may be more convenient for many purposes to consider the unit interval itself as the directly given label space. A closer survey shows that the essential feature of statistical independence consists in a certain property of multiplicativity, and this consideration leads us to the following general definition (which contains the construction in product spaces as a special case). A sequence of random variables X k defined in an arbitrary label space © will be called mutually independent, if f or any choice of N, bi and Ci
here the letters Pr denote the measure of the set in © in which the inequalities within the braces are satisfied.
The distribution f unction V k (x) of X k is defined by
(In the case where X k =f(t) is a function defined on the unit interval, the inverse of the distribution function can be interpreted as a reordering of the values of ƒ(/) with preserved measure; in this way it has been used in real variable theory by Hardy, Littlewood, and other authors.) Now let F n (x) denote the distribution function of the random variable S n (x) defined by (31). If the X k are mutually independent, the distribution f unction F n (x) of the sum S n (x) is given by the recurrence formulas
The characteristic function (Fourier-Stieltjes transform) of a distribution function V{x) is
With this definition the characteristic function of F n (x) is simply the product of the characteristic functions of Vi(x), • • • , V n (x). The central limit theorem, the ordinary (weak) law of large numbers, and some other limit theorems are of the weak type, that is to say, they describe only the asymptotic behavior of the distribution functions F n (x). They can therefore be formulated in terms of an arbitrarily given sequence Vk(x) of distribution functions and the formulas (34) ; the notion of random variable and measure in the label space is, for the weak theorems, irrelevant. However, the strong theorems, like the law of the iterated logarithm and the strong law of large numbers, are strictly speaking measure theoretic.
Before passing to examples, let us introduce a few definitions. 
of S n is given by 
Examples.
The following examples are intended to illustrate the notion of independent random variables and their sums by means of some of the simplest purely mathematical applications. At the same time they will show that our limit theorems can sometimes be applied with greatest ease to problems which are frequently treated in a much more complicated manner; in such cases the refinements of the limit theorems are apt to give much more precise results than other methods. Here the label space © consists of the n\ permutations; with each point of © we associate probability l/n\. Consider now an arbitrary, but fixed, permutation P. For £ = 1,2, • • • , w we define the value of Xk(P) to be the number of elements among 1, 2, • • • , ft -1 which succeed the element k; in other words, Xk(P) is the number of inversions in P which are produced by the element ft with regard to the smaller elements. The sum
is the total number of inversions exhibited by P. It is also possible to describe the situation in the terminology of independent trials; for that purpose we have to represent the label space © as an w-tuple product space, which means that we have to build the permutations step by step. We first write down the element 1 ; for the next element, 2, we have two possibilities, namely to put it ahead or behind: accordingly, the label space ©2 corresponding to the second trial consists of two points, and we have to attribute to each the probability 1/2. For the third element we have three possibilities (places), and in general, the label space ©& (£ = 1, 2, • • • , n) will consist of k points, each having probability 1/fc. The space © of all permutations is clearly the combinatorial product of these ©&, and the original measure (l/n\ for each point) is the corresponding product measure. It is also seen that the random variable Xk(P), the number of inversions produced by ft, is defined in ©A? without regard to the other trials. Our Xk are therefore independent random variables, but this could also be checked directly in © using the definition (32).
According to construction, Xk assumes the values 0,1, • • • , ft -1, each with probability 1/ft. Therefore (cf. is asymptotically given by n\ multiplied by $(#2)-$(#1) (cf. (8)). Incidentally, known estimates of the asymptotic error in the central limit theorem permit us to give also more precise estimates for (43).
Here we wish only to point out that the result is a trivial consequence of the central limit theorem.
(b) Cycles. How many permutations of the elements 1, 2, • • • , n exhibit exactly r cycles!
In a self-explanatory way we begin to write the permutations in the form l->ei-»e2--» • • • ; the first cycle is completed when e, = l; then we start with the smallest of the remaining elements and continue in the same way. Thus the permutation 1-»3-»4->1; 2->2; 5-->7->8-»6->5 is a permutation of the elements 1, • • • , 8 with three cycles. Now for any permutation P we define Xk(P) to equal 1 if a cycle is completed at the fcth place, and Xk(P)~0 otherwise (k = 1, • • • , n). Again the Xk(P) form a set of mutually independent random variables, and their sum (40) now gives the total number of cycles in P. From the way in which the permutations are built it follows trivially that
, v Pr {X* = 0} « (»-*)/(»-*+l),
Therefore, according to the central limit theorem, the average number of cycles is m n ; asymptotically, the number of permutations with r cycles, where
log n + *i(log n) w < r < log n + * 2 (log n) ll \ tends to $(#2) -$(#1). Again more precise estimates are readily available. If, instead of considering all cycles, only cycles of a prescribed length are taken into account, the method does not apply without modification: it is then necessary to introduce certain dependent random variables. (c) Runs. We shall now consider what is known as Bernoulli trials. The label space is the same as in §2, that is to say each point is represented by an infinite sequence of symbols H or T\ only this time we shall associate with H an arbitrary probability p (not necessarily 1/2), and with T the complementary probability q = 1 -p. For example, we may consider the ordinary decimal representation of the unit interval with its natural measure, calling the digit zero II; then £ = 1/10. By definition, anH^run of length r is an uninterrupted sequence of at least r symbols H. A run of length r+1 is then automatically a run of length r\ and we shall agree to say that a run of length 2r, 3r, • • • contains 2, 3, • • • runs of length r. This is not strictly the usual nomenclature, but it is for our purposes by far the most convenient one. Moreover, the numerical differences arising from the change in the usual definition are perfectly negligible. Also, it requires only trivial modifications to adapt our developments to the standard definitions.
For any point P of the label space let Xi(P) denote the number of trials before the completion of the first run of length r. Then Xi is a random variable which may assume any of the values r, r + 1, • • • (the probability that no run of length r occurs is zero). The distribution function V x (x) of Xi is well known. 8 Next letX 2 (P) denote the number of trials from the completion of the first run to that of the second run. Clearly X2 is a random variable which is independent of Xi but has the same distribution function. Proceeding in the same way, we may define n independent random variables Xi } • • • , X ny all having the same distribution function and such that their sum S n (cf. (40)) will give the number of trials from the beginning to the completion of the nth run.
The usual problem (gaining new importance in applied statistics) is to find the probability of having in N trials k runs or more (each of length r). In our notations this probability is (48) Pr {Sfcgtf}, and the central limit theorem permits to evaluate this probability in the most trivial manner and with all desirable acuracy. Thus we have obtained, as a perfectly trivial corollary, the famous theorem to the effect that the number of runs is approximately normally distributed.
formally, independent of the notion of random variable. Let a>0 be a constant, and define a distribution function V(x; a) depending on the parameter a by 
With a slight change in notation this result can be restated by saying that, for large values of X,
(51) <r x E -~*W)-*('i).
[X+*iX
Again, known asymptotic estimates for the central limit theorem permit us to give, without computation, more precise estimates (cf. Kac [1942] ).
The central limit theorem.
Returning to the general theory we shall now consider an arbitrary sequence of mutually independent random variables Xk and their partial sums
Using the notations defined in (36), (39) and (8), we may say that the problem of the central limit theorem in its classical version is to establish the conditions under which the "reduced" random variable
willy in the limit, be normally distributed, 10 by which is meant that (54) Pr {£ < Si < v} -> *0i) ~ *(Ö.
Needless to say that the purely analytical content of the problem has not been understood from the beginning. For more than one hundred years a great many mathematicians have been working on the problem discovering many special cases to which the theorem applies and gradually establishing, and relaxing step for step, sufficient [ November conditions under which the theorem holds. To less critical minds the law appeared as a universal law or, occasionally, as a law of nature. The first special case where the law does not apply has been discovered by Cauchy, but less than ten years ago a respectable mathematical journal contained a proof that the central limit theorem applies without restrictions. Great analytical progress has been made by Ljapunov, but the modern era in the theory may be said to date from the discovery by the Finnish mathematician Lindeberg [1922] that the central limit theorem certainly holds if s n -»oo and if for every
This is the famous Lindeberg condition; it is of importance not only because it is of remarkable generality, but still more because it turned out to be a useful tool for many purposes. For example, it has been used by Kolmogoroff in the theory of stochastic processes [3, 1931] . As for its generality it may be stated that, somewhat surprisingly, it turned out later (Feller, [1935 ] ) n that Lindeberg 1 s condition (55) is not only sufficient, but also necessary for the validity of the central limit theorem in its classical version (which was the only one considered at that time).
At first sight this theorem would appear to state that Lindeberg's condition completely solves the problem. This, however, is far from being true. Why are the random variables S n in (53) normed just by means of the numerical sequences {m n } and {$»}? This is a tradition which goes back to pre-Laplacian times, and has gradually taken root so firmly that it has tacitly been looked upon as the only possibility. In reality this convention has done much harm. Admittedly it is natural and useful in most standard applications. Nevertheless its indiscriminate use has obscured the true content of the laws of large numbers. Worse than that, the failure to understand the arbitrariness of the special norming (53), and of the use of moments in general, has lead to many misunderstandings and to lamentable useless discussions (like the endless controversy connected with the socalled St, Petersbourg paradox). For real progress it is necessary to develop the most natural tools, which in turn is possible only by finding the most general formulation of the problem and freeing it from all artificial restrictions Accordingly, we shall say that a sequence { Vk(x)} of distribution functions obeys the (generalized) central limit law if there exist two sequences of constants {a n } and {b n } such that the convolutions F n (x) defined by (34) satisfy the relation (56) limF n (a n x + b n ) = *(*);
in terms of the corresponding random variables X k this means that the random variable (57) S* -(S n -b n )/a n is, in the limit, normally distributed (satisfies (54)). In this way we have freed ourselves not only from the arbitrary classical norming (53), but also from the restriction that the moments (37) should exist: in the present formulation the definition applies to an arbitrary distribution function. Only the case where (58) a n -> », a n /a n +i -> 1 presents interest, 12 and to avoid trivialities and clumsy formulations, we shall restrict our considerations to that case. The generalized central limit problem has been completely solved by the following THEOREM. The sequence {V k (x)} obeys the central limit law if, and only if, there exists a sequence q n -~» oo such that simultaneously
In that case one may put
and define b n by
With the constants so defined (56) will hold (Feller [1935] ).
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Whether or not a sequence {q n } satisfying (58) and (59) exists can be decided by means of a simple criterion, and the constants q n , if they exist, can be computed explicitly in a trivial way.
It follows, in particular, that for given sequences { V n (x)}, {a n }, jj n s0} the relation (56) will hold if, and only if, simultaneously 141 f or every e>0
lim an 1 E f *d7*(*) = 0.
»->«> fo-l»/ |*|<a n (In most practical cases the quadratic term in (63) is too small to be of influence.) As the simplest example where the generalized, but not the classical, central limit theorem applies we may consider the special case where all V k (x) are identical: 16 This criterion shows in particular that the central limit 14 Cf. Feller [1935] . Alternative proofs have subsequently been given by Marcinkiewicz [1938] , Gnedenko [l, 1939] and Doblin [2, 1939] . If the terms of the series in (64) are replaced by their absolute values, the quadratic terms in (63) may be omitted. The proof of the sufficiency of this set of (slightly stronger) conditions will be found in Cramer's booklet [1937] . Simultaneously with Feller and in more probabilistic terms, P. Levy [6, 1935 , and chap. 5 of his book of 1937] has given the following solution of the central limit problem which, in a sense, should be equivalent to the second of Feller's theorems of the text: Si chacune des variables Xk est individuellement négligeable devant la dispersion de la somme w>n» la condition nécessaire et suffisante pour que S n dépende d'une loi d'un type généralisé peu different de celui de Gauss est que le plus grand de \Xk\ soit négligeable (négligeable veut dire négligeable en probabilité, c'est-à-dire très petit, sauf dans des cas très peu probable). For further results cf. Raikov [2, 1938] . 15 This particular case has been discovered simultaneously by Khintchine [6, 1935] , P. Levy [6, 1935] and Feller [example (a) in 1, 1935] . theorem may apply even if the second moment does not exist (so that the classical formulation of the theorem would break down). In such cases the norms a 2 n will increase more rapidly than n. It was the failure to observe the possibility of similar phenomena in connection with the law of large numbers which led to the discussions of the St. Petersbourg "paradox"; within the analytical theory of limit theorems the latter does not present the slightest difficulty. In the example (65) the Lindeberg condition (55) loses sense if the moments a 2 are infinite. However, it is easy to construct examples which look perfectly classical in the sense that moments of arbitrarily high orders exist, and for which the classical central limit theorem breaks down simply because the norming (53) The Gaussian and the Cauchy-distributions are the oldest examples of a stable distribution, that is to say of a distribution function satisfying a functional relation of the form V(x) * V{x) = V(ax), 1 * where a is a constant. The systematic study of stable distributions has been initiated by Pólya [1923] ; the most general form of the Fourier-transform of stable distributions has been obtained by Khintchine and P. Levy [1936] 
In this case the central limit theorem applies if, and only if,
(66) f dV(x) « oL~* f x 2 dV(x)\ J \x\>z \ J \x\Sz J as z-» oo ,
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Roughly speaking, the infinitely divisible distributions represent integrals of random variables and are therefore intimately connected with the theory of stochastic processes. The most general form of infinitely divisible distributions has been established by Kolmogoroff [1932] and P. Levy [1934] . 18 It is unfortunately impossible to describe the ties which link the infinitely divisible laws to many other topics: partial differential and more general functional equations, the theory of semi-groups, the arithmetic of distribution functions (inaugurated by P. Levy and studied by Khintchine, Raikov, Gnedenko and others), and so on. Here it must suffice to mention the most direct connection with the central limit theorem which is furnished by the following beautiful theorem of Khintchine [8, 1937] : In order that V(x) be the limiting distribution of a subsequence S nk of a sequence of form (57) it is necessary and sufficient that V(x) be infinitely divisible.
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Returning to the central limit theorem itself, we may briefly touch on the important question concerning more precise estimates of the asymptotic error involved in (54). That this question is by no means simple is seen from the great number of papers treating the accuracy of the Gaussian distribution in the trivial special case of the binomial distribution. 20 The most general and most satisfactory asymptotic estimates now available are furnished by the well known asymptotic expansion due to Cramer [1928 Cramer [ , 1937 . Quite recently P. L. Hsu [1945] has shown that Cramer's proof can be considerably simplified by introducing a Cesàro type kernel instead of M. Riesz' singular kernels. 21 At the same time it is seen that the same method can be used to obtain asymptotic expansions in much more general cases. It follows from these theorems that the difference between the 17 For an account of the theory of infinitely divisible laws cf. P. Levy's book [1937] . 18 Alternative proofs by Khintchine [P, 1937] and Feller [5, 1937] . 19 For further results concerning subsequences cf. Doblin [l, 3, 1938-1939] , Gnedenko [l, 2, 1938] , 20 For quite recent results in this special case cf. S. Bernstein [1943 ] . 21 The use of Cesâro kernels has actually been suggested by Berry [1941 ] , who has used this method to obtain very precise numerical estimates for the maximum of the difference between the distribution F n and the corresponding Gaussian distribution. two sides in (54) is usually of the order of magnitude of n~~l /2 . Clearly such a statement has practical meaning only if £ and rj are of moderate magnitude. For large values of £ obviously <E>(£)'^1, and the relation (54) expresses a triviality. Actually the case of large £ (or of £'s increasing with n) is of great importance in statistics; moreover, more precise estimates for this case are essential for many theoretical investigations, for example, in connection with the iterated logarithm. Several special sequences Vk(x) have been investigated from this point of view. General results for the case of equal components (65) have been obtained by Cramer [1938] ; they have been generalized by Feller [6, 1943] , but much more remains to be done in that direction.
A quite different type of open question connected with the central limit theorem has been discussed in §3.
8. The iterated logarithm. We consider again an arbitrary infinite sequence of mutually independent random variables Xk defined in arbitrary space. For example, the space may be the unit interval, and 22 (69) Xk = sign sin(2*7r#);
in that case the distribution function Vk(x) defined by (33) is a step function with jumps of magnitude 1/2 at x= ± 1. For simplicity we shall consider only individually bounded variables Xk] standard methods of truncation permit us to generalize all results, but the essence of our theorems will become clearer in the more restricted formulation. For bounded variables the moment (35) exists. Now the variable Xk-pk has a vanishing first moment, and therefore we can always by a simple change of notation achieve that
Accordingly, we do not lose any generality by assuming from now on that (70) holds. As before, the study of the partial sums here $*(#) is a power series whose mth coefficient depends only on the moments of X\, • » * , X n up to the order m.
It can be shown that $ n (x) is majorated by a certain geometric series, and other more precise estimates are available; we refer for such further results to Feller [7* 1943] » It seems that only quite artificial sequences {X n } will satisfy (76) but not (74). Thus the rather complicated criterion (77) can, for all practical purposes, be replaced by the exceedingly simple and elegant criterion (75). The theoretical importance of the general criterion lies in the fact that it helps us understand the actual mechanism which makes so amazingly general classes of functions exhibit an asymptotic behavior in accordance with the simple scheme given by (75). The individual terms in the power series in (77) are closely related to the asymptotic error terms for the tails of the Gaussian in the central limit theorem. In this sense (77) reveals the increasing complexity as we approach the outer boundaries of the domain in which the central limit theorem holds.
We are naturally led to the question of what happens if (76) does not hold. This problem is not answered and presents a challenge for the very reason that it leads beyond the central limit theorem into a domain where we still lack natural tools. Its solution would automatically give necessary and sufficient conditions for the strong law of large numbers (cf. §9), an elusive problem which has been many times attacked without success. Also, our problem would apply to several interesting stochastic processes exactly as our generalization applies to ordinary diffusion. Some interesting results leading beyond (76) have been obtained by Hartman [1941 ] for the case where all the random variables Xk are normally distributed (not necessarily with the same variance). A very special case studied both by P. Levy [l, 1931] and Marcinkiewicz [1939] shows that the asymptotic behavior of sequences not obeying (76) is very different from that which we have considered so far. This is also borne out by the precise criterion obtained by the writer for the case where all the Xk have the same distribution function (not yet published).
Time and space unfortunately do not permit more than brief reference to Gnedenko's recent investigations related to our problems but pertaining to the case of continuous stochastic processes (like homogeneous diffusion).
9. The laws of large numbers. The implications of the so-called laws of large numbers are considerably weaker than the statements of the central limit theorem or the law of the iterated logarithm, but these weaker implications naturally hold under much more general conditions. The distinction between weak and strong laws of large numbers is the same as between the central limit theorem and the iterated logarithm: the weak laws concern only the asymptotic behavior of convolutions of distribution functions and can be formulated without appeal to random variables. The strong laws, on the contrary, are of measure-theoretical nature. In classical textbooks only the weak law (in a special form) is proved; nevertheless the strong laws are of much greater importance in statistics, games, and other applications. In many books the weak law is proved, the strong one used.
Let {X k } be a sequence of mutually independent random variables with distribution functions Vk(x) and expectations JU& (cf. (33) and (35) In terms of the distribution functions (34) this means that F n (nx+m n ) tends to the unitary distribution function. Necessary and sufficient conditions for (78) to hold have been established by Kolmogoroff [1929] . It must be understood that the formulation (78) originates with the classical theory of games, where all Xk have the same distribution function. In that particular case the special norming by the factor n makes sense, since then m n and "the total amount at stake" are proportional to n. In general, however, the factor n is perfectly arbitrary. The failure to understand this arbitrariness has led to many unnecessary discussions and "paradoxes." Also, the law of large numbers has frequently been regarded either as a law of nature or as a consequence of the definition of probability. In this sense its universal validity has been assumed and it has been applied to cases where it can easily be shown not to hold. For example, in the so-called St. Petersbourg problem the moments fik do not exist: by a series of misinterpretations and treating fik as a number (assuming, in particular, that oo -oo =0 and that all passages to limits may be interchanged), the classical theory managed to "prove" a mathematical theorem which contradicts common sense. Pr {|S n -<; n |A*}--»0.
There exists a famous sufficient condition for this law which is due to Kolmogoroff [1928] . For its formulation we shall suppose that the origin has been chosen as described in footnote 13. 94 The condition is necessary only if the origin has been chosen as described in footnote 13, but sufficient even without this restriction. 15 Feller [3, 1937] . For alternative proofs cf. Marcinkiewicz [1938] , Gnedenko [1939] , Doblin [3, 1939] . Several special cases (in particular for non-negative random variables) have been treated previously by Khintchine [7, 1936] 
J \x\<n
The condition (84) is clearly also necessary. Other conditions, in part necessary and in part sufficient, can easily be obtained from the law of the iterated logarithm. However, up to now all attempts have failed to replace (85) by a weaker condition which is also necessary. 26 
