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SOMMAIRE
Cette thèse traite du problème de la localisation de sources biomagnétiques
à l’aide de la magnétoencéphalographie. Ce problème est connu pour avoir une
infinité de solutions ce qui signifie qu’il n’y a pas assez d’information sur la so
lution pour pouvoir en identifier une seule. Nous avons développé des méthodes
pour introduire de l’information anatomique et fonctionnelle sur la solutioll. Nous
utilisons la méthode du maximum d’entropie sur la moyenne pour résoudre ce
problème. Cette méthode prend ses origines dans la mécanique statistique et la
théorie de l’information.
Cette thèse se divise en deux parties constituées de trois chapitres chacune.
La première introduit le problème inverse en magnétoencéphalographie. On y
développe la théorie nécessaire pour en comprendre le contexte et les hypothèses
servant à simplifier le problème. Dans le dernier chapitre de cette première partie,
on présente la méthode du maximum d’entropie sur la moyenne. On y explique
ses origines, son développement puis ses relations avec les autres méthodes de
reconstruction.
La deuxième partie constitue le travail original de cette thèse. Elle est formée
de trois articles dont le premier a déjà été publié et les deux autres ont été sou
mis pour publication’. Dans le premier, un modèle de sources biomagnétiques est
développé et appliqué dans un contexte certes théorique mais démontrant tout
de même son efficacité en comparant avec d’autres méthodes de reconstruction.
Dans le deuxième article, o fait un pas de plus vers une modélisation réaliste
de l’activité cérébrale. Les priilcipaux a priori faits dans le premier article sont
estimés à partir des données magiiétoencéphalographiques. Cette méthode s’est
avérée très efficace lors de simulations dans un contexte réaliste. Dans le troi
sième, on étend la méthode précédente à des signaux temporels. Ceci permet
d’exploiter l’excellente résolution temporelle offerte par la magnétoencéphalogra
phie. Contrairement aux travaux précédents, la méthode temporelle est appliquée
‘En date du dépôt final de cette thèse.
iv
à de véritables données magnétoencéphalographiques provenant d’une expérience
de somatotopie. Il est montré que les résultats concordent avec les connaissances
physiologiques que l’on a sur ce genre de procédés cognitifs.
Mots Clés: Magnétoencéphalographie, Problème inverse, Maxi
mum d’entropie sur la moyenne, Régions d’activation cérébrale,
Parcellisation du cortex, Régularisation spatio-temporelle, Image
rie cérébrale fonctionnelle.
$UMMARY
This thesis is clevoted to biomagnetic source
localization using magnetoenceph
alography. This problem is known to have an
infinite number of solutions. So
methods are required to take into accourit anato
niical and fiinctional information
on the solution. The work presented in this
thesis uses the maximum entropy
on the mean method to constrain the solutio
n. This methoci originates from
statistical mechanics and information theory.
This thesis is divicled into two main parts conta
ining three chapters each.
The first part reviews the magnetoencephalogr
aphic inverse problem: the theory
needed to understand its context and the hypoth
eses for simplifying the problem.
In the last chapter of this flrst part, the maxim
um entropy on the mean method
is presented: its origins are explained anci also h
ow it is applied to ouï problem.
The second part is the original work of this thes
is presenting three articles; one
of them already pubÏished and two others submitted for p
ublication. In the first
article, a biomagnetic source model is developed an
d applied in a theoretical con
text but stili demonstrating the efficency of the me
thod. In the second article, we
go one step further towards a realistic modelizati
on of the cerebral activation. The
main priors are estimated using the magnetoence
pl;alographic data. This method
proved to be very efficient in realistic simulation
s. In the third article, the pre
vious method is extended to deal with time signa
is thus exploiting the excellent
time resolution offered bv magnetoencephalograph
y. Cornpared with our previous
work, the temporal method is applied to real mag
netoencephalographic data com
ing ftom a somatotopy experience and resuits ag
ree with previons physiological
knowledge about this kind of cognitive process.
Keywords: Magnetoencephalography, Inverse
problem, Max
imum entropy on the mean, Regions of activatio
n, Cortex parcel
ling, Spatio-temporal regularization, functional b
rain imaging.
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INTRODUCTION
L’étude du siège de la pensée est l’un des plus grands défis scientifiques aux
quels l’humain s’est attaqué. Un long chemin tortueux a mené aux découvertes
constituant les fondements de la neurologie. Il y a plus de deux cents ans, Galvani
mettait en évidence l’existence de l’électricité animale, par hasard, en faisant des
expériences sur des grenouilles. De fil en aiguille, nous avons découvert que le
transport d’information dans le corps est réalisé via un courant électrique. Ces
courants permettent aux différentes parties du corps de communiquer entre elles.
L’élément de base du cerveau (et de tout le système nerveux) est le neurone. Les
neurones sont, comme l’avait remarqué Galvani, les porteurs des courants élec
triques, ces courants étant un signe d’activation neuronale. Cette activité neuro
nale s’accompagne de phénomènes autres qu’électromagnétiques. Pour générer un
courant, un neurone a besoin d’énergie. Cette énergie est puisée dans le sang qui
est apporté par les réseaux sanguins. Puis pour que le courant électrique soit en
gendré, un échange d’ions entre les membranes a lieu ce qui donne une signature
chimique de l’activité cérébrale.
Cependant, avant le vingtième siècle, il était impossible d’observer le cerveau
en action. Les scientifiques se limitaient à des études sur des cadavres ou des
animaux. Il a fallu attendre la fin des années 20 du siècle dernier pour avoir un
instrument de mesure de l’activité cérébrale. En effet, en 1929, H. Berger a inventé
l’électroencéphalographie (EEG). Quoique les équipements ont depuis beaucoup
évolué, surtout avec l’avènement de l’informatique, le principe de mesure est resté
le même. L’EEG consiste à mesurer les différences de potentiel électrique, sur la
surface du crâne, engendrées par les courants neuronaux. L’EEG permet donc
d’observer l’activité cérébrale en temps réel ou presque.
Le complément naturel de l’EEG, la magnétoencéphalographie (MEG), a été
inventé beaucoup plus tard. En effet, la IVIEG consiste à mesurer les très faibles
champs magnétiques créés par l’activation cérébrale. Ils sont un milliard de fois
plus petits que le champ magnétique terrestre. Le physicien D. Cohen [91 fut le
2premier à observer ces champs magnétiques en utilisant des dispositifs supracon
ducteurs, des SQUID4, qui n’ont été mis au point qu’à la fin des années soixante.
Il n’est pa étonnant que la MEG ait été inventée par un physicien. En effet,
les SQUID utilisent des effets cualltiques pour détecter des champs magnétiques
d’une extrême faiblesse. La MEG ayant été découverte par des physiciens, la
reconstruction des foyers d’activation cérébrale avec les données MEG fut pour
eux un problème qu’il était naturel d’attaquer. Ce n’est qu’un autre problème
d’électromagnétisme, qui a ses difficultés propres bien sûr, mais nous essaierons
de le résoudre dans cette thèse. L’EEG, qui pourtant fut inventée quarante ans
auparavant, n’avait jamais encore été utilisée à cette fin. Ayant été inventée par
des neurophysiologistes, ces derniers n’utilisaient l’EEG que pour son information
temporelle. Or, le problème de la localisation des sources en MEG (et aussi en
EEG) est difficile. Il a fallu attendre plus d’uie dizaine d’années après l’invention
de la MEG pour que des techniques mathématiques, développées pour la plupart
dans d’autres coiltextes, par exemple en traitement d’images, viennent poser les
fondemellts de l’imagerie cérébrale en MEG.
Depuis, l’imagerie cérébrale est devenue un domaine scientifique à part entière.
Ce domaine comprend des techniques et méthodes multidisciplinaires dont l’ob
jectif est de mettre en images le cerveau et, ultimement, de le voir au travail. Ces
images permettront de développer une meilleure compréhension du fonctionne
ment du cerveau. Depuis les quinze dernières années, il y a eu des développements
majeurs dans ce domaine avec, entre autres, la venue de nouvelles méthodes d’ima
gerie. Nous nous limiterons ici à deux exemples. La tomographie par émission de
positrons (TEP), développée à partir de 1975, consiste à injecter un traceur radio
actif dans le sang du sujet. En s’écoulant dans le système sanguin, le sang diffuse
le traceur. En se désintégrant, l’élément radioactif du traceur émet un positron
qui va s’annihiler avec un électron avoisinant. Cette réaction émet un photon
qui est détecté par des instruments extériellrs. Des méthodes de reconstruction
tomographique permettent ensilite de trouver l’origine du photon donnant ainsi
une image de l’activité sanguine. On observe alors l’activité sanguine qui est
signe d’activation cérébrale. Comme deuxième exemple, mentionnons l’imagerie
par résonance magnétique fonctionnelle (IRMf). C’est une méthode beaucoup
plus récente, développée à partir de 1993, se basant sur l’imagerie par résonance
4Superconclucting QUantum Interference Device
3magnétique (IRM) anatomique introduite une dizaine d’années auparavant. Elle
utilise un intense champ magnétique pour identifier les tissus qui composent le cer
veau à l’aide de leurs différentes propriétés magnétiques. Cette technique permet
d’obtenir des images d’une précision impressiollilante de l’ordre du millimètre. Un
exemple est présenté dans la figure 1.1. La variante fonctionnelle consiste à identi
fier les concentrations de la désoxyhémoglobine (protéine paramagnétique). Cette
protéine est émise par les neurones en activation permettant à 1’IRMf d’identifier
les zones du cerveau activées. C’est une signature chimique de l’activité cérébrale.
Le point commun entre l’IRMf et la TEP est qu’elles dépendent toutes deux de
conséquences métaboliques de l’activité cérébrale (activation sanguine pour la
TEP et émission d’une protéine pour 1’IRMf). Quoique ces méthodes atteignent
des niveaux de résolution spatiale assez élevés à cause du nombre de mesures dis
ponibles, elles ne permettent pas d’obtenir une résolution temporelle supérieure à
la seconde. Or, il s’avère que les phénomènes cérébraux se déroulent à une échelle
temporelle beaucoup plus petite.
L’EEG et la MEG e présentent pas ces difficultés. Les champs électroma
gnétiques détectés sont créés par les courants neuronaux qui sont la véritable
signature de l’actitivé cérébrale. Ces champs sollt mesurés à l’extérieur du crâne
sans qu’aucune altération des tissus ne soit nécessaire. L’EEG et la MEG sont
donc deux méthodes non-invasives. De plus, les champs voyageant à la vitesse
de la lumière, o obtient une lecture quasi-instantanée de l’activité cérébrale. La
FIG. 1.1. Exemple d’images IRM. À gauche, IRM
anatomique. A droite, IRM fonctiollnelle. Source
en. wikipedia. org/wiki/{MRI , Functional_MRI}
résolution temporelle n’est donc limitée que par la fréquence d’échantillonnage
4donnant, un avantage supplémentaire aux méthodes EEG et MEG. Comme on
le voit dans la figure 1.2 qui compare les résolutiolls spatiale et temporelle des
méthodes d’imagerie cérébrale, l’excellente résolutioll temporelle de la MEG se
fait au détriment de sa résolution spatiale. Quoique leurs résolutions temporelles
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FIG. 1.2. Résolution spatiale et temporelle des différentes méthodes
d’imagerie cérébrale [101
soient excellentes, le point faible de la MEG et de l’EEG est la faible quantité de
données spatiales (de l’ordre de 102 comparativement à plus de iO pour la TEP
et l’IRMf). Ce petit nombre complique le problème de la localisatioll des sources
et suscite d’intenses recherches auxquelles collaborent neurologues, neuropsycho
logues, physiciens et spécialistes en traitement de signal et d’image. Les travaux
présentés ici se situent dans ce contexte multi-disciplinaire.
Dans cette thèse, nous traitons du problème de localisation de sources bio-
magnétiques sous l’angle du physicien en nous limitallt à l’étude de la MEG
préférable à l’EEG à cause de sa faible sensibilité aux propriétés conductrices
des différellts tissus de la tête. Cependant, la MEG ne pourra jamais donner une
connaissance de l’activation cérébrale qu’au millimètre près. En effet, pour vé
ritablemellt connaître les processus cérébraux en jeu, il faudrait pouvoir étudier
les phénomènes à l’échelle du neurone. Cette échelle n’est accessible aujourd’hui
à aucune technique d’imagerie non-invasive. Cependallt, il y a beaucoup à ap
prendre sur le fonctionnement du cerveau à l’échelle macroscopique du millimètre
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5et la MEG est une technique idéale pour identifier les processus cognitifs. Plu
sieurs études psycho-cognitives ont été faites à l’aide de la MEG5 qui constitue
le contexte de cette thèse. Nous développons une méthode d’identification des
sources biomagnétiques cérébrales basée sur le principe du maximum d’entropie
en moyenne (MEIVI). Cette méthode est présentée dans le chapitre 3 de façon
générale. Puis, l’application du MEM à la MEG est présentée dans les 3 derniers
chapitres de cette thèse.
Le chapitre 1 commence par un exposé sur la physiologie des phénomènes
cérébraux pour familiariser le lecteur avec les processus à l’origine de l’activité
cérébrale. Nous poursuivons avec la modélisation du problème électromagnétique
sous-jacent à la localisation de sources en IVIEG, ce qu’on appelle le problème
direct. Le problème direct consiste à trouver le champ magnétique émis par une
configuration de sources modélisant l’activité cérébrale. Par opposition, l’identi
fication des sources de courants à partir du champ magnétique mesuré est appelé
problème inverse. Pour le physicien, les problèmes inverses sont monnaie cou
rante. En effet, en termes généraux, un problème inverse se présente lorsqu’on a
des mesures sur un système dont on veut connaître les propriétés, ce qui est le
cas en i\’IEG. La particularité principale de ce problème inverse est qu’il n’admet
pas de solution unique. Différentes configurations de coura.nts à l’intérieur de la
tête peuvent donner le même champ magnétique à l’extérieur de la tête. Des mé
thodes spécifiques ont été développées pour identifier une solution unique à l’aide
d’information supplémentaire sur la solution.
Dans le chapitre 2, on présente les principales méthodes de résolution dil
problème inverse ayant en commun l’intégration d’information pour contraindre
la solution. Ces méthodes sont variées et ont suscité d’intenses recherches au cours
des quinze dernières années.
Dans le chapitre 3, le principe du maximum d’entropie en moyenne (MEIVI) est
présenté. Cette technique de résolution de problènies inverses prend ses origines
dans une interprétation différente de la mécanique statistique qui la considère
comme de l’inférence statistique. Cette méthode d’inférence n’utilise nullement
les équations du mouvement de la physique. Cela permet alors d’appliquer ce
5Dans le recueil de l’atelier de formation à la ivIEG et l’EEG donné à l’Hôpital Pitié-Salpêtriére,
Paris, du 4 au $ juin 2001, on retrouve beaucoup d’exemples de telles études.
6principe à des problèmes distincts de la mécanique statistique, comme c’est le cas
dans cette thèse.
Les trois chapitres subséquents contiennent les articles qui constituent le tra
vail original de cette thèse. Chacun de ces chapitres est constitué d’un court
avant-propos, expliquant le contexte et les liens avec les résultats précédents,
puis d’un article (publié ou soumis) qui présente la méthodologie développée et
les résultats obt.enus.
Dans le chapitre 4, une étude de principe démontre la pertinence de la mé
thode pour la résolution du problème inverse en MEG à temps fixé. L’ingrédient.
principal du principe du maximum d’entropie est la loi de probabilité de réfé
rence qui sert d’état d’entropie nulle. Ici, cette loi englobe toute l’information,
anatomique ou fonctionnelle, que l’on peut avoir sur les courants neuronaux et,
donc, sur l’activité cérébrale sous-jacente. Une loi de référence est proposée en
faisant l’hypothèse que l’activation est regroupée en régions fonctionnellement
cohérentes. La méthode est comparée aux méthodes de reconstruction standard
avec (les simulations.
Le cinquième chapitre fait un pas de plus vers l’application du MEM à la MEG
dans un contexte réaliste. Une méthode de construction des régions d’activation
est présentée. Des simulations sont faites sur des cortex réalistes et notre méthode
est comparée à d’autres méthodes classiques d’inversion.
Alors que les travaux précédents n’utilisent que l’information spatiale présente
dans les données MEG, dans le dernier chapitre, l’aspect temporel est intégré au
modèle spatial utilisé jusqu’ici. Ce dernier volet permet d’exploiter l’information
temporelle de la MEG. Dans ce cas, la méthode a été appliquée sur des don
nées provenant d’une expérience cognitive réelle. Il est montré que l’information
temporelle est indispensable pour résoudre le problème inverse et apporte de l’in
formation pertinente sur l’évolution temporelle des signaux cérébraux.
Notre contribution originale est d’avoir appliqué la méthode de maximisation
de l’entropie en moyenne à la MEG en développant un modèle intuitif de sources
biomagnétiques. Cette modélisation a permis de produire une méthode générale
avec des hypothèses faibles sur la forme de la solution. Nous espérons que ces
travaux permettront de sonder les plus fines propriétés fonctionnelles du cerveau.
Chapitre 1
PHYSIQUE DE LA
MAGN1TOENCIPHALOGRAPHIE
Dans ce chapitre, les principes physiques de base en MEG sont présentés dans
le but d’établir une relation entre les courants neuronaux présents à l’intérieur du
crâne et le champ magnétique. Les arguments présentés dans ce chapitre ont été
extraits des différentes références données tout au long du texte. Ce problème, dit
direct, consiste à calculer le champ magnétique étant donné des sources de courant
connues. Puis, on désigne par problème inverse, le fait d’identifier les sources
ayant donné un champ magnétique connu. En faisant certaines hypothèses sur la
géométrie et les propriétés électromagnétiques des tissus cérébraux, il sera possible
de réduire le problème direct à une équation linéaire simplifiant du même coup le
problème inverse que nous exposerons dans le prochain chapitre. Auparavant, il
faut partir de l’origine de l’activité cérébrale en présentant d’abord le métabolisme
qui est à l’origine des courants électriques cérébraux.
1.1. LE NEURONE ET L’ACTIVITÉ CÉRÉBRALE
Dans cette section, nous nous penchons sur l’unité de base du traitement de
l’information dont est constitué le cerveau, le neurone, pour mettre en évidence
l’origine des champs électromagnétiques. Une connaissance de l’anatomie du cer
veau a trois implications majeures [171
— au niveau cellulaire, les structures déterminent comment les courants élec
triques neuronaux produisent des courants macroscopiques observables,
— la conductivité électrique est nécessaire pour avoir une solution adéquate
pour le problème direct et
— l’anatomie peut être utilisée dans la solution du problème inverse. En parti
culier, si on suppose que les sources de courants sont confinées â la surface
8du cortex, le problème inverse tri-dimensionnel devient essentiellement bi
climensionnel.
Le neurone est consitué de 4 parties principales (voir figure 1.1)
— le corps cellulaire qui contient le noyau et le métabolisme cellulaire,
les dendrites cim reçoivent les stimuli des autres neurones environnants,
— l’axone qui est une longue fibre conductrice qui porte le courant vers les
autres neurones et
— l’extrémité synaptique qui contient les terminaisons neuronales et qui émet
des signaux pouvant être captés par les autres neurones.
Le neurone est entouré, comme les autres cellules, d’une membrane qui divise
la cellule en compartiments intra-cellulaires et extra-cellulaires avec différentes
concentrations d’ions chargés. Cette différence est maintenue par des protéines
sur la membrane qui pompent certains ions contre le gradient de concentration.
Les principaux ions en jeu sont le Na+, le K+ et Cl. C’est le mouvement de
ces ions qui crée les courants électriques. Lorsqu’une impulsion électrique arrive
par l’axone, des molécules transmettrices (neurotransmetteurs) sont libérées par
les synapses dans l’espace libre autour de celles-ci. Les molécules se positionnent
ensuite à la surface des dendrites d’un autre neurone. Ces molécules ont pour
effet d’ouvrir des canaux par où passeront les ions à travers la membrane créant
une différence des charges entre les extrémités de ce neurone générant un cou
rant électrique. C’est précisément ce courant électrique qui engendre le champ
magnétique mesuré en MEG.
Les courants qui circulent dans les neurones sont appelés les courants primaires
parce qu’ils sont les véritables courants initiaux. Cependant, ce ne sont pas les
seuls courants à être présents. En effet, la conservation des charges électriques
impose que des courants de conduction (secondaires) soient créés pour rétablir
l’équilibre des charges qui se seront déplacées. La densité du courant ainsi créé
est de l’ordre de 100 nA/mm2. Il faudra donc l’activation simultanée de près de
dix mille neurones pour engendrer un courant qui soit mesurable. Le champ ma
gnétique est dû à l’ensemble de tous ces courants. Ce champ magnétique mesuré
à l’extérieur du crâne sera de l’ordre de la centaine de femtoTeslas (10_13 T) qui
est un milliard de fois plus petit que le champ magnétique terrestre (iO T). Il a
fallu attendre le développement de senseurs supraconducteurs à la fin des années
60 pour que les premiers champs magnétiques cérébraux puissent être mesurés j9J.
9Itant donné la faible intensité des champs magnétiques, il est nécessaire d’iso
1er le magnétoencéphalographe du champ magnétique terrestre. La façon la plus
efficace est d’utiliser une chambre blindée. Ellsuite, pour enlever les champs ma
gnétiques restants, un gradiomètre est utilisé. Il s’agit de deux bobines superpo
sées (ou côte-à-côte) qui mesurent la variation de champ magnétique entre les
deux bobines. Ceci permet d’enlever les champs magnétiques qui passent au tra
vers de la chambre blindée, puisque ceux-ci varient lentement dans l’espace. Pour
de pius amples détails sur l’instrumentation, nous référons à l’incontournable ar
ticle de revue de Hâmiliiinen et al. t17].
La MEG a pour but d’aider les scientifiques à étudier le fonctionnement du
cerveau. Entre autres, dans le cadre des neurosciences cognitives, il est nécessaire
d’identifier l’activité liée au traitement d’un stimulus pour accomplir une tâche.
Par contre, cette activité est en général noyée dans de l’activité cérébrale spon
tanée. La technique des réponses évoquées consiste à répéter une tâche un grand
nombre de fois et de moyenner ces signaux pour isoler le plus possible l’activité
électrique liée à la tâche cognitive. Dans le chapitre 6, on utilise des données
moyennées sur 400 répétitions. Il n’est pas toujours possible de répéter une ex
périence des centaines de fois. Lorsqu’on étudie des pathologies, l’épilepsie par
exemple, il n’est pas possible de répéter la mesure. On doit alors travailler avec
Dendrite
Axone
FIG. 1.1. Illustration des différentes parties anatomiques d’un neu
rone. (Source fr.wikipedia.org/wiki/Neurone)
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les signaux bruts. Ces signaux sont aussi bruités par la prise de mesure. Cepen
dant, ce bruit de mesure est pratiquement éliminé lors du moyennage fait pour
les réponses évoquées.
1.2. CALCUL DU CHAMP MAGNÉTIQUE INDUIT PAR UNE SOURCE
DE COURANT
Connaître l’origine des signaux cérébraux en MEG nécessite d’abord de trou
ver le champ magnétique produit par une source de courant à l’intérieur de la
tête. Il s’agit donc de résoudre les équations de Maxwell à l’extérieur de la tête
sachant qu’il y a des courants électriques J à l’intérieur [17, 421.
Pour simplifier le problème, quelques approximations sont possibles. Tout
d’abord, la perméabilité magnétique des tissus cérébraux est la même que celle
du vide (t = i’). Cette hypothèse est acceptable pour la plupart des matériaux.
Les équations de Maxwell dans ce cas sont
VE = (1.la)
V x E
—, (1.lb)
V•B 0, (1.lc)
V x B = ( + (1.ld)
Les termes en dérivée par rapport au temps peuvent être négligés puisque le
spectre des fréquences des signaux électrophysiologiques en MEG est typiquement
de l’ordre de 100 Hz. C’est ce qui est appelé l’approximation quasi-statique. Pour
accepter cette hypothèse, faisons les constatations suivantes. Le courant J est la
somme des courants de conduction et de polarisation
Jr=uE+, (L2)
où P (c — eo)E est la polarisation et la permittivité des tissus du cerveau.
Supposons que u et e sont des constantes et considérons une onde à la fréquence
f:
E = Eo(r)e2”.
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Avec les équations (1.ld) et (1.2),
aE aE
VxB=tio uE+(c—co)+c . (1.3)
On pourra négliger le terme en dérivée par rapport au temps si e8E/8t < uE
ou bien 27rf 6 < u. En mettant les valeurs numériques valides [17J pour les tissus
cérébraux t u = 0.3 Q’m1, 6 = 10er et f 100 Hz, on trouve 2rrjc/u =
2 x iO < 1. Il est donc justifié de négliger E/t dans les équations.
L’autre terme qui dépend de la dérivée par rapport au temps est aB/at. Il
doit être négligeable devant E. À l’aide des équations (1.lb) et (1.3), on peut
écrire
VxVxE ——VxB,
aï aE’\
=
—2irifpo(u + 27rif6)E.
Les solutions à cette dernière équation ont une longueur d’onde caractéristicjue
= 2rftou(1 + 2rife/u)’12.
Avec les valeurs numériques appropriées, ) 65 m ce qui est évidemment beau
coup plus grand que les dimensions de la tête d’un humain normal. Donc, la
contribution de 3B/Ot à E est très petite et nous pouvons aussi la négliger.
Ainsi, dans le régime quasi-statique, les équations à résoudre sont
(1.4a)
6
ViE = 0, (1.4b)
VB = 0, (1.4c)
V x B = ptoJ. (1.4d)
où le courant électrique J est composé de cieux sources $
J=J+uE, (1.5)
avec
J’ : courant engendré par le mouvement des charges électriques (courant
primaire ou intracellulaire) et
12
uE : courant de conduction (courant secondaire, extra-cellulaire ou volu
micjue) et u = u(r), la conductivité du milieu.
De l’éciuation (l.4b). E provient d’un potentiel électrique V tel que E = —VV.
L’équation (1.4d) est la loi de Biot-Savart, le champ miagnéticne B est alors donné
par:
B(r) = f[J(r’) - u(r’)V’V(r’)] X dv’ (1.6)
où l’intégrale est faite sur tout le volume Q qui contient tous les courants (primaire
et secondaire).
Pour résoudre ces équations, il faut tout d’abord définir la conductivité (u(r))
de la tête ici, représentée par le volume Q. La tête est faite essentiellement de
quatre couches. En commençant par le centre, elle est constituée de matière céré
brale (le cerveau), ensuite de liquide céphalo-rachidien. puis il y ale crâne (l’os) et
la peau. Chacune de ces couches a une conductivité différente. Il est généralement
supposé que la conductivité des tissus cérébraux est constante et isotrope [15].
Cependant, cette hypothèse n’est pas justifiée pour la surface corticale. En effet,
la structure en colonnes des neurones1 la caractérisant rend la conduction dix
fois plus grande perpendiculairement à la surface par rapport à parallèlement
à celle-ci. Des modèles ont donc été développés pour s’affranchir de l’hypothèse
d’isotropie des tissus. Dans 135], on offre une revue des différentes méthodes qui
ont été proposées. Nous allons nous limiter au cas du conducteur homogène par
morceaux, une hypothèse largement utilisée dans le domaine.
Supposons que le conducteur Q est constitué de N parties Q qui ont chacune
une conductivité u constante. La loi de Biot-Savart s’écrit, à partir de (1.6),
B(r) = Bo(r) - a / V’V(r’) X dv (1.7)
Bo(r) = J’(
‘) X dv’.
Par le théorème de Stokes et l’identité vectorielle
V’ x (V(r’) x V’(Ir — r’’)] = V’V x
1voir la section 2.2
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les intégrales dans l’équation (1.7) deviennent
f V’V(r’) x r_3dV, = f V’ x [V(r’) x V’(r — r’’)] dv’,
= / V(r’)n(r’) x — r
r — r’3
La surface S est la frontière de Q. dS est l’élément de surface sur $ et n(r’) est
la normale extérieure à la surface S au point r’. Puisque les normales à l’interface
de deux milieux de conductions différentes sont de signes opposés, l’équation (1.7)
cl e y ie nt
B(r) = Bo(r) - (u - u’) f V(r’)n(r’) X dS’5 (1.8)
où et oj’ sont les conductivités des régions intérieure et extérieure de $. Comme
on peut le voir dans l’équation précédente, le champ magnétique dépend du poten
tiel V(r) sur chacune des surfaces. Or, pour connaître le potentiel, cela nécessite
la résolution d’une équation intégrale qui n’a de solutions analyticiues que pour
certaines géométries [35] (sphérique, par exemple). Sinon, on doit la résoudre
numériquement pour trouver B. L’approximation généralement acceptée est de
modéliser la tête comme étant composée de plusieurs sphères concentriques. Plu
sieurs travaux ont été développés pour s’affranchir de cette hypothèse [4,15,351. Il
a été montré qu’en MEG, cette approximation était valide du point de vue de la
localisation des sources [4]. Cela est dû au fait que la JVIEG n’est pas très sensible
à la différence de conductivité entre les tissus.
Donc, considérons le cas d’un conducteur constitué de plusieurs sphères concen
triques. La composante radiale de B se simplifie alors grandement puisque le
deuxième terme de (1.8) s’annule complètement. En détails,
Br(r) = B(r) e,
B(r) = Bo(r) er - O
-
u’) f V(r’) (n(r’) X 13) er dS,
Les termes de la somme s’annulent parce que n(r’) = et er = et donc
Br(r) Bo(r) er = f (jr’) x r_r) er dv’. (1.9)
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Ainsi, la composante radiale de B(r) est indépendante du profil u(r) de la conduc
tivité. Ce résultat est valide en tout J)oint de l’espace. Or, les autres composantes
de B(r) peuvent être récupérées lorsque l’on mesure le champ magnétique hors
du milieu conducteur, ce qui est le cas en MEG.
Si r est à l’extérieur de Q, il n’y a aucun courant alors l’équation (1.4d)
donne V x B 0 et B peut s’écrire en terme d’un potentiel magnétique
B(r) —VU(r). Puisque U(r) doit s’annuler à l’infini, il peut s’écrire de la
façoil suivante
U(r) =
—f VU(r+ter).erdt,
f Bo(r + ter) e dt. Avec (1.9) on ao
= f dv’ (J?r! jœ r + ter — rd e,o Ir+ter—r’I
p
/lo J , / /\
=
— i dv çJ r)Xr)•er4ir J r + ter — r’3
U(r) =
— [dv’ (JP(r’) x r’) r (1.10)4rr J- ra(a + a• er)
où a = a(r, r’) r — r’ et r et a la norme des vecteurs r et a respectivement.
Ayant une expression pour U(r), on pellt en prendre le gradient pour trouver B.
Jusqu’à maintenant, nous avons fait plusieurs hypothèses sur les conducteurs.
Cependant, il est difficile d’aller plus loin sans faire de même pour les sources de
courant J)
1.3. LE DIPÔLE DE COURANT
On peut faire certaines hypothèses sur les sources de courant en observant les
processus impliqués. Comme expliciué au début de ce chapitre, les neurones sont
à l’origine des courants électriques cérébraux. Pour la MEG, les neurones situés
sur la surface corticale constituent les sources de courant qui engendrent des
signaux mesurables à l’extérieur du crâne. En effet, le champ magnétique décroit
très rapidement avec la distance. De plus, bien que tous les courants contribuent
aux champs électromagnétiques, des structures spatiales spécifiques doivent être
présentes pour que la superposition des courants donne naissance â des signaux
observables.
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La surface corticale est composée de quelques dix milliards de neurones. Com
ment dégager de l’ordre et de l’information structurale devant cette complexité de
neurones? Il s’avère qu’en observant une coupe transversale de la surface corticale,
on voit que les neurones sont organisés perpendiculairement à la surface. En plus
de cette organisation spatiale, les neurones ont une activation synchrone puis
qu’ils génèrent des champs magnétiques mesurables [35]. Cette cohérence spatio
temporelle permet de modéliser les sources de courant par des dipôles de courant.
En effet, les observations de courants neuronaux suggèrent que la densité de cou
rant typique de l’activité cérébrale est de 100 nA/mm2 [4]. Si la couche corticale
est épaisse de 4 mm et que l’on considère que le dipôle modélise une surface de
5 mm x 5 mm, on arrive à des intensités de dipôles de courant de l’ordre de
10 nA.m ce qui concorde avec les ordres de grandeur estimés à l’aide des champs
magnétiques [171.
Cette modélisation de l’activité cérébrale par des clipôles de courant n’est
justifiée que pour les sources corticales. Pour l’EEG, les sources profondes se ma
nisfestent dans le potentiel. Cependant, celles-ci ne permettent pas de mettre en
évidence une cohérence spatiale et sont plutôt modélisées par des sources mul
tipolaires. Sauf pour quelques travaux sur les distributions de courants multipo
laires [361, le dipôle de courant est la matière première de toutes les méthodes de
reconstruction. La modélisation par des dipôles de courants est la plus utilisée
même si pour des sources profondes, cette modélisation n’est pas parfaite. Des
études ont démontré que cette approximation est tout de même valable [12].
Un dipôle de courant est donc une ligne de courant infinitésimale à la position
r0 dont la densité de courant est exprimée comme
JP(r)
= Q5(r—ro) (1.11)
où Q contient l’intensité (unités d’Ampère-mètre) et l’orientation du dipôle et r0
est la position du dipôle. Ce dipôle Q peut être vu conime une ligne de courant
qui part d’un point r1 et arrête subitement à un autre point r2 Q JJP dv’.
La fonction donne l’étendue de la source, c’est-à-dire, un point. Ainsi, l’expres
sion (1.10) pour le potentiel magnétique U se réduit à
U(r) = - Xro) r (1.12)
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avec a = r — ro et F = a(ra + r2 — r0 r). De cette expression, on déduit le champ
magnétique
avec
B(r) = —VU(r)
=
(FQ x r0
— ((Q x ro) . r)VF)
ta2 ar r ar\VF (—+-—-—+2a+2r )r— (a+2r+—)ro,
a J (ï!
(1.13)
ce qui donne l’expression du champ magnétique en tout point à l’extérieur du
volume conducteur. La figure 1.2 contient une illustration des différents vecteurs
contellus dails l’expression pour le champ magnétique généré par un dipôle.
fIG. 1.2. Schéma montrant les vecteurs de l’expression pour le
champ magnétique B généré par un dipôle de courant Q situé à r0
à un point d’observation r (voir équation (1.13)).
L’équation (1.13) donne lieu à plusieurs remarques importantes. Tout d’abord,
le champ magnétique B est indépendant de la conductivité des tissus cérébraux
dans le cas d’une géométrie sphérique. Nous n’avons alors pas besoin de connaître
la valeur des conductivités pour chaque conducteur de Cette propriété rend la
MEG très intéressante n’étant pas sensible aux courants secondaires, elle nous
permet de détecter directement les courants primaires, vraies signatures de l’acti
vité cérébrale. Ensuite, B dépend linéairement de l’intensité Q du dipôle, ce qui
n’est pas une surprise puisque, par la loi de Biot-Savart, B dépend linéairement
de l’intensité du courant. Par contre, B dépend non-linéairement de la position
r0. Donc, une petite variation de r0 peut entraîner de grandes variations dans
la valeur du champ magnétique, rendant cette expression sensible aux erreurs de
position des dipôles. Ensuite, si Q = Qer = Q (un dipôle radial), le champ
magnétique est nul. La détermination des courants à partir de la valeur de B à
Q
a
B
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l’extérieur (même en un nombre infini de points) est donc impossible. En particu
lier, la composante radiale de Q ne génère pas de champ magnétique. Ceci n’est
qu’un cas particulier d’un résultat pius général d’Helmholtz qui, dès 1853 1481,
démontrait que différentes configurations de courants peuvent engendrer le même
champ magnétique.
C’est le sujet de cette thèse comment retrouver la configuration de courants
qui a donné le champ magnétique mesuré par les capteurs à l’extérieur de la
tête. Tel est l’énoncé du problème inverse de la MEG. Ce problème est difficile
puisqu’il n’admet pas de solution unique par les arguments mentionnés plus tôt.
Il faut alors des méthodes qui permettent de discriminer certaines solutions pour
pouvoir n’en choisir qu’une seule. Cette discrimination se fit en intégrant de
l’information pertinente sur l’activation cérébrale. Différentes approches ont été
développées pour ce faire et elles sont discutées dans le prochain chapitre. Ensuite,
dans les quatre derniers chapitres, le principe du maximum d’entropie en moyenne
est présenté et appliqué au problème inverse en ]\/IEG ce qui constitue le travail
original dans cette thèse.
Chapitre 2
PROBLÈME INVERSE EN
MAGN]TOENCÉPHALO GRAPHIE
Le problème inverse, ciue l’oll cherche à résoudre ici, consiste à trouver les
sources de courants qui ont généré le champ magnétique observé à l’extérieur
de la tête. Ce problème n’admet pas de solution unique en vertu des lois de
la physique. Il est dit mal posé. En plus, la MEG ne dispose que d’un nombre
limité, parfois très faible, de mesures spatiales. Les appareils magnétoencépha
lographiques fabriqués de nos jours ne disposellt que d’une centaine de capteurs
distribués autour du scalp. Les autres méthodes d’imagerie, comme la TEP ou
l’IRMf, disposent de cent à mille fois plus de données. Tout de même, nous ver
rons qu’il est possible d’extraire beaucoup avec cette information spatiale limitée.
Dans cet exposé, nous nous limiterons aux méthodes de reconstruction à temps
fixé puisque la faiblesse principale de la MEG est son indétermination spatiale.
La reconstruction temporelle sera abordée dans le chapitre 6.
Les problèmes inverses mal posés ne se retrouvent pas seulement en IVIEG.
En fait, le travail du physicien est de résoudre ce genre de problème. Aussitôt
que des données sollt prises sur un système, il utilise les lois de la physique et
des techniques mathématiques et statistiques pour connaître les propriétés de ce
système et faire des prédictions sur son comportement.
Il existe présentement deux approches pour résoudre le problème inverse en
MEG. La première, le modèle dipolaire, suppose que l’activation peut être expli
quée par un ensemble relativement petit de dipôles dont il faut estimer, à partir du
champ magnétique mesuré, les paramètres les décrivant chacun. L’autre approche,
le modèle distribué, consiste à distribuer à l’intérieur du volume conducteur un
grand nombre de dipôles dont la position et l’orientation sont prédéterminés ne
laissant que l’intensité des dipôles à estimer. L’approximation dipolaire est ici
utilisée pour modéliser toutes les sources même si elle est moins justifiée pour
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des sources profondes. Ces deux approches sont brièvement discutées dans les
prochaines sections.
Dans cette thèse, nous utiliserons le modèle distribué. Ceci permettra de
construire un modèle de source qui comprend de l’information pertinente, in
formatioll nécessaire pour la résolution du problème inverse.
2.1. MODÈLES DIPOLAIRES
Ce sont actuellement les méthodes les plus employées pour les usages cli
niques de la MEG. Elles offrent l’avantage d’être rapides et l’interprétation de
leurs résultats est directe. Elles considèrent que l’activité électrique cérébrale est
concentrée en un petit nombre d’aires dont la dimension est petite par rapport à
leur distance aux capteurs. L’approximation des sources de courant avec peu de
dipôles distincts est ainsi justifiée. Bien que ces hypothèses schématisent le por
trait véritable de l’activité cérébrale, il a été démontré que les résultats étaient
en général compatibles avec les connaissances sur l’anatomie et la physiologie du
cerveau [151. La résolution de ces méthodes appliquées à la JVIEG est en général
de quelques millimètres.
Dans l’équation (1.11), il y a 6 paramètres qui définissent un dipôle: la position
(ro), l’orientation () et l’intensité (Q). S’il y a N dipôles dans le modèle, cela
donne 6N paramètres à estimer dont 3N (pour la position) qui ne dépendent pas
linéairement des données.
La difficulté avec ces méthodes est que l’on doit savoir a priori le nombre de
sources dans le modèle. On pourrait avoir tendance à mettre un grand nombre
de sources mais le problème devient, ambigu lorsque le nombre de paramètres
à estimer est plus grand que le nombre de mesures. De plus, l’estimation des
paramètres non-linéaires est très sensible au bruit présent dans les données.
Pour contourner ce problème, des méthodes comme IVIUSIC (Multiple Signal
Classification) pratiquent un balayage spatial [37] qui consiste à passer tout le
volume du cortex (voxel par voxel) pour trouver la probabilité de présence d’une
source. Cette probabilité est exprimée en trouvant la contribution à l’espace signal
de chaque source supposée. Le principal avantage de cette méthode est que chaque
source est trouvée individuellement plutôt que toutes les sources à la fois 121.
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Ces méthodes ont tous le même désavantage d’avoir besoin du nombre de
sources a priori et l’usager doit s’assurer que le nombre de paramètres à estimer
reste plus petit que le nombre de mesures.
2.2. MODÈLES DISTRIBUÉS
Ces méthodes contrastent avec les méthodes dipolaires en considérant un
gralld nombre de dipôles disposés uniformément dans une partie ou la totalité
du volume cérébral. De plus, comme les méthodes distribuées ne font aucune
hypothèse sur le nombre de sources, cette technique est appropriée lorsqu’il y a
des sources multiples. Cependant, le nombre de variables dans le problème de
vient plus grand que le nombre de mesures. Lors des premiers essais au milieu
des années 1980, l’espace des sources était constitué d’il plan parallèle aux cap
teurs [18] et on minimisait l’énergie de la solution. Cette méthode ne permet pas
de rendre compte des sources focales et donne toujours une solution très lissée.
On a alors dû se tourner vers des méthodes de régularisation. De telles méthodes
ont été développées en traitement de signal et d’images pour, par exemple, dé-
bruiter des signaux d’où le nom de régularisation. Clarke et al firent les premiers
à introduire ce concept en MEG [81. Ils modélisent chacune des sources par une
fonction continue. Cependant, ils s’efforçaient de ne pas introduire d’information
anatomique ou fonctionnelle.
Dale et Sereno émirent ensuite l’idée que l’espace source pouvait être contraint
en apportant de l’information anatomique provenant de l’IRM. Dans [11], ils ar
gumentent que, comme les neurones du cortex sont organisés en colonnes, les
dipôles résultant sont perpendiculaires au cortex. Donc, si la forme de la sur
face corticale est connue, la position et l’orientation des sources peuvent être
contraintes en divisant la surface en parcelles qui sont suffisamment petites pour
justifier l’utilisation d’un dipôle. Le problème est donc réduit à estimer l’intensité
de chaque dipôle. L’image IRM est utilisée pour connaître la forme du cortex.
Cette étape peut sembler laborieuse puisqu’on doit obtenir une image volumique
IRIVI pour chaque sujet. Or, cette image IRM est acquise de façon routinière et
est maintenant presque toujours incluse avec les données IVIEG.
Avec ces hypothèses, essayons de revoir les équations développées dans le
chapitre 1 pour pouvoir en dégager une relation simple. Regardons ce que devient
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l’équation (1.13). Plaçons N dipôles sur la surface corticale. Le champ B est donc
B(r) 42 (FQ x r - ((Q x r) r)VF)
où rb est la position du clipôle i et F est l’expression pour F définie plus tôt
mais avec r0 = r. Or, la position rb et l’orientation ‘ pouvant être fixées à
l’aide d’une image IR1\/I, il ne reste plus que l’intensité Q de chaque dipôle à
recontruire. Comme le champ magnétique B dépend lilléairemellt de Q’, on peut
alors reformuler le problème comme
brrzGq. (2.1)
Le vecteur b contient les valeurs des champs magnétiques mesurés sur les U cap-
- - 1 Ntteurs de 1 appareil magnetoencephalographique, q = [Q , Q,. . . , Q j est le vec
teur des intensités et G est la matrice U x N définie à l’aide de l’équation (1.13)
dont les éléments sont
x r
- (( x r) rj)Vi).
Le facteur = aj(rajj + — r ri), ajj = r — r avec rb, Qi est la posi
tion et l’orientation dil dipôle j et r est la position du capteur j. On remarque
que la dimension de b est la même que le nombre de capteurs. Or, le champ
magnétique est un vecteur et, en principe, on devrait pouvoir mesurer les trois
composantes de B en chaque point de mesure. Il s’avère que les appareils magné
toencéphalographiques ne mesurent qu’une composante du champ magnétique,
e général la composante radiale, en utilisant des gradiomètres pour enlever les
champs magnétiques parasites persistant à l’intérieur de la chambre blindée.
Le problème est donc ramené à celui de l’inversion de la matrice G. Si celle-ci
était inversible, la solution serait triviale. Cependant, ce problème linéaire fait par
tie des problèmes inverses mal posés pour les raisons suivantes. Comme mentionné
dans la section 1.3, le problème électromagnétique est lui-même sous-déterminé
puisque plusieurs configurations de sources peuvent donner le même champ ma
gnétique à l’extérieur du volume conducteur [48j. De plus, le nombre de dipôles
équivalents nécessaires pour couvrir adéquatement la surface corticale est norma
lement très élevé, de l’ordre de plusieurs milliers, soit au moins un ordre de gran
deur plus grand que le nombre de capteurs dans les magnétoencéphalographes,
Ainsi, le problème linéraire (2.1) est-il sous-déterminé. De plus, les mesures b sont
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en général bruitées. Il est donc impossible de trouver une solution parfaite si les
données ne le sont pas. Enfin, la solution n’est pas unique du point du vue des lois
de la physique. En effet, comme nous en avons discuté dans le chapitre précédent,
il y a des configurations de sources qui ne donnent aucun champ magnétique à
l’extérieur du crâne. Cet aspect est réfiété dans le modèle de sources que nous
avons choisi puisqu’un dipôle radial Q ro n’émet aucun champ magnétique.
Ainsi, l’espace nul de la matrice G n’est, en général, pas trivial.
Le problème de reconstruction de sources tel que présenté ici offre de grandes
similitudes avec la reconstruction et la restauration d’images. Différentes mé
thodes ont été développées pour résoudre ces problèmes f13]. Dans les prochaines
sous-sections, nous allons décrire sticcintement les principales méthodes utilisées
jusqu’à maintenant.
2.2.1. Méthode de norme minimale
La méthode dite de norme minimale pose un principe que toutes les méthodes
de reconstruction doivent respecter : l’attache aux données. En effet, c’est la
seule information fonctionnelle disponible. Comme les données sont en général
bruitées et que le modèle de sources distribuées qu’on impose ne correspond pas
nécessairement à la réalité du point de vue physiologique, il se peut que b ne soit
pas dans l’image de G. Par contre, on peut toujours chercher à minimiser l’écart
aux données, c’est-à-dire, trouver un pour lequel la différence entre le champ
magnétique donné par cette source (G ) et les données b est minimal
= argmin b
— Gq2. (2.2)
La solution générale à ce problème est q = Gb où
G lim (Gt G + Àl[)’ Gt (2.3)
est l’inverse de JVloore-Penrose. L’avantage de cette solution est qu’elle est analy
tique et les méthodes numériques de manipulation de matrices sont bien connues
et très rapides pour les ordres de grandeur (de 100 à 1000) qui nous préoccupent.
Cependant, elle est très sensible au bruit contenu dans b. En effet, la matrice
Gt G contient typiquement des valeurs propres très près de zéro’, ce qui amplifie
‘Par exemple, pour l’espace des sources utilisé clans le chapitre 5, le rapport entre la plus grande
et la plus petite valeur propre est de l’ordre de 108.
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énormément les effets du bruit lors de l’inversion. De plus, la solution n’est en
général pas en accord avec les connaissances physiologiques que nous avons sur
les processus neuronaux. Des discontinuités inacceptables sont typiquement pré
sentes à cause de la sensiblité au bruit. Il a donc été proposé de régulariser la
solution en incluant un terme de Tikhonov [461
argmin Hb — Gqj2 + Aq2. (2.1)
Cette dernière expression garantit que de grandes intensités sont d’autant plus
pénalisées que le paramètre de régularisation \ est grand. En effet, la solutiou
(le 2.4,
= (GtG+ÀlI)’Gtb
fait intervenir le paramètre ? qui atténue l’effet des petites valeurs propres de
Gt G. Cette régularisation permet de trouver la solution avec une énergie mini
male. Cependant, ces méthodes ne garantissent aucune continuité dans la solution.
Alors, on peut imposer des contraintes, non pas directement sur q, mais sur le
gradient, ce qui garantit que la solution sera lisse j3]
= argmill Jb
— Gq + )Vqj2.
Dans ce cas la solution analytique est
(Gt G + VtV)’Gt b
où VtV est une approximation d’un laplacien dans l’espace des sources contenant
q.
Toutes les méthodes dérivées de la norme minimale souffrent du manque de
justifications physiologiques. Il faut modifier quelque peu le critère de minimisa
tion pour ce faire.
2.2.2. LORETA
Les précédentes méthodes de reconstruction dépendent exclusivement de l’in
formation du problème direct contenue dans G. Or, il s’avère que les sources
profondes, importantes en EEG, ne contribuent que très peu aux données alors
qu’elles peuvent être importantes à identifier. En effet, des sources en surface avec
une intensité faible sera privilégiée à une source profonde et d’intensité forte. C’est
pour mieux reconstruire ces sources profondes que Pascuai-Marqui et. at. 1391 ont
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introduit la méthode LORETA (LOw Resolution Elect.rornagnetic TornogrAphy).
LORETA compense la faible contribution des sources profondes en normalisant
la matrice G. De plus, LORETA fait l’hypothèse que les dipôles sont simulta
nément activés et synchrones. Cette hypothèse s’appuie sur des expériences qui
ont montré, par des enregistrements sur des cellules du cerveau, que les neurones
sont fortement synchronisés lorsqu’ils sont rapprochés. On peut alors utiliser cette
information spatiale pour régulariser le problème inverse. Cette information est
introduite à l’aide d’tme matrice de corrélation qui correspond au laplacien. Dans
sa version originale, LORETA calcule la densité de courant dans tout le volume
du cortex. La méthode consiste à pondérer la matrice G par la norme de chacune
de ses colonnes
= argmin qtA q
b=Gq
où A = WCtCW avec W une matrice diagonale N x N qi contient la norme de
chaque colonne de G et C est un laplacien spatial (lui contient de l’information
sur le voisinage de chaque ctipôle. La solution correspond à la configuration de
courants la plus lisse capable dexpliquer les données. C’est pourquoi les solutions
sont à basse résolution, d’où le nom de la méthode. Uiie solution analytique existe
pour ce problème, ce qui est très intéressant puisqu’elle nous donne une façon
simple et rapide de reconstruire l’activation tout en incorporant de l’information
spatiale dans le laplacien C. Ce laplacien joue le même rôle qu’une matrice de
corrélation. On peut définir de fortes corrélations comme de faibles. Dans [391, les
auteurs indiquent comment le laplacien est défini.
Comme nous l’avons dit, LORETA renonce à une solution focale et donne une
solution lisse dans l’espace. Or, il s’avère que les densités de courants ne sont pas
toujours lisses, elles peuvent contenir des discontinuités. Pour avoir des solutions
réalistes, nons devons modifier quelque peu notre approche. Pour ce faire, les
méthodes bayésiennes sont parmi les plus popillaires en MEG. Ce formalisme se
distingue des méthodes du type norme minimale parce qu’elles peuvent prendre
en compte des contraintes plus générales comme nous le verrons dans le pro
chain paragraphe. Cette thèse explore une approche probabiliste assez proche des
méthodes bayésiennes, s’appuyant sur le principe du maximum d’entropie.
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2.2.3. Méthodes bayésiennes
Au cours de l’exposé des méthodes précédentes, nous raisonilions directement
dans l’espace des sources. Les méthodes bayésiennes envisagent le problème d’un
point de vue probabiliste et permettent une façon générale, formelle et quantita
tive d’incorporer de l’information additionnelle indépendamment des données en
MEG. Il s’agit de trouver un estimateur (lui maximise la probabilité a posteriori
(MAP) de q étant donné les données b 121
= argmax P(qb). (2.5)
q
Ce formalisme bayésien prend en compte l’attache aux données en spécifiant la
loi de probabilité P(qb) plutôt qu’en imposant des contraintes directement sur
la solution . Il existe quelques variantes de ce formalisme mais elles sont peu
utilisées en MEG [31• Dans l’exposé qui suit, nous nous limiterons au Maximum
a posteriori. Par la loi de Bayes (d’où le nom de la méthode), on peut écrire
P(qb) = P(q)P(c1) (2.6)
Dans cette dernière équation, P(bq) est la probabilité de b étant donné les
sources q. Donc P(bq) contient le modèle direct qui exprime b en fonction de
q. La probabilité P(q) contient la distribution de probabilité a priori et c’est
dans cette probabilité que nous pourrons mettre toute l’information anatomique
et fonctionnelle dont on dispose sur la solution. Pour le dénominateur dans (2.6),
P(b) est indépendant de q et on peut l’ignorer dans le processus de maximisa
tion (2.5).
Quelles formes peuvent prendre ces distributions de probabilité? Pour P(bq),
on doit mettre l’information sur le modèle direct qui exprime b en fonction de q.
Or, on connaît la relation entre le b et q b = Gq. Ainsi, la probabilité P(bjq)
doit représenter l’écart à ce modèle. Comme le bruit est l’écart entre b et le
champ magnétique G q donné par les courants q et que le bruit est généralement
modélisé par une gaussienne, on choisit
P(bq) exp [_b - GqH2]
où cr2 est la variance du bruit dans les données.
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Pour P(q), l’idée est de définir une “énergie” U(q), dit potentiel de Gibbs,
pour une configuration de sources donnée q. Ainsi, par analogie avec la mécanique
statistique, P(q) est écrite sous la forme
P(q) exp[-/\U(q)].
On observe que si U(q) < oc alors P(q) > O et tous les états sont alors acces
sibles. Comme dans le cas physique, la configuration de probabilité maximale sera
celle avec le potentiel minimal qui correspond à l’état d’équilibre du système. Le
problème de maximisation de la probabilité (2.5) peut donc se réécrire sous la
forme
argmin
— G qI2 + ? U(q). (2.7)
q
L’état d’équilibre initial défini par U(q) est ainsi modifié à cause de la coiltrainte
(l’attache aux données. On voit que le MAP généralise les méthodes de norme
minimale.
L’hyperparamètre ) permet de pondérer les informatiolls relatives des données
par rapport au modèle a priori de sources qui est décrit dans le potentiel U(q).
Ainsi, lorsque —* O, on tend à donner plus d’importance aux données et moins
au modèle. Inversement, de grandes valeurs de ) seront appropriées lorsque nous
ne pouvons faire confiance aux données, par exemple dans le cas où les données
sont très bruitées. Ainsi, le modèle a plus d’importance et les données en ont
moins.
Dans l’équation (2.7), on retrouve une expression similaire à (2.2) mais dans
laquelle le terme de potentiel U(q) prend une toute nouvelle signification puisqu’il
peut être déterminé à l’aide de propriétés probabilistes connues sur la. solution.
Plusieurs choix sont possibles. Nous allons discuter d’un cas particulier développé
dans [1 et qui est intéressant dans le cadre de cette thèse puisque nous allons
utiliser des idées analogues dans un autre contexte pour résoudre le problème
inverse en MEG.
2.2.4. S-MAP
La méthode S-MAP [31 (Spatial Maximum A Posteriori) vient de l’idée qu’avec
une contrainte quadratique (U(q) = Vq2) les grands sauts sont pénalisés don
nant une solution finale très lisse. Physiologiquement, cette solution n’est pas
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appropriée puisque des gradients très forts (des discontinuités) peuvent être pré
sents dans la solution. On peut utiliser une fonction convexe qui ne pénalise pas
les grandes valeurs de gradient. Dans [161, les auteurs utilisent
U(q)= (Vq)
i1 vEV(i)
où la deuxième somme est faite sur tous les voisins t’ du dipôle j et
k(t) = 1 + k2t — 1.
Il est préférable de prendre une fonction convexe pour s’assurer que U(q) ne
contient qu’un seul minimum local et qu’il corresponde au minimum global. Ce
pendant, il est possible de prendre un potentiel qui n’a pas cette propriété. Par
exemple, dans la version originale de $-MAP [3], le potentiel choisi n’est pas
convexe. Dans ce cas, il est très difficile de trouver le véritable minimum global
par des algorithmes d’optimisation numérique.
Pour bien comprendre de quelle façon la fonction k impose de moins grandes
contraintes que le critère quadratique, regardons le comportement lorsque
t —* O alors k(t) —k2t2.
Cela se comporte comme une norme minimale lorsque les différences d’intensités
entre dipôles voisins sont petites. Par contre, si
—* oc, alors k(t) 1Ct.
Ainsi, lorsque les valeurs de t sont grandes (grandes différences de valeurs entre des
dipôles voisins), on ne pénalise plus comme t2 mais comme t. Dans la figure 2.1,
on peut observer le comportement des potentiels. Au fur et à mesure que t
augmente, k(t) se comporte linéairement. Alors que pour de petites valeurs de t,
k(t) est quadratique. Donc, des gradients forts sont acceptés rendant probable
la présence de discontinuités dans la solution. Cette méthode intègre donc des
informations locales sur la répartition des sources puisqu’on a des solutions lisses
par morceaux.
De ces travaux ont découlé plusieurs méthodes de reconstruction. Dans [32],
les auteurs démontrent qu’il est possible d’ajouter de l’information fonctionnelle
provenant de l’IRMf à l’aide du formalisme S-MAP. Puis dans [16], les auteurs
développent un algorithme itératif qui présente un problème inverse dont l’espace
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FIG. 2.1. Graphes des différents potentiels utilisé en reconstruction bayésienne.
solution est réduit à chaque itération. Il converge alors vers une solution focale
en utilisant S-MAP comme méthode inverse. Dans les chapitres 4 et 5, nous
développons des algorithmes analogues dans le cadre de cette thèse.
De plus, dans l’article original du S-MAP [31, les auteurs présentent la mé
thode ST-MAP qui permet d’utiliser les corrélations temporelles pour reconstruire
l’activation sur tout un intervalle de temps en imposant une évolution temporelle
lente en accord avec les données. Il a été montré que ces contraintes jouent un
rôle important.
Le formalisme bayésien et son interprétation probabiliste est extrêmement
riche. Par exemple, dans [43], on propose non pas de trouver la meilleure solution
mais plutôt un ensemble de bonnes solutions qui, chacune, satisfait la contrainte
d’attache aux données ainsi que l’information a priori que l’on a. Ainsi, les élé
ments qui sont communs à toutes ces bonnes solutions sont interprétés comme
ayant une grande probabilité. Et dans [40], la loi P(q) est contruite en explicitant
t
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uii processus billaire qui identifie l’activation du dipôle. L’activation est donc sé
parée de l’intensité. Nous aurons d’ailleurs un modèle de source semblable dans
cette thèse dans le chapitre 4.
Les méthodes bayésiennes sont très pilissantes. Le formalisme probabiliste
permet d’intégrer de l’information sur la solution et de la comparer aux données
MEG pour identifier une solution optimale. Cependant, la minimisation (2.7)
peut être très laborieuse à effectuer. En effet, si le potentiel U(q) est non-convexe
la solution peut ne pas être unique. De plus, en général, les modèles distribués
doivent avoir un grand nombre de dipôles (au moins un millier) pour donner
une représentation réaliste de la surface corticale. Alors, la minimisation se fait
dans un espace de grande dimension qui, combiné à la non-convexité possible du
potentiel, rend la résolution du problème de minimisation extrêmement difficile.
La méthode de la maximisation de l’entropie en moyenne (MEM) qui est ap
pliquée dans cette thèse au problème inverse en JVIEG ne possède pas ces défauts.
Dans sa formulation duale, la minimisation est faite dans l’espace des sources. De
plus, le critère est toujours convexe. Ces deux éléments font du MEIVI une méthode
efficace pour résoudre le problème inverse puisque, justement, la particularité de
la MEG est d’avoir peu de données à sa disposition. Un exposé détaillé du MEM
est fait tians le prochain chapitre. Mais avant, nous présentons une méthode qui
permet de préconditionner le problème en réduisant l’espace des sources. Cette
méthode est combinée au MEM dans les chapitres 5 et 6.
2.2.5. Présélection de sources
Une percée intéressante pour la résolution du problème inverse en MEG est ve
nue de IViattout et. aï. [33j. Étant donné que le caractère mal posé de ce problème
provient d’une indétermination spatiale, séparer la localisation de l’estimation de
l’amplitude peut faciliter la reconstruction des sources. Leur méthode, la Mllltiva
riate Source Preselection (MSP), a pour but d’isoler les sources les plus corrélées
avec les données pour en sélectionner un sous-ensemble afin de réduire le support
de l’activation.
Le principe consiste à considérer la matrice G comme un opérateur de l’espace
source à l’espace des données et de définir l’ensemble
V={Gq telque qERN} (2.8)
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comme l’image de cet opérateur. En principe, les données b n’appartiennent pas
à V car elles sont bruitées. Cependant, pour que b V, il faudrait que les
colonnes de la matrice G engendrent un espace de dimension plus petite que
le nombre de capteurs d. Or, si on regarde la provenance de la matrice G, on
voit qu’elle est composée de N dipôles couvrant toute la surface du cortex et les
orientations des dipôles couvrent presque toutes les directions. De plus, comme
N est habituellement beaucoup plus grand que d, il est très peu probable que le
problème soit dégénéré au point où un ensemble de moins de d vecteurs forme
une base de V. Puisque U vecteurs linéairement indépendants engendrent R’ alors
V = W’ et donc b ù W’. L’ensemble D pourrait être plus petit que W’ si les dipôles
étaient corrélés entre eux. Cependant, dans cette thèse, nous utiliserons la version
univariée de la MSP qui suppose tous les dipôles indépendants.
Donc, par hypothèse, il existe un ensemble de U vecteurs orthonormaux d qui
forment une base de V. On peut exprimer b en termes de cette base
b=DF
où D est la matrice dont les colonnes sont les d. Puisque D est orthogonale
(DtD = il),
F = Dtb.
On cherche maintenant à connaître la contribution de chaque colonne de G aux
données. Ainsi, on fabrique le projecteur
Pr = F(FtF)’Ft = Dt b(btb)1bt D.
Il projette un vecteur de l’espace engendré par les vecteurs de base de D vers
l’espace des données. Ce projecteur est exprimé dans la base des vecteurs d. Si
on se replace dans la base dans laquelle sont exprimées la matrice G et les données
b, on aura
= D P Dt b(btb)_lbt.
Ce projecteur prend les colonnes de G pour les projeter dans l’espace des données.
Notons que ce projecteur est aussi défini par la même expression lorsque les
données sont prises à T différents temps représentant différentes réalisations du
même phénomène physique.
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Avec ce projecteur, 011 peut trouver la contribution normalisée de chaque co
101111e gj de G par
Pb gj2
2gj
Les coefficients a permettent de qualifier l’apport du dipôle i dans les données.
Avec ces coefficients, on peut ordonner les dipôles selon leur contribution aux
données. On peut alors réduire le support en n’en choisissant qu’un sous-ensemble
à l’aide des a. Ces nombres sont compris entre O et 1 puisqu’ils sont normalisés.
On peut alors les associer à une probabilité. Il suffit de trouver un seuil a avec
une p-value:
P(a > a le dipôle i est activé)
=
p.
Dans la figure 2.2, on montre un histogramme des a avec le seuil choisi. On voit
que la grande majorité des coefficients sont près de O ce qui indique que seul une
faible quantité de dipôles sont probablement activés ce qui est effectivement le
cas ici.
500—
a=O.65
FIG. 2.2. Histogramme des a pour un exemple pris du chapitre 6.
La ligne verticale rouge indique la valeur du seuil a = 0.65 donné
par une p-value de p = 0.05.
32
Ce seuil permet d’extraire un sous-ensemble des dipôles seloil leur contribution
aux données appelé support d’activation. Ce support réduit le nombre de sources
donc la dimensionnalité du problème. Dans 31J, l’auteur présente sa méthode
en conjonction avec différentes méthodes de reconstruction. Nous verrons dans le
chapitre 5 comment nous pouvons utiliser cette classification pour préconditionner
le problème inverse que nous attaquerons avec la méthode du maximum d’entropie
décrite dans le prochain chapitre. La MSP a aussi prouvé son efficacité sur des
données réelles et elle sera utilisée à cet effet en conjonction avec le MEIVI dans
le chapitre 6.
Chapitre 3
MAXIMUM D’ENTROPIE EN MOYENNE
La méthode du Maximum d’Entropie en Moyenne (MEM) repose sur une
interprétation particulière de la mécanique statistique. Cette interprétation pro
vient de la découverte par Boltzmann que le concept d’entropie est le véritable
lien entre les lois microscopiques de la physique et les observations macroscopiques
d’un système (pensons à l’irréversibilité). La mécanique statistique est habituel
lement présentée à partir des équations du mouvement et de quelques hypothèses
additionnelles sur le comportement global du système. On en dégage ensuite le
concept d’entropie par analogie avec les équations (le la thermodynamique. Ce rai
sonnement est assez complexe et exige des techniques statistiques sophistiquées
et des hypothèses non-intuitives comme l’ergodicité.
Or, clans [22], E.T. Jaynes affirme que l’entropie a une signification beaucoup
plus profonde. Il développe une nouvelle interprétation de la mécanique statis
tique en se basant sur les travaux de Shannon [44J qui met l’accent sur la loi de
probabilité qui décrit un système complexe. Il interprète l’entropie comme une
mesure du manque d’information. Il considère cette entropie (et non les équations
du mouvement) comme un concept premier. Ainsi, une distribution de probabi
lité d’un système à l’équilibre doit maximiser cette entropie pour maximiser le
manque d’information tout en restant compatible avec les connaissances que l’on
a sur le système. Avec ce principe, il est possible de dériver toutes les équations
de la mécaniclue statistique des systèmes à l’équilibre. Le point le plus impor
tant de cette nouvelle interprétation n’est pas tant la simplification des concepts
impliqués mais l’indépendance de ces éciuations par rapport aux équations mi
croscopiques du mouvement. Elles jettent donc un regard beaucoup plus général
sur la mécanique statistique. Il serait alors possible d’appliquer ce formalisme à
d’autres problèmes comme cela est fait dans cette thèse pour la résolution du
problème inverse en MEG.
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3.1. FONDEMENTS DE LA MÉCANIQUE STATISTIQUE
La mécanique statistique’ pose le problème de décrire les propriétés d’un
système contenant un nombre macroscopique (ce nombre, N, est de l’ordre du
nombre d’Avogadro 6.022 x 1023) de particules qui peuvent interagir entre elles.
Le mouvement de ces particules est dicté par la mécanique hamiltonienne. En trois
dimensions, un tel système a 31V degrés (le liberté qui spécifient un ensemble de
6N coordonnées de positions et d’impulsion qui sont déterminées de façon unique
par les équations de mouvement et les conditions initiales. Si on définit l’espace
des phases F, de dimension 6N, comme l’ensemble des positions et impulsions de
chaque particule alors l’état du système est toujours donné par un unique point
X dans cet espace des phases.
Dans la réalité, il est impossible de prétendre pouvoir résoudre le système
d’équations différentielles associé étant donné la très grande dimensionnalité du
système. Ainsi, nous ne sommes jamais certains de l’état exact du système mais il
est possible de calculer la probabilité de trouver le système dans un état particulier
de l’espace des phases. Donc, l’état du système X peut être vu comme une variable
aléatoire et une distribution de probabilité p(X) est associée au système en accord
avec les connaissances que l’on a sur le système. Le problème est donc réduit à
trouver cette distribution de probabilité. Pour ce faire, on fait habituellement
appel à la théorie ergodique.
3.1.1. Théorie ergodique
La théorie ergodique s’efforce de donner un cadre axiomatique à la mécanique
statistique. Le point central de cette théorie est le théorème ergodique qui relie
la moyenne spatiale dans F et la moyenne temporelle d’une fonction de l’espace
des phases.
Pour les systèmes étudiés en mécanique statistique, l’énergie est la seule quan
tité conservée. Ainsi le système sera contraint d’évoluer sur la surface SE d’éner
gie constante E. Définissons la moyenne dans l’espace des phases d’une fonction
10n se restreindra, dans l’exposé qui suit, aux systèmes à l’équilibre décrits par la mécanique
classique.
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f(X), f étant un observable du système, par
= (E) LE f(X) dSE (3.1)
où Z(E) est l’aire de la surface 5E dans l’espace des phases F. De façon analogue,
comme on connaît la trajectoire de X(t) clans le temps, on peut définir la moyenne
temporelle par
1 çto±T
(f)T= lim
— / f(X(t))dt. (3.2)T-œTj t0
Le système est dit ergodique si, au cours du temps, il passe arbitrairement près
de chaque point de la surface 5E Birkhoff a démontré 41, sec. 6.C.1 en 1931
que pour un système ergodique toute fonction f dont les moyennes spatiale et
temporelle existent alors elles sont égales ((f)s (f)T). Ce théorème, appelé
théorème ergodique, est fondamental puisqu’il donne une correspondance entre
la fraction de temps passée par le système dans une sous-région RE de la surface
SE d’énergie constante E et l’aire de cette sous-région. En effet, si TEE est le
temps passé dans la région RE pour une durée totale de T alors, pour un système
ergodique2,
f
TlZ(RE) 33
TTZ(E)
où Z(RE) est l’aire de la sous-région RE sur la surface SE• On peut alors affirmer
que le système passe un temps égal clans des régions de surface égale. Dans ce
contexte, on peut définir la probabilité de trouver le système dans la région RE à
un temps arbitraire comme la fraction de la surface occupée par RE par rapport
à la surface totale
Z(RE) 1
P(RE)=
Z(E) _IREE)dSE (3.4)
Ainsi, la densité de probabilité est donnée par
p(X)
= Z(E) (3.5)
Cette dernière équation est l’équation fondamentale de la mécanique statistique et
est appelée la distribution microcanonique de Gibbs. Une propriété remarquable
de cette distribution est que toils les états du système sont équiprobables. En
effet, la seule connaissance du système est l’énergie totale E alors le choix qui
20n n’a qu’à prendre f égale à la fonction indicatrice sur la région RE.
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ne privilégie aucun état et qui respecte cette connaissance a priori est la densité
uniforme donne une probabilité égale à tous les états.
Une fois cette distribution p connue, il est possible de calculer les valeurs
moyennes des quantités thermodynamiques. Cependant, il reste une quantité ther
modynainique qui n’est pas définie de façon unique par ce formalisme: l’entropie.
Il faut ajouter (les hypothèses autres que l’ergodicité du système.
3.1.2. Entropie
Khinchin a écrit sur le concept d’entropie [25, p. 137j
The notion of entropy is one of the most important physical notions from
a theoretical as well as from a practial point of view. Very few other
notions can compete with it in respect to the abundance of attempts to
clarify its theoretical and philosophical meaning.
En effet, l’entropie se retrouve au centre de plusieurs contextes. Elle peut être dé
finie par la thermodynamique (reliée à la chaleur), la mécanique statistique (reliée
au nombre d’états quanticfues accessibles au système). La théorie des grandes dé
via.tions j14J démontre que l’entropie est une quantité qui détermine le taux de
convergence exponentielle de suites de lois de probabilité. Il existe différentes gé
néralisations de l’entropie, les entropies de Rényi ou de Tsallis 123,241 par exemple,
pour des utilisations dans des contextes différents. La théorie de l’information a
donné un sens général à l’entropie. Pour cette thèse, l’entropie est utilisée comme
une mesure de l’information contenue dans un système. Une telle quantité doit
satisfaire certaines propriétés
Unicité: L’entropie doit avoir un maximum unique.
Invariance: Le choix du système de coordonnées ne doit pas modifier ce
maximum.
Indépendance des systèmes: Si on a de l’information indépendante sur
deux systèmes indépendants, l’entropie totale des deux systèmes est alors
la somme des entropies de chacun des sous-systèmes séparément.
Indépendance des sous-systèmes: Le maximum ne devrait pas changer
si on considère un sous-ensemble d’un système avec une probabilité coridi
tionnelle ou avec la probabilité du système complet réduite â ce sous-
système.
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$hore et Johnson 1451 (voir aussi 151) ont démontré qu’il n’existe qu’une seule
fonction qui satisfait ces quatre propriétés et c’est l’entropie de Gibbs
8(p) —k3 f p(X) log (Cp(X)) dX (3.6)
où C est une constante qui permet de rendre l’expression à l’intérieur du loga
rithme sans unités3 et h:3 est la constante de Bolzmann égale à 1.3$ x 10_23 J/K
Par la deuxième loi de la thermodynamique, l’entropie croît toujours sauf dans
le cas où le système a atteint un état d’entropie maximale. Ce système reste donc
dans cet état puiscue l’entropie ne peut plus augmenter. Si un système n’évolue
plus, il est à l’équilibre. Ainsi, on peut donner l’état d’un système à l’équilibre en
trouvant celui qui maximise l’entropie du système.
Par exemple, supposons que l’énergie moyenne du système est connue
(E)
= f E(X)p(X) dX. (3.7)
En faisant le calcul de maximisation de l’entropie sous les contraintes que l’inté
grale de p est l’unité et (3.7), on arrive à l’expression
p(X) =
où Z
= f e(X) dX est la fonction de partition du système et ,\ est un multipli
cateur de Lagrange associé à la contrainte d’énergie moyenne. Ce paramètre peut
être fixé à l’aide de la thermodynamique et est égale à
.
La dernière équation
est exactement l’expression pour l’ensemble canonique de Gibbs.
On remarque que nous avons déduit la densité de probabilité sans jamais faire
appel aux équations du mouvement microscopiques du système. En fait, si on s’at
tarde à la signification que Shannon donne à l’entropie, c’est-à-dire une mesure
de désordre, on peut voir la distribution de probabilité qui maximise l’entropie
comme celle qui maximise le désordre. En effet, si on n’a aucune information sur
le système, la distribution qui maximise l’entropie (ou le désordre) est la distribu
tion uniforme (3.5) retrouvant ainsi l’expression donnée par la théorie ergodique
pour l’ensemble microcanonique. Ce formalisme rend donc inutile l’hypothèse
d’ergodicité pour les systèmes en équilibre.
3ii est intéressant de noter que cette constante ne peut être définie par la mécanique classique.
Il faut utiliser la mécanique cuantique pour l’interpréter physiquement.
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Avec le principe de maximisation de l’entropie, on se concentre seulement
sur l’information disponible sur le système les contraintes de la forme (3.7) sur
la distribution de probabilité du système. Il n’est point nécessaire d’utiliser les
équations du mouvement. Ainsi, la mécanique statistique peut être dérivée en
utilisant l’inférence statistique.
3.2. PROBLÈMES INVERSES EN MEM
Comment peut-on apl)liquer ces principes de mécanique statistique au pro
blème inverse en MEG? Il s’agit de voir l’objet à reconstruire comme un état
physique. Considérons un système physique qui contient un grand nombre de
particules dont les états évoluent dans un espace d’états $. Cet espace $, est
constitué d’états plus ou moins probables selon une mesure de probabilité de ré
férence jt (analogue à p dans la section précédente) qui est déterminée par des
contraintes que nous connaissons sur le système. Notons in, la moyenne de t.
L’état d’équilibre du système est alors décrit par le couple (m, su).
Si une nouvelle observation (ou information) est disponible sur le système,
deux cas se présentent. L’observation peut être expliquée par la distribution t
ou non. Dans le premier cas, le système est toujours correctement décrit par
la loi de probabilité z et cette observation n’est pas une information vraiment
pertinente puisqu’elle ne permet pas d’en savoir plus sur le système. Il n’y a
donc aucun changement nécessaire pour caractériser les propriétés physiques du
système. Dans le deuxième cas, le système n’est pulls correctement décrit par i. On
doit alors changer cette description avec une nouvelle distribution de probabilité
1. La mécanique statistique stipule que ce nouvel état d’équilibre est celui qui
maximisera l’entropie du système tout en satisfaisant les nouvelles contraintes
que l’ajout d’information a pu donner [14, sec. 111.21.
Pour le problème inverse, on considére l’objet à reconstruire comme la moyenne
d’m certain processus aléatoire Q selon la mesure de référence
(Q)=Et(Q)Jqd(q).
Dans le cas qui nous intéresse, une observation sur le système est donnée par la
contrainte d’attache aux donilées
bzzzGq. (3.8)
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Si (Q) est une solution au problème inverse, alors l’équilibre du système est
maintenu et son état ne change pas. Par contre, si b G (Q) alors on doit
changer la description du système donnée par [t. Le principe de la maximisation
de l’entropie en moyenne stipule que la meilleure description possible est celle qui
maximise l’entropie par rapport à la mesure de référence ti tout en satisfaisant la
contrainte (3.8). L’entropie appropriée clans ce cas, appelée entropie de Rullback,
est une généralisation l’entropie de Gibhs (3.6)
(P [t)
—
— J f(q) log f(q)d[t(q) si dP fdp, (
—oc sinon.
Cette fonctionnelle a la propriété que ‘H(P, [t) < O avec égalité si et seulement si
P=1z.
Donc le ilouvel état d’équilibre P sera donné en maximisant l’entropie de
Kullback (équation (3.9)) par rapport à ti sous la contrainte
b = GE(Q). (3.10)
Si C = {q RArb G q} et P l’ensemble des lois de probabilité dont la moyenne
appartient à C, alors
P = argmax K(P, ti) (3.11)
PEP
et la moyenne de Q sous P est
= Ep(Q). (3.12)
Ainsi, P satisfait la contrainte (3.10) par construction. Donc, P englobe toute
l’information de t, la loi de référence, tout en satisfaisant la contrainte sur la
moyenne. De plus, on est assuré qu’il n’y a aucune autre information apportée
puisque P maximise l’entropie 7-L
Dans la résolution de problèmes inverses mal-posés, souvent seule la solution
est extraite. Ainsi, l’étape (3.11) peut sembler superflue. Mais, comme nous le
verrons dans le prochain chapitre, la niesure P contient énormément d’information
sur la solution que nous pouvons utiliser pour construire une nouvelle loi de
référence.
Nous avons maintenant une méthocte de régularisation de problèmes inverses
mal posés. Elle a comme ingrédient une mesure de référence ,i et l’entropie par
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rapport à cette loi. Nous allons tout d’abord expliquer comment on résoud le pro
blème d’optimisation sous constraintes posé par l’équation (3.11). Ensuite, nous
comparerons le MEM avec les autres méthodes de régularisation discutées dans
le chapitre précédent. Nous verrons que le MEIVI comprend certaines de ces mé
thodes comme cas particulier. Puis, dans le prochain chapitre, nous construirons
une loi de probabilité de référence i qui modélise l’activité cérébrale.
3.2.1. Expression duale du MEM
Dans cette section, la solution au problème (3.11) est explicitée. C’est un cas
simple d’optimisation sous contraintes. Le lagrangien associé à (3.11) est
L(P, À, À0) (P, ) + Àt(GEp(Q) — b) + Ào (J dP(q) — i)
où À et À0 sont les multiplicateurs de Lagrange associés aux contraintes
bGEp(Q) et f dP(q)1.
Puisque P doit être de la forme dP(q) = f(q)dt(q) pour que ?-(P, ,u) > —co
alors L s’écrit comme
L(f, À, À0) =
- f f(q) log f(q) d[t(q) + Àt (G f qf(q) dt(q) - b)
+ À0 (f f(q) d(q) _i),
L(f, À, À0)
= f [— f(q) log f(q) + ÀtG qf(q) + Àof(q)] dpq) — Àtb — À0.
On doit trouver f, .5 et qui maximisent L et la distribution de probabilité
a posteriori sera d(q) f dz(q). Fixons tout d’abord À et À0, puis maximisons
L par rapport à f. Le lagrangien L sera maximal lorsque l’intégrand de L
satisfera aux équations d’Euler-Lagrange4
log f (q) + ÀtGq+ À0 = O
f(q) = exp[ÀtGq+Ào —1].
4Les équations d’Euler-Lagrange sont V () — = O où J = Vf. Dans le cas qui nous
intéresse, = O.
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La contrainte de normalisation f J(q) d(q) = Ï fixe
1— À0 = iogf exp(ÀtGq) d(q).
Cette fonction est très importante et nous la noterons
= logf exp(q) ct/t(q). (3.13)
C’est le logarithme de la transformée de Laplace de la loi [t. Ainsi,
f(q) = exp [ÀtGq -
Le lagrangien devient
D(À) = L(exp[ÀtGq—F,(GtÀ)] ,À,1—F(GtÀ)),
D(À) = F.(GtÀ)—Àtb.
La loi a posteriori s’écrira
dP(q) = J(q)d[t(q) = exp [ÂtGq_(GtÂ)] d[z(q)
où est la valeur qui minimise le critère D(À). La fonction s) est strictement
convexe5 ce qui assure que la fonction D(À) est aussi strictement convexe et qu’il
existe une unique valeur .5.. e R’ telle que
D(À)D(), VÀeR,
qui minimise D. Et donc, formellement
5.. = argmin F(GtÀ) — Àtb (3.14)
À
qui est appelé critère dual du MEM. Ayant la loi a posteriori , la moyenne de
cette loi est l’objet reconstruit . On peut l’exprimer en fonction du gradient de
5Une fonction f : R — R est strictement convexe si Vx, y R’ et À [0, 1] alors f(Àx +
(1 — À)y) <Àf(x) + (1 — À)f(y). Graphiquement, cela signifie que, sur le segment reliant deux
points, la valeur d’une fonction convexe est toujours plus petite que l’interpolation linéraire de
la fonction entre ces deux points.
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J. En partant de l’équation (3.12), on a
= fquP(q)=fqi(q)dtt(q),
= f qexp [ÂtGq_(GÂ)] d(q),
exp [_(G)] f qexp [tGq] d[L(q),
= exp [_(Gt)Ï v [f exp(tq) d[t()]
= exp [_r(G)] V exp [T()]
= VEF(Gt. (3.15)
Donc, l’objet reconstruit est le gradient du logarithme de la transformée de La
place de évalué au point GtÂ. Dans cette formulation duale se trouve une
propriété remarquable du IVIEM. Alors que dails les méthodes présentées dans
le chapitre 2, il fallait minimiser dans l’espace des sources, ici on minimise dans
l’espace des données. En effet, la fonction D(À) tire ses valeurs dans un espace de
même dimension que celui des données. Comme le problème inverse est générale
ment dégénéré alors la dimension de l’espace des données est beaucoup plus petit
que celui des sources. Il y a un rapport d’un ordre de grandeur entre ces deux
quantités. La minimisation numérique est alors extrêmement simplifiée pour le
MEM.
3.2.2. Critère primal du MEM
Il est possible de trouver une expression semblable à (3.11) pour obtenir di
rectement l’objet reconstruit au lieu de la loi a posteriori ]. Définissons la
transformée de Crarnér .F,, de la loi t
= max {tq — F()}. (3.16)
Dans [291, il est montré que la solution est le minimum de cette fonction dans
l’ensemble C
= argmin T,(q) (3.17)
qC
qui est une expression de la même forme que l’équation (3.11). On appelle ce cri
tère la formulation primale (par opposition à la formulation duale, équation (3.14))
43
du MEM. Le passage de la minimisation dans l’espace des lois de probabilité (3.1 1)
à une minimisation dans l’espace des sources (3.17) se nomme un principe de
contraction [111.
On peut faire une analogie avec la mécanique statistique et la thermodyna
mique. En regardant la définition (équation (3.13)) de .T,, nous voyons que c’est
l’analogue de l’énergie libre d’Helmholtz (le logarithme de la fonction de parti
tion). Or, F1 est précisément défini (équation (3.16)) comme la transformée de
Legendre de l’énergie libre d’Helmholtz qui est l’énergie libre de Gibbs. Ainsi, on
peut voir comme l’état qui minimise l’énergie et c’est donc un état d’équilibre.
Cette minimisation est faite dans l’espace des sources C et non dans l’espace des
distributions de probabilité P. Ainsi on perd l’avantage computationnel de la
formulation duale.
Cette formulation nous permettra de voir que le MEIVI généralise tout un
ensemble de méthodes. Dans la section 3.3, nous verrons qu’en choisissant des
lois de référence i appropriées, nous pouvons retrouver les critères présentés dans
les sections précédentes. Ceci jette un regard nouveau sur ces méthodes.
3.2.3. Bruit en MEM
L’équation de départ (3.8) ne prend pas en compte le bruit dans les mesures.
Si des erreurs se glissent dans les mesures on écrit habituellement
b = Gq+n
où n est un vecteur de d composantes qui est habituellement modélisé par une
loi normale de moyenne nulle non-corrélée aux données. On peut se ramener à la
forme de l’équation (3.8) en écrivant
b=[G][].
En posant A = [G ii] et z = [qt nt], on retrouve une équation de la forme (3.8)
b = Az.
On peut alors appliquer le MEM à la variable aléatoire Zt
=
[Qt Nt] et remplacer
par )(q, n) = t(q)z’(n) où la mesure de probabilité z’ est celle du bruit. La
plupart du temps, une loi normale est choisie mais on pourrait très bien prendre
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qilelque chose de moins général si de l’information supplémentaire sur la loi du
bruit est disponible. Il se pourrait aussi que le bruit soit corrélé aux sources et
donc, dans ce cas, on ne pourrait factoriser la loi de référence /i.
3.3. LIENS AVEC LES AUTRES MÉTHODES DE RECONSTRUCTION
Comment se compare le MEM avec les autres méthodes de reconstruction? Il
s’avère que le MEM généralise plusieurs de ces méthodes. Tollt est dans le choix
de la mesure de référence p, et l’expression (3.17). En effet, si le bruit n’est pas
corrélé aux intensités q, alors on factorise la loi p en deux parties
p(q, n) =
Pour avoir l’estimé (. û) donné par le MEM pour cette loi de référence, on doit
trouver une expression pour la transformée de Cramér de p. Il s’avère que, pour
une loi factorisée, la trallsformée de p est simplement la somme des transformées
de t et y
F(q, n) = F(q) + F(n).
De plus, comme le bruit est le plus souvent modélisé comme une loi normale
N N(O, Z), alors on peut trouver une expression explicite pour
T(n) = ‘ntZ_ln
Donc, le critère (3.17) devient
= (, û) = argmin ntZ_mn + (q)
(q,n)C
où
Crr {(,û) ER b=Gq+n}.
Comme n est simplement l’écart aux données (n b
— Gq), on peut écrire
= argmill (b
— Gq)tZ’(b
— Gq) + F(q).
Dans ce dernier calcul, le lecteur pourrait imaginer que les méthodes bayé
siennes ne sont qu’un simple cas particulier du MEM puisque la dernière expres
sion est semblable à (2.7). Or, il existe quelques différences conceptuelles impor
tantes entre ces deux [34]. Tout d’abord, l’objet à reconstruire est la moyenne
d’une loi de probabilité pour le MEM alors que, pour le formalisme bayésien, il est
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un échantillon d’un vecteur aléatoire pour lequel une loi de probabilité a priori est
définie. Cette différence très importante se retrouve dans les bases conceptuelles
de la mécalliqile statistique. Pour cette dernière, nous décrivons les propriétés
macroscopiques d’un système par la valeur moyenne sur tout l’espace des phases.
Or rien ne justifie a priori ce choix. On aurait pu tout aussi bien prendre la valeur
qui a la probabilité maximale. Mais, le grand nombre de particules fait eu sorte
que les distributions de probabilité des quantités thermodynamiques du système
possèdent un mince pic très prononcé autour de la valeur moyenne à cause de la
loi des grands nombre rendant les deux versions équivalentes [22]. Cependant, rien
ne justifie un tel choix pour des problèmes qui n’ont pas cette propriété. C’est le
cas de certains problèmes discrets pour lesquels la moyenne n’est pas un élément
du domaine de départ (en analyse d’images binaires, par exemple). Dans ces cas,
le IVIEM ne peut être utilisée alors que l’approche bayésienne reste appliquable.
Puisque l’origine du MEM provient de la mécanique statistique, on peut don
ner une interprétation physique à la transformée de Cramér J. En effet, par
comparaison avec les expressions de la thermodynamique, .F peut être vu comme
le logarithme de la fonction de partition qui est l’énergie libre d’Helmholtz. Sa
transformée de Legendre .F,, est l’énergie libre de Gibbs du système et comme il
n’y a aucune cinétique, cette énergie provient seulement du poteiltiel. Cette inter
prétation est corroborée par la similarité entre le MEM et le formalisme bayésien.
Dans l’équation (2.7), le potentiel de Gibbs U(q) est uiiinimal au point d’équilibre
du système ce qui correspond à l’énergie libre de Gibbs J qui doit être minimale
à l’équilibre.
L’avantage du MEM se manifeste dans la formulation duale qui permet de
trouver l’objet à estimer en optimisant la fonction D(À) qui prend ses valeurs
dans un espace de dimension d plutôt que de minimiser une fonction dans l’espace
des q qui est de dimension N; N est en général beaucoup plus grand que d
pour les problèmes inverses mal posés (ce qui est évidement le cas en MEG).
Cette distinction est aussi importante au niveau conceptuel. En ayant ci équations
qui définissent les contraintes alors qu’il y a N variables à fixer, il ne reste que
N
— ci véritables degrés de liberté dans le problème. La minimisation se faisant
dans l’espace dual (ou des contraintes), cela permet de travailler dans un espace
restreint et ensuite de laisser l’entropie propager cette information dans les degrés
de liberté restants de façon à n’introduire aucun biais, c’est-à-dire la distribution
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avec l’entropie maximale (et donc de désordre maximal). Dans le formalisme
bayésien, il n’est pas possible de transposer cette argumentation puisqu’il n’y a
pas de formulation duale.
De plus, la fonction D(À) est convexe pour pratiquement toute mesure de
probabilité de référence ,u (voir [291 pour des critères pius précis). Cette propriété
nous assure qu’il existe un seul minimum local qui correspond au minimum global
de D(À), cette propriété ne dépendant pas de t. Ceci rend les calculs numériques
plus fiables puisqu’on assure ainsi de trouver la solution optimale sans risque de
tomber dans un minimum local. Dans le formalisme bayésien, ce n’est pas le cas en
général puisque la propriété de convexité pour U(q) n’est pas toujours satisfaite
et impose des contraintes fortes sur le choix de U(À), contraintes qui n’existent
pas lors du choix de la loi de référence t en MEIVI.
Toutefois, le MEM ne résout pas tous les problèmes. Par exemple, il est dif
ficile de manipuler les hyperparamètres de la loi de référence et de les estimer à
l’aide des données, nous traitons dans cette thèse ce problème par des méthodes
différentes. Pour les méthodes bayésiennes, des outils ont déjà été développés [341.
Une autre différence importante est que le MEM ne peut prendre en compte que
des contraintes convexes alors que pour le formalisme bayésien, ce problème ne
se pose pas. Par contre, le MEM, à l’aide de la loi de référence , peut respec
ter facilement des contraintes comme la positivité en restreignant le domaine de
définition de p.
Ainsi le IVIEM et les méthodes bayésiennes permettent d’attaquer des pro
blèmes de façon différente. L’interprétation des a priori et des résultats est dif
férente pour chacune des méthodes. Les méthodes bayésiennes ont déjà été ap
pliquées à différents problèmes ce qui n’est pas encore le cas pour le MEM. Par
exemple, le problème inverse en MEG a été traité avec l’approche bayésienne
dans plusieurs travaux comme nous l’avons souligné au chapitre précédent. Pour
le MEM toutefois, il n’y a que peu de travaux appliqués à la MEG. Ils seront
présentés dans le prochain chapitre qui applique le MEM à la MEG.
Chapitre 4
MAXIMUM D’ENTROPIE ET
MAGN1TOENC1PHALOGRAPHIE
Premier article
Au chapitre 1, il a été établi que le problème inverse en MEG pouvait être
formulé linéairement clans le contexte des méthodes distribuées. Au chapitre 3,
nous avons présenté le principe de la maximisation de l’entropie comme méthode
de résolution de problèmes inverses linéaires. Il est maintenant temps d’appliquer
cette dernière à la MEG.
Les travaux présentés dans ce chapitre ont fait l’objet d’un poster présenté
à Brighton en Angleterre lors de la conférence Humcin Brairi Mapping en juin
2001 1261. Puis, l’article inclus dans cette thèse a été publié dans la revue IEEE
Transactions on Biomedicat Engineering, volume 51, numéro 3, en mars 2004,
pages 427—442 [11.
Cet article démontre l’utilité du IVIEM appliqué au problème linéaire inverse
en MEG. Comme nous l’avons montré dans le chapitre précédent, l’ingrédient
principal du MEM est une loi de probabilité de référence qui permet d’introduire
des informations anatomiques et fonctionnelles sur la solution dans la résolution
du problème inverse.
Le choix de cette loi est donc crucial. Pour la définir, quelques hypothèses sont
faites sur l’activation des dipôles
(1) l’activation d’un clipôle ne peut être ambigiie il est pleinement activé ou
non,
(2) les dipôles sont regroupés en région et les dipôles dans une même région
sont activés ou non tous à la fois.
Un modèle semblable a déjà été utilisé clans un contexte bayésien. Dans [401, les
auteurs introduisent un processus binaire qui pondère l’intensité qui, lorsqu’il est
48
estimé avec les données, permet d’identifier les dipôles activés sans se soucier de
l’intensité de l’activation ce qui n’est pas sans rappeler la MSP présentée dans la
section 2.2.5.
Ces hypothèses sont introduites dans la loi de référence à l’aide de variables
aléatoires discrètes de lVlarkov cachées (c’est-à-dire non-observées) qui définissent
l’état d’activation de chaque région. Un modèle bâti à partir de variables cachées
a déjà été développé dans le contexte de l’IRIVIf [19]. Cette modélisation per
met de séparer l’état d’activation de l’intensité du dipôle. Un modèle de mixture
est présenté et permet de donner des corrélations entre les clipôles non pas di
rectement sur les intensités mais entre les états d’activation. La spécification de
la loi de référence est grandement simplifié par cette modélisation discrète des
corrélations.
Dans le modèle présenté ici, la deuxième hypothèse va encore plus loin puis
qu’on impose les corrélations entre les régions et non directement sur les dipôles.
Nous introduisons ces corrélations à l’aide de modèles graphiques sur les variables
cachées. Un modèle graphique est une façon très visuelle de représenter une loi
de probabilité [49]. Pour inférer correctement cette information à la solution,
il faut pouvoir donner une estimation de ces corrélations. Elles ont été l’objet
de travaux en IRMf [30] où les auteurs estiment les corrélations entre pixels et
estiment le graphe représentant le mieux ces corrélations. Cependant, la corres
pondance entre les signaux générateurs de l’IRIVIf (signal neurochimique) et les
courants électriques neuronaux n’est pas encore parfaitement comprise. Alors,
l’intégration des modèles graphiques issus de l’IRIVIf à des modèles en IVIEG est
très délicate. Ceci ne sera pas fait dans cette thèse mais des travaux sur ce sujet
sont en cours dans notre groupe de recherche. Dans ce travail, les régions sont
simplement considérées comme statistiquement indépendantes. Cependant, des
corrélations subsistent tout de même entre les dipôles d’une même région puisque
la variable d’activation décrit l’activation de tous les dipôles appartenant à la
région.
Le MEM ainsi défini permet d’estimer on seulement les intensités de chaque
dipôle mais aussi la probabilité d’activation de chaque région via la loi a posteriori
donnée par le ME1VI. Cette dernière permet de définir une nouvelle loi de référence
et ainsi de réestimer les intensités des dipôles avec cette nouvelle loi. Suivant ce
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raisonnement, un algorithme itératif a été développé et permet d’améliorer les
performances de reconstruction du MEM.
D’autres travaux ont été publiés sur l’application du principe du maximum
d’entropie au problème inverse en IVIEG. Dans [20], les valeurs des intensités sont
ramenées entre O et 1 ce qui permet d’interpréter l’objet à reconstruire comme
une distribution de probabilité. L’entropie utilisée est donc calculée directement
avec les intensités
$= —q[log(q/A) —1].
Or cette entropie ne permet pas de reconstruire des dipôles dont l’intensité q est
plus petite que 0. Pour contourner ce problème, les auteurs définissent une nou
velle entropie qui n’est plus vraiment reliée à l’entropie de Shannon et donc leur
principe de maximisation perd le sens que lui donne la théorie de l’information.
De plus, leur formalisme permet difficilement d’introduire des corrélations entre
les dipôles comme cela est fait dans cette thèse avec les régions d’activation.
Un travail plus raffiné a été fait par Clarke et aï. dans [7,8,211. Leur fbrmula
tion diffère de celle présentée dans cette thèse en plusieurs points. Tout d’abord,
ils présentent le problème inverse pour retrouver la densité de courant J) et non
seulement une approximation par dipôles. De plus, ils n’incluent aucune infor
mation physiologique sur la solution. Enfin, les données sont utilisées par l’ajout
d’une contrainte d’écart global de la forme
— Gq2.
La contrainte n’est plus sur chacune des mesures b. Ces travaux démontrent
toutefois la puissance et la versatilité du MEM puisqu’il peut être utilisé dans
divers contextes sous différentes hypothèses. Dans ce travail, nous avons introduit
des corrélations spatiales pour régulariser le problème inverse.
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Abstract
This article presents a new approach for detecting active sour
ces in the cortex from magnetic field measurements on the
scalp in magnetoencephalography (MEG). The solution ofthis
ill-posed inverse problem is addressed within the framework of
Maximum Entropy on the Mean (MEM) principle introduced
by Ciarke and Janday. The main ingredient of this regular
ization technique is a reference probability measure on the
random variables of interest. These variables are the intens
ity of current sources distributed on the cortical surface for
which this measure encompasses ail availabie prior informa
tion that could help to regularize the inverse probiem. This
measure introduces hidden Markov random variables associ
ated with the activation state of predefined cortical regions.
MEM approach is applied within this particular probabilistic
framework and simulations show that the present methodo
logy leads to a practical detection of cerebral activity from
MEG data.
Keywords: Inverse Problem, Hidden Markov Models, Maximum
Entropy on the Mean, Magnetoencephalography.
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4.1. INTRODUCTION
I\/Iost recent theoretical works in neuroscience about brain fiinction emphas
ize either localization or distributed properties of the brain activity. Despite
the high level of accuracy in spatial localization of activation sources, the usual
fiVIRI (functional magnetic resonance imaging) suffers from its poor time resolu
tion and the Jack of a precise relation between t.he detected blood flow and true
neuronal activity. Stiil, fMRI clelivers a huge quantity of anatomical and physiolo
gical information about the brain. With recent progress in the measurernent of
very low intensity magnetic fields, magnetoencephalograpliy (MEG) has become
a valuable functional brain imaging technique. Here, superconductive cous meas
ure the magnetic fielci outside the head generated by electric activity (modeÏled
with local macro-currents). In contrast to fiVIRI, this technique offers very good
time resolution but poor spatial resolution. The aim of the present work is to
develop a methodology for solving the so-called “MEG inverse prohiem”, i.e. a
suitable framework for finding the activation sources that explain the MEG data
and makes use of reliable prior information coming from other cerebral imaging
modalities as, for instance, the fJVIRI.
The need for external information about the solution is unavoidable. Among
various sources making this inverse problem ill-posed are an infinite number of
electric current distributions which can lead to the same MEG measurements.
In order to reduce the space of source distributions and to be able to select the
best candidate, we must constrain the solution by using regularization criteria.
Thus, a solution of the “IVIEG inverse problem” should address the three following
components: the origin of the data, the constraints and the criterion that defines
the “best compromise” between data explanation and prior knowledge expressed
through the constraints.
Following previous investigations hased on a probabilistic description of cur
rent intensities distributed on the cortical surface [3,4j, we consider a model based
on Markovian hypotheses jlJ. Our main contribution is to express this hypothesis
in ternis of hidden random variables tliat describe the local activation state. This
set of discrete variables characterizes the direction (“outgoing state” or “ingoing
state”) of the currents or the absence of activity (“suent” state) inside a region.
The states are not directly observeci but play the role of explanatory variables for
the current intensities located inside the regions. We daim that this probabilistic
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model encompasses most of the prior information coming from other modalities,
either anatomical information (the spatial support of the probabilistic law on the
amplitudes) or functional informatioll (the structure of the joint probabilistic law
on the hidden state variables).
Maximum Entropy vill be the regularization scheme of the present work.
Mainly due to Jaynes’s serninal works in the 50’s [11, 12], this general framework
infèrs a probabilistic law that maxirnizes the missing information. Zero entropv
heing reached by a predefinec! probabilistic law (in geiieral the uniform law). the
Ï’vlaximum Entropy solution consist.s in modifving this reference la.w in such a
way that only available information is taken into account. As a particular case,
we show that the Maximum Entropy on the Mean (MEM) formalism is suitable
to the MEG problem. We preserit this formalism as an integration tool from
which we can infer both the currents’ amplitude and the hidden activation states
suhjected to spatial correlations through a graphical model. Being explicitely
written in the reference law, this graphical mode! expresses prior knowledge that
can be extracted from fMRI [1.51 or other functional analysis modalities.
The structure of the paper is as follows. MEG direct and inverse problems
are briefly presented in Section 2. In Section 3, we review the principle of the
Maximum Entropy on the Mean; emphasis is on the relevance of this inference
technique for solving an ill-posed problem with prior knowledge about the solu
tion. We also discuss the relationship between the present formalism aud the
probabilsitic approach advocated by Clarke et al. [41•
In Section 4, we propose a probabilistic framework for the pTiOÎ knowledge
available in cerebral imaging. As said previously, the main novelty in this mode!
is the use of a hidden state variable that describes local activation which explains
the observation via the associated dipole intensities. We progressively reflue the
statistical depeildencies between those explanatory variables. The simplifled ver
sion is a Finite IVlixture model that is evaluated in Section 5. An iterative scheme
based on the hidden activation state variables is also introduced and is shown to
solve the detection problem with accuracy and minimal prior knowledge about
the smoothness of the solution. finally, we prove the efficiency of the method by
evaluating the reconstruction and detection performance on simulated data.
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FIGuRE 4.1. Schematic representation of the source brain moclel.
Dipoles are located at sites “i”. Position (di) and orientation of
the dipoles are fixed; the dipole intensities (or amplitudes) r are
random quantities to 5e estimated from the magnetic field b. The
present approach consists in introducing latent (or hidden) stat.e
variables S that describe Iocally the activation state of the cortical
strip.
4.2. TI-IE FORWARD AND INVERSE PROBLEMS
In MEG, data amount to a finite number of measurements of the magnetic
field induced by the electric neuronal activity and collected outside the head. Data
are linked to neuronal activity by Maxwell’s equations. The quasistatic approx
imation of Maxwell’s equations is sufficient since the neuromagnetisrn frequencies
are below 100 Hz so that terms containing a tirne derivative are negligible. In
this case, the sensitivity of a detector to current distribution can 5e surnmarized
in a lead field function which depends (non-linearly) on the position and orient
ation of the current sources and detectors [19]. However, the magnetic field is a
linear function of the current sources’ amplitudes. In a spherical approximation
of the conductor, radial sources do flot induce magnetic fields on the surface of
the conductor. The presence of non-vanishing currents in the kernel of the lin
ear operator that maps the current sources to the external magnetic fleld is the
principal reason why this problem is said ill-posed when inversion is considered.
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The estimation of the current distribution from a discrete finite set of data is
impossible. As illustrated in Fig.4.1, the problem can he simplified by assuming
that there is a finite number of sources, say ci. Typically, when looking for the
activity of a set of neurons (a macrocolumn I}), sources are represented by a
dipolar current. Each dipole is characterized by six parameters: position (3),
orientation (2) and intensity (1). We recluce the number of parameters to be
estimateci by assuming that the clipoles’ positions and the orientations are known
whule leaving their intensity free. Within such a distributed sources model, the
problem can be written as a linear system:
b=Ar, (4.1)
where the n-dirnensional vector b is the magnetic field, n being the number of
sensors. The d-dimensional vector r represents the source intensities a.nd oper
ator A the lead field ma.trix (we use bold face notation for vectors or multivariate
quantities and ordinary face for scalar quantities and matrices). Each columu
of A represents the contribution of a partidular dipole to the magnetic field on
the sensors. The la.rger the number of considered dipoles is, the more accurate
the reconstruction will be. However, for technical reasons, the number of meas
urements, say m, is currently limited to a hundreci whereas the robustness of
the distributed sources model relies on a very large number of dipoles typically
a few thousands. This is the second reason for the “ill-posedness” of this inverse
problem.
A third source of difficulty in solving this problem is the presence of random
ness in the data. Assuming an additive measurement noise modelized by an i.i.d
random contribution with zero mean, the following process equation
b=Ar+c, (4.2)
must be considered rather than (4.1).
Let us denote by b = m some MEG observations. Most of the statistical
techniques for MEG sources reconstruction amounts to minimizing a parametrized
cost function, i.e.
= argminU(r,b = rn). (4.3)
55
In general, U is composed of two terms: a goodness-of-fit expression where data
attachment is imposed and a weighted regularization term that enforces smooth
ness and thus constraints the set of possible solutions,
U(r, b m)
- Ar +,\ (4.4)
The n x n matrix and cl x cl matrix M are metrics for the data and the model
parameters space respectively (r,1 rtJir, for instance). X is the usual
regularization parameter that determines the relative strength of the smoothing
constraint expressed in M. This framework leads, in general, to least-squares
solutions of the form ï = G m where the n x cl matrix G is the generalized
inverse of the cl x n operator A:
G = Z-’ At [A Z’ At + /I’]’ (4.5)
Most of the inverse solutions developped for the MEG problem are of this form.
Among them, LORETA [171 and $-MAP [1] make use of slightly different regu
larization criteria but both are based on the weighted Laplacian of the currents.
Due to the absence in the moclel of prior information on local cortical activity
and correlation between regional simultaneous activity, these techniques do not
necessarily lead to a unique realistic solution. In the next section, we revisit the
probabilistic approach of the Maximum Entropy technique already advocated by
Clarke [3,4] with special emphasis on the prior information we may introduce in
order to regularize the MEG inverse problem.
4.3. PRIMAL AND DUAL FORMULATIONS 0F THE MEM
The magnetic field b is measured with sensors at various locations outside
the head, during N repetitions of a given task or stimuli. After a convenient
registration of the N time sequences for each sensor, signals are averaged through
a simple normalized summation. The resulting time sequences for cadi sensor
constitute the data. IViore precisely, the present work deals with data at a specific
time. Denoted by m, these data are thus sample statistics of the mean value of
the instantaneous magnetic field on the sensors and, for N large enough, data is
assumed to be equal to the first moment, i.e. m = E[b] or
m=AE[R] (4.6)
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if R denotes a multidimensional continuous raildom variable that describes the
intensities of d dipoles distributed on the cortical surface. Finally, a residual zero
mean Gaussian noise may be added to insure a more realistic description of the
data, i.e. m = E[b] + e or
m=AE[R]+e (4.7)
This experimental framework of the MEG supports the forthcoming probabilistic
method to infer dipoles intensity from the MEG data.
4.3.1. The Maximum of Entropy on the Mean
R being the d-dimensional continuous random variable that describes the
dipole intensities, this variable has the probability law dp(r) = p(r) dr where
r E 1R’. Let us denote by dp(r) = po(r) dr the law that represents ai] (or, at
least, most of) the knowledge about the current distribution in absence of the
MEG data. Po describes the priors and, without any further information, this
density is the best description of the currents. Given this reference probability
distribution dt(r), we consider the KuÏlback’s ,u-entropy defined by [13]
S(dp) =
— f log dp = — f f(r) log f(r) d[L(r) (4.8)
where fis the -density ofdp, i.e dp(r) = f(r)d[t(r) and S,1(dp) = —oc otherwise.
Being a pseudo-distance between the reference distribution d1u and any p-density
dp, this entropy is aiways negative,
—oc <S,(dp) <S(d1i) = O,
and measures the amoullt of new information brought by the data, with respect
to the prior. It will be used as a criterion for the choice of the probability
distribution.
In order to take into account the MEG data, of the form (4.6) for instance,
we define by Cm the set of probability density measures on R that “explain” the
observations in average:
dpEC, : m—AE[R]=O. (4.9)
This is connected with what we said in the beginning of Section 3. The underlying
process of dipole activation is modelized by the multivariate random variable
R. During a MEG experiment, several realizations of this process are made
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FIGURE 4.2. ME\’I: the solution j5 is the “closest” density to the
reference law (ii) that explains the data (the “true solution” is also
in C,).
and the measurements are coÏlected. Then, we reconstuct the activity with the
mean of the trials. This is what we are doing here in defining the set Cm in the
equation (4.9).
As illustrated in Fig.4.2, the “Maximum Entropy on the Mean” solution j8J
consists in selecting dj5 in Cm that maximizes the u-entropy (4.8) and thus max
imizes the missing information:
d13 = arg max (dp).
dpEC,,
(4.10)
This solution, if it exists, is uniclue and describes only what we “know”: the prior
knowledge encompassed in the reference measure ,u, and the measurements that
define the space Cm as in (4.9). The estimated sources are then sirnply given by
i=E15[Rj. (4.11)
It is worth stressing the role of p, since it characterizes, as inuch as the constraints
that define Cm, the optimal solution in (4.11). The optimal criterion that solve
S (dp)
J-t
(MEM solutionl
C m
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the tracTe-off between goodness-of-fit and prior knowledge is quite similar to the
familiar Bayesian point of view [16].
The t-entropy is a strictly convex function of p to 5e maximized under con
straint. From a Lagrangian point of view, such an optimization is eciuivalent to
the maxirnization of an unconstraineci strictly concave function [7, 181. IncleecÏ,
from the Lagrangian associated with (4.10),
L(p, À, /\o) f f(r) log f(r) dt(r) + Àt(m — AE{R])
+ À0 (i
—
/dP(r))
where Àt denotes as usual the transpose of the n-dimensional Lagrange multiplier
vector À; the optimal solution (J, , 5o) is then given by
L(J,
, o) min maxL(f, À, À0). (4.12)f À,À0
This solution defines an a posteriori clensity law in the exponential family of the
reference law
d5(r) exp (tAr — f(AtÀ)) dc(r), (4.13)
where F, is the log of the partition function associated with the distribution dtt,
F) logfexp(t r)d[t(r),
and is the value that maximizes the Lagrange dual criteria:
À= argmaxD(À) (4.14)
with
D(À) = Àt m — F,(AtÀ). (4.15)
This dual formulation (4.14) ofthe primal problem (4.10) is computationally more
attractive since, f, being strictly convex i is maximal [14], the dual criteria
is strictly concave and leads to a unique maximum À. The “primal” solution
given hy (4.11) is linked to the “dual” solution through the so-called primal-dual
relation:
= VF()At. (4.16)
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Therefore, one can finci a solution of an inverse problem by MEM using a classical
optimization algorithm for which cornplexity does not depend 011 the prior law
c4t.
4.3.2. Noisy observations
As previously mentioned, observations are corrupted with noise anci we may
have to consicler (4.7) instead of (4.6). MEM takes this ranclom component into
account (see for instance [141) by consiclering noise as an extra source in the
problem auJ solving the previous optimization with
E[R]
dpCrn m—{AI] 0 (4.17)
instead of (1.9). lis the n by n identity matrix. Assuming the noise is independent
of the source intensities, the solution takes the forrn
dp(r,c) exp (stAr
— F(A) — F(À)) dt(r)dt(c) (4.18)
where dt(c) is a known mesasure that describes the noise. is stili defined
by (4.14) but the dual criteria get an extra term
D(À) = Àt m — (F,(AtÀ) + F (À)). (4.19)
Finally, the IVIEM estimate of the random variable of interest is stiil given by (4.16).
4.3.3. MEM and Maximum Entropy formalisms.
The present formalism lias the same foundations as the principle of Maximum
Entropy discussed in [3, 4, 101 where the authors also consider the problem of
finding a posterior density on the dipolar currents that explains the data. WhuÏe
both approaches are regularization techniques based on statistical entropy, they
differ mainly in the definition of goodness-of-fit criteria or, in the language of the
present work, they adopt the following definition of the set Cmt
dp e Cm E [(m — AR)t(m — AR)] = e (4.20)
where e is sorne prescribed x2 error on the observations. Following the same
reasoning as before, the Maximum Entropy solution is found to be of the forrn
d(r) = exp ((b
—
Ar)t(b — Ar) — F*(À)) d[t(r) (4.21)
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where
F*() log f exp(,\(b — Ar)(b — Ar)) d[t(r),
and optimality is reaclied hy . the solution of
+e=0.
,\
Therefore, the mai11 clifference between the present MEIVI approach and [31 is in
the definition of the set of probability Cm in which the optimal solution is looked
for. The two works aiso cliffer on the role of the reference measure: in [4j, dt(r)
is uniform or tends to be so by some limit process. This differs from the present
formalism that emphasizes the statistical priors encompassed in the reference
measure dp(r).
4.4. GRAPHICAL STATISTICAL MODELS AND MEM
As suggested by work in neuroscience [9J, activation sources are organized in
sets of macrocolumns perpendicular to the cortex surface. To take into account
this prior information, we assume that the dipoles are grouped together in sets
Pk, k = 1, 2, . . . K. Such a set represents a specific cortical region or cortical
parcel characterized by a specific response under a given stimulus. In order to
represent this activation state, we define a hidden random variable $k for each
set. This latent variable is not observable: it defines the common state of ail dk
dipoles belonging to the region Pk.
4.4.1. General Case
Let us assume s possible states, $k = 5k e {0, 1,•• , s — 1}, where 5k = O
represents a region with suent dipoles and 5k O descrihes various activation
states of the region Pk. We note by 7r($) the joint probability law of the K
dimensional state vector S. Thus, the joint reference probahility measure on the
dipole intensities can 5e written as:
dt(r) = d[r(r,S) = d[L(rS)7r(S), (4.22)
{S} {S}
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where the summation over {S} mus over ail configurations of the inultivariate
ranclom state $ {$i, $2,.. . , $K-}. If we further assume that the clipole amp
litude depends only on the state 9k of the region Pk to which it belongs, then the
joint conditional prohability Iaw factorizes as:
d[i(r3) fl d[t(rk$k), (4.23)
where rk is the nk-dirnensional vector of the amplitude of the sources belonging
to Pk . This model a.llows us to express a statisticai coupling between sources
through hidden states, i.e. through the joint prohahility ir(S). Let us clenote 5v
Fk(k) iogf exp (rk) dbt(rk$k), (4.24)
the log-partition function of the conditional law for source amplitudes, associ
ated with the region PL.. Since the log-Laplace transform is additively separable
whenever t is multiplicatively separahie, the log-partition function of the joint
measure is
F) = log [u(S) exPZFk(k)]. (4.25)
{S} k=1
This model leads naturally to the notion of scale. At the finest scale, i.e. the
dipole scale, statistics are clescribed by the conditional joint probability density
/1(rk$k) while at the larger scale of the regions, statistics are modeled through
the latent variable $k and joint probability ir($). Now, let us investigate two
specific cases for which we define the regions Pk and the statistical dependencies
between them.
In view of the forthcorning analysis with real MEG data, we introduce the
notion of cerebral connectivitv in the model. first, at the scale of some particular
region Pk, we consider a non-trivial joint probabiÏity density for the multivariate
random amplitudes rk of the dipoles that “live” in Pk, given the state $j, = E
{O, 1,... , s — 1} of Pk. These probability densities will take into account the local
statistical dependencies (hinding) and the prior knowledge about average current
intensities for different activation states. Second, at the larger scale of the hidden
variable $k, an undirected graph (or graph of dependencies) as illustrated in
Fig.4.3, will encompass prior information about functional connectivity between
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the cortical regions. This graph is a part of the priors (coming from the fiviRI for
instance, [15]) but could contain some unknown hyperparameters.
Basically, a graphical model is a structure (nodes anci edges) that specifles
a set of conditional independence relations between random variables: if the
variable $ does riot depend clirectly on the variable S, then no edge connects
the corresponding nocles in the graph. Therefore, independence assumptions are
represented hy graph connectivity. Given a graph and denotillg by y(k) the set
of “parents” for the node k (a directed edge counects a parent to its child), the
conditional la.w ir(SSi, S, 33,
, Sk—1 Sk+1, , Sj-) recluces to
and we write
(S) flu(SkSflE7(k)). (4.26)
Note that 7(k) may 5e empty in which case u(SkSflE7(k)) is simply lr($k). With
the model (4.26), the prior law is
di(r) II (SkISnE(k)) dtt(rk)Sk). (4.27)
{S} k=1
We obtain the following log-partition function of the reference law in the dual
formulation of MEIVI
F) = logflu($k$flE7(k)) exp Fk(k). (4.28)
{S} k=i
This is a very general framework in which we clearly distinguish the scale of
statistical dependeilcies between regions (described with the graph) from the fluer
scale of the dipoles within the regions (described hy the ernission law and its Iog
partition function transform).
Using (4.13), the posterior law j5 can 5e written as
d(r)
= Z(S)Hd(rk3k) (4.29)
{5} k=1
where the resulting j oint state probability and state conditional current densities
are given by
= exp (ÀA rk — Fk(Atk)) dL(rk3k), (4.30)
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and
(S) = (SkSflE(k)) exp Fk (k) (4.31)
Z{s} fl, u(SkS7(k)) exp fk(Ak)
Since d(rkISk) is the posterior conclitional law estimated by MEM, the proS
ability (S) can be illterpreted as a posterior joint probability on hidclen states.
Indeed, using (4.16), we cari write the amplitude estimate in the foliowing form
= (S) Vf1 i e Pt, t = 1,. . . , K. (4.32)
{S}
where is the estimate of r, i E Pt for a given state SI of P1.
from (4.31), we can compute a “posterior graphical mode!” associated with the
conditional probabilities (Sic S, computed from (S):
Z{s}\k,) fi—i u(SIISflE(l)) exp F (At)
?T(Sk Sn(k)) = . 4.331
Z{s}\(k) fli (SIISn7(i)) exp F1(AtÀt)
In this expression, {S}\rn denotes the configuration states of ail iodes except
node ru a.nd 7(k) represents the neighborhood of k as shown ii the graph (see
Fig.4.3). This inference on the graphica! model cari be tised to update it.: the new
graph is a!ways a sub-gra.ph of the initial one. This avenue goes beyond the scope
of the prescrit work and will 5e amplified later with the use of graphica! statistica!
information on connectivity, extracted from other modalities than MEG (fMRI
for instance). In order to eva!uate the potential of our method and to compare
it with other approaches, we consider a simple mode! in which the graph has no
edges and thus the regions are statisticaily uricorreiated in space.
4.4.2. A degenerate case: the Finite Mixture Model
We consider dk uncorre!ated dipoles in the region Pk with possible hidden
internai statistical dependencies but no hidden correlations between the regions
(sec Fig.4.4). In this case, the states joint probability factors as
(S) flk(Sk (4.34)
and the reference law (4.27) cari 5e written as fo!!ows:
K K —i
djt(r)
= ZfIrr(Sk) d[I(rkS,)
= fl rr(S) dL(rklSk). (4.35)
{S} k=1 k=1 Sk=O
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si.
7(2)
S1 or---.
s2e.
S3 (D
S4 C)•
s5&--.
S6C%.
FIGURE 4.4. Mixture model for the activation sources and asso
ciated graphical model. A white node represents a region and its
state variable. It “emits” the intensities of the k dipoles (black
nodes) that belong to the corresponding region Pk.
Let us be more specific about hidden states. We set s = 3 since, in general,
dipoles can be found in one of the following states (Notice that we do not consider
region with ambiguous directional currents): Sk = +1 corresponds to outgoing
ç3
s2
FIGURE 4.3. Graphical model: nodes, links and neighborhood.
The set 7(2) is the statistical neighborhood of node 2.
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currents in Pk, Sk = —1 corresponds to ingoing currents in Pk and $k O
corresponding to the absence of activity in Pk. Let us denote by 1
— 0k and cl’kfJk
the probabilities that Sk O and 3k = +1 respectively. The general reference
law is of the forrn
fl [(1 — k) 6(rk) + k (1 — k) [t(Tk) + 0k 13k [L+k(rk)1 ct(r) (4.36)
rhere
= = —1) + 7r($&. = +1), (4.37)
= +1) (43$)
—1) + n(Sk +1)
VvTe specifv the emission laws by choosing the conditionai probability densitv
/L(fkS = 0) à(rk), (4.39)
= +1)
= p’+,k(rk) being arbitrary.
This mixture model greatly simplifies the estimated joint probabiiity law on
the hidden state variables (4.33) since it factors into
H
fl17r(Sk) exp fk(Àt5) fl(Sk) (4.40)
Z{S}flk1($k) exp F(AtÀk) k=1
and ieads to new marginais for the state variables:
n(S) exp Fk (A) (4.41)
Z{sk} rr(Si) exp F9*k(A(Àk)
In terms of the mixtur&s hyperparameters, this resuit with (4.37-4.38) leads to
the following new c’s anci ‘s:
f — — ak/3k+ak(1—/3k) exp[—±_{ °‘
— ak/3k+(1k) exp[— o]±u(1—/3k) exp[—÷_J’
— [3k
— /3k+(l—/3k) exp[—+_]’
where we define the “free energy” gaps
= Fk=+(Atk)
— Fkl(Ak),
(4.42)
Fk+l(Atk) — Fko(Atk).
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Notice that = O in the particular case of a Dirac measure for the nuli
state as chosen in (4.39). The &k’5 and ‘s depend on observed data and can be
mterpreted as some postcrior estimate of hyperparameters. (Later on, we will use
a simplified version of this resuit in the classification of regions accorcling to their
“activity”). In this work, we will restrict ourselves to the case where the /‘s are
ail set eciual to 1 (assuming for instance that no inhibitory states are present).
The more general case where the /3k’S are between O and 1 iS 1111(1er investigation
and will be published in further works. Then, Equations (4.37-4.38) become
f — G0(c)
(4.43)
I /3=1
with
GA(x)—
x+(1—x)exp[—A]
The function GA(r) is plotted in fig.4.5. We distinguish three cases that lead to
nice interpretation of the log-partition function of the refereilce probabilty law.
For instance, if +o > O, i.e.
Fk_l(At.) >
=o()
then 5k > cuk and, consequelltly, the MEM solution increase activation in the
region labelled by k. Conversely, Fk_l(At)’.k) <Fk_o(At..k) tends to reduce the
activity in the region Pk. This resuit will be of main relevant to the next section.
4.5. SIMULATIONS AND ITERATIVE MEM
4.5.1. Lattice, phantoms and simulated data
The iattice displayed on Fig.1.6 consists of 1024 points gathered in patches (16
planes of 64 points each). This assembly of patches tries to model the geometry
of some cortical surface as in [11. A patch can be subdivided illto regions of equal
size with a well-defined activity state. The region size (or the number of dipoles
per region) is a parameter of our model; it may vary from 64 (a whole patch
defines a region caracterizeci by a unique activation state) to 1 (each inclividual
dipole has its own activation state).
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FIGURE 4.5.
(plain) and u
“Phantoms” are built from the previolls lattice as follows: we spht the 16
patches into regions of various size and select some active regions among the to
tality of regions that constitute the whole lattice. The intensities of each selected
active dipole are randornly generated with mean equal to 1 (in regions with ont
going durrents) or —1 (in regions with ingoing currents); dipoies intensity in the
“suent regions” is set equai to zero.
For a given activity configuration, data are generated from many realisations
of the intensities, using the direct forwarcl probiem in MEG. Using the spherical
model described in [191, we further compute the average magnetic field for each of
the 130 measurement points uniformly distributed outside the head. This set of
data constitutes our observation. Subsequent addition of a zero mean Gaussian
noise yields data with an SNR ratio of about 30dB.
Three phantoms will be considered. PhantomO shown in Fig.4.6 consists of
two active regions: a region of size 64 that corresponds to patch is set in
the so-called ‘outgoing currents’ state, and a smaller region of size 16 is set in
the ‘ingoing currents’ state (in the patch “13”). The remaining dipoles have no
activity at ail. The two other dipoles distributions, Phantomi and Phantom2, are
shown at the top of f ig.4.12 and Fig.4.13 respectively. They involve only either
outgoing currents or “silent”dipoles. The difference between these two phantoms
O 01 02 03 04 05 os o., os os
G5(x) for u > O (clashed-dot), u = D1)e
< O (dashed).
6$
is the presence of a small active region in patch “11” in Phantom2. 0f course,
the main challenge of these simulations is to reconstruct phantoms with various
activation area of diffèrent size.
Various approaches will be investigated with the saine lattice but with clifferent
region sizes in the reconstruction model. Four scales will be considered: 64 (K =
16 regions), 16 (K = 64 regions), 4 (K = 256 regions) and 1 (K = 1024 regions).
In order to distinguish the reconstructions for these different scales, we xvIIi write
final amplitudes as and the corresponding hvperparameters as ii: and /3kJK.
Let us remark that reconstruction involving regions of size 16 fits exactlv
the scale of activity definecl in PhantornO and Phantomi. Consequently, this
scale in the recollstruction model takes into account the knowiedge of this prior
information. We will relax this apparent prior assumption by using regions of
various size: from 1 (each dipole has its own activity state) to 64 (the scale in the
reconstruction model is much more larger than the activity scale we are looking
for).
4.5.2. Reference measure on the dipole amplitude
Various models and joint distributions for dipole illtensities illside a region Pk
are possible. With limited information about the dipolar emission law, we use
the Normal law N(p, ) of mean p and covariance for which the log-partition
function is simply given by (see Fig.4.7)
F() = p+
In the following simulations, the conditional emission reference laws in (4.36) are
of the form
[L+,k(rk): rk(S = +) N(p, (4.44)
where p. is the dk-dimensiollal vector +p(l, 1,1,• 1) and = Tdkxdk• The
MEM solution is of the form
d(r)
= fi [(1- k) (rk) + k (Ï - t3k)-.k(rk) + 6kkP+,k(rk)] d(r) (445)
PH,’lIV ‘.1
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FIGURE 4.6. “Cortical mesh” useci in simulations and an example of
phantom. Upper: the “cortical surface” is modeled as an assembly
of 16 patches with 64 nodes each. Lower: Pliantomû. Intensities
r of the 1024 dipoles are coded in grayscale. The patch 3 is active
(with outgoing currents) and patch 13 is partially active (upper
haif dipoles are ingoing currents; lower half dipoles are “silent” with
vanishing currents). Notice that this pha.ntom mixes different scales
of activation.
p+,k(rk): rk)($ = +1) N —
p_,k(rk): rk(S = —1) N (p_ — _(At)k, ).
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FIGURE 4.7. f() for Normal laws N(’m± > 0, u) and N(rn_ <
0, o) (une and dashed une respectively).
4.5.3. MEM estimation
Assuming that no prior information about states is available, we consider a
reconstruction lattice with K regions of definite size and activity state and we
set the ci’s and /3k’S equal to 1/2 in the reference measure (4.36). This non-
informative setting of hyperparameters completely defines the prior iaw in the
MEM optirnization method. As described before, the IVIEM algorithm consists in
maximizing a strictly concave function D(À). In Fig.4.8, we show MEM estima
tions of the current amplitude for various values of K, from large scale (K = 16)
to the srnallest scale (K 1024). first, we observe that most active dipoles
of the phantom have been well detected. Second, despite the favorable size of
regions used in this reconstruction, we obtain dipoles ambiguously activated in
“suent patches”. Elimination of those spurious false-positive events which is of
primary importance in practice can be performed in various ways. For example,
we can take advantage of some prior knowlecÏge or assumptions about the hyper
parameters cr1, and thus introduce bias in the reference law. However, in absence
‘o
10 5 0 5 10
z’
{d)
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• •;‘
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FIGURE 4.8. MEM reconstruction of PhantomO with various ac
tivation scales: rK=16 (a), rK=64 (b), rK=256 (c) and rK=1024 (cl).
The scale of the region is indicated with a box iII the upper left
corner of each display. Data are noise free.
of any hypothesis about the optimal scale at which cortical activity may occur,
we cari consider a weighted sum of the varions reconstructions,
= fl with p 1 (4.46)
K=Kmrn
Such a resuit is illustrated on Fig.4.9. It relaxes any prior assumption on scale
and smoothes intensities over the patches (higher scale in the model) but it stili
preserves the internai structure (as seen in patch number 13).
Remark: As illustrated on Fig.4.12 and fig.4.13, LORETA and S-MAP
algorithms are considered in order to compare the varions reconstruction tech
niques. Simulations are performed with two phantoms that exhibit different scales
of distributed activation. Beside the notion of scale, the presence of noise in the
data (in the magnetic fieid outside the head) wiil also be discussed, Let us
comment on how scale may enter in the LORETA and S-MAP techniques. In
LORETA, a scale is introduced in the discrete expression of the laplacian that
expresses the regularisation term. This is the M matrix in (4.5). S-MAP ‘s very
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similar to LORETA but illtroduces a specific parameter that defilles the strength
of the correlation between any dipole and its lleighbors within a region.
4.5.4. Learning the states: Iterative 1\/IEM algorithms
Without loss of generality, let us assume for simplicity that there are no “in
going currents” states, i.e. /3k = 1. Followillg the resuits obtailled in Section 4.2,
an iterative scheme is set up. It alternates the usual MEM reconstruction with an
estimation of hyperparameters based directly on (4.43): 0k —k = G0+(ck).
Notice that the t3k’s remain equal to the initial value 1 as expected. This iterative
algorithm (denoted by MEMiter and described below) is illustrated in Fig.4.10. A
new space of probability densities, Ci,, contains a family of reference laws in which
members are iteratively selected for successive MEM optimization. This scheme
nicely regularizes the initial IVIEM reconstruction, as we shah see in the next
section. for example, graphs of fig.4.11 display the values of the C1k’s along the
successive iterations. Since the algorithm may run forever if Fk_1 (Atik) 0, a
stopping criterion for MEMiter could be based on the values of the cj ‘s sucli that
F9*k_l(At5*.k) [—e, e] for some e > 0. In the following description of the MEMiter
algorithm, thresholds 6min and Emax define a decision criterion that “freezes” the
region activation either in the suent or active state:
FIGURE 4.9. MEIVI reconstruction without privileged scale.
PK = 1/4 and K = 16, 64, 256 and 1024 in (4.46).
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Sp3CC of rftrtncc aws)
FIGURE 4.10. IVIEIVIiter: the reference law “lives” iii a space of prior models.
(1) j = 0: initialization of the hyperparameters
= 1/2, k =1,. . . , K,
(2) MEM reconstruction and ck
=
(3) Let u> 0. Repeat until k exists such that
(j+i)
— > u:
ta) Update of the reference law with:
(b) if <Emin then (j+i) = o,
(c) else if > max then = 1,
(d) else (j+i) = j)
(e) MEM reconstruction and hyperparameter
estimate.
(f) jj+1.
4.5.5. Resuits and Evaluation
The performance of the reconstruction algorithms is evaluated through the
computation of three quantities to be maximizeci:
(1) The Mean Square Error (measured in dB): we measure the ability to
recollstruct the dipoles amplitudes with
Cm
M$E = —101og(
— rU2/UrH2)
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FIGURE 4.11. Progressioll of the iterative MEM algorithm applied
to Phantom2 reconstruction (see Fig.4.13): we plot versus j.
Plot (a) and plot (b) are associated with two different scales in the
reconstruction mode!: (a) corresponds to K = 16 (see MEMiter(a)
in Fig.4.13)) and (b) corresponds to K = 64 (see MEMiter(b) in
Fig.4.13)). Numbers indicate the index k of patches as defined in
Fig.4.6. In (b), a number in parenthesis indicates how many active
regions are found the patch. In (a) or (b), detected active regions
correspond to the original phantom.
(2) The Data Fit Error (measured in dB): we measure the goodness-of-fit
performance with
n, (It ra on)
P(5=1) (b)
n, (itcration)
DFE = —1O1og(m
— A2/Hmj2)
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(3) A ROC area: the area under the ROC (Receiver Operating Character
istics [61) curve is an estimation of the reconstruction methocl’s ability to
classify active (or non-active) dipoles. The doser to 1 this value is, the
higher the performance of method in terms of activation detection.
Comparison between MEM techniques and the two other regillarization ap
proaches LORETA and $-MAP, vill focus on the notion of activation scale in the
prior model and the presence of noise in data.
• Simulations with specific scale in the reconstruction model:
Fig.4.12 and Fig.4.13 show the sources amplitude reconstruction computed
with MEM, MEMiter, LORETA arid S-MAP. In cadi case, a scale has been intro
dllced either explicitly (LORETA and S-MAP) in spatial correlation or implicitly
(MEM and MEMiter) through hidden variables. Various scales, i.e. regions with
different size, have been used and denoted by (a), (b), (c) and (d) when it was
feasible. Let us point out that for K 1024, i.e. the case for which a region is
a unique dipole, LORETA and S-MAP are nothing but a Lea.st Mean Square re
construction and are found to fail in the present problem.The spatial “coherence”
induced by the hidden state variable does not mean that dipoles’ amplitudes in
the same region share the same probability law. Actually, they only share the
hyperparameters that define the mixture law, but stili remain spatially uncorrel
ated. Spatial correlation inside a region would amount to defining a non diagonal
in (4.44) and would introduce more spatial regularization.
There are three main comments we could say about the results in the Table 4.1.
First, iterative MEM improves the performance achieved with the initial ]\/IEM
reconstruction, at least for the small values of K. For K = 1024, where all dipoles
have their own state variable and there is no spatial regularization involved in the
MEM scheme; the reconstruction exhibits many false positive fluctuations. Con
versely, when non trivial spatial coherency expressed through the hidden state
variables is used in the probabilistic model, the iterative MEM drastically im
proves the reconstruction.
Second, we note that LORETA gives solutions that fit data with great pre
cision. However, as we can see on Fig.4.12 and Fig.4.13, those solutions are far
from the true configurations. This point illustrates the ill-posedness of the “vIEG
inversion” problem: many (and even an infinite number of) sources configura
tions may explain the data. Thus, only small DFE values are meanïngful and
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TABLE 4.1. Performance of MEM, MEMiter, LORETA and S-
MAP. No Noise.
K MEM MEMiter
MSE 19.89 (14.51) 29.57 (18.26)
16 DFE 77.65 (83.1$) 119.20 (73.18)
(a) ROC area 0.953 (0.948) 0.953 (0.934)
MSE 37.10 (18.54) 49.01 (33.05)
64 DFE 115.62 (106.39) 139.42 (117.40)
(b) ROC area 0.953 (0.950) 0.953 (0.951)
MSE 0.42 ( -0.09) 12.08 (9.04)
256 DFE 193.53 (206.96) 184.34 (178.12)
(c) ROC area 0.924 (0.917) 0.877 (0.863
IVISE -5.83 (-2.32) -9.30 (-6.34)
1024 DFE 168.26 (233.09) 174.62 (276.0)
(cl) ROC area 0.915 (0.907) 0.903 (0.862)
K LORETA $-MAP
\/ISE -26.70 (-24.96) 21.39 (18.05)
16 DFE 296.99 (297.56) 99.58 (98.52)
(a) ROC area 0.940 (0.939) 0.953 (0.950)
MSE -11.36 (-11.84) 24.11 (17.76)
64 DFE 278.50 (278.07) 159.15 (153.29)
(b) ROC area 0.940 (0.939) 0.953 (0.951)
MSE -15.11(-15.15) 17.93 (18.16)
256 DFE 274.33 (273.56) 301.27 (302.32)
(c) ROC area 0.932 (0.931) 0.953 (0.951)
Note: The reconstruction algorithms are applied to Phantom 1 and Phantom 2
(values in parenthesis). (a), (b), (c) and (cl) refer to the labels used in fig.4.12
and fig.4.13. Values in bold faces are highest scores.
we may disregard some reconstruction schemes. As a matter of fact, most of the
regularization schemes used in this work give high DFE scores and thus high
goodness-of-fit.
finally, on the basis of MSE anci ROC analysis resuits, MEMiter gives the
best resuits a.s long as we know some optimal scale to work with. Furthermore, the
M$E significantly varies with scale in our model, whereas LORETA and S-MAP
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TABLE 4.2. Performance MEIVI, IVIEMiter, LORETA and S-MAP
(scale average). No Noise.
MEM MEMiter
MSE 17.73 (13.47) 31.51 (25.37)
(e) DFE 98.72 (104.97) 137.39 (94.64)
ROC area 0.953 (0.951) 0.953 (0.951)
? LORETA S-MAP
‘I$E -18.21 (-17.59) 27.08 (23.65)
(e) DFE 288.03 (287.14) 121.49 (120.42)
ROC area 0.93$ (0.937) 0.953 (0.951)
Note: Performance of the reconstruction algorithms given by (4.46) with IVIEIVI,
MEMiter, LORETA anci S-MAP, applied to Phantom 1 and Phan tom 2 (values
in parenthesis). Values in bolci faces are highest scores. For correspouding
amplitude reconstruction, see cases (e) on fig.4.12 and Fig.4.13.
are less sensitive to K. This difference is related to the role played by the scale
parameter in the various algorithms. In our model, the scale is directly associated
with the notion of local cortical activity whereas it enters more technically in
LORETA and S-MAP at the level of the spatial regularization.
• Simulations without a specific scale in the reconstruction model:
Let us consider case (e) in fig.4.12 and Fig.4.13 and related performance
scores as shown in Table 4.2. In each case, this reconstruction is a weighted
average of the scale-dependent reconstruction algorithm and thus any assumption
about specific scale gets relaxed in the model. MEMiter clearly delivers the best
performance. The role of entropy appears in these results since it gives the best
tradeoif between the information provided by data and the true prior information.
• Simulations with noisy data: (see Table 4.3)
Reconstruction of dipoles amplitude from noisy data is shown on fig.4.14 and
Fig.4.15. The prior model for reconstruction introduces the noise through a refer
ence measure of the form (4.1$). The noise measure has one parameter that can
be set using a standard estimation on noise variance. In the present simulations,
the noise level is moderately strong in order to obtain stili interesting results with
LORETA. Performance of the MEM techniques obviously degrades with higher
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level of noise but stiil simulations has shown quite acceptable resuits. Indeed, cur
rent investigation with noisy data are performed with realistic anatomical models
and, more importantly, makes use of sorne preprocessing data analysis that re
stricts the space of priors anci initialize more carefully the hyperparameters a’k’s.
This extension is out of the scope of the present work and presented elsewhere.
Most ofthe previous observations about performance are stiil valid anci, again,
favor the MEM approach. Let us stress at this point that our regularization
scheme does not involve any local spatial correlation between amplitudes and
thus differs from $-MAP on this particular constraint: S-MAP does more anci
better because it arbitrarily smoothes intensities. $o, in some sense, by choos
ing uncorrelateci dipoles in the regions, we deliberately cÏisadvantage the 1\’IEM
approach that, at the end, offers the same performance as the more constrained
(but ad hoc) regularization schemes such as $-MÀP.
4.6. CoNcLusioN
Detection of cerebral activation from rnagnetoencephalography measurements
requires a priori information in orcler to soïve unambiguously the underlying in
verse problem. In this work, this necessary regularization is studied within the
ftamework of maximum entropy on the mean and extends previous work based
on entropy regularization [3, 4]. The method relies mostly on the definition of
a prior model. We propose prior laws that represent the physical properties of
electric activity through a normal probability law on the distributed dipolar cur
rent intensities. We further assume that currents are grouped within cortical
regions that are statistically connected through a graphical model [5]. In this
spirit, we introduce a hidden explanatory variable associated with each region in
order to describe the local state of functional activity on the cortical surface of
the brain. Using a distributed source model for the dipolar currents, we have
developed an iterative and unsupervised procedure that progressively eliminates
false-positive candidates from the solution by classifying dipoles according to
their activity state. In some way, this work promotes a “hybrid regularization”
scheme [2]: a functional regularization expressed through the joint probability on
the hidden state variables (and subject to some hypothetical graphical moclel),
and anatomical smoothness regularization expressed through the dipolar current
emission laws. Therefore, this model is able to bring together various types of
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TABLE 4.3. Performance MEÏVI, MEMiter, LORETA anci S-MAP.
Noisy data.
K MEIVI MEIVIiter
M$E 3.66 (1.88) 26.10 (20.61)
16 DFE 77.55 (74.68) 90.66 (70.44)
(a) ROC area 0.951 (0.933) 0.953 (0.931)
MSE -4.55 (-4.86) 43.07 (1.99)
64 DFE 78.45 (78.58) 73.80 (58.43)
(b) ROC area 0.935 (0.931) 0.953 (0.910)
MSE -8.45 (-7.99) 8.65 (11.23)
256 DFE 65.73 (66.44) 51.08 (64.26)
(c) ROC area 0.939 (0.934) 0.872 (0.898)
MSE -8.64 (-9.07) -6.75 (-8.01)
1024 DFE 78.50 (75.87) 69.21 (73.28)
(d) ROC area 0.863 (0.884) 0.815 (0.853)
MSE -2.02 (-2.31) 26.83 (17.81)
i DFE 75.68 (75.30) 69.08 (72.32)
(e) ROC area 0.953 (0.940) 0.953 (0.950)
K LORETA S-MAP
MSE -40.26 (-31.07) 21.39 (4.49)
16 DFE 229.73 (237.53) 99.58 (62.71)
(a) ROC area 0.842 (0.876) 0.953 (0.928)
M$E -39.19 (-29.32) 24.07 (17.71)
64 DFE 231.15 (241.71) 159.15 (153.29)
(b) ROC area 0.807 (0.878) 0.953 (0.951)
MSE -43.73 (-35.95) 8.10 (3.51)
256 DFE 231.17 (241.88) 233.63 (231.19)
(c) ROC area 0.777 (0.804) 0.951 (0.949)
M$E -26.97 (-30.21) 23.40 (17.54)
DFE 231.26 (241.85) 121.48 (84.68)
(e) ROC area 0.817 (0.869) 0.953 (0.950)
Note: Performance of the reconstruction algorithms (MEM, MEMiter,
LORETA and $-MAP) applied to Phantom 1 and Phantom 2 (values in
parenthesis). These reconstructions were made using a single realization of
noise. (a), (b), (c), (d) anci (e) refer to the labels used in Fig.4.14 and 4.15.
Values in bold faces are highest scores.
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prior kilowiedge: the physics of electro-neural processes, the anatomo-physiology
of the cortex and information from other functional imaging modalities that may
define, for illstallce, the graphical model [151. This complementary scheme also
addresses different prior information that may show up on different scales of the
cortex. The generalization of our approach toward hierarchical graphical moclels
is on going and, finally, assessment ofour technique with real and dynamical IvIEG
data is currently ullder investigation and will be reported in the near future.
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FIGURE 4.12. Phantom 1 (topjeft) with 4 reconstructions from
nori-rioisy observations: MEM, MEMiter, LORETA and $-MAP.
(a): K = 16 (64 dipoles per region); (b): K = 64 (16 clipoles per
region); (c): K = 256 (4 dipoles per region); (d): K 1024 (1
dipole per region). (e) is the reconstruction of the form (4.46) with
K = 16,64 and 256.
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FIGURE 4.13. Phantom 2 (top,left) with 4 reconstructions from
non-noisy observations: MEM, MEMiter, LORETA and S-MAP.
(a): K 16 (64 dipoles per region); (b): K = 64 (16 dipoles per
region); (c): K = 256 (4 dipoles per region); (d): K = 1024 (1
dipole per region). (e) is the reconstruction of the form (4.46) with
K = 16, 64 and 256.
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FIGURE 4.14. Phantom 1 (top,left) with 4 reconstructions from
noisy observations (30 dB): MEM, MEIVIiter, LORETA and S
MAP. (a): K 16 (64 dipoles per region); (b): K = 64 (16 dipoles
per region); (c): K = 256 (4 dipoles per region); (d): K = 1024 (1
dipole per region). (e) is the reconstruction of the form (4.46) with
K= 16,64 and 256.
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FIGuRE 4.15. Phantom 2 (top,left) with 4 reconstructions from
nosy observations (30 dB): MEM, MEMiter, LORETA and S
MAP. (a): K = 16 (64 dipotes per region); (b): K 64 (16 dipoles
per region); (c): K 256 (4 dipoles per region); (d): K = 1024 (1
dipole per region). (e) is the reconstruction of the form (4.46) with
K = 16, 64 and 256.
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Chapitre 5
ESTIMATION DE LA LOI DE RÉFÉRENCE
Second article
L’article coiltenu dans ce chapitre a été soumis à la revue Neurolmage le $
juin 2004 [281.
Dails le chapitre 4, nous avons démontré l’efficacité du MEM appliqué à la
IVIEG. Sa flexibilité nous a permis d’illtroduire de l’illformation anatomique et
follctionnelle sur la solutioll à l’aide d’ulle loi de probabilité de référence. Cette
loi contient plusieurs hyperparamètres
—
: probabilité d’activation de la région k,
— : intensité moyenne des dipôles de la régioll k lorsque celle-ci est activée,
—
: les dipôles appartenant à chaque région.
Dans le dernier chapitre, ces paramètres étaient fixés au départ. Entre autres,
les régions sont définies très rigidement et il s’avère que c’est l’élément de ré
gularisation le plus important. Cependant, lorsqu’on s’attaque à des problèmes
réalistes, il est difficile de définir, a priori, de telles régions d’activation.
Dans cette deuxième publication, nous nous sommes inspiré des méthodes
bayésiennes qui utilisent les données MEG pour définir la loi de référence. Ici, les
données seront utilisées pour définir les régions à l’aide de la IVI$P, décrite dans
la section 2.2.5, qui identifie les dipôles contribuant le plus aux données IVIEG.
Ces dipôles sélectionnés servent de germes pour une méthode de type croissance
de régions. Ces régions seront ensuite utilisées pour regrouper les dipôles.
À partir de ces régions, il est possible d’estimer les ck et les b’i donnant une
expression complète de la loi de référence pour pouvoir ensuite appliquer le MEIVI
qui estime l’activation qui a généré les signaux MEG. Dans le même esprit qu’au
chapitre 4, des algorithmes itératifs sont présentés afin d’améliorer la solution
donnée par le MEM.
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Cette méthode est comparée au MEM sans estimation des régions ainsi qu’à
LORETA à l’aide de simulations utilisant un cortex provenant d’une image IRM
réelle. Nous montrons que nos techniciues sont très performantes malgré la diffi
cuité du problème inverse. Puisque ces travaux assouplissent les hypothèses sur
la soliltion, ils permettront une applicatioll du MEM aux données MEG réelles
ce qui est fait dans le chapitre 6 en considérant les corrélations temporelles.
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Data-Driven Cortex Parcelling
and Entropic Inference in MEG
Article soumis à Ne’urolmage le $ juin 2004.
ERVIG LAPALME, Centre de Recherches Math é’rnatiq’ues et Département de Phy
sique de t’Université de Montrécit
JEAN-1\/IARC LINA, Centre de Recherches Mathématiques et Département de Gé
nie Etectrique de t’EcoÏe de Technologie Supérieure, Mont’réat
JÉRÉMIE MATTOUT, WetÏcome Department oJ Imagzng Neuroscience, London, Ui(
Abstract
In [11, the authors introcluced the maximum entropy on the
mean (MEM) as a new methodologicai framework for solving
the Magnetoencephalography (MEG) inverse problem. The
main ingredient of the MEM is a reference probability law
which enabies one to include ail kind of prior information on
the active source distribution to be estimated. However, de
fining the reference iaw highiy relies upon a prior parceliing
of the cortical surface that is required as an input. In this
paper, we present a data-driven approach for parceiling out
the cortex into regions that are fiinctionaily coherent. This
parceiling consists of a data-driven clustering (DDC) of the
dipoles of a distributed representation of the cortical surface
and furthermore provides an initiai estimate of the reference
iaw parameters. It is based on the recently deveioped Mul
tivariate Source Prelocalization (MSP) principie. On MEG
simulated data, the DDC proves to further improve the MEM
inverse approach, as evaluated considering two different iter
ative aigorithms and using classical criteria as weli as ROC
curve analysis. The MEM solution is aiso compared to a clas
sical LORETA-iike inverse approach. The data-driven dus
tering aiiows to make the most of the MEM formalism whose
main trumps lie in the flexible probabiiistic way of introducing
priors and in the notion of coherent regions of activation. The
latter reduces the dimensionality of the problem, thus narrow
ing down the gap between the two types of inverse methods,
the popular dipoiar approaches and the so-caiied distributed
ones.
Keywords: Maximum Entropy on the Mean, Cortex Parcelling,
Clllstering, IViultivariate Source Prelocalization, Inverse Problem,
M agnetoencephalography.
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5.1. INTRODUCTION
5.1.1. The MEG inverse problem
Non-invasive characterization of human brain activity remains one of today’s
most challenging issues in terms of image and signal processing. In particular,
inferring the cortical source locations and intensities of a signal acquired outside
the head, such as given by Magnetoencephalography (MEG) and Electroenceph
alography (EEG), is an ill-posed inverse problem that stili requires further invest
igations and methodological clevelopments. $olving tins problem is of great im
portance since MEG and EEG are the ouly neuroimaging techniques whose data
directly reflect the electromagnetic nature of the neuronal activity. Moreover,
compared to functional Magnetic Resonance Imaging (fIVIRI) and Positon Emis
sion Tomography (PET), MEG and EEG provide an instantaneous measure of
the whole brain activity.
A large number of articles have been yet published regarding the physics and
the models for explaining the MEG and EEG signal generation. We refer the
reader to [161 for a thorough review of this so-called forward problem.
In the present paper, given a forward solution, we address the MEG inverse
problem which consists in localizing the brain current sources of the measured
magnetic field outside the head. Although an ongoing controversy about EEG and
MEG respective localization power [41, 1VIEG is known to be much less sensitive to
the anisotropy of the skull electric conductivity, hence providing a more focal field
topography and more tractable forward solutions [3J. Nevertheless, the proposed
methodology can be equally well applied to MEG and EEG data.
During the past two decades, two families of methods have been proposed for
solving the MEG/EEG inverse problem. The first approaches consist in looking
for a very few putative active regions (typically less than five), each of them being
modeled by an Equivalent Current Dipole (ECD) [211. These methods are still
very popular because of being easy to use and providing solutions that are easy to
compare and interpret. However, they highly rely upon the user prior experience
for specifyiug the number of active regions, whereas the more recent distributed
methods do not require such a hard prior [71. The latter type of approach indeed
consists of displaying a large amount of fixed dipoles ah over the cortical surface.
$uch a model is usually based upon each subject segmented structural MRI, hence
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making MEG/EEG much doser to a true imaging technique. A dense enough
cortical description enables one to derive an estimate of the spatial extension
of each activated area. However, when using distributeci methods, the inverse
problem becomes highly degenerated because of the huge number of unknown
parameters (the dipole moments). External quantitative priors are lleecled to
clerive a unique and realistic inverse solution. Most of the existing distributed
solutions differ according to the type of constraints they incorporate. Various
constraints such as anatomical, physiological, mathematical and functional prior
knowledge have been yet considered [2,6, 9, 10, 12, 191. One of the most popular
distributed appraoch is the Low Resolution Tomography Algorithm (LORETA)
also refered to as the smoothest inverse solution [18] (sec section 5.1.2).
In this paper we introduce a new methodological framework which somehow
conciliates one type of inverse approach with the other. Through the use of
a flexible alld realistic distributed representation of the solution space, this new
approach combines the advantage of a realistic and flexible model with the notion
of region of activation represented by a common reduced set of parameters, as
achieved by ECD models.
5.1.2. Notations and classical inverse solutions
Considering a distributed source model made of n dipoles of flxed location
and orientation (perpendicular to the cortical surface [7]), the generative model
for a single time sample of MEG data is given by the linear system
M=GQ+E, (5.1)
where M indicates the observation random variable vector on the d sensors, Q
the multivariate random variable made of the n dipole amplitudes and € an ad
ditive measurement noise which is usually described by a zero-mean Gaussian
independent and identically distributed (i.i.d.) process. The d x n G matrix is
known as the lead-fleld operator which embodies the physical link between each
dipole intensity (Q) and the observed magnetic flelds (M). It is estimated by
solving the Maxwell’s equations of electromagnetism using a particular model of
the physical and geometrical properties of the head tissues [16].
Localizing the brain sources of MEG activity using a distributed model then
consists of estimating Q by inverting equation (5.1). Because of the large number
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of needed dipoles compared to the number of sensors (a few thousand verus a few
hundred), this system is highly under-determined. It is moreover instable due to
the noise that corrupts the data. Therefore regularization is needed to derive a
unique and stable solution. A regularized solution is the only source parameter
distribution that satisfies a given trade-off between the goodness of the data fit
and an external prior or regularization terrn.
The goodness of the data fit can be expressed as a strict data attachment
constraint so that the ensemble Cm of the putative solutions q is defined by
Cmrr{q s.t. Gqrrrm},
where m is the given realization of the observation variable.
A more general and relaxed constraint may be considered through the allow
ance of a maximum variance 6 50 that
Cm,{q s.t. Gq—m2<6}.
Then, in principle, if a solution does exist, one can use the Penrose pseudo-inverse
operator G+ of G in order to compute the solution q* = G+m 0f Cm, when 6 —* O.
G verifies G GG G and is given by
G = 11m Gt (G Gt + M)’, (5.2)
where indicates the d x d identity matrix.
In practice, such an exact solution is highly unstable and not even computable
because of the ill-conditioned matrix to be inverted. In addition to the goodness
ot data fit constraint, a regularization criterion U(q) has to be considered so that
qt
= argmin U(q). Any regularized inverse approach is then characterized by the
type of prior knowledge or particular hypotheses expressed through the choice of
U (q).
As a simple example, the classical Minimum Norm criterion defines U(q)
so that q*
= GNm and
GN = Gt (G Gt + ,U)’, (5.3)
). being set to a finite and strictly positive value.
LORETA, another well-known regularization approach, enforces a quadratic
smoothness constraint between neighbouring sources in space. The corresponding
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criterion is giveil by
U(q) = qtWq (5.4)
where T1 inclicates the spatial laplacian. The optimal solution q*
= Gt0m is
easely computed since
Gt (G 1V1 Gt + (5.5)
The regularization parameter or hyperparameter ) tunes the relative weight of
the two constraints: the goodlless of the data fit (q* Cm,6) and the smoothness
prior (U(q*) O).
5.1.3. The entropie inference
Iii [Ï], the authors revisited the probabilistic approach based on the Max
imum Entropy on the Mean (MEM) priilciple, early introduced by Clarke anci
Janday in the context of the biomagnetic inverse problem [5]. Apart from provid
ing a promising alternative framework to the well-known bayesian probabilistic
methodology, this recent approach also proposes a improvement to the tradi
tional distributed source model. By introducing the notioll of region of activation
whose parameteres are entered in the model as hidden variables, the dimension
of the problem is reduced and so is the number of parameters to be estimated.
However, the crucial point then lies in the defiuition of such regions. As a first
step and because this previous paper was mainly dedicated to the presentation of
the new methodological framework, regious of activation were arbitrarily defined,
both in terms of location and spatial extension. In the present paper, we address
this critical issue and propose to fllrther improve the MEM-based inverse recon
struction by following a empirical Bayes-like approach and use the data itself to
drive a cortex parcelling into anatomically and functionally coherent regions. We
therefore apply the IViultivariate Source Prelocalization (MSP), which also allows
to set some activation parameters associated with each cortical parcel.
This paper is orgauized as follows. Section 5.2.1 is divided into two parts.
first part is devoted to the general MEM principle and its application to the
MEG inverse problem. In the second part, the data-driven clustering (DDC)
method is introduced. The proposed methodology has been evaluated on MEG
simulated data according to the procedure described in section 5.3.1. The results
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are presented in section 5.4 and both the new inverse approach and its perform
ances are discussed in the last section.
5.2. METHOD
5.2.1. Maximum entropy on the mean
5.2.1.1. The qenerat pTrnczpÏe
Let us consider the following compact form of data generative model (5.1),
[G] [] =M. (5.6)
The random multivariables [Q, can be described by their joint probability
density dP(q, e). Now, under the reasonable assumption that the noise and the
signal due to the cortical sources are statistically independent, this density can
5e factorized as the product of its marginals dP(q) dv(e). Averaging equation
(5.6) over UP leads to
GEp(Q) m (5.7)
where Ep(Q) indicates the expectation of Q and m the expected observation.
In practice, m is approximated by the evoked magnetic response which cor
responds to the averaged observation over a large number of repetition of the
same task or stimulation. Then, as shown in [11, the MEM formalism is suit
able for solving the MEG inverse problem stated as follows: what is the optimal
probability density dP on the sources so that (5.7) is satisfied?
Although it is not explicitely modeled in equation (5.7), it is worth noticing
that the MEM approach implicitly accounts for the noise through the joint proS
ability density dP. Noise is taken into account in the regularization process as a
second order statistical contribution.
Using MEM formalism, the ensemble Cm of ah the probability distributions
that satisfy (5.7) is given by
Cm {dP(q, e) = f(q, e) dPref(q) dv(e) s.t. G Ep(Q) = m}
where the source probabihity density dP is related to a reference or prior probab
ility distribution dPref(q) through the function f(q, e). As in any regularization
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approach, dPref(q) embodies ail the prior kuowiedge on the source distribution.
It corresponds to the prior prohabilitv distribution in a Bayesian formalism [2].
However, contrary to a classical regularization scheme, tue MEM approach first
recyuires from the source distribution to match the prior probability law best,
under the secondary constraint of fitting the observeci data. This reference prob
abiiity distribution is thus ail the more essential. k clefines the initial model to
start with in order to fit the data.
As in an empiricai Bayes framework, a significallt contribution of the present
work consists of using the data to infer some properties of the refereilce probability
law.
Given dPref(q), the MEM solution dP of the inverse probiem is obtained by
solving the following optimization problem
= aigmin )C(dP.dPrefdv), (5.8)
dPECm
where ,C(dP, dPref dv) indicates the Kullback’s information divergence and piays
the role of a pseudo-distance (or cost function) to be minimized between the
reference iaw dPref dv and any dP of Cm. It is defined by
(dP, dPref dv)
= f log (5.9)
= f f(q, e) log f(q, e) dPref(q) dv(e),
Solvillg (5.8) then amollnts to maximize the Shanilon entropy S = —1C(dP, dPref dv)
llnder some constraint [llj. The optimal solution beillg of the form dP* dv, the
source estimate is finally given by
q* Ep*(Q). (5.10)
This solution expiains the data in average and maximizes the information car
ried by the underiying probability density. One should furthermore emphasize
that dPref corresponds to the zero-entropv solution. As mentionned previously,
it may be considered as a prior density but, in general, it expresses some initial
assumption that may be modified through the MEM iterative scheme (see equa.
tion (5.11) below). It is therefore natural to sornehow exploit the data in order
to define Pref.
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5.2.1.2. The dnatfonwaÏation
The “Primal formulation” of the IVIEM presented in the previous section can
be made computationaly more attractive by considering its “Dual formulation”.
Indeed, it can be shown 1111 that the solution of equation (5.8) is the unique
probability distribution in the exponential family of the reference law defined by
dP*(q e) = exp (À*tGq — F*(GtÀ* À*)) dPref(q) dt(e), (5.11)
where À indicates the transpose of the d-dimensional Lagrange multiplier vector
À* and F* the “10g-partition function” also known as the “free energy” associated
with the joint reference distribution
F*() logfexp( q+t e) dPref(q) dv(e) = F)+ , (5.12)
In (5.12), the last equality has been derived assuming that the noise is Gaussian
and i.i.U. (e ‘—i .Af(0, 2) F is the free energy associated with the sources
F) logfexp(t q) dPref(q). (5.13)
Note that it only depends upon the reference distribution.
As a standard resuit in MEM, it can be shown that (5.11) solves the equation
(5.8) if and only if ÀK maxirnizes the dual strictly concave criterion D(À) =
m — F*(GtÀ, À), i.e.
= argmax ( m — F(GtÀ) — À) (5.14)
This is the essence of the dual formulation from which the “primal” solution q*
given by (5.10) can now be expressed as
q* VF,()jctÀ. (5.15)
Consequently, within the MEM framework, the solution of an inverse problem
can be achieved using a classicaÏ optiinization algorithm.
Indeecl, the dual criterion D(À) is aiways strictly concave and leads to a unique
maximum À* [111. furthermore, the optimization problem, as stated bv equation
(5.14)) is being solved in the d-dimensional sensor space and does not depend on
the number of dipoles in the model. This makes the 1VIEM approach particularly
suitable for solving the MEG inverse problem in a distributed model framework.
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5.2.1.3. The refeTence probabitity Ïaw
As in ji], we here define the notion of region of activation by considering that
the cortical surface is divided into K parcels. Each parcel is made of one or
several neighbollring dipoles of the distributed model that are expected to have
a common functional behaviour. The activation state of a g’iven parcel k is then
defined by a binary hidden random variable 3k• $k O (the zero-state) telis the
absence of an active dipole in parcel k whereas 3k = 1 (the active-state) indicates
that at least one dipole is active in the parcel. According to this hidden-state
model, any reference probability distribution on the sources can 5e expressed as
a mixture so that
dPref(q) = dPre(q, S) rrref(S) dPref(q$), (5.16)
{S} {S}
where {S} = {$, $2,. . . , $} indicates ail the possible states of the hidden vari
able and 7Tref(S) is a joint probability distribution that incorporates the correla
tions between ail the various parcel states.
To fully characterize the reference probability law, we need to explicit both
dPref(q$) and lrref(S), for each state of the hidden variable. We therefore assume
that
• the activation state of region k only depends on the local state variable
$k (so-called Markov hypothesis) which leads to
dPref(qS)
= II dPref(qk$k),
where q represents the intensities of the dipoles in parcel k;
• the activation of the different regions are statistically independent, such
that
nref($) re(5).
Denoting k = 7Fref(Sk = 1), these assumptions produce the following rewrit
ting of mixture model (5.16)
dPref(q)
= fl [(1 — k) dPref(q$k = O) +k dPref(qS = 1)]. (5.17)
98
The conditional laws in (5.17) now remained to be specified. We therefore
consider the two following probability distributions for respectively defining the
zero and the active states:
• the absence of activation ($k = O) is described by “suent dipoles” and the
corresponding local conditional law is modeled by a Delta function ((x)
is nuil everywhere except at O where 5(O) = oo) such that
dPref(qk$k O) t5(qk) dq.
• the active-state ($k = 1) is described by a local spatial normal distribution
of mean ,u,, and covariance Z,
dPref(qkSk = 1) N([Lk, Zk).
According to those definitions, we end up with the following and fully para
metrized model of the reference porbability distribution
clPref(q)
= fl { (1 — k)(qk) +
exp
—(qk — /1k) , (q — [‘k) dqk,
(27r)Det(Zk) L )
(5.18)
where rik is the number of dipoles in parcel k.
This leads to the following and easily computable form of the free energy (see
equation (5.13))
F(G’À) = log [(1
— ) + exp[F(GÀ)j] , (5.19)
where Gk is the d X k lead-field matrix restricted to parcel k and f is the prior
free energy of parcel k, given by
F(G’À) log f exp(ÀtGk q) dPref(qk$ 1)
1
(5.20)
= À’GkkGÀ+/1kG À.
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5.2.1.4. The atgorithmic procedures
The reference probability distribution being of the form (5.1$) and fully defined
by the initial parameters {o, [‘k, Zk}k=1,...I (see sections 5.2.1.3 and 5.2.2.3), we
hereafter describe the two differellt algorithmic procedures that may be used to
solve the MEG inverse problem using the MEM formalism. Our Maximum En
tropy basecl approach amounts to solve equatioll (5.14) using equations (5.19) and
(5.20). Then, given the optimal value À* and using equation (5.15), we derive
the following source intensity estimate
*_ * *Ç fft * 9
where
*
—
_______________________
(9
— * t * ‘Ck + (1 — c) exp[—Fk (GkÀ )]
/4 (5.23)
Note that equation (5.21) clearly illustrates the 2-levels multiresolution scheme of
the model. Illdeed, first term /4 describes the parcel intensity, which is commo
to each dipole of the parcel, whereas the second term, which depends on
enables the solutioll to differentiate the dipole activities within a parcel.
In [11, the authors proposed an iterative computation scheme for solving equa
tion (5.21). It consists of updating the parameters of the reference probability
law accordillg to (5.22). Denoted by MEMiter1, this algorithm depends on initial
parameter values (see section 5.2.2.3) which are then modified as follows
f (t) (1+1)
_ _ _ _ _ ______________________________
i (t (t) * * 7I k + (1_ok ) exp[—Fk (CkÀ (t))]
MEIVIiter1 : —* (5.24)
t ‘ 1+1) =
where (t) indicates the iteration index and X corresponds to the current solu
tion of (5.14) given the parameters {ci2, [‘2 Zk = u]I}k=1,...K. This algorithm
updates the hidden state probability while keeping constant the conditional prob
ability that drives the source intensities.
As an alterilative solution, we here propose a second algorithm MEIVIiter2
which proceeds the other way aroulld. Contrary to MEMiter1, this new approach
iteratively updates the reference law using the mean of the previously estimated
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conditional reference probabilty, while maintaining a constant balance mixture of
zero and active states
t (t) 1 (t+1)
I k 2 — 2’
MElVIiter9 —* (5.25)
(t) (1+1)
—
+ cr gÀ)
k
— 1 + exp[_F(GÀ*(j))1
where indicates the averaged forward-fleld of parcel k
(5.26)
k i E Parcel k
gj indicating clipole j forward-field (the jth column of G).
In (5.25), the mean 41) of the reference probability associated with parcel
k is set equal to averaged intensity estimated from the previous iteration, i.e.
(1+1) (1+1) *(l) * . .
k Ik = (Zk )/flk where q is given by (5.b). We thus assume that,
within a parcel, the dipole amplitudes are i.i.d (see section 5.2.2.3). Compare
to JVIEMitery, IVIEMiter2 exploits the successives entropic estimates in order to
iteratively optimize the reference probability distribution.
In both cases the iterative process ends when convergence is achieved.
5.2.2. Data-driven cortex parcelling
Solving the MEG inverse problem using the MEM appraoch as described in
section 5.2.1 requires both the definition of K cortical regiolls or parcels of ac
tivation associated with the hidden state variable $ and the initialization of the
(o) (o)parameters {ck /k }k=1,...K that characterize the local prior or reference prob
ability law. As this initial step is crucial for the convergence of the algorithm
towards a stable and realistic solution, a natural way and an essential contribu
tion of the present work consists in developing a data-driven cortex parcelling
and initialization procedure. In the spirit of an empirical bayesian approach,
the data are used in order to derive both the parcels and some prior informa
tion to be incorporated in the reference probability distribution. We therefore
exploit the recently proposed Multivariate Source Prelocalization (MSP) to es
timate probability-like coefficient of activation associated with each dipole of the
distributed cortical model [14, 151.
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5.2.2.1. The muttivariate source pretocatization
Let us consider the following question: is it possible to sort the dipoles of the
distributed moclel according to their contribution to the data, assuming that they
are indeed actives? In other word, is it possible to estimate their relative influence
for explaining the data, irrespective of their own, truc and absolute quantitative
contribution?
The recelltly developeci Multivariate Source Prelocalization (IVISP) enables
one to address this issue. By comparing the normalized dipole lead-flelds or scalp
contributions to the effective measured fleld topographies, MSP does not aim
at solving the inverse problem but focusses on the sole localization ambiguity
associated with it. This quantitative and multivariate comparison leads to an
estimate of cadi dipole contribution to tic data, which can directly be used
to define and weight the activation region of the MEM based model. We here
implemented tic simplest version of the MSP approach described hereafter.
Considering a full cortical distributed model with n » U, one can reasonably
assume that the source space has enough degrees of freedom to fully explain the
measured data including noise. Any observation m thus belongs to tic space
spanned by the forward-fleld matrix G. Then, by projecting each dipole forward
field g onto the ray-space spanned by m, one allows to compute tic normalized
contribution a of each distributed source j to the data
9 2Pm = a (5.27)
where
Pm m(mtm)_lmt (5.28)
projects the source onto tic data space. The dipoles can then be sorted and
selected according to the estimated activation coefficients a. Given a low p-value
(say p = 0.1), the corresponding threshold a can be derived such that
P(a < a dipole i is active) p.
Given a, any dipole i that do not satisify a > a is removed from the model,
unless it belongs to tic close neighbouriood of a selected dipole. A neighbourhood
is being defined by a parcel according to tic data-driven process described in the
next paragraph.
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5.2.2.2. The data- driven cÏ’ustering
Cortical parcels are needecl for the MEM based reconstruction and the op
timal use of the hidden state variables. A natural way of building such parcels is
by clustering the dipoles of the distrihuteci model according to some atiatomical
as well as functional criteria. This guarantees a clear correspondance between the
two resolution levels of the model, the parcels and the dipoles. Furtherrnore, it
should lead to an optimal anatomo-functional description of the solution space.
\Ve therefore use the aformentioned activation coefficients (resp. the cortical dis
tance between sources) in order to enforce functional (resp. anatornical) coherence
within parcel. Since the activation coefficients are estimated from the data by
MSP, this parcelling approach of the cortical surface is refered to as a data-driven
clustering (DDC).
Let us denote by C the group of remaining dipoles after having perforined the
MSP and associated selection procedure. As a starting point for the proposed
iterative DDC, each dipole of C defines an initial and single cluster. Each dipole
i is successively consiclered, in the decreasing order of its activation coefficient
a, and defines a seed of a new cluster into which the neighbouring dipoles are
integrated. Any surrounding dipole is being corisidered as a neighbour as soon as
its distance to the dipole seed is inferior to a given limit D. Neighbouring dipoles
that do not belong to the initial selected subset C rnight be incorporated in the
cluster and thus in the model. However, if a surrounding dipole already belongs to
a cluster that contains more than one dipole, it is not considered for incorporation
into another cluster. This prevents for overlaping parcels. DDC is complete when
ah the dipoles of C have been considered as cluster seeds. Figure 5.1 illustrates
this DDC process.
Nevertheless, some clusters might only contain one or two dipoles. Those few
clusters are agregated with the closest neighbouring cluster. Such a procedure can
be seen as a simple srnoothing or spatial regularization procedure. Note finally
that the limit distance D is an hyperparameter of this approach whose influence
is illustrated in section 5.3. This parameter D is the resolution scale.
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FIGURE 5.1. Iflllstration of the clustering process. The top left
image contains the initial set of dipoles. The fihled circles are in S
and are ordered with their a. The top-right image shows the first
constructed region. The following images illustrate the construction
of the three other regions. Image (f) shows the aggregation process
and the final situation with 4 regions together with the initial k’S
as discussed in section 5.2.2.3. There remains one dipole which does
not belong to any region.
5.2.2.3. The initiatization of the parcet parameters
Each parcel k is characterizeci by three pararneters: the mixture parameter
or probability ck of being active and the mean t’k and the variance k of the
gaussian law that defines the reference probability distribution within the parcel.
fa) (b)
(t)
—
\‘Ve here consider two types of initialization for parameter c:
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• a non-informative initiaÏization where k is set equal to 1/2 (sec the de
scription of the MEMiter2 algorithm in section 5.2.1.4). This initialization
will be aiways considered when not performing the DDC beforehand.
• an informative initiatization which uses the MSP derived information anci
sets ck equal to the the ratio of the number of selected dipoles by the
number of dipoles in parcel k. This initialization will be used when having
previously performed the DDC.
In orcler to initialize the reference probability distribution within parcel k, we
compute the matrix which columns are the averaged forward-field within
the parce! k and then derive the corresponcling pseudo-inverse solution such that
where denotes the pseudo-inverse of as given by equation (5.3))
and , is the vector constructed with the ,tt. This procedure amounts to introduce,
as an initial local prior, the estimate of the amplitude of a virtual ECD associated
with parce! k and whose foward-field is given by the average foward-field over
the parcel.
Finally, we set Zk = u 1f, with a 10_2ti, so that the dipoles of parcel k are
i.i.d.
5.3. APPLICATION
5.3.1. The MEG data simulation
$ince the MEG sources are widely believed to be restricted to the pyramidal
neuron ceils of the cortical strip [17], a common approach within the distributed
model framework consists in constraining the dipoles to be distributed onto the
cortical surface extracted from a structural MRI [7]. After the segmentation ofthe
MRI volume, dipoles are typically located at each node of a triangular mesh of the
white/grey matter interface [13]. furthermore, since the apical dendrites of these
cortical neurons are organized perpendicularly to the surface, the corresponding
dipoles are also constrained to have this particular orientation.
In order to simulate MEG data, a 3D high resolution (voxel size: 0.9375 mm
x 0.9375 mm x 1.5 mm) MRI volume from a healthy volunteer was segmented.
The boundary between white and grey matter was approximated with small tri
angles whose vertices provided 7,000 dipole positions uniformly spread ah over
the cortex. The spatial resolution vas high enough to well describe the cortical
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topology, si;ce the mean space between two neighbouring dipoles was iess than
5 mm.
We caicuiated the forward operator G corresponding to this ciipole mesh.
Since head tissues are non-magnetic, estimating niatrix G hy solving the elec
tromagnetic equations cloes not require a precise description of the geometrical
and physical properties of the head. We therefore simply designed a single sheil
sphericai head model, which allowed us to calculate a analytical solution of the
equations of magnetic fleid propagation [201.
MEG data were simulated over 150 sensors umformiy spread ail around the
head, hy artificiaily activating two simultaneous extended sources with respect
ively a positive and negative intenSity.
For the source configuration chosen, R 10 distributions of intensities (q.)
were simulated driven by a gaussian random process whose mean was set to +1,
depending on the poiarity of the simulated source. The data were then produced
by convolving these single time point intensities with the forward matrix. Each
corresponding single-trial sirnulated observation rnr was corrupted b noise so
that mr Gq + prj, where N(0, 1) and p indicates the noise intensity. p
was set such that two signal to noise ratios (SNR) were considered: SNR oc
(no noise) and SNR 20 dB. Finally, two quantities were compllted from these
simulated single-trial data and use in the reconstruction process:
• the evoked or averaged observation m
- .
m- to be entered in the
reconstruction process (see equation (5.14)),
• the noise variance u2 r(mr — m)2 (sec equation (5.14)).
Appiied on the averaged observation m, the two proposed iterative algorithms
(see section 5.2.1.4) were compared to a LORETA-like solution and (see sec
tion 5.1) and to a non-iterative MEIvI using an arbitrary non data-driven dus
tering (see figure 5.2(b)) and evaluated using the evaluation criteria described in
the following paragraph.
LORETA was applied with the data-driven clustering. The parcels were
present in the laplacian operator W in equation (5.5) by enforcing the dipoles
within a parcel to be correlated.
Finally, whatever the approach, the solution space was restricted to parcels k
such that c. 0.
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5.3.2. The evaluation criteria
We here use three different quantitative criteria to evaluate the inverse source
estimates. The two first quantities are classical criteria auJ aims at respectively
evaluating the Mean Square Error (MSE) between the true source amplitudes and
the estimated ones and the Data Fit Error (DfE) which measures the residuals
between the truc simulated data and the data part explained by the reconstructed
sources. These two criteria are defined as follows and expressed in clecibel (dB):
MSE = —lOlog
(q*
— q2 (5.29)
\ HciH )
DFE —lOlog
— G*H2)
(5.30)
where q* is the estimated amplitude distribution and qf is the truc one used to
generate the MEG data.
We finally introduce the use of the Receiver Operating Characteristics (ROC)
analysis to evaluate the source detection ability of an inverse approache. ROC
analysis have been extensively used for nuclear medicine applications and consist
of displaying the truc positive rate (sensitivity) as a function of the false positive
rate (1 - specificity). Each point of the ROC curve corresponds to a particular
thershold value on the estimated amplitude distribution. To complete the ROC
curve, the minimum threshold (no threshold) as well as the maximum threshold
(no remaining active source) have to be considered. Then, the area under the
curve (AUC) indicates the probability that the considered inverse method would
correctly distinguish an active dipole from a non-active one [8j.
In practice, since the number of active dipoles is much smaller than the number
of non-active ones and in order to compute an unbiased estimate of the sensitivity
and the specificity, we randomly select a.s much non-active dipoles as active ones
in order to perform a fair ROC analysis.
Note that this criterion complements the two others si;ice it evaluates the
detection power of the inverse method but not its estimation performance. Indeed,
only the energy but the polarity of the source is taken into account.
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5.4. RESULTS
Figure 5.2 illustrates the data-driven clustering. Que should qualitatively
emphasize that the obtained parcels are homogeneous in size. Moreover, quite
a lot of dipoles have been rejected so that two main cortical areas remain in
the model. Note that each of these two areas encoinpasses one of the two true
simulated sources. At that stage, the DDC enabled us to restrict the dimension
of the problem by focussing on large brain cortical regions that are most likely to
be activated. These large areas are furthermore spiit into functionally coherent
parcels as shown in the MSP map. The DDC appears no to 5e much affecteci by
noise.
Qn figure 5.3, the initial cvk and [‘k values computed from the DDC anci MSP
procedure (sec section 5.2.2.3) are displayed over the cortical surface. The truc
active regions do correspond to high estimated values of ûk, inclicating a high
probability of being activated. However, these -maps do exhibit other high
probable active regions that do not contrihute to the data. These false positive
sources will have to be removed hy the iterative MEM procedure. Regarding the
initia.l estirnate of the mean amplitude [‘k of cadi parce! k, the first criterion relates
to the polarity of the intensity. Indeed, this polarity remains the same during
the IVIEM iterative process and cannot 5e corrected. Figure 5.3 shows that the
polarity of the sources lias been correctly estimated, except for tic highest value
of tic clustering hyperparameter (D = 15 mm). This might refiect a limitation of
the approximated averaged forward model. Indeed, tic larger the parcel, tic less
realistic our approximation of an averaged forward-field for explaining tic wiole
contribution of tic parce!. D = 15 mm may thus indicate an upper limit for tic
parce! size one should consider.
Figure 5.4 shows the non-iterative MEM estimations using different values of
D. vVhatever this value, the truc active sources aiways belong to the final set of
reconstructed regions. However, ail solutions do also find false positive sources
that differ according to tic value of the clustering hyperparameter. Tus resuit
argues in favour of considering several hyperparameter values and then taking
tic averaged solution. Tus shou!d boti reduce tic dependency on a. single value
of tic hyperparameter and increase tic specificity of tic source reconstruction.
Suci an averaging procedure is illustrated on figure 5.5 where eleven source re
constructions were performed for cadi hyperparameter value between D = 5 mm
t :‘
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fIGuRE 5.2. (a): Activation of the phantom on the cortex surface.
The red dipoles are positive and the blue 011es are negative. (b):
The set of regions we use in the shnulations for the reconstruction
without the data-driven clustering. The regions are the conllected
sets of the same color. (c) and (d): Examples of data-driven cluster
ing with the two different sets of data used iII these simulations for
a characteristic scale of D = 10 mm. The big white region coiltains
the dipoles that don’t belong to any regloil. The active regiolls are
the connected sets of the same color. The data lias been generated
with the activity of the phantom. (c): There were no added noise.
The clustering in the bottom images (d) lias been created with 20
dB noisy data. (e): The MSP map (a hi equation (5.27)). The
color legend corresponds to the coÏor for the MSP map image. Two
cortices on the same row are just two views of the sanie thing.
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FIGURE 5.3. Image of the initial G’k for ail t.he regions with shades
of gray. The darker is the region, the greater is c. The first row
ta) shows the a’k the srnallest reconstruction scale (5 mm). The
second row (b) with a greater reconstruction scale (10 mm). And
the third row (c), the largest reconstruction scale (15 mm). For the
left images, the white means c, = O and black a’k = Ï. For the
right images, the intensities displayed are between -1 and +1. The
cold colors (royal to light blue) are for intensities lower than O and
the hot colors (yellow to red) are for intensities greater than 0.
and D = 15 mm. Most of the false positive sources are indeed removed by this
filtering. The best qualitative reconstruction is given by the MEMiter2 algorithm
when coupled with the DDC procedure. It minimizes the number of false positive
sources and is the oni solution that reconstruct the negative simulated source.
On figure 5.5, one can furthermore compare the iterative and non-iterative
MEM solutions, either when initialized with DDC or with a non data-driven
clustering In the latter case, the extension of the active sources is hardly
estimated and much more false positive sources were reconstructed. Note that
these solutions based upon an arbitrary clustering did flot benefit from a dipole
selectioii. finally, the LORETA-like approach applied on the noisy data and
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together with the DDC does not produce a focal solution and moreover mislocate
the maxima of the activity. This solution seems to be more sensitive to noise
than the MEM ones. Note that the MEM approaches already implicitly include
a sort of smoothing (LORETA-like) prior through tue use of parcels but then
use a more general and flexible criterion such that more focal solutions can be
obtained.
The same conclusions can 5e drawu from the quantitative evaluation of the
same inverse solutions. Table 5.1 gives the evaluation criterion values for each
of the algorithm, when considering either non-noisy or noisy data. IVIEMiter2
appears to give the best resuits, although it leads to a small MSE value with
non-noisy data. This small value indicates a large error in the estimation of the
source amplitude distribution. This is due to the fact that, when dealing with
non-noisy data, the MEM approach hardly tolerates any departure from the data
fit (as supported by the DFE criterion value). Then, if the model does not fit the
data perfectly, MEM will tend to compensate this departure by overestirnating
the source amplitudes. On noisy data, such a departure is tolerated and this
behaviour is no more observed.
5.5. DISCUSSION
In this paper, we further investigated and assessed the useflllness of the Max
imum Entropy on the Mean (MEM) principle for regularizing and solving the
MEG inverse problem. The proposed framework is a general probabilistic ap
proach which proved suitable for the introduction of needed multiple prior know
ledge on the solution. These constraints can be specified in a flexible way since
their nature and form may 5e of all kind, providing that they can 5e expressed
in terms of probability distribution. The influence of these prior is furthermore
locally and softly controlled, thanks to the definition of regions of activation and
associated hidden variables. Note also that, becailse of the convenient dual for
mulation of the regularization criterion, the iterative computational process only
deals with low dimension variables, in sensor space.
However, the most important contribution of this paper lies in the proposed
data-driven clustering (DDC). Based on the Multivariate Source Prelocalization,
the DDC allows to define anatomicaly and functionaly coherent regions and
provides initial estimates of the prior probability distribution parameters. All
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t
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FIGURE 5.5. Resuits of the reconstruction for the methods dis
cussed in this paper with 20 dB noisy data. ta) is the phantom as
in figure 5.2 for easy comparisons. (b) is the resuits with LORETA
and DDC. (cl) is non-iterative MEM without DDC. (c2) is non
iterative MEM with DDC. (dl) is MEMiter1 without DDC. (d2)
is IVIEIVIiter1 with DDC. (cl) is IVIEIVIiter2 without DDC. (e2) is
MEMiter2 with DDC. The colour legend is the same as in the pre
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No noise in data:
IViethoci DDC
MEM no 2.0 13.6 0.74
yes 1.7 28.9 0.74
IVIEMiter1 no -29.0 8.2 0.65
yes -1.6 39.0 0.73
MEMiter2 no -0.8 40.2 0.73
ves -10.5 44.7 0.74
loreta yes -0.5 0.5 0.65
20 dB noise in data:
Method
I
oc
MEM no 0.2 16.6 0.74
yes 0.4 17.3 0.73
MEMiter1 no -1.7 10.4 0.61
yes 0.8 18.7 0.69
MEMiter2 iio -0.1 17.7 0.74
yes 1.7 20.0 0.74
loreta yes -28.8 -23.7 0.655
TABLE 5.1. Resuits of the reconstruction for non-iterative (non
iter), iterative MEM (iteri, iter2) alld LORETA for noll-noisy and
noisy (20 dB) MEG data. The acronym DDC stands for data-driven
clustering.
the particularity alld the efficiency of the IVIEM based inverse approach relies
upon the definition of such regions. Using the data and a distributed source
model of the cortex is a natural way of providing such a model and DDC appears
to be particularly useful for improving the IVIEM reconstruction.
But more generally, the DDC coupled with the MEM approach fits into an
overail tendency in the recellt litterature to improve the now traditional distrib
uted model, both in terms of tractability and efficiency [14,22]. Indeed, parcelling
out the cortex ellables one to link neighbouring dipoles according to their func
tional properties, hence reducing the number of unknown parameters to be estim
ated. This type of approach tends to fil the gap between ECD and distributed
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inverse methods. Each hidden variable estimated by the MEM characterizes a
whole cortical region as if modeled by a single ECD. The prior amplitude of each
parcel source was here initialy calculateci using an average forward field which
may be seen as an ECD contribution to the data. On the other hand, our ap
proach enables the user to deal with a lot more region than usual ECD methods
allows to and stiil provides an estimate of the source anatornical extension.
$uch hybrid methods that attempt to conciliate the advantages of comple
mentary models, deserve to be further developed since they might provide per
formant alternative solutions that are easy to perform and interpret. The DDC
approach coulci be coupled with any clistributed inverse method. However, the
proposed MEM framework is particularly suitable for dealing with cortical parcels
and proved here to be further improved by such a coupling. These performance
now need to be extensively evaluated, both in space and time, which will be
addressed in a subsequent paper. Finally, DDC interestingly illustrates another
aspect of the usefulness of the Multivariate Source Prelocalization approach.
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Chapitre 6
RECONSTRUCTION SPATIO-TEMPORELLE
Troisième article
Cet article inclus dans cette thèse a été soumis à la revue IEEE Transactions
on Biomedical Engilleerillg le 20 juin 2004 [27].
La précision temporelle est le principal intérêt de la IVIEG face aux autres mé
thodes d’imagerie plus populaires comme l’IRMf ou la PET qui ont, par contre,
l’avantage de disposer d’une énorme quailtité de données permettant une excel
lente résolution spatiale. Toutefois, leur précision temporelle n’étant pas aussi
bonile, il n’est pas possible de sonder l’activité du cerveau aux échelles tempo
relles de l’activité cérébrale comme le permettent la MEG et l’EEG.
Dans nos précédents travaux, seule une régularisation spatiale était pratiquée.
Même si nos méthodes extraient beaucoup d’information spatiale des données
MEG, seule une méthode intégrant l’information temporelle permettra d’identifier
le moment et l’endroit des étapes du traitement de l’information du cerveau.
Dans ce chapitre, nous traitons de la régularisation spatio-temporelle dont
la difficulté principale est d’intégrer les corrélations temporelles offertes par les
données MEG dans un modèle spatial. Avec notre formalisme, cela correspond à
spécifier une loi de référence qui inclut ces corrélations.
Pliltôt qe d’intégrer directement les corrélations temporelles dans la loi de
référence, nous allons spécifier les hyperparamètres de la loi pour inférer des
corrélations entre les solutiolls à différents temps. Comme nous l’avons fait au
chapitre précédent, nous présentons une méthode de parcellisation du cortex.
Cette méthode utilise la M$P et les données MEG pour donner un ensemble de
régions d’activation valides sur toute la fellêtre temporelle coilsidérée. Avec ces
régiolls, on estime les hyperparamètres
€k et [Lj, de maiiière analogue à ce qui est
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fait dans le chapitre 5 sauf qu’un lissage temporel est appliqué pour éviter que la
solution soit discontinue dans le temps.
Après la présentation de la méthodologie, nous applicjuons ces méthodes à des
données MEG simulées et nous les comparons avec deux autres versions du ME1’vI
non “temporalisées” pour mettre en évidence le travail fait par la régularisation
temporelle.
Ensuite, la méthode est appliquée à des données MEG prises lors d’ulle expé
rience somato-sensorielle qui consistait à donner de légères décharges électriques
sur chacun des doigts d’un sujet et à mesurer les champs magnétiques produits
par l’activation cérébrale. Nous verrons que nos résultats concordent avec les
connaissances ;ieurophysiologiques.
Le principal avantage du formalisme présenté dans ce chapitre est le peu
dinformation a priori introduite clans le modèle. La seule hypothèse sur les sources
étant que les dipôles sont regroupés en régions, que leurs activations sont corrélées
et que ces propriétés sont constantes dans le temps. On estime ensuite les régions
et les autres hyperpararnètres de la loi de référence. Le MEM devient, alors une
méthode puissante pour régulariser le problème inverse en MEG.
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$patio-temporal biomagnetic source
reconstruction
with maximum entropy
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Abstract
In [1, 8], some work lias been done to spatiaily regularize
the magnetoencephalographic inverse problem using the max
imum entropy on the mean method. A parcelling method was
presented and a method of inference for a reference meas
ure was developped. In this work, we extend it to a spatio
temporal regularization applied to time signais coming from
magnetoencephalography (MEG) taking this way full of the
great time resolution offered by MEG signais. It consists in
integrating information coming from a large window of time
samples giving better statistics to infer from. We demonstrate
the effectiveness of the method by simulations and also with
real MEG data coming from somatosensory experiments.
Keywords: Magnetoencephalography, Maximum Entropy on the
Mean, Parcelling, Inverse Problems, Regions of Activation, Brain
Imaging, Spatio-Temporal Regularization, Muitivariate Source Pre
selection.
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6.1. INTRODUCTION
Magnetoencephalography (MEG) consists in measuring the magnetic field cre
ated by electric currents flowing in neurons to detect the presence of cerebral activ
ation. The great advantage of MEG over other functional brain imaging methods
is its time accuracy. For example, functional magnetic resonnance imaging have
a time resolution one second at best since it relies on the hemodynamic response
of neuronal activation. On its side, MEG measures the magnetic fields directly
generated by the neural electric currents which are propagated instantaneously
through the brain tissues yielding signals with strong time correlations. The time
resolution is thus only limited by the sampling rate. However, they cannot give
unequivocally the exact location anci the number of neural areas giving Tise to
the observed electromagnetic fieid: computation of electric neural sources able
to create electromagnetic fields variations observed on the scalp has an infinite
number of soliltions. This is the well known inverse problem. In order to take full
advantage of the real time experiments made available by MEG, we must couple
the inverse solution to other approaches which include time correlations between
successive signais. This is the aim of the present paper.
Since the beginning of MEG, inverse methods for finding the source of neuronal
activity has been developped. The first methods to appear were dipole fit methods
aiming at identifying the location and orientation of one or several dipoles that
generate the magnetic field measured by the MEG captors. The major draw
back of these methods is that the number of equivalent dipoles is ieft to the
user and the solution is very sensitive to noise variations in the MEG data due
to the non-linearity dependance of the dipole position parameters. The second
ciass of methods is based on the distributed modeling of the cortex. The surface
of the cortex is covered by hypothetical dipoles [3]. This way, the position and
orientation of each dipole are known. So, compared to the dipoie fit methods, the
problem is simpiified because there only remains to estimate the electric current
intensity of each dipole. But some complexity is added on with the number of
dipoles used to cover the cortex surface. This number in the model is only limited
by the intensity estimation rnethod at work and the computer processing power.
With this distributed modeling, we can calculate the influence of each activ
ated dipole on the magnetic fields measured outside the head. Using a spherical
modelization of the brain tissue (a widely made assumption), it is possible to
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show that the magnetic field depends linearly on dipole intensities and is incle
pendant of the conductivity profile of the brain tissues (see [12]). So, if q is
an n-dimensional vector representing the intensity of each dipole, the problem is
then reduceci to
m=Gq, (6.1)
a linear matrix problem. The vector m is a d x T matrix containing the magnetic
field values measured at cl captors located outside the skull taken at T different
time steps. The n X T vector q is the dipole intensities at each time step. The
matrix G includes the physics of magnetic fields (Biot-Savart law). This matrix
represents the effects of the neuronal activation on the IVIEG captors.
Reducing the inverse problem to a linear one is an important simplification.
But the problem is still ill-posed for two main reasons. First, to have a realistic
representation of the cortex surface, the number of dipoles is usually much bigger
than the number of captors (n » cl). Second, due to the spherical symmetry
the radial vector dipole component stays suent on the captors. Hence, we cannot
reproduce the exact activation pattern even if we have perfect data.
Several methods have been developped in the several past years [1, 2, 6, 8,
11] to solve this inverse problem. IVIost of them had addressed only the single
time reconstruction (without any temporal regularization). So, these methods do
not really take advantage of the temporal accuracy of MEG since they do not
consider the time correlation between successive signals. The work presented in
this paper aims at using these correlations to estimate the temporal activation.
Some researchers had already addressed this problem [2], but we take a novel
approach based on previous work in [1, 8]. That approach uses the concept of
region of activation. These regions are constructed using the MEG data and give
clusters of dipoles which anatomically fit the activation pattern. That work vas
applied only 011 single time MEG data. In this paper, we want to use the temporal
regularity to constrain the inverse problem better.
Here is an outline of the structure of this paper. Section 6.2 recails what
MEM is. Then, section 6.3 shows how to integrate the temporal information to
make a data-driven parcelling. Section 6.4 follows with an exposition of temporal
regularization with IVIEIVI. Sections 6.5 and 6.6 demonstrate the effectiveness of
the methods introduced in this paper: MEG data are taken from simulation first
and then from a realistic framework.
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6.2. MAXIMUM ENTROPY ON THE MEAN
The maximum entropy on the mean method (MEM) relies on a stochastic
description of the MEG probiem. Given a multivariate random variable Q rep
resenting the n dipoies intensities at time t and clescribed by the probability law:
dÊ(q) pt(q)dq, (6.2)
MEM aims at identifying a particular f based on information we have on the
solution. Information cornes from two main sources:
(1) anatomical and functional properties of the dipoles on the cortex and
(2) the MEG data m itseÏf.
In the MEM, these two sources of information are taken into account through
different ways. The first is modelized by a time-dependent reference probabil
ity law on Q. It embodies ail the prior information on the solution. This
probabilistic framework gives us a maximum of fiexibility in expressing the con
straints a.s weli as correlations or even deterministic constraints such as intervals
of confidence for the activation intensity. As to the second source of information,
we can hardly measure a random variable but we can estimate its mean. This is
usuaiiy what is done during a MEG evoked field experiment. Severai samples are
taken and we estimate the activation with the mean which thus must satisfy
GE(Q) = mt (6.3)
where mt represents the MEG data measured at time t. The challenge is to
find such a P: starting with a reference law E and a data attachment con
straint (6.3), we have to find a new law Ï which approximates f. To compare
two probability laws, we use the Kullback’s information:
P[)
= f log dPi. (6.4)
for the law , we want to introduce as little bias as possible’. This leads us to
minimize the information in P coming from P[:
= argrnin IC(P, pref) (6.5)
P CAt
11t is possible to justify this choice. It has its origins in statistical mechanics and information
theory. We refer the reader to [7,9, 13] for an in depth presentation.
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for some set Â which represents the acceptable posterior probability laws. This
is where we express the data attachment constraint: Â, is the set of probability
laws with average satisfying (6.3), i.e.
{P GEp(Qt) = mt}.
This set is time-dependent. Without the constraint Pt e lit in (5.8), we would
obtain P Pef since K is convex, ic(P, P) > O ancl (ref pref) = o leaving
us with the solution we started with. The IVIEM solution P integrates ail the
prior information contained j pref and the MEG data via the direct problem
formulation (6.3). The estimated sources are then given by:
tEp(Qt). (6.6)
In [9], the authors defined the t-entropy H1(P) as —KI(Pjt). $o is the
Pt À that gives the maximum entropy Hprcf(P) value. That is why it is
cailed a maximum entropy principle. If we see the entropy as a measure of the
lack of information, P can be viewed as the probability measure which takes
the minimum of information subject to the constraint (6.3). The “on the mean”
qualifier means that we want to explain the data with Ï on the mean.
With the maximum entropy on the mean, information introduced by the prior
law P[ is crucial because it determines the solution all the way. How to define
such a probability law? This is the subject of the next section.
6.2.1. Prior law
In previous work [1], was introduced the notion of region of activation to
distribute dipoles in an anatomically coherent manner. $uppose that the region
definition remains constant for the time sequence considered and that the activa
tion of each region is described by a time-dependent hidden random variable. Let
us denote by K the number of regions, by 3k•t the discrete hidden state random
variable representing the activity in the region k at time t and b nk the number
of dipoles in the region k. If a region is activated, then the dipoles belonging to
that region are activated and conversely. Let
= rrk;t(Sk;t), the probability of
activation of region k and /:t the mean activation of each dipole at time t in that
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region then, following [1,817 the chosen prior iaw is of the form
dp[ef(q) II { (1 — k;t) (qk) +
V(2)ntkDet(;t)
exp [—(k
—
— k;t)] } c1q.
(6.7)
The symbol + represents the matrix transpose operator. This law simpiy expresses
that each region is a mixture of laws representillg no activation at ail ((fk)) and
activation (NCLIk;t, k;t) with 0). The prior law pef depencis on several
parameters: the dipoies contained in cadi region and the hyperparameters
€k.t,
ij and for each region k. III [8], they are estimated with only single time
data. The next section extends this method to time sequences of MEG data.
6.3. DATA-DRIVEN PARCELLING
Let us first address the probiem of estimating the regiolls since it is a part of
the prior modei. The idea is to use a source selection method [10] to locate high
probably activated dipoies and select some of them with a given threshold. Then,
we wiii construct geometricai regions of activation with these selected dipoies.
In [81, the method is working only with MEG data at a siilgie time. Here we recali
shortly the source selectiori method and we show how to 115e this information to
construct regiolls.
6.3.1. Source preselection
The idea behind source selection is to partially soive the inverse problem
without estimating the intensity of each dipoie but rather to identify dipoles that
are the most correlated with the MEG data. This gives a support of activation.
This support can then 5e used as a prior information for conventional dipole
intensities estimates by reducing the number of degrees of freedom in the problem.
Here is how it goes.
We want to identify dipoles that correlate most with the data in a window of
T time steps. The data is coritained in the d x T matrix m. The window width
T must 5e chosen to ailow us to assume that a stationary statisticai process is
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underlying the neuronal activity. In [10], the authors suggest a value of around
T = 10, a value that we shah use throughout this paper. Windows are displayed
in Figure 6.7(b). Let us assume that the data m cari be explained by the columns
g of G j. e. for cadi time step stands a linear combination of the columns of G
giving m. Tus is not truc in general because noise may 5e present in tic data
m. But, it is justified in the distributed modelling framework since tic number
of dipoles is quite larger than the number of captors (n » d). So, ive consider
tic projector Pm on the space spanned by tic columns of m:
Pm m(mm)’m. (6.8)
This pro jector cari 5e used to quantify the contribution of each lead-field to tic
data by computing the normahized coefficients a:
(6.9)
If ive deal with temporal sequences with T larger than permitted tien ive can
not assume the stationarity of the process. However ive cari segment the data in
several time ivindows for which tic width is of reasonable size to justify the use of
the source selection on eaci windoiv. formally, ive divide tic T time samples into
L windows of equal (or roughly so) ividths (sec, for example, Figure 6.7(5)). For
each time window t é {1,.. . , L}, ive make a source selection to find coefficients
aj;t for each dipole j. We are lcd to find a global a valid for ail times. We cioose
tic folloiving definition
max a.t. (6.10)
1<l<L
Tus way, we do not neglect a dipole tiat happens to 5e activated in only one suS
ivindoiv. This is a conservative definition tiat tries to keep most of the possible
candidates in tic solution. Having noiv a single a value for each dipole, ive cari
select a support of activation $ by ordering the dipoles according to their a. This
subset of dipoles is then set up by fixing a thresiold a given a small p-value suci
that
P(a > a dipole j is in tic solution) p.
These selcctcd dipoles (a > a) form the support of activation S. In Figure 6.1,
ive siow several iistograms of aj. The look is very different if whether one
or tivo regions are activated. Tic lcft figure shoivs the aj;t extract ivïth the
data from t = 1,. .. , 10 of the phantom in Figure 6.3 and tic middle figure is
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for t — 51, . . . , 60. The histograms are shown together with the asssociated a
thresho ld
=o4o a = 065 a = 0.65
o
I
FIGURE 6.1. Histograms of the aj;t. Left, ait with the data from
t = 1, . . ., 10 (t = 1) for the phantom in Figure 6.3. Center, aj;t
with t = 51 60 (1 = 6). Right, a maxl</<L ajq valid for ail
time steps, t 1, ... , 60. The threshold a, which is different for
each histogram. is indicated by the vertical red une.
6.3.2. Parcelling
This support of activation can be used to construct a parcelling. We follow 181:
from the source support described ea.rlier, take the first dipole (the one with the
highest a in the classification) . ‘\.round this dipole, we select ail those on the
cortex surface which are nearer than a fixed distance D .A1l these will form
the first region R1. We must check if the region is connected relatively to the
cortex triangulation. If not, we keep only the connected subset which contains
the preselected dipole. Afterwards, we take the next dipole in the classification
which is not contained in the previous constructed region R1. Then, we keep on
doing the same by selecting ail dipoles nearer than a fixed distance D from this
second dipole but do not belong to the first region. These will forrn the second
region R2. We stiil keep doing this until there are no more selected dipoles in the
support. At the erid, we have a set of regions Rk, k = 1,.. . , K. The dipoles not
selected by the previous algorithm are simply ignored. We say that there is no
possible activation over there.
We now have estimated the most important element of the prior law Pt in
equation (6.7): the regions. These regions are assumed to be constant in time.
This sureiy is justified since the time scale at which we study cerebral phenomema
08 I
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in this paper is very small (no more than 80 milliseconds). But the region par
celling algorithm depends on the parameter D which is the activation scale. We
shah sec later on how we will get rid of this parameter. for now on, there only
remains the hyperparameters 0k;t, [tk;t and Zk;t for each region to be set. That is
the subjet of the next section.
6.4. HYPERPARAMETERS ESTIMATION
Now that we have a set ofparcels Rk, k = 1, . , K vaiid for ail times, we need
to give initial values for i;t, [1k;t and Zk;t to completely set the prior probability
law P’ in equation (6.7). In [8], the authors have defined k; by the density of
selected dipoles in cadi region at time t. Here, we keep doing tic same for each
time window t.
For the time window t, we wihl find a support of activation2 $ based on the
source selection method with the same p-value as before. After, for each region
Rk, we shail compute
#{i E Rkz St}
where means the cardinahity of tic set. So, Qk;t is the density of dipoles in the
region k that are present in the support $ for each time window t. But, we want
a for cadi time t. We cioose tic step function:
= ct if t E time window t
for caci region k. Doing this way gives a non-smooth at in time as expressed by
the dashed une in Figure 6.2. That would introduce unacceptabie discontinuities
in tic solution. So we will smooth with a cubic spline as seen in Figure 6.2.
So we shah deal witi a smooth prior leading us to a smooth solution.
There remains the hyperparameters [Lk;t to estimate. First, we imphicitly
imposed that ail dipoles in tic same region have tic same mean activation amp
litude. To estimate ,Ltk;t, we wili first compute tic d x K-matrix Ô in which each
column k is tic mean lead-field of each region:
2The support Si is not equal to S since the later is vahd for ail time steps. This is not the case
for Si.
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time (miUiseconds)
f IGURE 6.2. Example of spiine smoothillg of the Qk’S. The clashed
une is the discontinuous 0k;t. We see the steps at t = 10, 20, 30
The solid une is the smoothed by a cubic spiine.
We will construct the vector 1i = (t1k;t)i and it must satisfy the equation:
mt = Gti. (6.11)
To solve this inverse problem, we shah take the simple minimum-norm estimate:
m. (612)
That gives the value for the hyperparameters at each time t = 1,. . . , T auJ
for each region k. The last hyperparameter is arbitrarily set to 102pk.t2]1flk
where 5 the k x k identity matrix. This only says that dipoles in an activated
regions are i.i.d. The factor 10_2 is not very important. We empirically observed
that the solution does not strongly depend on that value.
Now, ail the requested information to define completly the prior Iaw (6.7) is
available. We can now estimate the activation so do we in the next two sections
by testing this method on MEG data coming from both simulations and real
experiment.
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6.5. SIMULATIONS
6.5.1. Framework
To test the methods introduced in this paper, we have used a realistic cortex.
This cortex coiltains 10000 dipoles. The mean distance between two lleighboring
dipoles is 5 mm. Around this cortex, we placed 150 MEG captors. With this
cortex, we created three different phantoms. For each phantom, we selected two
distillct regions for a total of roughly 30 activated dipoles. The same time profile,
with 60 time steps, was used for ail phantoms. We illustrate the cortex and
the temporal activation in Figure 6.3 for mie of the phantoms. These phantoms
generate MEG data mt on the 150 captors located around this cortex. We did
not add on noise to the data because we consider that real MEG data are made
of several trials which cancels out the measuring noise. In Figure 6.7(a), we can
see real MEG data and observe that the noise is negligible in this framework.
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FIGURE 6.3. These figures present one of the phantoms used in the
simulations. The left image shows the spatial distribution of the
activation at t = 40. The right image contaills the time evolution
of the dipole intensity in the colored patches A and B.
We reconstruct the activity, the same way we did in [8J: 6 diffèrent character
istic scales of parcelling D have been used. They are ranging from D = 5 miii to
D 10 mm at each millimeter. We will average over ail the reconstruction scales
in order to get rid of them. We will then have a solution with no characteristic
scale of activation. We will compare three reconstruction methods:
lime
“MEM+time+smooth”: parcelling (sectioll 6.3.2) with smooth ;t’5,
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“MEM+time—smooth”: parcelling (section 6.3.2) with ZÏ;t
“IVIEPVI—time”: parcellillg as in [81 using the data for each time separately
meaning no temporal regularization at ail. The hyperparameters of the
prior law are initialized accordingly.
The methods will be compared on the basis of tliree objective criteria. first,
the root mean sciare error (R1\/1$E) is the relative error between the solution 1t
and the phantom q averaged over time:
RMSE=
qJ
where T is the nllmber of time steps. Second, we calculate the data fit error
(DFE) with roughly the same formula:
DfEr=mt_tM.
T
The third criteria is the Receiver Operating Characteristics (ROC) analysis [4]
to evaluate the source detectioll ability of each method. It consists in computing
first the ROC curve which is a function of a threshold to classify the dipoles. The
ROC score is the area under the curve. It illdicates the probability of the recon
struction method to correctly distinguish between activated and noll-activated
dipoles. Since the number of active dipoles is outnumbered by the number of
non-active dipoles, we ralldomly select an equal number of active and noil-active
dipoles to compute the ROC score. This way, the result is an unbiased estimate
of the efficiency of the method. The ROC is calculated at each time step and
then averaged.
6.5.2. Resuits
In this section, we discuss the resuits of the several reconstruction methods
using the simulated MEG data presented in the section 6.5.1.
As to the parcelling. The figure 6.4 shows the regions of a parcelling at
flxed scale D = 9 mm. We see that the segmented regions correctly envelop, on
the cortex, the activated regiolls iII the phantom displayed in Figllre 6.3. The
number of dipoles have been drastically reduced: in that particular example,
ollly 2000 dipoles have been kept out the initial 10000 dipoles. This will greatly
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help the reconstruction rnethods. In the right image of Figure 6.4, we see the
regions that contain the phantom activated dipoles. This image helps to check
if the parcels fits the spatial distribiltion of the activation. Que of the activated
regions is correctly identifled. The other one is a bit fragmented but it is mainly
concentrated in two regions. That’s why we see several windows with the same
time evolution. The two center images show the same activated region. Intensity
is lower because the mean is taken over ail dipoles in the region and many of
them are zero in the lower right image.
1(42) 2(24) 6 (14)
14(12) 33(30) 48(12)
HH
FIGURE 6.4. Parcelling with D = 9mm. Qn the left side, the
cortex displays the reconstructed region. Qn the right, each image
shows the phantom mean activation of each region which contains
at least one activated dipole. The number on top of each box
corresponds to the region in the parcelling while the number (rlk)
of dipoles in each region is in parentheses. Axes are the same as in
figure 6.3. This image can be used to observe the reconstruction
performance of each method.
\Vith this parcelling, we can then initialize the Qkt and ttk;t in order to deflne
pref for a flxed D as described in the section 6.4. Since, it is difficuit to estimate
a priori the true activation scale, we take the average over several characteristic
scaies. We thus obtain the best possible reconstruction as we see in the following
figures where the quality and accuracy of the reconstruction is appreciated with
temporal regularization. In Figure 6.5, we see the reconstruction at a fixed time
(t = 40) where the two regions are active. The images show that the reconstruc
tion with “MEAI-i- tiine+smooth” is significantly better. Despite a smaÏl active
region near one activated region, the location and size are nearly optimal. The
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important thillg is that ail the active regions are activated in the reconstruction
(no false-negative dipoles).
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FIGuRE 6.5. Cortex views of the recollstruction at t = 40. The
phantom activation is in Figure 6.3. (a): “iVlEM-t-time+srnooth”.
(b): “MEA/I-/- time—smooth”. (c): “MEIVI—tirne”.
Figure 6.6 displays the temporal evolution of the reconstructions. In the
“MEAI+time+srnooth” case, the temporal course of the regions 1 and 2 is very well
reproduced. for the first one, we see that the activation starts at the right time.
“MEM+tirne—smooth” completly misses the first region whereas the activation in
the first region is delayed in “MEM—time”.
“IVIEM+tirne+smooth” worst resuits are the apparition of false-positive re
gions for the la.st time steps. They are correlated with the late activated region.
There is no way to distinguish them from other activated regions. Nevertheless,
temporal regularizatioll gives the best results. Comparing with other methods,
(c)
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not so many regions are activated and the solution is smooth in time. $o, tem
poral regularization gives the expected improvements. In the table 6.1, we can
see that the “MEM+time+smooth” is the best method. “MEM+time+smooth”
efficiently exploits the temporal regularization given by the smooth ûk;t.
Method RMSE DFE ROC
“MEM+tirne-/-smooth” 0.75 + 0.27 0.03 + 0.03 0.74 + 0.01
“MEIVI+time-smooth” 0.86 + 0.37 0.35 ± 0.55 0.73 + 0.02
“MEIVI—time” 0.99 + 0.24 0.07 + 0.04 0.66 + 0.02
TABLE 6.1. Objective comparison between the reconstruction
methods. Each box displays the average over the three phantoms
together with the standard deviation.
Before illustrating these methods on real MEG data, let us emphasize on the
weak priors used in the regularization scheme. In the reference law, we modelized
the activation as dipoles gathered together in regions. These regions were con
structed with a data-clriven parcelling at diffèrent scales. Then, hyperparameters
of the reference law were estimated with the data using that parcelling. So the
only strong prior is that dipoles do form regions and since we average the results
over several activation scales, even this hypothesis is somewhat relaxed. It is
remarquable that we obtained such good resuits with a method based on so littie
prior information, with a low number of data (150) together with a large number
of dipoles in the model (10g).
6.6. REAL MEG DATA
In this last section, we present the results of the “PvIEJ’vI+time+smooth” ap
plied to real MEG data in a somatosensory experiment recorded on a healthy
human subject with a CTF MEG system with 150 channels at the Hôpital Pitié
$alpêtrière in Paris, France. Tue signais are the magnetic fields recorded after
an electric stimulation of the right thumb. The MEG signais displayed in Fig
ure 6.7(a) are the results of the mean over 400 repetitions of the same experiment.
The signals have been sampled at 1 kHz. We have isolated the signal peak and
took $0 samples around this peak. This data is shown in the Figure 6.7(b) where
it is displayed together with the time windows. The reconstruction space is made
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FIGURE 6.6. Temporal reconstructed activation.
(a): “MEiVI+time+smooth”. (b): “MEM+time—smooth”.
(c) “MEM—time”. The axes are the same as in Figure 6.3.
on cortex surface that was extracted from a MRI image of the same subject used
in the MEG experiment.
On figure 6.7(c), we show the time evolution of dipoles circled on the cortex
of Figure 6.7(d). They were selected because they are in regions with the highest
amplitudes. The main activation is in the left hemisphere which is good. The ac
tivation peak is located where it is known as being the primary zone of activation
for this kind of somatosensory experiment.
Let us stress that this resuit with real data makes use of very few hypotheses
or ad hoc constraints. We just included correlations at different scales between
dipoles to regularize the inverse problem. This is why there are other activated
regions on the opposite face of the shown cortex but, since they are far away from
the captors, they do not contribute that much to the data.
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FIGURE 6.7. The images (a) and (b) show the real MEG data. In
ta), it is the complete set for 256 milliseconds. in (b), we extracted
$0 times samples around the signal peak to do the reconstruction
and it is displayed with the time windows used in the parceffing
process. The images (e) and (d) show the reconstruction made
with “MEM+tirne+srnooth”. Time course of soine dipoles is shown
at left. The number On the top of each box in is the riumber of
dipoles displayed. III (d), we show the spatial organizatioll of the
solution at t = 40. The dipoles displayed in the image (c) are the
ones circled in image (d). The colo;’ bar at the very bottom is in
units of 10 nA•m and refers to the image (U).
6.7. CONCLUSION
The mai11 advantage of MEG over other funct.io;;aÏ brain imaging modalities
is its high time resolutioll. This resolution is only limited by the samplillg rate
(a) (b)
(e) (d)
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givirrg a time resolution for MEG. In previous works [1,81, we addressed the in
verse MEG problem at a single time step. We used the maximum entropy on the
mean approach to spatially regularize the inverse problem. This approach relies
on a reference probability measure pref which embodies ail the information (ana
tomical and functional) we have on the solution. We presented such a reference
measure in j1. It relies on the strong constraint that dipoies are grouped together
in activity regions. In [81, we presented a method to construct these regions using
the data for a single time step. In the present work, ive generalized that method
to hancHe several time steps allowing us to use the tiine correlations offered by
the MEG signais.
This parcelling method is shown to be very effective at identifying activated
regions. Then, ive demonstrated by simulations that MEM makes an excellent
use of the information given by the parcelling to reconstruct dipoie intensities.
Moreover, the temporal course has been correctly reproduced by giving temporal
priors in the reference measure p[f using the hyperparameters o and
We also have presented work based upon MEG data comirlg from a real ex
periment. The resuits are surely not as good as in the simulations but are far
from bad. The prior information introduced via pref is very iimited. So that
demonstrates the power of the maximum entropy method to solve the MEG in
verse problem where data is very limited compared to the source space. A great
work on post-processing do able on the basis of the results. In this work, ive did
not talk about the a posteriori probability measure given by MEM. This meas
ure could have been used to construct a new reference measure resuiting in an
iterative scheme as in [1,8J in order to give more focal solutions. $uch aigorithms
that ive did not develop here couid improve the alreacly presented results. The
formalism introduced in this paper is extremely flexible. It is suitable for a mul
tiresolution approach similar to [51• Furthermore, via the probabiiity law 7r($) of
hidden state variables ive can introduce functional correlations coming from
other families of measurements such as fIVIRI.
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CONCLUSION
Dans cette thèse, nous avons développé une nouvelle méthode pour résoudre
le problème inverse en magnétoencéphalographie (MEG). Celle-ci n’étant pas très
sensible à la conductivité des tissus cérébraux, on peut formuler le problème direct
de façon simple. De plus, la résolution temporelle offerte par la MEG est excel
lente. Elle est donc ue méthode toute indiquée pour étudier le cerveau en action.
Cependallt, le problème inverse associé à la MEG n’admet pas de solution unique.
On doit alors faire appel à des méthodes de régularisation qui permettent d’en
choisir une correspolldallt aux divers a priori physiologiques disponibles sur la so
lution. Donc, tout le problème réside dans la façon d’introduire cette information.
Dans cette thèse, nous avons utilisé le principe de la maximisation de l’entropie
en moyenne (MEM). Cette méthode est inspirée de travaux en mécanique statis
tique. L’ingrédient principal du MEM est une loi de référence qui englobe toute
l’information que l’on peut avoir sur la solution au problème inverse.
Nous avons appliqué le MEM à la MEG e procédant e trois étapes. Nous
présentons d’abord une méthode de régularisation spatiale avec un modèle de
sources. On suppose que les dipôles sont regroupés en régions et que les dipôles
d’une région sont tous activés ou désactivés en même temps. Tous nos travaux
reposent sur ce modèle simple et intuitif.
Dans le chapitre 4, ces régions doivent être données en intrant ce qui n’est
plus nécessaire pour les travaux présentés dans le chapitre 5 où une méthode
de parcellisation est développée. Cette parcellisation utilise les données qui sont
encore mises à profit pour estimer les hyperparamètres de la loi de référence.
Ces deux chapitres complètent la régularisation spatiale faite avec le MEM pour
résoudre le problème inverse en IVIEG.
Le principal avantage de la MEG sur les autres méthodes est sa résolution
temporelle. Dans cette thèse, nous développons une méthode de régularisation
spatio-temporelle qui utilise les techniques introduites dans les deux premiers
articles. Elle met à profit les corrélations temporelles entre les signaux d’une
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même séquence. En effet, la méthode de parcellisation présentée dans le chapitre 5
utilise les données de toute une séquence temporelle et les hyperparamètres sont
estimés pour chaque pas de temps. Ainsi, la régularisation temporelle est faite sur
les hyperparamètres de la loi de référence et non directement en introduisant des
corrélations dans cette loi. On vérifie aussi cette méthode sur des données 1VIEG
réelles. Les résultats ne sont certes pas parfaits mais intéressants étant donné le
peu de contraintes imposées à la solution.
Ces travaux ont permis de démontrer l’efficacité du MEM pour résoudre le
problème inverse en MEG. Cependallt, plusieurs points gagneraient à être ex
plorés. Dans le modèle présenté dans le chapitre 4, la loi jointe des variables
d’activation cachées permet l’introduction de corrélations entre les régions. Cette
information pourrait provenir d’autres méthodes d’imagerie mais, dans ce travail,
nous avons préféré nous restreindre au cas général où il n’y a aucune corrélation
entre les régions. Cette fusion de données introduit une difficulté supplémentaire
puisque si les corrélations sont mesurées par l’IRMf par exemple [301, ce n’est
pas exactement le même phénomène qui est mesuré. L’IRMf mesure la signature
chimique de l’activité cérébrale.
Les algorithmes de reconstruction des deux premiers articles sont un aspect qui
mériterait d’être généralisé. En effet, ils travaillent tous à une résolution constante.
Il serait possible de les modifier afin d’augmenter la résolution au fur et à me
sure des itérations. Un travail semblable a été fait pour $-MAP dans 1161. Cette
multirésolution atteindrait peut-être ue résolution spatiale supérieure. De plus,
des algorithmes semblables peuvent aussi être appliqués aux signaux temporels.
L’expression de la loi a posteriori du MEM (équation (4.45) du chapitre 4) per
met d’estimer l’évolution des hyperparamètres dans le temps pour éliminer des
régions faussement positives par l’analyse du contenu temporel des signaux, Des
algorithmes pourraient alors être développés en utilisant ces signaux temporels.
En dernier liell, nous insistons sur le fait que la modélisation présentée dans
cette thèse est due à l’excellente flexibilité du MEM à pouvoir prendre en compte
différentes informations sur la solution. Cette flexibilité est évidente si on regarde
la variété des problèmes considérés avec le MEM
cristallographie [381,
— traitement d’images en astronomie [291,
— en assimilation de données satellitaires en météorologie [47],
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— traitement de la langue ilaturelle [61.
Le modèle introduit dans cette thèse mène à une méthode de recoiistruction
de sources qui pourra certaillement être utilisée dans des études sur les processus
cérébraux. Ce modèle mériterait d’être précisé par des spécialistes en neurophy
siologie. Ceux-ci pourraient améliorer les a priori et ainsi obtenir une meilleure
résolution spatiale et temporelle. De plus, la solution donnée par le MEM contient
beaucoup plus d’informations que simplement les intensités des dipôles. En effèt
clans la loi a posteriori des probabilités d’activation et des corrélations peuvellt
être extraites des dollnées. Cette information pourrait être très utile pour étudier
les processus cognitifs du cerveau.
Bien sûr, la méthode développée dans cette thèse reste limitée par la MEG
elle-même. Celle-ci ne peut mesurer que des phéllomènes macroscopiques c’est
à-dire lorsque des milliers de neurones sollt activés simultanément et de façon
cohérente. Ces observations macrosopiques pourraient cacher des processus sous
jacents. Seul l’avenir nous dira comment les scientifiques pourront observer ces
phénomènes. Nous espérons que les avancements présentés ici pourront contribuer
à améliorer nos connaissances sur une des plus belles réalisations de la nature
le cerveau.
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