Realizability toposes over partial combinatory algebras (PCAs) were introduced in 1980 by Hyland, Johnstone, and Pitts [12], and they are important in categorical logic as models of non-classical logics and type systems. Except for the trivial case of Set, realizability toposes are never Grothendieck toposes -in particular they are not cocomplete. This paper answers the question for an 'extensional' characterization of realizability toposes over PCAs, comparable to Giraud's [8] 1963 characterization of categories of sheaves on sites.
Introduction
The purpose of this paper is to prove the following theorem.
Theorem A locally small category E is equivalent to a realizability topos RT(A) over a PCA A, if and only if 1. E is exact and locally cartesian closed, 2. E has enough projectives, and the subcategory Proj(E) of projectives is closed under finite limits, 3 . the global sections functor Γ : E → Set has a right adjoint ∇ factoring through Proj(E), and 4. there exists a separated 1 and discrete projective D ∈ E such that for all projectives P ∈ E there exists a prone u : P → D.
It is not difficult to see that the conditions are necessary: 1 holds for any topos, and 2 and 3 are well known properties of realizability toposes. The object D of condition 4 is the partitioned assembly (A, id) whose underlying set is the PCA, and where every element is realized by itself.
The bigger problem is to show that the conditions are sufficient, and in particular to reconstruct the PCA from RT(A) making only use of 1-4. The underlying set is given by A = ΓD, but how do we recover the partial application mapping A × A ⇀ A? The key idea here is adopted from Hofstra's [9] work on basic combinatory objects (BCOs): very roughly speaking, we first reconstruct the class of F subcomputable functions -i.e. subsets of partial functions a → e·a for fixed e ∈ A -as those functional spans ΓD U → ΓD that are in the image of Γ, and then recover the application map as tracking function of a 'universal evaluation map' in a weakly locally cartesian closed category of partitioned assemblies defined over F .
The work of Hofstra that we build on introduces BCOs, which are partial orders equipped with a monoid of monotone partial endofunctions, as a generalization of ordered PCAs (OPCAs). BCOs are analyzed using 2-categorical tools after embedding them into the locally ordered category IOrd of indexed preorders, and Hofstra shows in particular that the concept of 'OPCA with a filter' corresponds to 'cartesian BCO such the free completion of the associated indexed preorder under existential quantification is a tripos'. This is the result that we build on to reconstruct PCAs from realizability toposes.
Since we are interested in PCAs and not OPCAs we use the unordered version of BCOs, which we call discrete combinatory objects (DCOs) (this has the advantage that the essential image of the embedding of DCOs into IOrd has an easy characterization, which does not seem to be the case for BCOs). Moreover, our approach to realizability toposes in this work is via exact completion and not via triposes, which is why we use partitioned assemblies and not triposes to recover the application.
In Section 2, we recall basic facts about indexed preorders, and introduce the notion of shallow indexed preorder. In Section 3 we review relevant facts about exact completion, in particular Carboni and Rosolini's [6] characterization of exact completions that are locally cartesian closed, and Menni's [25] characterization of exact completions that are toposes. In Section 4 we review PCAs and introduce realizability toposes using Robinson and Rosolini's [27] approach via exact completions of partitioned assemblies. Section 5 is about DCOs, and Section 6 contains the proof of the theorem.
It should be pointed out that the presented result depends on the axiom of choice since it relies on the fact that realizability toposes are exact completions of their subcategories of partitioned assemblies, which is only true in the presence of choice. A comparable result in absence of choice and several generalizations thereof are proved in [7] using techniques based on fibrations.
• morphisms (I, ϕ) → (J, ψ) are functions f :
There is a projection functor
Cartesian indexed preorders
A cartesian object [9, 26] in a 2-category C with finite 2-products 3 is an object C ∈ C such that the diagonal morphism A → A × A and the terminal projection A → 1 have right adjoints.
For example, a cartesian object in the 2-category Cat of small categories is a small category with finite products, and a cartesian object in Ord is a preorder A with finite meets (which we denote by ⊤ ∈ A and ∧ : A × A → A as usual).
For cartesian objects in IOrd (called cartesian indexed preorders), the following standard 4 lemma gives several alternative characterizations.
For any cartesian indexed preorder A, the projection functor |·| : A → Set has a right adjoint given by
The unit of this adjunction is componentwise monic (since its image under |·| is and |·| is faithful), and the counit is the identity.
Shallow indexed preorders
For a cartesian indexed preorder A : Set op → Ord, the global sections functor Γ : A → Set of its total category A is defined by
Since Γ(I, ϕ) ⊆ I for all sets I, Γ is a subfunctor of |·| : D → Set.
Definition 2.3 A cartesian indexed preorder A is called shallow, if either of the following equivalent conditions holds.
1. The inclusion Γ ⊆ |·| : A → Set of functors is an equality.
2.
A is well pointed.
A(1) is equivalent to the terminal preorder. ♦
Since Γ = |·| for shallow indexed preorders, the functor (2.2) is right adjoint to the global sections functor, and we adopt the common practice of denoting it by ∇ in this case. Thus we have
for shallow A.
Example 2.4 For any set I denote by τ (I) the partial order of topologies on I, ordered by reverse inclusion. The assignment I → τ (I) is contravariantly functorial in I, and τ (−) is a shallow indexed preorder which is strongly related to equilogical spaces [1] . ♦
Exact completion
Recall that a regular category is a finite-limit category with pullback-stable regular-epi/mono factorizations. An equivalence relation in a category C is a jointly monic pair r 1 , r 2 : R → A such that for all U ∈ C the image of A regular functor between regular categories is a functor which preserves finite limits and regular epimorphisms. Ex is the 2-category of exact categories and regular functors. There is a forgetful functor Ex ֒→ Lex into the 2-category of finite-limit categories and finite-limit preserving functors, and this functor has a left biadjoint Lex → Ex, C → C ex called exact completion, as Carboni and Celia-Magno [3] showed following a suggestion by Joyal. We point out that although they didn't emphasize it, it is obvious from the construction that the exact completion of a locally small category is locally small .
A (regular) projective object in a regular category R is an object P such that R(P, e) : R(P, A) → R(P, B) is surjective for all regular epimorphisms e : A ։ B. Using this concept, we can characterize exact completions 5 .
Theorem 3.1 1. For any finite-limit category C, the unit functor C → C ex is full and faithful, and its essential image is the subcategory of C ex on projective objects.
2. An exact category X is equivalent to an exact completion if and only if it has enough projectives (i.e. every object X can be covered by a projective P via a regular epi P ։ X), and projectives in X are closed under finite limits.
Locally cartesian closed exact completions and toposes
A finite-limit category C is called weakly cartesian closed, if all presheaves of the form of the form C(− × B, C) can be covered by representables, i.e. for every pair B, C ∈ C of objects there exists an X ∈ C and a morphism ε : X × B → C such that the induced natural transformation
is componentwise surjective. In this case, we call the pair (X, ε) a weak exponential of B and C. C is called weakly locally cartesian closed, if all slice categories C/I for I ∈ C are weakly cartesian closed. The following theorem is due to Carboni and Rosolini [6] .
Theorem 3.2 An exact completion C ex is locally cartesian closed if and only if C is weakly locally cartesian closed.
The following lemma simplifies the proof of Lemma 4.5 below.
Lemma 3.3 If C is weakly cartesian closed and U is subterminal in C, then C/U is weakly cartesian closed as well.
Proof. Let A, B ∈ C such that B → 1 and C → 1 factor through U 1. It is easy to see that if (X, ε) is a weak exponential of B and C in C, then (X × U, ε × U ) is a weak exponential of B → U and C → U in C/U .
To characterize the finite-limit categories C whose exact completions are toposes, we furthermore need Menni's concept of weak proof classifier. Definition 3.4 A weak proof classifier in a finite-limit category C is a map t : T → Σ such that for any f : J → I there exists a χ : I → Σ and maps h : J → P and k :
satisfying gh = f and f k = g where g is the pullback of t along χ. ♦ Remark 3.5 A weak proof classifier can be defined as generic predicate (see Definition 5.3-2 below) in Lawvere's proof-theoretic power set functor P C : C op → Ord [22, 24, 25] . ♦ Theorem 3.6 (Menni [25] ) C ex is a topos if and only if C is weakly locally cartesian closed and has a weak proof classifier.
Local exact completions
Lemma 3.7 Let C be a locally small finite-limit category whose global sections functor has a right adjoint
Proof. For any set I there is a sequence
of natural bijections, thus Γ∇ ∼ = id Set .
Lemma 3.8 Let C ⊆ X be a locally small exact completion (i.e. X is locally small and has enough projectives, and the subcategory C of projectives is closed under finite limits) such that Γ : C → Set has a right adjoint ∇ : Set → C. Then ∇ is also right adjoint to the global sections functor Γ : X → Set of X.
Proof. Let X ∈ X. Then X can be covered by a projective P ∈ C via a regular epi e : P ։ X, and by covering the kernel of e by another projective Q ∈ C, we can represent X as a coequalizer
The functor Γ : X → Set is regular since 1 is projective in X, hence
is a coequalizer as well. For I ∈ Set we have
which means that Set(Γ−, I) :
In the situation of the previous lemma, the functors Γ and ∇ give rise to a finite limit preserving idempotent monad ∇Γ : X → X 6 by Lemma 3.7. We use the following terminology.
Definition 3.9 Let X be a locally small exact category such that Γ : X → Set has a right adjoint ∇ : Set → X.
An object
is a pullback (observe that X is separated whenever Y is separated and f is prone).
3. D ∈ X is called discrete if it is right orthogonal to all prone regular epis,
where e is a prone regular epi, there exists a (unique) h making the triangle commute. 
In this definition, and in general when reasoning with partial terms we use the equality symbol in the sense of 'both sides are defined and equal' 7 . We write t↓ to mean that the term t is defined, which is thus equivalent to t = t with respect to our reading of the equality symbol. We write s t (or t s) to mean that t is defined whenever s is defined, and then the two are equal -in symbols s↓ ⇒ s = t. Finally, s ≃ t means that s and t are equi-defined and equal on their domain of definition, in symbols s↓ ∨ t↓ ⇒ s = t. We use the convention that application associates to the left, e.g. s·x·y·z is short for ((s·x)·y)·z.
Our definition of PCA is a bit more general than the standard one as it can be found for example in [33] -the standard definition replaces condition (iii) with the stronger s·a·b·c ≃ a·c·(b·c). There is consensus among experts that the weaker definition is sufficient for all purposes (see the mailing list discussion [16] ). It appears in [30, 28] , but I'm not aware of any published references 8 . Since we are only using PCAs in the weak sense in this work, we refer to the traditional ones as strong PCAs. It seems to be an open question whether every PCA in the weak sense is equivalent to a strong one.
Example 4.2
The archetypal example of a PCA is the first Kleene algebra K 1 which has the set N of natural numbers as underlying set, with application
where (φ n ) n∈N is an effective enumeration of partial recursive functions (see [ 
for all a, b ∈ A (see [33, Section 1.1.1]). We need these combinators in the following, where we explain how PCAs give rise to realizability toposes.
Partitioned assemblies and realizability toposes
If (A, ·) is a PCA and I is a set, we define a preorder on A I by
for ϕ, ψ : I → A. If the statement on the right holds, we say that e realizes ϕ ≤ ψ, or that e is a realizer of ϕ ≤ ψ. Reflexivity and transitivity follow from combinatory completeness, and for any function f : J → I the precomposition map f * : A I → A J is monotone w.r.t. this definition. Thus, we obtain an indexed preorder fam(A, ·) :
The total category of fam(A, ·) is known as the category of partitioned assemblies 9 , and we denote it by PAsm(A, ·). Thus, objects of PAsm(A, ·) are pairs (I ∈ Set, ϕ : I → A), and a morphism from (I, ϕ) to (J, ψ) is a function f : I → J such that there exists an e ∈ A satisfying
In analogy to (4.2), we call such an e a realizer of f : (I, ϕ) → (J, ψ).
Lemma 4.5 Let (A, ·) be a PCA.
1. The indexed preorder fam(A, ·) is cartesian and shallow.
2. PAsm(A, ·) is weakly locally cartesian closed and has a weak proof classifier.
Proof. For the first claim we show that fam(A, ·) has fiberwise finite meets which are stable under reindexing. Any constant function κ : I → A (say of value a ∈ A) is a greatest element of A I , since k·a realizes ϕ ≤ κ for any ϕ : I → A. A binary meet of ϕ, ψ : I → A is given by
The inequalities ϕ ∧ ψ ≤ ϕ and ϕ ∧ ψ ≤ ψ are then realized by p 0 and p 1 . If c and d realize θ ≤ ϕ and θ ≤ ψ, respectively, then a realizer of θ ≤ ϕ ∧ ψ is given by an e satisfying p·(c·a)·(d·a) e·a for all a ∈ A, and such an e exists by combinatory completeness. These constructions of fiberwise finite meets are stable under reindexing since they are 'pointwise'. Furthermore, fam(A, ·) is shallow since all elements of A 1 are constant and hence greatest elements.
For the second claim, the proof of Lemma 2.2 tells us how to construct finite limits in PAsm(A, ·). To show that PAsm(A, ·) is weakly locally cartesian closed, Lemma 3.3 and the remark after (2.2) imply that it is sufficient to prove weak cartesian closure of slice categories of the form fam(A, ·)/∇I. A weak exponential of
The concept of partitioned assembly seems to appear for the first time in [4] .
together with ε : (X, ξ)
A realizer of ε is given by an e ∈ A such that r·a e·r·a for all r, a ∈ A, which exists by combinatory completeness.
To show that these data constitute a weak exponential, let f J : (J, ψ) → ∇I and g : (J, ψ)
By combinatory completeness there exists a t ∈ A with s·(p·a·b) t·a·b for a, b ∈ A, and we define g :
Finally, a weak proof classifier is given by the map p : (E, π) → ∇(P A),
Then f together with the morphism k : (J, ψ) → (E, π), k(j) = (h(f (j)), ψ(j)) induce a surjective g : (J, ψ) → (I, ϕ) × ∇(P A) (E, π) any of whose sections is realizable. The existence of a section follows from the axiom of choice.
Now we are ready to give the central definition of realizability topos. Hyland's effective topos [11] is the realizability topos Eff = RT(K 1 ) over the first Kleene algebra.
Discrete combinatory objects
Discrete combinatory objects (DCOs) can be viewed as abstractions of PCAs in which not the binary application, but the class of 'computable functions' is taken as primitive (see Definition 5.2). The role of DCOs in the characterization result is that they provide an intermediate step in the reconstruction of a PCA from a topos. DCOs are a special case of Hofstra's basic combinatory objects (BCOs) [9] , and almost all of the techniques that we use here (except Lemma 5.4) can already be found Hofstra's paper.
In the following we present the basic theory of DCOs. We refer to Hofstra's paper for proofs on several places, but the readers are encouraged to prove the statements themselves, since the proofs are in general less complicated for DCOs than for general BCOs, and essentially all straightforward.
Definition 5.1 A ) where A is a set, and F A is a set of partial endofunctions on A such that id A ∈ F A , and for all α, β ∈ F A there exists a γ ∈ F A with β • α ⊆ γ. A ) and (B, F B ) is a function f : A → B such that for all α ∈ F A there exists a β ∈ F B with f • α ⊆ β • f .
A DCO is a pair (A, F

A monotone map between (A, F
3. For monotone f, g : (A, F A ) → (B, F B ), we define f ≤ g if there exists a β ∈ F B with β • f = g. ♦ DCOs and their morphisms form a locally ordered category DCO, which has a terminal object 1 = (1, {id}) and binary 2-products given by
where
Analogous statements for BCOs can be found in [9, Section 2].
Definition 5.2 Let (A, ·) be a PCA. The set F A of computable functions over A is the set of partial functions
for a ∈ A. The pair (A, F A ) is a DCO by combinatory completeness, and we call it the DCO induced by (A, ·). ♦
DCOs and indexed preorders
To embed DCOs into indexed preorders, we generalize the construction of the family fibration (4.1) of a PCA. Concretely, given a DCO (A, F A ), a set I, and functions ϕ, ψ : I → A, we define ϕ ≤ ψ if and only if there exists an α ∈ F A (called a realizer of ϕ ≤ ψ) such that α • ϕ = ψ. This yields a preorder on A I which coincides with the one defined in 
where e, m is a surjective/injective factorization of f . Since e * (m * µ) ≤ g * (µ) and µ is discrete, there exists a g : U → A with he = g and m * (µ) ≤ h * (µ). The span (m, h) constitutes a partial function in F A witnessing the inequality f ≤ g in fam(A, F A ).
Definition 5.5 (Partitioned assemblies) Analogous to PCAs, we define the category PAsm(A, F A ) of partitioned assemblies over a DCO (A, F A ) to be the total category of fam(A, F A ). Thus, objects are pairs (I ∈ Set, ϕ : I → A), and morphisms from (I, ϕ) to (J, ψ) are functions f : I → J such that there exists an α ∈ F A -called a realizer of f -satisfying α • ϕ = ψ • f . ♦
Cartesian DCOs
A cartesian DCO is a cartesian object in DCO, i.e. a DCO (A, F A ) such that the monotone maps ! : (A,
Since fam(−) is a local equivalence and preserves finite 2-products, (A, [Here α, β denotes the partial function
Proof. Assume first that (A, F A ) is cartesian. Then ⊤ and ∧ are the right adjoints to ! and δ. The inequality id
implies that c ⊤ ∈ F A , and λ and ρ are the realizers of ∧ ≤ π 1 and ∧ ≤ π 2 , respectively. For the third condition, let α, β ∈ F A , let U ⊆ A be the intersection of the domains of α and β (which is precisely the domain of α, β ), and let ι, ϕ, ψ : U → A be the inclusion and the restrictions of α and β to U . Then α and β realize ι ≤ ϕ and ι ≤ ψ, and for γ a realizer of ι ≤ ϕ ∧ ψ we have
Conversely assume that conditions 1-3 hold. We show that for any set I the function of constant value ⊤ is a greatest element of A I , and that for ϕ, ψ : I → A the function ∧ • ϕ, ψ is a meet of ϕ and ψ. The former follows from 1 since c ⊤ realizes ϕ ≤ c ⊤ for any ϕ. For the latter claim, λ and ρ realize ∧ • ϕ, ψ ≤ ϕ and ∧ • ϕ, ψ ≤ ψ. Let θ : I → A and let α and β be realizers of θ ≤ ϕ and θ ≤ ψ. Let γ ∈ F A such that γ ⊇ ∧ • α, β . Precomposing with θ on both sides gives γ • θ ⊇ ∧ • α • θ, β • θ = ∧ • ϕ, ψ and since the right hand side is total, the two are equal. 2. For all a ∈ A there exists an α ∈ F A with α(⊤) = a.
Shallow DCOs
3. For any a ∈ A, the constant function c a with value a is contained in F A .
Proof. If fam(A, F A ) is shallow, then A
1 is equivalent to the terminal preorder, thus t ≤ a for all a ∈ A. This implies 2.
To show that 2 implies 3, assume that α(⊤) = a. The function c ⊤ of value constant ⊤ is contained in F A for any cartesian DCO, and α • c ⊤ = c a .
Finally, 3 implies that A 1 ≃ 1 since for all a, b ∈ A 1 the inequality a ≤ b is realized by c b .
Functionally complete DCOs
We shall see that a shallow DCO (A, F A ) is induced by a PCA if and only if the exact completion PAsm(A, F A ) ex of the partitioned assemblies is a topos. The concept of functional completeness (which is adapted from [9, Proposition 6.3 (ii)]) arises naturally in this context. Proof. By combinatory completeness there exists an e ∈ A with (p 0 ·a)·(p 1 ·a) e·a for a ∈ A, which implies a·b e·(p·a·b) for a, b ∈ A. We define the universal function by @ = φ e . Now given r ∈ A, combinatory completeness gives us r ∈ A with r·(p·a·b) r·a·b for a, b ∈ A. This implies φ r (a ∧ b) @(φ r (a) ∧ b). 
where h and k are realized by λ and ρ, respectively. Define l : (S, θ) → (E, ψ) with the same underlying function as k. Then l is realized by α. Let Λ(l) : (A, id) → (X, ξ) be a weak exponential transpose, and define α to be a realizer of Λ(l). The relevant data is summarized in the following diagram (A, id)
where the left/upper labels of arrows are functions, and the right/lower labels are their realizers. We have
for (a, b, c) ∈ S, which means precisely that α(a ∧ b) @( α(a) ∧ b) for a, b ∈ A.
Remark 5.12 The above result can be strengthened to an equivalence, i.e. if (A, F A ) is functionally complete then PAsm(A, F A ) is weakly locally cartesian closed. However, the implication proved above is sufficient for our purposes. ♦ Given a functionally complete DCO (A, F A ) with universal function @, we define a obtain (A, ·) by defining a partial application function
In the following lemma we show that this gives a PCA.
Lemma 5.13 Let (A, F A ) be a functionally complete and shallow DCO.
For any polynomial
for a 1 , . . . , a n ∈ A (by convention ∧ associates to the left).
2. For any α ∈ F A and n > 0 there exists an e ∈ A such that e·a 1 · . . .·a n−1 ↓ and α(⊤ ∧ a 1 ∧ · · · ∧ a n ) e·a 1 · . . .·a n for a 1 , . . . , a n ∈ A.
3. (A, ·) is a PCA, and the induced DCO is isomorphic to (A, F A ).
Proof. The first claim is shown by induction on the structure of t[x 1 , . . . ,
. . , a n ] and β(a * ) ≃ v[a 1 , . . . a n ] for a 1 , . . . , a n ∈ A and a * = ⊤ ∧ a 1 ∧ · · · ∧ a n . By Lemma 5.6 there exists a γ ∈ F A such that γ ⊇ ∧ • α, β , and the calculation
shows that @ • γ has the required property. For the second claim, set α 0 = α, a * 0 = ⊤; and α i+1 = α i and α * i+1 = α * i ∧ a i for 0 < i ≤ n. Then α i is total for i > 0, α i+1 (a * n−i−1 )·a n−i = α i (a * n−i ) for 0 < i ≤ n, and α 1 (a * n−1 )·a n α(a * n ). With e = α n (⊤) the claim follows by iterating.
1 and 2 together imply that (A, ·) is combinatory complete, and thus a PCA. To show that the induced DCO structure is equivalent to (A, F A ), we show that for every α ∈ F A there exists an e ∈ A with α ⊆ φ e , and vice versa. For α ∈ F A and a ∈ A we have
thus the required element is given by ( α•ρ)(⊤). Conversely, φ e ∈ F A for any e ∈ A since it can be represented as @ • c e , id .
Remark 5.14 The preceding lemma implies that DCOs induced by PCAs can be characterized as functionally complete and shallow DCOs. In the same way, DCOs that are functionally complete but not necessarily shallow correspond to inclusions of PCAs (see [7, Corollary 4.10.7] ; Hofstra [9, Proposition 6.6] proves the analogous result for OPCAs). ♦
Characterization
Theorem 6.1 A locally small category E is equivalent to a realizability topos if and only if
1. E is exact and locally cartesian closed,
2. E has enough projectives, and Proj(E) is closed under finite limits, 3. Γ : E → Set has a right adjoint ∇ factoring through Proj(E), and 4. there exists a separated and discrete projective D ∈ E such that for all projectives P ∈ E there exists a prone u : P → D.
Proof. We first show that the conditions hold for realizability toposes. Let To show that (A, id) is discrete we note first that id A is a discrete predicate in fam(A, ·), and thus (A, id) is right orthogonal to maps (J, e * (ϕ)) → (I, ϕ) in PAsm(A, ·) for surjective e : J ։ I. In other words, (A, id) is right orthogonal to prone epis between projectives in PAsm(A, ·) ex . Now let u : Y ։ X be an arbitrary prone epi, let e : P → X be a projective cover of X, and consider the following diagram.
The square ( * ) is the pullback of u and e, and since both are regular epis it is also a pushout (easy exercise in regular categories). Q is projective as pullback of the cospan P → ∇ΓX ← ∇ΓY of projectives. Let f : Y → (A, id). Since (A, id) is right orthogonal to v, there exists a g : P → (A, id) with f p = gv, and since ( * ) is a pushout, there exists an h : X → (A, id) with hu = f and he = g.
Conversely, assume that E is a category satisfying conditions 1-4. To prove that E is a realizability topos we construct a shallow indexed preorder A which has a discrete generic predicate ι ∈ A(A) and such that A ≃ Proj(E).
For I ∈ Set, define A(I) to be the subcategory of E/∇I on those f : P → ∇I that have projective domain and are inverted by Γ. If f is inverted by Γ then it is initial in P/∇ since P/∇ ∼ = ΓP/Set; and thus f ∼ = η P . Condition 4 implies that all projectives are separated, thus f is monic and A(I) is a preorder. The fact that Γ preserves pullbacks implies that A(I) is closed under meets, and that for every f : J → I, the pullback functor f : E/∇I → E/∇J restricts to a functor A(I) → A(J). Thus, we have a cartesian indexed preorder A : Set op → Ord. A(1) consists of monomorphisms P 1 such that P has one global element. In this case, P has to be terminal, which implies that A(1) is equivalent to the terminal preorder, and that A is shallow.
We can define a functor Proj(E) → A by P → (ΓP, η P ), which turns out to be an equivalence since Γ(f ) invertible implies f ∼ = η P for every f : P → ∇I as explained earlier.
Defining A = ΓD, the element ι = η D ∈ A(A) is a generic predicate since for every projective P there exists a prone u : P → D, and the fact that η D is discrete in A follows from discreteness of D in E. Now Lemma 5.4 gives a DCO structure F A on A with A ≃ fam(A, F A ), and from Theorem 3.1 we can deduce that E ≃ PAsm(A, F A ) ex . Theorem 3.2 implies that PAsm(A, F A ) is weakly locally cartesian closed, and Theorem 5.11 implies that (A, F A ) is functionally complete. Finally, Lemma 5.13 implies that the DCO structure F A on A is induced by a PCA structure.
