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Abstract
Discretization methods for ordinary differential equations based on the use of matrix expo-
nentials have been known for decades. This set of ideas has come off age and acquired greater
urgency recently, within the context of geometric integration and discretization methods on
manifolds based on the use of Lie-group actions.
In the present paper we study the approximation of the matrix exponential in a particular
context: given a Lie group G and its Lie algebra g, we seek approximants F (tB) of exp(tB) such
that F (tB) ∈ G if B ∈ g. Having fixed a basis V1, . . . , Vd of g, we write F (tB) as a composition
of exponentials of the type exp(αi(t)Vi), where αi for i = 1, 2, . . . , d are scalar functions. In
this manner it becomes possible to increase the order of the approximation without increasing
the number of exponentials to evaluate and multiply together. We study order conditions and
implementation details and conclude the paper with some numerical experiments.
1 Introduction
Although numerical methods for the integration of ordinary differential equations (ODEs) based on
the use of the matrix exponential have long history, the subject has acquired new relevance recently
with two developments. The first, which is irrelevant to the theme of this paper, is the introduction
of Krylov subspace techniques and their application to large stiff systems of differential equations
(Hochbruck, Lubich & Selhofer 1998). The other development is motivated by the philosophy
of geometric integration and its purpose is to recover under discretization important qualitative
and geometric features of the underlying dynamical system. Examples of such methods can be
found inter alia in (Casas 1996, Crouch & Grossman 1993). An important technique in geometric
integration is the use of Lie-group actions, which lend themselves to the design of very effective
time-stepping methods for ODEs evolving on homogeneous manifolds. Such methods have been
recently studied in (Munthe-Kaas 1997) and (Engø 1998). Methods based on the use of the classical
∗Research at MSRI is supported in part by NSF grant DMS-9701755.
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Magnus and Fer expansions for integrating ODEs on Lie-groups can be brought into this formalism
(Iserles & Nørsett 1997, Iserles & Nørsett 1999, Zanna 1997). All such methods require a repeated
evaluation of a matrix exponential, often of large matrices. Inasmuch as typically one can expect the
replacement of the exact exponential by a suitable approximant (a rational function, say, a Krylov
subspace approximant or a Schur factorization), the context of Lie-group methods imposes a crucial
extra requirement. The approximant in question, applied to an arbitrary element of the Lie algebra
g, must produce an outcome in the Lie group G, otherwise the whole purpose of the calculation,
dicretizing within G, will be null and void. This can be done is some, but by no means, all Lie
algebras of interest and we refer the reader to (Celledoni & Iserles 1998) for a more substantive
discussion of this issue.
Let G be a finite-dimensional Lie group. For all practical purposes, we may assume that G is a
subgroup of the general linear group GL(n), the set of all nonsingular n×n matrices. We denote by
g the Lie algebra corresponding to G, observing that it is a subalgebra of gl(n), the Lie algebra of
all n×n matrices. Our concern in this paper is with differential equations that evolve on a manifold
M subject to the action of G. For simplicity we can assume thatM coincides with G and the action
is of G on itself. The numerical solution of such differential equations can be obtained considering
the pull-back on g, by means of the exponential map, of the vectorfield defining the equation.
We can compute the corresponding flow by a Lie-algebra discretization method and recover the
approximation of the original problem via exponentiation. Given an integration method of order
p, we consider order-p approximants F (tB) for exp(tB), where B ∈ g and t ≥ 0. We require that
F (tB) ∈ G, whence it is easy to prove that important qualitative features of the original equation
and the order of the discretization are retained. In (Celledoni & Iserles 1998) we have introduced
low-rank splitting methods for the construction of the approximant F , as the first attempt to provide
a comprehensive treatment of this issue.
Although the constraint F (tB) ∈ G represents remarkable advantage in many applications, such
as problems in which the conservation of invariants is at issue in numerical modelling (volume
conservation in meteorology, invariance under rotations in the theory of mechanical systems and in
robotics), it should not be interpreted as the sole purpose of our analysis. Our methods are relevant
also for the approximation of exp(tB) in the more general setting B ∈ gl(n). Suppose in fact that
B ∈ gl(n) and we want to approximate exp(tB). It is always possible to write B as a sum of a
matrix Bs ∈ sl(n) (the special linear algebra of n × n matrices with zero trace) and a diagonal
matrix Bd whose nonzero entries are equal to δ = tr (B)/n. Then Bs = B − Bd and [Bs, Bd] = 0
so that exp(tB) = exp(tBs) exp(tδ). This fact is a particular case of what is known in Lie theory
as the Levi decomposition (Humphreys 1972, Varadarajan 1984). Using this decomposition of the
matrix B, if necessary in tandem with some scaling and squaring technique, the approximation of
exp(tB) can be always reduced to the approximation of exp(tBs) with Bs ∈ sl(n). As long as we
can assure that our approximation of exp(tBs) resides in SL(n), the outcome is an approximant
F (tB) of exp(tB) that shares with the exact exponential the feature that detF (tB) = exp(trB).
It is possible to prove that, given a splitting B =
∑k
i=1 Bi, the function
e
1
2
tB1e
1
2
tB2 · · · e
1
2
tBk−1etBke
1
2
tBk−1 · · · e
1
2
tB2e
1
2
tB1 ,
known as the generalized Strang splitting, approximates exp(tB) to order 2. As long asB1, B2, . . . , Bk ∈
g, it follows at once from the definition of a Lie group that the approximant resides in G. Moreover,
2k − 1 is the least number of exponentials that render such a splitting into a second-order approx-
imant (Celledoni & Iserles 1998). The Strang splitting is time reversible, hence it follows readily
from classical theory that the order can be raised from 2 to 4 by composing three Strang splittings
with different time steps (Yoshida 1990). In that case we need to evaluate 3k exponentials and
multiply 6k matrices. In the case of low-rank splittings which have been considered by Celledoni &
Iserles (1998) this results in the following count of flops: 4n3 for order 2, 12n3 for order 4.
In this paper we present composition methods in which the number of exponentials k equals the
dimension d of the Lie algebra. Our construction allows us to increase the order of the approxi-
mation without increasing the number of exponentials to evaluate and multiply together. Letting
2
{V1, . . . , Vd} be a basis of g, we write F (tB) as a composition of exponentials of the type exp(αi(t)Vi),
where each αi(t) for i = 1, . . . , d is a scalar function. In general d = O
(
n2
)
, however, with an appro-
priate choice of the basis elements, the computation of each exponential exp(αi(t)Vi) requires O(n)
flops, while the formation of their product adds just 2n3+O
(
n2
)
flops. The challenging part of the
computation is the construction of the functions α1(t), . . . , αd(t), and the cost of their calculation
depends on the desired order of the approximation. Naive complexity analysis might have indicated
that the total cost is growing exponentially in d as the order increases. Yet, the cost remains rela-
tively modest for small orders and the method lends itself very well to the exploitation of sparsity
in the matrix B. In the sequel we show how this approach can be turned into an efficient numerical
method and we obtain algorithms of order up to 4 with a cost of O
(
n3
)
for dense matrices.
Our approach can be interpreted as representing the solution using canonical coordinates of the
second kind, an approach that has been pioneered by Owren & Marthinsen (1998) in the context
of general Lie-group methods. Having said this, the more restrictive framework of exponential
approximants possesses a very great deal of special structure. This can be exploited so as to
produce efficient and competitive algorithms that approximate exp(tB), B ∈ g, in the Lie group G.
2 The technique of coordinates of second kind for the ap-
proximation of the exponential matrix
Let G be a Lie group and g its corresponding d-dimensional Lie algebra. We choose a basis
{V1, . . . , Vd} of g, whence every element Y ∈ G sufficiently close to the identity can be represented
in a unique fashion as
Y = exp(γ1V1) exp(γ2V2) · · · exp(γdVd),
where exp : g → G is the exponential map. This representation is known as representation in
canonical coordinates of the second kind (Varadarajan 1984). This representation is global in the
case of solvable Lie algebras. We restrict ourselves to the case g ⊆ gl(n), G ⊆ GL(n), when exp is
the usual matrix exponential.
Given B ∈ g, we can represent it in a unique fashion as
B =
d∑
i=1
βiVi.
It is possible then to write exp(tB) in the form
U(t) = exp(tB) = exp(g1(t)V1) exp(g2(t)V2) · · · exp(gd(t)Vd).
Letting g = [g1, . . . , gd]
T, β = [β1, . . . , βd]
T, it can be proved that the vector function g obeys a
differential equation of the form
dg
dt
= f(β, g), g(0) = 0,
where f is a suitable function of β and g, for sufficiently small t (Wei & Norman 1963). Given
a solvable Lie algebra g Wei & Norman (1963) prove results on the global representation of U .
However, an explicit form of f is known only for very simple examples of low-dimensional Lie
algebras.
In this paper we seek polynomials α1 ≈ g1, . . . , αd ≈ gd of a suitable degree so that
exp(tB) ≈ exp(α1(t)V1) exp(α3(t)V2) · · · exp(αd(t)Vd).
Differentiation yields
d∑
i=1
βiVi =
d∑
i=1
g′i(t)
i−1∏
j=1
egjVjVi
1∏
j=i−1
e−gjVj . (2.1)
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Evaluating this expression at the origin gives the first-order condition
g′i(0) = βi, i = 1, 2, . . . , d. (2.2)
Further differentiations of (2.1) lead to higher-order conditions. Let us define the functions
Pi(g) = exp(adg1V1) ◦ · · · ◦ exp(adgi−1Vi−1)(Vi), i = 1, 2, . . . , d, (2.3)
where the adjoint operator adx : g→ g is defined as adx(y) = [x, y] for any x, y ∈ g, [x, y] = xy−yx
being the matrix commutator. Note that Pi(g(0)) = Vi, i = 1, 2, . . . , d. Moreover, the right-hand
side of (2.1) can be written in the simplified form The function
T (g) =
d∑
i=1
g′i(t)Pi(g).
Since the derivatives of the left hand side of (2.1) vanish, the conditions for order p ≥ 1, can be
obtained by solving the equations
dr
dtr
T (g)
∣∣∣∣
t=0
= 0, r = 1, 2, . . . , p− 1, p ≥ 1, (2.4)
where
dr
dtr
T (g) =
d∑
i=1
r∑
k=1
(
r
k
)
dr−k+1gi
dtr−k+1
dkPi
dtk
. (2.5)
In particular,
d
dt
T (g) =
d∑
i=1
(
g′′i Pi + g
′
i
d
dt
Pi
)
,
d2
dt2
T (g) =
d∑
i=1
(
g′′′i Pi + 2g
′′
i
d
dt
Pi + g
′
i
d2
dt2
Pi
)
,
d3
dt3
T (g) =
d∑
i=1
(
gIVi Pi + 3g
′′′
i
d
dt
Pi + 3g
′′
i
d2
dt2
Pi + g
′
i
d3
dt3
Pi
)
.
Solving (2.4) for r = 1 results in the values of g′′i (0) for i = 1, 2, . . . , d that allow us to construct
an order-2 approximant. Substituting such values in (2.4) for r = 2 yields g′′′i (0) for i = 1, 2, . . . , d
and consequently an approximant of order 3. Similar procedure can be used to construct recursively
approximants of arbitrarily high order.
The main part of the computation is the evaluation of the k-th derivative of Pi(g) at t = 0.
Expanding the exponentials in (2.3) we obtain
Pi(g) =
i−1∏
k=1
(I + adgkVk +
1
2ad
2
gkVk
+ 16ad
3
gkVk
+ . . .)(Vi)
and, after further algebra,
Pi(g) =
{
I +
i−1∑
k=1
adgkVk +
i−1∑
k=2
k−1∑
l=1
adglVladgkVk
+ 12
i−1∑
k=1
ad2gkVk +
i−1∑
k=3
k−1∑
l=2
l−1∑
j=1
adgjVjadglVladgkVk
+ 12
i−1∑
k=2
k−1∑
l=1
(
adglVlad
2
gkVk
+ ad2glVladgkVk
)
+ 16
i−1∑
k=1
ad3gkVk + . . .
}
(Vi) .
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Similarly to (Owren & Marthinsen 1997), we write Pi(g) in the form
Pi(g) = I +
∞∑
r=1
i−1∑
j1=1
i−1∑
j2=j1
· · ·
i−1∑
jr=jr−1
1
j!
gj1 . . . gjradVj1 ◦ · · · ◦ adVjr (Vi).
Here j = (j1, . . . jr) is a multi-index of integer elements with 1 ≤ jr ≤ i− 1 and j! := q1!q2! . . . qi−1!
where qk is the number of occurrences of k in (j1, j2 . . . jr).
A general expression for the k-th derivative of Pi is given as follows: since gi(0) = 0, we may let
fi(t) = gi(t)/t, i = 1, 2, . . . , d. We can then rewrite Pi in the form
Pi(g) = I +
∞∑
r=1
tr
i−1∑
j1=1
i−1∑
j2=j1
· · ·
i−1∑
jr=jr−1
1
j!
fj1 · · · fjradVj1 ◦ · · · ◦ adVjr (Vi).
By following the construction in(Owren & Marthinsen 1997) we obtain
dkPi
dtk
∣∣∣∣
t=0
=
k∑
r=1
∑
δ1+...+δr=k
k!∏µ
ν=1(δν − 1)!
∑
1≤j1≤...≤jµ≤i−1
1
j!
× f
(δ1−1)
j1
· · · f
(δµ−1)
jµ
∣∣∣
t=0
adVj1 ◦ · · · ◦ adVjµ (Vi).
(2.6)
Substituting (2.6) in (2.4) and (2.5) we obtain the conditions for arbitrary order p. In particular
we obtain the following formulae for the derivatives of Pi(g) at t = 0,
dPi
dt
∣∣∣∣
t=0
=
i−1∑
k=1
adVk (Vi) g
′
k(0),
d2Pi
dt2
∣∣∣∣
t=0
=
i−1∑
k=1
(
k−1∑
l=1
2adVladVk(Vi)g
′
k(0)g
′
l(0) + ad
2
Vk
(Vi)[g
′
k(0)]
2 + adVk(Vi)g
′′
k (0)
)
,
d3Pi
dt3
∣∣∣∣
t=0
= 6
i−1∑
k=3
k−1∑
l=2
l−1∑
j=1
adVjadVladVk(Vi)g
′
j(0)g
′
l(0)g
′
k(0)
+ 3
i−1∑
k=2
k−1∑
l=1
(
adVlad
2
Vk
(Vi)g
′
l(0)[g
′
k(0)]
2 + ad2VladVk(Vi)[g
′
l(0)]
2g′k(0)
)
+
i−1∑
k=1
ad3Vk(Vi)[g
′
k(0)]
3
+ 3
i−1∑
k=2
k−1∑
l=1
adVladVk(Vi) (g
′′
k (0)g
′
l(0) + g
′
k(0)g
′′
l (0))
+ 3
i−1∑
k=1
ad2Vk(Vi)g
′′
k (0)g
′
k(0)
+
i−1∑
k=1
adVk(Vi)g
′′′
k (0).
Substitution readily produces order conditions. Specifically,
d∑
i=1
g′′i (0)Vi = −
d∑
i=1
g′i(0)
i−1∑
k=1
adVk(Vi)g
′
k(0), (2.7)
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are conditions for order 2, while
d∑
i=1
g′′′i (0)Vi = −
d∑
i=1
{
2g′′i (0)
i−1∑
k=1
adVk(Vi)g
′
k(0)
+ g′i(0)
i−1∑
k=1
[
2
k−1∑
l=1
adVladVk(Vi)g
′
k(0)g
′
l(0) (2.8)
+ ad2Vk(Vi)(g
′
k(0))
2 + adVk(Vi)g
′′
k (0)
]}
,
are the order-3 conditions. Finally, conditions for order 4 are
d∑
i=1
gIVi (0)Vi = −
d∑
i=1
{
3g′′′i (0)
i−1∑
k=1
adVk(Vi)g
′
k(0)+
+ 3g′′i (0)
[
i−1∑
k=1
(
k−1∑
l=1
2adVladVk(Vi)g
′
k(0)g
′
l(0)
+ ad2Vk(Vi)(g
′
k(0))
2 + adVk(Vi)g
′′
k (0)
)]
+ g′i(0)

6 i−1∑
k=3
k−1∑
l=2
l−1∑
j=1
adVjadVladVk(Vi)g
′
j(0)g
′
l(0)g
′
k(0)
+ 3
i−1∑
k=2
k−1∑
l=1
(
adVlad
2
Vk
(Vi)g
′
l(0)(g
′
k(0))
2 + ad2VladVk(Vi)(g
′
l(0))
2g′k(0)
)
(2.9)
+
i−1∑
k=1
ad3Vk(Vi)(g
′
k(0))
3
+ 3
i−1∑
k=2
k−1∑
l=1
adVladVk(Vi) (g
′′
k (0)g
′
l(0) + g
′
k(0)g
′′
l (0))
+ 3
i−1∑
k=1
ad2Vk(Vi)g
′′
k (0)g
′
k(0)
+
i−1∑
k=1
adVk(Vi)g
′′′
k (0)
]}
.
In Figure 1 we have plotted along the y axis the 2-norm of the error of the approximation of
exp(tB) with the second-kind coordinates (SKC) methods of order ranging from 1 to 4. The values
of the error are plotted against time, (along the x-axis), to logarithmic scale for matrices of sl(5).
The methods have been implemented using the standard basis defined in section 3.
The computation of g′′(0), g′′′(0) and gIV(0) is obtained directly implementing the formulas
(2.7), (2.8),(2.9) respectively. This implementation does not depend on the choice of the particular
basis of sl(5), but the number of commutators that must be computed with this approach is O(dp)
for p = 2, 3, 4. Even if we assume that the Vis are very sparse matrices and that the cost of
computing each commutator is O(1) operations, the total cost exceeds O
(
n2p
)
flops for p = 2, 3, 4
where n is the dimension of the matrix. Such expense is not acceptable for a competitive method
of approximation of exp(tB). Fortunately, it can be decreased a very great deal by an appropriate
choice of the basis {V1, V2, . . . , Vd}. This is the theme of the next section.
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Figure 1: Error in the approximation of the exponential with WN technique.
3 Choosing a basis
The choice of the right basis and sparse representation of commutators are critical to the implemen-
tation of the SKC methods. Recalling the order conditions (2.7)–(2.9), our aim is to choose a basis
so that terms of the form adVi1 adVi2 · · · adVisVj can be represented in the most economical man-
ner. We recall that, given the basis {V1, V2, . . . , Vd} of a d-dimensional Lie algebra g, the structure
constants are the numbers cik,l, k, l, i = 1, 2, . . . , d, such that
[Vk, Vl] =
d∑
i=1
cik,lVi
(Humphreys 1972). Let
B =
d∑
k=1
βkVk.
Then an order-1 condition is always
g′k(0) = βk, k = 1, 2, . . . , d. (3.1)
To obtain the order-2 condition we substitute (3.1) in (2.7) and express commutators in terms of
structure constants,
d∑
k=1
g′′k (0)Vk = −
d∑
l=1
βl
l−1∑
j=1
[Vj , Vl]βj = −
d∑
l=1
βl
l−1∑
j=1
d∑
k=1
ckj,lVk
= −
d∑
k=1

 d∑
l=1
l−1∑
j=1
βlc
k
j,lβj

Vk.
Since ckj,l = −c
k
l,j, we thus deduce that
g′′k (0) =
d∑
l=1
l−1∑
j=1
βlc
k
l,jβj, k = 1, 2, . . . , d. (3.2)
7
Likewise, substituting in (2.8),
d∑
k=1
g′′′k (0)Vk = −
d∑
i=1

2g′′i (0)
i−1∑
l=1
[Vl, Vi]βl + βi
i−1∑
l=1

2 l−1∑
j=1
[Vj , [Vl, Vi]]βlβj
+ [Vl, [Vl, Vi]]β
2
l + [Vl, Vi]g
′′
l (0)
)}
.
Note that
[Vj , [Vl, Vi]] =
d∑
s=1
csl,i[Vj , Vs] =
d∑
k=1
d∑
s=1
csl,ic
k
j,sVk.
Therefore
d∑
k=1
g′′′k (0)Vk = −2
d∑
i=1
g′′i (0)
i−1∑
l=1
d∑
k=1
ckl,iβlVk − 2
d∑
i=1
βi
i−1∑
l=1
l−1∑
j=1
d∑
k=1
d∑
s=1
csl,ic
k
j,sβlβjVk
−
d∑
i=1
βi
i−1∑
l=1
d∑
k=1
d∑
s=1
csl,ic
k
l,sβ
2
l Vk −
d∑
i=1
i−1∑
l=1
βi
d∑
k=1
ckl,ig
′′
l (0)Vk
and we deduce that
g′′′k (0) =
d∑
i=1
i−1∑
l=1
cki,l[2g
′′
i (0)βl + βig
′′
l (0)] + 2
d∑
i=1
i−1∑
l=1
l−1∑
j=1
d∑
s=1
csi,lc
k
j,sβiβlβj
−
d∑
i=1
d∑
i=1
i−1∑
l=1
d∑
s=1
csi,lc
k
l,sβiβ
2
l , k = 1, 2, . . . , d.
Bearing in mind that for order p we require
αk(t) =
p∑
r=1
1
r!
g
(r)
k (0)t
r, k = 1, 2, . . . , d,
we observe that the sheer volume of calculations required for the evaluation of the functions
α1, α2, . . . , αd is prohibitive for, say, order 3, unless most of the structure constants vanish. For-
tunately, bases of finite-dimensional Lie algebras which are ‘sparse’ (in the sense that a very high
proportion of structure constants vanish) are known. They are associated with root space decom-
positions of Lie algebras (Humphreys 1972) and, in the case of semisimple algebras, are known
as Chevalley bases (Carter, Segal & Macdonald 1995). Wishing to avoid too much Lie-algebraic
terminology in a numerical analysis paper, we reserve our exposition to just three examples which
are the most important in a range applications.
The orthogonal group Let g = so(n), the Lie algebra of n× n skew-symmetric matrices. It cor-
responds to two important Lie groups: the orthogonal group O(n) of n×n orthogonal matrices and
its subgroup, the special orthogonal group SO(n) of matrices with unit determinant. Its dimension
is d = 12n(n− 1). We let
Fi,j = eiej
T − ejei
T, i = 1, 2, . . . , n, j = i+ 1, i+ 2, . . . , n,
where ei is the i-th canonical vector of R
n. In other words, Fi,j is a matrix whose (i, j)-th element
is 1, the (j, i)-th element equals −1 and zero otherwise. We can trivially expand each B ∈ so(n) as
B =
∑n
i=1
∑n
j=i+1 bi,jFi,j . U(t) := exp(tFi,j) is simply an Euler rotation in the (i, j) plane: it is
identity matrix, except that[
Ui,i Ui,j
Uj,i Uj,j
]
=
[
cos(tFi,j) sin(tFi,j)
− sin(tFi,j) cos(tFi,j)
]
.
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Noting that
[Fi,j , Fl,k] =


−Fj,k, i = l, j 6= k,
−Fi,l, i 6= l, j = k,
Fi,k, i 6= k, j = l,
Fj,l, i = k, j 6= l,
O, otherwise,
the order conditions are simplified as follows,
p ≥ 1 : g′i,j(0) = bi,j ,
p ≥ 2 : g′′i,j(0) =
n∑
s=j+1
bj,sbi,s −
j−1∑
r=i+1
br,jbi,r
+
i−1∑
r=1
br,jbr,i, 1 ≤ i < j ≤ n,
and similarly for higher-order terms. Thus, the cost of computing the coefficients for the second-
order method is just 12 (n − 2)(n − 1)n ≈
1
2n
3 flops. In comparison, a naive computation of (3.2),
without exploiting sparsity of structure constants, requires 18 (n
2 − n− 2)(n− 1)2n2 ≈ 18n
6 flops.
A more classical composition method for B ∈ so(n) is the Strang splitting which we can write
in the form
etb1,2F1,2/2 · · · etbn−2,nFn−2,n/2etbn−1,nFn−1,netbn−2,nFn−2,n/2 · · · etb1,2F1,2/2
(Celledoni & Iserles 1998). It gives a second-order approximant to exp(tB) whose calculation re-
quires ≈ 4n3 flops, in comparison with ≈ 3n3 for the second-order CSK method.
We note that, in the specific case of so(n), diagonal Pade´ approximants to the exponential
provide an alternative to our method, since they map the algebra to O(n). Having said this, for
dense matrices B the cost of evaluating the second-order approximant (I − 12 tB)
−1(I + 12 tB) with,
say, LU factorization is O
(
n3
)
, comparative with our method.
The special linear group Let g = sl(n), the set of n × n matrices with zero trace, whence
d = n2 − 1. We split the algebra in the first instance into diagonal and off-diagonal parts: in the
terminology of Lie algebras, the subspace spanned by the diagonal elements is a Cartan subalgebra
(Carter et al. 1995) or maximal toral algebra (Humphreys 1972) of sl(n). Specifically, our basis is
{Ei,j : i, j = 1, 2, . . . , n i 6= j} ∪ {Di : i = 1, 2, . . . , n− 1}.
where
Ei,j = eiej
T, i, j = 1, 2, . . . , n, i 6= j,
Di = eiei
T − ei+1e
T
i+1, i = 1, 2, . . . , n− 1.
The exponentials of Ei,j and Di are trivial,
etEi,j = I + tEi,j , e
tDi = etDi.
We order the elements by taking firstEi,j , i 6= j, in lexicographic order, followed byD1, D2, . . . , Dn−1.
The commutator table is
[Ei,j , Er,s] =


Ei,s, i 6= s, j = r,
−Er,j , i = s, j 6= r,∑r−1
l=s Dl, i = s < j = r,
−
∑s−1
l=r Dl, i = s > j = r,
O, otherwise,
i, j, r, s = 1, 2, . . . , n,
i 6= j, r 6= s,
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[Ei,j , Dr] =


−Er,j , i = r, j 6= r + 1,
−Ei,r+1, i 6= r, j = r + 1,
−2Er,r+1, i = r, j = r + 1,
Er+1,j , i = r + 1, j 6= r,
Ei,r , i 6= r + 1, j = r,
2Er+1,r, i = r + 1, j = r,
O, otherwise,
i, j = 1, . . . , n, i 6= j,
r = 1, . . . , n− 1,
[Di, Dj] = O, i, j = 1, 2, . . . , n− 1.
In general, for a d-dimensional Lie algebra there are (d − 1)d2 structure constants. In the case of
sl(n) this means that up to ≈ n6 structure constants may be nonzero. Yet, using the above basis
results in just 2(n − 1)n2 + 4(n − 2)(n − 1) + 23 (n
2 − 1)n ≈ 73n
3 nonzero structure constants and
substantial saving in the implementation of the SKC technique.
Letting
[Ei,j , Er,s] =
∑
(k,l)
c
(k,l)
(i,j),(k,l)Ek,l +
∑
k
c
(k)
(i,j),(r,s)Dk,
[Ei,j , Dr] =
∑
(k,l)
c(i,j),rEk,l
(note that [Dr, Ei,j ] = −[Ei,j , Dr] and [Di, Dj ] = O) we thus have
c
(k,l)
(i,j),(r,s) =


+1, k = i, l = s, r = j, s 6= i,
−1, k = r, l = j, r 6= j, s = i,
0, otherwise,
ck(i,j),(r,s) =


+1, i = s < j = r, k = s, s+ 1, . . . , r − 1,
−1, i = s > j = r, k = r, r + 1, . . . , s− 1,
0, otherwise,
c
(k,l)
(i,j),r =


+1, k = i = r + 1, l = j, j 6= r or k = i, l = j = r, i 6= r + 1,
−1, k = i = r, l = j, j 6= r + 1 or k = i, l = j = r + 1, i 6= r,
+2, k = i = r + 1, l = j = r,
−2, k = i = r, l = j = r + 1,
0, otherwise,
ck(i,j),r = c
(k,l)
r,s = c
k
r,s = 0.
Letting
B =
∑
k 6=l
βk,lEk,l +
∑
k
γkDk,
and ordering the pairs (k, l), k 6= l, in lexicographic order, we thus have
g′k,l(0) = βk,l,
g′k(0) = γk,
g′′k,l(0) =
∑
(i,j)≻(r,s)
βi,jc
(k,l)
(i,j),(r,s)βr,s +
∑
(i,j),r
βi,jc
k
(i,j),rγr
=
k−1∑
i=1
βk,iβi,l −
n∑
i=k+1
βk,iβi,l + βk,l(γk−1 + γl − γk − γl−1),
g′′k (0) =
∑
(i,j)≻(r,s)
βi,jc
k
(i,j),(r,s)βr,s = −
k∑
i=1
n∑
j=k+1
βi,jβj,i,
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where γ0 = γn = 0.
The Lorenz group This is the 6-dimensional group SO(3, 1) of 4×4 matrices A such that AJAT =
J , where J = diag(1, 1, 1,−1) (Carter et al. 1995). It has important applications in special relativity
theory. he corresponding Lorenz algebra so(3, 1) consists of all matrices B such that BJ+JBT = O.
It is easy to verify that each element of so(3, 1) can be written in the form
B =


0 b1 b2 b3
−b1 0 b4 b5
−b2 −b4 0 b6
b3 b5 b6 0

 , b1, b2, . . . , b6 ∈ R.
Choosing the basis



0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

 ,


0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0

 ,


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

 ,


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 ,


0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

 ,


0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0



 ,
we obtain the commutator table
[V1, V2] = −V3, [V1, V3] = V2, [V1, V4] = −V5, [V1, V5] = V4, [V1, V6] = O,
[V2, V1] = V3, [V2, V3] = −V1, [V2, V4] = −V6, [V2, V5] = O, [V2, V6] = V4,
[V3, V1] = −V2, [V3, V2] = V1, [V3, V4] = O, [V3, V5] = −V6, [V3, V6] = V5,
[V4, V1] = V5, [V4, V2] = V6, [V4, V3] = O, [V4, V5] = V1, [V4, V6] = V2,
[V5, V1] = −V4, [V5, V2] = O, [V5, V3] = V6, [V5, V4] = −V1, [V5, V6] = V3,
[V6, V1] = O, [V6, V2] = −V4, [V6, V3] = −V5, [V6, V4] = −V2, [V6, V5] = −V3.
Thus, out of 180 structure constants, just 24 are nonzero – and they all equal ±1. After brief
claculation, we drive for example the polynomials αk that yield an order-2 CSK approximant,
α1(t) = β1t+
1
2 (β2β3 − β4β5)t
2,
α2(t) = β2t−
1
2 (β1β3 + β4β6)t
2,
α3(t) = β3t+
1
2 (β1β2 − β5β6)t
2,
α4(t) = β4t−
1
2 (β1β5 + β2β6)t
2,
α5(t) = β5t+
1
2 (β1β4 − β3β6)t
2,
α6(t) = β6t+
1
2 (β3β5 − β2β4)t
2,
where B =
∑6
k=1 βkVk.
4 Time symmetry
An approximant F (tB) ≈ exp(tB) is said to be time symmetric if F (tB)F (−tB) = I, t ≥ 0. Time
symmetric approximants are important for a number of reasons, not least being that they lend
themselves to the Yosˇida technique, which allows their order to be increased (Yoshida 1990). The
techniques of the last section are not time symmetric. Here we describe their modification, which
results in a time-symmetric approximant.
Me mention in passing that it is possible to envisage two distinct techniques to obtain high-order
algorithms based on canonical coordinates of the second kind. The first, implicit in the work of the
previous section, consists of evaluating the numbers g
(l)
k (0) for l = 1, 2, . . . , p, where p is the order
of the method. The alternative, the subject matter of the present section, consists in combining
11
a second-order or a fourth-order approximant across a number of steps to obtain a higher-order
method.
Given the splitting
B =
s∑
l=1
Cl,
it is well known that the Strang splitting The approximation
F (tB) = etC1/2 · · · etCs−1/2etCsetCs−1/2 · · · etC1/2 (4.1)
is of order 2 and time symmetric. Note that, as a consequence of time symmetry, for sufficiently
small t ≥ 0 we can represent F (tB) = eF(t) where the matrix function F(t) is odd. It is precisely
this feature that allows the application of the Yosˇida technique.
The clear reason for (4.1) being time symmetric is that it is palindromic in the alphabet
{C1, C2, . . . , Cs}. This provides a clue how to modify techniques based on canonical coordinates
of the second kind so as to render them time symmetric. Given a basis {V1, V2, . . . , Vd} of the Lie
algebra g, we approximate etB by the product
exp[α1(t)V1] · · · exp[αd−1(t)Vd−1] exp[αd(t)Vd] exp[αd−1(t)Vd−1] · · · exp[α1(t)V1], (4.2)
where α1, α2, . . . , αd are odd polynomials.
Taking αl =
1
2βlt, l = 1, 2, . . . , d − 1 and αd = βdt yeilds the second-order Strang splitting. In
the sequel we seek higher-order methods of this kind.
Using the Baker–Campbell–Hausdorff (BCH) formula it is possible to express the product of
exponentials at the right hand side of (4.2) as a single exponential (Varadarajan 1984, p. 141).
Due to the symmetric arrangement of the exponentials in (4.2), the BCH formula is an expansion
in odd powers of t. If this expansion converges, which is always the case for sufficently small t, it
makes sense to write the equation
tB = 2
d−1∑
i=1
αi(t)Vi + αd(t)Vd +
∞∑
k=1
Q2k(α). (4.3)
Here we denote by Q2k(α) the terms of order O
(
t2k+1
)
in the BCH formula applied to (4.3).
Moreover, we let α2ki (t) be the polynomial obtained by truncating the expansion of αi(t) after the
first k terms, and we denote the remainder by r2ki (t). In other words,
αi(t) = α
2k
i (t) + r
2k
i (t), r
2k
i (t) = O
(
t2k+1
)
, i = 1, 2, . . . , d.
From (4.3) we deduce
2
d−1∑
i=1
α
2(k)
i (t)Vi + α
2(k)
d (t)Vd = tB −
k−1∑
r=1
Q2r(α) +O
(
t2k+1
)
.
Noting that
Q2r(α) = Q2r(α2(k−1) + r2(k−1)) = Q2r(α2(k−1)) +O
(
t2k+r
)
,
we obtain
2
d−1∑
i=1
α
2(k)
i (t)Vi + α
2(k)
d (t)Vd = tB −
k−1∑
r=1
Q2r(α2(k−1)) +O
(
t2k+1
)
. (4.4)
Dropping the O
(
t2k+1
)
terms in (4.4), it is possible to compute α2k from α2(k−1). This gives a
procedure to derive a sequence of successively increaing-order approximants of exp(tB). It is easy
to see that the approximants
F 2k(tB) = exp(α2k1 (t)V1) · · · exp(α
2k
d (t)Vd) · · · exp(α
2k
1 (t)V1),
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of exp(tB) are such that F 2k(tB)F 2k(−tB) = I, hence time symmetry, the reason being the sym-
metric arrangements of the exponentials in F 2k(tB) and the odd-power expansion of the functions
α2ki .
The BCH and symmetric BCH formulae for k-terms have an exceedingly complicated expansion,
which can be obtained recursively. In what follows we will make use just of the term Q2(α),
demonstrating how it is possible to compute it explicitely for particular choices of the basis.
In the remainder of this section we consider the implementation of time-symmetric CSK methods.
We split B as before and commence by considering the Strang splitting (4.1) except that, to simplify
notation, we arrange the terms in reverse ordering,
etCs/2 · · · etC2/2etC1etC2/2 · · · etCs/2. (4.5)
Lemma 1 The term Q2 of the BCH formula applied to (4.5) is
Q2 =
t3
12
s∑
l=2
[C1 + · · ·+ Cl−1 +
1
2Cl, [C1 + · · ·+ Cl−1, Cl]]. (4.6)
Proof See the appendix. ✷
Let us next consider the case g = so(n), choosing the same sparse basis as in Section 2. Therefore,
according to (4.6), we have
Q2 =
t3
12
n−1∑
i=1
n∑
j=i+1
[b1,2F1,2 + . . .+ bi,j−1Fi,j−1, [b1,2F1,2 + . . .+ bi,j−1Fi,j−1,
bi,jFi,j ]] +
1
24
n−1∑
i=1
n∑
j=i+1
bi,j [Fi,j , [b1,2F1,2 + . . .+ bi,j−1Fi,j−1, bi,jFi,j ]].
(4.7)
We compute separately each part of this sum. Exploiting the commutator table of our basis we
have
[b1,2F1,2 + . . .+ bi,j−1Fi,j−1, bi,jFi,j ]
= bi,j
(
−
j−1∑
s=i+1
bi,sFs,j −
i−1∑
r=1
br,jFr,i +
i−1∑
t=1
bt,iFt,j
)
,
and noting that bi,s = −bs,i, we deduce that
[b1,2F1,2 + . . .+ bi,j−1Fi,j−1, bi,jFi,j ] = bi,j


j−1∑
t=1
t6=i
bt,iFt,j −
i−1∑
r=1
br,jFr,i

 . (4.8)
Commuting the right-hand side with Fi,j gives
Fi,j ,
j−1∑
t=1
t6=i
bt,iFt,j −
i−1∑
r=1
br,jFr,i

 =
j−1∑
t=1
t6=i
bt,iFt,i +
i−1∑
r=1
br,jFr,j . (4.9)
Let b1, b2, . . . , bn be the columns of B and denote
bsl =
s−1∑
k=1
bk,lek, k = 1, 2, . . . , n.
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Then (4.8) yields
[b1,2F1,2 + . . .+ bi,j−1Fi,j−1, bi,jFi,j ] = bi,j(b
j
ie
T
j − ejb
j
i
T
)− bi,j(b
i
je
T
i − eib
i
j
T
),
while (4.9) gives
[Fi,j , [b1,2F1,2 + · · ·+ bi,j−1Fi,j−1, bi,jFi,j ]]
= bi,j(b
j
ie
T
i − eib
j
i
T
)− bi,j(b
i
je
T
j − ejb
i
j
T
).
Multiplying the latter by bi,j and summing in i and j we can evaluate (4.7) in n
3 operations. Note
that we count separately multiplications and additions, for example, we assume that the cost of
Euclidean inner product of two vectors of length n is 2n operations.
We now assemble together our results to calculate (4.7). We proceed by splitting the sum
b1,2F1,2 + · · ·+ bi,j−1Fi,j−1 in three parts, whereby
[b1,2F1,2 + · · ·+ bi,j−1Fi,j−1, b
j
ie
T
j − ejb
j
i
T
− (bije
T
i − eib
i
j
T
)]
=
i∑
l=1
l−1∑
k=1
[(blle
T
l − elb
l
l
T
), bjie
T
j − ejb
j
i
T
− (bije
T
i − eib
i
j
T
)]
+
j−1∑
l=i+1
i∑
k=1
[(bi+1l e
T
l − elb
i+1
l
T
), bjie
T
j − ejb
j
i
T
− (bije
T
i − eib
i
j
T
)]
+
m∑
l=j
i−1∑
k=1
[(bile
T
l − elb
i
l
T
), bjie
T
j − ejb
j
i
T
− (bije
T
i − eib
i
j
T
)].
Finally,
[b1,2F1,2 + · · ·+ bi,j−1Fi,j−1, b
j
ie
T
j − ejb
j
i
T
− (bije
T
i − eib
i
j
T
)]
= −bii
T
b
j
iFi,j + b
i
ib
i
j
T
− bijb
i
i
T
+ bij
T
bijFj,i − (b
i
jb
j
i
T
− bjib
i
j
T
)
i−1∑
l=1
bl,i(b
l
le
T
j − ejb
l
l
T
)− bll
T
b
j
iFl,j − bl,j(b
l
le
T
i − eib
l
l
T
) + bll
T
bijFl,i
j−1∑
l=i+1
bl,i(b
i+1
l e
T
j − ejb
i+1
l
T
)− bi+1l
T
b
j
iFl,j + bi,l(b
i
je
T
l − elb
i
j
T
) + bi+1l
T
bijFl,i
+
n∑
l=j+1
bil
T
bijFl,i − b
i
l
T
b
j
iFl,j .
We analyse the computational costs of the previous formula, summing over i and j and showing
that (4.7) can be computed in O
(
n3
)
operations. Note that, since
∑j−1
l=i+1 bi,lel = b
i
i − b
j
i , we have
biib
i
j
T
− bijb
i
i
T
+
j−1∑
l=i+1
bi,l(b
i
je
T
l − elb
i
j
T
)− (bijb
j
i
T
− bjib
i
j
T
) = −2(bijb
j
i
T
− bjib
i
j
T
).
It is more convenient to write the previous expression in the form
−2
n−1∑
i=1
n∑
j=i+1
bi,j(b
i
jb
j
i
T
− bjib
i
j
T
)
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= −
n∑
i=1

 n∑
j=i+1
2bi,jb
i
j

 biiT − bii

 n∑
j=i+1
2bi,jb
i
j


T
−
n−1∑
i=1
n∑
j=i+1
2bi,j
(
bij(b
j
i − b
i
i)
T − (bji − b
i
i)b
i
j
T
)
.
The first part of this sum is computed in about 23n
3 operations and the second part, exploiting the
equality
n−1∑
i=1
n∑
j=i+1
2bi,jb
i
j(b
j
i − b
i
i)
T = 2
n−1∑
i=1
i+2∑
k=n−1
bi,k
(
k+1∑
l=n
bi,lb
i
l
)
eTk ,
can also be computed in 23n
3 operations.
Adding terms of the type αFl,j and βFl,i leads to
−
i∑
l=1
bll
T
b
j
iFl,j −
j−1∑
l=i+1
bi+1l
T
b
j
iFl,j −
n∑
l=j+1
bil
T
b
j
iFl,j = −L
i
ib
i
jej
T − ej(−L
i
ib
j
j)
T,
and
i−1∑
l=1
bll
T
bijFl,i +
j−1∑
l=i+1
bi+1l
T
bijFl,i +
n∑
l=j+1
bil
T
bijFl,i = L
j
ib
j
iei
T − ei(L
j
ib
j
i )
T,
where the matrix Li is the lower triangular part of b1,2F1,2 + . . . + bi−1,nFi−1,n and we denote by
Lsi , s = i, j, the matrix Li with zeros along its s-th row. Summing up with respect to i and j, we
obtain
n−1∑
i=1
n∑
j=i+1
bi,j(−L
i
ib
i
j)ei
T =
n−1∑
i=1
(−Lii)

 n∑
j=i+1
bi,jb
i
j

eiT
n−1∑
i=1
n∑
j=i+1
bi,jL
j
ib
j
iej
T =
n∑
j=2
(
j−1∑
i=1
bi,jci
)
ej
T
where we have used the notation ci := Lib
i
i for i = 1, . . . , n− 1. The cost of computing the first sum
is 43n
3, while the cost of computing the second is 2n3 operations.
Finally the terms
n−1∑
i=1
n∑
j=i+1
i∑
l=1
bi,jbl,i(b
l
le
T
j − ejb
l
l
T
) =
n−1∑
l=1
b
l
l

 n∑
j=l+2
cj,le
T
j

−

 n∑
j=l+2
cj,lej

 bllT
with cj,l =
∑j−1
i=l bi,jbl,i,
n−1∑
i=1
n∑
j=i+1
i∑
l=1
bi,jbl,j(ble
T
i − eib
T
l ) =
n−1∑
l=1
bll
(
n−1∑
i=l+1
di,le
T
i
)
−
(
n−1∑
i=l+1
di,lei
)
bll
T
with di,l =
∑n
j=i+1 bi,jbl,j , and
n−1∑
i=1
n∑
j=i+1
j−1∑
l=i+1
bi,jbl,i(b
i+1
l e
T
j − ejb
i+1
l
T
)
=
n−1∑
i=1
n−1∑
l=i+1
bl,i
(
bi+1l (b
l+1
i − bi)
T
− (bl+1i − bi)b
i+1
l
T
)
;
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can be computed in about 23n
3, 23n
3 and 12n
3 operations respectively. Collecting the contributions
of all the terms in the sum we obtain a total count of 7 12n
3 operations.
At the present time it is not clear that this method of computation of Q2 in the so(n) case is
optimal form the point of view of complexity theory. We did not try any other ordering of the basis
elements and it is not at all certain that different orderings could give better constants in front of
the term n3.
Given that the construction of the (second-order) Strang splitting carries a cost of 4n3 oper-
ations, the total flop count for constructing a symmetric fourth order SKC approximation of an
exponential in so(n) by our algorithm is 11 12n
3. This is marginally better than obtaining an order-
4 approximation by the Yos˘ida technique from three Strang splittings which, as pointed out in
(Celledoni & Iserles 1998), requires 12n3 flops.
5 Sparse matrices
In a naive formulation, the method of canonical coordinates of the second kind is considerably too
expensive for practical computation. This, however, can be alleviated by the use of a sufficiently
‘sparse’ basis of the underlying Lie algebra g. As explained in Section 2, choosing a basis so that an
overwhelming majority of structure constants vanish renders the algorithm strikingly more effective.
It is important to emphasize that this has nothing to do with the structure of the matrix B ∈ g,
which need not be sparse. Yet, in most practical computations (in particular when n is large)
one can expect B to be sparse and structured. Good algorithms should be able to exploit this
phenomenon.
In the case of SKC methods we identify two mechanisms that allow us to exploit sparsity.
Although this aspect of our methods is still a matter for active investigation, the interim results are
substantive enough to warrant publication. For simplicity, we describe the first mechanism just in
the case of a tridiagonal B ∈ so(n), hence
B =


0 β1 0 · · · 0
−β1 0
. . .
. . .
...
0
. . .
. . .
. . . 0
...
. . .
. . . 0 βn−1
0 · · · 0 −βn−1 0


=
n−1∑
k=1
βkFk,k+1,
where the matrices Fk,l = eke
T
l − ele
T
k have been introduced in Section 2. Since
bk,l =
{
βk, l = k + 1,
0, otherwise,
it is easy to substitute in the general formulae for the order-2 method:
g′i,j(0) =
{
βi, j = i+ 1,
0, otherwise,
g′′i,j(0) =
{
βi−1βi, j = i− 2,
0, otherwise,
1 ≤ i < j ≤ n,
Arranging the elements of the basis in lexicographic order, we thus obtain the second-order approx-
imant
eβn−1tFn−1,neβn−2tFn−2,n−1e
1
2
βn−1βn−1t
2Fn−2,n · · · eβ2tF2,3e
1
2
β2β3t
2F2,4eβ1tF1,2e
1
2
β1β2t
2F1,3 .
In other words, the cost of the approximation is just O(n) flops.
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Similar situation pertains to
B =


γ1 η1 0 · · · 0
µ1 γ2
. . .
...
0
. . .
. . .
. . . 0
...
. . . γn−1 ηn−1
0 · · · 0 µn−1 γn


∈ sl(n).
Choosing the same basis and terminology as in Section 2 we can readily ascertain that
g′′k,k−2(0) = µk−2µk−1 k = 3, 4, . . . , n
g′′k,k−1(0) = −(γk−2 − 2γk−1 + γk)µk−1, k = 3, 4, . . . , n,
g′′k,k+1(0) = (γk−1 − 2γk + γk+1)ηk, k = 2, 3, . . . , n− 1,
g′′k,k+2(0) = −ηkηk+1, k = 1, 2, . . . , n− 2,
g′′k,l(0) = 0, |k − l| ≥ 3
and g′′k (0) = −ηkµk, k = 1, 2, . . . , n−1. Thus, a second-order approximant to a tridiagonal B ∈ sl(n)
is itself quindiagonal and its computation requires just O(n) flops.
Higher-order approximants and matrices with greater bandwidth lend themselves to similar
treatment, although the savings are less striking. In a sense, the situation is parallel to that of
approximating exp(tB) by a rational approximant, when savings accrue from sparse matrix-inversion
methods, except that in our case the result is assured to belong to the right Lie group.
Another observation which is highly pertinent to the approximation of exponentials of sparse
matrices has been made in (Iserles 1999). Suppose that B is a banded matrix of bandwidth s ≥ 3.
In general, F (t) = exp(tB) is a dense matrix. Yet, as is easy to illustrate by computer experiments,
F (t) is very near to a banded matrix. Specifically, given ε > 0, there exists r = r(t, ε) ≥ s such
that all the elements of F (t) outside a band of width r are less than ε in magnitude. Moreover,
tight upper bounds on r can be derived with relative ease. The idea thus is to set to zero all the
elements outside bandwidth r. The outcome is a banded approximant to the exponential. Moreover,
with an appropriate choice of basis elements, this means that the functions αi are set to zero for
elements that possess terms exclusively outside the band. Consequently corresponding exponentials
equal identity and need not be included in the product. Thus, the cost scales with the size r of the
bandwidth. Similar phenomenon has been already encountered in the context of so(n) and sl(n),
when our choice of basis and order has implied a banded structure of the exponential. The present
mechanism is different, even if the net outcome is similar.
6 Numerical experiments
Our numerical experiments are organized as follows. We fist consider a test on random matrices in
so(50), illustrating the performance of methods based on the use of second kind coordinates tech-
niques for full and sparse matrices. The third and last example is the solution of a third-order ODE
using Runge–Kutta/Munthe-Kaas (RK/MK) methods described in (Munthe-Kaas 1997). We use
the Matlab toolbox DiffMan for the integration of ODEs on manifolds, comparing the usual imple-
mentation of RK/MK methods, whereby the the exponential is approximated to machine accuracy,
with a version of the methods obtained using the time-symmetric fourth-order approximation from
Section 4.
All experiments have been performed in Matlab and we have computed the error while comparing
the results with the built-in function expm which calculates the exponential to nearly machine
accuracy.
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Figure 2: Error versus time in the so(50) (full case).
We evaluated the the error computing ‖e−tBF (tB)−I‖F where F (tB) is the SKC approximation
of exp(tB) and ‖ · ‖F denotes the Frobenius norm. The matrices have been generated randomly
using the Matlab function rand and scaling the Frobenius norm so that ‖B‖F = 1.
We approximate exp(tB) with a single step of the methods for different values of t, (t = 1/2k
and k = 1, . . . , 5).
In both the first two figures the norm of the error is plotted (along the y-axis) to a logarithmic
scale with respect to t. Figure 2 reports the results of our first test, where we have considered a
full matrix in so(50). In the plots the error norm is indicated with the symbols ‘∗’ (SKC, time
symmetric, order 4) and ‘◦’ (Strang splitting, order 2).
In the next example, illustrated in Figure 3, the same methods have been applied to a sparse
matrix in so(50), with four non-zero diagonals (i.e., bandwidth 5). In both the examples the
methods give the correct order. In the second case, however, the count of flops is drastically
reduced. We counted the number of flops using the Matlab function flops. In the first case the
cost for constructing Q2 amounts to 9.62n3 while in the second we counted 0.95n3 flops. As it is easy
to understand, the described implementation of the methods allows to take advantage immediately
of the sparsity structure of the matrix B, working directly on the nonzeros entries of B a` la Section 4.
The last example is concerned with the use of the techniques described in this paper in substi-
tuting the exponentials computed to machine accuracy in the integration methods of (Munthe-Kaas
1997). The experiments have been performed using the Matlab toolbox DiffMan. We use a RK/MK
method of order four.
The example is a problem whose solution is the soliton originating in the Korteweg–de Vries
(KdV) equation. It is a third-order ODE obtained performing a symmetry reduction on the KdV
equation. The resulting ODE can be written as a three-dimensional system,
y′ =

 0 1 00 0 1
−9y(2) 3 0

 y
with y(0) = [1, 0,−1.5]T and t ∈ [0, 5]. The solution of the ODE f = y1(t) can be easily derived
explicitely and it is f(t) = αsech (tβ), α = 1, β = 1/2
√
(3).
In Figure 4 we plot the analytic solution (solid line) on a grid of 161 points. The dotted line is
the numerical solution obtained with the Matlab routine ode45 with absolute and relative tolerance
1.0e − 4. The method produced this solution in 69 steps, and it was implemented with step-size
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Figure 3: Error versus time in the so(50) sparse case.
control procedure. The dashed-dotted line is the numerical solution obtained with the RK/MK
method using SKC symmetric tecnhniques for the approximation of the exponential, with fixed
step-size h.
In Figure 5 we plot the error (along the y-axis) with respect to the numerical solution obtained
with the Matlab routine ode45 to a logarithmic scale, versus the stepsize h = 1/2k and k = 1, . . . , 5
for the cases of the implementation of RK/MK with the expm function of Matlab (marked with +)
and approximating exp to order four with a SKC technique (◦). The line marked with ∗ representes
the error of the numerical solution given by the RK/MK method implemented with SKC technique
for the approximation of the exponential, measured with respect to the numerical solution obtained
by the same method with the use of the exact exponential (expm routine of Matlab).
It is interesting to note in this case that substituting the exact exponential with suitable fourth-
order approximant does not lead to a significant deterioration in the quality of the RK/MK method
and the overall error does not change much. Note that in the present case the primary variable is
a vector, rather than a matrix. In general, if the underlying ODE can be written in a vector form,
i.e. as an action of a Lie group on Rn, we need to approximate exp(tB)v, where v ∈ Rn, rather
than the matrix exp(tB). This leads to obvious savings in the SKC techniques, similarly, say, to the
approach of rational functions. In particular, the cost of composing exponentials is O
(
n2
)
, rather
than O
(
n3
)
, operations.
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A Appendix
For completeness, we present a proof of Lemma 1. Note that a comprehensive treatment of this
subject matter, inclusive of the non-symmetric case, has been presented in a different context by
Chacon & Fomenko (1991). For our purposes, however, it is sufficient to derive the first term of the
expansion.
Lemma 1 The leading error term in the Strang splitting is
1
12
s∑
l=2
[C1 + · · ·+ Cl−1 +
1
2Cl, [C1 + · · ·+ Cl−1, Cl]]. (4.6)
Proof Letting
F1(t) = e
tC1 ,
Fl(t) = e
tCl/2Fl−1e
tCl/2, l = 2, 3, . . . , s,
we can verify at once that Fs is precisely the Strang splitting. We assume that
Fl(t) = exp[t(C1 + · · ·+ Cl) +
1
12Qlt
3 +O
(
t4
)
], l = 1, 2, . . . , s.
We use the BCH formula:
Fl(t) = exp(
1
2 tCl) exp[t(C1 + · · ·+ Cl−1) +
1
12Ql−1t
3 +O
(
t4
)
] exp(12 tCl)
= exp{t(C1 + · · ·+ Cl−1 +
1
2Cl) +
1
4 t
2[Cl, C1 + · · ·+ Cl−1]
+ 124 t
3[ 12Cl − (C1 + · · ·+ Cl−1), [Cl, C1 + · · ·+ Cl−1]]
+ 112 t
3Ql−1 +O
(
t4
)
} exp(12 tCl)
= exp{t(C1 + · · ·+ Cl) +
1
4 t
2[Cl, C1 + · · ·+ Cl−1]
+ 124 t
3[ 12Cl − (C1 + · · ·+ Cl−1), [Cl, C1 + · · ·+ Cl−1]]
+ 14 t
2[C1 + · · ·+ Cl−1 +
1
2Cl, Cl] +
1
16 t
3[[Cl, C1 + · · ·+ Cl−1], Cl]
+ 124 t
3[C1 + · · ·+ Cl−1, [C1 + · · ·+ Cl−1 +
1
2Cl, Cl]] +
1
12 t
3Ql−1 +O
(
t4
)
}.
However,
[Cl, C1 + · · ·+ Cl−1] + [C1 + · · ·+ Cl−1 +
1
2Cl, Cl] = O,
thereby annihilating the t2 term, and
1
24 [
1
2Cl − (C1 + · · ·+ Cl−1), [Cl, C1 + · · ·+ Cl−1]] +
1
16 [[Cl, C1 + · · ·+ Cl−1], Cl]
+ 124 [C1 + · · ·+ Cl−1, [C1 + · · ·+ Cl−1 +
1
2Cl, Cl]]
= 112 [C1 + · · ·+ Cl−1 +
1
2Cl, [C1 + · · ·+ Cl−1, Cl]].
Therefore
Ql = [C1 + · · ·+ Cl−1 +
1
2Cl, [C1 + · · ·+ Cl−1, Cl]] +Ql−1.
Since Q1 = O, the expression (4.6) follows by summing the above formula for l = 2, 3, . . . , s. ✷
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