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vABSTRACT
Understanding the formation and evolution of galaxies from the Big Bang to the
present day is one of the most important questions in modern astronomy. The
tremendous amount of observational data accumulated in the past decade that probe
various properties of galaxies across cosmic time demand amore detailed theoretical
understanding of galaxy formation and evolution.
In this thesis, I will investigate several open question in this field using state-of-the-
art cosmological hydrodynamic zoom-in simulations of galaxy formation from the
Feedback in Realistic Environments (FIRE) suite. These high-resolution simula-
tions (10–104 M, 0.1–10 pc) include realistic models of the multi-phase ISM, star
formation, and stellar feedback and explicitly capture gas cooling down to 10K, star
formation in dense clumps in giant molecular clouds, and feedback coupling on the
smallest resolved scales. These simulations are powerful tools for studying the key
physics governing galaxy formation and evolution and understanding the detailed
observations of galaxy properties.
The first half of this thesis presents three studies on galactic chemical evolution.
Chapter 2 focuses on the origin and evolution of the galaxy mass-metallicity relation
(MZR), one of the fundamental properties of galaxies. I will show that the FIRE
simulations broadly agree with the observed galaxy MZR from z = 0–3. The slope
of the MZR is mainly driven by the metal retention fraction in low-mass galaxies,
while the amount of redshift evolution of the MZR is mostly determined by the star
formation histories of galaxies. Chapter 3 attempts to understanding the diversity of
gas-phase metallicity gradients found in intermediate-redshift (z ∼ 0.6–3) galaxies.
I will show that the metallicity gradient in a galaxy varies on small timescales
driven by bursty star formation and feedback cycle at early times, naturally resulting
in the observed diversity of metallicity gradients in z ∼ 2 galaxies. The metallicity
gradient only reflects the instantaneous dynamics of a galaxy. Chapter 4 will study
the structure, stellar age and metallicity gradients, and formation history of Milky
Way (MW)-like disk galaxies. At high redshift, star formation happens in a chaotic,
bursty mode, which eventually forms a nearly spherical structure by z = 0. Since
z . 1, a stable gas disk emerged and stars formed in that disk thereafter. The
thickness of the gas disk decreases with time due to lowering gas fraction. Stars
formed earlier in this disk are kinematically heated to a thicker, flaring disk. Such
a formation history leads to the age and stellar metallicity gradients consistent with
vi
what observed in the MW disk.
The second half of this thesis focuses on galaxy formation in the first billion years
of the Universe, known as the reionization era. Chapters 5 and 6 study the escape
fraction of ionizing photons from galaxies at z ≥ 5, which is an important, yet poorly
constrained parameter for understanding the reionization history. Most ionizing
photons are emitted by the youngest stellar populations in the galaxy, which are
usually embedded in their ‘birth clouds’. Stellar feedback is required to clear these
clouds in a few Myr before ionizing photons are allowed escape. In the meanwhile,
the ionizing photon budget decreases rapidly as the most massive stars start to die.
The competition of timescales between feedback and stellar evolution is thus the
most important physics determines fesc. I will show that canonical single-star stellar
population models such as starburst99 generally yield a fesc far below what is
required for cosmic reionization. Binary models, in contrast, produce more ionizing
photons at late times than single-star models and thus lead to a much higher fesc.
Chapter 7 presents a new suite of high-resolution cosmological zoom-in simulations
of z ≥ 5 galaxies that contains thousands of halos at any time in all zoom-in regions.
I will present the stellar mass–halo mass relation, SFR–Mhalo relation, stellar mass–
magnitude relation, stellar mass functions, and multi-band luminosity functions at
z = 5–12. These prediction agree well with current observational constraints and
can be further tested by future observations with the James Webb Space Telescope.
Using these new simulations, Chapter 8 studies the morphology and size evolution
of galaxies at z ≥ 5. I will show that the rest-frame UV light from z ≥ 5 galaxies
is usually dominated by one or several star-forming clumps that are intrinsically
bright and small. Current observations with moderate surface brightness limits tend
to only pick up the intrinsically small galaxies or individual clumps but miss the
diffuse light in the galaxies. Such a selection effect is likely to result in the extremely
small sizes claimed for the faint galaxies in the Hubble Frontier Fields.
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1C h a p t e r 1
INTRODUCTION
Galaxies are the building blocks of the Universe. Understanding how galaxies form
and evolve from the Big Bang to the present day is one of the most important but
challenging problems inmodern astronomy. In the past decade, a series of observing
campaigns have brought us a large amount of high-quality data that has significantly
Figure 1.1: Examples of recent observing programs that have produced numerous
data of galaxies across cosmic time. Top left: Some important surveys of distant
galaxies marked by their relative sizes of the regions on the sky, taken from Madau
& Dickinson (2014). The yellow boxes represent the CANDELS fields. Top right:
Abell 2744, one of the HFF galaxy clusters. Bottom: Stacked composite rest-frame
UV spectrum of 30 galaxies around 〈z〉 = 2.4 from the KBSS sample, taken from
Steidel et al. (2016).
2improved our understanding of galaxies in a number of ways.
Figure 1.1 shows several examples of recent observing programs. The top left panel
illustrates some important surveys of distant galaxies represented by their relative
sizes of the regions on the sky (taken fromMadau & Dickinson 2014), including the
Cosmic Assembly Near-IR Deep Extragalactic Legacy Survey (CANDELS; Grogin
et al. 2011, the yellow boxes), which provides multi-band deep images for 250,000
galaxies from z = 1.5–8 with Hubble Space Telescope (HST). Also shown in this
panel is theHubbleUltra Deep Field (HUDF), which yieldsmulti-band data formore
than ten thousand galaxies up to z ∼ 10 over a period of ten years of observations
(Illingworth et al. 2013). The top right panel shows Abell 2744, one of the galaxy
clusters from the Hubble Frontier Fields (HFF; Coe et al. 2015; Lotz et al. 2017).
The large magnification due to strong gravitational lensing enables the discovery of
thousands of faint galaxies down to MUV ∼ −12, including tens of galaxies at z ≥ 6.
The bottom panel shows the stacked composite rest-frame ultraviolet (UV) spectrum
of 30 galaxies around 〈z〉 = 2.4 from the Keck Baryonic Structure Survey (KBSS;
taken from Steidel et al. 2016). These high signal-to-noise-ratio rest-frame UV-to-
optical spectra cover a series of nebular emission lines that provide strong constraints
on the ionizing spectrum, stellar population, gas-phase and stellar metallicity, and
abundance ratios of z ∼ 2 galaxies (Steidel et al. 2014, 2016; Strom et al. 2017).
1.1 Basic physics in galaxy formation
These detailed observations demand comparably detailed theoretical modeling of
galaxy formation and evolution, which is conceivably a very challenging task be-
cause it involves a broad range of physical processes on scales across many orders of
magnitude (Figure 1.2). Over the past decade, the basic framework of galaxy forma-
tion has been established. The key physical ingredients have been well documented
in a number of textbooks and review papers (e.g., Longair 2008; Benson 2010; Mo
et al. 2010; Silk & Mamon 2012; Somerville & Davé 2015; Naab & Ostriker 2017,
and references therein), which I only briefly summarize here.
Gravity and cosmic structure formation. The very early (z &100) Universe is
fairly homogeneous with small density fluctuations seeded during the inflation. The
density contrast grows linearly at first, until gravity overcomes cosmic expansion in
the most overdense regions, where dark matter (DM) collapses into self-gravitating
halos. Galaxies will form in the central regions of these halos. The mass distri-
bution and spatial correlation of DM halos, described by the halo mass functions
3Figure 1.2: Multi-scale physics in galaxy formation. Top left: A 20× 20 Mpc2 slice
of the cosmic web, showing the large-scale structure of the Universe. Top right: A
dark matter halo. The white circle shows the halo virial radius (200 kpc). Bottom
right: Messier 81. Galaxies form in the central region (∼ 0.1Rvir) of the halo, where
the gas can cool efficiently and from stars. Bottom left: The Orion nebular, which
is an actively star-forming region. Photoionization and radiation pressure feedback
acting on small scales is driving turbulence and disrupting the star-forming cloud.
(HMFs) and the correlation functions, respectively, are fully determined by the
power spectrum of the primordial density fluctuations. Halo mergers will induce
environmental effects (e.g., gas stripping via ram pressure) and galaxy mergers that
are important physical processes on galaxy evolution. The cosmic structure for-
mation is well understood with analytic models (e.g., Press & Schechter 1974) and
N-body simulations (e.g., Springel et al. 2005a).
Heating and cooling. Gas accretes onto the halo as DM collapses, being heated to
the halo virial temperature by accretion shock. The gas needs to cool before it can
fall into the central region of the halo and form stars. The most important cooling
4mechanisms include bremsstrahlung (free-free, > 106 K), metal-line cooling (105–
106 K), atomic cooling (H and He, 104–105 K), fine-structure lines ([C ii] and [O i]),
molecular, and dust cooling (< 104 K). There are also a number of heating terms,
including Compton heating, photoionization and photoelectric heating (from black
hole accretion, stellar sources, and the metagalactic ionizing background), cosmic
ray heating, and shocks (e.g., supernova ejecta, outflows, accretion shocks). These
processes result in the multi-phase nature of the interstellar medium (ISM) and the
circumgalactic medium (CGM), where hot ionized gas, warm neutral gas, and cold
molecular gas coexist in equipartition.
Star formation and stellar feedback. Gravitational instabilities are responsible for
the formation of self-gravitating giant molecular clouds (GMCs) in the ISM. These
GMCs are supersonically turbulent, where the parent cloud keeps fragmenting into
smaller clouds until forming protostellar cores that will collapse into protostars on
scales of 10−5 pc, which is far below the scale of DM halos (∼ 105 pc). The mass
distribution of newly formed stars follows some initial mass functions (IMFs; e.g.,
Salpeter 1955; Kroupa 2002; Chabrier 2003).
Once stars form, they act back to the gas via a number of feedback mechanisms. (1)
Photoionization. The large number of ionizing photons (above 13.6 eV) produced
by O and B stars create ionized H ii regions around them and heat the gas to a
temperature about 104 K. (2) Radiation pressure. The starlight can be absorbed by
dust grains in the ISM, depositing momentum to the gas and probably generating
outflows (e.g., Thompson et al. 2005). (3) Supernovae (SNe). Each SN ejects a mass
of 1–20 M carrying 1051 ergs kinetic energy, corresponding to an initial velocity
from 2000–104 km s−1. The ejecta run into the ISM, shock-heated to 106 K. The
SN remnant is cooling-inefficient at first, when the hot bubble expands adiabatically
and boosts the ejecta momentum by a factor of a few (i.e., the Sedov-Taylor phase).
These SN remnants expand and overlap, generating outflows on galactic scale. (4)
Stellar winds, including both ‘fast’ winds from O and B stars and ‘slow’ winds from
AGB stars. These winds add mechanical feedback to the ISM in a similar way to SN
ejecta. In addition, SNe and stellar winds also inject heavy elements into the ISM,
with α-elements mostly produced by Type-II SNe, Fe by Type-Ia SNe, and stellar
winds producing a lot C, N, and O (e.g., Woosley & Weaver 1995; Iwamoto et al.
1999; Izzard et al. 2004; Nomoto et al. 2006).
Due to the large dynamic range, it is not possible to explicitly treat the small-scale
physics, such as the formation of individual stars or the early evolution of SN ejecta,
5in galaxy formation models, but one has to rely on ‘sub-grid’ recipes. For example,
stars are treated as a collection of stellar populations and all the feedback strengths
are calculated based on ‘IMF-averaged’ quantities.
Black hole formation, growth, and feedback. Almost every galaxy hosts a super-
massive black hole (SMBH, mass  106 M) in the center. In local galaxies, the
BH mass correlates tightly with the central velocity dispersion and the bulge mass
(e.g., McConnell & Ma 2013), suggesting either coevolution or feedback regulation
between SMBHs and their host galaxies (e.g., Fabian 2012). However, the forma-
tion, growth, and feedback of SMBHs are probably the least understood physical
processes in galaxy formation and evolution.
It is believed that BH seeds are formed either via SN explosion of Population III
(Pop III) stars (light seeds, ∼ 100 M) or via direct collapse of a gas cloud (massive
seeds, > 104 M). Some of these seed BHs must sink into the galactic center via
dynamical friction and growby several orders ofmagnitude inmass via accretion and
mergers. The tremendous energy released by BH accretion has a great impact on the
host galaxy. The commonly discussed BH feedback mechanisms include accretion
disk winds (line-driven winds launched from the accretion disk with initial velocity
∼ 30, 000 km s−1), radiation pressure, and heating from the relativistic jets. The first
two are known as ‘quasar-mode’ feedback at high accretion rates that drives strong
outflows and regulates star formation. The jet heating is also known as ‘radio-mode’
feedback at low accretion rates, which is mainly invoked to maintain quenching in
massive galaxies. All of these processes are poorly understood and have to be treated
by empirical prescriptions in galaxy formation models.
Other physics. Magnetic fields. The magnetic fields in the Universe are seeded in
the early Universe and amplified via cosmic structure formation and by magnetic
dynamos in the supersonic ISM and CGM. In dense, star-forming clouds, the mag-
netic fields are probably dynamically important. Cosmic rays (CRs). CRs refer to
the relativistic particles, mainly electrons and protons, which are produced in SN
explosions, shocks and relativistic jets. CRs provide a major heating mechanism
and determine the electron abundances in dense molecular clouds. The anisotropic
conduction, viscosity, and CR transport through magnetic fields may hugely impact
the phase structure of the ISM, CGM, and the galactic winds. Dust. Dust forms in
SN ejecta and in AGB winds. Dust grains can grow in cold, dense clouds and be
destroyed in shock fronts and in hot gas. Dust is important in galaxy formation in
terms of cooling, molecule formation, radiation pressure, etc. Observationally, dust
6Figure 1.3: Cosmological hydrodynamic simulations of galaxy formation. Left: A
slice of size 100× 100× 20 cMpc3 from the large-volume cosmological simulation,
EAGLE, taken from Schaye et al. (2015). Right: Composite u/g/r image of a high-
resolution cosmological zoom-in simulation of a MW-like galaxy from the FIRE
suite, taken from Hopkins et al. (2017).
obscuration and re-emission are also important for understanding galaxy colors and
measuring the star formation rates (SFRs) in dusty galaxies.
1.2 Common tools for modeling galaxy formation
There are two most commonly used tools for modeling galaxy formation and evolu-
tion in a cosmological context.
Cosmological hydrodynamic simulations. These types of models explicitly solve
the equations of motion, gravity, (magneto)hydrodynamics, and thermodynamics
for particles and/or cells representing dark matter, gas, stars, and BHs. All the key
physical processes, such as heating and cooling, star formation, BH formation and
accretion, and stellar and BH feedback, are numerically implemented as ‘sub-grid’
prescriptions at the resolution level. Cosmological simulations broadly fall into the
following two categories (Figure 1.3).
Large-volume cosmological simulations. These types of simulations follow the
structure formation and galaxy evolution in a periodic cosmological box with typi-
cal sizes from50 to a few100Mpc along each dimension. These simulations produce
large samples of galaxies in their simulation volume that are powerful for studying
statistical properties of galaxy populations. As a trade-off due to limited computa-
tional resources, these simulations generally have mass resolution  105 M and
spatial resolution ∼ 1 kpc, so they are not able to resolve smaller-scale physics such
7as the formation of GMCs (on scales ∼ 100 pc) and the propagation of individual
SN blastwave. As a consequence, these simulations usually adopt empirical models
for cold cloud and star formation, SNe energy deposition, velocity and mass rate of
galactic outflows, etc. (e.g., Springel & Hernquist 2003; Vogelsberger et al. 2013).
Such models usually contain several free parameters that need to be tuned manually
to match the observed z = 0 galaxy stellar mass function (SMF). State-of-the-art
large-volume cosmological simulations include Illustris (Vogelsberger et al. 2014),
IllustrisTNG (Pillepich et al. 2018), EAGLE (Schaye et al. 2015), and MUFASA
(Davé et al. 2016).
Cosmological zoom-in simulations. These types of simulations take advantage of
the well-studied cosmological zoom-in technique (e.g., Bertschinger 2001; Hahn &
Abel 2011, and reference therein): it keeps the large-scale tidal forces in a low-
resolution cosmological box, but uses much higher resolution in the central zoom-in
region (usually selected to form a halo of interest). These zoom-in simulations have
much better resolution than large-volume simulations: for example, state-of-the-art
zoom-in simulations of Local Group analogs from the ELVIS suite (Garrison-
Kimmel et al. 2014) adopt a mass resolution ∼ 3, 500 M and spatial resolution
better than 1 pc. Such resolution allows the simulations to capture the formation of
GMCs in the ISM, star formation in cloud clumps, at least late-stage evolution of
SN blastwaves, and how galactic winds are launched and propagated from small to
large scales. Due to the detailed physics included, these zoom-in simulations are
too expensive to run a large sample and thus limited in statistical power. Recent
simulations in this category include the MaGICC suite (Brook et al. 2012a), the
VELA suite (Ceverino et al. 2014), the NIHAO suite (Wang et al. 2015), and the
Feedback in Realistic Environments suite (FIRE; Hopkins et al. 2014, 2017).
Semi-analytic models (SAMs). These types of models do not solve fundamental
equations for structure formation and hydrodynamics, but are built upon DM halo
merger trees. In SAMs, every galaxy is described by a series of global properties,
including stellar mass, hot and cold gas mass, BH mass, SFR, gas-phase and stellar
metallicity, disk-to-bulge ratio, size, etc. These models usually adopt parametrized
recipes to model how fast gas accretes onto the DM halo, cooling and star formation
rates, heating and outflow rates driven by feedback, so on and so forth. SAMs are
much computationally cheaper than hydrodynamic simulations, so they can be used
to compare different families of models (e.g., Lu et al. 2014b; Knebe et al. 2018)
and to explore the relative importance of different physical processes. Similar to
8large- volume cosmological simulations, SAMs are also useful for understanding
galaxy statistical properties, but one also needs to tune the free parameters in these
models to match z = 0 observations.
Another commonly used tool for understanding galaxy formation and evolution is
the so-called idealized simulations, which are generally conducted for exploring the
effects of certain physical processes. For example, recent studies that belong to this
category include understanding SN feedback in supersonically turbulent box (e.g.,
Martizzi et al. 2015), the effects of magnetic fields using isolated disk simulations
(e.g., Su et al. 2017b), SMBH growth and feedback in nuclear disk simulations (e.g.,
Hopkins & Quataert 2010; Hopkins et al. 2016), phase structure of the CGM in hot
halo simulations (e.g., Fielding et al. 2017), and many more. Conceivably, it is easy
and straightforward to control parameters in these simulations, so that they are able
to isolate the effect of individual mechanisms.
1.3 Open questions to be addressed in this thesis
The ultimate goal of galaxy formation theory is to understand the observed galaxy
properties and to predict new observations that can tell apart different models. In this
thesis, I will primarily focus on two broad topics in galaxy formation and evolution:
(1) galactic chemical evolution and (2) the properties of galaxies in the first billion
years of the Universe and their contribution to cosmic reionization. The goal of this
thesis is to understand several open questions in these fields using the state-of-the-art
FIRE cosmological zoom-in simulations suite (Hopkins et al. 2014, 2017).
In this section, I will briefly review the motivation and recent progress for questions
that will be addressed in the rest of this thesis. In Chapters 2–8, I will present each
problem, with amore detailed introduction, description of the simulation sample and
numerical models included, main results, important discussions, and conclusions,
in each chapter. In Chapter 9, I will conclude and discuss possible extensions of the
studies in this thesis for future work.
1.3.1 Galactic chemical evolution
The abundances and distributions of heavy elements in the galaxies are among the
most fundamental galaxy properties. These metals are produced by SNe and AGB
winds due to stellar evolution and can be redistributed among different phases and
at different locations by locking metals into stars, feedback-driven outflows, and gas
recycling. Therefore, metals are powerful tracers of galaxy formation histories and
feedback processes. In this thesis, I will study three problems on galactic chemical
9evolution: the origin and evolution of the galaxy mass–metallicity relation (Chapter
2), the origin and diversity of radial gas-phase metallicity gradients in intermediate-
redshift galaxies (z ∼ 2; Chapter 3), and the structure, stellar metallicity gradients,
and formation history of Milky Way (MW)-like disk galaxies (Chapter 4).
The average galaxy gas-phase and stellar metallicity correlate tightly with galaxy
stellar mass, with more massive galaxies more metal enriched. This correlation
is known as the galaxy mass–metallicity relation (MZR). The gas-phase MZR has
been measured in a wide range of redshift (e.g., z ∼ 0, Tremonti et al. 2004; z ∼ 0.8,
Zahid et al. 2011; z ∼ 1.4, Yabe et al. 2014; z ∼ 2.3, Sanders et al. 2015; z ∼ 3.1,
Mannucci et al. 2009). There is a continuous evolution of the gas-phase MZR with
redshift (e.g., Zahid et al. 2013), with high-redshift galaxies being less enriched than
low-redshift galaxies at fixed stellar mass. Very recently, Shapley et al. (2017) have
pushed the measurement of gas-phase metallicity in a z ∼ 4 galaxy. Spectroscopic
survey with the James Webb Space Telescope (JWST) in the near future will enable
the constraints on the gas-phase MZR up to z ∼ 10. Past measurements on the
stellar MZR are mostly for nearby galaxies (e.g. Gallazzi et al. 2005; Kirby et al.
2013), while Leethochawalit et al. (2018) have measured the stellar abundances for
a sample of quiescent galaxies in a z ∼ 0.4 galaxy cluster and reported an evolution
of the stellar MZR up to z ∼ 2 based on the derived galaxy quenching time. Pushing
the measurements of stellar metallicity to higher redshifts will be an important, but
challenging direction for future observations.
As shown by simple analytic galactic chemical evolution models, the metallicity of a
galaxy is largely determined by its star formation efficiency (the fraction of gas that
turns into stars) and feedback strength (characterized by the so-called mass loading
factor, which is defined as the ratio of outflow rate to SFR). A lower star formation
efficiency and a stronger feedback strength generally lead to a lower metallicity. The
mass loading factor tends to increase dramatically in low-mass galaxies, which sets
the slope of the MZR (e.g., Kirby et al. 2011). The redshift evolution of the MZR,
on the other hand, largely reflects the star formation histories of galaxies. Therefore,
the shape and the amount of evolution of the galaxy MZR is an important property
for constraining galaxy formation and feedback models. Cosmological simulations
and SAMs with different feedback recipes generally produce very different galaxy
MZR (e.g., figure 6 in Somerville & Davé 2015). In Chapter 2, I will present the
MZR from z = 0–6 for a sample of galaxies from the FIRE simulations, compare
the results with observations and other theoretical predictions, and understand the
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key physical mechanisms driving the shape and evolution of the MZR.
Metals are not uniformly distributed in the galaxy. In local galaxies, it has been
known for a long time that gas in the central regions is more metal-enriched than
in the outskirts, which is usually referred as negative metallicity gradients (e.g.,
Searle 1971; Zaritsky et al. 1994; van Zee et al. 1998; Sánchez et al. 2014; Ho et al.
2015; Belfiore et al. 2017). This can be simply explained by radially dependent
star formation efficiency in galactic disks: consider a gas disk with a power-law
surface density profile Σg ∼ R−β, the star formation rate surface density follows
the Kennicutt–Schmidt law as Σ˙∗ ∼ Σ1.4g ∼ R−1.4β (Kennicutt 1998). Following the
‘closed-box’ model, it is expected that Zg ∼ − ln(1 − Σ∗/Σ) ∼ Σ∗/Σ ∼ Σ˙∗t/Σ ∼
R−0.4β assuming a moderate gas fraction and no efficient metal mixing between
annuli. However, at intermediate redshifts (z ∼ 0.6–3), only a small number of
galaxies clearly show strong negative metallicity gradients (e.g., Jones et al. 2010;
Yuan et al. 2011), while the majority of galaxies only show weak or flat gradients
(e.g., Swinbank et al. 2012; Leethochawalit et al. 2016; Wuyts et al. 2016; Wang
et al. 2017). Such a diversity of gas-phase metallicity gradients in intermediate-
redshift galaxies is potentially a powerful probe of feedback, as gas can be strongly
perturbed by feedback processes. For example, Gibson et al. (2013) have shown
that when using a weak feedback model, simulations always produce strong negative
metallicity gradients at z ∼ 2, while the same simulations will instead produce flat
gradients when using a strong feedback model. The ‘true’ feedback strength is likely
between the two extreme scenarios. In Chapter 3, I will present the radial gas-phase
metallicity gradients for a sample of ∼ 30 galaxies at z ∼ 0–2 from the FIRE suite.
I will show that the FIRE simulations reproduce the observed broad distribution of
metallicity gradients. The diversity reflects the time variabilities of these gradients
due to bursty star formation and feedback cycles in these galaxies.
Metallicity gradients are also widely found in the stellar component of local galaxies
(e.g., Sánchez-Blázquez et al. 2014). Particularly, there are rapidly accumulating
data from spectroscopic survey of MW stars during the past few years and in the
near future, such as APOGEE (Allende Prieto et al. 2008) and Gaia-ESO (Gilmore
et al. 2012), from which our knowledge of the MW structure, stellar abundances,
and kinematics is dramatically growing on a star-by-star base. TheMW stars show a
negative radial metallicity gradient near the disk mid-plane, but it gradually flattens
and eventually becomes positive at larger heights in the disk (e.g., Cheng et al. 2012).
They also show negative vertical metallicity gradients, which appear to be steeper
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Figure 1.4: Some recent observational constraints on the galaxyUVLFs from z = 4–
10, taken from Stark (2016). Up to z ∼ 8, the UVLFs measured by different groups
agree well with each other for MUV < −17.
at the inner disk than at the outer disk (e.g., Hayden et al. 2014). Such a variance
of stellar metallicity gradients across the MW disk is largely associated with the
disk formation history. Since Gilmore & Reid (1983), it has been known that the
MW disk has two components, namely the ‘thin disk’ and the ‘thick disk’. Such
a two-component structure has also been found in other disk galaxies nearby (e.g.,
Yoachim & Dalcanton 2006). It is still unclear when and how the thin and thick
disks form in the MW and in other galaxies. In Chapter 4, I will present a case study
using one simulation from the FIRE suite that eventually forms a MW-like galaxy
(Figure 1.3), where I will show the disk assembly history, how the two-component
structure establishes, how to interpret the thick disk, and how the formation history
results in the stellar age and metallicity gradients across the disk.
1.3.2 Galaxies in the first billion years of the Universe
Understanding galaxy formation in the first billion years of the Universe is important
for establishing a coherent picture of galaxy evolution across cosmic time. In the
past few years, thousands of galaxies at z ≥ 5 have been discovered by a series of
multi-band deep imaging campaigns, which provide first constraints on the galaxy
rest-frame UV luminosity functions (LFs) at these redshifts (Figure 1.4; for a recent
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review, see Stark 2016). Moreover, these first galaxies are thought to be the dominant
sources for cosmic reionization, a phase transition when the diffuse hydrogen in the
intergalactic medium (IGM) became fully ionized. However, only a certain fraction
of the ionizing photons produced by the massive stars can escape from the galaxy
to ionize the IGM. This ionizing photon escape fraction, fesc, is thus an important,
yet poorly constrained parameter for understanding the reionization history. It has
been suggested that a high fesc ∼ 20% is required for matching the observational
constraints such as the integrated electron scattering optical depths (e.g., Finkelstein
et al. 2012; Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013, 2015).
In Chapter 5, I will present three high-resolution cosmological zoom-in simulations
(mass resolution 20–2000 M, spatial resolution 0.1–4 pc) of z ≥ 5 galaxies from
the FIRE suite and post-process them with ionizing photon Monte Carlo radiative
transfer calculations to evaluate fesc from these simulated galaxies. According
to stellar population synthesis models such as starburst99, most of the ionizing
photons are emitted in the first few Myr’s life of a stellar population, when the stars
are still embedded in their ‘birth cloud’. It also takes several Myr for early feedback
processes to destroy the cloud and allow a large fraction of the ionizing photons
to escape. However, the ionizing photon budget decreases dramatically after a few
Myr as the most massive stars start to explode. Therefore, the competition between
feedback clearing the star-forming cloud and stellar evolution is what determines
the fesc. Models that only include single-star evolution usually yield fesc ∼ 5%. In
Chapter 6, I will show that models including binaries, which produce significantly
more ionizing photons after a few Myr than canonical single-star models, can lead
to a much higher fesc in these galaxies.
Despite many galaxies at z ≥ 5 having been discovered lately, their physical prop-
erties, including stellar mass, star formation history, dust and metal content, etc.,
remain poorly understood. Moreover, even with moderate fesc, it is still not clear
whether star-forming galaxies are able to fully ionize the Universe. Recent measure-
ments of the IGM ionization states at z ≥ 5 suggest a non-negligible contribution
from rare sources to reionization (e.g., Becker et al. 2015), such as active galactic
nuclei (AGNs; e.g., Madau & Haardt 2015), which are SMBHs accreting gas in the
center of galaxies. The next decade will be a golden age for studying first galaxies,
SMBHs, and their role in cosmic reionization. After the launch of JWST in 2020, for
the first time, we will obtain a large amount of high-quality photometric and spec-
troscopic data of z ≥ 5 sources in the rest-frame UV and optical. With current and
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Figure 1.5: Simulated images for galaxies with fixed luminosity but different intrin-
sic sizes and degrees of shear in the HFFs, taken from Bouwens et al. (2017b). The
detectability of galaxies in the HFFs depends strongly on these parameters.
future ground-based facilities in a broad range of wavelengths (e.g., Keck, ALMA,
TMT, etc.), wide-field surveys of high-redshift objects, and neutral hydrogen 21-cm
experiments, there will be tremendous new data probing high-redshift galaxies and
the reionization process. It is thus critical and timely to make theoretical predictions
that can be directly connected to these observations.
In Chapter 7, I will present a suite of 15 high-resolution (100–7000 M) cosmolog-
ical zoom-in simulations using the state-of-the-art FIRE models for the multi-phase
ISM, star formation, and stellar feedback (these models do not yet include SMBH
physics). These simulations contains thousands of halos from 108–1012 M from
z = 5–12 in all the zoom-in regions. Such a moderate sample size allows us to do
some statistical analysis. I will present a number of galaxy properties, including the
stellar mass–halo mass relation, star formation history, SFR–M∗ (Mhalo) relation,
and stellar mass–magnitude relation. I will convolve these scaling relations with
the well-known HMFs to predict the galaxy SMFs and multi-band LFs for a broad
range of stellar mass and magnitude at these redshifts. I will also show that these
predictions agree well with current observational constraints at z ∼ 6 and can be
further tested by future JWST observations.
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Current HST deep imaging can only detect galaxies with rest-frame UV magnitude
down to MUV ∼ −17 at z ≥ 5 in the deep fields. For fainter galaxies, one needs to
rely on the large magnifications provided by strong gravitational lensing, which is
achievable in the HFFs. However, the detectability of galaxies in the HFFs depends
strongly on their intrinsic size and the degree of shear (Figure 1.5), so it is critical
to understand the underlying distribution of morphology and sizes for high-redshift
faint galaxies in order to reliably constrain the faint-end UVLF at z ≥ 5. Bouwens
et al. (2017b) have claimed that galaxies fainter than MUV ∼ −15 discovered in the
HFFs generally have extremely small sizes (∼ 10–200 pc), some of which are even
comparable to those of star clusters (e.g., Bouwens et al. 2017a). To address these
questions, I will use the new suite of simulations presented in Chapter 7 and study
the morphology, size–mass relation, and size evolution for our simulated galaxies. I
will show that the rest-frame UV light is usually dominated by one or several bright
star-forming clumps with intrinsic sizes ∼ 50 pc. Observations with finite surface
brightness limits tend to only pick up the intrinsically small galaxies or the brightest
clumps in the galaxies. On average, about 50% of the diffuse light in MUV ∼ −15
galaxies will be missed at a limit comparable to HFF observations. The extremely
small sizes found for HFF galaxies are very likely due to such a selection bias. These
results will be presented in Chapter 8.
As outlined above, understanding the properties of high-redshift galaxies and the
reionization process is a rapidly growing field in today’s astronomy. There are many
open questions in this field that still lack a satisfactory theoretical understanding:
How do the first stars and first galaxies form? What are the detailed properties of
these galaxies? How many ionizing photons can each galaxy contribute? How do
SMBHs form and grow at these redshifts? Do they play an important role, or even
a dominant role in cosmic reionization? What observation signatures can tell apart
competing models? In Chapter 9, I will briefly review two broad research topics for
future investigations: (1) multi-wavelength spectral modeling of our state-of-the-art
simulations of z ≥ 5 galaxies to directly connect to future observations, and (2) the
formation and growth of SMBHs at z ≥ 5 and their roles in reionization.
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C h a p t e r 2
THE ORIGIN AND EVOLUTION OF GALAXY
MASS–METALLICITY RELATION
Ma, X., Hopkins, P. F., Faucher-Giguère, C.-A., et al., 2016, “The origin and evo-
lution of the galaxy mass-metallicity relation", Monthly Notices of the Royal
Astronomical Society, 456, 2140-2156
doi: 10.1093/mnras/stv2659
Abstract
We use high-resolution cosmological zoom-in simulations from the Feedback in
Realistic Environment (FIRE) project to study the galaxy mass–metallicity rela-
tions (MZR) from z = 0–6. These simulations include explicit models of the
multi-phase ISM, star formation, and stellar feedback. The simulations cover halo
masses Mhalo = 109–1013 M and stellar masses M∗ = 104–1011 M at z = 0
and have been shown to produce many observed galaxy properties from z = 0–6.
For the first time, our simulations agree reasonably well with the observed mass–
metallicity relations at z = 0–3 for a broad range of galaxy masses. We predict the
evolution of the MZR from z = 0–6, as log(Zgas/Z) = 12 + log(O/H) − 9.0 =
0.35 [log(M∗/M) − 10] + 0.93 exp(−0.43z) − 1.05 and log(Z∗/Z) = [Fe/H] +
0.2 = 0.40 [log(M∗/M) − 10] + 0.67 exp(−0.50z) − 1.04, for gas-phase and stel-
lar metallicity, respectively. Our simulations suggest that the evolution of MZR
is associated with the evolution of stellar/gas mass fractions at different redshifts,
indicating the existence of a universal metallicity relation between stellar mass, gas
mass, and metallicities. In our simulations, galaxies above M∗ = 106 M are able to
retain a large fraction of their metals inside the halo, because metal-rich winds fail
to escape completely and are recycled into the galaxy. This resolves a long-standing
discrepancy between “sub-grid” wind models (and semi-analytic models) and ob-
servations, where common sub-grid models cannot simultaneously reproduce the
MZR and the stellar mass functions.
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2.1 Introduction
The galaxy mass–metallicity relation (MZR) is one of the most fundamental prop-
erties observed in galaxies. In the local universe, there is a tight correlation between
galaxy stellar mass and gas-phase oxygen abundance for star-forming galaxies (e.g.,
Tremonti et al. 2004), with an intrinsic scatter of only 0.1 dex in log(O/H). This
relation has been extended to local dwarf galaxies and found to be a uniform, tight
correlation over five orders of magnitude in stellar mass, from M∗ = 106–1011 M
(Lee et al. 2006). Many different groups have confirmed the MZR to exist not only
in the local universe but also at high redshifts up to z ∼ 2.3 (e.g., Savaglio et al.
2005; Erb et al. 2006; Zahid et al. 2011, 2012; Andrews & Martini 2013; Henry
et al. 2013a,b; Yabe et al. 2014; Steidel et al. 2014; Sanders et al. 2015). Zahid et al.
(2013) compiled a number of the observed MZR from z = 0–2.3 and found that the
MZR evolves with redshift, with higher metallicity at low redshift for a given stellar
mass. The MZR is also found at z & 3 (e.g., Maiolino et al. 2008; Mannucci et al.
2009), despite the fact that the results are obtained from very small samples.
Gas-phase metallicities represent the “current” state of chemical enrichment in the
galaxies, while stellar metallicities reflect the “time-averaged” galactic metallicity
across the whole star formation history. Similarly, an MZR is also found in stellar
metallicities. Gallazzi et al. (2005) derived the stellar metallicities for ∼44,000
galaxies from SDSS and found a tight correlation between stellar mass and stellar
metallicity for galaxies of stellar masses 109–1012 M. Kirby et al. (2013) measured
the metallicities of individual stars in a sample of dwarf galaxies within the Local
Group and found the SDSS stellar MZR can be continually extended down to
103 M. Despite the fact that stellar metallicity is challenging to measure at high
redshifts, the stellar MZR provides very important and complimentary insights on
the chemical evolution of galaxies, especially for massive quiescent galaxies and
satellite galaxies in the local group where the gas-phase metallicities are hard to
measure due to their low gas content.
Simple analytic models of galactic chemical evolution, such as the “closed-box”,
“leaky-box”, and “accreting-box”models (e.g., Schmidt 1963; Talbot&Arnett 1971;
Searle & Sargent 1972; Edmunds 1990), are often quoted to illustrate the qualitative
behavior of the MZR. More complicated models have also been developed to work
in cosmological contexts and to connect gas inflows, outflows, and star formation to
galactic chemical evolution (e.g., Dalcanton 2007; Finlator &Davé 2008; Davé et al.
2012; Lilly et al. 2013; Lu et al. 2015b). These models indicate that the existence
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of MZR is the consequence of an interplay between star formation efficiency, metal
loss from gas outflows, and gas recycling and accretion. For example, the stellar
mass–halo mass relation (e.g., Moster et al. 2013; Behroozi et al. 2013b) indicates
that the star formation efficiency (fraction of baryons turned into stars) is lower in
low-mass galaxies than in more massive galaxies, suggesting that low-mass galaxies
should be less metal-enriched. Meanwhile, galactic winds are ubiquitous (see e.g.,
Veilleux et al. 2005, for a recent review), carrying metals away from galaxies. Low
mass galaxies have shallow potential wells so they tend to lose a significant fraction
of their gas and metals, while massive galaxies have potential wells deep enough
to prevent material from escaping the galaxy (e.g., Dekel & Silk 1986). On the
other hand, gas inflows bring the metal-poor gas in the galactic halo and/or in the
intergalactic medium (IGM) inwards, diluting the metal content in the interstellar
medium (ISM) and supplying newmaterial for star formation (e.g., Kereš et al. 2005;
Faucher-Giguère & Kereš 2011). During this process, a considerable fraction of the
gas and metals that have been formerly ejected via outflows eventually come back
to the galaxy (e.g., Bertone et al. 2007; Oppenheimer et al. 2010). Galaxy mergers
and AGN activity could also be important, in the sense that they can trigger violent
starburst, drive intensive gas outflows, and ultimately quench the star formation in
the galaxy (e.g., Springel et al. 2005b; Hopkins et al. 2013a).
Analytical models usually rely on simplified assumptions such as perfect mixing
and adopt simple analytic prescriptions describing star formation, gas accretion,
and outflows. In reality, these physical processes are tightly connected to each
other and therefore must be treated self-consistently to understand the complete
picture of galactic chemical evolution. Semi-analytic models (SAMs) of galaxy
formation follow cosmological halo growth and halo mergers and include physically
and/or empirically motivated prescriptions of heating and cooling, star formation,
metal enrichment, gas accretion and outflows, recycling, and AGN feedback (e.g.,
Croton et al. 2006; Somerville et al. 2008; Benson 2012; Guo et al. 2013; Yates
et al. 2013; Lu et al. 2011, 2014b, 2015a; Henriques et al. 2013, 2015). They are
much less computationally expensive to run than hydrodynamic simulations and are
able to reproduce a number of galaxy properties for a broad range of stellar mass.
However, one major challenge for SAMs is simultaneously reproducing observed
stellar masses, star formation rates (SFRs), and metallicities. The metallicities of
low-mass galaxies are particularly sensitive to the galactic wind model because
strong outflows are required to suppress star formation in low-mass systems (see
e.g., Lu et al. 2014b, for a detailed comparison and discussion). Moreover, even
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though different SAMs have been successfully tuned to match the z = 0 stellar mass
function (SMF), many of them fail to match the observed the SMFs at high redshifts
(e.g., Somerville & Davé 2015). At the same time, these models typically fail to
match high-redshift MZR measurements and also diverge from one another in their
MZR predictions. Nonetheless, it is encouraging that recently improved SAMs are
able to reconcile stellar masses, colors, and SFRs of galaxies from z = 0–3 (e.g.,
Henriques et al. 2013, 2015).
Large-volume cosmological hydrodynamic simulations produce large samples of
galaxies and are powerful tools for statistical studies of galaxy properties (e.g.,
Bertone et al. 2007; Davé et al. 2011b; Torrey et al. 2014; Schaye et al. 2015).
These simulations, however, usually have relatively poor mass and spatial resolu-
tion. They cannot explicitly resolve the multi-phase structure of the interstellar
medium (ISM), when and where star formation takes place, how galactic winds are
launched by stellar feedback, and how the winds interact with the circumgalactic
medium (CGM). Approximate, empirical “sub-grid” models of the ISM structure,
star formation, and stellar feedback are required and used. For example, Davé et al.
(2011a) implemented a momentum-driven wind model, with wind mass loading
factors and velocities prescribed as a function of bulk galaxy properties. In their
implementation, hydrodynamic interactions are temporarily suppressed as gas from
the ISM is “kicked” into the galactic wind. Simulations using such simple prescrip-
tions reveal similar problems to the SAMs. Torrey et al. (2014) found a steeper
slope than observed at the low-mass end of the MZR. These authors attributed it to
the low metal retention efficiency in the presence of strong outflows, which were
required in their model in order to prevent low-mass galaxies from forming too many
stars. They further emphasized the tension between suppressing star formation and
retaining enough metals in low-mass galaxies. Furthermore, the star formation his-
tories in these simulations are very different and not all consistent with observations
at high redshifts. Many cosmological simulations tend to form too many stars at
early times (e.g., Davé et al. 2011a; Sparre et al. 2015; Fiacconi et al. 2015; for a
review, see Somerville & Davé 2015). Such problems are also common in SAMs.
They are likely the result of imperfect star formation and stellar feedback models
implemented in those simulations (cf. Scannapieco et al. 2012). Consequently, these
simulations predict very different evolution of the MZR.
Therefore, when using cosmological hydrodynamic simulations to understand the
MZR and its evolution, one is required to capture the “correct” behavior of star
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formation, stellar feedback, gas outflows, and the mixing and interaction of galactic
winds with the CGM on all relevant scales. Encouragingly, Obreja et al. (2014)
presented a suite of cosmological zoom-in simulations from the MaGICC project
using an improved star formation and SNe feedback model. Their model includes
an empirical prescription to approximate the effects of stellar feedback mechanisms
operating before the first SNe explode. These authors showed that their simulations
match the stellar mass–halo mass relation and the observed MZR from z = 0–3, for
the eight galaxies in their sample. In this work, the first of a series, we will study the
chemical evolution of galaxies using the FIRE (Feedback in Realistic Environment)
simulations (Hopkins et al. 2014). The FIRE project1 is a series of cosmological
zoom-in simulations that are able to follow galaxy merger history, interactions of
galaxies with the IGM, and many other important processes. These simulations
include a full set of realistic physical models and explicitly resolve the multi-phase
structure of the ISM, star formation, and stellar feedback, with no need to tune
parameters. The FIRE simulations successfully reproduce many observed galaxy
properties, including the stellar mass-halo mass relation, star formation histories,
the Kennicutt-Schmidt law, and the star-forming main sequence, from z = 0–6, for a
broad range of galaxymasses inM∗ = 104–1011 M (Hopkins et al. 2014). Also, the
FIRE simulations predict reasonable covering fractions of neutral hydrogen in the
halos of z = 2–3 Lyman Break Galaxies (LBGs; Faucher-Giguère et al. 2015) and
self-consistently generate galactic winds with velocities and mass loading factors
broadly consistent with observational requirements (Muratov et al. 2015). These
results further justify the reliability to study galactic chemical evolution using the
FIRE simulations.
This paper focuses on the galaxy mass–metallicity relation. In companion papers,
we will also study the stellar metallicity distribution functions and [α/Fe] abun-
dance ratio variation in dwarf galaxies, metallicity gradients and their origins, metal
outflows and recycling. We start by describing the simulations in Section 2.2 and
present the mass–metallicity relation at different redshifts in Section 2.3. In Section
2.4, we discuss the key processes that drive the shape and evolution of the MZR.
We summarize and conclude in Section 2.5.
1FIRE project website: http://fire.northwestern.edu
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Table 2.1: Simulations analyzed in this chapter.
Name Mhalo mb b mdm dm Merger Notes
(M) (M) (pc) (M) (pc) History
m09 2.5e9 2.6e2 1.4 1.3e3 30 normal isolated dwarf
m10 0.8e10 2.6e2 3.0 1.3e3 30 normal isolated dwarf
m10lr 0.8e10 2.1e3 2.1 1.0e4 35 normal low resolution
m10v 0.8e10 2.1e3 7.0 1.0e4 70 violent –
m11 1.4e11 7.0e3 7.0 3.5e4 70 quiescent –
m11v 3.3e11 5.6e4 7.0 3.0e5 140 violent –
m12v 6.3e11 3.9e4 10 2.0e5 140 violent several z < 2 mergers
m12q 1.2e12 7.1e3 10 2.8e5 140 late merger –
m12i 1.1e12 5.0e4 14 2.8e5 140 normal large (∼ 10 Rvir) box
m13 6.0e12 3.6e5 21 2.2e6 210 normal small group mass
z2h350 7.9e11 5.9e4 9 2.9e5 143 normal –
z2h400 7.9e11 5.9e4 9 2.9e5 143 quiescent –
z2h450 8.7e11 5.9e4 9 2.9e5 143 normal –
z2h506 1.2e12 5.9e4 9 2.9e5 143 violent –
z2h550 1.9e11 5.9e4 9 2.9e5 143 quiescent –
z2h600 6.7e11 5.9e4 9 2.9e5 143 violent –
z2h650 4.0e11 5.9e4 9 2.9e5 143 normal –
z2h830 5.4e11 5.9e4 9 2.9e5 143 normal –
z5m09 7.6e8 16.8 0.14 81.9 5.6 quiescent ultra-high resolution
z5m10 1.3e10 131.6 0.4 655.6 7 normal ultra-high resolution
z5m10mr 1.4e10 1.1e3 1.9 5.2e3 14 normal –
z5m11 5.6e10 2.1e3 4.2 1.0e4 14 normal –
Parameters describing the initial conditions for our simulations (units are physical):
(1) Name: Simulation designation.
(2) Mhalo: Approximate mass of the main halo at z = 0 (mxx series), z = 2 (z2hxxx
series), or z = 6 (z5mxx series).
(3) mb: Initial baryonic (gas and star) particle mass in the high-resolution region.
(4) b: Minimum baryonic force softening (minimum SPH smoothing lengths are
comparable or smaller. Force softening is adaptive (mass resolution is fixed).
(5) mdm: Dark matter particle mass in the high-resolution region.
(6) dm: Minimum dark matter force softening (fixed in physical units at all red-
shifts).
21
2.2 The Simulations
2.2.1 Simulation Details
This work is part of the FIRE project. A full description of the numerical methods
and physics included in our simulations is presented in (Hopkins et al. 2014, and
references therein). We summarized their main features here. All the simulations
use the newly developed gizmo code (Hopkins 2015) in p-sphmode. p-sph adopts a
Lagrangian pressure-entropy formulation of the smoothed particle hydrodynamics
(SPH) equations (Hopkins 2013), which eliminates the major differences between
SPH, moving-mesh, and grid codes, and resolves many well-known issues in tra-
ditional density-based SPH formulations. The gravity solver is a heavily modified
version of the gadget-3 code (Springel 2005); and p-sph also includes substantial
improvements in the artificial viscosity, entropy diffusion, adaptive time-stepping,
smoothing kernel, and gravitational softening algorithm.
We use the multi-scale “zoom-in” initial conditions generated with the music code
(Hahn & Abel 2011), using second-order Lagrangian perturbation theory. The first
set of simulations have been run down to z = 0 and cover halo masses 109–1013 M
and stellar masses 104–1011 M at z = 0 (mxx series). Most of them have been
presented in Hopkins et al. (2014). The simulations m09 and m10 are isolated
dwarfs, constructed using the method from Oñorbe et al. (2014). Simulations
m10v, m11, m11v, m12q, m12i, and m13 are chosen to match the initial conditions
from the AGORA project (Kim et al. 2014), which will enable future comparisons
with a wide range of simulation codes and physics implementations. Simulation
m12v is based on the initial conditions studied in Kereš & Hernquist (2009) and
Faucher-Giguère & Kereš (2011). The simulations with a label ‘v’ have relatively
violent merger histories at z < 2, while the rest have more typical merger histories.
The resolution of these simulations is chosen to scale with the mass of the system to
ensure we are able to resolve the giant molecular clouds (GMCs). We also include
a separate set of simulations run to z = 2 (z2hxxx series), which are presented in
(Faucher-Giguère et al. 2015). Their main halos are chosen to host Lyman break
galaxies (LBG) and cover halo masses 1.9 × 1011–1.2 × 1012 M at z = 2. Finally,
we include another series of simulations only run to z ∼ 6, but with extremely high
resolutions (z5mxx series). These simulations are presented in Ma et al. (2015).
Their main halos cover halo masses from 7.7×108–5.6×1010 M at z = 6 and these
galaxies are believed to contribute most to the cosmic reionization (e.g., Kuhlen &
Faucher-Giguère 2012; Robertson et al. 2013). The initial conditions of all the
simulations are summarized in Table 2.1.
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In our simulations, gas follows an ionized+atomic+molecular cooling curve from
10–1010 K, including metallicity-dependent fine-structure and molecular cooling
at low temperatures and high-temperature metal-line cooling followed species-by-
species for 11 separately tracked species (H, He, C, N, O, Ne, Mg, Si, S, Ca, and
Fe; see Wiersma et al. 2009a). At each timestep, the ionization states and cooling
rates are determined from a compilation of cloudy runs, including a uniform but
redshift-dependent photo-ionizing background tabulated in Faucher-Giguère et al.
(2009), and photo-ionizing and photo-electric heating from local sources. Gas
self-shielding is accounted for with a local Jeans-length approximation, which is
consistent with the radiative transfer calculations in Faucher-Giguère et al. (2010).
Star formation is allowed only in dense, molecular, and self-gravitating regions with
hydrogen number density above some threshold nth = 10–100 cm−3 (Hopkins et al.
2013b). Stars form at 100% efficiency per free-fall time when the gas meets these
criteria. The self-gravity criterion is physically required to obtain the correct spatial
star formation distribution in galaxies (Padoan & Nordlund 2011; Hopkins et al.
2013b), but the galaxy-averaged star formation efficiency is regulated by feedback
at much lower values (∼ 1% per dynamical time, e.g., Faucher-Giguère et al. 2013).
We stress that changing these parameters in a reasonable range only yields small
and random variations to the global star formation history, as long as feedback is
active (see Hopkins et al. 2011, 2012a).
Once a star forms, it inherits the metallicity of each tracked species from its parent
gas particle. Every star particle is treated as a single stellar population with known
mass, age, and metallicity. Then all the feedback quantities, including ionizing
photon budgets, luminosities, stellar spectra, supernovae (SNe) rates, mechanical
luminosities of stellar winds, metal yields, etc., are directly tabulated from the stellar
population models in starburst99 (Leitherer et al. 1999), assuming a Kroupa
(2002) initial mass function (IMF) from 0.1–100 M 2. We account for several
different stellar feedbackmechanisms, including (1) local and long-rangemomentum
flux from radiative pressure, (2) energy, momentum, mass and metal injection from
SNe and stellar winds, and (3) photo-ionization and photo-electric heating. We
followWiersma et al. (2009b) and include the metal yields from Type-II SNe, Type-
I SNe, and stellar winds. We note that the Type-II SNe yield table from Woosley
2In principle, the “IMF-averaged” approximation does not hold for the ultra-high resolution
simulations in the z5mxx series, where the mass of a star particle is only 10–100 M . Nevertheless,
we confirmed that these simulations predict similar global galaxy properties to those of much poorer
resolutions (see Ma et al. 2015).
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& Weaver (1995) adopted in our simulations produce Mg roughly ∼ 0.4 dex below
the typical values in modern models (e.g., Nomoto et al. 2006). This will have little
effect on the galaxy properties in our simulations, as Mg is not an important coolant.
Nevertheless, we will add 0.4 dex to the Mg abundance to correct this in the analysis
below.
All simulations adopt a standard flat ΛCDM cosmology with cosmological param-
eters consistent with H0 = 70.2 km s−1 Mpc−1, ΩΛ = 0.728, Ωm = 1 −ΩΛ = 0.272,
Ωb = 0.0455, σ8 = 0.807 and n = 0.961 (e.g., Hinshaw et al. 2013).
2.2.2 Halo Identification, Stellar Mass and Metallicity
We use the Amiga Halo Finder (AHF; Gill et al. 2004; Knollmann & Knebe 2009)
to identify galactic halos and galaxies in our simulations. The AHF code uses the
adaptive mesh refinement method and identifies halos and subhalos as groups of
bound particles (dark matter, gas, and stars). In this work, we only consider those
“well-resolved” halos that include more than 105 bound particles, have at most
10% of their mass contaminated by low-resolution particles, and contain at least
100 gas and 100 star particles, respectively. These criteria are somewhat arbitrary;
but varying these numbers within a reasonable range will have little effect on our
conclusions. If none of the halos meets these criteria in a snapshot (this happens
in some snapshots at high redshifts (z ∼ 6), where the galaxy progenitors are too
small to contain so many particles), we will take the most massive halo in the
high-resolution region in our analysis. We do not include subhalos/satellite galaxies
in this work. The centre of a halo is located at the centre of mass of the finest
refinement level. We adopt the virial overdensity from Bryan & Norman (1998),
which evolves with cosmic time.
We only consider the main galaxy in each halo. To remove the contamination of
satellite galaxies, we exclude any gas/star particle that is bound to a subhalo in the
analysis below. We measure the galaxy stellar mass (M∗) by summing over the
mass of all star particles that belong to the main galaxy. Then we define its stellar
metallicity (as well as the abundance of each tracked species) as mass-averaged
metallicity (abundance) of all star particles. To separate halo gas and the ISM,
we apply a simple temperature criteria and select all gas particles below 104 K
as the ISM. In our simulations, this is equivalent to selecting gas above some
density threshold of a few 0.1 cm−3 (we explicitly check the gas distribution in the
density–temperature plane), which is comparable to the mean gas density within
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a few stellar effective radii. It naturally picks warm ionized and cold neutral gas.
We define the gas-phase metallicity as the mass-weighted metallicity of all gas
particles that belong to the ISM (we compare and discuss three different definitions
of gas-phase metallicity in Appendix A)3.
In this work, we use Zgas and Z∗ to refer to the mass fraction of all heavy elements
in gas and stars, respectively. In Section 2.3, we will primarily use oxygen abun-
dance 12 + log(O/H) to present gas-phase metallicities, which is defined in terms of
number ratio of oxygen to hydrogen atoms, in order to directly compare with obser-
vations. For stellarmetallicity, wewill primarily use Z∗ in the rest of thiswork. In the
literature, gas-phase metallicity and stellar metallicity are also sometimes referred
as Zgas and iron abundance [Fe/H] (in solar units), respectively. For these reasons,
we provide the conversion between these quantities for our simulated galaxies. We
will show the calibration in Appendix B but directly give the results here. For a
solar metallicity of 0.02 and a solar iron abundance 0.00173 (both in mass fraction),
we obtain 12 + log(O/H) = log(Zgas/Z)+9.00 and [Fe/H] = log(Z∗/Z)−0.20.
We emphasize that these relations may suffer from systematic uncertainties that
originate from (1) Type-II and Type-I SNe rates, (2) metal yields of tracked species
from different channels, and (3) the solar abundances we adopt in our simulations.
However, the shape and evolution of theMZR should be robust to these uncertainties.
2.3 The Mass–Metallicity Relation
In this section, we present both the gas-phase and stellar MZR from z =0–6 and
compare our results with observations and other simulations. We will further
explore the most important factors that shape the MZR and drive its evolution in the
Section 2.4.
2.3.1 The MZR at z = 0
We begin by showing the gas-phase MZR at z = 0. In Figure 2.1, we present the
stellar mass–gas-phase oxygen abundance relation for our mxx series simulations
at z = 0. For comparison, we also present the median and 2σ dispersion of the
SDSS MZR from Tremonti et al. (2004, red solid and dashed lines) and the data
of individual local dwarf galaxies compiled in Lee et al. (2006, open circles) in
3In many cosmological simulations with “sub-grid” models, gas-phase metallicity is usually
defined as star-formation-rate-averaged metallicity. However, our simulations explicitly resolve
multi-phase ISM structures and include realistic models of star formation and feedback. Individual
gas particles are very sensitive to local feedback processes. For these reasons, we do not apply
SF-averaged gas-phase metallicity to our simulations.
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Figure 2.1: Stellar mass–gas-phase oxygen abundance relation at z = 0. The red
solid and dashed curves represent the median and 2σ dispersion of the SDSS MZR
at z ∼ 0.1 (Tremonti et al. 2004). The open circles denote the data of the dwarf
galaxy sample from Lee et al. (2006). Our simulations are in good agreement with
observations from M∗ = 106–1011 M.
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Figure 2.2: Stellar mass–stellar metallicity relation at z = 0. The red solid and
dashed curves are the median and 1σ dispersion of the SDSS MZR in the local
universe (Gallazzi et al. 2005). The open circles represent the values of [Fe/H]
of individual dwarfs from Kirby et al. (2013). Again, the agreement is good from
104–1011 M.
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Figure 2.1. We remind the reader that these observed gas-phase oxygen abundances
are derived from the relative strength of strong nebulae emission lines produced by
photo-ionization from young massive stars, so that the observed gas-phase MZR
only holds for star-forming galaxies. Also, we emphasize that the overall shape
of gas-phase MZR strongly depends on which empirical calibration it uses and the
normalization of this relation differs by atmost 0.7 dex between different calibrations
(Kewley & Ellison 2008, see also Figure 2.6). For these reasons, we do not apply
any correction to these observed data but keep them in their original forms.
In general, our simulations agree reasonably well with observations across stellar
mass from M∗ = 106–1011 M. However, our simulations do not show evidence
for flattening at the high-mass end of the gas-phase MZR. The gas-phase metallicity
increases with stellar mass up to M∗ ∼ 1011 M in our sample. The simulations
predict slightly higher metallicities than the observed relation from Tremonti et al.
(2004) at M∗ = 1011 M. The most significant discrepancy is due to our m13
run, which is a somewhat lower resolution simulation of a massive galaxy and
which did not include the possible effects of AGN feedback. For example, as it
has been shown in Hopkins et al. (2014), the main galaxy in m13 have the cooling
flow problem and never quenches at low redshift. The SFR of this galaxy is
3 M yr−1, which is fairly low in its star formation history, but significantly higher
than observationally inferred values below z ∼ 1. Consequently, this galaxy might
be over-enriched at low redshift. If so, this suggests that additional physics, such as
AGN feedback, is probably required to fully understand the chemical evolution in
massive galaxies, at least in the sense of quenching star formation. Alternatively,
it has also been proposed that the observed MZR could continue to rise at the
high-metallicity end when using new metallicity diagnostics that account for non-
equilibrium electron energy distributions (see e.g., Dopita et al. 2013; Nicholls
et al. 2013). Furthermore, we note that the “flatness” of MZR at the high-mass
end behaves very differently when applying different empirical calibrations (e.g.,
Kewley & Ellison 2008). Therefore, we do not further quantitatively discuss the
discrepancy between our simulations and observations at the massive-end of MZR,
but rather focus on galaxies below M∗ = 1011 M where our simulations are most
robust. A larger sample of simulations with improved resolution at the massive end
is required to make a robust comparison.
Most of our simulated galaxies are still forming stars (at least very weakly) at z = 0,
except for m09. The m09 is a low-mass isolated dwarf galaxy (comparable to the
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ultra faint dwarfs around the Milky Way), in which star formation has been shut
down since z = 3 by cosmic reionization (Oñorbe et al. 2015). At z = 0, this galaxy
has lost almost all metals it produced (see Section 2.4). Although its gas-phase
metallicity is an order of magnitude lower than the extrapolation of the observed
MZR down to M∗ = 104 M, it is not contradictory to observations in the sense that
the gas-phase metallicity of such galaxies cannot be measured due to lack of strong
nebular emission lines.
In Figure 2.2, we show the stellar mass–stellar metallicity relationship at z = 0 and
compare our simulations with the SDSS sample from Gallazzi et al. (2005, red solid
and dashed curves) and the dwarf galaxies from Kirby et al. (2013, open circles).
Note that the stellar metallicities from Gallazzi et al. (2005) are measured from
absorption features of galaxy-integrated spectra (mostly Mg and Fe lines), while the
metallicities from Kirby et al. (2013) are derived from Fe abundances of individual
stars. The conversion between different methods and their systematic uncertainties
is complex and beyond the scope of this paper. For our purposes, we avoid any
correction to these observations but present them in their original values4.
Our simulations match these observations quite well over the whole mass coverage
from M∗ = 104–1011 M. The simulated sample shows a flatness in the stellar
MZR around M∗ = 1011 M at z = 0, consistent with the observed SDSS MZR
from Gallazzi et al. (2005). This is the consequence of the fact that the growth of
the more massive galaxies in our simulations is dominated by mergers and accretion
of low-mass metal-poor satellites rather than in situ star formation at low redshifts.
Therefore, the average stellar metallicities do not strongly evolve despite the fact
that the stellar masses may grow considerably at low redshifts (see also Choi et al.
2014).
2.3.2 Evolution of the MZR
Figure 2.3 and 2.4 show the gas-phase and stellar MZR, respectively, from z = 0–6.
We note that for z & 2 and z = 6, we include the z2hxxx and z5mxx simulations
in our analysis. The stellar MZR is tighter than the gas-phase MZR, i.e., the
gas-phase MZR has larger scatter than stellar MZR at fixed stellar mass. This is
because in our simulations, especially at high redshifts, star formation is dominated
by multiple bursts, which drives bursts of gas outflows (Muratov et al. 2015). As
a consequence, instantaneous gas-phase metallicities may have considerable time
4In Figure 2.2, we plot the values of [Fe/H] from Kirby et al. (2013), avoiding the complicated
conversion between [Fe/H] and Z∗/Z for the observed sample.
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Figure 2.3: Stellar mass–gas-phase metallicity relation at all redshifts. Cyan
dotted lines show the best linear fit log(Zgas/Z) = 12 + log(O/H) − 9.0 =
γg[log(M∗/M) − 10] + Zg,10. The red dotted lines show the best fit for a fixed
slope γg = 0.35. Note that a constant slope provides a very good fit, where the zero
point evolves by ∼ 1 dex from z = 0–6.
fluctuations associated with gas inflows, outflows, and mergers. This effect is larger
at high redshifts when the galaxy progenitors are of much lower masses and galaxy
mergers are more common, resulting in some outliers that deviate from the main
MZR at high redshifts. Despite the short-time-scale fluctuations, both the gas-phase
and stellar metallicities increase with time on cosmological time-scales. At all
times, gas-phase metallicities are higher than stellar metallicities, since gas-phase
metallicities represent the current state of metal enrichment in the galaxies, while
stellar metallicities reflect the average galactic metallicities across the whole time.
Both metallicities should converge at high redshifts.
To illustrate this quantitively, we fit the gas-phase and stellar MZR at different
redshifts for our simulated galaxies with simple linear functions log(Zgas/Z) =
12 + log(O/H)−9.0 = γg[log(M∗/M)−10]+Zg,10 and log(Z∗/Z) = [Fe/H] + 0.2 =
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Figure 2.4: Stellar mass–stellar metallicity relation at all redshifts. Cyan dot-
ted lines show the best linear fit at each redshift log(Z∗/Z) = [Fe/H] + 0.2 =
γ∗[log(M∗/M)−10]+ Z∗,10. The red dotted lines show the best fit for a fixed slope
γ∗ = 0.40. Again, the slope is approximately constant, while the normalization
evolves by ∼ 1 dex.
γ∗[log(M∗/M) − 10] + Z∗,10, where γg and γ∗ are the slopes and Zg,10 and Z∗,10
represent the typical gas-phase metallicity and stellar metallicity at M∗ = 1010 M.
Although simple linear function do not capture the flatness of stellar metallic-
ity above M∗ ∼ 1011 M at z < 1, it is sufficient for our purposes here. We
use least-squares fitting to obtain the best fit (the cyan dotted lines in Figure 2.3
and 2.4). In principle, both the slopes and zero points should be functions of
redshift. Nevertheless, the MZR at different redshifts have very similar slopes.
For simplicity, we pick the mean slope of each relation and redo the linear fit
using fixed slopes. We choose γg = 0.35 and γ∗ = 0.40 (red dotted lines in
Figure 2.3 and 2.4) and confirm that both the best linear fit and the fixed-slope
fit describe the simulations reasonably well. We then attribute the evolution of
MZR to the evolution of Zg,10 and Z∗,10 with redshift, which we show in Fig-
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Figure 2.5: The gas-phase and stellar metallicity at M∗ = 1010 M, Zg,10 and Z∗,10
as a function of redshift. The solid lines are the best fit of exponential functions
Zg,10 = 0.93 exp(−0.43z) − 1.05 and Z∗,10 = 0.67 exp(−0.50z) − 1.04.
ure 2.5. We fit these parameters as a function of redshift by an exponential function
F (z) = A exp(−Bz) + C. The best fit gives Zg,10 = 0.93 exp(−0.43z) − 1.05 and
Z∗,10 = 0.67 exp(−0.50z) − 1.04, respectively (the green and magenta lines in Fig-
ure 2.5). These give the gas-phase and stellar MZR from z = 0–6 as log(Zgas/Z) =
12 + log(O/H) − 9.0 = 0.35 [log(M∗/M) − 10] + 0.93 exp(−0.43z) − 1.05 and
log(Z∗/Z) = [Fe/H]+0.2 = 0.40 [log(M∗/M)−10]+0.67 exp(−0.50z)−1.04,
respectively.
In general, the fitting functions above represent the gas-phase and stellar MZR
fairly well for our simulated galaxies, except for the flattening of the stellar MZR
above M∗ ∼ 1011 M at z = 0. We emphasize that these results have systematic
uncertainties fromType-II and Type-Ia SNe rates, the solar abundance, and themetal
yield tables we implement in our simulations. When using these fitting functions,
one should notice the uncertainties and make adjustments accordingly.
2.3.3 Comparison with Observations and Other Models
In Figure 2.6, we compare the gas-phase MZR between our simulations and a
number of observations at multiple redshifts. We show the observed MZR at z ∼ 0
(Tremonti et al. 2004), z ∼ 0.8 (Zahid et al. 2011), z ∼ 2.2 (Erb et al. 2006; Steidel
et al. 2014; Sanders et al. 2015), and z ∼ 3.1 (Mannucci et al. 2009). We recall
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Figure 2.6: Stellar mass–gas-phase oxygen abundance relations at z = 0, 0.8, 2.2,
and 3.0, as compared with a number of observations at these redshifts. In the upper
panels, we show both the original relations (red lines) from Tremonti et al. (2004,
z ∼ 0) and Zahid et al. (2011, z ∼ 0.8) and the relations converted to PP04 N2
calibration (cyan lines) following Kewley & Ellison (2008). In the lower left panel,
we show the observedMZR at z ∼ 2.3 fromSteidel et al. (2014, the red line), Sanders
et al. (2015, the green line), and Erb et al. (2006, the yellow line). In the lower
right panel, we show the best fitting from Mannucci et al. (2009, z ∼ 3.1). We also
shift the Erb et al. (2006) data downward by 0.4 dex for a comparison as motivated
by figure 5 in Mannucci et al. (2009). Our simulations are broadly consistent with
observations over a wide range of stellar mass from z = 0–3, given the significant
systematic uncertainties observational determinations of metallicities.
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that these observed relations are originally obtained using different calibrations and
the systematic uncertainty between different metallicity diagnostics could be up to
0.7 dex (Kewley & Ellison 2008). To illustrate this point, we also convert all the
observed relation to the N2 calibration from Pettini & Pagel (2004, PP04 hereafter)
unless their original data are already presented using this calibration. For Tremonti
et al. (2004) and Zahid et al. (2011), we do the conversion following the formula
from Kewley & Ellison (2008, table 3 therein). In either case, we present both
their original relations and the converted relations using PP04 N2 calibration in
Figure 2.6. At z ∼ 2.2, the observed relations are at already presented in PP04 N2
calibration (e.g., Erb et al. 2006; Steidel et al. 2014; Sanders et al. 2015). Mannucci
et al. (2009) adopted a very different metallicity calibration, which is established
using z & 3 galaxy samples only. Figure 5 in Mannucci et al. (2009) suggests that
the MZR evolves by ∼ 0.4 dex from z ∼ 3.1 to z ∼ 2.2. Motivated by their results,
we also move the z ∼ 2.2 MZR from Erb et al. (2006) downward by 0.4 dex for a
comparison (lower right panel in Figure 2.6).
In general, our simulations are in reasonable agreement with these observations in
a broad range of stellar mass at z = 0–3, especially when the observed relations
are in their original forms. We emphasize that the empirical calibrations developed
from the local universe are not necessarily valid for high-redshift galaxies (e.g.,
Steidel et al. 2014; Kewley et al. 2015). Given the large systematic uncertainties, we
do not provide a detailed quantitative discussion of the discrepancies between our
simulations and observations. Our results on the evolution of the MZR in Section
2.3.2 are predictions that can be tested more accurately as our understanding of the
observational systematic uncertainties improves.
In Figure 2.7, we also compare the MZR from our simulations with other cosmolog-
ical simulations and semi-analytic models. We compare our results with two other
simulations, Torrey et al. (2014, red lines) and Davé et al. (2011b, green lines),
and three semi-analytic models from Lu et al. (2014b, the Lu model, magenta; the
Somerville model, cyan; the Croton model, yellow). These models adopt “sub-grid”
empirical models of galactic winds and stellar feedback, which couple some fraction
of energy and/or momentum from SNe to the gas, and force certain amount of the
gas to escape the galaxy. Note that the metal yields and solar abundance used in
different works are not exactly the same, we renormalize all the z = 0 MZR to
12 + log(O/H) = 8.9 at M∗ = 1010 M for comparison. At z = 0, Torrey et al.
(2014) and the Lu model show steeper slopes at the low-mass end, due to the low
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Figure 2.7: Stellar mass–gas-phase oxygen abundance relation at z = 0, 0.8, 2.2, and
3.0, as compared with other numerical simulations and semi-analytic models. We
renormalize other works to 12 + log(O/H) = 8.9 at M∗ = 1010 M at z = 0 with
respect to our simulations. Red and green lines show the results from cosmological
simulations presented in Torrey et al. (2014) and Davé et al. (2011b), respectively,
which used popular “sub-grid” models for galactic winds. Magenta, cyan, and
yellow lines show the predictions of three semi-analytic models from Lu et al.
(2014b, the Lu model, the Somerville model, and the Croton model, respectively).
All of these models reproduce the correct z = 0 stellar mass function, but none of
them correctly reproduces the slope or the redshift evolution of the MZR.
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metal retention efficiency in low-mass galaxies, a consequence of invoking strong
outflows to suppress star formation in these galaxies5. Some models predict higher
metallicities at the most massive end. Furthermore, these models show significant
discrepancies at z & 2. Our simulations predict much stronger evolution of MZR
from z = 3–0 than any other models. Particularly, the Somerville model and the
Croton model predict inverse evolution trends – the gas-phase metallicity decreases
at lower redshifts at fixed stellar mass – in contrast with observations and other
models. We recall that although these models are tuned to match the observed
stellar mass function at z = 0, they tend to predict systematically higher stellar mass
functions than the observed ones for M∗ . 1011 M at z > 0 (Somerville & Davé
2015), a consequence of the fact that galaxies in these models form too many stars
at early time (e.g., Davé et al. 2011a; Sparre et al. 2015; Fiacconi et al. 2015). In
Section 2.4.4, we further explore how the different star formation histories between
these models cause the discrepancies in the MZR at high redshifts.
2.4 Discussion
We showed above that the gas-phase and stellar MZR in our simulations agree
broadly with available observations at different redshifts. We also found that our
predictions diverge significantly from those of several large-volume cosmological
hydrodynamical simulations and semi-analytic models. In this section, we explore
the key factors that drive the shape and evolution of the MZR and discuss why our
predictions differ from some other models.
2.4.1 Where are the metals?
Our simulations produce much higher metallicities for galaxies of stellar mass
M∗ < 109 M than Torrey et al. (2014) and the Lu model in Lu et al. (2014b),
indicating that our low-mass galaxies retain more metals compared to those models,
despite the fact that these galaxies have high windmass loading factors up to 100. To
explicitly show this, we present in Figure 2.8 the metal mass fraction retained within
Rvir as a function of stellar mass for the simulated sample at z = 0. The numbers are
5This can be simply illustrated using the “leaky box” model (e.g., Schmidt 1963). Assuming the
outflow rate is proportional to the star formation rate (M˙out = η · SFR, where η is the mass loading
factor), the metallicity is inversely proportional to 1 + η. Low-mass galaxies are very efficient in
driving outflows and thus have high mass loading factors compared to massive galaxies. In SAMs
and some simulations with “sub-grid” feedback models, it is often assumed that either the metals are
well mixed in the system or that the outflowing gas has a metallicity comparable to the metallicity in
the ISM. As a consequence, low-mass galaxies tend to lose a large fraction not only of their gas but
also of their metals, and therefore end up with very low metallicities.
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Figure 2.8: Metal retention fraction for our simulated galaxies at z = 0. MZ (< Rvir)
is the total amount of metals retained (in both gas and stars) within the virial radius.
yM∗ (y is the mean effective yield) is the total metal mass produced by stars in the
galaxies. The retained fraction of metal in the halo increases with stellar mass, from
30% at M∗ = 106 M to about unity at M∗ > 1010 M. However, the ultra-faint
dwarfs (e.g., m09) are only able to retain 2% of their metals in the halo.
obtained as follows. First, we estimate the effective yield y for every simulation as
the ratio between total metal mass (in both gas and stars) and the total stellar mass
in the whole simulation volume. Then the metal retention fraction for a galaxy is
simply the ratio between the total metal mass within the virial radius, MZ (< Rvir),
and yM∗, where M∗ is the galaxy stellar mass as defined in Section 2.2.2. Thus,
yM∗ represents the total amount of metal ever produced by the stars in the galaxy.
As shown in Figure 2.8, the metal retention fraction generally increases with stellar
mass. In our simulated sample, galaxies above M∗ = 1010.5 M are able to keep
almost all metals they have produced. At much lower masses (M∗ = 106–107 M),
they can still retain at least 30% to a half of their metals within the halo. In contrast,
the ultra-faint dwarf in our sample, m09 (M∗ = 4 × 104 M), only retains 2% of its
metals within Rvir at z = 0.
To quantify inmore detail howmetals are retained in galaxy halos, we show in Figure
2.9 the cumulative metal retention fraction, as a function of radius, for different gas
phases (cool gas with T < 104 K and warm gas with 104 K < T < 4 × 105 K)6. At
6In our simulations, most of the diffuse (nH < 0.1 cm−3) gas has temperature T > 104 K, so a
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z = 0 (top row), low-mass galaxies such asm10 (M∗ = 2×106 M) havemost of their
metals in the warm CGM, while in massive galaxies like m12i (M∗ = 6×1010 M),
the majority of the metals are found in stars. This trend is qualitatively consistent
with the empirical halo metal budget presented in Peeples et al. (2014, figure 6).
In most cases, we find that only a small fraction of the total metal mass is found
in hotter (T > 4 × 105 K) gas. Our results are in contrast with the large-volume
simulations of Ford et al. (2016) based on a parameterized galactic wind model, in
which stars, ISM, and the cool CGM contain comparable metal masses for halos of
mass similar to our m12i run.
For a comparison, we also show the cumulative metal distribution for the progenitors
of these galaxies at z = 3 (the bottom panel in Figure 2.9). Similar to z = 0, a
significant fraction of metals are still retained in Rvir at z = 3, although metals are
more uniformly distributed from the centre to a few virial radii. These galaxies have
much lower mass than their low-redshift decedents, and thus they are more efficient
in driving gas outflows from star-forming regions throughout the halo.
2.4.2 Circumgalactic Ovi
Although this paper is primarily focused on the metallicity of gas and stars inside
galaxies, it is useful to check whether our simulations are consistent with observed
CGMmetal absorption. In addition to the overall metal budget discussed above, the
COS-Halos program has provided useful measurements of Ovi absorption around
∼ L∗ galaxies at z ≈ 0.1 − 0.4 (Tumlinson et al. 2011). Figure 2.10 shows the Ovi
column density map around our m12i simulated halo at z = 0. For this comparison,
we assume that a fraction fOVI = 0.2 of the oxygen is in Ovi and only include
warm and hot gas (T > 104 K) in the halo. fOVI = 0.2 is the maximum expected if
the oxygen is in collisional ionization equilibrium, though it is possible that Ovi is
also photo-ionized and/or subject to non-equilibrium effects (e.g., Oppenheimer &
Davé 2009; Oppenheimer & Schaye 2013) so that this ionization fraction is not a
strict upper limit. The figure shows that for m12i the characteristic NOVI drops from
∼ 1015 cm−2 at impact parameter b = 20 kpc from the central galaxy to∼ 1013.5 cm−2
at b = 200 kpc. The simulation agrees well with the Ovi columns measured by
Tumlinson et al. (2011) around low-redshift ∼ L∗ star-forming galaxies at impact
parameters b < 50 kpc but appears to underestimate Ovi columns by a factor of a
few at larger impact parameters. Overall the agreement with observed Ovi columns
temperature cut at T = 104 K also effectively separates ISM and CGM gas, justifying our approach
of using gas with T < 104 K to evaluate gas-phase ISM metallicities.
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Figure 2.10: Ovi column densitymap for them12i halo at z = 0. We crudely assume
that a fraction fOVI = 0.2 of the oxygen is in Ovi and only include warm and hot gas
(T > 104 K) in the halo. The characteristic NOVI drops from ∼ 1015 cm−2 at impact
parameter b = 20 kpc from the central galaxy to ∼ 1013.5 cm−2 at b = 200 kpc. The
simulation agrees well with the Ovi columns measured by COS-Halos Tumlinson
et al. (2011) around low-redshift ∼ L∗ star-forming galaxies at impact parameters
b < 50 kpc but appears to underestimate Ovi columns by a factor of a few at larger
impact parameters. Overall the agreement with observed Ovi columns is reasonable
given the uncertainties in ionization correction.
is reasonable given the uncertainties in ionization correction. More systematic
and detailed comparisons of CGM metal statistics from the FIRE simulations with
observations will be reported in future papers (Hafen et al. 2017).
2.4.3 Metal outflows, inflows, and recycling
SAMs and large-volume cosmological simulations require “sub-grid” models of
galactic winds, which often incorporate fairly crude approximations. In this subsec-
tion, we further examine the metal inflow and outflow rates and the metallicities of
gas inflows and outflows in our simulations and compare with the assumptions of
common “sub-grid” models.
We follow Faucher-Giguère et al. (2011) and Muratov et al. (2015) and define the
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Figure 2.11: Upper: Metal inflow (blue) and outflow rates (red) from z = 0–4.
Solid and dotted lines show the metal inflow/outflow rates measured at 0.25 Rvir and
Rvir, respectively. Bottom: Metallicities of inflowing/outflowing gas. The black line
shows the metallicity of the ISM. All quantities are averaged over a time-scale of
400Myr. Metals are efficiently ejected in fountains reaching 0.25 Rvir, but they do
not usually reach Rvir – they are either deposited in the halo or recycled efficiently
in galactic fountains. Outflowing gas that escapes from the halo at Rvir tends to be
less enriched than the gas in the ISM.
gas outflow rates, metal outflow rates, and metallicities of outflow gas as
∂M
∂t
=
∑
i
~v · ~r|r |Mi/dL, (2.1)
∂Mmetal
∂t
=
∑
i
~v · ~r|r | Zi Mi/dL, (2.2)
Zoutflow =
∂Mmetal
∂t
/
∂M
∂t
, (2.3)
where Mi and Zi are the mass and metallicity of the ith gas particle within the shell
of thickness dL = 0.1 Rvir with radial velocity outwards ~v · ~r|r | > 0. The inflow
rates and inflow metallicities are defined in the same way but for gas particles with
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inward radial velocity ~v · ~r|r | < 0. The upper panels in Figure 2.11 show the metal
inflow/outflow rates at 0.25 Rvir (blue/red solid lines) and at Rvir (blue/red dotted
lines) for our m10 (left) and m11 (right) simulations. We average the inflow/outflow
rates on a time-scale of 400 Myr. In either case, the net metal outflow rates are
considerably lower at Rvir than at 0.25 Rvir, indicating that the metals are either
deposited in the halo or returned back to the ISM. At high redshifts, metals ejected
in outflows can be more easily driven to Rvir than at low redshifts. At 0.25 Rvir, metal
inflow rates are comparable to metal outflow rates, suggesting a high efficiency of
metal recycling. The lower panels in Figure 2.11 show the average metallicities of
inflows and outflows at both 0.25 Rvir and at Rvir, as compared to the metallicity of
the ISM (black solid lines). The outflow metallicities are much lower at Rvir than
at 0.25 Rvir (and even more so than in the ISM), because outflowing gas sweeps up
and mixes with more metal-poor gas in the halo as it propagates outwards. This
is particularly important for low-mass galaxies, such as m10 (M∗ = 2 × 106 M),
which can have wind mass loading factors up to ∼ 100, yet retain a large fraction of
the metals they produced in their halos.
Our analysis calls into question a number of assumptions and approximations often
adopted in analytic, semi-analytic, and large-volume cosmological hydrodynamic
models of galaxy formation. First of all, unlike often assumed in analytic and
semi-analytic models, metals are generally not well-mixed in galaxy halos (e.g.,
Figure 2.9). In particular, in many “sub-grid” galactic wind models, wind gas is
assumed to have a metallicity directly related to the ISMmetallicity (e.g., Davé et al.
2011a; Torrey et al. 2014), an assumption that oversimplifies the complex mass and
metal loading that takes places in our more explicit simulations. Our simulations
also indicate that metal re-accretion onto galaxies (recycling) is important on small
scales, an effect which is not well captured in semi-analytic models and in “sub-
grid” models that either assume that the ejected gas never returns to the galaxy, or
which ignore hydrodynamical interactions between the wind and the gas close to
the galaxy.
Recently, Lu et al. (2015a) compared three different SAM feedback models — one
including only gas ejection, one including both gas ejection and recycling, and the
other including a model of “preventive” feedback. Lu et al. (2015a) found that
none of these models could simultaneously reproduce the MZR, the distribution
of metals in different phases, and the SFR observed at z = 0–3. This finding is
consistent with the picture suggested by our high-resolution simulations that the
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chemical evolution of galaxies is a complex process and that it is necessary to self-
consistently model galaxy-halo interactions in order to capture it faithfully. It is
encouraging that our cosmological simulations with explicit stellar feedback and
hydrodynamical interactions tracked at all times appear to produce a low-mass-end
slope of the MZR that is closer to observations than most previous models, without
the need for parameter tuning. Our results are broadly consistent with those of
Brook et al. (2014), who also highlighted the importance of metal mixing with the
CGM and recycling for explaining the MZR. The simulations of Brook et al. (2014)
also provide a fair match to the observed MZR at z = 0–3 (Obreja et al. 2014)).
2.4.4 Why the MZR evolves with redshift?
Another major difference between our simulations and other theoretical work is we
predictmuch stronger evolution of theMZR from z = 3–0 (e.g., the stellarmetallicity
increases by 0.5 dex at fixed stellar mass, see Figure 2.5). Observations and some
theoretical models suggest a fundamental metallicity relation (FMR) between stellar
mass, star formation rate, and metallicity that holds for star-forming galaxies both
in the local universe and at high redshifts (e.g., Mannucci et al. 2010, 2011; Lilly
et al. 2013; Obreja et al. 2014; Cullen et al. 2014; Zahid et al. 2014). Motivated by
these results, we attempt to qualitatively illustrate what might be the primary factor
that drives the evolution of MZR in this section. We start by reviewing the simplest
chemical evolutionmodel, i.e., the “closed box”model, which predicts the stellar and
gas-phase metallicities as a function of stellar mass fraction, f∗ = M∗/(Mgas + M∗)
as the following:
Z∗ = y
[
1 − f∗
f∗
ln(1 − f∗) + 1
]
, (2.4)
Zg = −y ln(1 − f∗), (2.5)
where y is the effective metal yield (e.g., Schmidt 1963; Talbot & Arnett 1971;
Searle & Sargent 1972). The parameter f∗ describes the fraction of baryons that
have been turned into stars, and 1 − f∗ is the “gas fraction”. In Figure 2.12, we
show the relation between stellar and gas-phase metallicities and f∗, respectively
(the middle and right panels), for our mxx series simulations at z = 0 and z = 3
(black and red points). We emphasize that we account for both the halo gas and the
ISM in the total gas mass when calculating f∗, since halo gas is actively involved
in supplying star formation and metal exchange in most cases. For consistency, the
gas-phase metallicities shown in Figure 2.12 are the average metallicity of all gas
in the halo. For illustrative purposes, we also show the simple predictions from the
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“closed box” model, assuming an effective metal yield of y = 0.02 (blue dotted
lines in Figure 2.12).
The simulated data at z = 0 and z = 3 overlap with each other in the Z∗– f∗ and Zgas–
f∗ diagrams. In the left panel of Figure 2.12, we also show the relation between f∗
and M∗ for these galaxies at both redshifts. There is a systematic offset (∼0.5 dex) in
the f∗–M∗ relation between galaxies at z = 0 and 3. Note that in the limit of f∗  1,
one has Z∗, Zgas ∝ f∗. Therefore, the 0.5 dex offset in f∗–M∗ relation propagates to
the 0.5 dex evolution of the MZR from z = 3 to 0. This suggests that the evolution
of the MZR is associated with the evolution of f∗ (at a fixed stellar mass) within the
halo at different redshifts, providing a first hint of a universal metallicity relation
between stellar mass, gas mass, and metallicities (cf. Bothwell et al. 2013; Zahid
et al. 2014, for observational evidences). In simulations with “sub-grid” feedback
models and semi-analytic models, where the z = 0 stellar mass functions are tuned
to match observations, galaxies tend to form a large fraction of their stars at high
redshift and therefore their evolution is weaker at lower redshift (e.g., Somerville &
Davé 2015), as opposed to observations and our simulations. In other words, these
models produce higher f∗ than our simulations at fixed stellar mass at z > 0 and an
f∗–M∗ relation barely evolving from z = 3–0. Therefore, galaxies in those models
are more metal-enriched at high redshifts and the evolution of the MZR is weaker
than our simulations.
Our simulations are qualitatively consistent with the simple “closed box” predictions
applied to halo quantities7. This is not unreasonable because a large fraction (order
unity) of metals are retained within the virial radius at both redshifts (see e.g.,
Figure 2.9). However, we emphasize that one should not think our simulated
galaxies are closed boxes, because the metals are not perfectly well-mixed in the
galactic halo. This explains the major offset between the “closed box” model and
our simulations (middle and right panels in Figure 2.12), especially in the most
massive systems where this effect is stronger. Since gas in the centre of the galaxy
tends to be more metal-enriched than gas in the outer halo and stars preferentially
form in the central region, stellar metallicities tend to be higher and the gas-phase
metallicities (including the halo gas) are lower than the predictions of the closed
box model (applied to halo quantities). The mixing of metals is very complex and
7We emphasize that in the analog of Figure 2.12 where we measure f∗ using only the gas in the
galaxy (i.e., excluding the halo gas), all the galaxies are well below the predictions of the closed box
model and there is no well-defined relation, indicating that galaxies themselves are far from closed
boxes. This suggests the necessity of accounting for halo gas as reservoirs in galaxy evolution.
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associated with galactic fountains on different scales. Although the “closed box”
model gives a natural relation between stellar mass, gas mass, and the metallicities,
the parameterization of a universal metallicity relation for galactic quantities (i.e.,
excluding the halo) is more complicated than the simplemodel. This is worth further
investigation in more detail in future work.
2.5 Conclusion
We use a series of high-resolution cosmological zoom-in simulations spanning halo
masses 109–1013 M and stellar masses 104–1011 M at z = 0 from the FIRE
project to study the galaxy mass–metallicity relations at z = 0–6. These simulations
include explicit models of multi-phase interstellar medium, star formation, and stel-
lar feedback. As has been shown in previous papers, these simulations successfully
reproduce many observed galaxy properties, including the stellar mass–halo mass
relation, star-forming main sequence, the Kennicutt-Schmidt law, star formation
histories, etc., for a wide range of galaxies at many redshifts (Hopkins et al. 2014).
These simulations also predict reasonable covering fractions of neutral hydrogen
in the halos of z = 2–3 LBGs (Faucher-Giguère et al. 2015) and self-consistently
generate galactic winds with velocities and mass loading factors broadly consistent
with observational requirements (Muratov et al. 2015). These simulations adopt
“standard” stellar population models and metal yield tables from Type-I and Type-II
supernovae and stellar winds, following species-by-species for 11 separately tracked
elements. Our key conclusions include the following.
(i) The simulations predict galaxy mass–metallicity relations that agree reasonably
well with a number of observations from z = 0–3 for a broad range of stellar masses.
Both gas-phase and stellar metallicities evolve monotonically from z = 0–6, with
higher metal abundance at low redshifts at fixed stellar mass. The best linear fits
of the MZR for our simulated galaxies as a function of redshift are log(Zgas/Z) =
12 + log(O/H) − 9.0 = 0.35 [log(M∗/M) − 10] + 0.93 exp(−0.43z) − 1.05 and
log(Z∗/Z) = [Fe/H]+0.2 = 0.40 [log(M∗/M)−10]+0.67 exp(−0.50z)−1.04,
for gas-phase metallicity and stellar metallicity, respectively. We emphasize that the
normalizations may have systematic uncertainties that originate from the SNe rates,
yield tables, and solar abundance we adopt, but the evolution of the MZR is robust
to these uncertainties.
(ii) The stellar MZR becomes flat around M∗ ∼ 1011 M since z = 0, because
the most massive galaxies in our simulations evolve via mergers and accretion
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of satellites rather than in situ star formation at low redshifts. Therefore, the
stellar metallicity does not increase despite the fact that the stellar mass grows
considerably. We do not see the flatness in the gas-phase MZR at the high-mass end
seen in observations, because gas continues to be enriched by non-negligible star
formation. This apparent discrepancy may be due to the more limited resolution in
our m13 run or to the lack of AGN feedback in our simulations. AGN might be
required to quench star formation below z ∼ 1 in such massive galaxies.
(iii) The evolution of MZR is associated with the evolution of the gas/stellar mass
fraction within the inner halo (not just inside the galaxy effective radius) at different
redshifts. This provides a first hint of a universal metallicity relation between stellar
mass, gas mass, and metallicities, but its parameterization for galactic quantities (as
opposed to for halo quantities, which behave more like a closed box) is much more
complicated than simple analytic models. We will investigate this in more detail in
future work.
(iv) Galaxies above M∗ ∼ 106 M can retain a large fraction of their metals in the
halo even up to z = 3. The net metal outflow rates near the virial radius are always
lower than those near the galaxy, indicating that the metals either get deposited in the
halo or return back to the ISM. The high metal inflow rates and the high metallicity
of inflowing gas at 0.25 Rvir suggest a high efficiency of metal recycling (a finding
that we have confirmed using particle tracking; Anglés-Alcázar et al. 2017a). On
average, the outflows at outer radii are much less metal-enriched than those at the
inner radius. This effect helps resolve the tension between the need for strong gas
outflows and high metal retention fractions in low-mass galaxies.
(v) These differential recycling andmetal retention effects are not properly accounted
for in most semi-analytic and early generation of “sub-grid” feedback models that
are popular in cosmological simulations. As a result, these simplified models
cannot simultaneously reproduce the galaxymass function and the slope and redshift
evolution of theMZR. By explicitly resolving the “missing physics” in these models,
we reconcile the long-standing discrepancy, and provide a clear way forward to
improve the sub-grid and semi-analytic models.
Nevertheless, our simulations are still limited in sample size. In the near future, we
will expand our simulations to include more dwarf galaxies covering halo mass from
Mhalo = 108–1011 M and to enlarge our sample at the most massive end to better
understand whether the flattening of the MZR is real and what drives the flatness.
This may depend critically on AGN feedback. We will provide quantitative analysis
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on metal outflow rates, outflow metallicities, metal recycling, and their relation with
galaxy properties in future work (Muratov et al. 2017; Anglés-Alcázar et al. 2017a).
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Appendix A: Different Definitions of Gas-phase Metallicity
In this work, the gas-phase metallicity is defined as the mass-weighted average
metallicity of all gas particles below 104 K, which we refer as the ISM gas. In
principle, there are many alternative approaches to define gas-phase metallicities.
In this section, we discuss three definitions and compare them with each other: (1)
the average metallicity of all gas particles below 104 K in the galaxy (our default
definition), (2) the average metallicity of all gas particles within 0.1 Rvir, and (3) the
average metallicity of all gas particles with temperature between 7,000–15,000 K
and density above 0.5 cm−3. In Figure 2.13, we compare definition (1) and (2) in
the left panel and (1) and (3) in the right panel for all galaxies presented in Figure
2.3.
Definition (1) is designed to automatically select all the warm ionized gas and cold
neutral gas (the ISM), definition (2) aims to pick the gas in the star-forming regions,
and definition (3) is observationally motivated to select the nebular gas which
produce the strong nebular emission lines in star-forming galaxies. In general, these
definitions are consistent with each other. Most of the galaxies lie very close to the
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Figure 2.13: Gas-phase oxygen abundances in different definitions. Left: The
relation of gas oxygen abundances between definition (1) the average metallicity
of all gas particles below 104 K and (2) the average metallicity of all gas particles
within 0.1 Rvir. Right: The relation of gas oxygen abundances between definition
(1) and (3) the average metallicity of all gas particles with temperature between
7,000–15,000 K and density above 0.5 cm−3. The cyan dashed lines show the y = x
relation. The black points show all the data presented in Figure 2.3. Different
definitions agree well, and have no qualitative effect on any of our conclusions.
Most of the “outliers” are caused by transient, stochastic time variability.
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Figure 2.14: Relations between different forms of metallicities. Left: Gas-phase
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metals) Zgas. Right: Stellar iron abundance [Fe/H] vs. stellar metallicity Z∗. Black
dots collect all the data points presented in this work. The cyan lines represent
the best fits of these relations with slope unity. These definitions give essentially
identical results, and are equivalent, for all of our results in this paper.
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y = x relation in each panel of Figure 2.13. However, there are a few outliers in these
diagrams. Definition (2) can be problematic in merging systems, where the halo
centre may deviate far from the stellar bulk and thus 0.1 Rvir does not necessarily
probe the star-forming region. Definition (3) is largely affected by abundance
variance between gas particles, since there are usually not many gas particles at
any single instant that meet the temperature and density criteria. However, a time-
averaged version of definition (3) removes most of the outliers. Therefore, we argue
that our default definition is more adaptive and flexible than other definitions.
Appendix B: Metallicities in Different Forms
In this work, we primarily use 12 + log(O/H) and Z∗ to present gas-phasemetallicity
and stellarmetallicity, respectively. In the literature, gas-phasemetallicity and stellar
metallicity are sometimes presented in terms of Zgas and [Fe/H]. Therefore, we also
provide the conversion between these different forms ofmetallicities for comparison.
We emphasize these conversions are obtained from our simulations only and there
are systematic uncertainties originating from the uncertain relative metal yields
between species and solar abundances we adopt.
In Figure 2.14, we show the relations between 12 + log(O/H) and log(Zgas/Z)
(left panel) and the relation between [Fe/H] and log(Z∗/Z) (right panel), where
we adopt a solar metallicity Z = 0.02 and a solar iron abundance of 0.00173, both
in mass fraction. In both panels, we collect data of all the simulated galaxies at
all epochs we present earlier in this paper. Both relations are extremely tight and
have slope unity, which ensures the validity, at least to the first order, to use either
quantity to represent metallicities interchangeably. The best fits for our simulations
are 12 + log(O/H) = log(Zgas/Z) + 9.0 and [Fe/H] = log(Z∗/Z) − 0.20. We
emphasize that there relationsmay suffer from systematic uncertainties that originate
from (1) Type-II and Type-I SNe rates, (2) metal yields of tracked species from
different channels, and (3) the solar abundances we adopt in our simulations.
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C h a p t e r 3
WHY DO HIGH-REDSHIFT GALAXIES SHOW DIVERSE
GAS-PHASE METALLICITY GRADIENTS?
Ma, X., Hopkins, P. F., Feldmann, R., et al., 2017, “Why do high-redshift galaxies
show diverse gas-phase metallicity gradients? ", Monthly Notices of the Royal
Astronomical Society, 466, 4780-4794
doi: 10.1093/mnras/stx034
Abstract
Recent spatially resolved observations of galaxies at z ∼ 0.6–3 reveal that high-
redshift galaxies show complex kinematics and a broad distribution of gas-phase
metallicity gradients. To understand these results, we use a suite of high-resolution
cosmological zoom-in simulations from the Feedback in Realistic Environments
(FIRE) project, which include physically motivated models of the multi-phase ISM,
star formation, and stellar feedback. Our simulations reproduce the observed di-
versity of kinematic properties and metallicity gradients, broadly consistent with
observations at z ∼ 0–3. Strong negative metallicity gradients only appear in galax-
ies with a rotating disk, but not all rotationally supported galaxies have significant
gradients. Strongly perturbed galaxies with little rotation always have flat gradients.
The kinematic properties and metallicity gradient of a high-redshift galaxy can vary
significantly on short time-scales, associatedwith starburst episodes. Feedback from
a starburst can destroy the gas disk, drive strong outflows, and flatten a pre-existing
negative metallicity gradient. The time variability of a single galaxy is statistically
similar to the entire simulated sample, indicating that the observed metallicity gra-
dients in high-redshift galaxies reflect the instantaneous state of the galaxy rather
than the accretion and growth history on cosmological time-scales. We find weak
dependence of metallicity gradient on stellar mass and specific star formation rate
(sSFR). Low-mass galaxies and galaxies with high sSFR tend to have flat gradients,
likely due to the fact that feedback is more efficient in these galaxies. We argue that
it is important to resolve feedback on small scales in order to produce the diverse
metallicity gradients observed.
Keywords: galaxies: formation – galaxies: evolution – cosmology: theory
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3.1 Introduction
Metallicity is a fundamental property of galaxies. In the local Universe, galaxy
stellar mass correlates tightly with both gas-phase metallicity (e.g., Tremonti et al.
2004; Lee et al. 2006) and stellar metallicity (e.g., Gallazzi et al. 2005; Kirby et al.
2013), known as the galaxy mass–metallicity relation (MZR). The MZR also exists
at higher redshifts up to z ∼ 3 (e.g., Erb et al. 2006; Maiolino et al. 2008; Mannucci
et al. 2009; Zahid et al. 2011; Yabe et al. 2014; Steidel et al. 2014; Sanders et al.
2015). The MZR evolves smoothly with redshift, with galaxies being more metal-
enriched at lower redshift (e.g., Zahid et al. 2013). The MZR results from the
interplay between gas accretion and recycling, star formation, and feedback-driven
outflows (e.g., Edmunds 1990; Davé et al. 2012; Lilly et al. 2013; Feldmann 2013;
Lu et al. 2015b), so it is widely used to constrain feedback models in cosmological
simulations and semi-analytic models of galaxy formation (e.g., Davé et al. 2011b;
Torrey et al. 2014; Lu et al. 2014b; Ma et al. 2016a).
Historically, galaxy metallicity is usually measured in the central regions despite
the presence of metallicity gradients. Since Searle (1971), it has been known that
galaxies in the local Universe tend to have negative gas-phase metallicity gradients,
which means that galaxies are more metal-enriched in the central region than at the
outskirt (e.g., Zaritsky et al. 1994; van Zee et al. 1998; Sánchez et al. 2012, 2014).
The slope of metallicity gradients of non-interacting galaxies, if normalized to some
characteristic radius (e.g., the effective radius), does not depend strongly on galaxy
properties, such as morphology, the existence of bars, magnitude, stellar mass, etc.
(e.g., Zaritsky et al. 1994; Sánchez et al. 2014; Ho et al. 2015; however, see Vila-
Costas & Edmunds 1992). This can be understood by a simple model where gas
and stellar disks co-evolve under virtually closed-box assumptions (Ho et al. 2015).
Interacting galaxies are under-abundant in their central regions (e.g., Kewley et al.
2006; Peeples et al. 2009) and show evidence of shallower gas-phase metallicity
gradients than isolated galaxies of similar masses (e.g., Vila-Costas & Edmunds
1992; Kewley et al. 2010; Rupke et al. 2010b), owing to strong radial inflow of
low-metallicity gas from the outskirts toward the galactic center (e.g., Rupke et al.
2010a; Torrey et al. 2012).
It is only in the past few years that gas-phase metallicity gradients have been directly
measured in galaxies beyond the local Universe. Early attempts include resolved
studies of several strongly lensed galaxies at redshift z ∼ 1.5–2.4 (e.g., Yuan et al.
2011; Jones et al. 2010, 2013). Four out of five of these galaxies show well-
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ordered rotation and have steeper slopes (in dex kpc−1) in metallicity gradient than
those of galaxies in the local Universe. In addition, Maciel et al. (2003) measured
the abundances of planetary nebulae in the Milky Way (MW) generated by stars
spanning a broad age interval and suggested that the MW had steeper metallicity
gradients back to z ∼ 1.5. These results support the so-called “inside-out” growth
model of galaxy formation (e.g., Bouwens et al. 1997). In this scenario, the central
galactic bulge formed rapidly at early times, building a steep radial metallicity
gradient at high redshift. The size of the disk gradually grows with time via gas
infall. The metallicity gradient gradually weakens via star formation in the outer
disk and radial gas mixing. Such a picture is also seen in some cosmological
hydrodynamic simulations (e.g., Pilkington et al. 2012; Gibson et al. 2013), where
the metallicity gradients are steepest at high redshift and gradually flatten at late
times.
Recently, Leethochawalit et al. (2016) have studied 11 gravitationally lensed galaxies
at redshift z ∼ 1.4–2.5 and found a broad distribution of kinematics and abundance
patterns (see also Jones et al. 2015; Wang et al. 2017). Most galaxies in their
sample show no features of well-ordered rotation and tend to have flat gas-phase
metallicity gradient, in contrast to earlier statements that high-redshift galaxies tend
to have stronger metallicity gradients (Jones et al. 2013). Moreover, large samples
of non-lensed galaxies at redshift z ∼ 0.6–3 also show diverse metallicity gradients
(e.g., Cresci et al. 2010; Queyrel et al. 2012; Swinbank et al. 2012; Stott et al.
2014; Wuyts et al. 2016), with slope varying from negative to flat and positive.
For example, Wuyts et al. (2016) have found that only 15 out of 180 galaxies that
have spatially resolved measurements of abundances in a sample of galaxies at
z ∼ 0.6–2.7 show statistically significant non-zero slope of metallicity gradients.
These results complicate the simple ‘inside-out’ growth picture.
Various studies have pointed out the necessity of strong feedback in order to avoid
steep metallicity gradients in high-redshift galaxies in cosmological hydrodynamic
simulations (e.g., Pilkington et al. 2012; Gibson et al. 2013; Anglés-Alcázar et al.
2014). For example, Gibson et al. (2013) compared two cosmological simulations
runwith different feedbackmodels and showed that their ‘enhanced’ feedbackmodel
produces constantly flat metallicity gradients at high redshift, whereas their ‘con-
servative’ feedback model tends to follow the simple ‘inside-out’ growth scenario
and produce steep metallicity gradients. However, they do not reproduce the diverse
range of metallicity gradients in high-redshift galaxies (only one or the other). In
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addition, many simulations used empirical feedback models where galactic winds
are generated by manually kicking particles and enforcing these wind particles to be
temporarily decoupled from hydrodynamics (e.g., Davé et al. 2011b; Torrey et al.
2014; Anglés-Alcázar et al. 2014) or artificially preventing SNe bubbles from cool-
ing for much longer time (e.g., Stinson et al. 2013a). Such models do not properly
resolve the launch and propagation of galactic winds from the ISM scale and tend
to artificially mix metals on larges scales and prevent strong metallicity gradients
from forming.
In this work, we study the origin and evolution of galaxy metallicity gradients using
32 cosmological zoom-in simulations from the Feedback In Realistic Environments
project (FIRE; Hopkins et al. 2014)1. These simulations include physically mo-
tivated models of the multi-phase interstellar medium (ISM), star formation, and
stellar feedback, with sufficient spatial and mass resolution down to giant molecular
cloud (GMC) scales to explicitly resolve the launch and propagation of galactic
winds. This is essential in studying metallicity gradients using simulations. In
previous studies, it has been shown that these simulations reproduce many observed
scaling relations, such as the stellar mass–halomass relation, the Kennicutt–Schmidt
relation, the star-forming main sequence (Hopkins et al. 2014), and the MZR (Ma
et al. 2016a), for a broad range of halo mass and redshift, without the need for
fine-tuning. These simulations also predict a reasonable covering fraction of neu-
tral absorbers in the circum-galactic medium (CGM) at both low and high redshift
(Faucher-Giguère et al. 2015, 2016; Hafen et al. 2017), mass loading factor of galac-
tic outflows (Muratov et al. 2015), and density profiles, kinematics, and chemical
abundances of local dwarf galaxies (Oñorbe et al. 2015; Chan et al. 2015), all broadly
consistent with observational constraints. All of these demonstrate the validity of
using the FIRE simulations to study metallicity gradients.
Almost all galaxies in the FIRE simulations at high redshift (z > 0.5) show strong
variability (burstiness) in star formation rates (SFRs) on short time-scales of order
10Myr (Hopkins et al. 2014; Sparre et al. 2017; Muratov et al. 2015; Feldmann
et al. 2017). In these systems, rapid gas inflows trigger starbursts in the galactic
center (Torrey et al. 2017). In turn, feedback from newly formed stars injects
sufficient energy and momentum into the ISM to destroy the gas disk and launch
galactic winds. At lower redshift (z < 0.5), on the other hand, massive galaxies
(M∗ & 1010 M) have calmed down, with star formation in the disk being regulated
1http://fire.northwestern.edu
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by gas infall and feedback to more stable rates (e.g., Faucher-Giguère et al. 2013),
and feedback can no longer damage the disk nor drive strong gas outflows (Muratov
et al. 2015). This transition is likely due to a combination of decreasing galaxy
merger rates (e.g., Hopkins et al. 2010) and decreasing gas fractions in galaxies (e.g.,
Hayward & Hopkins 2017) at low redshift. In this paper, we show that the FIRE
simulations reproduce the diversity of kinematics andmetallicity gradients observed
in high-redshift galaxies. We also show that bursty star formation can produce the
observed diversity – a galaxy may change kinematic properties and metallicity
gradient between starburst episodes. This is important for the interpretation of the
observed metallicity gradients in high-redshift galaxies.
The paper is organized as follows. We start by introducing the simulations and
describing the methods to measure kinematic properties and gas-phase metallicity
gradient in the simulated galaxies in Section 3.2. We present the main results in
Section 3.3 and discuss and conclude in Section 3.4.
We adopt a standard flat ΛCDM cosmology with cosmological parameters H0 =
70.2 km s−1 Mpc−1, ΩΛ = 0.728, Ωm = 1 − ΩΛ = 0.272, Ωb = 0.0455, σ8 = 0.807
and n = 0.961, broadly consistent with observations (e.g., Hinshaw et al. 2013;
Planck Collaboration et al. 2014).
3.2 Methodology
3.2.1 Simulation Details
In this work, we use a suite of simulations from the FIRE project that have been
presented in previous studies (Hopkins et al. 2014; Faucher-Giguère et al. 2015;
Chan et al. 2015; Feldmann et al. 2016; Hafen et al. 2017). These are cosmological
“zoom-in” simulations that are run using gizmo (Hopkins 2015) in p-sph mode
(Hopkins 2013). Because of computational expense, some of them are only run to
z = 2, and span a halo mass 1011–1013 M at that redshift. For those that are run to
z = 0, we only include the ones above z = 0 halo mass 1011 M in this study, since
smaller galaxies lack observational probes at high redshift. All the simulations used
in this paper, along with the mass of the most massive halo in the zoom-in region,
the initial mass of baryonic and dark matter particles, minimum force softening
lengths, and the reference where the simulation is first presented, are listed in Tables
3.1 and 3.2. We briefly summarize the physical models below for completeness, but
refer to Hopkins et al. (2014, and references therein) for more detailed description.
In our simulations, gas follows an molecular-atomic-ionized cooling curve from
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Table 3.1: Simulation analyzed in the chapter.
Name Mhalo (z = 0) Mhalo (z = 2) mb b mdm dm Reference
(M) (M) (M) (pc) (M) (pc)
m11 1.4e11 3.8e10 7.1e3 7.0 3.5e4 70 (1)
m12v 6.3e11 2.0e11 3.9e4 10 2.0e5 140 (1)
m12q 1.2e12 5.1e11 7.1e3 10 2.8e5 140 (1)
m12i 1.1e12 2.7e11 5.0e4 14 2.8e5 140 (1)
m13 6.0e12 8.4e11 3.6e5 21 2.2e6 210 (1)
m11h383 1.6e11 4.1e9 1.7e4 10 8.3e4 100 (2)
m11.4a 2.6e11 8.9e10 3.3e4 9 1.7e5 140 (3)
m11.9a 8.4e11 1.3e11 3.4e4 9 1.7e5 140 (3)
MFz0_A2 1.0e13 2.2e12 3.0e5 9 1.4e6 140 (3)
z2h350 – 7.9e11 5.9e4 9 2.9e5 143 (4)
z2h400 – 7.9e11 5.9e4 9 2.9e5 143 (4)
z2h450 – 8.7e11 5.9e4 9 2.9e5 143 (4)
z2h506 – 1.2e12 5.9e4 9 2.9e5 143 (4)
z2h550 – 1.9e11 5.9e4 9 2.9e5 143 (4)
z2h600 – 6.7e11 5.9e4 9 2.9e5 143 (4)
z2h650 – 4.0e11 5.9e4 9 2.9e5 143 (4)
z2h830 – 5.4e11 5.9e4 9 2.9e5 143 (4)
Parameters describing the initial conditions for our simulations (units are physical):
(1) Name: Simulation designation.
(2) Mhalo: Approximate mass of the main halo (most massive halo), at z = 0 and
z = 2.
(3) mb: Initial baryonic (gas and star) particle mass in the high-resolution region.
(4) b: Minimum baryonic Plummer-equivalent force softening (minimum SPH
smoothing lengths are comparable or smaller). Force softening is adaptive (mass
resolution is fixed).
(5) mdm: Dark matter particle mass in the high-resolution region.
(6) dm: Minimumdarkmatter Plummer-equivalent force softening (fixed in physical
units at all redshifts).
(7) Reference: Where the simulation is first presented. (1) Hopkins et al. (2014),
(2) Chan et al. (2015), (3) Hafen et al. (2017), (4) Faucher-Giguère et al. (2015),
and (5) Feldmann et al. (2016).
Note: Detailed physical properties of these galaxies are presented in Appendix.
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Table 3.2: Simulation analyzed in the chapter – continued.
Name Mhalo (z = 0) Mhalo (z = 2) mb b mdm dm Reference
(M) (M) (M) (pc) (M) (pc)
A1:0 – 2.3e12 3.3e4 10 1.7e5 143 (5)
A2:0 – 2.9e12 3.3e4 10 1.7e5 143 (5)
A3:0 – 2.4e12 3.3e4 10 1.7e5 143 (5)
A4:0 – 2.8e12 3.3e4 10 1.7e5 143 (5)
A5:0 – 2.3e12 3.3e4 10 1.7e5 143 (5)
A6:0 – 2.6e12 3.3e4 10 1.7e5 143 (5)
A7:0 – 2.5e12 3.3e4 10 1.7e5 143 (5)
A8:0 – 3.5e12 3.3e4 10 1.7e5 143 (5)
A9:0 – 2.8e12 3.3e4 10 1.7e5 143 (5)
A10:0 – 3.2e12 3.3e4 10 1.7e5 143 (5)
B1:0 – 8.3e12 3.3e4 10 1.7e5 143 (5)
B2:0 – 9.0e12 3.3e4 10 1.7e5 143 (5)
B3:0 – 9.7e12 3.3e4 10 1.7e5 143 (5)
B4:0 – 8.5e12 3.3e4 10 1.7e5 143 (5)
B5:0 – 9.1e12 3.3e4 10 1.7e5 143 (5)
10–1010 K, including metallicity-dependent fine-structure and molecular cooling
at low temperatures and high-temperature metal-line cooling followed species-by-
species for 11 separately tracked species (H, He, C, N, O, Ne, Mg, Si, S, Ca, and
Fe; see Wiersma et al. 2009a). At each timestep, the ionization states and cooling
rates are determined following Katz et al. (1996) for primordial abundances and
from a compilation of cloudy runs for metals, including a uniform but redshift-
dependent photo-ionizing background tabulated in Faucher-Giguère et al. (2009),
and photo-ionizing and photo-electric heating from local sources. Gas self-shielding
is accounted for with a local Jeans-length approximation.
We allow star formation to take place only in dense, molecular, and self-gravitating
regions with hydrogen number density above a threshold nth = 5–50 cm−3 (Hopkins
et al. 2013b). Stars form at 100% efficiency per local free-fall time when the
gas meets these criteria and there is no star formation elsewhere. A star particle
inherits themetallicity of each tracked species from its parent gas particle. Every star
particle is treated as a single stellar populationwith knownmass, age, andmetallicity,
assuming a Kroupa (2002) initial mass function (IMF) from 0.1–100 M. Then
the ionizing photon budgets, luminosities, Type II supernova rates, mechanical
luminosities of stellar winds, etc., are directly tabulated from the stellar population
models in starburst99 (Leitherer et al. 1999). The Type Ia SN rates follow the
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time delay distribution from Mannucci et al. (2006). We account for the following
stellar feedback mechanisms, including (1) local and long-range momentum flux
from radiative pressure, (2) energy, momentum, mass and metal injection from
SNe and stellar winds, and (3) photo-ionization and photo-electric heating. We
follow Wiersma et al. (2009b) and account for metal production from Type-II SNe,
Type-Ia SNe, and stellar winds using the metal yields in Woosley &Weaver (1995),
Iwamoto et al. (1999), and Izzard et al. (2004), respectively. We do not include
a sub-resolution metal diffusion model, but the simulations explicitly resolve the
metal mixing by advection of gas particles.
3.2.2 Galaxy Identification and Definitions
We use Amiga’s Halo Finder (ahf; Knollmann & Knebe 2009) to identify halos in
the simulations. The approximate halo mass at z = 2 and z = 0 (if applicable) for
the most massive (best-resolved) halo in each simulation are listed in Tables 3.1 and
3.2, where we adopt the redshift-dependent virial parameter from Bryan & Norman
(1998). In this paper, we only study the central galaxy in the most massive halo
in each simulation. The entire simulated sample is only studied at four redshifts
z = 2, 1.4, 0.8, and 0 (if applicable). The physical properties of these galaxies (as
described below) at these redshifts are presented in Appendix.
We define the center of each galaxy by iteratively finding the geometric center of
all star particles within a sphere of decreasing radius from 20 kpc to 1 kpc. This
generally corresponds closely to the location of maximum stellar mass density.
The stellar mass (M∗) and the star formation rate (SFR) for the central galaxy are
measured within 10 kpc from this center, where we remove the contamination of
satellite galaxies if necessary. The SFRs are averaged over 200Myr to mimic the
observational measurements based on far-ultraviolet luminosity (e.g., Sparre et al.
2017). Next, we define a characteristic radius R90, which encloses 90% of the star
formation within 10 kpc. Such definition of galactic center and characteristic radius
appears to be most numerically stable, given that a considerable fraction of galaxies
in our simulated sample have clumpy and irregular morphologies (especially those
at high redshifts). The stellar mass, SFR, and R90 for the entire simulated sample
are listed in the Appendix. Our sample covers a stellar mass range 108–1011 M.
For simplicity, we define the z-axis to be alignedwith the total angular momentum of
all gas particles within R90 and the x-axis to be an arbitrary direction perpendicular
to z-axis. We refer to face-on and edge-on views when observing along the z- and
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x-axis, respectively. In Figs. 3.1–3.3 (left two columns), we show example images
for three galaxies in our sample, A2:0 at z = 2 (top), A8:0 at z = 2 (middle), and
m12i at z = 0 (bottom). For each galaxy, we show a face-on gas image (x-y plane,
top left) and edge-on gas image (y-z plane, top right), face-on stellar image (bottom
left), and face-on SFR map (bottom right, averaged over 200Myr). The dashed
white circles on all face-on images show the characteristic R90 of each galaxy. A8:0
is a merging system that has clumpy, irregular morphology, while A2:0 and m12i
have star-forming gas disks.
3.2.3 Kinematics
Before we present the gas-phase metallicity gradients for our simulated sample,
we first measure the kinematic properties of these galaxies, as commonly done in
observational studies (e.g., Yuan et al. 2011; Jones et al. 2013; Leethochawalit et al.
2016). We do so by mimicking the widely-used long-slit spectroscopy technique.
Themock slit is placed along the y-axis (edge-on) along themid-planewith a vertical
width of 1 kpc, as illustrated by the black lines on the edge-on gas images in Fig. 3.1.
We then extract the one-dimensional velocity curve along the slit. We measure the
line-of-sight gas velocity and 1σ velocity dispersion in the range −R90 < y < R90
with a spatial resolution of ∆y = 0.4 kpc, by taking into account all gas particles
with number density n > 1 cm−3 in every pixel. This allows us to primarily select
interstellar gas and eliminate contamination by foreground/background gas in the
circumgalactic/intergalactic medium. Example velocity curves of the three galaxies,
A2:0, A8:0 (at z = 2), and m12i (at z = 0), are shown in the right column of Figs.
3.1–3.3, with the black points and errorbars representing the line-of-sight velocity
and velocity dispersion along the slit.
We fit the one-dimensional velocity curve with the following analytic form
V (R) = V0 + Vc
2
pi
arctan
(
R
Rt
)
, (3.1)
as motivated by the simple disk model commonly adopted in various studies (e.g.,
Jones et al. 2010; Swinbank et al. 2012; Stott et al. 2014; Leethochawalit et al. 2016).
For our simulated galaxies, V0 accounts for the peculiar velocity in the simulation
box and Vc gives the asymptotic circular velocity at large radii. Example fits for the
three galaxies are shown by the red lines in Fig. 3.1. The velocity curves of A2:0 and
m12i can be well described by the arctan function, reaffirming that these galaxies
have well-ordered rotating disks. However, the chaotic system, A8:0, returns a
bad fit (as reflected by unphysical values of Vc). We have visually checked all of
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Figure 3.4: Comparison between Vc/σ and ∆V/2σ for our simulated galaxies. Vc is
the rotation velocity given by the best fit of the velocity curve by the arctan function in
Equation (3.1), while ∆V is the peak-to-peak velocity difference. σ is the maximum
velocity dispersion (see Figures 3.1–3.3 for examples). Galaxies that cannot be
well fitted by an arctan function are plotted at Vc/σ ∼ 0.1. Vc/σ and ∆V/2σ are
broadly consistent with each other for galaxies with Vc/σ ≥ 1, indicating that they
have well-ordered rotation by either criterion. However, galaxies with Vc/σ < 1
show ∆V/2σ ∼ 0.4–3. This suggests that ∆V/2σ is ambiguous for non-rotationally
supported systems.
our simulations and find that bad fits occur when a galaxy has clumpy, irregular
morphology and shows little evidence of rotation. For these galaxies, Vc cannot
be properly defined. We also follow Leethochawalit et al. (2016) and measure the
“peak-to-peak” velocity difference ∆V along the slit. Any galaxy can give a finite
∆V despite its kinematic properties. For a rotating disk, ∆V equals 2Vc in the
asymptotic limit and is thus a proxy for the rotation velocity. We define the velocity
dispersion of the galaxy σ as the maximum velocity dispersion along the slit. Vc,
∆V , and σ for the entire simulated sample are presented in Appendix. Note that
some galaxies in our sample are temporarily quenched, with little gas in the central
region. The kinematic properties for these galaxies cannot be properly determined.
The degree of rotational support of a galaxy can be defined as either Vc/σ or
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∆V/2σ. In Fig. 3.4, we compare Vc/σ and ∆V/2σ for our simulated galaxies.
For illustrative purposes, we plot those whose velocity curve cannot be well fitted
by Equation 3.1 at Vc/σ ∼ 0.1, as they do not have well-ordered rotation. The
criterion for rotationally supported system is commonly taken to be Vc/σ ≥ 1 or
∆V/2σ ≥ 0.4 (e.g., Förster Schreiber et al. 2009; Leethochawalit et al. 2016).
Most of our simulated galaxies with Vc/σ ≥ 1 have consistent values of ∆V/2σ,
reaffirming that these galaxies are rotationally supported. However, galaxies with
Vc/σ < 1 span a wide range of∆V/2σ, mostly from 0.4–3 for our simulated sample.
These galaxies have little evidence of rotation as shown by the velocity curve and
confirmed by our visual inspection, but they would be classified as rotating systems
by the criterion ∆V/2σ ≥ 0.4. We caution that ∆V/2σ is an ambiguous indicator
in practice, especially for those galaxies with little rotation.
3.2.4 Metallicity Gradients
We now present the metallicity gradients for our simulated sample. In the top
panel of Fig. 3.5, we show the face-on metallicity map for the same galaxies as
in Figs. 3.1–3.3, with a pixel size of 100 pc. We measure the mass-weighted
metallicity of all gas particles in each pixel. We only show pixels where the gas
surface density is above Σg ≥ 10 M pc−2. Such threshold is roughly the surface
density above which fragmentation and star formation occurs in these simulations
and observations (Orr et al. 2017), so these pixels are likely to have observationally
detectable nebular emission lines. This also reduces the shot noise from low surface
density pixels where the metallicities are determined by individual gas particles.
In the bottom panels, we plot the gas-phase metallicity as a function of projected
radius for individual pixels (grey points). Again, only pixels above surface density
10 M pc−2 are shown. We measure the median metallicity and its 1σ dispersion at
every 0.2 kpc in a certain radius interval, as illustrated by the red points and errorbars
(in 0.25–1R90, our fiducial interval) in Fig. 3.5. We require a minimum number of
20 pixels in a 0.2 kpc bin to obtain a reliable measurement at this radius. We fit the
metallicity profile with a linear function (the blue dotted lines in Fig. 3.5)
log(Z/Z) = αR + β, (3.2)
to obtain the slope of the metallicity gradient α (in dex kpc−1).
Equation 3.2 is motivated by the fact that metallicity gradients are most commonly
measured in d log Z/dR (in dex kpc−1) in the literature, although the metallicity
profile of a galaxy may deviate from a linear function in reality. In Fig. 3.6,
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Figure 3.6: Metallicity gradients measured in the radial interval 0.25–1R90 vs.
metallicity gradients measured in the central 0–2 kpc. The difference is small when
the gradient is flat, because the gas-phase metallicity is almost uniform in the ISM
(e.g., simulation A8:0). On the other hand, the slopes measured over 0–2 kpc are
much steeper than those measured over 0.25–1R90 in galaxies that show strong
negative metallicity gradients (e.g., simulations A2:0 and m12i shown in Figs. 3.1,
3.3, and 3.5). They show rapidly increasing metallicity profiles toward the galactic
center.
we compare the slopes of the metallicity gradients measured over 0.25–1R90 and
over 0–2 kpc, respectively. Both slopes are qualitatively consistent with each other.
The difference is small when the gradient is close to flat, because the metals are
nearly uniformly mixed within the ISM (e.g., simulation A8:0). On the other hand,
galaxies with strong negative metallicity gradients tend to have a rapidly increasing
metallicity profile toward the center (e.g., simulations A2:0 and m12i in Figs. 3.1,
3.3 and 3.5), as reflected by the fact that the slopes measured in 0–2 kpc are much
steeper than those measured in 0.25–1R90. This happens in our simulations because
the galactic centers can reach very high gas surface densities (Σg & 103 M pc−2)
during a starburst, and the star formation efficiency may increase dramatically with
gas surface density (e.g., Burkert & Hartmann 2013; Torrey et al. 2017; Grudić
et al. 2016), resulting in rapid metal enrichment toward the center. Such a picture
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is consistent with previous studies on the formation of cusp elliptical galaxies via
mergers (e.g., Hopkins et al. 2009), which reproduce the observed steep metallicity
gradients in the central region of early-type galaxies (e.g., Reda et al. 2007; Sánchez-
Blázquez et al. 2007). In this work, we primarily focus on the metallicity gradients
measured over 0.25–1R90. The slopes of metallicity gradient for the entire simulated
sample are listed in Appendix. We note that all of our results presented below are
qualitatively consistent if one uses the gradients measured in 0–2 kpc. A detailed
discussion on the full metallicity profile is beyond the scope of this study, but worth
further investigations in future work.
3.3 Results
3.3.1 Metallicity gradients: general properties
As illustrated by the visual examples in Fig. 3.5 and more quantitative results
shown in Appendix, our simulations produce a variety of kinematic properties
and metallicity distributions. Simulations A2:0 and m12i have obvious negative
metallicity gradients, with the center being more metal-enriched than the outskirts,
consistent with the observed metallicity patterns in local and some high-redshift
galaxies (e.g., Zaritsky et al. 1994; van Zee et al. 1998; Yuan et al. 2011; Jones et al.
2013; Sánchez et al. 2014). Both of them have a rotationally supported, star-forming
disk as shown in Fig. 3.1. In contrast, simulation A8:0 is a merging system that has a
clumpy, irregular gas morphology with no well-ordered gas motion, and a relatively
uniform metallicity distribution, with metallicity gradient close to flat. Intuitively,
these examples indicate that strong negative metallicity gradients are more likely to
occur in galaxies with a rotating disk, while strongly perturbed galaxies tend to have
flat gradients.
Strong perturbations, mostly induced by mergers, rapid gas infall, and strong out-
flows, can stir the gas and drive galactic-scale motion in the ISM, with typical
velocities up to several hundred km s−1. This causes gas/metal re-distribution on
galactic scales of . 10 kpc on relatively short time-scales ∼ 10–50Myr, leading to
kinematically hot gas motion and flat metallicity gradients2. In simulation A8:0, the
perturbation is induced by a series of minor mergers (see Fig. 3.2). Besides, strong
stellar feedback can also drive galaxy-scale motion in the ISM, resulting in irregular
gas motion and morphology (e.g., Agertz & Kravtsov 2016). Gibson et al. (2013)
2Here we do not consider metal mixing on scales below our resolution limit, but rather focus
on re-distribution of metals driven by largest-scale motion. This is justified by more detailed studies
of diffusion processes in supersonically turbulent media like the ISM, which show that diffusion is
most efficient on large scales (e.g., Colbrook et al. 2017).
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Figure 3.7: Gas-phase oxygen abundance vs. stellar mass for our simulated sample
at z = 2. Galaxies A2:0 and A8:0 (see also Figs. 3.1, 3.2 and 3.5) are indicated by
the thick cyan and red circles, respectively. The simulations analyzed in this work
cover a stellar mass range 108–1011 M. The blue dashed line shows the fit from
Ma et al. (2016a), which is derived from a sample covering a stellar mass range
104–1010 M at this redshift.
show that simulations with strong feedback produce flat metallicity gradients, while
those with weak feedback tend to produce steep gradients. The high resolution and
physically motivated models of stellar feedback adopted in the FIRE simulations
enable us to explicitly resolve the launch and propagation of galactic winds from
small scales (tens of pc) to galactic scales, which is essential to study gas-phase
metallicity gradients.
The rest of this section is organized as follows. Before going into details about
metallicity gradients in our simulated galaxies, we first show where our sample
lies on the galaxy MZR in Section 3.3.2. In Section 3.3.3, we will study the
dependence of metallicity gradient on stellar mass and specific star formation rate
(sSFR). In Section 3.3.4, we will examine the relation between metallicity gradient
and the degree of rotational support. In Section 3.3.5, we will present the redshift
dependence onmetallicity gradient. In Section 3.3.6, wewill perform a case study on
simulation m12i and explore how stellar feedback can change metallicity gradients
on short time-scales (. Gyr), which has a great effect on the interpretations of the
observed metallicity gradients in high-redshift galaxies.
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3.3.2 The mass-metallicity relation (MZR)
We follow Ma et al. (2016a) and define the gas-phase metallicity as mass-weighted
mean metallicity of all gas particles below 104 K in the central galaxy (satellites
excluded). In Fig. 3.7, we show the gas-phase MZR for our simulated sample at
z = 2, where we define the oxygen abundance as 12 + log(O/H) = log(Z/Z)+9.0.
Galaxies A2:0 and A8:0 shown in Figs. 3.1 and 3.5 are indicated with thick cyan
and red circles, respectively. They have typical gas-phase metallicities for our
sample. In Ma et al. (2016a), we extensively studied the MZR in a sample of FIRE
simulated galaxies at z = 1.4, 0.8, and 0. In that work, we showed that m12i lies
on the observed median gas-phase and stellar MZR from Tremonti et al. (2004) and
Gallazzi et al. (2005) at z = 0. The blue dashed line shows the linear fit to the
simulations from Ma et al. (2016a). We note that Ma et al. (2016a) used a sample
that covered the stellar mass range from 104–1010 M at z = 2, while the new
simulations from Feldmann et al. (2016) included in this work allow us to extend
our analysis to 1011 M.
3.3.3 Metallicity gradient vs stellar mass and sSFR
We start by examining the correlation between gas-phase metallicity gradient (mea-
sured over 0.25–1R90) and galaxy properties. In Fig. 3.8, we show the dependence
of metallicity gradient on stellar mass (left) and specific star formation rate (sSFR,
right) for the simulated sample at four redshifts z = 2.0, 1.4, 0.8, and 0. We do not
find significant differences between redshifts except perhaps for massive galaxies at
z ∼ 0, consistent with recent observations (e.g., Wuyts et al. 2016). The shaded
regions show 2σ linear fits to the simulated data. We find a weak anti-correlation
between metallicity gradient and stellar mass. Low-mass galaxies tend to have flat
gradients, because feedback is very efficient in driving outflows and thus mixing
metals in low-mass systems (Muratov et al. 2015, 2017). Note that the FIRE project
also includes simulations of isolated dwarf galaxies with stellar masses M∗ ∼ 104–
108 M (e.g., Hopkins et al. 2014; Chan et al. 2015), but we do not consider these
dwarfs in this work, because observations probe only galaxies more massive than
109 M. Nevertheless, they also have very weak (flat) metallicity gradients (El-
Badry et al. 2016), because they are bursty, feedback-dominated galaxies, consistent
with the argument above. We also find a weak correlation between metallicity and
sSFR. Most galaxies with high sSFR have undergone rapid gas inflows that trigger
starbursts, and feedback in turn drives strong outflows. Such violent gas infall and
outflows can stir the gas in the ISM and mix metals on galactic scales efficiently,
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resulting in a flat metallicity gradient. In Fig. 3.8, we also show the linear fits to
a compilation of observational data at redshifts z = 0–2.5 from Stott et al. (2014,
blue dashed lines). These trends are in qualitative agreement with our simulations,
but we note that both observations and our simulations only show weak trends with
stellar mass and sSFR (within 3σ, the data are consistent with no trend).
3.3.4 Metallicity gradient vs kinematic properties
In the left panel of Fig. 3.9, we show the relation between gas-phase metallicity
gradient (measured over 0.25–1R90) and degree of rotational support, Vc/σ, for the
entire simulated sample. Again, galaxies whose Vc cannot be properly determined
are plotted at Vc/σ ∼ 0.1. In general, our simulated sample can be divided into
three populations that occupy three different regions on the α–Vc/σ diagram: (1)
significant negative metallicity gradients only occur in galaxies with rotationally
supported disks (Vc/σ ≥ 1), (2) strongly perturbed galaxies, with no evidence
of rotation (Vc/σ < 1, including those with undetermined Vc), tend to have flat
metallicity gradients, and (3) there is also a population that show flat or mildly
positivemetallicity gradients (α ∼ 0) while being rotationally supported (Vc/σ ≥ 1).
The existence of population (3) reflects the observed complex relation between
metallicity gradient and galaxy kinematics (e.g., Jones et al. 2015; Leethochawalit
et al. 2016). We emphasize that our sample only predicts that galaxies with a strong
negative metallicity gradient must be rotationally supported, but not vice versa.
We do not find any galaxy in our simulated sample that has a significant negative
metallicity gradient (α < −0.05 dex kpc−1) but is strongly perturbed (Vc/σ < 1).
The connection between negative metallicity gradients and rotating disks can be
understood from the coevolution of the gas disk and stellar disk (e.g., Ho et al. 2015).
A simple toy model is useful for illustrative purposes. Start from a pristine gas disk
with an exponential surface density profile Σg ∼ exp(−R/Rd), where Rd is the
disk scale length. Stars form in the disk at higher efficiencies in regions with higher
surface densities, following theKennicutt–Schmidt law Σ˙∗ ∼ Σ1.4g ∼ exp(−1.4R/Rd)
(Kennicutt 1998). If the metals do not mix efficiently between annuli (i.e., the local
‘closed-box’ assumption), the gas-phase metallicity is Zg ∼ − ln(1 − f∗), where f∗
is the mass fraction of stars (note that both f∗ and Zg are functions of radius). If
the gas fraction is not too low, Zg ∼ f∗ ∼ Σ∗/Σ ∼ Σ˙∗t/Σ ∼ exp(−0.4R/Rd). This
naturally gives a negative metallicity gradient d log Zg/dR = −0.17/Rd dex kpc−1
(if Rd is in kpc), although the slope can be altered by the exact disk surface density
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profile3, pre-enrichment in the disk, the strength of radial mixing, etc. Population
(2) galaxies are strongly perturbed via violent processes, such as mergers, rapid gas
inflows, and strong feedback-driven outflows, which can destroy any pre-existing
rotating disk and cause efficient gas re-distribution on galactic scales. Galaxies in
region (3) may be in a transition phase, e.g., during a gas infall before a strong
negative metallicity gradient builds up at a later time. In Section 3.3.6, we will
further show that the metallicity gradient and kinematic properties of a galaxy can
vary on . Gyr time-scales, causing the galaxy to move across the three regions on
the α–Vc/σ relation.
In the right panel of Fig. 3.9, we show the relation between metallicity gradient and
∆V/2σ. Similarly, strong negative metallicity gradients only appear in galaxies with
∆V/2σ ≥ 1, consistent with the results we find with Vc/σ. Again, we caution that
∆V/2σ may not be a robust indicator of whether a galaxy is rotationally supported
or strongly perturbed (see Fig. 3.4). In Fig. 3.9, we also compare our simulations
with observational data from Yuan et al. (2011, Y11), Swinbank et al. (2012, S12),
Jones et al. (2013, J13), and Leethochawalit et al. (2016, L16). Note that we follow
Leethochawalit et al. (2016) and only adopt the Vc/σ for those that can be reliably
fitted by a simple disk model (χ2red < 20 in their table 3), while we regard the rest
of their sample as non-rotationally supported (Vc undetermined). Our simulations
reproduce the observed complexity in the relationship between metallicity gradient
and kinematic properties. Remarkably, the simulated sample and the observed
sample, although both small in sample size, occupy almost identical parameter
space in these relations.
3.3.5 Metallicity gradient vs redshift
In Fig. 3.10, we plot the metallicity gradients for all simulated galaxies in our
sample as a function of redshift, at z = 2, 1.4, 0.8, and 0. The black points
present the metallicity gradients measured from 0.25–1R90. We also compare a
variety of observations from Maciel et al. (2003, M03), Yuan et al. (2011, Y11),
Swinbank et al. (2012, S12), Jones et al. (2013, J13), Jones et al. (2015, J15),
3If the initial gas disk has a power-law surface density profile Σg ∼ R−β , where β > 0 is
the power-law index, following the same argument above, the gas-phase metallicity profile will be
Zg ∼ R−0.4β . A power-law profilemight be a better description to our simulations (e.g., Hopkins et al.
2009) and the observed metallicity profiles in early-type galaxies (e.g., Reda et al. 2007; Sánchez-
Blázquez et al. 2007). In such case, the slope of metallicity gradients, if defined in d log Zg/dR (in
dex kpc−1), also depends on the range where the gradient is measured. This may account for the
steep metallicity gradients (∼ −0.3 dex kpc−1) observed in high-redshift galaxies (e.g., Jones et al.
2013, also see Fig. 3.10).
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Figure 3.10: Metallicity gradient vs. redshift. The black points show the metallicity
gradients measured in 0.25–1R90 for the entire FIRE sample at four redshifts. The
smaller grey points show the slopes measured in 0–2 kpc. The grey points are
shifted slightly right along the x-axis for better illustration. Symbols with errorbars
show a compilation of observations from Maciel et al. (2003, M03), Yuan et al.
(2011, Y11), Swinbank et al. (2012, S12), Jones et al. (2013, J13), Jones et al.
(2015, J15), Leethochawalit et al. (2016, L16), and Wang et al. (2017, W16). The
green lines show the predictions from the sub-grid ‘conservative’ (weak) feedback
model used in MUGS simulations (dashed) and the ‘enhanced’ (strong) feedback
used in MAGICC simulations (dotted) from Gibson et al. (2013). Our simulations
agree well with the wide range of metallicity gradients observed over the z = 0–2.5
redshift range – in some circumstances (e.g., starbursts), feedback is predicted to
be effectively ‘strong’ to produce flatten metallicity gradients, while in others, it is
sufficiently ‘weak’ to allow a strong negative gradient.
Leethochawalit et al. (2016, L16), andWang et al. (2017, W16). Our simulations are
broadly consistent with the observed diversity of metallicity gradients at redshifts
z = 0.5–2.5. For example, at z ∼ 2, our sample covers metallicity gradients
from α = −0.15–0.05 dex kpc−1, in reasonably good agreement with observational
data at that epoch. Note that we measure the metallicity gradient from 0.25–1R90
by default, whereas there is no universal standard for the radial limits used to
define the metallicity gradients in observations. If we instead use the metallicity
gradient in the central 0–2 kpc in our simulations, as shown by the small grey points
in Fig. 3.10, we obtain a similar result, but with somewhat larger scatter, with
the slope ranging from −0.3–0.1 dex kpc−1. This is in better agreement with the
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steep slopes and positive metallicity gradients in some of the observational samples
(e.g., Jones et al. 2013; Leethochawalit et al. 2016). A more rigorous comparison
would require matching precisely the galaxy selection function and observational
metallicity gradient measurement method of each observed sample, which is beyond
the scope of this paper.
We also compare our results with the MUGS simulation (‘conservative’ feedback)
and the MAGICC simulation (‘enhanced’ feedback) from Gibson et al. (2013).
In the ‘enhanced’ feedback model, gas heated by SNe is kept hot artificially for
much longer than the Sedov-Taylor phase to generate efficient outflows (Stinson
et al. 2013a), in contrast to much simpler ‘sub-grid’ models which effectively
suppress bursty star formation. These feedback models also require fine-tuning
certain parameters to match the observed galaxy properties. The ‘conservative’
(weak) feedback model in Gibson et al. (2013) always predicts the so-called ‘inside-
out’ growth picture. In this scenario, a compact core formed rapidly at the center
of the galaxy, building up a steep negative metallicity gradient at high redshift.
Then the galaxy gradually grows in size and the metallicity gradient flattens as
the galaxy evolves. Their ‘enhanced’ (strong) feedback model, on the other hand,
always produces a flat metallicity gradient that shows little evolution with redshift.
In contrast, our sample produces more diverse distribution of metallicity gradients
in good agreement with observations, including both strong negative gradients and
flat/weak positive gradients. This confirms thatmetallicity gradients in cosmological
simulations are sensitive to the treatment of feedback. The physics adopted in FIRE
explicitly resolves feedback processes on sub-kpc scales which allows galaxies to
‘switch’ between weak and strong outflows based on their local conditions. As a
consequence, our simulations produce both strong and weak gradients, even in the
same galaxy at slightly different times in its evolution. This leads to a diversity of
gradients in good agreement with observations, and in contrast to simpler ‘sub-grid’
feedback models.
3.3.6 The effects of feedback: a case study
In this section, we will show how feedback results in the complex relation between
galaxy gas-phase metallicity gradients and kinematic properties. To this end, we
perform a case study on simulation m12i, which produces a Milky Way-mass disk
galaxy by z = 0. In the top panel of Fig. 3.11, we show the metallicity gradient
(measured from 0.25–1R90) as a function of cosmic time at redshifts z = 0–1.1 (the
black solid line). Note that prior to z = 1.1, this is a clumpy, low-mass galaxy that
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Figure 3.11: Top: Metallicity gradient in the galaxy m12i (measured from 0.25–
1R90) as a function of cosmic time at redshifts z = 0–1.1 (black solid). The SFR (red
dotted) and gas outflow rate measured at 10 kpc (blue dashed) are also shown for
comparison. Middle: Gasmorphology at the four epochs labeled by the vertical grey
dotted lines in the top panel (a–d). Bottom: Metallicity map at the four epochs. At
z > 0.7, the metallicity gradient shows considerable time fluctuations, associated
with starburst episodes. The examples illustrate this process: (a) gas flows in
rapidly and forms a disk, (b) a negative metallicity gradient builds up during star
formation, (c) strong feedback from starburst drives intense gas outflow and flattens
the metallicity gradient, and (d) gas falls back and reforms a disk. The peaks in gas
outflow rate match the “peaks” in metallicity gradients (where the gradients are flat).
This explicitly shows the effect of feedback flattening the metallicity gradient. At
z < 0.7, the disk has ‘calmed down’, and stellar feedback is no longer strong enough
to disrupt the gas disk. A negative metallicity gradient then develops rapidly, and
does not evolve significantly with time after this.
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has chaotic, bursty star formation, with little rotation and flat metallicity gradients
(Ma et al. 2017c), so we do not show it here. For comparison, we also show the
instantaneous SFR (averaged over 10Myr, the red dotted line)4 and the gas outflow
rate at 10 kpc (the blue dashed line) during the same period. We follow Faucher-
Giguère et al. (2011) and Muratov et al. (2015) and calculate the gas outflow rate as
∂M
∂t
=
1
L
∑
i
mi
vi · ri
|ri | , (3.3)
where we sum over all gas particles that have radial velocity vr = v · r/|r| >
100 km s−1 within the central L = 10 kpc in the galaxy.
At z > 0.7, both the gas outflow rate and SFR show significant time variability. The
outflow rates are much higher than the SFRs (high mass loading factors), implying
that feedback is very efficient at these times (Muratov et al. 2015)5. At the same time,
the metallicity gradient also shows significant fluctuations. Interestingly, the peaks
in gas outflow rates coincide with the ‘peaks’ in metallicity gradients (i.e., when the
gradient is flat, since a strong gradient has a negative slope). To further illustrate
the process, we show example gas images and metallicity maps in the middle and
bottom panels in Fig. 3.11, respectively, at four selected times labeled by (a)–(d), as
shown by the grey vertical dotted lines in the top panel of Fig. 3.11. First, gas flows
in rapidly and forms a rotating gas disk (a). Rapid gas infall triggers a starburst in
the disk, and a negative metallicity gradient builds up quickly (b, see the argument
in Section 3.3.4). Next, feedback from the starburst drives strong outflows, which
destroy the gas disk and mix the metals on galactic scales, flattening the pre-existing
negative metallicity gradient in the disk (c). Finally, gas falls back, reforming a disk,
and the next episode starts (d).
We repeat the analysis in Section 3.3.4 and measure the degree of rotational support
Vc/σ for 50 successive snapshots from simulation m12i, from z = 0.6–1.1, before
the metallicity gradient becomes stable. In Fig. 3.12, we plot the relation between
metallicity gradient and Vc/σ for the 50 epochs considered here (blue circles)
and compare the results with the entire FIRE sample as shown in Fig. 3.9 (grey
points). Remarkably, the time variability of a single galaxy occupies almost identical
parameter space as the entire simulated sample in the α–Vc/σ relation. Again,
4Note that the SFRs shown here are different from those defined in Section 3.2.2 and listed
in Appendix (where the SFRs are averaged over 200Myr), because we want to emphasize the
short-time-scale fluctuations in this section.
5Note that while the outflow rates in Fig. 3.11 are qualitatively similar to those in Muratov et al.
(2015), they different quantitively because of different radial and velocity range considered.
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significant negative metallicity gradients only appear when there is a well-ordered
rotating disk, while the gradients are flat when the galaxy is strongly perturbed and
shows little rotation. At the epochs when the galaxy has a flat metallicity gradient
but is rotationally supported, it is mostly in the early stage of gas infall before a
strong metallicity gradient builds up later (e.g., epoch (a) shown in Fig. 3.11).
These results suggest that a single galaxy can rapidly (in a few 100Myr) traverse the
range of observed metallicity gradients and kinematic properties, indicating that the
observed metallicity gradients at high redshifts may be more of an indicator of the
instantaneous (. Gyr time-scale) dynamical state of the galaxy, not the long-term
galaxy formation, accretion, or growth history.
Almost all the simulated galaxies show significant burstiness in SFR and undergo
strong bursts of feedback-driven outflows at high redshift (z & 0.5), even for themost
massive galaxies at z ∼ 2 (Hopkins et al. 2014; Sparre et al. 2017; Muratov et al.
2015). The central galaxy in simulation m12i calms down after z ∼ 0.7, and there is
always a well-ordered, rotationally supported gas disk thereafter (Ma et al. 2017c).
Stars form in the disk at a nearly constant rate that is set by the nearly constant gas
accretion rate and regulated by stellar feedback. The feedback is no longer sufficient
to drive strong gas outflows and destroy the gas disk. A negative metallicity gradient
builds up quickly as soon as the disk calms down and stays almost unchanged after
this time. A similar transition is also seen in other simulations that produce a galaxy
more massive than M∗ = 1010 M by z = 0, as these galaxies also cannot drive
strong gas outflows at late times (Muratov et al. 2015). Such a transition is likely due
to a combination of decreasing merger rates at lower redshifts (e.g., Hopkins et al.
2010) and decreasing gas fractions in massive galaxies (Hayward & Hopkins 2017).
Therefore, it is expected that massive galaxies in the local Universe mostly have
stable negative metallicity gradients, except for strongly perturbed (e.g., merging)
galaxies.
3.4 Discussion and Conclusions
In this paper, we use 32 high-resolution cosmological zoom-in simulations from
the FIRE project to study the gas-phase metallicity gradient in galaxies and its
relation with galaxy properties. Our simulated sample includes 32 galaxies at z = 2,
covering a halo mass range 1011–1013 M and stellar mass range 109–1011 M. A
sub-sample has been run to z = 0, spanning a halo mass range 1011–1013 M and
stellar mass range 109–1011 M at z = 0. The FIRE simulations include physically
motivated models of the multi-phase ISM, star formation, and stellar feedback and
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Figure 3.12: Metallicity gradient vs degree of rotational support (α–Vc/σ) for 50
successive snapshots from simulation m12i during z = 0.6–1.1 (blue circles). The
grey points show the entire FIRE sample presented in Figure 3.9. A single galaxy
measured at different time occupies similar parameter space to an ensemble of galax-
ies – strong negative metallicity gradients only appear when there is well-ordered
rotation, while the gradient tends to be flat when the galaxy is strongly perturbed.
This implies that the observed gradients more closely reflect the instantaneous state
of the galaxy than its cosmological growth history.
have been shown to reproduce a number of observed properties of galaxies for a broad
range of stellar mass at redshift z = 0–6. These simulations explicitly resolve the
launching and propagation of galactic winds on sub-kpc scales and can thus capture
the effects of stellar feedback on metallicity gradients. Our main conclusions are as
follows.
(i) The simulations produce a diverse range of kinematic properties and metallicity
gradients, broadly consistent with observations at all redshifts. Our simulated
sample includes merging galaxies, starbursts with gas morphologies disturbed by
feedback, as well as relatively stable, rotation-dominated disk galaxies.
(ii) Strong negative metallicity gradients only appear in galaxies with a gas disk,
as reflected by well-ordered rotation (Vc/σ ≥ 1), while strongly perturbed galaxies
(Vc/σ < 1) always have flat gradients. In a gas disk, the star formation efficiency is
higher toward the center due to increasing gas surface density, so metal enrichment
is faster in the central region, leading to a negative metallicity gradient. Strong
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perturbations driven by rapid gas infall, mergers, or violent outflows, can stir the gas
in the ISM, causing metal re-distribution on galactic scales and flattening metallicity
gradients. Not all rotationally supported galaxies have strong negative metallicity
gradients.
(iii) The metallicity gradient and kinematic properties of a high-redshift galaxy can
vary on . Gyr time-scales, associated with starburst episodes. The time variability
of a single galaxy is statistically similar to the overall simulated sample. A negative
metallicity gradient can build up quickly as a starburst is triggered in a gas disk
formed via gas infall. Strong feedback from the starburst drives intense outflows,
which destroy the gas disk and cause metal re-distribution on galactic scales, result-
ing in flat metallicity gradients. Gas recycles in fountains (Anglés-Alcázar et al.
2017a), and negative gradients may re-establish quickly. This has important con-
sequences for the interpretation of metallicity gradients observed in high-redshift
galaxies. They may not well-correlate with the accretion or growth history of the
galaxy on cosmological time-scales, but rather reflect the ‘instantaneous’ state of
gas dynamics.
(iv) There is weak dependence of metallicity gradient on both stellar mass and sSFR.
Low-mass galaxies, and/or galaxies with high sSFR tend to have flat metallicity
gradients, owing to efficient feedback in such systems, which keeps them in the
‘bursty’ star formation mode.
(v) Because of the important role of stellar feedback, it is essential to resolve
feedback from sub-kpc to galactic scales in sufficiently high-resolution simulations,
to reproduce the observed diversity of kinematic properties andmetallicity gradients
in high-redshift galaxies. Our results are in contrast to simulations with simple
‘sub-grid’ feedback models, which tend to predict either ‘all strong’ or ‘all weak’
metallicity gradients.
Our results suggest that the bursty star formation in our simulations can change
the kinematic properties and gas-phase metallicity gradients in these galaxies on
relatively short time-scales (∼ 108–109 yr), which can at least partly explain the
diverse kinematics and gradients observed in high-redshift galaxies. One intriguing
question we leave open is when and why a galaxy shows such bursty star formation.
A detailed answer of this question may require a larger sample of simulations.
Nonetheless, the current sample of the FIRE simulations have suggested that at high
redshift (z > 2), all galaxies show significant burstiness in the SFR, even in the most
massive galaxies in the simulated sample (Sparre et al. 2017; Faucher-Giguère et al.
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2015; Feldmann et al. 2017). At late times, low-mass galaxies (M∗ < 1010 M)
still have bursty star formation down to z ∼ 0 (Wheeler et al. 2017; El-Badry et al.
2016), while more massive galaxies (M∗ & 1010 M) tend to have a transition from
bursty to relatively stable star formation at intermediate redshift (z ∼ 0.5–1,Muratov
et al. 2015). Hayward & Hopkins (2017) provide an analytic model and argue that
such transition happens at a gas fraction threshold of fgas ∼ 0.3, above which the
ISM is highly turbulent and star formation is sufficiently violent that feedback can
efficiently blow out a large fraction of low-density gas from the disk. At lower gas
fractions, turbulence becomes weaker, and feedback is no longer sufficient to drive
strong outflows.
In our simulations, stellar metallicity gradients develop coherently with gas-phase
metallicity gradients as stars form in the disk (also see the argument in Section 3.3.4),
but stellarmetallicity gradients aremuch less vulnerable to strong feedback than their
gas-phase counterparts, especially inmassive galaxies (El-Badry et al. 2016). Stellar
migration in the disk can flattenmetallicity gradients, but it may only have aweak net
effect over a few Gyr time-scale (Ma et al. 2017c). Therefore, we propose that our
predictions for the short-time-scale variation of gas-phase metallicity gradients can
be tested with stellar metallicity gradients. One would expect that a large fraction of
massive high-redshift galaxies have significant negative stellarmetallicity gradients,
even if they show a broad range of kinematic properties and gas-phase metallicity
gradients. We say massive because the galaxy must have had a gas disk at some
point to build up a stellar metallicity gradient, which is not the case in small dwarf
galaxies. Negative stellar metallicity gradients have been observed in local galaxies
(e.g., Sánchez-Blázquez et al. 2014), although it is challenging to measure stellar
metallicities at higher redshifts. It will be interesting to study stellar metallicity
gradients in these simulations in more details in future work.
Nevertheless, our simulations only have a moderate sample size and are limited
in statistical power. We show in Section 3.3.4 that our simulated sample can be
divided into three populations based on their kinematic properties and metallicity
gradients, but we leave a number of open questions. What fractions of galaxies at a
given redshift are rotationally supported and strongly perturbed, respectively? How
often are strong perturbations driven by internal feedback vs. external processes?
What fraction of rotationally supported galaxies show strong negative gas-phase
metallicity gradients? What fraction of galaxies in each population are associated
with mergers? These questions are important for understanding high-redshift galaxy
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populations and worth further investigations, which we hope to explore with larger
ensembles of simulations in the future.
Acknowledgments
We thank Nicha Leethochawalit, Tucker Jones, Richard Ellis, Xin Wang, and Tom-
maso Treu for insightful discussions and Nicha Leethochawalit for providing a
compilation of observational data. We also acknowledge the anonymous referee for
help suggestions on clarifying the manuscript. The simulations used in this paper
were run on XSEDE computational resources (allocations TG-AST120025, TG-
AST130039, TG-AST140023, and TG-AST150045) and computational resources
provided by theNASAHigh-EndComputing (HEC)Program through theNASAAd-
vanced Supercomputing (NAS) Division at Ames Research Center (proposal SMD-
14-5492 and SMD-15-5950). The analysis was performed on the Caltech compute
cluster “Zwicky” (NSFMRI award #PHY-0960291). Support for PFHwas provided
by an Alfred P. Sloan Research Fellowship, NASA ATP Grant NNX14AH35G, and
NSF Collaborative Research Grant #1411920 and CAREER grant #1455342. RF
was supported in part byNASA throughHubble Fellowship grant HF2-51304.001-A
awarded by the Space Telescope Science Institute, which is operated by the Asso-
ciation of Universities for Research in Astronomy, Inc., for NASA, under contract
NAS 5-26555, in part by the Theoretical Astrophysics Center at UC Berkeley, and
by NASAATP grant 12-ATP-120183. CAFGwas supported by NSF through grants
AST-1412836 and AST-1517491, by NASA through grant NNX15AB22G, and by
STScI through grant HST-AR-14293.001-A. DK was supported by NSF grant AST-
1412153 and Cottrell Scholar Award from the Research Corporation for Science
Advancement.
Appendix: Galaxy properties
In this section, we list the galaxy properties (stellarmass, star formation rate, and R90,
Section 3.2.2), kinematic properties (Vc, ∆V/2, and σ, Section 3.2.3), and gas-phase
metallicity gradient measured in 0.25–1R90 (Section 3.2.4), for the entire simulated
sample studied in this paper (Figs. 3.8–3.10). A machine-readable version of this
table is available at http://www.tapir.caltech.edu/~xchma/data/metal_grad.txt.
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C h a p t e r 4
THE STRUCTURE AND DYNAMICAL EVOLUTION OF THE
STELLAR DISK OF A SIMULATED MILKY WAY-MASS
GALAXY
Ma, X., Hopkins, P. F., Wetzel, A. R., et al., 2017, “The structure and dynamical
evolution of the stellar disc of a simulated Milky Way-mass galaxy", Monthly
Notices of the Royal Astronomical Society, 467, 2430-2444
doi: 10.1093/mnras/stx273
Abstract
We study the structure, age and metallicity gradients, and dynamical evolution using
a cosmological zoom-in simulation of a Milky Way-mass galaxy from the Feedback
in Realistic Environments project. In the simulation, stars older than 6Gyr were
formed in a chaotic, bursty mode and have the largest vertical scale heights (1.5–
2.5 kpc) by z = 0, while stars younger than 6Gyr were formed in a relatively calm,
stable disk. The vertical scale height increases with stellar age at all radii, because
(1) stars that formed earlier were thicker ‘at birth’, and (2) stars were kinematically
heated to an even thicker distribution after formation. Stars of the same age are
thicker in the outer disk than in the inner disk (flaring). These lead to positive
vertical age gradients and negative radial age gradients. The radial metallicity
gradient is negative at the mid-plane, flattens at larger disk height |Z |, and turns
positive above |Z | ∼ 1.5 kpc. The vertical metallicity gradient is negative at all
radii, but is steeper at smaller radii. These trends broadly agree with observations in
the Milky Way and can be naturally understood from the age gradients. The vertical
stellar density profile can be well-described by two components, with scale heights
200–500 pc and 1–1.5 kpc, respectively. The thick component is a mix of stars older
than 4Gyr which formed through a combination of several mechanisms. Our results
also demonstrate that it is possible to form a thin disk in cosmological simulations
even with strong stellar feedback.
Keywords: galaxies: abundances – galaxies: evolution – galaxies: formation –
cosmology: theory
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4.1 Introduction
Gilmore & Reid (1983) first discovered that the vertical stellar density profile in the
solar neighborhood in the Milky Way (MW) can be described by two exponential
components with scale heights ∼ 300 pc and ∼ 1450 pc, respectively, and identified
them as the thin disk and the thick disk. Such a two-component profile is also seen
in external edge-on disk galaxies (e.g., Yoachim & Dalcanton 2006; Comerón et al.
2011, 2012). However, it remains unclear whether the thin and thick disks are two
distinct components or one single structure that varies continuously above the disk
plane.
Several mechanisms have been proposed to explain the formation of the thick disk,
despite the ambiguity of whether it is a discrete component or not. Some popular
scenarios, all motivated by theory or observations, include: (1) kinematic heat-
ing from a pre-existing thin disk during minor mergers (e.g., Quinn et al. 1993;
Kazantzidis et al. 2008; Hopkins et al. 2008; Villalobos & Helmi 2008; Purcell et al.
2009; Qu et al. 2011), (2) star formation at high redshift from chaotic gas accretion
during hierarchical assembly (Brook et al. 2004) or in a turbulent, gas-rich disk
(Bournaud et al. 2009; Haywood et al. 2013), (3) radial migration of stars from the
inner disk to the outer disk (Schönrich & Binney 2009b; Loebman et al. 2011), and
(4) accretion of stars from SMC-like satellites (Abadi et al. 2003). Nonetheless, it
is still unclear which mechanism (or combination of mechanisms) is responsible for
the formation of thick disks in the MW and other galaxies.
Thanks to spectroscopic surveys of stars in the MW, such as RAVE (Steinmetz
et al. 2006), SEGUE (Yanny et al. 2009), APOGEE (Allende Prieto et al. 2008),
and Gaia-ESO (Gilmore et al. 2012), one can now combine three-dimensional
position, velocity, and chemical abundance information for large samples (for a
recent review, see Rix & Bovy 2013). Many groups have claimed that there are
two distinct sub-populations, named α-rich and α-poor stars, as revealed by the
gap in the [α/Fe]–[M/H] plane ([M/H] represent total stellar metallicity relative
to solar abundance) or the bimodality of the [α/Fe] distribution at fixed [M/H].
These two populations are attributed to the thick and thin disks (e.g., Adibekyan
et al. 2013; Bensby et al. 2014; Anders et al. 2014; Nidever et al. 2014; Mikolaitis
et al. 2014; Kordopatis et al. 2015). Nonetheless, some samples show a much less
significant gap in the [α/Fe]–[M/H] plane than others (e.g., Mikolaitis et al. 2014;
Kordopatis et al. 2015), or no gap at all (e.g., Boeche et al. 2014). Also, in some
cases, the bimodality appears in certain α elements but disappears in others (e.g.,
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Bensby et al. 2014; Mikolaitis et al. 2014). Such discrepancies are likely due to
large uncertainties in abundance measurements in some studies. The bimodality,
if real, implies that the MW may have a hiatus in its star formation history at high
redshift (e.g., Chiappini et al. 1997; Brook et al. 2012b; Nidever et al. 2014). Also,
it is not clear whether such feature is common in other galaxies.
Various groups have confirmed a negative radial metallicity gradient with a slope
d[M/H]/dR ∼ −0.06 dex kpc−1 in MW stars near the disk plane (height |Z | <
0.5 kpc), with d[M/H]/dR gradually flattening above the mid-plane and turning
positive at and above |Z | > 1.5 kpc (e.g., Cheng et al. 2012; Boeche et al. 2013,
2014; Anders et al. 2014; Hayden et al. 2014; Mikolaitis et al. 2014). A negative
vertical metallicity gradient is also found in the MW disk from the mid-plane to
|Z | ∼ 3 kpc, but the slope varies dramatically in the literature (e.g., Carrell et al.
2012; Boeche et al. 2014; Hayden et al. 2014). Hayden et al. (2014) found that
the vertical metallicity gradient is steeper at inner Galactocentric radii than at outer
radii.
Nevertheless, using the data at a single epoch alone is not sufficient to identify
the mechanism for MW thick disk formation. Cosmological simulations of MW
analogs are useful for this problem as they allow one to trace the evolution of the
galaxy as well as understand the underlying implications in the observational data.
For example, Stinson et al. (2013b) found that older stars tend to have larger scale
heights but shorter scale lengths than younger stars in their MW analog simulation,
which also supported the observationally motivated conjecture in Bovy et al. (2012)
that mono-abundance populations (MAPs; stars with certain [Fe/H] and [α/Fe])
are good proxies for single age populations (see also Matteucci & Brocato 1990;
Fuhrmann 1998). Likewise, many authors have also found a two-component disk
structure and similar MAP properties in their simulations (e.g., Brook et al. 2012b;
Bird et al. 2013; Minchev et al. 2013; Martig et al. 2014a; Minchev et al. 2017).
Most of these simulations show that the thick disk was formed kinematically hot
at high redshift, although it has been debated whether heating is important in disk
evolution. For instance, Bird et al. (2013) argued that the thick-disk structure is
predominantly determined ‘at birth’, while others suggested that kinematic heating
at late times is also significant (e.g., Minchev et al. 2013; Martig et al. 2014b).
Additionally, Minchev et al. (2013) developed a chemo-dynamical model of disk
galaxy evolution which reconciled the structure, formation history, and the variation
of metallicity gradients in the disk (see also Minchev et al. 2014, 2015). However,
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Miranda et al. (2016) pointed out that the metallicity gradients in the disk strongly
rely on the treatment of (simplified) feedback in these simulations and only certain
recipes produced similar behavior to the MW in their simulations. Therefore, it is
important to include realistic models of the interstellar medium (ISM) and stellar
feedback to understand the formation of galactic disks.
In this paper, we study a simulation from the Feedback in Realistic Environments
project (FIRE; Hopkins et al. 2014)1, which produces a disk galaxy with stellar
mass similar to the MW at z = 0, to study the structure and abundance pattern
of stars in the galactic disk. We present the structure and dynamical evolution of
the stellar disk, compare the metallicity gradients and their variation with recent
observations, and show how the metallicity gradients can be understood from the
disk structure. The FIRE project is a suite of cosmological zoom-in simulations with
detailed models of the multi-phase ISM, star formation, and stellar feedback taken
directly from stellar evolution models and it produces reasonable galaxy properties
broadly consistent with observations from z = 0–6, such as the stellar mass–halo
mass relation (Hopkins et al. 2014; Feldmann et al. 2016), the Kennicutt–Schmidt
law (Orr et al. 2017), neutral hydrogen covering fractions around galaxies at both low
and high redshift (Faucher-Giguère et al. 2015, 2016; Hafen et al. 2017), the stellar
mass–metallicity relation (Ma et al. 2016a), mass-loading factors of galactic winds
(Muratov et al. 2015), metal budgets and CGMmetal content (Muratov et al. 2017),
galaxy sizes (El-Badry et al. 2016), and the population of satellite galaxies around
MW-mass galaxies (Wetzel et al. 2016). We briefly summarize the simulation in
Section 4.2, present our main results in Section 4.3, discuss our findings in Section
4.4, and conclude in Section 4.5.
We adopt a standard flat ΛCDM cosmology with cosmological parameters H0 =
70.2 km s−1 Mpc−1, ΩΛ = 0.728, Ωm = 1 − ΩΛ = 0.272, Ωb = 0.0455, σ8 = 0.807
and n = 0.961, broadly consistent with observations (e.g., Hinshaw et al. 2013;
Planck Collaboration et al. 2014).
4.2 Simulation and Methods
In this work, we perform a case study using galaxy m12i, a disk galaxy with mass
comparable to the Milky Way at z = 0, from the FIRE project. We pick this
simulation because it has been well-studied in previous work (e.g., Hopkins et al.
2014; Muratov et al. 2015, 2017; El-Badry et al. 2016; Anglés-Alcázar et al. 2017a;
1http://fire.northwestern.edu
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Ma et al. 2017b) and has a morphology that is closest to the MW in our suite. A
detailed description of the simulations, numerical recipes, and physics included is
presented in Hopkins et al. (2014, and references therein). We briefly summarize
their main features here. The simulation is run using gizmo (Hopkins 2015), in p-
sphmode, which adopts a Lagrangian pressure-entropy formulation of the smoothed
particle hydrodynamics (SPH) equations that improves the treatment of fluid-mixing
instabilities (Hopkins 2013).
The cosmological ‘zoom-in’ initial conditions form12i are adopted from theAGORA
project (Kim et al. 2014). The zoom-in region is about one Mpc in radius at z = 0.
The initial particle masses for baryons and dark matter are mb = 5.7 × 104 M
and mdm = 2.8 × 105 M, respectively. The minimum force softening lengths
for gas and star particles are gas = 14 pc and  star = 50 pc (Plummer-equivalent).
The force softening lengths for the gas particles are fully adaptive (Price & Mon-
aghan 2007). The most massive halo in the zoom-in region has a halo mass of
Mhalo = 1.4 × 1012 M and a stellar mass around M∗ = 6 × 1010 M at z = 0.
In our simulation, gas follows a molecular-atomic-ionized cooling curve from 10–
1010 K, including metallicity-dependent fine-structure and molecular cooling at low
temperatures and high-temperature metal-line cooling followed species-by-species
for 11 separately tracked species (H, He, C, N, O, Ne, Mg, Si, S, Ca, and Fe; see
Wiersma et al. 2009a). At each timestep, the ionization states and cooling rates are
determined from a compilation of cloudy runs, including a uniform but redshift-
dependent photo-ionizing background tabulated in Faucher-Giguère et al. (2009),
and approximate models of photo-ionizing and photo-electric heating from local
sources. Gas self-shielding is accounted forwith a local Jeans-length approximation,
which is consistent with the radiative transfer calculations in Faucher-Giguère et al.
(2010).
We follow the star formation criteria in Hopkins et al. (2013b) and allow star
formation to take place only in locally self-gravitating, self-shielding/molecular gas
which also exceeds a hydrogen number density threshold nth = 5 cm−3. Stars formon
the local free-fall timewhen the gasmeets these criteria and there is no star formation
elsewhere. Once a star forms, it inherits the metallicity of each tracked species from
its parent gas particle. Every star particle is treated as a single stellar population
with known mass, age, and metallicity, assuming a Kroupa (2002) initial mass
function (IMF) from 0.1–100 M. All the feedback quantities, including ionizing
photon budgets, luminosities, supernovae (SNe) rates, mechanical luminosities of
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stellar winds, etc., are then directly tabulated from the stellar population models
in starburst99 (Leitherer et al. 1999). We account for several different stellar
feedback mechanisms, including (1) local and long-range momentum flux from
radiative pressure, (2) energy, momentum, mass and metal injection from SNe
and stellar winds, and (3) photo-ionization and photo-electric heating. We follow
Wiersma et al. (2009b) and account for metal production from Type-II SNe, Type-Ia
SNe, and stellar winds using the metal yields inWoosley &Weaver (1995), Iwamoto
et al. (1999), and Izzard et al. (2004), respectively. The rates of Type-II and Type-
Ia SN are separtately computed from starburst99 and following Mannucci et al.
(2006), respectively.
We note that the Mg yield from Type II SN in Woosley & Weaver (1995) is ∼
0.4 dex lower than typical values in more recent models (e.g., Nomoto et al. 2006).
Therefore, we manually add 0.4 dex to all Mg abundances in our simulation to
compare with observations more accurately. This will have little effect on global
galaxy properties, since Mg is not an important coolant (it is simply a “tracer
species”). Also, the total number of Type Ia SNe calculated from Mannucci et al.
(2006) is lower than that derived from Maoz et al. (2010) by a factor of a few for
a stellar population older than 1Gyr; this may lead to predictions of lower Fe, but
we cannot simply renormalize the Fe abundances in the simulation. We do not
include a sub-resolution metal diffusion model in the simulation; all mixing above
the resolution scale is explicitly resolved.
We use the Amiga Halo Finder (ahf; Knollmann & Knebe 2009) to identify halos
in the simulated box, where we adopt the time-dependent virial overdensity from
Bryan & Norman (1998). In this work, we only study the most massive (hence
best-resolved) halo in the zoom-in region, which hosts a disk galaxy of very similar
properties to the MW at z = 0. At each epoch, we define the galactic center at the
density peak of most stars and find the stellar half-mass radius as the radius within
which the stellar mass equals to a half of the stellar mass within 0.1 virial radius.
Then the Z-axis is defined to be aligned with the total angular momentum of the gas
within 5 stellar half-mass radii. In this paper, we will primarily focus on the stellar
component. We do not perform a kinematic decomposition for the stellar content,
but take all star particles in the analysis to form an unbiased sample.
A list of symbols used in this paper and their descriptions are presented in Table
4.1. In the rest of this paper, we always mean the z = 0 age when we quote stellar
ages and will predominantly use lookback time (tlookback) when referring to an epoch
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Table 4.1: A list of symbols used in this chapter.
Symbol Description
z Redshift
tlookback Lookback time
age Stellar age at z = 0
X, Y, Z Cartesian coordinates
R Galactocentric radius
|Z | Height from the mid-plane
[M/H] Total metallicity (relative to solar)
[Fe/H] Fe abundance (relative to solar)
[Mg/Fe] Mg to Fe abundance ratio (relative to solar)
Table 4.2: Lookback time vs redshift.
Lookback Time Redshift
(tlookback, in Gyr) (z)
0 0
1 0.076
2 0.162
3 0.258
4 0.369
5 0.497
6 0.649
7 0.834
8 1.068
10 1.812
in the simulation. In Table 4.2, we list the conversion between lookback time and
redshift at selected epochs for reference.
4.3 Results
4.3.1 General Picture
At high redshifts, the galaxy accretes gas rapidly and undergones multiple mergers,
producing violent, bursty star formation, until a final minor merger finished at
z ∼ 0.7 (corresponding to a look-back time of tlookback ∼ 6 Gyr). Since then, a calm,
stable gas disk was formed and maintained, with stars forming in the disk at a nearly
constant rate (∼ 7 M yr−1, integrated across the entire disk) regulated by stellar
feedback.
The top panel in Fig. 4.1 illustrates the stellar morphologies at z = 0 for stars in the
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Figure 4.1: Top: Morphology of stars in different age intervals at z = 0. The
thickness increases with stellar age, but the scale length first decreases with stellar
age in 0 < age < 6 Gyr and then increases in age > 8 Gyr, leaving stars of
age ∼ 6 Gyr the most radially concentrated (owing to a merger-driven nuclear
starburst about this time). Middle: Morphology of the same stars from each z = 0
age interval in the top panel, but viewed at the epoch when they just formed (labeled
by lookback time) in the galaxy progenitor. Stars younger than 6Gyr at z = 0 were
formed in a relatively calm disk. Stars older than 8Gyr at z = 0 were formed in a
violent, bursty mode and relax by z = 0. Bottom: Morphology of gas, viewed at the
same epochs as in the middle panel. At early time, the gas is highly irregular and
chaotic. By tlookback ∼ 6 Gyr (z ∼ 0.7), the gas eventually formed a disk.
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galaxy in six different z = 0 age intervals. The top and bottom panels show the stellar
surface density viewed face-on and edge-on, respectively. The thickness increases
with stellar age, from a thin disk-like structure to more spheroidal morphology,
broadly consistent with the MW (Bovy et al. 2012) and other simulations (e.g.,
Brook et al. 2012b; Bird et al. 2013; Stinson et al. 2013b; Minchev et al. 2013;
Martig et al. 2014a). On the other hand, the radial morphology first shrinks with
increasing age (‘inside-out’ growth), but then becomes less concentrated for ages
greater than 8Gyr, leaving intermediate-age stars (age ∼ 6 Gyr) the most radially
concentrated. This is in contrast with the results in Bovy et al. (2012) and other
simulations where the scale length decreases monotonically with stellar age (oldest
stars have the smallest scale lengths). This directly owes to a minor merger in
the simulation around lookback time tlookback ∼ 6 Gyr (z ∼ 0.7), which drove a
concentrated nuclear starburst. Afterwards, the disk formed inside out.
The middle panel in Fig. 4.1 shows the stellar morphologies for the same stars
shown in the top panel (divided into the same z = 0 age intervals), but viewed at the
epoch when they just formed (labeled by look-back time). In other words, we trace
the galaxy back to these epochs, and show the young stars in the main progenitor
galaxy at that time. Stars older than 8Gyr were born to be a chaotic, non-disk-like
structure. For illustrative purposes, we also show gas morphologies at the same
epochs in the bottom panel in Fig. 4.1. During the early stage of galaxy assembly
when the stellar mass was sufficiently low, this galaxy experienced bursty, chaotic
star formation (Sparre et al. 2017). Starbursts drive bursts of gas outflows with high
efficiency (Muratov et al. 2015), and the bursty outflows in turn modify the potential
and cause radial migration of stars, resulting in radial expansion and quasi-spherical
morphology for stars older than 8Gyr (El-Badry et al. 2016). A gas disk is formed
by tlookback ∼ 6Gyr (z ∼ 0.7). Below tlookback . 6Gyr, star formation takes place
in a relatively calm mode, with stars forming in a relatively stable disk at a rate
self-regulated by feedback, and there are no longer large scale outflows (Muratov
et al. 2015; Anglés-Alcázar et al. 2017a). Hayward & Hopkins (2017) proposed an
analytic model and argued that such bursty-to-calm transition is expected in massive
galaxies at late times, due to the change of ISM structure at low gas fractions.
We estimate the fraction of stars that comes from mergers or tidally disrupted
satellites, i.e., stars formed outside the main progenitor galaxy, using the particle
tracking technique developed by and presented in Anglés-Alcázar et al. (2017a). We
find that only . 10% of the stellar mass in the z = 0 galaxy was formed ex situ and
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this contribution is only significant far above the galactic plane (|Z | & 5 kpc). For
example, during the last minor merger at tlookback ∼ 6 Gyr (z ∼ 0.7), the passing-by
satellite has been tidally disrupted and its stars are re-distributed in the diffuse halo.
Within the galactic disk, which we select to be in galactocentric radius R = 4–14 kpc
and |Z | < 3 kpc (to exclude bulge and halo stars), stars that were formed ex situ
contribute no more than a few percent of the stellar mass, so we will ignore them in
the analysis below.
4.3.2 Disk Structure
One common argument for the presence of a thick disk in the MW and nearby
disk galaxies is that the stellar density profile along the |Z |-direction cannot be
well-described by a single-component profile
ρ∗( |Z |) = ρ∗(0) sech2
( |Z |
2ZH
)
, (4.1)
where ZH is the scale height, but requires a second component
ρ∗( |Z |) = ρ∗,1(0) sech2
( |Z |
2ZH,1
)
+ ρ∗,2(0) sech2
( |Z |
2ZH,2
)
(4.2)
(e.g., Gilmore & Reid 1983; Yoachim & Dalcanton 2006; Comerón et al. 2011,
2012). In Fig. 4.2, we show the vertical stellar density profile ρ∗(|Z |) at R ∼ 8 kpc
in our simulation (black dots) at z = 0 and fit it with a single-component profile
(grey dotted line) and a two-component profile (black dashed line), respectively.
The dark green and brown lines show the thin- and thick-components, respectively.
We find that a two-component profile provides a much better fit than a single-
component profile. The two components, which we refer as the ‘thin’ and ‘thick’
disks, have scale heights of ZH,1 ∼ 300 pc and ZH,2 ∼ 1.1 kpc, respectively, close
to the observed MW-disk scale heights around the solar neighborhood (300 pc and
1450 pc, e.g., Gilmore & Reid 1983). Derived from the profile fitting, the thick disk
component contributes 36% of the stellar mass at R = 8 kpc, broadly in agreement
with measurements of nearby edge-on disk galaxies (e.g., Yoachim & Dalcanton
2006) as well as other simulations (e.g., Brook et al. 2012b; Bird et al. 2013;
Minchev et al. 2013). Note that this is far greater than the fraction of stars that were
formed ex situ, which is . 5% at R = 8 kpc, so the ‘thick disk’ in our simulation
does not originate from accreted satellite galaxies.
In Fig. 4.2, we further decompose the density profile into five bins according to
stellar age (open symbols). Qualitatively, the thickness of stars increases with age,
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Figure 4.2: Vertical stellar density profile ρ∗( |Z |) at R = 8 kpc (black points) in
the simulation at z = 0. The density profile cannot be well described by a single-
component profile (Eqn. 4.1, black dotted line), while a two-component profile
provides a good fit (Eqn. 4.2, black dashed line). The dark green and brown dashed
lines show the thin- and thick-disk profiles from the fitting. The ‘thin’ and ‘thick’
disks have scale heights of 300 pc and 1.1 kpc, respectively, close to the MW scale
heights around the solar neighborhood (300 pc and 1450 pc, e.g., Gilmore & Reid
1983). The ‘thick disk’ contributes 36% of the total stellar mass around R = 8 kpc.
Note that the stellar densities, thin- and thick-disk scale heights, and the mass
fraction of the thick disk in our simulation are in good agreement with observations
and other simulations in the literature. The open symbols show the density of stars
in different age intervals. Stars younger than 4Gyr contribute more than 90% of the
mass in the ‘thin disk’, while the ‘thick disk’ is made almost entirely of stars older
than 4Gyr.
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Figure 4.3: Scale heights of stars in five age intervals, as a function of galactocentric
radius in the disk. Each population can be well-described by a single-component
profile from Equation (4.1). At fixed radius, ZH increases with stellar age. For a
given population, ZH increases with R. The cross and plus symbols show the scale
heights of the thin- and thick-disk component, respectively. At all radii, the ‘thin
disk’ has a scale height close to that of stars younger than 4Gyr.
with youngest stars being most concentrated to the mid-plane and the oldest stars
being most vertically extended. This is consistent with the visualization shown in
Fig. 4.1. We find that over 90% of the mass in the ‘thin disk’ is contributed by stars
younger than 4Gyr, while the ‘thick disk’ is made of stars older than 4Gyr. Note
that our thin-to-thick disk decomposition is purely based on the mass density at this
point. In Section 4.4.1, we will further discuss the formation mechanisms of both
components.
Stars in each age interval in Fig. 4.2 can be well-described by a single-component
profile from Equation 4.1 (see also, e.g., Bird et al. 2013; Martig et al. 2014a;
Minchev et al. 2013, 2015). In Fig. 4.3, we further show ZH as a function of
R for stars in all five age intervals. Only R = 4–14 kpc is shown to minimize
contamination from the bulge component, which is important within R < 4 kpc.
Stars older than 8Gyr have very large scale heights (ZH > 1.5 kpc), since they were
formed during the chaotic phase and have relaxed to be quasi-spherical by z = 0.
Stars younger than 6Gyr have considerably smaller scale heights, since they were
formed in a disk. Even for these stars, the scale heights increase with stellar age at
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any radius. For example, the scale heights of stars with age 4–6Gyr are larger than
those of stars with age < 2Gyr by a factor of 2. Note that this is equivalent to the
observed age–velocity dispersion relation (e.g., Nordström et al. 2004), since the
vertical velocity dispersion is proportional to disk thickness as expected from disk
equilibrium. For comparison, we also show the scale heights of the ‘thin’ and ‘thick’
disks as a function of galactocentric radius (black cross and plus symbols). At all
radii, the ‘thin disk’ scale heights are comparable to those of stars younger than
4Gyr (ZH,1 = 200–500 pc), while the ‘thick disk’ represents a median stellar age of
8Gyr (ZH,2 = 1–1.5 kpc). Moreover, the disk is flaring for stars younger than 6Gyr
– the scale height increases with R, with ZH being a factor of 2 larger at R = 14 kpc
than that at R = 4 kpc. The disk flaring broadly agrees with observations in the
MW stellar disk (e.g., Momany et al. 2006; Kalberla et al. 2014; López-Corredoira
& Molgó 2014; Bovy et al. 2016).
4.3.3 Age and Metallicity Gradients
In Fig. 4.4, we show the median stellar age as a function of galactocentric radius R
and height |Z | (upper panel) for R = 0–15 kpc and |Z | = 0–5 kpc in our simulation
at z = 0. At each radius, the median stellar age increases with |Z |, resulting in
a significant positive vertical age gradient in the disk. Moreover, there is also a
moderate negative radial age gradient above the mid-plane, as the median stellar
age decreases with R at fixed |Z |. These features naturally follow the disk structure
presented above: (1) differential scale heights of stars in different age intervals and
(2) the disk flaring for any single-age stellar population. These results are in line
with predictions from Minchev et al. (2015) and observations from Martig et al.
(2016). In Fig. 4.4, we also show the mass-weighted mean stellar metallicity as a
function of R and |Z | (bottom panel). Qualitatively, the stellar metallicity is higher
at the inner disk and near the mid-plane than at the outer disk and large heights.
In Fig. 4.5, we further show the radial metallicity gradient d[M/H]/dR as a function
of height |Z | (left panel) and vertical metallicity gradient d[M/H]/d|Z | as a function
of galactocentric radius R (right panel). The black dashed lines show the values
measured in the z = 0 snapshot of our simulation. The radial metallicity gradient at
a certain |Z | is measured using stars in a layer of thickness ∆|Z | = 0.5 kpc and by
fitting the radial metallicity profile from R = 4–14 kpc with a simple linear function.
For vertical metallicity gradients, we use stars in annuli of ∆R = 1 kpc and fit the
vertical metallicity profile from |Z | = 0–2.5 kpc with a linear function. We take all
star particles into account.
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Figure 4.4: Top: Median stellar age as a function of R and |Z |. The median stellar
age naturally follows the disk structure. At fixed radius, stellar age increases with
|Z |. Above the mid-plane, the stellar age decreases with R due to disk flaring.
Bottom: Stellar metallicity in the disk. [M/H] is higher at the inner disk and near
the mid-plane than at the outer disk and large heights.
In Fig. 4.5, we also compare our results with published radial and vertical metallicity
gradients measured from different samples of MW stars in the literature (Cheng
et al. 2012; Carrell et al. 2012; Boeche et al. 2014; Anders et al. 2014; Hayden et al.
2014). The horizontal error bars show the R or |Z | interval where the metallicity
gradient is measured. Our simulation is qualitatively consistent with observations,
despite the fact that the slopes are not identical – d[M/H]/dR = −0.03 dex kpc−1 at
|Z | < 0.5 kpc is shallower than the canonical MW value of −0.06 dex kpc−1, but is
close or slightly steeper than that of −0.02 dex kpc−1 in M31 (e.g., Gregersen et al.
2015). It is difficult to know whether this discrepancy is meaningful, without a
large, statistically significant sample (both simulated and observed). We find that
the radial gradient is negative and steepest near the mid-plane, gradually flattens,
and finally becomes positive above |Z | & 1.5 kpc, as observed in the MW (e.g.,
Cheng et al. 2012; Boeche et al. 2014; Anders et al. 2014) and predicted in other
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simulations (e.g., Minchev et al. 2014, 2015). The vertical gradient is negative
at any radius between R = 4–14 kpc, but is steeper at inner radii. This trend is
qualitatively consistent with observations in Hayden et al. (2014).
To understand why the metallicity gradients have such behavior, in Fig. 4.6, we
break down the radial (top panels) and vertical (bottom panels) metallicity profiles
into four age intervals: age < 2 Gyr (blue dashed lines), 2 < age < 4 Gyr (red
dotted lines), 4 < age < 6 Gyr (green dash-dotted lines), and age > 6 Gyr (magenta
dashed lines). The black lines show the metallicity profile of all stars. To leading
order, metallicity is a proxy of stellar age, with young stars being more metal-
enriched than old stars (also see Section 4.4.3). The top panels in Fig. 4.6 show
the radial metallicity profiles from R = 4–14 kpc in three layers: 0 < |Z | < 0.5 kpc,
1.0 < |Z | < 1.5 kpc, and 2.0 < |Z | < 2.5 kpc. The flattening and inversion of
the radial metallicity gradient can be naturally understood from the negative age
gradient at large heights. For example, in the 2.0 < |Z | < 2.5 kpc layer, old,
metal-poor stars dominate at R = 4 (where the disk scale heights of young stars are
small, i.e., ZH ∼ 0.3 kpc), while younger, more metal-enriched stars take over at
much larger radius (where the young stellar disk is thicker in absolute units, e.g.,
ZH ∼ 1 kpc at R = 14 kpc). This leads to an overall positive radial metallicity
gradient at this fixed height. Note that our interpretations here agree well with the
chemo-dynamical model in Minchev et al. (2014, fig. 10). The bottom panels in
Fig. 4.6 show the vertical metallicity profile at R = 6, 10, and 14 kpc, respectively.
The reasons why the vertical metallicity gradient flattens at large radius are twofold:
(1) the metallicity of young stars is lower at larger radius than at small radius and
(2) the age gradient is much weaker at larger radius.
The negative radial metallicity gradient for stars younger than 6Gyr (those formed
in a disk) near the mid-plane is inherited from the parent star-forming gas disk (Ma
et al. 2017b). A negative radial metallicity gradient is expected from the coevolution
between the gas disk and stellar disk (e.g., Ho et al. 2015). In short, suppose a pure
gas disk has formed with an exponential surface density profile and begun to form
stars. The star formation efficiency is higher at the inner disk than at the outer
disk according to the observed Kennicutt–Schmidt law (Kennicutt 1998). Under the
local closed-box assumption, the inner disk would be enriched more rapidly than the
outer disk, leading to a negative radial metallicity gradient in the disk. Nonetheless,
the slope of such a gradient can be affected by disk scale length, radial inflow and
mixing, disk pre-enrichment, etc. A comprehensive analysis of the radial metallicity
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gradient and its dependence on galaxy properties with a larger sample of simulations
is presented in a companion study (Ma et al. 2017b).
4.3.4 Dynamical Evolution of the Stellar Disk
In Section 4.3.2, we show that even for stars that are initially formed in a disk (i.e.,
stars younger than age ∼ 6 Gyr by z = 0), by z = 0, their scale height increases
with stellar age at all radii (Fig. 4.3). To explain this, we first explore the scale
heights of stars at the time when they just formed. In the left panel in Fig. 4.7, we
show the scale heights for stars in three z = 0 age intervals: 0–2Gyr, 2–4Gyr, and
4–6Gyr, but measured just after their formation time (labeled by lookback time). In
other words, these stars are younger than 2Gyr at the time we measure their scale
heights. The newly formed stars inherit the scale heights and velocity dispersion
from the cold star-forming gas in the disk where they were born. In general, stars
formed earlier (which are older today) were born with larger scale heights than stars
formed at late times. For example, stars with z = 0 age 4–6Gyr (formation time
at tlookback = 4 Gyr) were born with a scale height of ZH ∼ 0.4 (0.8) kpc at R = 4
(14) kpc at this epoch, larger by a factor of ∼ 2 compared to the ‘at birth’ scale
heights of stars formed at z = 0. This naturally follows the evolution of the gas
disk, because the thickness of a star-forming disk, where self-regulation by feedback
yields a Toomre parameterQ ∼ 1, is proportional to its gas fraction (e.g., Thompson
et al. 2005; Faucher-Giguère et al. 2013), which is higher at early times.
We now examine how the scale height evolves over time. In the right panel in
Fig. 4.7, we show the scale heights at three post-formation epochs (labeled by
lookback time), for stars in the z = 0 age interval 4–6Gyr. At all radii, the scale
height increases by ∼ 30% (or ∼ 0.2 kpc in absolute units) over the 4Gyr from their
formation time to z = 0. During the same period, the vertical velocity dispersion
has also increased consistently. Our simulation shows that kinematic heating plays
a non-negligible role in the formation of the thick disk, in line with the predictions
in Minchev et al. (2013) and Martig et al. (2014b), but in contrast with the argument
in Bird et al. (2013).
Several mechanisms have been proposed to cause such kinematic heating, including
(1) bars and spiral arms (e.g., Sellwood & Carlberg 1984; Minchev & Quillen
2006; Saha et al. 2010; Faure et al. 2014; Yurin & Springel 2015; Grand et al.
2016), (2) radial migration (e.g., Schönrich & Binney 2009b; Loebman et al. 2011;
however, see e.g., Minchev et al. 2012; Vera-Ciro et al. 2014; Grand et al. 2016), (3)
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perturbation of satellites and sub-halos (e.g., Quinn et al. 1993; Kazantzidis et al.
2008; Purcell et al. 2009; Gómez et al. 2013), and (4) scattering by giant molecular
clouds (GMCs) or star clusters (e.g., Spitzer & Schwarzschild 1951, 1953; Aumer
et al. 2016). In a cosmological context, these mechanisms are usually combined and
difficult to isolate in practice. For example, gravitational perturbation of satellites
can induce bars and spiral arms (e.g., Purcell et al. 2011), which further result in
kinematic heating and radial migration (Lynden-Bell & Kalnajs 1972). Scattering
by massive GMCs is also needed to redistribute the energy between planar and
vertical motions (Carlberg 1987). In our simulation, the increase of disk thickness
and velocity dispersion is roughly a linear function of time, indicating that spiral
arms may be the dominant heating mechanism, as suggested by an analysis of a
large sample of disk galaxy simulations (Grand et al. 2016).
The flaring of the stellar disk is present ‘at birth’ and preserved during kinematic
heating. At their formation time, stars inherited the flaring of their parent gas disk,
which is likely to be a natural consequence of hydrostatic equilibrium in a galactic
potential (e.g., Olling 1995; O’Brien et al. 2010; Allaert et al. 2015), although disk
flaring may also be induced and enhanced by mergers (e.g., Bournaud et al. 2009;
Purcell et al. 2011) and radial migration (e.g., Minchev et al. 2012).
4.4 Discussion
In this section, we discuss some observational and theoretical implications of our
simulation. Although our analysis in Section 4.3 is based on a single simulation,
preliminary analysis of several otherMW-mass disk galaxy simulations indicates that
the disk structure and dynamic evolution are similar in other systems, including one
using 8 times highermass resolution fromWetzel et al. (2016, seeAppendix formore
details), despite the fact that these simulations are run with a different hydrodynamic
method and slightly modified numerical implementations of the feedbackmodel (the
FIRE-2 code, see Hopkins et al. 2017). This suggests that the results presented in
Section 4.3 are typical in similar systems and insensitive to resolution and numerical
method, as implied also by the good agreement between our results and many other
simulations (e.g., Brook et al. 2012b; Minchev et al. 2013, 2014; Martig et al.
2014a,b). This is expected since our key results are derived from global processes
and can be understood with simple analytic models, including (1) star formation is
bursty at high redshift and becomes relatively stable at late times, (2) the thickness
of the star-forming gas disk decreases at low gas fraction, and (3) the kinematic
heating is continuously present from spiral structure, bars, GMCs, etc. Therefore,
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Figure 4.8: Scale heights as a function of stellar age at R = 5, 9, and 13 kpc. The
cross and plus symbols show the scale heights of the ‘thin’ and ‘thick’ components
obtained from the profile fitting (e.g., see Fig. 4.2) at three radii, but we intentionally
select their x-coordinates to match the curve. At all radii, the scale heights increase
dramatically above stellar age 6Gyr, since these stars were formed in a chaotic,
bursty mode. In terms of mass density, the thin and thick disks can be separated
by stars younger and older than 4Gyr, as illustrated by the vertical dotted line. The
thick disk defined in this way contains two distinct populations of stars: (1) stars
older than 6Gyr which were formed in the chaotic, bursty mode and (2) stars in
4–6Gyr age interval that were formed in a gas-rich disk and kinematically heated
after their formation. Note that the gas disk evolved smoothly during the past 6Gyr,
so there is no sharp transition at 4Gyr ago when the thin disk at z = 0 started to
form.
they should be independent of the subtle difference in the numerical details of small-
scale physics. A comprehensive analysis on disk morphology and its dependence
on galaxy formation history using an enlarged sample of galaxies will be the subject
of a future study.
4.4.1 The thin and thick disks
In Section 4.3.2, we show that the vertical stellar density profile in the simulation
can be well described by a two-component function (Fig. 4.2), which we refer to
as the traditional thin disk (ZH ∼ 200–500 pc) and thick disk (ZH ∼ 1–1.5 kpc)
(e.g., Gilmore & Reid 1983). In terms of mass density, the thin and thick disks
in our simulation can be roughly divided into stars younger and older than 4Gyr,
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respectively.
We first discuss the formation mechanisms of the thick disk. In Fig. 4.8, we show
the scale heights as a function of stellar age at three radii R = 5, 9, and 13 kpc. The
cross and plus symbols represent the scale heights of the thin and thick components,
respectfully, as obtained from profile fitting. The vertical dotted line located at 4Gyr
illustrates the separation of the thin and thick disks. The thick disk contains two
distinct populations. First, about two thirds of the stars in the thick disk are older
than 6Gyr (formation redshift z & 0.7). These were formed during the chaotic,
bursty phase in the galaxy progenitor (Fig. 4.1). This agrees with the picture
proposed in Brook et al. (2004). These stars have very large scale heights, as shown
in Fig 4.8. Second, the other 1/3 of the stars in the thick disk are in the 4–6Gyr age
interval, which were formed in a relatively calm, stable disk. The disk was more
gas-rich and turbulent at early times, however, so the stars were formed thick ‘at
birth’, as proposed in Bournaud et al. (2009). Furthermore, these stars continued to
be kinematically heated into a thicker spatial distribution after forming. Therefore,
the thick disk in our simulation is a mix of stars older than 4Gyr, which formed
through a combination of several mechanisms.
Regarding the formation of the thin disk, we note that the gas disk smoothly became
thinner down to z = 0, thus forming the thin disk at late times. There is no sharp
transition about 4Gyr ago when the thin disk at z = 0 started to form.
In the literature, some authors have claimed that there is a tension between pre-
serving thin disks and the necessity of strong stellar feedback to prevent galaxies
from forming too many stars in cosmological simulations (e.g., Roškar et al. 2014).
However, our simulation simultaneously forms a thin-disk component while pro-
ducing a reasonable stellar mass and star formation history in good agreement with
observational constraints (Hopkins et al. 2014). These results demonstrate that it
is possible to form thin disks in cosmological simulations, even in the presence of
strong stellar feedback. This is due to the fact that (1) our simulation has sufficient
spatial resolution (smoothing length far less than the vertical scale heights of the
thin disk), (2) we allow gas to cool to very low temperatures to explicitly resolve the
cold, star-forming gas, and (3) the high resolution and the physically motivated star
formation and feedback models adopted in the simulation allow one to explicitly
resolve the launching and venting of galactic winds without disrupting the entire
galaxy. Likewise, Agertz & Kravtsov (2015, 2016) also found that their simulation
can form a thin disk when using feedback recipes similar to ours but fail to do so
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using other feedback models.
4.4.2 Stellar Migration in the Disk
It has been proposed that radial migration of stars in the disk due to angular mo-
mentum exchange may be an important mechanism of disk heating that also flattens
the stellar metallicity gradients (e.g., Schönrich & Binney 2009a,b; Loebman et al.
2011). Recent numerical calculations suggest, however, that radial migration has
little impact on the disk thickening (e.g., Minchev et al. 2012; Martig et al. 2014b;
Vera-Ciro et al. 2014; Grand et al. 2016; Aumer et al. 2016). Nonetheless, radial
migration can still occur when spiral arms and bars are present (via corotation
resonance of transient spirals, e.g., Lynden-Bell & Kalnajs 1972; Sellwood & Bin-
ney 2002, or induced by long-lived spiral- or bar-like structures, e.g., Minchev &
Famaey 2010; Minchev et al. 2011), while spiral arms and bars are suggested to be
the dominant mechanism of disk heating (e.g., Grand et al. 2016).
In our simulation, stars older than 8Gyr show strong radial migration, because
the bursty gas outflows driven by stellar feedback generate large fluctuations in the
galactic potential, causing old stars to migrate toward large radius (El-Badry et al.
2016). This is important to shape the global structure of the disk (e.g., Minchev
et al. 2015). However, this is a very different mechanism from the standard radial
migrationwithin a stable disk. To test the standardmigration scenario, we study stars
in the z = 0 age interval 4–6Gyr. First, we go back to the snapshot at tlookback = 4Gyr
and select stars in three annuli centered at R = 5, 9, and 13 kpc with 1 kpc width near
the disk plane (|Z | < 0.5 kpc) at that epoch. In the left panel in Fig. 4.9, we show
the distribution of galactocentric radius R for these stars by z = 0. Stars in a given
annulus 4Gyr ago have a wide distribution in R by z = 0. Only a small fraction
(less than 10%) of stars have migrated to very large radii (∆R > 5 kpc), while
more than half of the stars have migrated inward (∆R < 0). This is expected from
the exchange of angular momentum between stars, because outward-migrating stars
carry more angular momentum, so more stars migrate inward. In the right panel,
we show the stellar surface density and metallicity profiles in R = 4–14 kpc for all
stars with z = 0 age 4–6Gyr, measured at three epochs (tlookback = 0, 2, and 4Gyr).
The surface density does not change by more than 0.05 dex during the past 4Gyr
(stellar mass loss is subdominant). The average stellar metallicity has increased at
large radii, resulting in a flattening of metallicity gradient by 0.01 dex kpc−1. Our
results suggest that radial migration is common, but only has a weak net effect on the
late-time global properties (mass density, metallicity profiles) of the galactic disk,
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consistent with predictions from other works (e.g., Minchev et al. 2013; Grand &
Kawata 2016).
4.4.3 Abundance Patterns and Mono-abundance Populations
In the literature, several authors have suggested that mono-abundance populations
(stars with certain [M/H] and [α/Fe]) are proxies for single-age populations in
the MW (e.g., Bovy et al. 2012; Rix & Bovy 2013). This is important because
one cannot infer the assembly history of the MW without reliable information on
stellar ages. We first examine the abundance patterns in our simulation. In Fig.
4.10, we show the stellar age–metallicity relation in the left panel for all stars with
R = 4–14 kpc and |Z | < 3 kpc, color-coded by the total stellar mass in each pixel (in
logarithmic scale). The white dashed line shows the median relation. In the right
panel, we show the distributions of these stars in the [Mg/Fe]–[M/H] plane. Stellar
age, metallicity, and [Mg/Fe] correlate with each other to leading order, but with
considerable scatter (over 1 dex in [M/H] at a given age). The scatter mainly comes
from the presence of metallicity gradients in the disk and non-uniform distribution
of metals in the galaxy. We have explicitly checked that including sub-resolution
metal diffusion in our simulation (as in Shen et al. 2010) does not dramatically
reduce the scatter.
In the left panel in Fig. 4.11, we show the mass-weighted age distribution of stars
from four mono-abundance populations selected within a tolerance in metallicity
and abundance ratio of ∆[M/H] = 0.06 and ∆[Mg/Fe] = 0.04. In general, low-
metallicity, α-rich populations represent old stars, while high-metallicity, α-poor
stars are more biased toward younger populations. In the right panel, we compare
three mono-abundance populations at fixed [M/H] but different [Mg/Fe]. We find
that low-α populations contain more young stars than α-rich populations. These
results marginally support the idea that chemical abundances might represent stellar
ages to leading order. However, we caution that for anymono-abundance population,
the age distribution is wide (see also Minchev et al. 2017). For example, the most
metal-poor and α-rich population still contains a non-negligible fraction of young
stars with age 2–6Gyr. As a consequence, if we repeat our analysis in this paper by
breaking the stars into several bins of metallicity instead of stellar age, we obtain
more complicated results due to age blending effects. Independent constraints on
stellar age are required to break the degeneracy.
Recent observations reveal that MW stars fall into two distinct populations on the
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[Mg/Fe]–[M/H] plane, known as the high- and low-α populations (e.g., Adibekyan
et al. 2013; Bensby et al. 2014; Anders et al. 2014; Nidever et al. 2014; Mikolaitis
et al. 2014; Kordopatis et al. 2015). Such feature is difficult to explain and cannot
be reproduced by current cosmological simulations (see Nidever et al. 2014, and
reference therein), including ours. Nidever et al. (2014) proposed several tentative
models to explain how the two populations may form, but all require fine-tuned
parameters to match the observed abundance pattern. Nevertheless, we show that in
our simulation, star formation has undergone two distinct modes – chaotic, bursty
mode at high redshift and relatively calm, stablemode at late times. It is possible that
such two-mode formation history may lead to a bimodality in the abundance pattern
in very restricted conditions, while in other conditions the two populations may
simply merge. Alternatively, the MW may have a very different assembly history
from our simulation. In future work, we will study a large sample of simulations
of MW-size halos with diverse assembly history and explore if and how such two
populations form. Also, spectroscopic survey of stars in extragalactic galaxies with
next generation of observational facilities may also reveal whether this is common
in MW-mass galaxies or just a unique feature in the MW.
4.4.4 [α/Fe] gradients
There is evidence indicating the presence of an [α/Fe] gradient in the MW disk
(e.g., Boeche et al. 2014; Anders et al. 2014; Recio-Blanco et al. 2014), despite
the fact that such measurements have large uncertainties. It is clear that the [α/Fe]
gradient varies with |Z | in the opposite way to [Fe/H] gradient and that d[α/Fe]/dR
is negative at large |Z |, but the sign of d[α/Fe]/dR in the disk mid-plane are not
fully consistent between various studies. Future spectroscopic surveys that include
much larger samples will provide a more robust measurement. Here we use our
simulation to make qualitative predictions for [α/Fe] gradients. In Fig. 4.12, we
show the radial gradient of [Mg/Fe] as a function of height |Z | (left panel) and the
vertical gradient of [Mg/Fe] as a function of radius R (right panel). We find that
d[Mg/Fe]/dR is positive near the mid-plane, gradually decreases to zero at about
|Z | = 1.3 kpc, and turns negative at larger heights. Moreover, d[Mg/Fe]/d|Z | is
positive at all radii, but is larger at the inner disk than at the outer disk. These are
qualitatively similar to the trends of metallicity gradient presented in Section 4.3.3,
with the sign flipped following the anti-correlation between [Mg/Fe] and [M/H], as
found also in other simulations (e.g., Minchev et al. 2013, 2014). The gradient of
[Mg/Fe] is also a consequence of the age gradient in the disk.
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4.5 Conclusions
In this work, we have studied the structure, age and metallicity gradients, and
dynamical evolution of the stellar disk via a case study of one simulation from
the FIRE project, chosen to be a disk galaxy of similar mass to the MW at z =
0. The simulation is a cosmological zoom-in simulation that includes physically
motivated models of the multi-phase ISM, star formation, and stellar feedback, with
parameters taken directly from stellar evolution models. Our main findings include
the following:
(i) Stars older than 6Gyr (formation redshift z & 0.7) were formed in a violent,
bursty mode in a clumpy galaxy progenitor with powerful episodic outflows, and
thus have round, puffymorphologies at z = 0. Stars younger than 6Gyr were formed
in a relatively calm, well-maintained star-forming disk. By z = 0, stars that formed
in the chaotic mode have the largest scale heights. Even for those that formed in a
disk at late times, their scale heights increase with stellar age at any radius; stars
of the same age have larger scale heights in the outer disk than in the inner disk
(flaring). As a consequence, the median stellar age increases with |Z | at a fixed
radius, but decreases with R in a constant-|Z | layer.
(ii) The radial metallicity gradient is negative at the mid-plane, gradually flattens
when moving to larger |Z |, and ultimately turns positive at about |Z | > 1.5 kpc.
The vertical metallicity gradient is negative at all radii, but is stronger at small
radii. These trends are qualitatively consistent with observations in the MW. Such
variation of metallicity gradient naturally follows the age gradient in the disk, since
stellar age, metallicity, and [α/Fe] all correlate with each other. Similar trends also
exist in [α/Fe] gradients, but with a flipped sign due to the anti-correlation between
[α/Fe] and metallicity.
(iii) For stars that formed within the past 6Gyr, in a disk, those that formed earlier
were thicker ‘at birth’ than those formed later, because the star-forming disk was
more gas-rich and therefore more turbulent and thicker at earlier times (a factor
of ∼ 2 thicker at 6Gyr ago). After each population formed, their scale height
was further increased via kinematic heating (by ∼ 40% during the past 6Gyr).
In our simulation, the two factors have comparable effect in absolute units on the
differential scale heights by z = 0.
(iv) The vertical stellar density at z = 0 can be well described by a two-component
profile, defined as the traditional ‘thin disk’ (scale heights ZH ∼ 200–500 pc) and
‘thick disk’ (ZH ∼ 1–1.5 kpc). The thin and thick disks can be roughly separated
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by stars younger and older than 4Gyr. Two thirds of the stars in the thick disk are
formed during the chaotic, bursty phase; the other 1/3 stars in the thick disk are
formed in a gas-rich star-forming disk and then were further thickened via kinematic
heating. The gas disk smoothly evolves during the past 6Gyr and forms the thin
disk at late times. Therefore, the thick disk is a mix of stars that formed via different
mechanisms, while the formation is continuous at the transition time (around 4Gyr
ago) when the z = 0 thin-disk stars started to form.
(v) Our simulation demonstrates that it is possible to form a thin disk in sufficiently
high-resolution cosmological simulations even in the presence of strong stellar
feedback.
Although we only study one simulation in this paper, our main results here are de-
rived from global processes that can be understood with simple analytic arguments,
including (1) star formation is bursty at high redshift and becomes relatively stable
at late times, (2) the thickness of the star-forming gas disk decreases at low gas frac-
tion, and (3) kinematic heating is continuously present from spiral structure, bars,
GMCs, etc. In fact, some of our results agree verywell with previous studies by other
authors. For instance, almost all simulations of MW analogs show violent merger
history at high redshift but relatively quiescent merger history at late times. Most of
them form a separate thin and thick disk by z = 0, with their scale heights and mass
fractions similar to ours (e.g., Brook et al. 2012b; Bird et al. 2013; Minchev et al.
2013; Martig et al. 2014a). Some models also successfully reproduce the observed
MW abundance distribution and the variation of stellar metallicity gradients, and
attribute these results to the disk formation history (e.g., Minchev et al. 2013, 2014).
Therefore, our results further confirm that the physical processes we proposed are
common in the assembly histories of disk galaxies, regardless of numerical details
and feedback model.
One key prediction of our simulation is that the thick disk does not form from a
single channel, but it is rather a mixture of stars that formed and evolved in three
different ways (see conclusion (iv) and Section 4.4.1 for details). This scenario can
be tested by future observations of MW stars if an independent constraint on stellar
age can be obtained. For example, we expect the age separation between thin- and
thick-disk stars is different from the one between stars that formed in the chaotic
mode and in the calm mode. The latter can be identified by a sudden jump in the
velocity dispersion as a function of stellar age.
Nevertheless, our simulation is not designed or chosen in any way to be identical
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to the MW and differs from it in several aspects. The radial metallicity gradient
is −0.03 dex kpc−1 in the disk mid-plane in our simulation, shallower than the
−0.06 dex kpc−1 slope in theMWdisk (e.g., Cheng et al. 2012). This can be affected
by disk scale length, disk pre-enrichment at formation time, the extent of radial
mixing, and specific merger or accretion events in the past. Also, our simulation
does not show any bimodality in the [α/Fe]–[M/H] relation, in contrast to some
observations of MW stars (e.g., Nidever et al. 2014). Moreover, our simulation
does not show a prominent central bar, with which we expect that kinematic heating
would be stronger (e.g., Grand et al. 2016). Such differences may originate from
details in the assembly history. In future work, we will further explore the disk
formation, morphology, and metallicity profile and their dependence on galaxy
formation history using an enlarged sample of disk galaxy simulations.
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Appendix: Resolution test
In this paper, we performed a case study of a cosmological zoom-in simulation that
produces a MW-mass disk galaxy at z = 0. This simulation is originally presented
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Figure 4.13: The same as Fig. 4.4, but for the ultra-high-resolution simulation
presented in Wetzel et al. (2016). The disk structure does not significantly differ
from the simulation studied in the paper, although this run has eight times better
mass resolution and uses a more accurate hydrodynamic solver.
in Hopkins et al. (2014) and has been thoroughly studied in other work (van de Voort
et al. 2015; Faucher-Giguère et al. 2015;Muratov et al. 2015;Ma et al. 2017b, 2016a;
El-Badry et al. 2016). Recently, Wetzel et al. (2016) have re-run this simulation
with eight times better mass resolution and higher spatial resolution (gas = 1 pc and
 star = 4 pc), but using the mesh-less finite-mass (MFM) hydrodynamics method in
gizmo and FIRE-2, an improved numerical implementation of the FIRE model (see
Hopkins et al. 2017, for details). We repeat our analysis on the new run and find
all the results presented in the paper remain qualitatively unchanged. Particularly,
the thin-to-thick disk decomposition, disk scale heights, and the amount of disk
thickening at late times are consistent within 10%. As one explicit example, in Fig.
4.13, we show the median stellar age and average stellar metallicity as a function of
R and |Z | in the new run. The disk structure and metallicity profile are very similar
to the simulation analyzed in the paper (Fig. 4.4). This suggests that our results
are independent of resolution and numerical details, because most of the physics we
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consider in the paper are global processes and can be understood by simple analytic
considerations. Nevertheless, there are some quantitative differences between the
two runs. In the new run, the star-forming disk formed and stabilized at a later time
(tlookback ∼ 4 Gyr), due to stochastic effects during the last minor merger. The gas
disk is more metal-enriched at formation time, so the radial metallicity gradient on
the mid-plane is weaker. Moreover, the disk is more strongly flared, so the radial
metallicity gradient turns positive at a lower height (|Z | ∼ 1 kpc). This suggests that
a large statistical sample is needed to make rigorous statements about quantitative
details, as opposed to the robust qualitative trends we have focused on here.
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C h a p t e r 5
THE DIFFICULTY OF GETTING HIGH ESCAPE FRACTIONS
OF IONIZING PHOTONS FROM HIGH-REDSHIFT GALAXIES
Ma, X., Kasen, D., Hopkins, P. F., et al., 2015, “The difficulty of getting high escape
fractions of ionizing photons from high-redshift galaxies: a view from the
FIRE cosmological simulations", Monthly Notices of the Royal Astronomical
Society, 453, 960-975
doi: 10.1093/mnras/stv1679
Abstract
We present a series of high-resolution (20–2000M, 0.1–4 pc) cosmological zoom-
in simulations at z & 6 from the Feedback In Realistic Environment (FIRE) project.
These simulations cover halo masses 109–1011 M and rest-frame ultraviolet mag-
nitude MUV = −9 to −19. These simulations include explicit models of the multi-
phase ISM, star formation, and stellar feedback, which produce reasonable galaxy
properties at z = 0–6. We post-process the snapshots with a radiative transfer code
to evaluate the escape fraction ( fesc) of hydrogen ionizing photons. We find that the
instantaneous fesc has large time variability (0.01%–20%), while the time-averaged
fesc over long time-scales generally remains . 5%, considerably lower than the
estimate in many reionization models. We find no strong dependence of fesc on
galaxy mass or redshift. In our simulations, the intrinsic ionizing photon budgets
are dominated by stellar populations younger than 3Myr, which tend to be buried
in dense birth clouds. The escaping photons mostly come from populations be-
tween 3–10Myr, whose birth clouds have been largely cleared by stellar feedback.
However, these populations only contribute a small fraction of intrinsic ionizing
photon budgets according to standard stellar population models. We show that fesc
can be boosted to high values, if stellar populations older than 3Myr produce more
ionizing photons than standard stellar population models (as motivated by, e.g.,
models including binaries). By contrast, runaway stars with velocities suggested by
observations can enhance fesc by only a small fraction. We show that “sub-grid”
star formation models, which do not explicitly resolve star formation in dense clouds
with n  1 cm−3, will dramatically over-predict fesc.
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5.1 Introduction
Star-forming galaxies at high redshifts are thought to be the dominant source of
hydrogen reionization (e.g., Madau et al. 1999; Faucher-Giguère et al. 2008; Haardt
& Madau 2012). Therefore, the escape fraction of hydrogen ionizing photons
( fesc) from these galaxies is an important, yet poorly constrained, parameter in
understanding the reionization history.
Models of cosmic reionization are usually derived from the galaxy ultraviolet lumi-
nosity function (UVLF; e.g., Bouwens et al. 2011; McLure et al. 2013), Thomson
scattering optical depths inferred from Cosmic Microwave Background (CMB)
measurements (Hinshaw et al. 2013; Planck Collaboration et al. 2014), Lyα forest
transmission (e.g., Fan et al. 2006). They often require high fesc in order to match
the ionization state of the intergalactic medium (IGM) by z = 6 (e.g., Ouchi et al.
2009; Kuhlen & Faucher-Giguère 2012; Finkelstein et al. 2012; Robertson et al.
2013). For example, Finkelstein et al. (2012) and Robertson et al. (2013) suggested
fesc > 13% and fesc > 20%, respectively, assuming all the ionization photons are
contributed by galaxies brighter than MUV = −13. However, such constraints on
fesc are always entangled with the uncertainties at the faint end of UVLF, since low-
mass galaxies can play a dominant role in providing ionizing photons due to their
dramatically increasing numbers. For example, Finkelstein et al. (2012) derived
that reionization requires a much higher escape fraction fesc > 34% if one only
accounts for the contribution of galaxies brighter than MUV = −18. Also, Kuhlen
& Faucher-Giguère (2012) showed that even applying a cut off on UV magnitude
at MUV = −13, the required escape fraction at z = 6 varies from 6%–30% when
changing the faint-end slope of UVLF within observational uncertainties. Further-
more, it is also not clear how fesc depends on galaxy mass and evolves with redshift,
which makes the problem more complicated.
Therefore, independent constraints on fesc are necessary to disentangle these degen-
eracies. Star-forming galaxies at lower redshifts should provide important insights
into their high-redshift counterparts. In the literature, high escape fractions from
10% up to unity have been reported in various samples of Lyman break galaxies
(LBGs) and Lyα emitters (LAEs) around z ∼ 3 (e.g., Steidel et al. 2001; Shapley
et al. 2006; Vanzella et al. 2012; Nestor et al. 2013). These measurements are based
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on detection of rest-frame Lyman continuum (LyC) emission from either individual
galaxies or stacked samples, so the exact value of fesc depends on uncertain dust and
IGM attenuation correction. Similar observations at lower redshifts always show
surprisingly low escape fractions. In the local universe, the only two galaxies which
have confirmed LyC detection suggest fesc to be only ∼ 2%–3% (Leitet et al. 2011,
2013). At z ∼ 1, stacked samples have been used to derive upper limits as low
as fesc < 1%–2% (e.g., Cowie et al. 2009; Siana et al. 2010; Bridge et al. 2010).
Even at z ∼ 3, low escape fractions (< 5%) have also been reported in some galaxy
samples (e.g., Iwata et al. 2009; Boutsia et al. 2011). Recent careful studies have
revealed that a considerable fraction of specious LyC detection at z ∼ 3 is due to
contamination from foreground sources (Vanzella et al. 2010; for a very recent study,
see Siana et al. 2015), which could at least partly account for the apparent contradic-
tion between these observations. Nevertheless, given the large uncertainty in these
studies, no convincing conclusion can be reached so far from current observations.
Previous numerical simulations of galaxy formation also predict a broad range of
fesc, and even contradictory trends of the dependence of fesc on halo mass and
redshift. For example, Razoumov & Sommer-Larsen (2010) found fesc decreases
from unity to a few precent with increasing halo mass from 107.8–1011.5 M. Sim-
ilarly, Yajima et al. (2011) also found their fesc decreases from 40% at halo mass
109 M to 7% at halo mass 1011 M. On the other hand, Gnedin et al. (2008)
found increasing fesc with halo mass in 1010–1012 M. They also reported signif-
icantly lower escape fraction of 1% − 3% for the most massive galaxies in their
simulations and < 0.1% for the smaller ones. Razoumov & Sommer-Larsen (2010)
also found fesc decreases from z = 4–10 at fixed halo mass, while Yajima et al.
(2011) found no dependence of fesc on redshift. At lower masses, Wise & Cen
(2009) found fesc ∼ 5%–40% and fesc ∼ 25%–80% by invoking a normal initial
mass function (IMF) and a top-heavy IMF, respectively, for galaxies of halo mass in
106.5–109.5 M; whereas Paardekooper et al. (2011) reported lower escape fraction
of 10−5–0.1 in idealized simulations of galaxy masses 108–109 M.
Most of the intrinsic ionizing photons are produced bymassive stars ofmasses in 10–
100M, which are originally born in giant molecular clouds (GMCs). The majority
of the ionizing photons are instantaneously absorbed by the dense gas in the GMCs
and generate H ii regions. These “birth clouds” must be disrupted and dispersed by
radiation pressure, photoionization, H ii thermal pressure, and supernovae before a
considerable fraction of ionizing photons are able to escape (e.g., Murray et al. 2010;
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Kim et al. 2013; Paardekooper et al. 2015). Therefore, to study the escape fraction
of ionizing photons using simulations, one must resolve the multi-phase structure
of the interstellar medium (ISM) and “correctly” describe star formation and stellar
feedback. Many previous simulations adopt very approximate or “sub-grid” ISM
and feedback model, which can lead to many differences between those studies.
Recent studies have noted the importance of resolving the ISM structure around the
stars and started to adopt more detailed treatments of the ISM and stellar feedback
physics (Kim et al. 2013; Kimm & Cen 2014; Wise et al. 2014; Paardekooper et al.
2013, 2015). For example, Wise et al. (2014) performed radiative hydrodynamical
simulations with state-of-art ISM physics and chemistry, star formation, and stellar
feedback models and found fesc drops from 50% to 5% with increasing halo mass
in 107–108.5 M at z > 7. They conclude that more massive galaxies are not likely
to have high escape fractions, but are unable to simulate more massive systems.
Kimm & Cen (2014) explored more physically motivated models of supernovae
(SN) feedback and found average escape fraction of ∼ 11% for galaxies in 108–
1010.5 M. Paardekooper et al. (2015) argued that the dense gas within 10 pc from
young stars provides the main constraint on the escape fraction. They found in their
simulation that about 70% of the galaxies of halo mass above 108 M have escape
fraction below 1%. But none of these simulations has been run to z = 0 to confirm
that the models for star formation, feedback, and the ISM produce reasonable results
in comparison to observations.
The Feedback in Realistic Environment (FIRE) project1 (Hopkins et al. 2014) is a
series of cosmological zoom-in simulations that are able to follow galaxy merger
histories, interaction of galaxies with IGM, and many other processes. The simula-
tions include a full set of realistic models of the multi-phase ISM, star formation,
and stellar feedback. The first series of FIRE simulations run down to z = 0 re-
produce reasonable star formation histories, the stellar mass-halo mass relation, the
Kennicutt–Schmidt law, and the star-forming main sequence, for a broad range of
galaxy masses (M∗ = 104–1011 M) from z = 0–6 (Hopkins et al. 2014). Cosmo-
logical simulations with the FIRE stellar feedback physics self-consistently generate
galactic winds with velocities and mass loading factors broadly consistent with
observational requirements (Muratov et al. 2015) and are in good agreement with
the observed covering fractions of neutral hydrogen in the halos of z = 2–3 LBGs
(Faucher-Giguère et al. 2015). In previous studies of isolated galaxy simulations,
these models have also been shown to reproduce many small scale observations,
1FIRE project website: http://fire.northwestern.edu
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including the observed multi-phase ISM structure, density distribution of GMCs,
GMC lifetimes and star formation efficiencies, and the observed Larson’s law scal-
ings between cloud sizes and structural properties, from scales < 1 pc to > kpc (e.g.,
Hopkins et al. 2011, 2012a). A realistic model with these properties is necessary to
study the production and propagation of ionizing photons inside a galaxy.
In this work, we present a separate set of cosmological simulations at z > 6, per-
formed with the same method and models at extremely high resolution (particle
masses 20–2000M, smoothing lengths 0.1–4 pc). These simulations cover galaxy
halo masses 109–1011 M and rest-frame ultraviolet magnitudes MUV = −9 to −19
at z = 6. We then evaluate the escape fraction of ionizing photons with Monte Carlo
radiative transfer calculations. We describe the simulations and present the proper-
ties of our galaxies in Section 5.2 and 5.3. In Section 5.4, we describe the Monte
Carlo radiative transfer code and compile our main results on the escape fractions
and there dependence on galaxy mass and cosmic time. In Section 5.5, we show
how the UV background and star formation prescriptions affect our results. We also
discuss the effects of runaway stars and extra ionizing photon budgets contributed by
intermediate-age stellar populations, as motivated by recent observations and stellar
models. We summarize and conclude in Section 5.6.
5.2 The Simulations
This work is part of the FIRE project (Hopkins et al. 2014). All the simulations
use the newly developed gizmo code (Hopkins 2015) in p-sphmode. p-sph adopts a
Lagrangian pressure-entropy formulation of the smoothed particle hydrodynamics
(SPH) equations (Hopkins 2013), which eliminates the major differences between
SPH, moving-mesh, and grid codes, and resolves many well-known issues in tra-
ditional density-based SPH formulations. The gravity solver is a heavily modified
version of the gadget-3 code (Springel 2005); and P-SPH also includes substantial
improvements in the artificial viscosity, entropy diffusion, adaptive time-stepping,
smoothing kernel, and gravitational softening algorithm. We refer toHopkins (2013,
2015) for more details on the numerical recipes and extensive test problems. A list
of the simulations in this work is presented in Table 5.1, while the parameters there
will be introduced in the rest of this section.
The simulations in this work are of a separate series from other FIRE simulations.
A large cosmological box was first simulated at low resolution down to z = 5, and
then halos of masses in 109–1011 M at that time were picked and re-simulated
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in a smaller box at much higher resolution with the multi-scale “zoom-in” initial
conditions generated with the music code (Hahn & Abel 2011), using second-order
Lagrangian perturbation theory. The resolution of the simulations in this work
can be roughly divided into two categories, which we refer as “high resolution”
(HR) and “medium resolution” (MR), although the specific initial particle mass may
vary according to the size of the system. Some initial conditions we adopt in the
simulations and general properties of the galaxies at z = 6 are listed in Table 5.1.
We will show in Section 5.3 that they are typical in most of their properties and thus
can be considered as “representative” in this mass range.
In our simulations, gas follows an ionized+atomic+molecular cooling curve from
10–1010 K, including metallicity-dependent fine-structure and molecular cooling
at low temperatures and high-temperature metal-line cooling followed species-by-
species for 11 separately tracked species (Wiersma et al. 2009a). We do not include
a primordial chemistry network nor try to model the formation of Pop iii stars, but
apply a metallicity floor of Z = 10−4 Z in the simulations. Therefore, we will
focus our analysis at z . 11, when our galaxies are sufficiently metal-enriched.
At each timestep, the ionization states are determined from the photoionization
equilibrium equations described in Katz et al. (1996) and the cooling rates are
calculated from a compilation of cloudy runs, by applying a uniform but redshift-
dependent photo-ionizing background tabulated in Faucher-Giguère et al. (2009)2,
and photo-ionizing and photo-electric heating from local sources. Gas self-shielding
is accounted forwith a local Jeans-length approximation, which is consistent with the
radiative transfer calculation in Faucher-Giguère et al. (2010). In this work, we also
post-process the simulations with full radiative transfer calculation and re-compute
the ionization states. We find consistent results between the post-processing and
on-the-fly calculations (see Appendix A for details).
The models of star formation (SF) and stellar feedback implemented in the FIRE
simulations are developed and presented in a series of papers (Hopkins et al. 2011,
2012a, 2013b, 2014, and references therein). We briefly summarize their main
features here and refer to the references for more details and discussion. We follow
the SF criteria developed in Hopkins et al. (2013b) and allow stars to form only in
molecular and self-gravitating gas clouds with number density above some threshold
nth. We choose nth = 100 cm−3 as the fiducial value. It corresponds to the typical
2The photo-ionizing background stars to kick in at z = 10.6 and is available at
http://galaxies.northwestern.edu/uvb/.
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density of GMCs and is much larger than the mean ISM density in our simulations3.
In z5m10h, we set nth = 1000 cm−3 for a convergence test. SF occurs at 100%
efficiency per free-fall time when the gas meets these criteria (i.e., ρ˙∗ = ρ/tff).
This SF prescription adaptively selects the largest over-densities and automatically
predicts clustered SF (Hopkins et al. 2013b). It is also motivated by much higher-
resolution, direct simulations of dense, star-forming clouds (Padoan & Nordlund
2011; Vázquez-Semadeni et al. 2011; Federrath et al. 2011). A star particle inherits
the metallicity of each tracked species from its parent gas particle, and its age is
determined by its formation time in subsequent timesteps.
The z5m10e run is intentionally designed tomimic “sub-grid” star formationmodels
as commonly adopted in low-resolution simulations that cannot capture the star
formation in dense gas clouds. In this run, we lower nth to 1 cm−3 and allow stars
to form at 2% efficiency per free-fall time in all gas above 1 cm−3 but not self-
gravitating (still 100% efficiency in self-gravitating gas). This will result in a wide
spatial and density distribution of SF and means that stars do not need to form in
high-density structures.
Every star particle is treated as a single stellar populationwith known age, metallicity,
and mass. Then all the quantities associated with feedback, including ionizing
photon budgets, luminosities, stellar spectra, supernovae (SNe) rates, mechanical
luminosities of stellar winds, metal yields, etc., are directly tabulated from the stellar
population models in starburst99 (Leitherer et al. 1999), assuming a Kroupa
(2002) initial mass function (IMF) from 0.1–100 M. In principle, this “IMF-
averaged” approximation breaks down in our HR simulations, where the mass of
a star particle is only 10–100 M. Previous studies showed that it has little effect
on global galaxy properties (e.g., Hopkins et al. 2014, and references therein). We
also test and confirm that this approximation does not affect our results on escape
fraction (see Section 5.4).
We account for different mechanisms of stellar feedback, including (1) local and
long-range momentum flux from radiative pressure, (2) energy, momentum, mass
and metal injection from SNe and stellar winds, and (3) photoionization and pho-
toelectric heating. We apply the Type-II SNe rates from starburst99 and Type-Ia
SNe rates following Mannucci et al. (2006), when a star particle is older than 3Myr
and 40Myr, respectively. We assume that every SN ejecta has an initial kinetic en-
3On the other hand, the threshold is much less than the highest density these simulations can
resolve, to save computational expense.
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ergy of 1051 ergs, which is coupled to the gas as either thermal energy or momentum,
depending on whether the cooling radius can be resolved (see Hopkins et al. 2014;
Martizzi et al. 2015, for more details). We also follow Wiersma et al. (2009b) and
adopt Type-II SNe yields from Woosley & Weaver (1995) and Type-Ia yields from
Iwamoto et al. (1999). We do not model SNe and metal enrichment from Pop iii
stars.
We emphasize that the on-the-fly photoionization is treated in an approximate way
in our simulations – we move radially outwards from the star and ionize each nearest
neutral gas particle until the photon budget is exhausted. This treatment allows
ionizing regions to overlap and expand, and is qualitatively reasonable in intense
star-forming regions. However, when the gas distribution is highly asymmetric
around an isolated star particle, their ionization states might not be accurately
captured in the simulations. Nonetheless, as we will post-process our simulations
with full radiative transfer code to trace the propagation of ionizing photons and
re-compute the ionization states (Section 5.4), this approximation will have little
effect on the escape fraction we evaluate. Also, in the region where the gas density is
extremely high, photoionization may not be well-captured due to resolution limits.
But we confirm that this neither has strong dynamical effect on gas structure in
high-density regions nor affects the escape fraction4.
The simulations described in Table 5.1 adopt a standard flatΛCDM cosmology with
cosmological parameters H0 = 70.2 km s−1 Mpc−1, ΩΛ = 0.728, Ωm = 1 − ΩΛ =
0.272,Ωb = 0.0455, σ8 = 0.807 and n = 0.961, which are within the uncertainty of
current observations (e.g., Hinshaw et al. 2013; Planck Collaboration et al. 2014).
4In our simulations, star particles have similar mass to gas particles. Applying a (Kroupa 2002)
IMF and standard stellar population model, in regions with nth ∼ 100 cm−3, the ionizing photons
emitted from a young star particle can ionize the mass of two gas particles. However, some clouds
reach densities & 2000 cm−3, where one needs to collect the ionizing photon budgets from 10
young star particles to fully ionize a single gas particle. In the code, the on-the-fly estimate of HII
photoionization feedback treats this limit stochastically (see Hopkins et al. 2011), so we might risk
underestimating the dynamical effects of photo-heating. Therefore, we run a simulation where we
artificially boost the ionizing photon budget by a factor of 10, which is not physical but dramatically
reduces the stochastic variations. We find that the typical gas density of star-forming clouds and the
average escape fractions (computed from our post-processing radiative transfer, see Section 5.4) are
very similar to our standard runs. Therefore, we confirm that the on-the-fly photoionization feedback
approximation in our simulations does not strongly affect our results.
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Figure 5.1: Gas and stars in z5m09 (left column), z5m10mr (middle column),
and z5m11 (right column), at z = 9.6 (upper panels) and z = 6.0 (lower panels),
respectively. Gas images show log-weighted projected gas density. Magenta shows
cold molecular/atomic gas (T < 1000K), green shows warm ionized gas (104 ≤
T ≤ 105 K), and red shows hot gas (T > 106 K) (see Hopkins et al. 2014 for details).
Stellar images are mock u/g/r composites. We use starburst99 to determine the
SED of each star particle from its known age andmetallicity, and then ray-tracing the
line-of-sight flux, attenuating with a MW-like reddening curve with constant dust-
to-metals ratio for the abundance at each point. White circles show the position and
halo virial radii of each main galaxy (see text) identified by the AHF code. Gas
and star images of the same snapshot use the same projection and the same box size
along each direction. We can clearly see a complicated, multi-phase ISM structure,
with inflows, outflows, mergers, and star formation in dense clouds all occurring at
the same time.
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5.3 Galaxy Properties
5.3.1 Halo Identification
The galaxies in our simulations have different assembly histories at high redshifts.
The smallest galaxy, z5m09, evolves primarily via accretion and passive evolution,
while the more massive ones have undergone multiple mergers at earlier times. We
use the Amiga Halo Finder (ahf; Gill et al. 2004; Knollmann & Knebe 2009) to
identify halos in the simulations. The AHF code uses an adaptive mesh refinement
method. We choose the center of a halo as the center of mass of all particles in
the finest refinement level and adopt the virial overdensity from Bryan & Norman
(1998). In this work, we only consider the main galaxies that are well-resolved in
the simulations. We exclude those that are contaminated by low-resolution paticles,
not sufficiently resolved (contain less than 105/106 bound particles in MR/HR runs,
or have stellar mass lower than 10% of the most massive galaxy in each snapshot),
and subhalos/satellite galaxies. Some example images of gas and stars at different
redshifts are presented in Figure 5.1. The white circles show the virial radius of each
halo. As the figure shows, the more massive systems were assembled by merging
several smaller halos at early time.
5.3.2 Multi-phase ISM Structure
One advantage of our simulation is that we are able to explicitly resolve a realistic
multi-phase ISM, star formation, and stellar feedback. Figure 5.1 shows the distri-
bution cold, warm, and hot phase of gas on galactic scale. In Figure 5.2, we show
some examples of ISM structure on sub-kpc scale around star particles of different
ages from z5m10mr. The left column is the density and temperature maps around
a star particle of age 1Myr (before the first SNe explode at ∼ 3Myr). As expected
from our star formation criteria, newly formed stars are embedded in their dense
“birth” clouds. Within the central few pc around the star particle, the dense gas is
ionized and heated by ionizing photons from the star and an H II region forms5. The
middle column shows the ISM structure around an intermediate-age star particle
(3–10Myr), where there has just been a SN explosion (the example is 5Myr old).
The birth cloud has been largely dispersed and cleared by radiation pressure and
SN feedback, opening a large covering fraction of low-density regions. In contrast,
old star particles (right column, ∼ 40Myr) tend to be located in a warm, ambi-
ent medium. The ISM structures around star particles of different ages are very
5For a typical gas density of 100 cm−3 and an ionizing photo budget 1049.5 s−1 in this simulation,
the Strömgren radius is around 5 pc.
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Young Middle-aged Old
Figure 5.2: ISM structure in a random star neighborhood. We show density (top
panels) and temperature (bottom panels) maps of a slice around a(n) young (∼ 1Myr,
left column), middle-aged (∼ 5Myr, middle column), and old (∼ 40Myr, right
column) star particle. Each box is 300 pc along each direction. The yellow stars
represent the position of the star particle. We clearly see that young stars – which
produce most of the ionizing photons – are buried in H II regions inside their dense
birth clouds. By & 10Myr, the clouds are totally destroyed and most sightlines to
the stars have low column densities, but these stars no longer produce many ionizing
photons.
important in understanding the propagation of ionizing photons.
5.3.3 Galaxy Masses, Stellar Mass Assembly, and Star Formation History
As has been shown in Hopkins et al. (2014), with the stellar feedback models
described here (with no tuned parameters), the FIRE simulations predict many
observed galaxy properties from z = 0–6: the stellar mass–halo mass relation, the
Kennicutt–Schimidt law, star formation histories (SFHs), and the star-forming main
sequence. The simulations in this work are of much higher resolution and focus on
higher redshifts than those in Hopkins et al. (2014). We extend their analysis and
present the stellar mass-halo mass relation at z = 6, 7, 8, and 9.6 for our simulated
galaxies in Figure 5.3. We compare our results with the simulations from Hopkins
et al. (2014) at z = 6 and the observationally inferred relation from Behroozi et al.
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Figure 5.3: Galaxy stellar mass–halo mass relation at z = 6, 7, 8, and 9.6. We
compare the relation with the simulations from Hopkins et al. (2014) at z = 6 (small
black dots), and the observationally inferred relation in Behroozi et al. (2013b,
z = 7.0 and z = 8.0 only, cyan lines). The black dotted lines represent the relation
if all baryons turned into stars (i.e., M∗ = fb Mhalo). Our simulations are broadly
consistent with observations. These simulations are consistent with those inHopkins
et al. (2014), although the latter have much lower resolution. It is reassuring that
the stellar mass is converged in these runs.
(2013b) at z = 7 and 8 (note the relation in Behroozi et al. 2013b at z = 6 does
not overlap with the halo masses presented here). We confirm that our simulations
predict stellar masses consistent with observations at these redshifts. It is also
reassuring that the stellar masses in these simulations are well converged, despite
those from Hopkins et al. (2014) having much poorer resolution.
In Figure 5.4, we present the relation between UV magnitude at rest-frame 1500 Å
and halo mass for our simulated galaxies at z = 6, 7, 8, and 9.6. To obtain the UV
magnitudes, we first calculate the specific luminosity at 1500 Å for each star particle
by interpolating the stellar spectra tabulated from starburst99 as a function of
age and metallicity, and then convert the galaxy-integrated luminosity to absolute
AB magnitude. In Figure 5.4, we also compare with the interpolated abundance
matching from Kuhlen & Faucher-Giguère (2012, dotted lines). The simulations
are qualitatively consistent with the abundance matching results, and lie within the
131
108 109 1010 1011
Mvir/M¯
−20
−18
−16
−14
−12
−10
−8
M
U
V
,
15
00
A˚
z5m09
z5m10
z5m10mr
z5m10e
z5m10h
z5m11
z=6
z=7
z=8
z=9.6
Figure 5.4: UV magnitude at 1500Å as a function of halo mass for the simulated
galaxies, color coded by redshift. Galaxies at z =6, 7, 8, and 9.6 are shown by
blue, green, red, and yellow points, respectively. The numbers are calculated by
converting the intrinsic luminosity at 1500 Å to absolute AB magnitude. Dotted
lines show the abundance matching from Kuhlen & Faucher-Giguère (2012, fig 3)
at z = 4 (black), 7 (magenta), and 10 (cyan). The simulations are qualitatively
consistent with the abundance matching, and span the range of MUV = −9 to -19
that is believed to dominate reionization.
systematic observational uncertainties. Given that in this simple calculation, we
ignore the attenuation from dust inside the galaxy and along the line-of-sight in the
IGM, and that the abundance matching is very uncertain at the faint end, we do
not further discuss the comparison with these results. The simulated galaxies cover
MUV = −9 to −19 at these redshifts, which are believed to play a dominant role in
providing ionizing photons during reionization (e.g., Finkelstein et al. 2012; Kuhlen
& Faucher-Giguère 2012; Robertson et al. 2013). Most of these galaxies are too
faint to be detectable in current observations; our z5m11 galaxy is, however, just
above the detection limit (MUV ∼ −18) of many deep galaxy surveys beyond z ∼ 6.
Next generation space and ground-based facilities, such as the James Webb Space
Telescope (JWST) and the Thirty Meter Telescope (TMT) may push the detection
limit down to MUV ∼ −15.5 (e.g., Wise et al. 2014) and many of our simulated
galaxies will then lie above the detection limits of future deep surveys.
Figure 5.5 shows the star formation rate–stellar mass relation at z = 6, 7, 8, and
9.6 for the most massive galaxy in each simulation. Our simulated galaxies agree
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Figure 5.5: Star formation rate–stellar mass relation at z = 6, 7, 8, and 9.6 for
the most massive galaxy in each simulation. The cyan lines illustrate the ob-
served relation from a sample of galaxies at z = 6–8.7 in McLure et al. (2011).
Our simulated galaxies agree with the observed relation where they connect at
log(M∗/M) = 8.25.
with the observed relation from a sample of galaxies at z = 6–8.7 in McLure et al.
(2011) where they connect at log(M∗/M) = 8.25. We also present the growth of
galaxy stellar mass and instantaneous star formation rates (SFRs) as a function of
cosmic time for these galaxies in the top two panels of Figure 5.6 (the open symbols
represent the time-averaged SFR on 100Myr time-scales). All these galaxies show
significant short-time-scale variabilities in their SFRs, associated with the dynamics
of fountains, feedback, and individual star-forming clouds. On larger time-scales
(e.g., 100Myr), the fluctuations in SFRs become weaker and are mostly driven by
mergers and global instabilities (see the discussion in Hopkins et al. 2014).
It is worth noticing that our four z5m10x simulations have similar global galaxy
properties, despite different resolutions and SF prescriptions adopted in these runs.
This is because the galaxy-averaged star formation efficiency is regulated by stellar
feedback (1–2% per dynamical time, e.g., Hopkins et al. 2011; Ostriker & Shetty
2011; Agertz et al. 2011; Faucher-Giguère et al. 2013), not the SF criteria (Hopkins
et al. 2013b). However, SF criteria do affect the spatial and density distribution
of SF. In z5m10e, the SF density threshold nth = 1 cm−3 is comparable or slightly
larger than the mean density of the ISM, so that it can be easily reached even in the
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Table 5.2: Parameters used for the radiative transfer calculation.
Name lmin Nmax llargest Nphoton NUVB
(pc) (pc)
z5m09 25 250 . 40 3e7 3e7
z5m10 25 300 . 80 3e7 3e7
z5m10mr 50 250 . 100 3e7 3e7
z5m10e 50 300 . 80 3e7 3e7
z5m10h 50 250 . 100 3e7 3e7
z5m11 50 300 . 100 4e7 4e7
(1) lmin: the minimum cell size.
(2) Nmax: the maximum number of cells along each dimension.
(3) llargest: the cell size for the largest galaxy in the last snapshot.
(4) Nphoton: number of photon packages being transported.
(5) NUVB: number of UVB packages being transported.
diffuse ISM. Also, since SF takes place at 100% efficiency per free-fall time once
the gas becomes self-gravitating, many stars form just above the threshold before
the gas clouds can further collapse to higher densities. As a consequence, stars are
formed either in the diffuse ISM or in gas clouds of densities orders of magnitude
lower than those in our standard runs. We emphasize that the z5m10e run is not
realistic but is designed to mimic star formation models as adopted in low-resolution
simulations where the GMCs cannot be resolved.
5.4 Escape Fraction of Ionizing Photons
We post-process every snapshot with a three-dimensional Monte Carlo radiative
transfer (MCRT) code to evaluate the escape fraction of hydrogen ionizing photons
from our simulated galaxies. The code is derived from the MCRT code SEDONA
base (Kasen et al. 2006) and focuses specifically on radiative transfer of hydrogen
ionizing photons in galaxies (see Fumagalli et al. 2011, 2014). For each galaxy, we
calculate the intrinsic ionizing photon budget for every star particle within Rvir to
obtain the galaxy ionizing photon production rate Qint. We use the Padova tracks
with AGB stars in starburst99with a metallicity Z = 0.0004 (0.02 Z, the closest
available to the mean metallicity in our simulations) as our default model (also
see Figure 5.13). Then we run the MCRT code to compute the rate of ionizing
photons that can escape the virial radius Qesc. We define the escape fraction as
fesc = Qesc/Qint.
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5.4.1 Radiative Transfer Calculation
We perform theMCRT using a Cartesian grid. We first convert each “well-resolved”
galaxy identified in our simulations to a cubic Cartesian grid of side length L and
with N cells along each dimension. We center the grid at the center of the galactic
halo and choose L equal to two virial radii. The size of a cell l = L/N must be
appropriately chosen to ensure convergence. For each simulation, we determine a
minimum cell size lmin and a maximum Nmax and then take N = min{L/lmin, Nmax}.
We have run extensive tests to make sure the parameters lmin and Nmax for each
simulation are carefully selected to ensure convergence for every snapshot and
maintain reasonable computational expenses. We show examples of convergence
tests in Appendix B6. These parameters are listed in Table 5.2. We then calculate
the gas density, metallicity, and temperature, at each cell by distributing the mass,
internal energy, and metals of every gas particle among a number of cells weighted
by their SPH kernel. This conserves mass and energy of gas from the simulation to
the grid.
The MCRT method is similar to that described in Fumagalli et al. (2014). The
radiation field is described by discreteMonte Carlo packets, each representing a large
collection of photons of a givenwavelength. We emit Nstar packets isotropically from
the location of the star particles, appropriately sampled by the star UV luminosities.
We also emit NUVB packets from the edge of the computational domain in a manner
that produces a uniform, isotropic UV background radiation field with intensity
given by Faucher-Giguère et al. (2009). Every photon packet is propagated until it
either escapes the grid, or is absorbed somewhere in the grid. Scattering is included
in the transport, i.e., we do not make the on the spot approximation.
The photon packets are used to construct estimators of the hydrogen photoionization
rates in all cells. The photoionization cross-sections were taken from Verner et al.
(1996), the collisional ionization rates from Jefferies (1968), and the radiative
recombination rates from Verner & Ferland (1996). When calculating the rates,
we use the gas temperature from the simulations instead of computing it self-
consistently through the radiative transfer7. We use the case A recombination rates
6TheMCRT calculation converges atmuch poorer resolution than that we use for hydrodynamics.
This is because most of the sources reside in the environment where the ionizing photon optical depth
is either τUV  1 or τUV  1. The MCRT calculation will converge as long as the grid captures
which limit a star particle is in. However, we emphasize that the high resolution of hydrodynamics
is necessary in order to capture the ISM structure in star-forming regions in the presence of stellar
feedback. Low resolution simulations tend to over-predict escape fractions by an order of magnitude
(see the discussion in Section 5.5.2).
7The simulations take into account many other heating sources (e.g., shocks) besides photoion-
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as the transport explicitly treats photon scattering. We assume that 40%of themetals
are in dust phase and adopt a dust opacity of 104 cm2 g−1 (Dwek 1998; Fumagalli
et al. 2011). Since the high-redshift galaxies in our simulations tend to be extremely
metal-poor, our results do not depend much on dust absorption.
We assume that the gas is in ionization equilibrium, which should be valid for all
but the lowest density, highest temperature regions. Such very low density regions
likely do not influence the escape fraction in any case. We use an iterative method
to reach equilibrium, running the MCRT, updating the ionization state of each cell,
and then repeating the transport until convergence in the ionization state and escape
fraction is reached. We use up to 15 iterations to reach convergence, with typical
particle counts per iteration of 3 × 107 for Nstar and NUVB. We ran tests increasing
the particle counts by an order of magnitude to check that the final escape fraction
did not change.
5.4.2 Instantaneous and Time-averaged Escape Fraction
In Figure 5.6, we present the instantaneous escape fractions ( fesc), intrinsic ionizing
photon budgets (Qint), and escaped photon budgets (Qesc) as a function of cosmic
time for the most massive galaxies in each simulation. We also average Qint and
Qesc over 100Myr to obtain the time-averaged escape fractions (the open symbols in
Figure 5.6). The instantaneous escape fractions show significant time fluctuations,
varying between < 0.01% and > 20% from time to time. In our standard runs with
default star formation prescriptions, galaxies can reach high escape fractions (10–
20%) only during small amounts of time. For most of the time, the time-averaged
escape fractions remain below5%. Wealso calculate the average escape fraction over
their entire star formation history (i.e., z = 6–12). All our standard runs show values
between 3–7%, which confirm low escape fractions on even longer time-scales. The
variation in escape fractions on short time-scales is a consequence of feedback and
the stochastic formation and disruption of individual star-forming regions, while long
time-scale fluctuations are associated with galaxy mergers and intensive starbursts.
Note that a high instantaneous escape fraction does not necessarily indicate a high
contribution of ionizing photons. For example, although the main galaxy of z5m11
had an escape fraction around 20% at z ∼ 6.8, its intrinsic ionizing photon budget
ization. As the radiative transfer code includes collisional ionizations, it is more realistic to take the
gas temperature from the simulations than re-computing gas temperature from radiative transfer cal-
culations (in the latter case photoionization would be the only heating source). In regions dominated
by photoionization, the uncertainty due to gas temperature is very small, since the recombination
rate depends only weakly on temperature.
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Qint was relatively low at that instant and the time-averaged escape fraction is only
∼ 3%. Recalling that many models of reionization usually require fesc ∼ 20%
if the universe was reionized by galaxies brighter than MUV > −13 only (e.g.,
Finkelstein et al. 2012; Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013),
the escape fractions we find from our simulations are considerably lower than what
those models require.
As long as we properly resolve star formation in dense birth clouds, our results are
not sensitive to the details of our star formation prescription8. For example, in our
z5m10h run where we apply nth = 1000 cm−3, the escape fraction is very similar
to the standard runs. Also, the similarity between the HR z5m10 run and the MR
z5m10mr run shows that our results converge with respect to resolution9.
However, in our z5m10e run where we allow stars form in diffuse gas, the time-
averaged escape fraction exceeds 20% for most of the time. While this toy model
results in higher escape fractions, we stress that such a star formation prescription
is not consistent with our current understanding of star formation. As such, these
predictions are likely not realistic but we include them to illustrate how escape
fraction predictions depend sensitively on the ISM model, with our z5m10e run
being representative of many simulations that do not have sufficient resolution to
capture dense ISM structures.
For the fiducial stellar population model we adopt, the majority of the intrinsic
ionizing photons are produced by the youngest star particles with age < 3Myr
(see also Figure 5.13). These stars are formed in dense, self-gravitating, molecular
regions. Most of their ionizing photons are immediately absorbed by their “birth
clouds” and thus cannot escape the star-forming regions (see also, e.g., Kim et al.
2013). When a star particle is older than 3Myr, a large covering fraction of its birth
cloud has been cleared by feedback and thus a significant fraction (order unity) of
its ionizing photons are able to propagate to large distances (see e.g., the middle
panels of Figure 5.2). Indeed, the ionizing photons that escaped in our simulations
mostly come from the star particles of age between 3–10Myr (also see Section
8Previous studies also showed that GMC lifetimes and integrated star formation efficiencies were
nearly independent of the instantaneous density threshold and star formation efficiency in dense gas,
as long as the clouds were resolved (Hopkins et al. 2011, 2012a).
9For HR runs where the mass of a star particle is only 10–100 M , we also test the effects of the
IMF-average approximation. We randomly resample the ionizing photon budgets among individual
star particles at a 1:20 ratio according to their ages and repeat the radiative transfer calculations. We
find that the escape fractions are very similar. This confirms that the IMF-averaged approximation
in HR runs does not affect our results.
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Figure 5.8: Angular distribution of escape fraction for two typical snapshots, with
spatially averaged escape fraction 0.005 (blue) and 0.2 (green), respectively. Statis-
tics are obtained from N = 400 uniformly sampled directions. The broad distribution
implies that the ionizing photons that escape to the IGM are highly anisotropic, and
that the measured escape fraction from individual galaxies can vary by more than 2
dex depending on the sightline.
5.5.4). However, the intrinsic ionizing photon budget of a star particle decreases
rapidly with age above 3Myr according to many standard stellar population models.
In other words, the escape fractions are primarily determined by small-scale ISM
structures surrounding young and intermediate-age star particles. The low escape
fractions we find in our simulations are the consequence of the fact that the time-
scale for a star particle to clear its birth cloud is comparable to the time-scale for it
to exhaust a large amount of its ionizing photon budget. Only when star formation
activities are intensive and can last for considerable amount of time, will the ionized
regions expand and overlap and thus allow a large fraction of ionizing photons from
the youngest stars to escape. For example, the high escape fractions in z5m10mr at
cosmic time > 1Gyr (z . 6) are due to the strong and lasting star formation during
the past 100Myr. However, such events are not common in our simulations, since
further star formation activity is usually suppressed effectively by stellar feedback.
In Figure 5.8, we show the angular distribution of escape fraction as measured from
N = 400 uniformly sampled directions. We repeat the radiative transfer calculation
with ten timesmore photon packages than listed in Table 5.2 for two snapshots which
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Figure 5.9: Time-averaged escape fraction (top panel) and escaped ionizing pho-
ton budget (bottom panel) as a function of cosmic time, color-coded by stellar
mass. Different symbols represent the galaxies from different simulations. Points
are the escape fraction averaged over 100Myr (Qesc/Qint). We see no significant
dependence of fesc on redshift.
have spatially averaged escape fraction fesc = 0.005 and 0.2, respectively. The broad
distribution of escape factions implies that the ionizing photons escaping to the
IGM from galaxies are highly anisotropic. It also indicates that the observationally
measured escape fraction from individual galaxies does not necessarily reflect the
angle averaged escape fraction from the same object, as it can vary by roughly 2 dex
depending on the sightline.
In Figures 5.9 and 5.10, we compile the time-averaged escape fraction and escaped
ionizing photon budget as a function of cosmic time and stellar mass, respectively,
for all the “well-resolved” galaxies in our standard runs. The symbols are color-
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coded by stellar mass and cosmic time in Figure 5.9 and 5.10, respectively. Most
of the points lie below fesc < 5%. The escape fraction has a large scatter at fixed
cosmic time or stellar mass. We find that there is no significant dependence of escape
fraction on cosmic time or stellar mass. This is consistent with the argument that the
escape of ionizing photons is restricted by small-scale ISM structures surrounding
the young stellar populations. More simulations are required to study possible
redshift and galaxy mass evolution to lower redshifts and over a wider mass interval
than sampled by the simulations analyzed in this paper. We also caution that weak
trendswould be difficult to discern given the time variability found in our simulations
and the small size of our simulation sample. The escaped ionizing photon budget
depends linearly on stellar mass, with the best fit logQesc = log(M∗/M) + 43.53.
This is primarily a consequence of the roughly linear dependence of SFR on stellar
mass.
5.5 Discussion
We find that instantaneous escape fractions of hydrogen ionizing photons from our
simulated galaxies vary between 0.01%–20% from time to time, while time-averaged
escape fractions generally remain below 5%. These numbers are broadly consistent
with the wide range of observationally constrained escape fractions measured from
variant galaxy samples at z = 0–3 (e.g., Leitet et al. 2011, 2013; Cowie et al. 2009;
Siana et al. 2010; Bridge et al. 2010; Iwata et al. 2009; Boutsia et al. 2011; Vanzella
et al. 2012; Nestor et al. 2013).
We obtain much lower escape fractions than previous simulations with “sub-grid”
ISM, star formation, and feedbackmodels (e.g., Razoumov&Sommer-Larsen 2010;
Yajima et al. 2011), but our results are more consistent with many recent simulations
with state-of-art ISM and feedback models (e.g., Kim et al. 2013; Wise et al. 2014;
Kimm & Cen 2014; Paardekooper et al. 2011, 2015). Below, we will show that this
owes to the failure of the “sub-grid” models in resolving stellar birth clouds.
Nevertheless, the escape fractions from our simulated galaxies are still considerably
lower than what requires for these galaxies to reionize the universe in many popular
models. The tension can be at least partly resolved by invoking galaxies much fainter
than what we study in this work, since smaller galaxies have dramatically increasing
number densities and possibly much higher escape fractions (e.g., Alvarez et al.
2012; Paardekooper et al. 2013; Wise et al. 2014). Alternatively, in the rest of
this section, we will discuss some physical parameters that might boost the escape
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fractions in our simulated galaxies. Most of the experiments presented here are for
illustrative purposes, but they are worth further exploration in future work in a more
systematic and self-consistent way.
5.5.1 UV Background
We repeat the radiative transfer calculation for all the snapshots after cosmic time
0.9 Gyr (z ∼ 6) of our z5m10mr galaxy with the UV background switched off
(the red dotted line in the upper right panel of Figure 5.6). The predicted escape
fractions does not differ from the previous calculation with the UV background
at 0.01% level, consistent with the results in Yajima et al. (2011). This confirms
that the low-density, diffused gas in the galactic halo (which is affected by the UV
background) does not affect much the escape of ionizing photons10.
5.5.2 Star Formation Criteria
In our standard simulations, we allow star formation occurs only in molecular, self-
gravitating gas with density above a threshold nth = 100 cm−3. We run z5m10h
where we adopt nth = 1000 cm−3 for a convergence study. For contrast, we in-
tentionally design z5m10e to mimic “sub-grid” SF models, where we lower nth
to 1 cm−3 and allow extra SF at 2% efficiency per free-fall time in gas above the
threshold but not self-gravitating. In Section 5.3, we have confirmed that the global
galaxy properties (e.g., star formation rates, stellar masses, UV magnitudes, etc.)
are very similar between these runs. However, as shown in Figure 5.6, the escape
fraction from z5m10e is significantly higher than in other simulations.
To illustrate this more clearly, we compare the time-averaged (over 100Myr time-
scale) escape fraction of z5m10, z5m10e, and z5m10h in Figure 5.11. The quali-
tative behaviors of escape fraction are very similar between z5m10, z5m10mr, and
z5m10h, which further confirm that our results are converged with respect to reso-
lution and SF density threshold (as long as it is much larger than the mean density
of the ISM).
However, in z5m10e, the escape fraction is dramatically higher, since many young
stars form in the diffuse ISM. Their ionizing photons can then immediately escape
the galaxy. We emphasize that the z5m10e run is not realistic but mimics “sub-
grid” SF models as adopted in low-resolution simulations where star formation in
dense gas clouds cannot be resolved. This suggests a caution that simulations with
10However, if the simulations are run without a UV background, gas accretion onto the halo itself
can be modified.
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Figure 5.11: Escape fraction with different star formation density prescriptions. The
escape fractions averaged over 100Myr are shown for z5m10 (nth = 100 cm−3, blue
solid), z5m10mr (nth = 100 cm−3, green dotted), z5m10h (nth = 1000 cm−3, cyan
dashed), and z5m10e (nth = 1 cm−3, without SF self-gravity criteria, red dotted).
For nth & 100 cm−3, our results are well-converged with respect to SF density
threshold and resolution. However, if SF is allowed in diffuse gas, fesc can be
severely over-estimated.
“sub-grid” SF models can over-predict the escape fraction by an order of magnitude.
5.5.3 Runaway Stars
There is plenty of evidence that a considerable fraction of O and B stars have
high velocities and can travel far from their birth clouds during their lifetime (the
“runaway” stars, e.g., Blaauw 1961; Stone 1991; Hoogerwerf et al. 2001; Tetzlaff
et al. 2011). To qualitatively illustrate the effect of these runaway stars on the escape
fraction (e.g., Conroy & Kratter 2012), we move every star particle younger than
3Myr by a distance vinitage along a random direction in the snapshots, and repeat the
radiative transfer calculation to evaluate the escape fraction as the stars are at their
new positions. Here vini is some initial kicking velocity and tage is the age of the
star particle. In principle, it would be more self-consistent if we re-run the whole
simulation with runaway star prescription (e.g., Kimm & Cen 2014). Nonetheless,
our simple experiment provides a first estimate of the effects of runaway stars on the
escape fraction.
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Figure 5.12: Escape fractions in presence of runaway stars. We only show z5m10mr
during the cosmic time 0.8–1.0 Gyr (z = 6–7, but the effect in other runs would is
similar). Each star particle younger than 10Myr is kicked from its original position
along a random direction with an initial velocity vini. Blue dotted, dashed, and solid
lines show the results for vini = 10 km s−1, 50 km s−1, and 100 km s−1, respectively.
The black solid line shows the escape fraction when vini = 0 (the same as in
Figure 5.6). Typical kick velocities suggested by observations (∼ 30 km s−1) have
only small effects on fesc. Only if the velocities are very large (e.g., & 100 km s−1),
and an order-unity fraction of stars have been kicked, will this be significant.
We repeat this experiment for our z5m10mr run during cosmic time between 0.8–1.0
Gyr (z = 6–7) with vini = 10, 50, and 100 km s−1, corresponding to a displacement
of 30, 150, and 300 pc for a star particle of age 3Myr. We show the results in Figure
5.12. A small initial velocity of vini = 10 km s−1 barely affects the escape fraction
since the displacement of a newly formed star particle is . 30 pc, which is much less
than the typical size of their birth clouds (see Figure 5.2 for an illustration of the ISM
structure around young star particles). For vini = 50 km s−1, the escape fractions can
be boosted by at most 1–2% (in absolute units, or 20-30% fractionally). Only for
extremely high initial velocity (∼ 100 km s−1), the escape fractions are enhanced by
a few precent, since some young star particles are kicked out of their birth clouds.
But these numbers are still somewhat lower than what many reionization models
require. Note that observations suggest that only ∼ 30% of the OB stars are runaway
stars and that the typical velocity of runaway stars is around 30 km s−1 (e.g., Tetzlaff
et al. 2011). Therefore, our experiments suggest that runaway stars will boost the
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Figure 5.13: Ionizing photon budget per unit mass for a stellar population as a
function of its age. The black line shows the starburst99 low-metallicity model
(our default model). The green line shows the starburst99 solar-metallicity model.
The red line shows a simple “constant Qint model” we consider in Figure 5.14. This
produces a similar number of ionizing photons in the first 3Myr, but retains the
same photon production rate to 10Myr.
escape fractions by no more than 1% (in absolute units, or 20% fractionally)11.
5.5.4 Stellar Population Models
So far, we have adopted the Padova+AGB stars track of metallicity Z = 0.0004
(0.02 Z) from starburst99 model assuming a Kroupa (2002) IMF from 0.1–
100M to evaluate the intrinsic ionizing photon budget for each star particle.
In this model, the ionizing photon production rate decreases rapidly when the
age of a stellar population exceeds 3Myr. However, there are good reasons to
believe that these models suffer from great uncertainties. For example, Steidel et al.
(2014) emphasized the importance of binary and rotating stars since these stars
have high effective temperatures that are required to explain the ionization states
of z = 2–3 star forming galaxies. Moreover, recent theoretical studies suggest that
binary star interactions can produce ionizing photons in a stellar population older
11One effect not captured in our post-processing experiment which could potentially boost the
escape fraction is how feedback from runaway stars would affect the structure of the ISM as they
move away from their birth locations. A self-consistent modeling of runaway stars is presented in
Kimm & Cen (2014). Our result is broadly consistent with theirs for halo masses ∼ 1010 M .
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Figure 5.14: Escape fractions calculated by invoking the three different stellar
population models shown in Figure 5.13. We show the results for z5m10mr during
cosmic time 0.8–1.0 Gyr (z = 6–7, but the effect in all other runs is similar).
The black line shows the results using the starburst99 low-metallicity model
(Z = 0.0004, our fiducial model, the same as in Figure 5.6). The green line shows
the results using starburst99 solar-metallicity model (Z = 0.02). The red line
shows the results when using the “constant Qint model”. By extending the lifetime
of photon production to 3–10Myr, when the birth clouds have been largely cleared,
large fesc (10–20%) can be obtained.
than 3Myr; such events are not uncommon (e.g., de Mink et al. 2014). While
these models are very uncertain and still poorly understood, it is not unphysical to
invoke more ionizing photons from these populations. To explore the effects of
different stellar population models on the escape fractions, we construct a toy model
which we refer to the “constant Qint model” to explore its effect on the escape of
ionizing photons. In this model, the ionizing photon budget of a stellar population is
5.6× 1046 s−1 M−1 when the population is younger than 10Myr and suddenly drops
to 5.6 × 1036 s−1 M−1 when the population is older than 10Myr. For comparison,
we also tabulate the ionizing photon budget using the Padova+AGB stars track of
solar metallicity (Z = 0.02) from starburst99 model. We illustrate in Figure 5.13
the intrinsic ionizing photon budget as a function of stellar age for the three models
we discuss. Their behaviors are very similar for stellar age < 3Myr, after which
they start to deviate heavily from each other. The solar-metallicity model has the
lowest ionizing photon budget between 3–10Myr while the constant Qint model has
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the highest.
We repeat the radiative transfer calculation to calculate the escape fraction assuming
intrinsic ionizing photon production rate evaluated from these models. In Figure
5.14, we show the results for our z5m10mr run during cosmic time 0.8–1.0 Gyr
(z = 6–7). The escape fractions are very sensitive to the stellar models we use.
For the solar-metallicity track model, we get the lowest escape fractions. On the
other hand, if we adopt the constant Qint model, we find the escape fractions are
enhanced by almost an order of magnitude. These results further illustrate the
picture that the escaped photons come from star particles of age 3–10Myr, where
their birth clouds have been cleared by feedback. Our findings suggest that relatively
older stellar populations could contribute a considerable fraction of ionizing photons
during reionization, if these populations produce more ionizing photons than what
standard stellar population models predict, as motivated by models that include
rotation, binaries, and mergers.
5.6 Conclusions
In this work, we present a series of extremely high-resolution (particle mass 20–
2000M, smoothing length 0.1–4 pc) cosmological zoom-in simulations of galaxy
formation down to z ∼ 6, covering galaxy halo masses in 109–1011 M, stellar
masses in 2 × 105–2 × 108 M, and rest-frame ultraviolet magnitudes MUV = −9
to −19 at that time. This set of simulations include realistic models of the multi-
phase ISM, star formation, and stellar feedback (with no tuned parameters), which
allow us to explicitly resolve small-scale ISM structures. Cosmological simulations
with these feedback models have been shown to produce reasonable star formation
histories, the stellar-mass halo mass relation, the Kennicutt-Schmidt law, the star-
forming main sequence, etc., at z = 0–6 (Hopkins et al. 2014). We post-process
our simulations with a Monte Carlo radiative transfer code to evaluate the escape
fraction of hydrogen ionizing photons from these galaxies. Our main conclusions
include the following.
(i) Instantaneous escape fractions have large time variabilities, fluctuating from
< 0.01% to > 20% from time to time. In our standard runs, the escape fractions can
reach 10–20% only for a small amount of time. The time-averaged escape fractions
(over time-scales 100–1000Myr) generally remain below 5%, considerably lower
than many recent models of reionization require.
(ii) As long as star formation is regulated effectively via feedback, the escape
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fractions are mainly determined by small-scale ISM structures around young and
intermediate-age stellar populations. According to standard stellar population mod-
els, most of the intrinsic ionizing photons are produced by newly formed star par-
ticles younger than 3Myr. They tend to be embedded in their dense birth clouds,
which prevent nearly all of their ionizing photons from escaping. The escaping
ionizing photons primarily come from intermediate-age stellar populations between
3–10Myr, where the dense birth clouds have been largely destroyed by feedback.
According to “standard” stellar population models, the ionizing photon production
rates decline heavily with time at these ages. This leads to the difficulty of getting
high escape fractions.
(iii) The escape fractions do not change if the star formation density threshold
increases from 100 to 1000 cm−3, as long as stars form in resolved, self-gravitating,
dense clouds. On the other hand, if we allow star formation in the diffuse ISM (with
some ad hoc low star formation efficiency), as is adopted in most low-resolution
cosmological simulations, the escape fractions can be over-predicted by an order
of magnitude. We emphasize that realistic, resolved phase structure of the ISM is
critical for converged predictions of escape fractions.
(iv) Applying a fraction of ∼ 30% runaway OB stars to our simulations with typical
velocity ∼ 30 km s−1 as motivated by many observations can only enhance the
escape fraction by at most 1% (in absolute values, or 20% fractionally). The effect
of runaway stars would not be significant unless a large fraction of the most young
stars can obtain dramatically high initial velocity in high-redshift galaxies.
(v) Stellar populations older than 3Myr may play an important role in reionizing
the universe. The escape fractions can be boosted significantly if stellar populations
of intermediate ages produce more ionizing photons than what standard stellar
population models predict, as suggested by many new stellar population models
(e.g., models including rotations, binary interactions, and mergers).
Our simulations are limited in sample size. Also, the simple experiments we present
in Section 5.5 do not treat stellar feedback consistently with varying stellar models.
Our results motivate further work exploring the effects of IMF variations, stellar
evolution models, runaway stars, etc., in a more systematic and self-consistent way.
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Appendix A: Comparison of MCRT post-processing to on-the-fly ionization
calculations
As described in Section 5.2, in our simulations, the ionization state of each gas
particle at every timestep is determined from the photoionization equilibrium equa-
tions described in Katz et al. (1996), given a uniform and redshift-dependent UV
background from Faucher-Giguère et al. (2009) and photon-ionization and photon-
electric heating rate from local sources, assuming a local Jeans-length approximation
of self-shielding. In the simulations (“on-the-fly”), we model photoionization feed-
back from star particles in an approximate way – we move outward from the star
particle and ionize each nearest neutral gas particle until the photon budget is com-
pletely consumed. In intense star-forming regions, this allows H II regions to expand
and overlap and thus approximately captures reasonable ionization states in these
regions. However, if the gas distribution is highly asymmetric around an isolated
star particle (see, e.g., the middle column in Figure 5.2), the gas ionization states
will not be accurately captured. In this work, we follow the propagation of ionizing
photons and re-compute the gas ionization state with aMonte Carlo radiative transfer
code in post-processing, which will be more accurate in photoionization regions.
Figure 5.15 shows the gas neutral fractions on a slice crossing the galactic center, of
a snapshot at z = 6 from z5m10. Figure 5.16 shows the neutral hydrogen column
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Figure 5.15: Gas neutral fraction on a slice across the galactic center. We show the
snapshot at z = 6 from z5m10mr. Left: the neutral fraction directly extracted from
the simulation. Right: the neutral fraction recomputed by radiative transfer code.
The size of the box equals to two times of the virial radius and there are 250 pixels
along each direction. Only regions within the virial radius are shown.
Figure 5.16: Neutral hydrogen column density as viewed from the galactic center.
We show the snapshot at z = 6 from z5m10mr. Left: the neutral column density di-
rectly extracted from the simulation. Right: the neutral column density recomputed
by radiative transfer code.
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Figure 5.17: Resolution convergence ofMCRT calculation. We show two examples,
one from z5m09 (HR) and the other from z5m10mr (MR), where we repeat the
MCRT calculation for the same galaxy but with different grid cell sizes for the
RT calculation. The results are relatively insensitive to the cell size, for cell sizes
varying from l = 20–100 pc.
density map as viewed from the center of the galaxy for the same snapshot. In both
figures, the left panels are the results before post-processing and the right panels
show the results from radiative transfer calculations (using ten times the standard
number of photon packages listed in Table 5.2). In general, both results agree
quite well on large-scale pattern of the neutral gas distribution, although radiative
transfer calculations reveal more small structures in star-forming regions. None of
our conclusions in this paper are changed qualitatively if we compute the escape
fractions using on-the-fly ionization states in the simulations. It is reassuring, both
for the present work and for previous studies that used the same approximations, that
the approximations used in the simulation code predict ionization structures that are
broadly consistent with post-processing radiative transfer calculations.
Appendix B: Resolution convergence for MCRT calculation
In Section 5.4.1, we describe that the MCRT calculation is performed on a cubic
Cartesian grid of side length L and with N cells along each dimension. In principle,
the resolution l = L/N should be small enough to capture the ISM structure, but
the number of cells N3 cannot be so big that the calculation is too computationally
expensive. After performing extensive convergence tests, we choose l = 25–100 pc
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depending on the size of the galactic halo. Here we show two typical examples, one
from z5m09 (HR) and the other from z5m10mr (MR), to illustrate the convergence
of our MCRT calculation with respect to cell size l. As shown in Figure 5.17,
we repeat the MCRT calculation for the same galaxy with resolution varying from
l = 20–100 pc and find that the escape fractions do not change appreciably.
The MCRT calculation converges at much poorer resolution than that we adopt for
hydrodynamics. This is because most of the sources reside in an environment where
the ionizing photon optical depth is either τUV  1 or τUV  1. In both limits, the
MCRT calculation converges even if the exact column density is not captured with
great accuracy (e.g., τUV = 100 and τUV = 10 make little difference). However,
we emphasize that the high resolution of hydrodynamics is necessary in order to
capture the ISM structure in the presence of star formation and stellar feedback. Low
resolution simulations with “sub-grid” models tend to over-predict escape fraction
(see the discussion in Section 5.5.2).
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C h a p t e r 6
BINARY STARS CAN PROVIDE THE “MISSING PHOTONS”
NEEDED FOR REIONIZATION
Ma, X., Hopkins, P. F., Kasen, D., et al., 2016, “Binary stars can provide the ‘missing
photons’ needed for reionization", Monthly Notices of the Royal Astronomical
Society, 459, 3614-3619
doi: 10.1093/mnras/stw941
Abstract
Empirical constraints on reionization require galactic ionizing photon escape frac-
tions fesc & 20%, but recent high-resolution radiation-hydrodynamic calculations
have consistently found much lower values ∼ 1–5%. While these models include
strong stellar feedback and additional processes such as runaway stars, they almost
exclusively consider stellar evolution models based on single (isolated) stars, despite
the fact that most massive stars are in binaries. We re-visit these calculations, com-
bining radiative transfer and high-resolution cosmological simulations with detailed
models for stellar feedback from the Feedback in Realistic Environments (FIRE)
project. For the first time, we use a stellar evolution model that includes a physically
and observationally motivated treatment of binaries (the BPASS model). Binary
mass transfer and mergers enhance the population of massive stars at late times
(& 3 Myr) after star formation, which in turn strongly enhances the late-time ioniz-
ing photon production (especially at low metallicities). These photons are produced
after feedback from massive stars has carved escape channels in the ISM, and so
efficiently leak out of galaxies. As a result, the time-averaged “effective” escape
fraction (ratio of escaped ionizing photons to observed 1500Å photons) increases
by factors ∼ 4–10, sufficient to explain reionization. While important uncertainties
remain, we conclude that binary evolution may be critical for understanding the
ionization of the Universe.
Keywords: binaries: general – stars: evolution – galaxies: formation – galaxies:
high-redshift – cosmology: theory
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6.1 Introduction
The escape fraction ( fesc) of hydrogen ionizing photons from high-redshift star-
forming galaxies is perhaps the most important and yet most poorly understood
parameter in understanding the reionization history. Models of cosmic reionization
suggest that fesc & 20% (e.g., Kuhlen & Faucher-Giguère 2012; Finkelstein et al.
2012; Robertson et al. 2013, 2015) is needed to match the optical depth of electron
scattering inferred from cosmic microwave background (CMB) measurements (e.g.,
Hinshaw et al. 2013; Planck Collaboration et al. 2014), assuming that most of the
ionizing photons come from star-forming galaxies brighter than MUV = −13.
However, such a high fesc is problematic in the context of both observations and
theory. From the local universe to redshift z ∼ 1, there is no confirmed Lyman
continuum (LyC) detection, neither from individual galaxies nor from stacked sam-
ples, implying upper limits of fesc = 1–3% (e.g., Leitet et al. 2011, 2013; Bridge
et al. 2010; Siana et al. 2010). Even at z ∼ 3, many earlier reports of LyC detection
from Lyman break galaxies (LBGs) and Lyα emitters (LAEs) have proven to be
contaminated by foreground sources (e.g., Siana et al. 2015) and a low fesc about
5% has been derived from some galaxy samples at this redshift (e.g., Iwata et al.
2009; Boutsia et al. 2011).
Moreover, the latest generation of cosmological hydrodynamic simulations predict
fesc to be no more than a few percent in galaxies more massive than 109 M in
halo mass at z > 6 (e.g., Wise et al. 2014; Kimm & Cen 2014; Paardekooper
et al. 2015; Ma et al. 2015). These simulations include detailed models of ISM
physics, star formation, and stellar feedback, in contrast to early generations of
simulations which tended to over-predict fesc by an order of magnitude, owing to
more simplistic ISM models (see Ma et al. 2015, and references therein). The low
fesc in these simulations is due to the fact that newly formed stars, which dominate the
intrinsic ionizing photon budget, begin life buried in their birth clouds, which absorb
most of the ionizing photons. By the time low column density escape channels are
cleared in the ISM, the massive stars have begun to die and the predicted ionizing
photon luminosity has dropped exponentially. Stellar populations older than 3Myr
have order unity photon escape fractions, but – according to single stellar evolution
models such as starburst99 (Leitherer et al. 1999) – these stars only contribute a
small fraction of the intrinsic ionizing photon budget (Ma et al. 2015).
Therefore, there appears to be a factor of ∼ 4–5 fewer ionizing photons predicted,
compared to what is needed to ionize the Universe. Several solutions have been
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proposed. For example, Wise et al. (2014) suggested that tiny galaxies that are
much fainter than MUV = −13 may play a significant role in reionization, since fesc
increases quickly from 5% to order unity for halo mass below 108.5 M. However,
others have noted that the required number of tiny galaxies would imply a huge
population of Milky Way satellites which have not been observed (see e.g., Boylan-
Kolchin et al. 2014; Graus et al. 2016). Conroy & Kratter (2012) proposed that
runaway OB stars can boost fesc; however, both Kimm & Cen (2014) and Ma
et al. (2015) showed that in high-resolution simulations these produce a marginal
effect, increasing fesc systematically by a factor of only ∼ 1.2 (far short of the
& 4 required). A more radical alternative is to invoke non-stellar sources for
reionization, for example AGN (see e.g., Madau & Haardt 2015). This relies on
recent observations (e.g., Giallongo et al. 2015) suggesting much higher number
densities of faint AGN at high redshift than previously thought (e.g., Hopkins et al.
2007).
But there are gaps in our understanding of stellar evolution. One key factor that
is usually not considered in standard stellar population models is the effect of
binary interaction. Mass transfer between binary stars, and binary mergers, can
effectively increase the number of high-mass stars at later times after star formation.
Also, massive, rapidly-rotating stars produced via mass transfer undergo quasi-
homogeneous evolution if the metallicity is sufficiently sub-solar. These stars are
hotter and their surface temperature increases as they evolve (e.g., Eldridge &
Stanway 2012). All of these can substantially increase the number of ionizing
photons produced at late times, compared to what is expected from single-star
evolution models (e.g., de Mink et al. 2014). Recently, Stanway et al. (2016)
pointed out that the emissivity of ionizing photons from high-redshift galaxies,
inferred from their UV luminosities, would be higher by a factor of ∼ 1.5 using
stellar evolution models that account for binary interaction. Furthermore, binary
evolution does not just produce more ionizing photons, but it may also substantially
increase the escape fractions (Ma et al. 2015).
In this paper, we explore in more detail the effect of binary interaction on ionizing
photon production and escape by repeating the calculation described in Ma et al.
(2015) using the Binary Population and Spectral Synthesis (BPASS) model of stellar
population evolution1 (Eldridge et al. 2008, 2017). These models are calibrated to
observations of local stellar populations, and reproduce the observed multiplicity
1http://bpass.auckland.ac.nz
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Table 6.1: Simulations analyzed in this chapter.
Name mb b mdm dm Mhalo M∗ MUV
(M) (pc) (M) (pc) (M) (M) (AB mag)
z5m09 16.8 0.14 81.9 5.6 7.6e8 3.1e5 -10.1
z5m10mr 1.1e3 1.9 5.2e3 14 1.5e10 5.0e7 -17.5
z5m11 2.1e3 4.2 1.0e4 14 5.6e10 2.0e8 -18.5
Notes. Initial conditions and galaxy properties at z = 6.
(1) Name: Simulation designation.
(2) mb: Initial baryonic particle mass.
(3) b: Minimum baryonic force softening. Force softening is adaptive.
(4) mdm: Dark matter particle mass in the high-resolution regions.
(5) dm: Minimum dark matter force softening.
(6) Mhalo: Halo mass of the primary galaxy at z = 6.
(7) M∗: Stellar mass of the primary galaxy at z = 6.
(8) MUV: Galaxy UV magnitude (absolute AB magnitude at 1500 Å).
distributions (Eldridge et al. 2008). Moreover, the BPASS model predicts stellar
populations with a harder ionizing spectrum, which is required to explain the ob-
served differences between various nebular emission-line properties of metal-poor,
younger galaxies at z ∼ 2–3 and local galaxies (Steidel et al. 2014; for amore detailed
study, see Steidel et al. 2016; Strom et al. 2017). In Ma et al. (2015), we performed
Monte Carlo radiative transfer (MCRT) calculations on a suite of cosmological hy-
drodynamic simulations and showed that the time-averaged fesc is about 5% for
galaxies of halo masses from 109–1011 M at z = 6 using the single-star evolution
models from starburst99. Importantly, we showed that the results were robust
to the resolution of both the radiative transfer calculation and the hydrodynamics
(once sufficient resolution for convergence was reached), to variations of the star
formation and stellar feedback model, and even to the inclusion of large populations
of runaway stars. We will show here, however, that the inclusion of binary evolution
effects increases the predicted escape fractions substantially, reconciling them with
constraints on reionization. We describe the simulation and radiative transfer code
in Section 6.2, present the results in Section 6.3, and conclude in Section 6.4.
We adopt a standard flat ΛCDM cosmology with cosmological parameters H0 =
70.2 km s−1 Mpc−1, ΩΛ = 0.728, Ωm = 1 − ΩΛ = 0.272, Ωb = 0.0455, σ8 = 0.807
and n = 0.961, consistent with observations (e.g., Hinshaw et al. 2013; Planck
Collaboration et al. 2014).
158
6.2 Method
In this work, we study the effect of binary evolution on fesc using three galaxies
from a suite of cosmological zoom-in simulations presented inMa et al. (2015). The
simulation and radiative transfer are identical. We only replace the stellar evolution
model used for the post-processing radiative transfer calculations. This is likely to
result in a lower limit on the impact of binaries on fesc, because we do not include
the enhanced radiative feedback due to binaries in our simulation. We briefly review
the methodology here, but refer to Ma et al. (2015) for more details.
The simulations are part of the Feedback in Realistic Environment project2 (FIRE;
Hopkins et al. 2014). They are run using gizmo (Hopkins 2015) in P-SPH mode,
which adopts a Lagrangian pressure-entropy formulation of the smoothed particle
hydrodynamics (SPH) equations that improves the treatment of fluid-mixing insta-
bilities (Hopkins 2013). Galaxy properties at z = 6 for the three simulations used
in this work (z5m09, z5m10mr, and z5m11) are listed in Table 6.1. Our simulations
span halo masses from 109–1011 M at z = 6. These galaxies lie on the low-mass
extrapolations of the observed stellar mass–halo mass relation and SFR–stellar mass
relation at z > 6 (Ma et al. 2015). At lower redshifts (where observations exist
at these masses), the simulations have been shown to reproduce observed scaling
relations and chemical abundances (Hopkins et al. 2014;Ma et al. 2016a), properties
of galactic outflows and circum-galactic absorbers (Muratov et al. 2015; Faucher-
Giguère et al. 2015, 2016), and abundances and kinematics of observed (local)
dwarfs in this mass range (Oñorbe et al. 2015; Chan et al. 2015).
In the simulations, gas follows an ionized-atomic-molecular cooling curve from
10–1010 K, including metallicity-dependent fine-structure and molecular cooling at
low temperatures and high-temperature metal-line cooling for 11 separately tracked
species (Wiersma et al. 2009a). We do not include a primordial chemistry network
nor consider Pop iii star formation, but apply a metallicity floor of Z = 10−4 Z.
At each timestep, the ionization states are determined following Katz et al. (1996)
and cooling rates are computed from a compilation of cloudy runs, including
a uniform but redshift-dependent photo-ionizing background tabulated in Faucher-
Giguère et al. (2009), and an approximatemodel of photo-ionizing and photo-electric
heating from local sources. Gas self-shielding is accounted for with a local Jeans-
length approximation, which is consistent with the radiative transfer calculations
in Faucher-Giguère et al. (2010). The on-the-fly calculation of ionization states is
2http://fire.northwestern.edu
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consistent with more accurate post-processing radiative transfer calculations (Ma
et al. 2015).
We follow the star formation criteria in Hopkins et al. (2013b) and allow star for-
mation to take place only in dense, molecular, and self-gravitating regions with
hydrogen number density above a threshold nth = 50 cm−3. Stars form at 100%
efficiency per free-fall time when the gas meets these criteria, and there is no star
formation elsewhere. Because we require star-forming gas to be self-gravitating, its
effective density is even higher than the fiducial density threshold we adopt in our
simulations. We emphasize the importance of resolving the formation and destruc-
tion of individual star-forming regions in accurately predicting fesc, as stressed also
in other studies (e.g., Kimm& Cen 2014; Paardekooper et al. 2015; Ma et al. 2015).
Simulations using unphysically low nth fail to resolve this and tend to over-predict
fesc by an order of magnitude (see Ma et al. 2015, and reference therein).
The simulations include several different stellar feedback mechanisms, including (1)
local and long-range momentum flux from radiative pressure, (2) energy, momen-
tum, mass and metal injection from SNe and stellar winds, and (3) photo-ionization
and photo-electric heating. We follow Wiersma et al. (2009b) and include metal
production from Type-II SNe, Type-Ia SNe, and stellar winds. Every star particle is
treated as a single stellar population with known mass, age, and metallicity, assum-
ing a Kroupa (2002) initial mass function (IMF) from 0.1–100 M. The feedback
strengths are directly tabulated from starburst99.
For every snapshot, we map the main galaxy onto a Cartesian grid of side length
L equal to two virial radii and with N cells along each dimension. We choose
N = 256 for z5m09 and z5m10mr and N = 300 for z5m11, so that the cell size
l = L/N varies but is always smaller than 100 pc. This ensures convergence of
the MCRT calculation (Ma et al. 2015). The MCRT code we use is derived from
the MCRT code sedona (Kasen et al. 2006), but focuses on radiative transfer of
hydrogen ionizing photons. The MCRT method is similar to that described in
Fumagalli et al. (2011, 2014). Nstar = 3 × 107 photon packets are isotropically
emitted from the location of star particles, sampling their ionizing photon budgets.
Another NUVB = 3 × 107 photon packets are emitted from the boundary of the
computational domain in a manner that produces a uniform, isotropic ionizing
background with intensity given by Faucher-Giguère et al. (2009). The MCRT code
includes photoionization, collisional ionization, recombination, and dust absorption
and uses an iterative method to reach photoionization equilibrium. The numbers of
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Figure 6.1: Top: Ionizing photon production rate, Q˙ion(t) as a function of age for a
106 M star cluster, predicted by different stellar evolution models. Middle: Frac-
tion of ionizing photons emitted after time t. Bottom: Ratio of ionizing luminosity to
1500 Å luminosity, ξion as a function of age for the same star cluster. We show both
single-star models (dotted) and binary models (solid) at metallicities Z = 0.05 Z
(black) and Z = Z (cyan), respectively. Including binaries leads to more massive
stars at late times (from mass transfer and mergers), which dramatically enhances
the ionizing photon production after t ∼ 3Myr. About 60% (20%) of the ionizing
photons are emitted after 3Myr (10Myr) in the low-metallicity binary model, while
this fraction is much lower in single-star model as well as at solar metallicity. The
difference between single-star and binary models is less significant at solar metal-
licity. starburst99 models, which also ignore binaries, are nearly identical to the
BPASS single-star models at both metallicities.
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photon packets and iteration are selected to ensure convergence.
6.3 Results
We use Q˙ion(t) to represent the ionizing photon production rate (number of ionizing
photons produced per second) and
Qion(> t) =
∫ ∞
t
Q˙ion(t′) dt′ (6.1)
to represent the number of ionizing photons produced after time t. In Figure 6.1,
we show Q˙ion(t) (upper panel), the fraction of ionizing photons emitted after time t,
Qion(> t)/Qion(> 0) (middle panel), and the ratio between ionizing luminosity and
the luminosity at 1500Å,
ξion =
∫ 912Å
10Å Lλdλ
λLλ (1500Å)
(6.2)
(bottom panel), as a function of age, of an instantaneously formed star cluster of
mass 106 M, for several stellar populationmodels fromBPASS.We adopt aKroupa
(2002) IMF with slopes of −1.3 from 0.1–0.5 M and −2.35 from 0.5–100 M,
consistent with that used in the simulation. We show the BPASSmodel at metallicity
Z = 0.001 (Z = 0.05 Z, black), the lowest metallicity available and the closest to
our simulations, for both single-star evolution (dotted) and binary evolution (solid)
models. We also compare those with Z = 0.02 (Z = Z, cyan) models from
BPASS. We note that the starburst99 models (not shown), which are the default
model in Ma et al. (2015), are nearly identical to the single-star model from BPASS
at both metallicities.
The ionizing photon production rates in the single-star and binary models are very
similar for the first 3Myr, but start to differ significantly after 3Myr at Z = 0.05 Z,
with the binary model producing an order of magnitude more ionizing photons by
10Myr. Also, in the binary model, the production of ionizing photons is more
extended. For example, almost 60% (20%) of the ionizing photons are produced
after 3Myr (10Myr), while this fraction is 40% (1%) in single-star model. These
late-time photons can escape more easily so one should expect them to make a big
difference on fesc (as confirmed by MCRT calculations below). However, at solar
metallicity, these fractions are much lower and the difference between single-star
and binary models is less significant.
To illustrate the effects of binaries, we run our MCRT code on the main galaxy
in our z5m10mr simulation (a ∼ 1010 M halo at z = 6) and compute fesc using
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Figure 6.2: Top: True ionizing photon escape fraction fesc, in our z5m10mr simu-
lation (a ∼ 1010 M halo at z = 6) as a function of redshift (or cosmic time). Lines
show the instantaneous values in each snapshot, symbols are time-averaged in 100
Myr intervals. Middle: ξion (as Fig. 6.1) as a function of time. Bottom: Effec-
tive escape fraction, fesc, eff (Equation 6.3) as a function of time. In the single-star
model, fesc . 5% most of the time, insufficient for reionization. Accounting for
binary effects boosts ξion by a factor ∼ 1.5 – considerable but insufficient to explain
reionization. But it also boosts fesc by factors ∼ 3–6 because the ionizing photons
produced later (after t & 3Myr) preferentially escape, so the “effective escape frac-
tion” fesc, eff is increased by factors ∼ 4–10 and reaches the ∼ 20% values needed to
explain reionization.
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both single-star and binary BPASS models with Z = 0.05 Z. The results are
presented in Figure 6.2. Lines and symbols show the instantaneous value and
time-averaged values over ∼ 100 Myr, respectively. Dotted lines and open symbols
represent the single-star model, while solid lines and filled symbols represent the
binary model. From top to bottom, the three panels show fesc (the “true” fraction
of ionizing photons that escape the galaxy virial radius), ξion, and the “effective”
escape fraction from z = 5.5–8. The effective escape fraction is defined as
fesc, eff = fesc
ξion
〈ξion〉single , (6.3)
which is the ratio of the escaping ionizing flux to 1500 Å flux, relative to what
would be computed using single-star models. fesc, eff simply equals fesc for single-
star models, while for binary models, it also accounts for the change of ξion relative
to single-star models.
The instantaneous fesc is highly time-variable, associated with stochastic formation
and destruction of individual star-forming clouds (consistent with several other
studies Wise et al. 2014; Kimm & Cen 2014; Paardekooper et al. 2015). For single-
star models, fesc is below 5% most of the time, because young stars are buried in
their birth clouds, which prevent almost all ionizing photons from escaping. Most
of the photons that escape come from stellar populations with age ∼ 3–10Myr,
but they only contribute a very small fraction of the intrinsic ionizing photons in
single-star models (Ma et al. 2015). However, at all times, the binary model predicts
significantly higher (factors ∼ 3–6) values for fesc. We also find that ξion is boosted
by a factor of ∼ 1.5, consistent with Stanway et al. (2016). Multiplying the two
factors, we find that the effective escape fraction is boosted by factors of ∼ 4–10,
with most of the contribution coming from the increased fesc. Averaged over the
entire redshift range z = 5.5–8 that we consider here, accounting for binary effects
increases the true ionizing escape fraction fesc from 6% to 14% and increases fesc, eff
from 6% to∼ 20%. This is consistent with what is required in empirical reionization
models.
In Figure 6.3, we show the effective escape fraction as a function of time for z5m09
and z5m11 galaxies. Similar to z5m10mr (Figure 6.2), binary models boost time-
averaged fesc, eff by factors of ∼ 4–10. In the lowest mass halo (z5m09), fesc, eff is
still low, because halo gas is largely neutral close to the galaxy in such low-mass
systems, which consumes a large fraction of the ionizing photons. In more massive
galaxies like z5m10mr and z5m11, fesc, eff can reach & 20%.
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Figure 6.3: Effective escape fraction as a function time for z5m09 and z5m11. Like
z5m10 (Figure 6.2), binary stellar models boost fesc, eff by factors of ∼ 4–10. In
more massive galaxies, the mean fesc, eff reaches ∼ 20%, sufficient for reionization.
6.4 Discussion and Conclusions
In this work, we study the effect of binary evolution on ionizing photon produc-
tion and escape in high-redshift galaxies, using three high-resolution cosmological
simulations from the FIRE project. The simulated galaxies are around the mass
estimated to dominate re-ionization (halo Mhalo = 109–1011 M at z = 6). Using
detailed radiative transfer calculations, we show that recent stellar evolution models
which account for mass transfer and mergers in binaries (specifically, the BPASS
model) produce significantly more ionizing photons for stellar populations older
than 3Myr compared to stellar evolution models ignoring binaries. These later-
time photons easily escape, collectively increasing the escape fraction and ionizing
photon production rate dramatically from high-redshift low-metallicity galaxies.
For single-star evolution models, we predict fesc below 5% most of the time, less
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than what is required (∼ 20%) for cosmic reionization. However, when accounting
for binary effects, fesc can be boosted by factors of ∼ 3–6 and ξion can be boosted
by a factor of 1.5. Therefore, the “effective” escape fraction (the ratio of escaped
ionizing photon flux to 1500Å flux) can be boosted by factors of ∼ 4–10. For the
more massive galaxies in our simulation, this brings them into good agreement with
the values required to ionize the Universe.
We emphasize that the most important change relative to single-star models is not
in the absolute photon production rate, but its time-dependence, because photons
emitted after 3Myr can much more easily escape star-forming complexes once
feedback frommassive stars has destroyed the dense birth cloud. Moreover, we have
exhaustively tested in a previous study (Ma et al. 2015) that these results are not
sensitive to our star formation and stellar feedback models. For example, increasing
the strength of all feedback (radiation, stellar winds, SNe) per star particle relative
to our fiducial model simply leads to self-regulation at lower star formation rates,
giving an identical prediction for fesc. Likewise, increasing the density threshold
for star formation, re-distributing ionizing photons to fewer but more luminous
particles, and increasing the ionizing photon production rate used for feedback in
the code all produce similar predictions for fesc.
Nevertheless, the binary fraction in high-redshift galaxies and the details of binary
evolution are both uncertain, so our results are not definitive. They do, however,
demonstrate the potential for binary evolution to reconcile empirical constraints
on reionization by starlight with observations and simulations. In principle, these
models can be confronted by the observed GRB rates at these redshifts (e.g., Kistler
et al. 2009; Wyithe et al. 2010), although large uncertainties remain. In addition,
the BPASS model does not include stellar rotation before binary interaction, which
may also significantly increase the intrinsic ionizing photon production rate (e.g.,
Topping & Shull 2015). Rotation likely has a smaller effect on fesc because most
of the extra ionizing photons it predicts are produced less than 3Myr after star
formation.
We have repeated our radiative transfer calculation on cosmological simulations of
Milky Way-mass galaxies at z = 0 (Z ∼ Z) from the FIRE project (see Hopkins
et al. 2014, for details). We find that binaries appear to be enhancing fesc by only
a factor ∼ 1.5 at solar metallicity. This is expected since binary effects tend to be
weaker at higher metallicities (also see Figure 6.1), for at least three reasons: (1) the
number of ionizing photons decreases significantly as stellar atmospheres are cooler,
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(2) quasi-homogenous evolution ceases to apply above Z = 0.004 (Z = 0.2 Z),
and (3) stellar winds become stronger, reducing the lifetime of massive stars and
suppressing the mass transfered between binaries. In addition, the absolute time-
averaged fesc does not exceed ∼ 3% in these galaxies, consistent with observational
constraints in the local Universe (see references in Section 6.1). It appears that these
galaxies are forming stars in a more “calm”, less-bursty mode compared to the high-
redshift dwarfs here (e.g., Sparre et al. 2017), and maintain much larger reservoirs
of neutral gas in their galactic disks, which leads to much larger absorption even
of photons produced by intermediate-age massive stars. A detailed study will be
presented in a separate paper (Su et al. 2017a).
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reionization era with FIRE-2: galaxy scaling relations, stellar mass functions,
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Abstract
We present a suite of cosmological zoom-in simulations at z ≥ 5 from the Feedback
InRealistic Environments project, spanning a halomass rangeMhalo ∼ 108–1012 M
at z = 5. We predict the stellar mass–halo mass relation, stellar mass function, and
luminosity function in several bands from z = 5–12. The median stellar mass–
halo mass relation does not evolve strongly at z = 5–12. The faint-end slope of
the luminosity function steepens with increasing redshift, as inherited from the
halo mass function at these redshifts. Below z ∼ 6, the stellar mass function and
ultraviolet (UV) luminosity function slightly flatten below M∗ ∼ 104.5 M (fainter
than M1500 ∼ −12), owing to the fact that star formation in low-mass halos is
suppressed by the ionizing background by the end of reionization. Such flattening
does not appear at higher redshifts. We provide redshift-dependent fitting functions
for the SFR–Mhalo, SFR–M∗, and broad-band magnitude–stellar mass relations. We
derive the star formation rate density and stellar mass density at z = 5–12 and show
that the contribution from very faint galaxies becomes more important at z > 8.
Furthermore, we find that the decline in the z ∼ 6 UV luminosity function brighter
than M1500 ∼ −20 is largely due to dust attenuation. Approximately 37% (54%)
of the UV luminosity from galaxies brighter than M1500 = −13 (−17) is obscured
by dust at z ∼ 6. Our results broadly agree with current data and can be tested by
future observations.
Keywords: galaxies: evolution – galaxies: formation – galaxies: high-redshift –
cosmology: theory
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7.1 Introduction
High-redshift galaxies are believed to be the dominant sources contributing to cosmic
reionization (e.g., Faucher-Giguère et al. 2008; Haardt & Madau 2012; Kuhlen &
Faucher-Giguère 2012; Robertson et al. 2013, 2015; however, see Madau & Haardt
2015). Current deep surveys using the Hubble Space Telescope have already put
reliable constraints on the z ≥ 5 ultraviolet (UV) luminosity functions for galaxies
brighter than MUV = −17 (e.g., McLure et al. 2013; Schenker et al. 2013; Bouwens
et al. 2015; Finkelstein et al. 2015a), but the faint-end behavior of the UV luminosity
function remains highly uncertain. These faint galaxies contribute a non-trivial
fraction of the ionizing photons needed for reionization (e.g., Finkelstein et al. 2012;
Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013), although their abundances
are poorly understood.
Recently, Livermore et al. (2017) reported the detection of very faint galaxies of
MUV = −12.5 at z ∼ 6 that are highly magnified by galaxy clusters in the Hubble
Frontier Fields, after performing a novel analysis to remove the cluster light. They
found a steep UV luminosity function down to MUV = −13 at z ≥ 6, implying
sufficient numbers of faint galaxies to account for cosmic reionization. However,
Bouwens et al. (2017c,b) later pointed out that the uncertain size distribution of
high-redshift galaxies and the uncertain magnification model of the lensing clusters
can have a large impact on the inferred faint-end luminosity functions in the Hubble
Frontier Fields. The faint-end slope of the UV luminosity function fainter than
MUV = −15 thus remains poorly constrained.
Great efforts have also been made to measure the galaxy stellar mass functions
at these redshifts (e.g., González et al. 2011; Duncan et al. 2014; Grazian et al.
2015; Song et al. 2016; Stefanon et al. 2017). The stellar masses of high-redshift
galaxies are usually derived from single-band photometry using empirical relations.
Such relations are calibrated against spectral energy distribution (SED) fitting using
limited rest-frame optical data for a small sample of galaxies at these redshifts. These
relations tend to have large intrinsic scatter and suffer from systematic uncertainties
of the underlying stellar population synthesis model. Therefore, the stellar mass
functions reported by different authors have considerable discrepancies (e.g., figure
9 in Song et al. 2016).
Consequently, the stellar mass–halo mass relation and the star formation efficiencies
inferred from the stellarmassmeasurements at these redshifts are also very uncertain.
For example, Finkelstein et al. (2015b) reported an increasing stellar mass to halo
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mass ratiowith increasing redshift, whereas Stefanon et al. (2017) found no evolution
of this ratio at these redshifts. Another related question is to understand the stellar
mass growth histories of galaxies at these redshifts. This is not only useful for
constraining the total ionizing photon emissivity at the epoch of reionization, but
also essential for understanding galaxy populations at lower redshift – both dwarf
galaxy abundances in the Local Group (e.g., Boylan-Kolchin et al. 2015) and stellar
mass functions in local galaxy clusters (e.g., Lu et al. 2014a).
The JamesWebb Space Telescope (JWST, scheduled for launch in 2020) and the next
generation of ground-based telescopes will make it possible to study z ≥ 5 galaxies
in more detail. Future observations of galaxies in the reionization era will provide
substantial data for high-spatial-resolution deep imaging at the rest-frame optical
bands, as well as spectroscopic measurements probing the physical conditions of the
interstellar medium (ISM) in these galaxies. This may help resolve many current
open questions in the field, such as the faint-end slope of the luminosity function,
more robust determination of stellar mass, understanding the stellar populations in
high-redshift galaxies and their contribution to cosmic reionization (Leitherer et al.
2014; Topping & Shull 2015; Choi et al. 2017; Stanway 2017), etc. Therefore, it
is necessary from a theoretical point of view to make more realistic predictions of
galaxy properties at these redshifts.
Currently there are two broad categories of cosmological simulations of galaxy
formation at the epoch of reionization. High-resolution cosmological radiation-
hydrodynamic simulations, with a detailed set of baryonic physics, including pri-
mordial chemistry andmolecular networks, can simultaneously model the formation
of first stars and galaxies and the local reionization history (e.g., Wise et al. 2014;
Chen et al. 2014; O’Shea et al. 2015; Paardekooper et al. 2015). Such calculations
are usually computationally expensive and thus carried out in a small cosmological
volume. They generally focus on the formation of Population III (Pop III) stars
and low-mass galaxies (in halos below Mhalo ∼ 109 M) at relatively high redshifts
(z & 10). These types of simulations have been used to predict the scaling relations
of high-redshift, low-mass galaxies (e.g., the stellar mass–halo mass relation, gas
fraction, mass–metallicity relation, etc.; Chen et al. 2014), ionizing photon escape
fractions from these small galaxies and their importance for cosmic reionization
(e.g., Paardekooper et al. 2015; Xu et al. 2016), their spectral properties and de-
tectability with JWST (e.g., Barrow et al. 2017), and the faint-end (MUV > −14) UV
luminosity functions at these redshifts (e.g., O’Shea et al. 2015).
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On the other hand, there are also large-volume cosmological simulations at relatively
low resolution using empirically-calibrated models of star formation and stellar
feedback (e.g., Feng et al. 2016; Gnedin 2016; Ocvirk et al. 2016; Finlator et al.
2017; Pawlik et al. 2017). Simulations of this nature broadly reproduce the observed
galaxy populations, stellar mass functions, UV luminosity functions (e.g., Gnedin
2016; Wilkins et al. 2017), and the global reionization histories (e.g., Ocvirk et al.
2016; Pawlik et al. 2017). Forwardmodeling of galaxies in these simulations provide
large samples of mock images and spectra that can be directly confronted with JWST
(e.g., Wilkins et al. 2016; Zackrisson et al. 2017). However, these simulations tend
to have mass resolution & 105 M. Therefore, they are not able to capture the
small-scale physics and the detailed structures in galaxies, which can be important
for questions such as understanding the escape of ionizing photons (e.g., Ma et al.
2015). Also, some galaxy formation models calibrated to observations in the local
universe struggle to reproduce observed galaxy properties at intermediate redshifts
(z ∼ 2–3), such as star formation histories, metallicities, etc. (e.g., Ma et al. 2016a;
Davé et al. 2016). This is also a known problem in semi-analytic models of galaxy
formation (e.g., Lu et al. 2014b).
In this work, we introduce a new suite of cosmological ‘zoom-in’ simulations at
z ≥ 5 in the z = 5 halo mass range Mhalo ∼ 108–1012 M. We mainly focus
on relatively massive (above the atomic cooling limit), Population II (Pop II) star-
dominated galaxies in the redshift range z = 5–12. Our simulations cover a range
of galaxies that can be well probed by future observations using JWST and next-
generation ground-based telescopes. The cosmological zoom-in technique allows
us to simulate galaxies in a broad mass range without being limited to a fixed
simulation volume. The resolution is adaptively chosen based on the mass of the
system, but always much better than that of large-volume simulations. These are not
the first cosmological zoom-in simulations at z ≥ 5: previous works using a similar
technique have studied the escape fraction of ionizing photons (e.g., Kimm & Cen
2014), galaxy properties and scaling relations (e.g., Ceverino et al. 2017), and the
importance of stellar feedback for shaping these galaxies (e.g., Yajima et al. 2017).
Our work builds on these recent studies by increasing the resolution, expanding
sample size, and most importantly including more detailed treatments for stellar
feedback.
Our high-resolution cosmological zoom-in simulations use a full set of physically
motivated models of the multi-phase ISM, star formation, and stellar feedback from
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the Feedback in Realistic Environments (FIRE) project1. In a series of previous
papers, these models have shown to successfully reproduce a variety of observed
galaxy properties at lower redshifts (e.g., Hopkins et al. 2017, and references therein).
Therefore, the new simulations presented in this paper are complementary to other
state-of-the-art simulations in the field of galaxies in the reionization era.
This paper is the first in a series based on these new simulations, focusing on
galaxy properties, scaling relations, stellar mass functions, and luminosity functions
at z > 5. Our results complement previous predictions on the same topics using
semi-analytic models (e.g., Clay et al. 2015; Liu et al. 2016; Cowley et al. 2018)
and cosmological simulations (e.g., Jaacks et al. 2012; O’Shea et al. 2015; Yajima
et al. 2015; Gnedin 2016; Ocvirk et al. 2016; Xu et al. 2016; Wilkins et al. 2017).
In Sections 7.2.1 and 7.2.2, we describe the initial conditions and the physical
ingredients used in the code. In Sections 7.2.3 and 7.2.4, we construct the simulated
catalog. In Section 7.3, we present the general properties of our simulated galaxies.
In Sections 7.4 and 7.5, we predict the stellarmass functions and luminosity functions
from z = 5–12. We discuss our results in Section 7.6 and conclude in Section 7.7.
We adopt a standard flat ΛCDM cosmology with Planck 2015 cosmological pa-
rameters H0 = 68 km s−1 Mpc−1, ΩΛ = 0.69, Ωm = 1 − ΩΛ = 0.31, Ωb = 0.048,
σ8 = 0.82, and n = 0.97 (Planck Collaboration et al. 2016). In this paper, we adopt
a Kroupa (2002) initial mass function (IMF) from 0.1–100 M, with IMF slopes of
−1.30 from 0.1–0.5 M and −2.35 from 0.5–100 M. All magnitudes are in the
AB system (Oke & Gunn 1983).
7.2 The Simulations
The simulations presented in this paper form a subsample of the FIRE project
(version 2.0, which we refer as FIRE-2; Hopkins et al. 2017). FIRE-2 is an updated
version of the feedback implementations studied in a number of previous papers,
which we refer as FIRE-1 (Hopkins et al. 2014).
All FIRE-2 simulations are run using an identical version of thegizmo code (Hopkins
2015)2. We use the meshless finite-mass (MFM) method in gizmo to solve the
hydrodynamic equations. We refer to Hopkins et al. (2017) for details of the
numerical methods and convergence tests of the FIRE-2 simulations, as well as
their differences from FIRE-1 simulations. Other FIRE-2 simulations have already
1http://fire.northwestern.edu
2http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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been presented and studied in recent papers (e.g., Wetzel et al. 2016; Fitts et al.
2017; Garrison-Kimmel et al. 2017; El-Badry et al. 2018). We describe the initial
conditions of our simulated sample in Section 7.2.1 and review the baryonic physics
adopted in FIRE-2 briefly in Section 7.2.2.
7.2.1 Initial conditions
We run a set of darkmatter-only cosmological boxes at low resolution to z = 5, select
target halos from the z = 5 snapshots, and re-simulate these halos and the regions
around them at much higher resolution with baryons using the well developed multi-
scale cosmological ‘zoom-in’ techniques (Katz & White 1993; Oñorbe et al. 2014).
The initial conditions of the parent boxes and the zoom-in simulations are generated
at z = 99 using themusic code (Hahn&Abel 2011), withPlanck 2015 cosmological
parameters.
We use three dark matter-only cosmological boxes of side-length 11, 22, and 43
comoving Mpc, respectively. We use the spherical overdensity-based Amiga Halo
Finder (ahf; Knollmann & Knebe 2009) to identify halos in the z = 5 snapshots,
applying the redshift-dependent virial parameter from Bryan & Norman (1998),
which leads to a virial overdensity ∆vir ≈ 177 (relative to background) for the
redshift range we consider in this paper. We also checked the results against the six-
dimensional phase-space halo finder rockstar (Behroozi et al. 2013a) and found
good agreements in halo mass functions. We randomly select target halos in the
z = 5 halo mass range Mhalo = 2 × 109–1012 M, requiring that there is no more
massive halo within 5Rvir from the target halo. This selection excludes 1/3 of the
halos in the box3.
We identify zoom-in regions based on particles within ∼ 3–5Rvir of the targeted
halo, and iterate to ensure zero mass contamination from low-resolution particles
within 2Rvir and less than 1% contamination within 3Rvir at z = 5. There may be
more than one halo in the zoom-in region, but the target halo is the most massive one
by design. In Table 7.1, we list all of our target halos studied in this paper, along with
the halo mass and stellar mass of the central galaxy (see Section 7.2.3 for details)
at z = 5 and z = 10, and initial particle masses and minimum Plummer-equivalent
force softening lengths of baryonic and high-resolution dark matter particles.
3We also include other well-resolved halos in the zoom-in regions in our analysis (see Section
7.2.3). These halos live in the vicinity of a more massive halo (the target halo in the zoom-in region)
by design. This will partially compensate the selection bias due to the isolation criteria above.
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7.2.2 Baryonic physics
We briefly review the baryonic physics here, but refer to Hopkins et al. (2017,
sections 2.3–2.5 and appendix B–E) for details. In the simulations, gas follows
an ionized-atomic-molecular cooling curve from 10–1010 K, including metallicity-
dependent fine-structure and molecular cooling at low temperatures and high-
temperature metal-line cooling for 11 separately tracked species (H, He, C, N,
O, Ne, Mg, Si, S, Ca, and Fe; see Wiersma et al. 2009a). We do not include a
primordial chemistry network nor Pop III star formation, but apply a metallicity
floor of Z = 10−4 Z, which corresponds crudely to the metallicity expected after
enrichment by the first supernovae (SNe) from Pop III stars (e.g., Bromm et al. 2003;
Wise et al. 2012). This is a reasonable treatment since we mainly focus on relatively
massive galaxies at z . 15, which are dominated by Pop II stars. At each timestep,
the ionization states and cooling rates H and He are calculated following Katz et al.
(1996), and cooling rates from heavier elements are computed from a compilation
of cloudy runs (Ferland et al. 2013), applying a uniform but redshift-dependent
photo-ionizing background fromFaucher-Giguère et al. (2009)4, and an approximate
model for H ii regions generated by local sources. Gas self-shielding is accounted
for with a local Jeans-length approximation, which is consistent with the radiative
transfer calculations in Faucher-Giguère et al. (2010). The on-the-fly calculation of
ionization states is broadly consistent with more accurate post-processing radiative
transfer calculations (Ma et al. 2015).
We follow the star formation criteria in Hopkins et al. (2013b) and allow star
formation to take place only in dense, molecular, and locally self-gravitating regions
with hydrogen number density above a threshold nth = 1000 cm−3. Stars form at
100% efficiency per free-fall time when the gas meets these criteria, and there is no
star formation elsewhere. Note that star-forming particles can reach densities much
higher than nth following the self-gravitating criterion. The simulations include
several different stellar feedback mechanisms, including (1) local and long-range
momentum flux from radiative pressure, (2) energy, momentum, mass and metal
injection from SNe and stellar winds, and (3) photo-ionization and photo-electric
heating. Every star particle is treated as a single stellar population with known
mass, age, and metallicity, assuming a Kroupa (2002) IMF from 0.1–100 M. All
feedback quantities are directly calculated from starburst99 (Leitherer et al. 1999).
4The ionizing background starts at z = 10.6, with the ionization rate and heating rate increasing
with time until the simulations end at z = 5. We note that both rates show a sharp increase just below
z ∼ 7. A tabulated version of the background is available at http://galaxies.northwestern.edu/uvb/.
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Note that starburst99 is a single-star stellar population model5, which assumes
each star evolves independently, but most massive stars are expected to interact
with a companion during their lifetimes. This will have significant effects on the
SED of young populations, especially at low metallicities (e.g., Stanway 2017).
It has been suggested that massive binaries can lead to high escape fractions of
ionizing photons from high-redshift metal-poor galaxies, and thus have important
implications for understanding the sources dominating cosmic reionization (Ma
et al. 2016b; Götberg et al. 2017). Nonetheless, binarity only has weak effects on
most stellar feedback quantities, such as bolometric luminosities (within 0.05 dex
in the first 200Myr since a stellar population is born) and Type-II SNe rates (e.g.,
Xiao & Eldridge 2015), so we do not expect binary interaction to have significant
dynamical effects6. For these reasons, we only consider binary stellar population
models in post-processing. In this paper, we use the Binary Population and Spectral
Synthesis (BPASS) models (version 2.0; Eldridge et al. 2008; Stanway et al. 2016)7
to compute the SED of each star particle from its age and metallicity. The BPASS
models include both single-stellar and binary stellar population synthesis models.
Their single-star models agree well with starburst99. Their binary models take
into account mass transfer, common envelope phase, binary mergers, and quasi-
homogeneous evolution at lowmetallicities. Also, the BPASS binary models appear
to explain the nebular emission line properties observed in z ∼ 2–3 galaxies (e.g.,
Steidel et al. 2016; Strom et al. 2017). In this paper, we mainly consider stellar
continuum emission, while detailed modeling of dust extinction and nebular line
emission will be the subject of future studies.
7.2.3 Halo selection and definitions
We run ahf on every snapshot to identify halos and subhalos in the zoom-in region.
In general, most stars of the central (satellite) galaxy in a halo (subhalo) reside
in 13Rmax from the halo center, where Rmax is the radius at which the maximum
circular velocity Vmax is reached (Rmax is already computed by ahf). We thus define
a galaxy by including all star particles within 13Rmax after removing contributions
from subhalos outside 15Rmax. This excludes star particles at large distances from
5Note that the stellar population models used in the simulations do not including stellar rotation,
which is another key ingredient in stellar population synthesis (e.g., Leitherer et al. 2014; Choi et al.
2017) and could have important implications for reionization (e.g., Topping & Shull 2015).
6Binary models do produce more ionizing photons (see Section 7.6.4), which are likely to
enhance photo-ionization feedback, but we checked that this only has sub-dominant effects on gas
dynamics (Ma et al. 2015).
7http://bpass.auckland.ac.nz
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Figure 7.1: Number of independent halos in the simulated catalog at several red-
shifts. The simulated sample includes considerably larger numbers of independent
halos below Mhalo = 1011 M at z ∼ 6 or below Mhalo = 1010.5 M at z ∼ 10, where
we are able to account for (at least some) halo-to-halo variance. At higher masses,
our sample is limited. We can, however, study time-variability and its impact on
scatter in observational properties of galaxies.
the halo center (corresponding to diffuse stellar distributions) and allow us to mask
satellites. For each galaxy, we obtain a list of star particles with known position, age,
and metallicity, from which we can compute a number of galaxy properties, such
as stellar mass, star formation history, broad-band luminosities and magnitudes,
surface brightness, galaxy size, etc. In this paper, we primarily focus on central
galaxies, which dominate the stellar light: at a given stellar mass, only a few per cent
of the galaxy population are satellites. We have also confirmed that they do not differ
significantly from centrals at similar stellarmasses inmost propertieswe study in this
paper. We restrict our analysis below to central halos that have zero contamination
from low-resolution particles within Rvir and contain more than 104 particles in
total8. Our target halos are guaranteed to meet this criteria by construction, but we
also consider other halos in the zoom-in regions in our analysis.
In Figure 7.1, we show the number of halos that meet the above criteria in all zoom-in
8This excludes most halos below Mhalo ∼ 108.6 (107.7) M in simulations at resolution mb ∼
7000 (900) M . The minimum number of dark matter particles for halos in our simulated catalog is
∼ 5600.
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regions at several redshifts. Our simulations are able to capture (at least some) halo-
to-halo variance below Mhalo = 1011 M at z ∼ 6 and below Mhalo = 1010.5 M at
z ∼ 10, where the simulations include a few to more than 200 halos in a given halo
mass bin. Moreover, these galaxies always have ‘bursty’ star formation histories
(see Section 7.3.3), which leads to significant time variability in their properties
(e.g., Muratov et al. 2015; Sparre et al. 2017; Feldmann et al. 2017; Ma et al. 2017b;
Faucher-Giguère 2018). Hence a galaxy tends to move above and below the median
of certain scaling relations (see also the discussion in Section 7.3.2). To account
for the scatter due to bursty star formation (as well as galaxy mergers and other
time-variable phenomena), we make use of 58 snapshots saved for each simulation
at redshifts z = 5–12 (about 20Myr apart between two successive snapshots) to
build a catalog of over 34,000 simulated halo ‘snapshots’. By doing so, we sample
the same halos multiple times in the catalog and treat them as statistically equal in
our analysis. Figure 7.1 essentially shows the number of independent halos in the
simulated sample. At lower masses (e.g., Mhalo ≤ 1011 M at z ∼ 6), we are able to
account for the scatter both from halo-to-halo variance and time variability within
single halos. A priori, it is not clear which effect dominates the scatter for a given
scaling relation. At higher masses (Mhalo ≥ 1011 M), our sample only contains
1–2 independent halos at a given redshift, so we are only able to account for the
variance due to time variability of individual galaxies. We caution that we may
therefore underestimate the scatter of certain scaling relations at the high-mass end.
We have also checked that excluding a randomly selected 1/2–2/3 of the snapshots
from our analysis (sampling each galaxy at sparser time steps) does not change the
results of this paper. In other words, our time-sampling is sufficient for statistically
converged results.
7.2.4 Halo abundances
Since our simulated catalog is constructed from 15 cosmological zoom-in regions,
it does not contain information about the halo abundance at a given halo mass and
redshift. Therefore, we assign every simulated halo ‘snapshot’ a weight to recover
the appropriate number density of halos at its mass and redshift in the Universe.
We briefly summarize the method here and refer the readers to Appendix A for
details. We use HMFcalc (Murray et al. 2013)9 to calculate the halo mass functions,
applying the same cosmological parameters and virial overdensities as those adopted
in the simulations. We take the fitting functions from Behroozi et al. (2013b) in
9http://hmf.icrar.org
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HMFcalc, which is a modified Tinker et al. (2008) halo mass function. It matches
well with the halo mass functions directly extracted from our large-volume dark
matter-only cosmological boxes in the redshift range we consider here. We bin
the simulated sample in the two-dimensional log Mhalo–log(1 + z) space with bin
widths∆ log Mhalo = 0.4 from Mhalo = 107.5–1012 M and∆ log(1+ z) = 0.04 from
z = 5–12. We have confirmed that our results are not sensitive to the bin widths we
adopt. In each bin, we count the number of halos in the simulated catalog Nsim and
calculate the number of halos expected in the Universe Nexpect from the halo mass
function. All halos in the same bin are assigned the same weight w = Nexpect/Nsim.
In other words, by summing w over all simulated halos in certain halo mass and
redshift intervals and dividing
∑
i wi by the corresponding comoving volume, one
should recover the halo number densities given by the input halo mass functions.
When necessary, each halo snapshot in the simulated catalog is weighted by its w.
This is important when we consider statistical properties of simulated galaxies at a
fixed stellar mass or magnitude, where not all galaxies have equal halo mass (e.g.,
Sections 7.3.3 and 7.3.4). The weights will also be used to construct stellar mass
functions and luminosity functions in Sections 7.4 and 7.5.
Strictly speaking, this approach is valid only if the halos in our samples are not
strongly biased. However, after an extensive check, we find no significant difference
between halos in various environments (see also e.g., O’Shea et al. 2015) and at
different resolution in our simulations regarding their properties studied in this paper.
Although our sample is still possibly biased due to complex selection criteria – for
example, all halos below 109 M by z = 5 in our sample live within a few virial
radii of a more massive halo (i.e., the target halo in the zoom-in region) and we lack
isolated halos at such low masses down to z = 5, our conclusions in this paper are
likely robust.
7.3 Galaxies in the reionization era
7.3.1 Morphology
In Figure 7.2, we show the stellar u/g/r-composite images at z = 5 (left) for the
central galaxy in the most massive halo in each zoom-in region. The stellar masses
and halo masses are listed in Table 7.1. We use the BPASSv2.0 binary models to
determine the stellar SEDs, assuming aKroupa (2002) IMF from 0.1–100 M. Note
that we only consider intrinsic stellar continuum emission, and ignore dust extinction
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and nebular line emission at this point10. The right panel shows the noise-free mock
images as observed by the Near Infrared Camera (NIRCam) on JWST at F277W
band (rest-frame 4600Å), applying a Gaussian point spread function (PSF) with full
width half maximum (FWHM) of two pixels with pixel size 0.065 arcsec (0.42 kpc in
physical length)11. The three images in the same row are shown using the same color
scale, which spans eight magnitudes in surface brightness, but the depth increases
from mAB = 29.5mag arcsec−2 in the top row to 31.5mag arcsec−2 in the bottom
row (pixels below these limits are shown as black).
In Figure 7.3, we show the stellar u/g/r-composite images and noise-free mock
JWST NIRCam F444W-band images (rest-frame 4000Å) at z = 10 for the most
massive galaxy in each zoom-in simulation. These images are rearranged in place
to ensure a descending order in halo mass from the top-left panel to the bottom-
right panel. The mock JWST images have a pixel size 0.065 arcsec and 0.28 kpc
in physical length. Again, the color scale in each image spans eight magnitudes in
surface brightness, but the depth increases from mAB = 32mag arcsec−2 in the top
row to 36mag arcsec−2 in the bottom row.
Almost all of the simulated galaxies at z ≥ 5 show clumpy, irregular morphologies
even in rest-frame optical bands, possibly due to high merger rates and clumpy,
gas-rich star formation at these redshifts. This is in contrast to galaxies at low
and intermediate redshifts, which show a mix of late-type, early-type, and irregular
morphologies at similar masses (e.g., Feldmann et al. 2017; El-Badry et al. 2018).
Galaxies with similar stellar mass may have a variety of sizes and surface bright-
ness, so their detectability can differ significantly. Therefore, our high-resolution
simulations provide a useful database for understanding future multi-band, spatially
resolved observations of z & 5 galaxies, as well as determining the completeness of
a flux-limited galaxy survey at these redshifts.
7.3.2 The stellar mass–halo mass relation
Figure 7.4 shows the stellar mass–halo mass relation (top panels) and the stellar
baryon fraction–halo mass relation (bottom panels) for central galaxies at z = 6, 8,
and 10. The stellar baryon fraction is defined as M∗/( fbMhalo), where fb = Ωb/Ωm
is the cosmic baryonic fraction. The two-dimensional histograms represent the
10Full spectral modeling of high-redshift galaxies in cosmological simulations has been developed
recently by other groups (e.g., Wilkins et al. 2016; Barrow et al. 2017; Zackrisson et al. 2017).
11The PSF and pixel sizes are adopted from the NIRCam pocket guide from
https://jwst.stsci.edu/instrumentation/nircam.
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number of halo snapshots in the simulated catalog (as defined in Section 7.2.3)
within ∆z = 0.5 (e.g., from z = 7.5–8.5 in the z = 8 panels) in each pixel in
logarithmic scale (as shown by the color scale). We remind the readers that we
re-sample each halo multiple times to account for time-variability in where galaxies
lie on this relation, but we refer to Figure 7.1 for the number of independent halos
in our sample at these redshifts (see Section 7.2.3 for details). We also show the
empirical relations at z = 6 and 8 from Behroozi et al. (2013b, the cyan lines).
At all redshifts, there is a tight correlation between stellar mass and halo mass,
with the scatter increasing at the low-mass end12. We also examine the relation for
satellite galaxies (not shown), which tend to have systematically higher stellar mass
and larger scatter than central galaxies at a given halo mass, due to the fact that
their halos are usually stripped. However, we note that the halo mass of a satellite
depends strongly on which halo finder one uses. We find a smaller offset between
central and satellite galaxies using the rockstar subhalo catalog than using the ahf
catalog. Because satellite galaxies contribute no more than a few per cent of the
total galaxy population at a given mass, we do not further quantify the difference in
this paper.
We find little evolution in the stellar mass–halo mass relation at these redshifts, in
line with recent empirical constraints (e.g., Rodríguez-Puebla et al. 2017; however,
see Behroozi & Silk 2015). We will show it explicitly below. Using all halo
snapshots in the simulated catalog at z = 5–12, we calculate the median and 1σ
dispersion in log M∗ at every 0.5 dex in log Mhalo from Mhalo = 107.5–1012 M. We
assume a simple power-law relation between M∗ and Mhalo
log M∗ = α (log Mhalo − 10) + β (7.1)
and a halo mass-dependent scatter
σlog M∗ = exp [γ (log Mhalo − 10) + δ], (7.2)
and fit the median stellar mass–halo mass relation and 1σ dispersion obtained from
the simulated sample as described above. We obtain the best-fit parameters as
(α, β, γ, δ) = (1.58, 7.10, −0.14, −1.10). (7.3)
12We caution that our simulated sample have more independent galaxies at low masses than
at higher masses, so we may underestimate the scatter at the high-mass end. Nonetheless, a halo
mass-dependent scatter in the stellar mass–halo mass relation does exist at low redshift in both
observations and FIRE-2 simulations (e.g., Garrison-Kimmel et al. 2014; Fitts et al. 2017). The
current simulations are consistent with increased scatter at low masses.
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These results are nearly identical to those obtained from the FIRE-1 simulations
(e.g., Hopkins et al. 2014; Ma et al. 2015; Feldmann et al. 2017) at similar halo
mass and redshift, despite the subtle differences in numerical details and resolution
between these simulations. Our predictions also broadly agree with those in the
literature (e.g., Ceverino et al. 2017). We show our best-fit 1σ stellar mass–halo
mass relation in every panel in Figure 7.4 (the red dashed lines). Visual inspection
implies that equations 7.1 and 7.2 describe our simulated sample reasonably well at
any redshift. We also confirmed that the median relation obtained from a subsample
at a given redshift does not deviate from Equation 7.1 by more than 0.1 dex at most
halo masses we consider here. It is an intriguing question why theM∗–Mhalo relation
does not evolve at these redshifts. We speculate that this is probably due to feedback
regulating star formation to zeroth order. A detailed analysis of the relation between
halo growth rate, gas accretion rate, and stellar mass growth rate to understand the
weak-evolution of the M∗–Mhalo relation is worth future investigation.
How do galaxies evolve on the M∗–Mhalo relation? All of our simulated galaxies
experience bursty star formation because of stellar feedback. The stellar mass can
grow by a factor of 2 or more during a short time period at the peak of a starburst,
while it can remain almost unchanged during the troughs of its star formation history
(see Section 7.3.3 and Figure 7.5 for examples). In contrast, the halo mass grows
relatively smoothly via dark matter accretion, which is less affected by feedback.
As a consequence, a galaxy moves vertically on the M∗–Mhalo plane during the
peak of a starburst and reaches some point above the median M∗–Mhalo relation,
while it then moves horizontally during a trough in its star formation history and
reaches somewhere below the median relation until the next starburst episode. We
confirmed in our simulations that the scatter in the M∗–Mhalo relation caused by
bursty star formation is a physical effect.
There are several caveats in this analysis. First, at the high-mass end (Mhalo ≥
1011 M), our approach only captures the scatter due to bursty star formation, but
the sample does not contain sufficient numbers of independent halos to account for
halo-to-halo variance. Therefore, we may underestimate the scatter at these halo
masses. At lower masses, our simulations include considerably larger numbers of
independent halos and the scatter is reliably measured. Second, our simulations
do not include more massive halos above Mhalo = 1012 M. At these masses,
slowly-cooling hot halos and feedback from supermassive black holes may play
an important role. Studying early galaxy formation in such high-redshift massive
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halos is beyond the scope of this paper. It may lead to a turnover in the M∗–Mhalo
relation at these redshifts similar to what is seen at lower redshifts (e.g., Behroozi
et al. 2013b). We caution that our best-fit M∗–Mhalo relation may break down at
Mhalo > 1012 M. Lastly, the best-fit M∗–Mhalo relation does not apply to halos with
Mhalo . 108 M below z ∼ 6. We will show in Section 7.3.3 that star formation
in these low-mass halos is suppressed by the ionizing background near the end of
reionization.
7.3.3 Star formation histories
Figure 7.5 shows the star formation histories (top panels) and the stellar mass growth
histories (bottom panels) for four example galaxies in the z = 5 halo mass range
Mhalo = 108–4 × 1011 M (as labeled in each panel). The black solid lines and
red dashed lines in the top panels show the star formation rates (SFRs) averaged
over 10Myr and 100Myr, respectively. These are proxies for the Hα- and UV-
inferred SFRs observationally (e.g., Sparre et al. 2017). All simulated galaxies
show significant ‘bursty’ star formation histories, with starbursts occurring on time-
scales of 50–100Myr. This feature is also seen in other cosmological zoom-in
simulations with comparably high resolution and detailed physics despite different
numerical methods (e.g., Kimm & Cen 2014; Ceverino et al. 2018). As discussed
in Section 7.3.2, the stellar mass can grow almost instantaneously by a factor of 2 or
more at the peak of a burst, while it remains nearly constant when the SFR is low.
In the least massive halo (Mhalo = 108 M at z = 5), the feedback from a starburst
at z ∼ 8 expels most of its gas. At later times, gas accretion and cooling becomes
inefficient as heating from the ionizing background becomes significant for such
low mass halos (e.g., Efstathiou 1992; Thoul & Weinberg 1996; Quinn et al. 1996;
Okamoto et al. 2008; Faucher-Giguère et al. 2011; Noh & McQuinn 2014; Sawala
et al. 2016). Star formation in these halos is thus suppressed at later times. More
massive halos are able to maintain star formation until the end of our simulation at
z = 5.
In Figure 7.6, we show the SFR (left panel) and specific SFR (sSFR, right panel)
averaged over the past 100Myr as a function of stellarmass for all galaxy snapshots in
the simulated sample, color coded by their redshift. Note that the sharp upper limits
at a given stellar mass in both relations are due to the fact that some galaxies form
essentially all of their stellar mass in a starburst during the past 100Myr. We also
compare our results with the observed relation for z = 6–9 galaxies from McLure
et al. (2011) (black dashed lines). Our simulations agree well with observations at
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M∗ ≥ 108 M. At lower masses (where there are no observations), the scatter is
larger due to stronger burstiness in their star formation histories, as illustrated by
the solid lines in the right panel. Moreover, at fixed stellar mass, galaxies at lower
redshifts have lower star formation rates on average than galaxies at higher redshifts.
This trend is expected because the stellar mass growth time-scale (the ratio of stellar
mass to star formation rate) of galaxies at a given redshift should be comparable to
the Hubble time at that redshift and has also been found in previous studies (e.g.,
Behroozi & Silk 2015; Wilkins et al. 2017).
We now derive the weighted average SFR as a function of halo mass (or stellar mass)
and redshift at every ∆ log Mhalo = 0.5 (or ∆ log M∗ = 0.5) and ∆ log(1 + z) = 0.04
for the simulated sample. All halo snapshots are included in this calculation. We
then fit the results using two-dimensional linear functions
log SFR = α (log Mhalo − 10) + γ log
(
1 + z
6
)
+ δ (7.4)
and
log SFR = α′ (log M∗ − 10) + γ′ log
(
1 + z
6
)
+ δ′, (7.5)
and obtain the best-fit parameters (α, γ, δ) = (1.58, 2.20, −1.58) and (α′, γ′, δ′) =
(1.03, 2.01, 1.36). In Figure 7.7, we show the SFR(Mhalo, z) (left panel) and
SFR(M∗, z) (right panel) relations derived from the simulated sample. The colors
represent the weighted average SFR relative to the z = 5 best-fit relation (in loga-
rithmic scale, as labeled at the colorbars). This eliminates the wide dynamic range
shown in the left panel of Figure 7.6 and allows us to see the evolution more clearly.
Note that the white regions show the parameter space where our simulated sample
contains no galaxies. At fixed halo mass or stellar mass, the average SFR increases
by ∼ 0.7 dex from z = 5–12, in broad agreement with the qualitative trend shown in
Figure 7.6.
Furthermore, after z ∼ 6, the average SFRs in low-mass galaxies (halo mass below
Mhalo ∼ 108 M or stellar mass below M∗ ∼ 104 M, the dark blue region in Figure
7.7) are significantly lower (by about 0.6 dex) than those inferred from the fitting
functions. This is because, as mentioned above, at the end of the reionization era,
the ionizing background can heat the gas in low-mass halos efficiently and prevent
it from cooling and forming stars. The star formation in these galaxies is thus
suppressed. We note that halos of similar masses at higher redshifts (z & 7) or more
massive halos (Mhalo & 108.5 M) at any redshift are not affected and continue
normal star formation.
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In Figure 7.5, we show one example of such low-mass galaxies (the left most
panel), where star formation is suppressed at lower redshifts. There are also halos
at these masses which are completely ‘dark’ (containing no stars). The dark halo
fraction is negligible for halos above Mhalo = 108.5 M at any redshift, whereas
at Mhalo ∼ 108 M, the dark fraction increases from less than 1% at z = 12 to
approximate 50% at z = 5.13 We will show later in Sections 7.4 and 7.5 that this
effect leaves an imprint in the stellar mass function and luminosity functions at
z ∼ 6.
Our findings are broadly in line with other simulations in the literature. For example,
Wise et al. (2014) found no dark halos above Mhalo ∼ 108 M at z > 8. Sawala
et al. (2016) found that the dark fraction decreases sharply from nearly 90% at
Mhalo ∼ 108 M to 0% at Mhalo ∼ 108.5 M at z ∼ 10. They also find an increasing
dark fraction with decreasing redshift at a fixed halomass. The subtle differences are
likely due to different models of the ionizing background adopted in these studies,
as well as to different star formation and stellar feedback physics. Wise et al. (2014)
modeled the ionizing fields more self-consistently using radiative-hydrodynamic
methods, while Sawala et al. (2016) adopted the uniform Haardt & Madau (2001)
ionizing background at these redshifts. In addition, a dark halo only means that the
expected stellar mass is lower than the mass of a few star particles. This further
complicates the comparison between these results obtained at different resolutions.
The effects of the ionizing radiation fields prior to complete reionization on low-mass
galaxies merits future investigation.
7.3.4 Broad-band photometry
We use the BPASSv2.0 stellar population synthesis models to calculate the broad-
band luminosities and magnitudes for the simulated galaxies, using the binary
models with a Kroupa (2002) IMF from 0.1–100 M as our default model. We only
consider intrinsic stellar continuum here, and ignore dust extinction and strong neb-
ular line emission in the rest-frame UV and optical, as well as dust re-emission in the
infrared (IR). We will explore the effect of dust attenuation in Section 7.6.2. In Fig-
ure 7.8, we show the magnitude–stellar mass relation (top panels) for our simulated
sample with M∗ > 103.5 M for three example redshift and band combinations. We
also show the inverse relation, the stellar mass–magnitude relations for the same
13Note that the increasing dark fraction at Mhalo ∼ 108 M and below z ∼ 6 indicates that the
suppression of star formation in these halos is not purely due to stellar feedback but rather points to
the importance of reionization.
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Table 7.2: Best-fit parameters for the magnitude–stellar mass relation and the stellar
mass–magnitude relation (see Section 7.3.4 for details).
Magnitude–stellar mass relation (Equation 7.6)
Band a c d
1500Å median -2.81 -5.61 -22.38
1500Å 1σ lower -2.61 -6.83 -23.06
1500Å 1σ upper -2.74 -3.87 -21.42
B band median -2.63 -3.36 -22.46
B band 1σ lower -2.59 -5.17 -22.89
B band 1σ upper -2.64 -2.52 -22.05
J band median -2.61 -2.63 -22.69
J band 1σ lower -2.61 -3.86 -23.20
J band 1σ upper -2.63 -2.15 -22.31
Stellar mass–magnitude relation (Equation 7.7)
Band a′ c′ d′
1500Å median -0.39 -2.59 8.77
1500Å 1σ lower -0.42 -1.65 8.38
1500Å 1σ upper -0.36 -2.99 9.16
B band median -0.38 -2.17 8.95
B band 1σ lower -0.41 -1.59 8.66
B band 1σ upper -0.37 -1.40 9.09
J band median -0.38 -1.85 8.90
J band 1σ lower -0.41 -1.61 8.67
J band 1σ upper -0.38 -0.90 9.01
Note: All magnitudes are derived from intrin-
sic stellar luminosities without accounting for
dust attenuation and nebular line emission.
combinations in the bottom panels. Only galaxies brighter than MAB = −10 are
shown to ensure that our simulations are complete. The two-dimensional histogram
represents the total weight (as defined in Section 7.2.4) of all galaxy snapshots in a
pixel in logarithmic scale. This reflects the ‘correct’ relative number of galaxies in
the Universe between pixels14. The red solid and dashed lines illustrate the best-fit
median relation and 1σ-scatter (16–84 per cent) as obtained below.
At fixed stellar mass, the distribution of magnitudes in a specific band tends to be
asymmetric, with a broader spread at the bright end. The asymmetry is driven by
14We remind the reader that we include all snapshots in the analysis to account for time variability
of galaxy properties, which is important for UV luminosities, but we may underestimate the scatter
for halos above Mhalo > 1011 M where our sample does not contain large number of independent
halos (see Section 7.2.3 for details).
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Figure 7.8: Top: The magnitude–stellar mass relation for rest-frame 1500Å at z = 6
(left) and z = 10 (middle), and for rest-frame B band at z = 6 (right). The two-
dimensional histogram represents the total weight of simulated galaxy snapshots in
each pixel (in logarithmic scale), taking into account our simulation results and the
halo mass function (see Section 7.2.4 for details). This reflects the true relative
number of galaxies between pixels in the Universe. The red solid and dashed lines
show the best-fit weighted median relation and 1σ scatter (see text for details). The
cyan dotted line in the middle panel shows the median relation at z = 6 for reference.
At fixed stellar mass, the distribution of magnitudes is asymmetric, with a broader
spread at the bright end, and themedianmagnitude becomesmore negative (galaxies
being brighter) at higher redshifts. The scatter gets smaller from rest-frame UV to
longer wavelength. Bottom: The stellar mass–magnitude relation for the same bands
and redshifts. At fixed magnitude, the distribution of stellar mass is skewed toward
low-mass galaxies, simply due to the fact that low-mass galaxies are more abundant
in the Universe. The median stellar mass decreases by about 1 dex from z = 12 to 5.
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the evolution of stellar populations: the luminosity of a stellar population declines
rapidly as the most massive stars die (in about 3–30Myr). Therefore, the luminosity
of a galaxy depends not only on its total stellar mass but also on its recent star
formation history. This feature is more prominent in low-mass galaxies which have
significant bursty star formation histories. Figure 7.8 also shows that this effect
is strongest in the rest-frame UV where young stars overwhelmingly dominate the
starlight and becomes weaker at longer wavelengths, as rest-frame optical B-band
relation has smaller scatter than that of rest-frame 1500Å.
Furthermore, galaxies at higher redshifts appear brighter on average than those of
similar stellar masses at lower redshifts, simply due to the fact that high-redshift
galaxies have younger stellar populations and higher ongoing SFRs. We parametrize
the magnitude–stellar mass relation with a linear function
MAB, band = a (log M∗ − 10) + c log
(
1 + z
6
)
+ d, (7.6)
where we assume a fixed slope a at any redshift but a redshift-dependent normaliza-
tion to capture this feature. We fit the weighed median, 1σ lower- and upper-bound
relations (above M∗ = 103.5 M) obtained from eight subsamples in different red-
shift intervals from z = 5–12 all together to determine the parameters for a given
band. The top panels of Figure 7.8 illustrate three examples of this relationship, and
we list the best-fit parameters for rest-frame 1500Å, B band, and J band in the top
half of Table 7.2.
We similarly assume a linear function for the stellar mass–magnitude relation
log M∗ = a′ (MAB, band + 20) + c′ log
(
1 + z
6
)
+ d′, (7.7)
and fit the weighted median and 1σ relations for galaxies brighter than MAB, band =
−10 to obtain the parameters. Some examples are shown in Figure 7.8 and the
best-fit parameters for rest-frame 1500Å, B band, and J band are listed in Table
7.2 (the bottom block). We emphasize that the two relations are fundamentally
different from each other – the distribution of stellar mass at fixed magnitude is
biased toward low-mass galaxies, simply because they have much higher number
densities in the Universe than more massive galaxies (see also Section 7.4). The
stellar mass–magnitude relation is also redshift-dependent, with the median stellar
mass decreasing by about 1 dex from z = 12 to 5 at a given magnitude.
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Figure 7.9: Predicted stellar mass functions above M∗ = 103.5 M at z = 6, 8, 10,
and 12. The open symbols show the results derived from the simulated sample using
the weights constructed in Section 7.2.4. The dashed lines show the model stellar
mass functions from convolving between the stellar mass–halo mass relation from
Section 7.3.2 and the halo mass function, assuming each halo contains one central
galaxy. Both methods only account for halos more massive than Mhalo = 107.5 M.
The two stellar mass functions agree well with each other for a broad range of
mass and redshift. The low-mass-end slope steepens with increasing redshift (from
α = −1.83 at z ∼ 6 to α = −2.18 at z ∼ 12). At z ∼ 6, the stellar mass function
derived from simulations flattens and falls below the model stellar mass function
by a factor of 2 below M∗ ∼ 104.5 M, owing to the 50% fraction of dark halos
around Mhalo ∼ 108 M. A comparison with observations is shown later in Section
7.6.3 (Figure 7.14). We make our predictions publicly available (see Appendix C
for details).
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7.4 Stellar mass functions in the early universe
Now we calculate the stellar mass function using two distinct approaches. First,
we utilize the weights constructed in Section 7.2.4: at a certain redshift, we col-
lect all halo snapshots within ∆z = ±0.5 from our simulated catalog. We then
add the weights of galaxies in stellar mass bins and divide
∑
i wi by the comov-
ing volume corresponding to the ∆z = ±0.5 redshift interval. Only halos above
Mhalo = 107.5 M are taken into account. In Figure 7.9, we show the results in
number dex−1 Mpc−3 above M∗ = 103.5 M at z = 6, 8, 10, and 12 with the open
symbols. The data are provided in Appendix C.
Alternatively, we can model the stellar mass function by directly convolving the
stellar mass–halo mass relation derived in Section 7.3.2 with the halo mass function
at a given redshift. We use a Monte Carlo method: we generate a large number of
mock halos more massive than Mhalo = 107.5 M with number densities following
the halo mass function, assign each halo a stellar mass as described below, and
derive the stellar mass function from the mock catalog. We assume a) every halo
hosts one galaxy (considering only central galaxies) and b) the stellar mass follows
a lognormal distribution at a given halo mass, with the median and 1σ dispersion
following Equations 7.1 and 7.2. In this calculation, we use Equations 7.1 and
7.2 at all redshifts and all halo masses, but we caution that uncertainties may arise
at the high-mass end (see discussion in Section 7.3.2). The results are shown by
dashed lines in Figure 7.9. For simplicity, we refer them as model stellar mass
functions thereafter. We also make these results publicly available (see Appendix
C for details). We will compare our predictions with observations later in Section
7.6.3.
We highlight the following features shown in Figure 7.9. (1) The low-mass end of
the stellar mass function (asymptotic form φ d log M∗ ∼ Mα+1∗ d log M∗) steepens
with increasing redshift, with the slope decreasing from α = −1.80 ± 0.02 at z = 6
to α = −2.13 ± 0.12 at z = 12. The evolution of the slope is robust, although
the exact slope at a given redshift may vary according to how it is computed15.
This trend is consistent with the observed stellar mass functions (e.g., Song et al.
2016) and has been widely reproduced in cosmological simulations (e.g., Wilkins
et al. 2016; Ceverino et al. 2017). Such a feature is directly inherited from the
15The slopes quoted here are obtained by fitting the stellar mass functions derived from the
simulated catalog with a Schechter (1976) function. We also experiment with fitting the model mass
functions in different dynamic ranges or using a double power-law function. The slope obtained at a
given redshift varies systematically with method by about 0.2.
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halo mass functions, which also steepen with increasing redshift at the low-mass
end (e.g., Reed et al. 2003). (2) The model stellar mass functions agree well with
those derived from the simulated catalog for a broad range of stellar mass and
redshift. This demonstrates that the fitting functions in Section 7.3.2 describe the
stellar mass–halo mass relation for the simulated sample reasonably well. (3) The
discrepancies between the two stellar mass functions in the highest-mass bin is due
to small numbers of galaxies in the simulated sample at the high-mass end. (4)
The apparent flattening of the model stellar mass functions at M∗ ∼ 103.5 M is an
expected artifact because we exclude all halos below Mhalo = 107.5 M.
More importantly, the z = 6 stellar mass function derived from the simulated sample
shows a flattening below M∗ ∼ 104.5 M and falls below the model mass function
by a factor of 2. This is caused by the 50% fraction of dark halos at Mhalo ∼ 108 M
at z ∼ 6. In other words, the assumption we adopted in the model that every
halo hosts one galaxy breaks down at Mhalo ∼ 108 M. Note that if we ignore all
the ‘dark halos’ in the simulated catalog and repeat the exercise, the two z = 6
stellar mass functions agree well with each other. The large dark fraction in low-
mass halos at lower redshifts is because of the suppression of star formation by the
ionizing background near the end of reionization (see Section 7.3.3). The stellar
mass functions at higher redshift do not show such flattening. This effect may
relieve the tension between the number of low-mass galaxies in the Local Group
and that needed for cosmic reionization (e.g., Bullock et al. 2000; Somerville 2002;
Boylan-Kolchin et al. 2014).
7.5 Multi-band luminosity functions
We calculate the luminosity functions at several bands following the same method
described in Section 7.4. Again, only halos above Mhalo = 107.5 M are taken into
account. In Figure 7.10, we show the results in numbermag−1 Mpc−3 at z = 6,
8, 10, and 12 (the open symbols). The data are also provided in Appendix C. We
also model the luminosity functions using a Monte Carlo method by convolving the
magnitude–stellar mass relation derived in Section 7.3.4 (Equation 7.6) with the
model stellar mass functions in Section 7.4 in a similar way described above. The
model luminosity functions are shown by the dashed lines in Figure 7.10. Note that
we only consider intrinsic stellar continuum emission here, but we will explore the
effect of dust extinction in Section 7.6.2 and compare with observations in Section
7.6.3. We do not model nebular line emission in this paper.
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Figure 7.10: Predicted luminosity functions at rest-frame 1500Å (left), B band
(middle), and J band (right) at z = 6, 8, 10, and 12. All magnitudes are intrinsic
without accounting for dust attenuation. The open symbols show the results derived
from the simulated catalog. The dashed lines show the model luminosity functions
from convolution between the magnitude–stellar mass relation in Section 7.3.4 and
the model stellar mass functions in Section 7.4. As in Figure 7.9, the faint-end slope
steepens with increasing redshift. The stronger flattening of the z = 6 luminosity
functions fainter thanMAB ∼ −12 is due to the suppression of star formation in halos
around Mhalo ∼ 108 M by the strong ionizing background. We will compare our
predictedUV luminosity functionwith observations later in Section 7.6.3 and Figure
7.14. We make our predictions publicly available (see Appendix C for details).
The luminosity functions derived from the simulations agree well with models for a
broad range of magnitude and redshift. Again, the faint-end slope (asymptotic form
φ dMAB, band ∼ 10−0.4(α+1)MAB, banddMAB, band) steepens with increasing redshift (e.g.,
from α = −1.85±0.06 at z = 6 to α = −2.17±0.10 at z = 12 at 1500Å). The trend
is in good agreement with observations (e.g., Bouwens et al. 2015; Finkelstein et al.
2015a), semi-analytic galaxy formation models (e.g., Clay et al. 2015; Cowley et al.
2018), and other simulations (e.g., Gnedin 2016; Ceverino et al. 2017; Wilkins et al.
2017) at these redshifts, but the exact slopes depend largely on the fitting method.
The flattening at the faintest bin at any redshift is due to the incompleteness of halos
below M∗ = 107.5 M. Similarly, the luminosity functions show a flattening below
M1500Å ∼ −12, MB ∼ −12, and MJ ∼ −12 at z = 6, as seen from the fact that
the luminosity functions derived from the simulated catalog fall below the model
luminosity functions roughly by a factor of 2. This is caused by the large fraction
of dark halos and the rapid drop in SFR at z ∼ 6 below halo mass Mhalo ∼ 108 M,
where star formation is suppressed by the ionizing background (Figure 7.7).
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7.6 Discussion
7.6.1 SFR and stellar mass densities at z ≥ 5
We now derive the cosmic SFR density (SFRD) from z = 5–12 by convolving the
SFR–Mhalo relation given by Equation 7.4 (the average SFR at a given halo mass)
and the halo mass function at the same redshift. In Figure 7.11, we show the results
obtained by integrating over the halo mass range above Mhalo = 107.5 M (dashed),
Mhalo = 108.5 M (solid), and Mhalo = 109.5 M (dotted) to Mhalo = 1012 M. The
contributions frommoremassive halos are negligible at these redshifts (because they
are extremely rare). In Figure 7.11, we also show observationally inferred SFRDs
from Ellis et al. (2013), Oesch et al. (2013), Oesch et al. (2014), Bouwens et al.
(2015), Finkelstein et al. (2015a), McLeod et al. (2016), and CLASH detections
(Zheng et al. 2012; Coe et al. 2013; Bouwens et al. 2014). Data corrected (uncor-
rected) for dust attenuation are shown by open (filled) symbols16. At z . 8, our
predictions broadly agree with data within observational uncertainties. The SFRD
at z & 9 are still poorly constrained observationally. These results are derived by
integrating the best-fit UV luminosity functions brighter than MUV ∼ −17. This
limit does not correspond to a unique halo mass, but is roughly consistent with what
we obtain by integrating down to Mhalo = 109.5 M at these redshifts (cf. Figures
7.4 and 7.8). Note that the number of galaxies in the observed z & 9 sample is
small, and some works are based on single galaxy detections. Our simulations sug-
gest that the majority of star formation takes place in halos below Mhalo = 109.5 M
at z & 9, but these low-mass galaxies are too faint to be detectable with current
observational facilities. This may account for the apparent rapid decline in SFRD
at these redshifts (e.g., Oesch et al. 2014). Future deep surveys by JWST at these
redshifts are expected to put strong constraints on the z ≥ 9 SFRD.
We also calculate the stellar mass density from z = 5–12 by integrating the model
stellar mass functions in Section 7.4 in certain stellar mass intervals. The three lines
in Figure 7.12 show the results for M∗ > 106 M (solid), M∗ > 104 M (dashed),
and M∗ > 108 M (dotted). At these redshifts, high-mass galaxies (M∗ > 1010 M)
only contribute a negligible fraction (less than 0.05 dex) of the total stellar mass due
to their low number densities, so the total stellar mass density is insensitive to our
uncertainties in the high-mass end of the stellar mass functions. In Figure 7.12, we
also compare our predictions with observationally inferred results in the literature
(symbols with errorbars, including González et al. 2011; Duncan et al. 2014; Oesch
16We note that the conversion between rest-frame UV luminosity and SFR and the amount of
dust correction is still very uncertain.
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Figure 7.11: Cosmic star formation rate density (SFRD) from z = 5–12. The lines
are derived by convolving the SFR–Mhalo relation given by Equation 7.4 and the
halo mass function at the same redshift. The dashed, solid, and dotted lines show the
results obtained by integrating over the halo mass range as labeled. Observationally
inferred SFRDs from the literature are shown with symbols and errorbars. These
results are derived by integrating the best-fit UV luminosity functions brighter than
MUV ∼ −17. Data corrected (uncorrected) for dust attenuation are shown by open
(filled) symbols. At z . 8, our predictions agree with data within observational
uncertainties. The z & 9 SFRD is poorly constrained due to the small size of each
observational sample. Our simulations suggest that low-mass halos dominate the
SFRD, due to their rapidly increasing number densities at these redshifts. This is
beyond the detection limits of current observational facilities (MUV ∼ −17, roughly
corresponding to halo mass Mhalo ∼ 109.5 M in our simulations). Future deep
surveys by JWST will be able to put stronger constrains on the z & 9 SFRD.
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Figure 7.12: Stellarmass density from z = 5–12. The lines are derived by integrating
the model stellar mass functions in Section 7.4 over the mass range as labeled. At
high redshift, the stellar mass density is dominated by low-mass galaxies, due to the
rapid steepening of the low-mass-end of the stellar mass function. Observationally
inferred data from the literature are shown by filled symbols with errorbars. These
observational results are derived by integrating the best-fit stellar mass functions
above M∗ > 108 M. Our equivalent prediction (the dotted line) broadly agrees
well withmore recent studies. The discrepancies between thesemeasurements likely
originate from systematic uncertainties in stellar mass measurements.
et al. 2014; Grazian et al. 2015; Song et al. 2016). Note that these results are
derived by integrating the best-fit stellar mass functions above M∗ > 108 M. Our
predictions (the dotted line, which uses the same limit) broadly agree with more
recent studies (Oesch et al. 2014; Grazian et al. 2015; Song et al. 2016). We note
that although some groups report consistent stellar mass densities at these redshifts,
their stellar mass functions do not usually agree with each other (see Section 7.6.3
or figure 9 in Song et al. 2016).
7.6.2 Dust extinction in rest-frame UV
So far we have only focused on intrinsic luminosity of our simulated galaxies, while
dust obscuration can be very important in relatively massive galaxies (e.g., Cen &
Kimm 2014; Cullen et al. 2017; Wilkins et al. 2017). In this section, we estimate
the amount of dust extinction in the rest-frame UV band. We follow the method
from Hopkins et al. (2005) and calculate the extinction by ray-tracing the emission
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Figure 7.13: The relation between UV extinction and intrinsic UV magnitude in
the simulations. The points show all simulated galaxies from z = 5–8, with ten
different sightlines for each galaxy. We determine the dust extinction by ray-tracing
and assuming a constant dust-to-metal ratio, using the distribution of gas and metals
in the simulations. The blue dashed line shows the best-fit relation in Equation 7.8.
from star particles including dust attenuation self-consistently from the dust and
metals in the simulation (see also Hopkins et al. 2014; Feldmann et al. 2016, 2017).
We assume a canonical dust-to-metal ratio of 0.4 (Dwek 1998). Following a Small
Magellanic Cloud-like extinction curve from Pei (1992), we obtain a dust opacity
of 2.06 × 103 cm2 g−1 at 1500Å at solar metallicity. For each simulated galaxy,
we include all gas particles within 12Rmax (about 1.5 times the size of the stellar
component, see Section 7.2.3) and calculate the extinction by ray-tracing from
every star particle to a hypothetical observer along ten different sightlines. Note
that the gas in these high-redshift galaxies is clumpy, so the extinction can differ by
several magnitudes between sightlines. In Figure 7.13, we show the relation between
extinction A1500 = −2.5 log(F1500/F1500, 0) and intrinsic UV magnitude M1500 for
all sightlines and all simulated galaxies from z = 5–8. We do not find significant
redshift dependence in our sample, but we caution that this may be due to the small
sample size at the massive end. We fit the results with a parabolic function
A1500 = (0.0306±0.0002) (M1500 + 15)2, (7.8)
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and quote a uniformly distributed scatter with half-width ∆A1500 = −0.125 (M1500+
15) at M1500 < −15. A full radiative transfer calculation of dust extinction, scatter,
and re-emission is beyond the scope of the current paper, but will be the subject of
a future study.
7.6.3 Comparison with observations
In this section, we compare our predicted stellar mass functions and luminosity
functions with observations. In the top panel in Figure 7.14, we show the z = 6
stellar mass function derived from the simulated catalog (open squares) and from
direct convolution between the stellar mass–halo mass relation and the halo mass
function (dashed lines). They are identical to those in Figure 7.9, but we only
show M∗ ≥ 107 M where the observational results are available. We also show
a compilation of observations from González et al. (2011), Duncan et al. (2014),
Grazian et al. (2015), Song et al. (2016), and Stefanon et al. (2017) (symbols with
errorbars). Above M∗ ∼ 109 M, our model agrees well with Song et al. (2016) and
Stefanon et al. (2017), but falls below some other results. Below M∗ ∼ 108 M, we
predict slightly higher number densities than Song et al. (2016).
In the bottom panel, we show the z = 6 UV luminosity function (rest-frame 1500Å)
from our predictions (open squares and the thin dashed line, identical to those in
Figure 7.10) and from observations in Atek et al. (2015), Bowler et al. (2015),
Bouwens et al. (2015), Finkelstein et al. (2015a), Bouwens et al. (2017c), and
Livermore et al. (2017) (symbols with errorbars). First, we only consider the
intrinsic stellar luminosities without accounting for dust extinction (the thin dashed
line), which results in the fact that our model predicts higher number densities than
observed at the bright end.
To quantify the effect of dust attenuation, we use a Monte Carlo method to apply the
dust attenuation determined in Section 7.6.2 to the model UV luminosity function.
We adopt the median attenuation from Equation 7.8, with a magnitude-dependent
scatter following a uniformdistributionwith half-width∆A1500 = −0.09375 (M1500+
15) at M1500 < −15. The model UV luminosity function after dust extinction is
shown by the thick dashed line in Figure 7.14, which agrees surprisingly well
with observations at the bright end. This result suggests that the bright-end of the
UV luminosity function is mostly set by dust obscuration, in line with predictions
from semi-analytic models (Somerville et al. 2012) and cosmological simulations
(Wilkins et al. 2017). We find that dust extinction becomes significant for galaxies
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with intrinsic UV magnitude brighter than M1500 ∼ −20. The star formation in
these galaxies cannot be fully probed in the rest-frame UV. Approximately 37% of
the UV light from galaxies brighter than M1500 = −13 at z = 6 is obscured by dust
according to our model. The obscured fraction is 54% if only galaxies brighter than
M1500 = −17 are considered. These numbers are broadly in line with observational
estimates of the dust obscured fraction of star formation at these redshifts (see e.g.,
Finkelstein et al. 2015a; Bouwens et al. 2015).
Our predicted UV luminosity function (after dust attenuation) is in good agreement
with current data in a broad range of magnitudes17, but the predicted stellar mass
function shows considerable discrepancies with observational measurements. We
note that the stellar mass functions from different groups also do not in general agree
perfectly with each other. We discuss several systematic uncertainties that might be
important in these measurements. First, a non-negligible fraction of the light from
galaxies will be missed due to the finite surface brightness depth of an observational
campaign. Therefore, the stellar mass of a galaxy is possibly underestimated. This
effect becomes much stronger at lower masses (e.g., Ma et al. 2018). Second, the
incompleteness correction at the low-mass end for a flux-limited sample is sensitive
to the a priori distribution of magnitude at a given stellar mass. We show in Section
7.3.4 that this distribution is biased toward the faint end (top panels in Figure 7.8).
One could underestimate the incompleteness if this bias is not properly accounted
for. Third, measurement uncertainties in stellar mass will introduce contamination
from low-mass galaxies in a given mass bin, and thereby lead to an overestimate of
their number density, especially at the high-mass end where the stellar mass function
is steep (e.g., Davidzon et al. 2017). In addition, cosmic variance may also lead to
discrepancies at the massive end.
Nevertheless, our simulations do not include halos more massive than Mhalo ∼
1012 M and only include a small number of independent halos above Mhalo ∼
1011 M. We may underestimate the scatter of certain galaxy properties at these
masses. Moreover, we do not consider primordial chemistry or the ionizing back-
ground fluctuation prior to reionization, which may have important effects on halos
below Mhalo ∼ 108 M. Our predictions should be tested by future observations to
better understand the uncertainties in the current model.
17Note that the sample in Livermore et al. (2017) has only one galaxy in the faintest bin, and no
galaxy in the next two bins (upper limits).
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7.6.4 Differences between stellar population models
In this paper, we use the BPASSv2.0 binary model with a Kroupa (2002) IMF
from 0.1–100 M as our default stellar population model for post-processing. To
illustrate the difference between stellar population models, we show the synthetic
spectrum for simulation z5m12a at z = 5 (stellar mass M∗ = 3 × 109 M) in Figure
7.15 using two models in BPASSv2.0: the default binary model (black) and the
single-star model with the same IMF (red). Again, the spectra only include intrinsic
star light without accounting for dust attenuation and line emission. The binary
models produce slightly higher luminosities in the rest-frame UV at wavelengths
bluer than the Balmer break at 3648Å, but about 0.2–0.8magweaker emission in the
rest-frame optical and IR than single-star models. This is because of consequences
of binary interaction: (a) the ‘effective’ IMF is changed and (b) a large fraction of red
supergiants are removed and replaced with hot stripped stars (J. J. Eldridge, private
communication). These effects are particularly important in stellar populations
younger than 1Gyr, which are dominant in galaxies at z ≥ 5 when the age of
the Universe is comparable and even younger. If single-star models are used, the
predicted B-band and J-band magnitudes will be brighter by 0.2 dex and 0.5 dex,
respectively. Future observations of high-redshift galaxies at the rest-frame optical
bands will provide more hints of the stellar populations in these galaxies. Another
important difference is that binary models tend to produce more ionizing photons
(wavelengths shorter than 912Å). The production of these photons even extends
to 30Myr after the formation of a stellar population (as opposed to 10Myr in
single-star models), so these photons are more likely to escape the galaxy and play
an important role in cosmic reionization (Ma et al. 2016b; Götberg et al. 2017).
However, ionizing photons only contribute a small fraction (less than 10%) of the
bolometric luminosity. Note that the differences between different stellar evolution
calculations for non-rotating, single-star models (e.g., starburst99 and BPASS,
using the same IMF and stellar atmosphere models) are much smaller than the
effects of binaries.
7.7 Conclusion
In this paper, we present a suite of cosmological zoom-in simulations at z ≥ 5
covering the z = 5 halomass rangeMhalo ∼ 108–1012 M. These are high-resolution
simulations (100–7000 M baryonic mass resolution) using physically motivated
models of the multi-phase ISM, star formation, and stellar feedback from the FIRE-
2 simulation suite of the FIRE project (Hopkins et al. 2017). These simulations
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Figure 7.15: Synthetic spectrum for a M∗ = 3×109 M galaxy (simulation z5m12a
at z = 5) using different stellar population models. Binary models produce slightly
higher rest-frame UV luminosities at 1500Å, but approximately 0.2–0.8mag lower
rest-frame optical-to-IR luminosities than single-star models. Moreover, binary
models produces more ionizing photons (wavelengths shorter than 912Å), but these
photons only contribute a small fraction of the bolometric luminosity.
provide useful guidance for future observations with JWST and next-generation
ground-based telescopes. Our simulations are complementary to simulations of the
first stars and low-mass galaxies at z & 15 with sophisticated primordial chemistry
as well as large-volume simulations using empirically calibrated star formation and
feedback models at much poorer resolution.
By utilizing all properly resolved halos in each zoom-in region, we obtain a simulated
sample containing hundreds of independent halos at a given redshift (Figure 7.1).
We also include all snapshots (separated by about 20Myr in time) in our analysis
to account for time variability in galaxy properties. At low halo masses (e.g.,
Mhalo ≤ 1011 M at z ∼ 6 or Mhalo ≤ 1010.5 M at z ∼ 10), our sample includes a
large number of independent halos to account for halo-to-halo variance. At higher
halo masses, our sample is small, so we may underestimate the scatter of galaxy
properties due to halo-to-halo variance (cf. Sections 7.2.3 and 7.3.2).
We use the BPASSv2.0 binary stellar population models with a Kroupa (2002) IMF
to compute the broad-band photometry from starlight in these galaxies. We also
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use analytic halo mass functions to assign each simulated galaxy a proper number
density that reflects its relative abundance in the Universe. In this paper, we study
the stellar mass–halo mass relation, star formation histories, the relation between
broad-band magnitude and stellar mass, and stellar mass function and luminosity
functions. Our main results include the following:
(i) The stellar mass–halo mass relation shows little evolution at redshift z =
5–12 (Figure 7.4). The best-fit median relation and 1σ-scatter are log M∗ =
1.58 (log Mhalo − 10) + 7.10 and ∆ log M∗ = exp [−0.14 (log Mhalo − 10) − 1.10]
in the halo mass range Mhalo = 107.5–1012 M (Section 7.3.2). The M∗–Mhalo
relation may bend at Mhalo > 1012 M (as is inferred at lower redshifts), but this
regime is not probed by our simulations.
(ii) The relation between SFR, halo mass (stellar mass), and redshift can be best
described by log SFR = 1.58 (log Mhalo−10)+2.20 log
(
1+z
6
)
−1.58 and log SFR =
1.03 (log M∗ − 10) + 2.01 log
(
1+z
6
)
+ 1.36. The slopes of the SFR–Mhalo and SFR–
M∗ relations do not depend on redshift, but the average SFR at fixed halo mass
(stellar mass) increases with increasing redshift by approximate 0.7 dex from z = 5
to z = 12 (Figure 7.7).
(iii) The mean SFR for galaxies below Mhalo ∼ 108 M or M∗ ∼ 104 M below
z ∼ 6 drops significantly (Figure 7.7), because star formation is suppressed in low-
mass galaxies by the ionizing background near the end of reionization (see also the
left most panel in Figure 7.5). About 50% of the halos at Mhalo ∼ 108 M at z ∼ 6
are dark halos that contain no stars. Halos of similar masses above z ∼ 7 or halos
more massive than Mhalo ∼ 108.5 M at any redshift continue normal star formation.
(iv) We provide the median and 1σ-scatter for the magnitude–stellar mass relation
and stellar mass–magnitude relation at rest-frame 1500Å, B band, and J band (Table
7.2 and Figure 7.8). Both relations have large scatter. We emphasize that the two
relations are fundamentally different from each other. At fixed stellar mass, the
distribution of magnitudes is set by the range of recent star formation histories. At
fixed magnitude, the distribution of stellar mass is biased toward the low-mass end,
due to the higher abundance of low-mass galaxies in the Universe (Section 7.3.4).
(v) We predict the stellar mass function and luminosity functions at rest-frame
1500Å, B band, and J band from z = 5–12 (Figures 7.9 and 7.10). Our results
are broadly consistent with current observations (Figures 7.14) and can be tested by
future observations with JWST and next-generation ground-based telescopes. We
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make our predictions public for future use (see Appendix C for details).
(vi) Both the stellar mass function and luminosity functions show steepening low-
mass-end or faint-end slopes with increasing redshift (from α = −1.85 at z ∼ 6 to
α = −2.18 at z ∼ 12, Figures 7.9 and 7.10), as inherited from the steepening of the
low-mass-end slope of the halo mass function.
(vii) The stellar mass function slightly flattens below M∗ ∼ 104.5 M at z ∼ 6. This
results from the high dark halo fraction at Mhalo ∼ 108 M, due to star formation
being suppressed by the ionizing background at these redshifts. Similarly, the z = 6
luminosity functions also show a flattening at magnitudes fainter than M1500 ∼ −12,
MB ∼ −12 and MJ ∼ −12 (Section 7.4). There is no such flattening at higher
redshifts.
(viii) We derive the star formation rate and stellar mass density at z = 5–12 (Figures
7.11 and 7.12). Our results are in good agreement with current observational
constraints at z ≤ 8. At higher redshifts, both are dominated by low-mass galaxies.
Future JWST observations can put more robust constraints on the mass assembly
histories at these redshifts by measuring galaxy number densities below MUV ∼ 15
or M∗ ∼ 108 M.
(ix) Dust attenuation in the rest-frame UV becomes important for galaxies with
intrinsic 1500Å-magnitude brighter than M1500 ∼ −20 (Figure 7.13). In our anal-
ysis, the bright-end shape of the UV luminosity function is primarily set by dust
attenuation (Figure 7.14). Approximately 37% (54%) of the UV luminosity from
galaxies brighter than M1500 = −13 (M1500 = −17) is obscured by dust at z ∼ 6.
We note the caveat that our simulations do not include primordial chemistry and
H2 formation and dissociation, nor try to model Pop III star formation. These are
important in understanding the cooling in primordial gas and metal enrichment at
very high redshifts (z ≥ 15), which may affect the star formation efficiency in halos
below Mhalo ∼ 108 M (e.g., Wise et al. 2014; Chen et al. 2014). Furthermore,
we do not model cosmic reionization self-consistently; instead, we only apply a
spatially uniform, redshift-dependent ionizing background. This ignores the fact
that reionization is highly inhomogeneous (e.g., Barkana & Loeb 2001; Furlanetto
et al. 2004; Iliev et al. 2006;McQuinn et al. 2007) and that even after reionization the
ionizing background has large spatial fluctuations (e.g., Becker et al. 2015; Davies &
Furlanetto 2016; D’Aloisio et al. 2018). Preliminary results indicate that increasing
the ionizing background strength by a factor of 10–100 may lower the stellar mass
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in halos of z = 5 mass Mhalo ∼ 109 M by a factor of 2. This may lead to larger
scatter in the stellar mass–halo mass relation at the low-mass end that we do not
capture in the current study. These questions are worth further exploration.
These simulations have many applications. In the future, we will use them to
study the size evolution of high-redshift galaxies, dust attenuation and IR luminos-
ity functions, nebular line emissions, the escape fraction of ionizing photons, [C
ii] and CO luminosity functions, metal-enriched absorbers in the circum-galactic
medium, Lyman-α radiative transfer, globular cluster formation, and more. We
will also expand the simulation suite to lower and higher masses and more extreme
environments at these redshifts.
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Figure 7.16: The number of halo snapshots in our simulated catalog (left), the
expected number of galaxies in the Universe (on 1 arcmin2 sky, center), and the
weight assigned to each halo snapshot (right) as a function of halo mass and redshift.
Appendix A: The weighting method
In Section 7.2.4, we introduce a weighting method by assigning each halo ‘snapshot’
a weight w according to its halo mass and redshift to reflect its real abundance in
the Universe. First, we bin our simulated catalog in log Mhalo–log(1 + z) space
with bin sizes ∆ log Mhalo = 0.4 and ∆ log(1 + z) = 0.04 and count the number of
halo snapshots in each bin Nsim as shown in the left panel of Figure 7.16. Next,
we compute the expected number of halos in the Universe in each bin Nexpect =
φ∆ log Mhalo∆Vcom, where φ is the halo mass function obtained from HMFcalc
(Murray et al. 2013, number of halos per dex per comoving volume) and ∆Vcom is
the comoving volume corresponding to the redshift range of each bin and 1 arcmin2
area on the sky (this is to avoid w being too large or too small). Each halo in the
same bin will then be given the same weight w = Nexpect/Nsim. Therefore, summing
over the weights of halos in a given bin leads to the expected number of halos in the
Universe (on 1 arcmin2 area of the sky). We show Nexpect and w in the middle and
right panel of Figure 7.16.
Appendix B: Resolution tests
Every zoom-in simulation presented in the paper has been run at several resolution
levels. The main text shows results only from the highest-resolution runs available.
In Figure 7.17, we show the stellarmass–halomass relation in the z = 5 snapshots for
simulations using different mass resolution (shown by different symbols). The large
symbols represent the most massive halo in each simulation and smaller symbols
show less massive isolated halos in the zoom-in regions with more than 104 particles
and zero contamination. Note than we show the total stellar mass in the halo instead
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Figure 7.17: The stellarmass–halomass relation produced by simulations at different
mass resolution. Simulations at mass resolution mb ∼ 5.6 × 104 M systematically
produce two times more stars. Simulations at resolution mb ∼ 7 × 103 M and
better do not show statistically-significant systematic differences over a fairly large
number of galaxies (as we are able to show below Mhalo ∼ 1011 M). The difference
in the stellar mass of individual galaxy is usually due to stochastic star formation
and feedback.
of the central galaxy stellar mass defined in Section 7.2.3, to reduce the effects
of stochastic fluctuation in galaxy mass induced by mergers. Simulations at mass
resolution mb ∼ 5.6 × 104 M tend to systematically over-predict stellar mass by
about a factor of two. This is also found in our previous work using ultra-high-
resolution dwarf galaxy and Milky Way-mass galaxy simulations run with the same
code down to z = 0 (see Wetzel et al. 2016; Hopkins et al. 2017). At resolution
mb ∼ 7 × 103 M and better, we do not find significant systematic differences in
the stellar mass–halo mass relation for a fairly large sample of galaxies (as we show
for Mhalo < 1011 M). The difference in the stellar mass of individual galaxy is
mainly due to stochastic effects: when and where a star particle forms and a SN
occurs are stochastically sampled from the SFR and SNe rates. Any perturbations
may affect the final stellar mass of each galaxy, but the statistics in the stellar mass–
halo mass relation is unchanged. This is the way we define convergence for our
simulations. Therefore, we adopt mass resolution mb ∼ 7× 103 M for halos above
Mhalo = 1011 M and even better resolution for our lower mass systems for final
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production runs, to ensure reasonable convergence and computational costs. For
more extensive mass and spatial resolution tests, and other numerical details, see
Hopkins et al. (2017).
7.8 Stellar mass functions and luminosity functions
In Sections 7.4 and 7.5, we describe the method used to compute the stellar
mass functions and luminosity functions from the simulated sample. Here we
provide these results at z = 5–12. The first two columns give the stellar mass
functions above M∗ = 103.5 M, and the remaining columns give the luminosity
functions brighter than MAB = −8 at rest-frame 1500Å, B, and J band, respect-
fully. In addition, we also make our model stellar mass function and luminos-
ity functions public. A machine-readable version of these results is available at
http://www.tapir.caltech.edu/~xchma/data/hiz_smf_lf.zip. Those derived from the
simulated catalog are tabulated in files SMF_sim_zxx.txt, LF_UV_sim_zxx.txt,
LF_B_sim_zxx.txt, andLF_J_sim_zxx.txt. Themodel stellarmass functions and lu-
minosity functions are tabulated in files SMF_model_zxx.txt, LF_UV_model_zxx.txt,
LF_B_model_zxx.txt, and LF_J_model_zxx.txt (these are shown with the dashed
lines in Figures 7.9 and 7.10). The UV luminosity functions after accounting for
dust attenuation are tabulated in LF_UV_red_zxx.txt. The two digits xx in all file
names represent the redshift. We encourage readers to use our results and confront
them with future observations and other models.
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C h a p t e r 8
SIMULATING GALAXIES IN THE REIONIZATION ERA WITH
FIRE-2: MORPHOLOGIES AND SIZES
Ma, X., Hopkins, P. F., Boylan-Kolchin, M., et al., 2018, “Simulating galaxies in the
reionization era with FIRE-2: galaxy scaling relations, stellar mass functions,
and luminosity functions",Monthly Notices of the Royal Astronomical Society,
477, 219-229
doi: 10.1093/mnras/sty684
Abstract
We study the morphologies and sizes of galaxies at z ≥ 5 using high-resolution
cosmological zoom-in simulations from the Feedback In Realistic Environments
project. The galaxies show a variety of morphologies, from compact to clumpy to
irregular. The simulated galaxies have more extended morphologies and larger sizes
whenmeasured using rest-frame optical B-band light than rest-frameUV light; sizes
measured from stellar mass surface density are even larger. The UV morphologies
are usually dominated by several small, bright young stellar clumps that are not
always associated with significant stellar mass. The B-band light traces stellar mass
better than the UV, but it can also be biased by the bright clumps. At all redshifts,
galaxy size correlates with stellar mass/luminosity with large scatter. The half-light
radii range from 0.01 to 0.2 arcsec (0.05–1 kpc physical) at fixed magnitude. At
z ≥ 5, the size of galaxies at fixed stellar mass/luminosity evolves as (1 + z)−m,
with m ∼ 1–2. For galaxies less massive than M∗ ∼ 108 M, the ratio of the
half-mass radius to the halo virial radius is ∼ 10% and does not evolve significantly
at z = 5–10; this ratio is typically 1–5% for more massive galaxies. A galaxy’s
‘observed’ size decreases dramatically at shallower surface brightness limits. This
effect may account for the extremely small sizes of z ≥ 5 galaxies measured in the
Hubble Frontier Fields. We provide predictions for the cumulative light distribution
as a function of surface brightness for typical galaxies at z = 6.
Keywords: galaxies: evolution – galaxies: formation – galaxies: high-redshift –
cosmology: theory
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8.1 Introduction
High-redshift galaxies are thought to be the dominant source of cosmic reionization
(e.g. Kuhlen & Faucher-Giguère 2012; Robertson et al. 2013, 2015). The number
density of these galaxies, as described by the ultraviolet (UV) luminosity function,
is well constrained for galaxies brighter than MUV = −17 at z ∼ 6 (e.g. McLure et al.
2013; Schenker et al. 2013; Bouwens et al. 2015; Finkelstein et al. 2015a). Recently,
the Hubble Frontier Fields (HFF) program (Lotz et al. 2017), which takes advantage
of strong gravitational lensing by foreground galaxy clusters, has made it possible to
estimate UV luminosity functions down to MUV ∼ −13 (e.g. Bouwens et al. 2017c;
Livermore et al. 2017). But one of the dominant outstanding uncertainties is the
intrinsic size distribution of faint galaxies, which is necessary in order to determine
the completeness of the observed sample due to surface brightness limits (Bouwens
et al. 2017b).
There are only a few galaxies at these redshifts that have robust size measurements.
Oesch et al. (2010) measured the sizes of galaxies brighter than MUV = −19 at
z = 4–8 in the Hubble Ultra-Deep Field (HUDF) and found that the half-light radii
of galaxies evolve according to (1 + z)−m, with m ∼ 1–1.5 (see also, e.g. Bouwens
et al. 2004; Ferguson et al. 2004; Ono et al. 2013; Kawamata et al. 2015). It is also
expected from analytic models that galaxy size decreases with increasing redshift
(Mo et al. 1998, 1999).
High-redshift galaxies tend to be intrinsically small. The half-light radii of bright
galaxies (MUV < −19) at z ∼ 6–8 range from 0.5–1 kpc (e.g. Oesch et al. 2010).
More recently, Kawamata et al. (2015) and Bouwens et al. (2017b) measured the
half-light radii for a sample of fainter galaxies (−19 < MUV < −12) from the HFF.
They found that the size–luminosity relation has large scatter, with half-light radii
spanning more than an order of magnitude (0.1–1 kpc) at fixed UV magnitude. A
fraction of these faint galaxies have extremely small sizes from a few pc to 100 pc,
although these results are very uncertain because they are far below the resolution
of the Hubble Space Telescope (HST).
Morphological studies have revealed that galaxies at intermediate redshifts (z ∼ 0.5–
3) typically contain a number of star-forming clumps (e.g. Guo et al. 2015). These
prominent clumps only contribute a small fraction of the total mass, however (e.g.
Wuyts et al. 2012). So far, the sizes of z & 6 galaxies are measured using noise-
weighted stacked images over all available bands (dominated by rest-frame UV), so
it is likely that the extremely small galaxy sizes in the HFF are biased by such clumps
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(e.g. Vanzella et al. 2017). With the James Webb Space Telescope (JWST, scheduled
to launch in 2019), one will be able to probe these faint, high-redshift galaxies with
deeper imaging, higher spatial resolution, and at longer wavelengths. This makes it
possible to compare galaxy morphology and sizes in different bands and to recover
the stellar mass distribution using multi-band images via pixel-by-pixel spectral
energy distribution (SED) modeling (e.g. Smith & Hayward 2015).
The goal of this paper is to make predictions of morphologies and sizes for z ≥ 5
galaxies, which can be used to plan and interpret future observations. We use a suite
of high-resolution cosmological zoom-in simulations from the Feedback In Realistic
Environments (FIRE) project1 (Hopkins et al. 2014). The FIRE simulations include
explicit treatments of the multi-phase interstellar medium (ISM), star formation, and
stellar feedback. The simulations are evolved using the FIRE-2 code (Hopkins et al.
2017), which is an update of the original FIRE code with several improvements
to the numerics. These simulations predict stellar mass functions and luminosity
functions in broad agreement with observations at these redshifts. When evolved to
z = 0, simulations with the same physics have been shown to also reproduce many
other observed galaxy properties (Hopkins et al. 2017, and references therein).
The paper is organized as follows. In Section 8.2, we describe the simulations briefly
and the methods we use to measure galaxy sizes. We present the results in Section
8.3 and discuss their implications to observations in Section 8.4. We conclude
in Section 8.5. We adopt a standard flat ΛCDM cosmology with Planck 2015
cosmological parameters H0 = 68 km s−1 Mpc−1, ΩΛ = 0.69, Ωm = 1−ΩΛ = 0.31,
Ωb = 0.048, σ8 = 0.82, and n = 0.97 (Planck Collaboration et al. 2016). We use a
Kroupa (2002) initial mass function (IMF) from 0.1–100 M, with IMF slopes of
−1.30 from 0.1–0.5 M and −2.35 from 0.5–100 M. All magnitudes are in the
AB system (Oke & Gunn 1983).
8.2 Methods
8.2.1 The simulations
We use a suite of 15 high-resolution cosmological zoom-in simulations at z ≥ 5
from the FIRE project, spanning a halo mass range Mhalo = 108–1012 M at z = 5.
These simulations are first presented in Ma et al. (2017a). The mass resolution for
baryonic particles (gas and stars) is mb = 100–7000 M (more massive galaxies
having larger particle mass). The minimum Plummer-equivalent force softening
1http://fire.northwestern.edu
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lengths for gas and star particles are b = 0.14–0.42 pc and ∗ = 0.7–2.1 pc (see
table 1 in Ma et al. 2017a for details). The softening lengths are in comoving units
above z = 9 but switch to physical units thereafter. All of the simulations are run
using exactly identical code gizmo2 (Hopkins 2015), in the mesh-less finite-mass
(MFM)mode with the identical FIRE-2 implementation of star formation and stellar
feedback.
The baryonic physics included in FIRE-2 simulations are described in Hopkins et al.
(2017), but we briefly review them here. Gas follows an ionized-atomic-molecular
cooling curve from 10–1010 K, including metallicity-dependent fine-structure and
molecular cooling at low temperatures and high-temperature metal-line cooling for
11 separately tracked species (H, He, C, N, O, Ne, Mg, Si, S, Ca, and Fe). At each
timestep, the ionization states and cooling rates H and He are calculated following
Katz et al. (1996), with the updated recombination rates from Verner & Ferland
(1996), and cooling rates from heavier elements are computed from a compilation
of cloudy runs (Ferland et al. 2013), applying a uniform but redshift-dependent
photo-ionizing background from Faucher-Giguère et al. (2009), and an approximate
model for H ii regions generated by local sources. Gas self-shielding is accounted for
with a local Jeans-length approximation. We do not include a primordial chemistry
network nor Pop III star formation, but apply a metallicity floor of Z = 10−4 Z.
We follow the star formation criteria in Hopkins et al. (2013b) and allow star
formation to take place only in dense, molecular, and locally self-gravitating regions
with hydrogen number density above a threshold nth = 1000 cm−3. Stars form
at 100% efficiency per local free-fall time when the gas meets these criteria, and
there is no star formation elsewhere. The galactic-scale star formation efficiency
is regulated by feedback to ∼ 1% (e.g. Orr et al. 2017). The simulations include
the following stellar feedback mechanisms: (1) local and long-range momentum
flux from radiation pressure, (2) SNe, (3) stellar winds, and (4) photo-ionization and
photo-electric heating. Every star particle is treated as a single stellar populationwith
known mass, age, and metallicity. The energy, momentum, mass, and metal returns
from each stellar feedback processes are directly calculated from starburst99
(Leitherer et al. 1999).
2http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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Figure 8.1: Number of halos in our sample at z = 6, 8, and 10.
8.2.2 Post-processing and size definition
We use Amiga Halo Finder (ahf; Knollmann & Knebe 2009) to identify halos
in our simulations. The halo mass (Mhalo) and virial radius (Rvir) are computed
by ahf, applying the redshift-dependent virial overdensity criterion from Bryan &
Norman (1998). Each zoom-in simulation contains one central halo, which is the
most massive halo of the zoom-in region. In this work, we also consider other less
massive halos in the zoom-in region. We restrict our analysis to halos with zero
contamination from low-resolution particles, which also having more than 100 star
particles and 104 total particles within the virial radius. In Figure 8.1, we show the
number of halos in our simulated sample at z = 6, 8, and 10. At a given mass, our
sample includes both central halos and less massive halos in the zoom-in regions,
and include simulations run with different mass resolutions. In Appendix 8.5, we
show that our results converge reasonably well with resolution.
At a given redshift, we project all star particles inside the halo along a random
direction onto a two-dimensional uniform grid. The pixel size of the grid is 0.0032
arcsec (3.2 mas), which equals to 1/10 of the pixel size of JWST’s Near-Infrared
Camera (NIRCam) and corresponds to 10–20 pc in the redshift range of our interest.
Each star particle is smoothed over a cubic spline kernel with a smoothing length
h = 1.5 hn, where hn is its distance to the nth nearest neighbor star particle. We
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adopt n = 5 as our default value, but varying n = 5–10 only makes small difference
for a small fraction of our galaxies. We only consider intrinsic morphologies and
sizes and do not include dust extinction in this work. The majority of galaxies
(over 95%) in our sample have intrinsic UV magnitude fainter than MUV = −18
(stellar mass M∗ < 108 M). We find that dust attenuation has little effect on these
low-mass, faint galaxies (also see Ma et al. 2017a), so most results in this paper are
not affected by dust extinction.
We make projected images for stellar surface density and rest-frame UV (1500Å)
and rest-frame B-band (4300Å) surface brightness. The rest-frame UV of galax-
ies at these redshifts falls in the short-wavelength channel of NIRCam (observed
wavelengths 0.6–2.3 µm, spatial resolution 0.032" per pixel), in F090W band for
z = 5 galaxies and F150W band for z = 10 galaxies. The rest-frame B-band falls in
NIRCam’s long-wavelength channel (2.4–5 µm, spatial resolution 0.065" per pixel),
in F277W band for z = 5 galaxies and F444W band for z = 10 galaxies. The
SED of each star particle is computed using the synthesis spectra predicted by the
Binary Population and Spectral Synthesis (BPASS) models (version 2.0; Eldridge
et al. 2008)3. We use the binary stellar population models in BPASS by default4. In
Figure 8.2, we show example images for six galaxies labeled by A–F. Each panel is
2" (11.6 kpc) on each side. Some galaxies and structures are so small that they only
occupy very few pixels, so we further smooth the images using a two-dimensional
Gaussian kernel with a dispersion equal to the size of 10 pixels (0.032") only for
easier visualization here.
Most galaxies in our sample show clumpy, irregular morphologies that cannot be
well described by a simple profile (see also figures 2 and 3 in Ma et al. 2017a;
cf. Jiang et al. 2013; Bowler et al. 2017). Therefore, we adopt a non-parametric
approach to define galaxy sizes, in a way similar to Curtis-Lake et al. (2016) and
Ribeiro et al. (2016). For every galaxy, we place a circular aperture of 1" in diameter,
whose center is located by iteratively finding theB-band surface brightness-weighted
center of all pixels within the 1"-aperture, as illustrated by the white dotted circles
in Figure 8.2. We visually inspect all galaxies to ensure the apertures are reasonably
3http://bpass.auckland.ac.nz
4We prefer binary models to single-star models when calculating SEDs because they are able to
reproduce nebular emission line features observed in high-redshift galaxies (e.g. Steidel et al. 2016;
Strom et al. 2017). While we use starburst99 single-star models for stellar feedback calculations
in our simulations, we expect BPASS binary models to give similar results in terms of feedback
strengths, as bolometric luminosities and supernova rates are similar between these two models (see
section 2.2 in Ma et al. 2017a, for a more detailed discussion).
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located. The same aperture is used for the size measurement in stellar mass, UV, and
B-band luminosity for the same galaxy as follows. We sort the pixels enclosed in the
1"-diameter aperture in descending order of surface density or surface brightness,
and find the number of ‘brightest’ pixels that contribute 50% of the total mass or
luminosity within the 1" aperture. We calculate the area spanned by these pixels
S50 and define the ‘half-mass’ or ‘half-light’ radius as R50 =
√
S50/pi. We quote the
galaxy stellar mass and luminosity as the total amount enclosed in the 1"-diameter
aperture5.
One may also measure the half-mass or half-light radius alternatively by finding
the radius that encloses half of the mass or light within some larger aperture. This
is close to the commonly used algorithms in observations for size measurements,
such as SExtractor and galfit (e.g. Oesch et al. 2010), where concentric circular
or ellipsoid apertures are usually assumed. However, this approach suffers from
two main issues when applying to clumpy, irregular galaxies in our simulations.
First, these galaxies do not have a well-defined center: one may use the position
of intensity peak on the image or intensity-weighted center and get very different
results. Second, for multi-clump systems (e.g. galaxies B, D, E, and F in the rest-
frame UV, see Figure 8.2), the size defined in this way in fact represents the spatial
separation between the bright clumps. The non-parametric definition we use better
reflects the physical size of individual clumps. For single-component objects, such
as galaxy A in Figure 8.2 and well-ordered massive galaxies at intermediate and low
redshifts, both definitions should give consistent results.
Nonetheless, we note that our size measurement depends on how we smooth the
star particles. In general, using a larger smoothing length results in slightly larger
galaxy sizes, but the difference is usually small for most of the galaxies. We refer
the readers to Appendix 8.5 for details.
8.3 Results
8.3.1 Qualitative behaviors: an overview
In Figure 8.2, we show projected images of stellar mass (left), and noise-free rest-
frameUV (middle) and rest-frameB-band (right) luminosity for six galaxies at z = 6.
These galaxies are selected to have similar UV magnitudes around MUV ∼ −16.5,
5We have checked that a 1" aperture is sufficiently large for most galaxies in our sample. The
exceptions are a small number of galaxies that are in late stages of merging. In our sample, galaxy
F (shown in Figure 8.2) is the object that is most strongly affected: its stellar mass and half-mass
radius are underestimated by about 50% because of an ongoing merger.
220
Figure 8.2: Example images for six galaxies (A–F) at z = 6 with rest-frame UV
magnitudeMUV ∼ −16.5. The left column shows stellar surface density. Themiddle
and right columns show unattenuated, noise-free rest-frame UV and rest-frame B-
band surface brightness, respectively. All images are 2" (11.6 kpc) along each side.
Colors are in linear scale. These images are smoothed over a Gaussian kernel with
0.032" dispersion (10 pixels on the image) only for visualization purposes (otherwise
the structures are too small to visualize on these images). The square in the top-right
corner shows the appearance of a point source on these images for reference. The
white dotted circles show the 1"-diameter aperture in which the sizes are measured.
These galaxies span a wide range of stellar mass and B-band magnitude, and show
a variety of morphologies. More massive galaxies appear to be larger than galaxies
at lower masses. The UV images are largely dominated by bright, young stellar
clumps, which do not necessarily trace the bulk of stars. The B-band light traces
stellar mass better than the UV, but it can also be biased by the UV bright clumps.
Galaxies tend to be more clumpy, more concentrated, and smaller in size from stellar
mass to rest-frame optical to the UV.
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in increasing order of stellar mass from the top to the bottom. The images are
smoothed for visualization purposes in Figure 8.2. Our default size measurements
are performed using the original images. The colors represent surface density or
surface brightness in linear scale and they saturate at a level such that pixels above
it contribute 10% of the total intensity on the image. The square in the top-right
corner shows the appearance of a point source on these images.
Despite all galaxies having MUV ∼ −16.5, they span two orders of magnitude
in stellar mass from M∗ = 3 × 106–2 × 108 M. They show a wide range of
morphologies in their surface density maps: galaxy A is compact; galaxies C, E,
and F all have a small companion that is close (within 0.2") to the main galaxy;
galaxy B is made of several clumps of comparable sizes. High-mass galaxies are
generally larger than low-mass galaxies in all bands.
The UV images of these galaxies are largely dominated by one or several bright
clumps, where the stellar populations are relatively young (10Myr on average).
Most of the UV clumps are intrinsically small and appear like point sources on these
images. More importantly, these bright clumps do not necessarily trace the bulk of
stars. In galaxy C, for example, the UV bright clump is associated with the small
companion, while the larger, more massive main galaxy is very faint in the UV. In
galaxy D, there are two dominant clumps in the UV image: the smaller one to the
upper-left to the galaxy is not associated with any prominent stellar structure; the
larger one also has a small spatial offset to the right of the stellar surface density
peak. We visually inspected every galaxy in our sample and found this phenomenon
to be very common in our simulated galaxies (e.g. galaxies E and F). This is
consistent with the off-center star-forming UV clumps observed in intermediate-
redshift galaxies (z ∼ 0.5–2.5, e.g. Wuyts et al. 2012), which can contribute a large
fraction of star formation but only a small fraction of stellar mass. These clumps
are either small satellite galaxies or stars formed in individual star-forming regions
(see Section 8.4.4 for more discussion)6.
In contrast, the B-band light traces stellar mass better than the UV, although it can
also be biased by the young, bright stellar clumps in some circumstances. In galaxy
E, the UV bright clump associated with the companion upper-left to the central
galaxy is also bright in B-band. The central galaxy also appears bright in the B-
band, but it is much fainter in the UV, due to an relatively older stellar population
6Each system enclosed by a 1" aperture is counted as one galaxy in this paper even if it contains
multiple clumps, as we deem such clumps to be sufficiently close that they can be classified as one
galaxy.
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than the UV-bright stellar clump. In galaxy C, the B-band image is dominated by
the only bright clump; the main galaxy, however, is faint in the B band, because its
stellar population is much older.
In general, galaxy size increaseswith increasing stellarmass or luminosity, following
the size–mass or size–luminosity relation. From stellar mass to rest-frame optical
to the UV, galaxies tend to be more clumpy, more concentrated, and smaller in size.
Moreover, there is a broad distribution of galaxy UV size at fixed UV magnitude.
Galaxies A–C have intrinsically small UV sizes, because nearly all of the UV light
is emitted by the bright clumps. In contrast, in galaxies D–F, the more extended,
low surface brightness pixels contribute a large fraction of the total UV luminosity,
so they have larger half-light radius in the UV. However, we caution that low
surface brightness regionsmay fall below the detection limit of a given observational
campaign, so the observed half-light radius is consequently smaller if the imaging
decreases in depth (Section 8.4.1). A better way to compare our simulations with
observations is to add the background noise of an observing campaign and process
the simulations with an identical pipeline for size measurement on the mock images.
This is beyond the scope of the current paper, but it is worth exploring in the future.
8.3.2 Size–mass and size–luminosity relations
In Figure 8.3, we show the galaxy size–mass relation (left) and size–luminosity
relation in the UV (middle) and B band (right) for our simulated sample. The points
represent galaxies at z = 6 (black circles), 8 (blue squares), and 10 (red diamonds).
We follow Bouwens et al. (2017b) and express the sizes in arcsec in this section.
At any redshift, there is a correlation between galaxy size and stellar mass and/or
luminosity with considerable scatter. At M∗ < 108 M, the half-mass radius spans
a factor of 3 (0.5 dex) at fixed stellar mass. The scatter is likely driven by several
different effects, including halo-to-halo variance, and dynamical effects connected
to mergers and strong stellar feedback (El-Badry et al. 2016), and mergers. The
size–luminosity relations show larger scatter: at MUV > −18 and MB > −18, the
half-light radii spans nearly one dex at fixed magnitude. Most simulated galaxies
have half-light radii within 0.01–0.2", while some galaxies have even smaller half-
light radii down to 0.005". In contrast, very few galaxies have half-mass radii
smaller than 0.02", suggesting that galaxies with extremely small UV sizes should
be larger in terms of stellar mass. This is because the bright clumps that dominate
the light in these galaxies are very concentrated. At the more massive/brighter end,
our simulations do not contain sufficient number of galaxies for a robust estimate
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of the scatter. In addition, there is a weak redshift evolution of galaxy sizes: the
median angular size of galaxies decreases by 25% (physical size by a factor of two)
from z = 6 to z = 10 at a fixed stellar mass and/or magnitude. This is much smaller
than the intrinsic scatter of the size–mass and size–luminosity relations (see Section
8.3.3 for quantitative results).
The grey shaded region in Figure 8.3 shows the observational data taken from the
compilation in Bouwens et al. (2017b) (also including the data from Ono et al.
2013 and Kawamata et al. 2015). Kawamata et al. (2015) measured the sizes of
31 lensed galaxies at z = 6–8 in the Abell 2744 cluster field from the HFF. The
half-light radii of galaxies at MUV ∼ −19.5 in their z ∼ 6–7 sample range from
0.1–1 kpc, corresponding to 0.02–0.2" at these redshifts. Similarly, Bouwens et al.
(2017b) also found a similar range of half-light radius from 0.02–0.2" for galaxies
with MUV ∼ −18.5 at z ∼ 6 in a more complete HFF sample. Ono et al. (2013)
found that z ∼ 7–8 galaxies of MUV ∼ −19 in the HUDF also have half-light radii
from 0.02–0.2" with a median of about 0.06". Brighter galaxies at MUV ∼ −21 in
the HUDF have half-light radii about 0.15" at z ∼ 5–8 (e.g. Bouwens et al. 2004;
Oesch et al. 2010). The most massive galaxies in our sample broadly agree with
these measurements.
So far, only a small sample of galaxies fainter than MUV ∼ −18 from the HFF
have size measurements (Kawamata et al. 2015; Bouwens et al. 2017b). These
galaxies are reported to have very small intrinsic sizes from 0.01–0.06", and a small
fraction of them even have half-light radii down to 0.001". Some of our simulated
galaxies fall in the observed range, but our sample also contains a large number
of galaxies that have much larger sizes (they tend to lie above the grey shaded
region at a given magnitude in Figure 8.3). We speculate two possible observational
biases/uncertainties that may lead to such discrepancies. First, at fixed magnitude,
larger galaxies tend to have lower surface brightness, so they are more likely to be
missed in the observed sample. Second, for clumpy galaxies, one may only pick up
the brightest clumps and thus the sizes are underestimated. Therefore, observations
are likely biased toward intrinsically small galaxies and/or star-forming clumps (e.g.
Vanzella et al. 2017). In Section 8.4.1, we will explicitly show the effect of limited
surface brightness sensitivity on the observed galaxy sizes. Future deep observations
on a few candidate clumpy galaxies with JWST can test our predictions. On the other
hand, we note that our size measurements are different from those commonly used in
observations (see Section 8.2.2 for a detailed discussion), which further complicates
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Figure 8.4: Size evolution of the simulated galaxies at M∗ ∼ 107 M (top), MUV ∼
−16 (middle), and MB ∼ −16 (bottom). Points with errorbars show the mean and
1σ (16–84%) distribution of physical half-light radii (in kpc) at z = 5–10. The red
lines show the best-fit evolution following R50 ∼ (1+ z)−m. The best-fit parameters
are also listed in Table 8.1.
the comparison. It would be interesting to carry out more detailed comparisons with
specific observational campaigns to understand the discrepancies.
8.3.3 Size evolution
In this section, we quantify the redshift evolution of galaxy sizes using the simulated
sample at z = 5–10. At each redshift, we bin our data in stellar mass every
∆ log M∗ = 1 and/or in magnitude every 2mag. In each bin, we calculate the mean
and 1σ distribution (14–86 percentile) of galaxy half-mass and/or half-light radii.
In Figure 8.4, we show the results at M∗ ∼ 107 M (top), MUV ∼ −16 (middle),
and MB ∼ −16 (bottom) (same stellar mass/magnitude at all redshifts). Note that
we show the physical sizes (in kpc) instead of angular sizes (in arcsec). We fit the
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evolution trend with a functional form R50 ∼ (1 + z)−m. The red dashed lines in
Figure 8.4 show the best-fit results at these bins. In Table 8.1, we list all the best-fit
parameters from M∗ ∼ 105–108 M, −18 < MUV < −12, and −18 < MB < −12. It
is worth noting that the evolution of the physical sizes has power-law index m ∼ 1–
2, which is steeper than the redshift dependence of the angular diameter distance
[DA ∼ (1 + z)2/3]. This indicates that the angular sizes of galaxies also decrease
with redshift, as shown in Figure 8.3.
There are some observational constraints on the size evolution. Various authors
have reported m ∼ 1–1.5 for galaxies brighter than MUV < −19 across z ∼ 0–8
(e.g. Bouwens et al. 2004; Oesch et al. 2010; Kawamata et al. 2015; Shibuya et al.
2015). Our results show broad agreement with these constraints (within 1σ for most
mass and magnitude bins), although we mainly study galaxies at lower masses and
luminosities than the observed sample, and only focus on z ≥ 5. We note that the
best-fit value of m is sensitive to the data and their uncertainties. For several stellar
mass and magnitude bins, our sample only contains a small number of galaxies at
some redshift. Stochastic effects in bins with small numbers of objects can strongly
affect the results of fitting in those bins.
In Figure 8.5, we show the distribution of R(Mass)50 /Rvir for our simulated sample
at z = 6, 8, and 10. We find that for the entire sample, this ratio has a median
of 8% and 1σ range from 5–12% (the shaded region in Figure 8.5). The median
and dispersion do not strongly evolve with redshift at z = 5–10. This is consistent
with the fact that R(Mass)50 ∼ (1 + z)−m with m ∼ 1 at these masses (see Table 8.1),
given a non-evolving stellar mass–halo mass relation at these redshifts (Ma et al.
2017a) and Rvir ∼ (1 + z)−1 at a fixed halo mass (the virial overdensity is nearly a
constant at these redshift; see Bryan & Norman 1998). For the few more massive
galaxies in our sample (M∗ > 108 M), this ratio is smaller, mostly at 1–5%: this
is comparable to observational measurements for galaxies at similar masses (∼ 3%,
e.g. Kawamata et al. 2015; Shibuya et al. 2015). Our simulations thus predict that at
these redshifts, the stellar-to-halo size ratio (as defined above) is larger for low-mass
galaxies, where there are no observational constraints so far.
Our results at z ≥ 5 should not be extrapolated to lower redshifts. Recently, Fitts
et al. (2017) presented a suite of cosmological zoom-in simulations of isolated
dwarf galaxies run to z = 0 using the same FIRE-2 code. All of their galaxies are
hosted in halos of Mhalo ∼ 1010 M at z = 0. Several galaxies in their sample have
stellar mass M∗ ∼ 107 M: these are all early-forming galaxies with half-mass radii
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Figure 8.5: Probability distribution (normalized) of the ratio of galaxy half-mass
radius to halo virial radius for the simulated sample at z = 6, 8, and 10. R(Mass)50 /Rvir
has a median value of 0.08 and 1σ range of 0.05–0.12 (the shaded region). The
distribution does not evolve significantly over the redshift range considered in this
figure.
around 1 kpc. This is very close to our z = 5 galaxy sizes at the same stellar mass,
likely due to the fact that the early-forming galaxies in Fitts et al. (2017) do not grow
significantly at later times. Although this is a biased sample, and M∗ ∼ 107 M
galaxies may have a broad distribution of half-mass radius at z = 0, this suggests that
the stellar-to-halo size ratio may be much at lower redshifts for low-mass galaxies
(since the virial radius increases with decreasing redshift at fixed mass). This could
be due, for example, to less efficient halo gas accretion at later times. For more
massive galaxies, our simulations show that the stellar-to-halo size ratio at z ≥ 5 is
already comparable to that at z ∼ 0 (∼ 2%), so it may not evolve strongly at later
times (e.g. Shibuya et al. 2015). A mass-dependent evolution of the stellar-to-halo
size ratio is consistent with recent analysis for z . 3 galaxies (e.g. Somerville et al.
2018). The galaxy size and morphology evolution down to z ∼ 0 will be studied in
detail in a separate paper (Schmitz et al., in preparation).
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8.3.4 Galaxy sizes at different bands
In Section 8.3.1, we show examples of our simulated galaxies to illustrate that
galaxies tend to be more concentrated and smaller from stellar mass to B band to
the UV. The UV light is dominated by small, bright, young stellar clumps, while
the B-band morphology is determined by both bright clumps and more broadly
distributed stars. In Figure 8.6, we compare the half-mass (light) radii measured
in one quantity against another. The green dashed lines show the y = x relation.
All three sizes correlate with each other, but R(B band)50 is systematically larger than
R(UV)50 , and the R
(Mass)
50 is larger than both R
(UV)
50 and R
(B band)
50 . We also check the
Gini coefficient (e.g. Lotz et al. 2004), which is a parameter between 0 and 1 that
describes the concentration of galaxy morphology (1 being the most concentrated).
We find that the Gini coefficient increases from stellar mass to B band to the UV, in
line with the decreasing galaxy sizes in the sequence.
The correlation between R(Mass)50 and R
(UV)
50 has a larger scatter than that between
R(Mass)50 and R
(B band)
50 , indicating that rest-frame UV light is a relatively worse tracer
of stellar mass than the B band. Furthermore, galaxies with intrinsically small
UV sizes (below 0.01") mostly have small B-band sizes (below 0.02") as well,
although these galaxies usually have relatively large half-mass radii (0.04–0.1").
This is because the B-band light is also biased by the small, bright clumps with high
light-to-mass ratios in these galaxies (e.g. galaxy C in Figure 8.2).
8.4 Discussion
8.4.1 How do surface brightness limits affect observed galaxy sizes?
In some galaxies, a large fraction of the total UV luminosity is contributed in low
surface brightness, diffuse light (pixels). These regions are dominated by relatively
older stars (10–100Myr) with lower light-to-mass ratios than those in the young,
bright clumps (e.g. galaxies D–F in Figure 8.2). For a specific observing campaign,
there is a surface brightness limit below which the signal-to-noise ratio is too low
to be detectable: this can have a significant effect on the observed morphologies
and size measurements of clump-dominated galaxies. In the top panel of Figure
8.7, we illustrate this effect using example galaxies D and F from Figure 8.2 at
z = 6. We show the rest-frame UV half-light radii measured for the same galaxies
as a function of surface brightness limit (assuming pixels below such limit have
zero flux). The effect can be dramatic in some circumstances: for galaxy F, the
‘observed’ half-light radius decreases by over an order of magnitude (from 0.1" to
0.01") if the surface brightness depth drops from 29 to 28mag arcsec−2. In the
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bottom panel of Figure 8.7, we further show the rest-frame UV images of galaxies
D and F at three surface brightness limits. From µmin = 31.5 to 28.5mag arcsec−2,
most of the low-surface-brightness regions become ‘invisible’, and the galaxy is
dominated by a few clumps in the UV. Once the detection limit further drops to
µmin = 25.5mag arcsec−2, only the intrinsically small, brightest clump is dominant
in these galaxies as a point source.
Now we discuss the implications of this effect on the size–luminosity relation and
extremely small sizes measured for galaxies in the HFF. The typical 5σ point-source
detection limit in the rest-frame UV of z = 5–10 galaxies is ∼ 28.7–29.1mag within
a 0.4"-diameter aperture (Coe et al. 2015). This corresponds to a surface brightness
limit about µmin ∼ 26.5mag arcsec−2 for extended sources if we demand the same
signal-to-noise ratio within the same aperture. As a proof of concept, we perform
a simple experiment on our simulated galaxies to mimic the HFF detection limit:
we zero out all pixels below 26.5mag arcsec−2 and re-measure the luminosities and
sizes. We find that all galaxies intrinsically brighter than MUV < −13 are still
detectable, but their ‘observed’ luminosities and sizes become smaller. No galaxies
intrinsically fainter than MUV > −12 are detectable. Approximately, the fraction
of light lost due to such surface brightness cut is a linear function of intrinsic UV
magnitude, from zero at MUV = −22 to unity at MUV = −12. In Figure 8.8, we
show the ‘observed’ size–luminosity relation in the rest-frame UV for our simulated
sample. The intrinsic size–luminosity relation for the same galaxies is shown by
grey points for reference (non-detectable galaxies are not shown). Most galaxies
appear fainter and have much smaller ‘observed’ sizes. When taking into account
surface brightness limits, our simulations broadly follow a R50 ∼ L0.5 relation (the
black dashed line), as suggested in Bouwens et al. (2017b) for HFF galaxies, but
this trend is affected by the L/R2 ∼ constant selection for a given surface brightness
limit. Nonetheless, our simple experiment is by no means a one-to-one comparison
with HFF observations. Ideally, one should post-process the high-resolution images
of simulated galaxies with gravitational lensing, convolve them with HST PSF,
add comparable background noise, run identical source finder, and measure the
luminosities and sizes using the same method (e.g. Price et al. 2017). This is beyond
the scope of this paper, but is worth future exploration in parallel with JWST deep
surveys.
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Figure 8.7: Top: Galaxy UV half-light radii measured assuming different surface
brightness detection limits for galaxies D and F from Figure 8.2. The ‘observed’
size increases with the depth of imaging. Bottom: Appearance of galaxies D and
F (Figure 8.2) at different rest-frame UV surface brightness limits. At a detection
limit of µmin = 25.5mag arcsec−2, the galaxies appear as point sources, and only
the brightest clump is dominant.
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Figure 8.8: The ‘observed’ rest-frameUV size–luminosity relation for our simulated
sample after mimicking the effect of the HFF surface brightness detection limit at
µmin ∼ 26.5mag arcsec−2. The grey shaded region represents the observational
data as in Figure 8.3. The grey points show the intrinsic size–luminosity relation for
the same galaxies (non-detectable galaxies are not shown). Most galaxies appear
fainter and show much smaller ‘observed’ sizes. The black dashed line shows the
R50 ∼ L0.5 scaling as suggested inBouwens et al. (2017b) forHFF galaxies; however,
such scaling is expected due to the selection effect of a surface brightness-limited
sample (L/R2 is constant).
8.4.2 Implications for the observed (faint-end) galaxyUV luminosity functions
Current observational constraints on the z & 6 galaxy UV luminosity functions
fainter than MUV ∼ −17 come from the HFF program, which takes advantages of
foreground galaxy clusters to detect strongly gravitationally lensed high-redshift
galaxies. Our results in this paper have two important implications for these ob-
servations. First, our simulations show a broad distribution of galaxy sizes at fixed
UV magnitude. This affects the estimated completeness correction for the observed
sample: if there are more galaxies that have large sizes than expected (they cannot
be detected due to low surface brightness), their number densities may be underesti-
mated (Bouwens et al. 2017b). Second, some galaxies are dominated by a few small,
bright clumps in the rest-frame UV, so they can be mis-identified as several fainter
galaxies. If this is the case, the UV luminosity function can be underestimated at
intermediate magnitudes, but overestimated at fainter magnitudes. It is interesting
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Figure 8.9: The fraction of light in pixels brighter than µ < µmin as a function
of µmin, averaged over the simulated galaxies at a given intrinsic magnitude (total
luminosity) in the rest-frame UV (top) and B band (bottom) at z = 6. These results
provide predictions on what depths one needs to reach to target galaxies at a certain
magnitude.
that some faint-end UV luminosity functions derived from HFF samples show a
small discontinuity at the magnitude where this effect is likely to become important
(although it may also be caused by other effects, e.g. Bouwens et al. 2017c; Liver-
more et al. 2017). A more quantitative analysis of the observational biases is worth
future investigation.
8.4.3 What fraction of light come from low surface brightness regions?
In this section, we attempt to address the following question: for a given surface
brightness limit, what fraction of a galaxy’s light will be detected or missed? This
is useful for planning future JWST deep surveys or follow-up deep imaging and
understanding the completeness of an observed sample. In Figure 8.9, we show
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the fraction of light in pixels brighter than µ < µmin as a function of µmin for our
simulated galaxies in the rest-frame UV (top) and B band (bottom) at z = 6. We
show the results for galaxies at several intrinsic magnitudes in −18 < MUV < −12
and −18 < MB < −12 (averaged over all simulated galaxies at a given magnitude in
our sample). Our calculation indicates that at the limits of HFF (26.5mag arcsec−2)
and HUDF (∼ 1mag deeper than HFF), more than 80–90% of the rest-frame UV
light from galaxies brighter than MUV < −18 should be detected, but this fraction
is much smaller for fainter galaxies. In the rest-frame B band, a larger fraction of
the light is in low surface brightness regions, as expected from the fact that B-band
light is more spatially extended than the UV. Figure 8.9 provides information on
what depths the observations need to reach for certain targets, although in practice
one also needs to account for the PSF of the observational facilities for quantitative
comparison.
8.4.4 The nature of UV-bright clumps
Our simulations suggest that z ≥ 5 galaxies are mostly irregular, with rest-frame UV
images dominated by a few bright clumps. These clumps mainly have two different
origins: some of them are satellite galaxies falling on to their host (e.g. galaxy C
in Figure 8.2), while others are groups of young stars formed collectively from a
parent cloud, i.e. massive giant molecular cloud-like complexes (galaxies D and
F). The latter is similar to the clumps formed in gas-rich disks via disk instabilities
in intermediate-redshift massive galaxies in simulations (e.g. Hopkins et al. 2012b;
Genel et al. 2012; Moody et al. 2014; Oklopčić et al. 2017; Mandelker et al. 2017)
and observations (e.g. Guo et al. 2015). These high-redshift galaxies are gas-rich
and highly turbulent, in part due to rapid accretion from the intergalactic medium.
The high degree of turbulent support causes the gas to fragment into large clumps,
which subsequently form stars. These early galaxies often do not have well-defined,
rotationally supported disks..
The two formation channels mentioned above are essentially the same as the ex-
situ and in-situ clumps defined in Mandelker et al. (2017). Many clumps formed
‘in-situ’ are dynamically short-lived (as seen at intermediate-redshift galaxies in
Oklopčić et al. 2017). For example, the brightest clump in galaxy F (also see the
top-right panel in Figure 8.7) contains a mass of 2 × 105 M in stars within 100 pc
(central surface density ∼ 50 M pc−2) that are formed simultaneously 6Myr ago;
the clump is unbound with a virial parameter αvir ∼ 2Ek/|Ep | ∼ 10, and it will be
dispersed to ∼ 500 pc in size within ∼ 30 Myr. However, these simulations also
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form long-lived bound stellar clumps that survive more than 400 Myr, after which
the present simulations end. Some of these stellar clumps might survive and evolved
into present-day globular clusters (Kim et al. 2018). Bound cluster are more likely
to form once the initial gas surface density exceeds ∼ 500 M pc−2 (also see Grudić
et al. 2016).
Finally, we caution that these UV-bright clumps are observationally ‘short-lived’:
they become much fainter after 30Myr as the light-to-mass ratio decreases by more
than a factor of 10 following stellar evolution and the loss of massive stars. Even
the dynamically long-lived clumps are difficult to identify at later times if they only
contribute a small fraction of the total stellar mass. Consequently, the rest-frame
UV morphology and size of a galaxy can vary greatly on ∼ 30 Myr time-scale due
to stellar evolution, even if the stellar mass morphology and size do not change
dramatically.
8.5 Conclusions
In this paper, we use high-resolution FIRE-2 cosmological zoom-in simulations to
predict galaxy morphologies and sizes during the epoch of reionization. We project
the star particles onto a two-dimensional grid to make stellar surface density and
UV and B-band surface brightness images, and measure the half-mass and half-light
radii in UV and B band for our simulated galaxies at z = 5–10. Our main findings
are as follows:
(i) The simulated galaxies show a variety of morphologies at similar magnitude
and/or stellar mass, from compact galaxies to clumpy, multi-component galaxies to
irregular galaxies. The rest-frame UV images are dominated by a few bright, small
young stellar clumps that are often not always associated with a large stellar mass.
The rest-frame B-band images are determined both by the bulk of stars and by the
bright clumps (Section 8.3.1 and Figure 8.2).
(ii)At any redshift, there is a correlation between galaxy size and stellarmass/luminosity
with large scatter. At fixed stellar mass, the half-mass radius spans over a factor of
5, while at fixed magnitude, the half-light radius (both UV and B band) spans over
a factor of 20 from less than 0.01" up to 0.2" (Figure 8.3).
(iii) Galaxy morphologies and sizes in our simulations depend on the band in which
they are observed. Going from the intrinsic stellar mass distribution to rest-frame
B band to rest-frame UV, galaxies appear smaller and more concentrated. (Figure
8.6). The half-mass radii correlate with B-band half-light radii better than those in
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the UV, suggesting that B-band light is a better tracer of stellar mass than the UV
light, but it can also be strongly biased by the UV bright clumps.
(iv) At z ≥ 5, the physical sizes of galaxies at fixed stellar mass and/or magnitude
decrease with increasing redshift as (1 + z)−m with m ∼ 1–2 (Figure 8.4). For
galaxies below M∗ ∼ 108 M, the ratio of the half-mass radius to the halo virial
radius is ∼ 10% and does not evolve at z = 5–10. More massive galaxies have
smaller stellar-to-halo size ratios, typically 1–5% (Section 8.3.3).
(v) The observed half-light radius of a galaxy strongly depends on the surface
brightness limit of the observational campaign (Figure 8.7). This effect may account
for the extremely small galaxy sizes and size–luminosity relation measured in the
Hubble Frontier Fields observations (Figure 8.8), as shallower observations can
be dominated by single young stellar ‘clumps’. We provide the cumulative light
distribution of surface brightness for typical z = 6 galaxies (Figure 8.9).
In this paper, we make predictions to help understand current and plan future
observations of faint galaxies at z ≥ 5. Our prediction that these galaxies have
small, bright clumps on top of more extended, low surface brightness regions can
be tested in the near future by high-resolution deep imaging with JWST on a typical
sample of galaxies. In future work, we intend to make more realistic comparisons
with specific observational campaigns to understand the sample completeness and
their implications for the faint-end UV luminosity functions. We will also study
the size evolution for a broad range of galaxies from z = 0–10 (Schmitz et al.,
in preparation). Moreover, it is also worth quantifying the statistical and physical
properties of the UV-bright clumps in z ≥ 5 galaxies.
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Appendix A: Particle smoothing and size measurements
In this work, we adopt a non-parametric approach to define galaxy half-mass (light)
radii by measuring the area spanned by the brightest pixels that contribute 50% of
the total intensity within an 1"-diameter, S50, and taking R50 =
√
S50/pi (Section
8.2.2). We note that the results weakly depend on how we smooth the star particles
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on the projected images. By default, each star particle is smoothed over a cubic
spline kernel with a smoothing length h5 equal to its distance to the 5th nearest
particle. Here we discuss two alternative smoothing approaches. First, we adopt a
smoothing length h10 (the distance to the 10th nearest particle) instead of h5 (but
still use the cubic spline kernel) and repeat the size measurement. In the left panel
of Figure 8.10, we compare the new half-mass radii with our default results for our
simulated galaxies. The green dashed line shows the y = x relation. By using h10,
the half-mass radii only increase by less than 10% for most of the galaxies (5%
difference on average), and only a small fraction (1%) of our galaxies are affected
by 50% or more.
Alternatively, we further smooth our default images using a two-dimensional Gaus-
sian function with a dispersion corresponding to the size of 10 pixels (0.032"). This
equals to the pixel size of the NIRCam on JWST. This is to mimic the observed
galaxy images after convolving with the PSF. A point source thus has a half-mass
(light) radius of rpsf = 0.038". Note that the example images in Figure 8.2 are
generated in this way for better visualization. We repeat the non-parametric size
measurement on the Gaussian-smoothed images and compare the results in the right
panel of Figure 8.10. The green dashed line shows the y =
√
x2 + r2psf relation for
reference: we note that this relation is also used in observations to convert apparent
sizes to intrinsic sizes (e.g. Oesch et al. 2010). Nearly all of our simulated galaxies
lie close to this curve (less than 20% deviation) as expected.
These experiments suggest that we obtain numerically stable galaxy half-mass radii
by using a cubic spline kernel with smoothing length h5. We find similar results
for half-light radii in UV and B band: using h10 instead, the B-band sizes are not
affected by more than 10% for the vast majority of our galaxies. The differences are
slightly larger for UV sizes. 5% of our galaxies have UV half-light radii increased
by a factor of 1.5–2 when using h10. This is because the UV light in these galaxies is
dominated by few diffuse star particles that have large inter-particle distance, so the
sizes we obtain can only be treated as upper limits. Nonetheless, most galaxies in
our sample are only affected by less than 20%. We conclude that our non-parametric
size measurement is robust to our particle smoothing method.
Appendix B: Resolution convergence
We note that our sample includes simulations using three different mass resolutions
for baryonic particles (mb ∼ 100, 900, and 7000M). We showed in previous
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Figure 8.11: The z = 6 galaxy size–mass relation. Colors show simulations run with
different mass resolution. Galaxy sizes converge reasonably well with resolution in
our simulations.
papers that galactic scale quantities, such stellar mass, star formation rates, etc.,
converge reasonably well at these mass resolutions (e.g. Hopkins et al. 2017; Ma
et al. 2017a). Here in Figure 8.11, we show the z = 6 galaxy size–mass relation for
our simulated sample, where the colors represent simulations runwith different mass
resolution. There is no significant difference between different resolution levels in
the size–mass relation, so we conclude that galaxy sizes are robust with respect to
resolution in our simulations.
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C h a p t e r 9
SUMMARY AND FUTURE DIRECTIONS
In this thesis, I have investigated several questions in galaxy formation and evolution
using the state-of-the-art high-resolution cosmological hydrodynamic zoom-in sim-
ulations from the FIRE suite, which includes explicit treatments of the multi-phase
ISM, star formation, and stellar feedback. In particular, these simulations capture
gas cooling down to 10K, the formation of GMCs in the ISM, star formation in
GMC clumps, photoionization, photo-heating, radiation pressure, stellar winds, and
individual SN blastwaves. More importantly, these simulations adopt an accurate
‘sub-grid’ solution for SN remnants, which accounts for the momentum boost in the
energy-conserving phase and injects the ‘correct’ amount of momentum and energy
to the surrounding gas particles. These simulations naturally resolve how feedback
launches galactic winds on small scales and how the wind materials propagate and
recycle in large-scale galactic fountains, in contrast to low-resolution, large-volume
cosmological simulations and SAMs where galactic winds are manually injected on
galactic scales at an empirically motivated rate that scales to SFR and halo proper-
ties. Therefore, these detailed simulations are powerful tools for understanding the
key physics governing galaxy formation and evolution and interpreting the detailed
observations of galaxy properties.
The first half of this thesis presents three studies on galactic chemical evolution: (1)
the shape and evolution of galaxy MZR, (2) the diversity of gas-phase metallicity
gradients observed in intermediate-redshift (z ∼ 2) galaxies, and (3) the structure,
stellar age andmetallicity gradients, and formation history ofMW-like disk galaxies.
Our findings include the following. (1) The FIRE simulations broadly agree with the
observed galaxy MZR from z = 0–3. The shape of the MZR is largely determined
by the relation between metal retention rate (the fraction of metals that still reside in
the halo) and halo mass, while the amount of redshift evolution of theMZR is mostly
determined by the gas fraction (or star formation efficiency) in the halo at different
redshifts. (2) The FIRE simulations can reproduce the observed broad distribution of
gas-phase metallicity gradients in intermediate-redshift galaxies. Such a diversity is
driven by bursty star formation and feedback cycles in these galaxies. Themetallicity
gradient, however, only reflects the instantaneous dynamics of a galaxy. (3) There
are two phases of star formation in MW-like disk galaxy assembly histories. At high
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redshift, stars were formed in a chaotic and bursty mode, which eventually evolve to
a spheroidal structure by z = 0. Since z . 1, a gas disk stabilized and stars formed
in the disk thereafter. The gas disk becomes thiner at later times due to lowering gas
fraction. Stars that formed earlier in the disk are kinematically heated to a thicker,
flaring disk. This formation history naturally leads to the age and stellar metallicity
gradients observed in the MW. The so-call ‘thick disk’ is only a mix of stars formed
in different channels, but not an intact physical structure.
The second half of this thesis focuses on three questions on the galaxies at the epoch
of reionization: (1) the escape fraction of ionizing photons from galaxies at z ≥ 5,
(2) the galaxy scaling relations, SMFs, and multi-band LFs at z = 5–12, and (3)
the morphology and size evolution of z ≥ 5 galaxies. Our main findings are the
following. (1) Most ionizing photons are produced by the massive, young stars in
the galaxy, which are still embedded in their ‘birth clouds’. It takes a few Myr for
feedback to clear these clouds before a large fraction of the ionizing photons are able
to escape. This effect competes with stellar evolution, which determines the average
fesc. In canonical stellar population models such as starburst99 that only include
single-star evolution, the ionizing photon budget decreases very rapidly after 3Myr,
generally yielding a fesc much lower than what is required for cosmic reionization.
Binary stellar population models, on the other hand, produce much more ionizing
photons at late times and thus lead to a higher fesc than single-star models. (2) By
building a new sample of high-resolution cosmological zoom-in simulations that
contain thousands of z ≥ 5 galaxies, we present the stellar mass–halo mass relation,
SFR–Mhalo relation, stellar mass–magnitude relation, SMFs, and multi-band LFs at
z = 5–12. These predictions agree well with the observed SMF and UVLF at z ∼ 6.
Dust extinction is important in shaping the bright-endUVLFs even at these redshifts.
(3) The rest-frame UV light from z ≥ 5 galaxies is usually dominated by one or a
few star-forming clumps that are intrinsically bright and small. Observations with
finite surface brightness limits tend to only pick up intrinsically small galaxies or
individual clumps but miss more diffuse light in the galaxies. This selection effect is
likely to result in the extremely small sizes found for the faint galaxies in the HFFs.
Nonetheless, there are still many open questions in galaxy formation and evolution
that demand more detailed theoretical understanding. Some of these questions can
be naturally built upon the studies presented in this thesis. Here I briefly review two
topics for future research: (1) multi-wavelength spectral modeling of our simulated
galaxies at z ≥ 5 and (2) understanding the formation and growth of SMBHs in the
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Figure 9.1: Left: u/g/r composite image (dust extinction included) of a simulated
M∗ ∼ 1010 M galaxy from Ma et al. (2017a). Right: Dust emission (brown), cold
gas [C ii] emission (white), and ionized gas [O iii] emission (cyan) from the same
galaxy (for illustration purposes only).
early Universe and their contribution to cosmic reionization.
9.1 Multi-wavelength spectral modeling of z ≥ 5 galaxies
Once JWST is launched in 2020, it is expected to discover many new galaxies and
take thousands spectra of galaxies at the epoch of reionization over the next few
years. These galaxy spectra will cover a series of rest-frame UV and optical nebular
emission lines that are strong indicators of stellar populations, chemical abundances,
and many other physical conditions of z ≥ 5 galaxies (e.g., Mainali et al. 2017). In
principle, these lines can also be able to probe the ionizing photon escape fraction
from these galaxies. Spectroscopy observations of local and intermediate-redshift
Lyman-continuum (LyC) leaking galaxies have revealed some common features of
these LyC-leaking galaxies, including high [O iii]/[O ii] ratios, high Lyα equivalent
widths (EWs), and double-peaked Lyα profile with small peak velocity separations
(e.g., Izotov et al. 2016; Verhamme et al. 2017). Nonetheless, such empirical line
properties seem non-exclusive to LyC leakers and may lead to inconsistent results
(e.g., Jaskot & Oey 2014; Keenan et al. 2017). A detailed theoretical modeling on
fesc and its imprints on Lyα and nebular line diagnostics is demanded for finding
the dominant sources and measuring the ionizing photon budget for reionization.
In future work, we will conduct Monte Carlo radiative transfer (MCRT) calculations
using the sedona code (Kasen et al. 2006, see also Chapter 5) on the state-of-the-art
cosmological hydrodynamic zoom-in simulations of z ≥ 5 galaxies (a subsample of
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these simulations has been presented in Ma et al. 2017a, see Chapter 7). By doing
LyC, Lyα, and full spectral radiative transport in a self-consistent way in the same
code, we expect to predict (1) fesc as a function of halo mass and galaxy properties,
(2) Lyα line features for a broad range of galaxies and the connection between Lyα
and LyC escape fractions, and (3) a large sample of mock galaxy spectra for finding
possible correlations between fesc and emission line properties.
Recent observations find that dust emission in high-redshift galaxies is significantly
weaker than what inferred from rest-frame UV extinction using the so-called IRX-β
relation (e.g., Capak et al. 2015; Bouwens et al. 2016), but it is unclear whether this
is due to a lower dust content (e.g., Dwek et al. 2014) or a higher dust temperature
(e.g., Faisst et al. 2017) in these galaxies. By post-processing our simulations using
dust radiative transfer code such as skirt (e.g., Camps & Baes 2015) with varying
dust composition and dust-to-metal ratios and matching the results to observations,
we expect to put constraints on these parameters and dust dust temperature in z ≥ 5
galaxies. Moreover, it is also worth calculating cold gas emission such as [C ii] and
CO from our simulated galaxies, as these tracers are useful probes of star formation
and AGN activities in high-redshift galaxies (e.g., Smit et al. 2018) and will be used
in future intensity mapping experiments (CCAT, COMAP). These multi-wavelength
mock observations are important for comparing and understanding future data (see
Figure 9.1 for an illustration).
9.2 SMBHs at z ≥ 5 and their role in reionization
As outlined in Chapter 1, the formation and growth of SMBHs and their impact on
galaxies is one of the most important processes in galaxy formation and evolution.
Currently, there are rapidly growing data probing the SMBH populations at z ≥ 5:
(1) a large number of AGNs and quasars at these redshifts have been discovered in
recent years (e.g., Giallongo et al. 2015; Kashikawa et al. 2015; Jiang et al. 2015;
Ono et al. 2018), (2) some bright z ∼ 7 galaxies show prominent high-ionization
emission line features, indicating non-thermal sources, possibly AGN activities in
these galaxies (Laporte et al. 2017), and (3) recent measurements of the z ≥ 5 IGM
ionization states suggest a non-negligible contribution from rare sources to cosmic
reionization (e.g., Becker et al. 2015). One plausible scenario is that AGNs play an
important role, or even a dominant role in reionization (e.g., Madau & Haardt 2015;
Chardin et al. 2015, 2017).
None of the simulations studied in this thesis yet include SMBHs. Recently, Anglés-
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Figure 9.2: SMBH formation and growth in two massive halos at z ≥ 5 following
the BH models in Anglés-Alcázar et al. (2017b). It is not clear in what conditions
the seed BHs can sink into the galactic center and accrete efficiently.
Alcázar et al. (2017b) have implemented a SMBH seeding and growth model to the
FIRE simulations. In this model, a seed BH of 104 M is placed in the most bound
star clusters and then grows following the gravitational torque-driven accretion rates
in Hopkins & Quataert (2011). Using four simulations of halos at M ∼ 1012.5 M
by z = 2, they have found that BHs are always undermassive compared to the local
MBH–σ∗ relation at early time, until the stellar bulge is sufficiently massive at late
times so that the BH can be trapped in the galactic center and grow efficiently. This
is also seen in simulations of massive halos at z ≥ 5 (Figure 9.2). It is possible that
these models generically produce too few massive BHs at high redshifts.
Nonetheless, these BH seeding and growth models are not necessarily ‘correct’. In
future work, we intend to explore the following questions. (1) Should we use more
massive seeds above 105 M or a larger number of low-mass seeds (∼ 100 M) to
produce SMBHs at z ≥ 5? (2) What is the most reliable accretion rate estimator in
highly turbulent, messy galaxies at high redshifts? The torque-drive accretion rate
relies on the disk fraction and may not be applicable to high-redshift galaxies where
a stable disk has not yet formed. (3) How many H, He i, and He ii ionizing photons
can escape from the halo given a plausible BH luminosity? Can AGNs have a non-
negligible contribution to H reionization without overheating the IGM?
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