We show that a probabilistic interpretation of nonequilibrium thermodynamics which uses the concept of local equilibrium at the mesoscale sets the basis of a theory able to analyze irreversible processes in the presence of fluctuations. The theory obtains the Fokker-Planck equation as a diffusion equation for the probability and the nonlinear relationships between activation rates and proper affinities of activated processes. The situations that can be studied with this formalism include, among others, barrier crossing dynamics, chemical reactions, entropic driving and nonlinear transport.
Introduction
Systems in equilibrium strictly follow the laws of thermodynamics [1] . Despite the disordered motion of large numbers of molecules, the system can be characterized by a few variables accounting for average properties. Thermodynamics also applies to systems outside equilibrium, in the local equilibrium regime in which the volume elements are considered small thermodynamic systems in equilibrium. This hypothesis is fundamental in the formulation of nonequilibrium thermodynamics [2] .
Nonequilibrium thermodynamics is restricted to the linear response domain in which the response of the system is linear in the perturbation exerted to remove it from equilibrium. Moreover, this theory performs a macroscopic description in terms of average values not accounting for the presence of fluctuations. Whereas the linear approximation holds for transport processes such as heat conduction and mass diffusion, even in the presence of large gradients [3, 4] , it is not appropriate for describing activated processes in which the system immediately enters the nonlinear domain. Small systems [5] , such as single molecules in a thermal bath, in which fluctuations and nonlinearities can be very important, are beyond the scope of this theory.
Unbalanced forces or gradients move a system away from equilibrium. The evolution toward nonequilibrium states is the result of the actuation of two competing factors: external inputs and collisions between particles that tend to restore the initial state. An amount of tension applied at the ends of a RNA molecule breaks progressively the bonds, giving rise to new configurations of the molecule [6] . The addition of one of the components of a chemical cycle in equilibrium displaces this state toward stationary states with different values of the concentrations [7] . In both cases, the external input should be strong enough to overcome the tendency of the systems to restore the equilibrium state, in accordance with Le Chatelier-Braun's principle.
An analysis based on the solution of the Boltzmann equation for reactive gases by means of a Chapmann-Enskog expansion enables one to describe the transition toward nonequilibrium states [8] . The zeroth-order term in the expansion is the Gaussian equilibrium distribution. The first-order term is a function of the difference between the chemical potentials of the initial and final states, the affinity. It turns out that for high values of the affinity, results such as the law of mass action, giving the reaction rate as a function of the affinity, the expression of the entropy production as a product between the rate and the affinity and the principle of detailed balance are no longer valid.
How far can these forces move the system away from equilibrium depends not only on the values of the force but also on the nature of the irreversible process. For some transport processes, such as heat conduction or mass diffusion, local equilibrium typically holds even when the systems are subjected to large or even very large gradients. Experiments performed with a nanomotor moving along a carbon nanotube, under the influence of a temperature difference generated by an electrical current, show that, despite the very large gradients coming into play, of the order of 1000 nm −1 , the relation between force and gradient is still linear [3] . This linearity is also observed in simulations on the orientation of nonpolar molecules induced by a temperature gradient [4] . In these cases, linearity does not necessarily imply closeness to equilibrium.
In contrast, for activated processes such as chemical reaction, nucleation or adsorption processes, in which the activation rates are given by the Arrhenius laws, linearity breaks down at very small values of the affinity, which seems to imply that local equilibrium is lost almost immediately.
For an equilibrium system, the probability distribution is related to the thermodynamic potential, which in turn coincides with the minimum work needed to establish the state of the system [9] . In far from equilibrium situations, however, the probability must be determined from master equations or kinetic equations of the Fokker-Planck type [10] . The latter has the form of a diffusion equation for the probability, valid when the stochastic process is Gaussian. For this type of noise, the stochastic variable varies by a small amount for short time intervals, as in a diffusion process. The connection between mesoscopic dynamics and thermodynamics [11] [12] [13] can be established through the derivation of the Fokker-Planck equation from a diffusion process of the probability compatible with the statistical formulation of the second law [14] . This new approach overcomes the restriction of linearity inherent in nonequilibrium thermodynamics [15] .
Our purpose in this paper is to show that the probabilistic interpretation of the density together with conservation laws in phase space and positiveness of global entropy changes sets the basis for a theory that follows the operational scheme of nonequilibrium thermodynamics but of a much broader range of applicability. The fact that it is based on probabilities instead of densities allows us to consider mesoscopic systems and their fluctuations. The situations that can be studied with this formalism include, among others, slow relaxation processes, barrier crossing dynamics, chemical reactions, and entropic transport. These processes are, in general, nonlinear and influenced by the presence of fluctuations.
The paper is organized as follows. In section 2, we discuss the connection between thermodynamics and mesoscopic dynamics. In section 3, we present some applications of the theory showing how to derive kinetic equations and nonlinear relations for the rates.
Thermodynamics and mesoscopic dynamics
A reduction of the observational time and length scales of a system usually implies an increase in the number of degrees of freedom which have not yet equilibrated and that therefore exert an influence on the overall dynamics of the system. The nonequilibrated degrees of freedom could be the velocity of a particle, the orientation of a spin, the size of a macromolecule or any coordinate or order parameter whose values define the state of the system in a phase space. The will be denoted by means of the set of coordinates γ (≡ {γ i }).
At the mesoscopic level, the characterization of the state of the system is performed through the knowledge of the probability density P(γ , t). The statistical expression of the entropy of the system in terms of this probability can be expressed by the Gibbs entropy postulate [2, 16] 
where S eq denotes the entropy when the degrees of freedom γ are in equilibrium. The equilibrium probability density P eq (γ ) can be related to the minimum reversible work required to create that state [9] through the expression
Here k B is Boltzmann's constant and T is the temperature of the heat bath. The minimum work can, in general, be expressed as
where y is an intensive parameter and Y is its conjugated extensive variable. This general form stands for mechanical, electrical, magnetic, surface work, etc performed on the system [17] . The expression of the minimum reversible work (3) reduces to the different thermodynamic potentials. For instance, in the case of the constant temperature, volume and number of particles, the minimum work coincides with the Helmholtz free energy. The statistical mechanics definition of the entropy is therefore crucial to connect thermodynamics with the mesoscopic description in terms of the probability distribution P(γ , t).
The dynamics of the mesoscopic degrees of freedom can be analyzed from the statistical mechanics definition of the entropy. Taking variations in equation (1), one obtains
Conservation of the probability density in γ -space implies that it obeys the continuity equation
where J (γ , t) is a current in the space of mesoscopic coordinates.
To derive the expression of this current, we take the time derivative in equation (4) and use the continuity equation (5) to eliminate the probability time derivative. After a partial integration, one then arrives at the expression of the mesoscopic entropy production [14] 
This quantity is expressed in the form of current-force pairs, the latter being the gradients in the space of mesoscopic variables. We will now assume a linear dependence between current and force and establish the linear relationship
where L(γ , P(γ )) is an Onsager coefficient [2, 18] , which in general depends on the probability P(γ ) interpreted as a state variable in the thermodynamic sense and on the mesoscopic coordinates γ . The kinetic equation follows by substituting equation (7) into the continuity equation (5):
where the diffusion coefficient is defined as
This equation, which in view of equation (2) can also be written as
is the Fokker-Planck equation for the evolution of the probability density in γ -space. Under the conditions for which the minimum work is given by the Gibbs free energy G, W ≡ G = H − T S, where H is the enthalpy, this equation transforms into the Fokker-Planck equation for a system in the presence of a free energy barrier:
A particularly interesting situation, which will be discussed in more detail in section 3, is the case of a purely entropic barrier, often encountered in soft-condensed matter and biophysics.
Mesoscopic nonequilibrium thermodynamics provides a general formalism able to analyze the dynamics of systems away from equilibrium from the knowledge of the equilibrium probability. In this way, by knowing the equilibrium thermodynamic potential of a system, one could derive the kinetic equation.
The mesoscopic entropy production can also be obtained from a generalized chemical potential that accounts for the additional mesoscopic variables. We may then assume that the evolution of these degrees of freedom is described by a diffusion process and formulate the corresponding Gibbs equation
which resembles the corresponding law proposed in nonequilibrium thermodynamics for a diffusion process in terms of the mass density of particles. Here µ(γ ) plays the role of a generalized chemical potential conjugated to the distribution function P(γ , t). Comparison of the Gibbs equation (12) with equation (4), where the variations of the equilibrium entropy are given by
and µ eq is the value of the chemical potential at equilibrium, yields the expression of the generalized chemical potential
or alternatively, using equation (2),
In this reformulation, the 'thermodynamic force' driving this general diffusion process is T −1 ∂µ/∂γ , and the entropy production is given by
This expression coincides with the entropy production of a diffusion process over a potential landscape in the space of the mesoscopic coordinates. This landscape is conformed by the values of the equilibrium energy associated with each configuration γ . The treatment of a diffusion process in the framework of nonequilibrium thermodynamics can then be extended to the case when the relevant quantity is a probability density instead of a mass density. This fact shows the close connection between entropy and stochastic dynamics.
Some examples
In this section, we will present examples of how the Fokker-Planck equation can be obtained from a diffusion process of the probability compatible with the statistical formulation of the second law. We will also illustrate how to derive the nonlinear equations for the activation rate in terms of the affinity of the process.
Single macromolecule under a force
We will first consider the case of a single macromolecule, for instance a DNA molecule, in a solvent subjected to an external driving force [19] . The structure of the macromolecule is characterized by the position of its center of mass x and by an additional fluctuating variable θ, which might represent its size or its orientation. For small values of the force, local equilibrium in x-space holds in such a way that we can formulate the Gibbs equation
where F is the applied force and (x) is the average value of the fluctuating variable θ:
with P(x, θ ) being the probability distribution and µ(x, θ ) the generalized chemical potential defined in the space of conformations of the macromolecule. Upon increasing the force, the system ceases to be in local equilibrium in x-space. Local equilibrium can be restored if one increases the dimensionality by considering the fluctuating variable θ as an independent variable and defining the Gibbs equation in the space of the mesoscopic variables
This relation is more general than equation (17) since it is formulated in terms of probabilities of fluctuating variables, and not of average values. Following the scheme presented in the previous section we would obtain the corresponding Fokker-Planck equation, in a form similar to that of equation (10).
Activated process
Activated processes are frequently modeled by a particle crossing a free energy barrier that separates two well-differentiated states located at the minima at each side of the barrier [20] . Processes such as chemical reactions, adsorption, nucleation, thermal emission in semiconductors and active transport through biological membranes share these features and, therefore, are generically referred to as activated processes [21] . Activated processes are essentially different from the linear transport processes described by nonequilibrium thermodynamics. The latter constitutes the instantaneous response to an applied external force or gradient and may take place even at very low values of the force. Since activated processes need a minimum of energy to proceed, the regime in which they may be observed is essentially nonlinear. This difference becomes even more evident when we contrast the form of Fourier, Fick or Ohm laws, in which the corresponding currents are proportional to the conjugated thermodynamic forces or gradients, with the exponential Arrhenius laws for the rates in activated processes.
To better illustrate this point, let us consider a general process for which a system passes from state 1 to state 2 via activation. Instances of this process can be a chemical reaction in which a substance transforms into another, an adsorption process in which the adsorbing particle goes from the physisorbed to the chemisorbed state, or a nucleation process in which the metastable liquid transforms into a crystal phase. Nonequilibrium thermodynamics describes the process only in terms of the initial and final positions, obtaining a linear behavior of the current in terms of the affinity which only agrees with the law of mass action for small values of the affinity. If we consider the process at shorter time scales, the state of the system, instead of jumping from 1 to 2, progressively transforms by passing through successive molecular configurations. These configurations can be characterized by a reaction coordinate γ . At these time scales, one may assume that the reaction coordinate undergoes a diffusion process through a potential barrier separating the initial from the final states (see figure 1) .
At the time scales of interest, the system is mostly found in states 1 and 2, which correspond to the minima at γ 1 and γ 2 , respectively. In the quasi-stationary limit, when the energy barrier is much higher than the thermal energy and intra-well relaxation has already taken place, the probability distribution is strongly peaked at these values and almost zero everywhere else. Under these conditions, the Fokker-Planck description leads to a kinetic equation in which the net reaction rate satisfies the mass action law.
The current obtained from the mesoscopic entropy production (16) can be rewritten in terms of the local fugacity defined along the reaction coordinate z(γ ) ≡ expµ(γ )/k B T as
which can be expressed as where D = k B L/z is the diffusion coefficient. We now assume that D is constant and integrate from 1 to 2 to obtain the nonlinear kinetic law for the averaged current
This equation can also be expressed as
where J is the averaged rate, J 0 = D exp(µ 1 /k B T ) and A = µ 1 − µ 2 is the corresponding affinity. We have then shown that a Fokker-Planck equation, linear in probabilities and in the gradient of µ[γ , P(γ )], accounts for a nonlinear dependence in the affinity. The scheme presented has been successfully applied to different classical activated processes, such as chemical reactions [15] , nucleation [22] , active transport in ion channels [23] and molecular motors [24] , to obtain the corresponding kinetic laws.
Entropic transport
When the mean-square displacement of the particles is not much smaller than the size of the region in which they move, the presence of boundaries with irregular geometries may play an important role in the dynamics. This is the case with the motion of particles inside a cell or through quasi-one-dimensional structures such as pores, ion channels and zeolites, which is ubiquitous in biological and physicochemical systems where typical energies are of the order of thermal energy. Transport in confined media constitutes a basic mechanism of processes such as catalysis, osmosis and particle separation.
Variations of the shape of the structure along the transport direction imply changes in the number of accessible states of the particles. Consequently, entropy changes with the position, and the system evolves through entropic barriers (see figure 2) . The presence of these barriers strongly modifies the transport properties, promoting or hampering the transfer of mass and energy to certain regions. The study of the kinetics of the entropic transport, the properties of transport coefficients and the possibility for transport control mechanisms are objectives of major importance.
The theory introduced in the previous section can be applied to analyze the main characteristics of entropic transport [25] . In the case of entropic forces, the minimum reversible work in equation (3) is given by W = −T S. The corresponding kinetic equation is
where x is the coordinate along the main transport direction.
In the case of a three-dimensional (3D) pore of cross section A(x), the entropic potential can be calculated by contracting the 3D description and by retaining only the coordinate x. The resulting one-dimensional equilibrium distribution is
where P 0 is the probability distribution in the absence of potential, assumed constant. From this result and equation (2), we then infer the expression for the entropic potential S(x) = −k B lnA(x). By the substitution of this potential in equation (23) , one obtains that
which is known as the Fick-Jacob equation. This equation constitutes the starting point for the study of transport processes in the type of confined systems very often encountered at the sub-cellular level and in microfluidic applications.
For particles moving along a channel of varying cross section, the diffusion coefficient depends on the coordinate. Using scaling arguments, one finds that [26] 
where D 0 is the molecular diffusion coefficient in the absence of barriers, y(x) defines the shape of the pore and α is a scaling exponent whose value is 1/3 for the two-dimensional case and 1/2 for the 3D case. The current of particles and the effective diffusion coefficient depend strongly on the entropic forces related to the shape of the cavity in which particles move and can be computed from the Fick-Jacob equation.
Through the scheme presented, we can analyze the effects of entropic forces in the dynamics of the system [27] . These forces are present in the dynamics of small confined systems, such as in the motion of macromolecules through pores, in phoretic effects, in transport through ion channels and in protein folding.
Conclusions
In this paper, we have shown how to extend the use of thermodynamic concepts into the mesoscopic domain where fluctuations and nonlinearities play an important role. The probabilistic interpretation of thermodynamics together with probability conservation laws can be used to obtain kinetic equations for the mesoscopic degrees of freedom.
The approach we have presented starts from the mesoscopic equilibrium behavior and adds all the dynamic details compatible with the second principle of thermodynamics and with the conservation laws and symmetries of the system. From the knowledge of the equilibrium properties of a system, it is straightforward to obtain the Fokker-Planck equations for its dynamics. The coefficients entering the dynamic equations can be obtained from experiments or microscopic theories.
We have shown that the existence of local equilibrium depends on the set of variables used to characterize the system. When an activated process is described not just in terms of the initial and final states but through its reaction coordinate, local equilibrium holds. Increasing the dimensionality of the space of thermodynamic variables, by including as many dimensions as nonequilibrated degrees of freedom, leads to local equilibrium in the enlarged space and allows the use of nonequilibrium thermodynamics at shorter time scales in which fluctuations are still present. We can thus conclude that many kinetic processes, such as nucleation, chemical reactions or active transport, which have been assumed to be far away from equilibrium because of their intrinsic nonlinear nature, take place at local equilibrium when a finer description is adopted.
We have shown explicitly the applicability of the mesoscopic thermodynamics methods to study the dynamics of single molecules, activated processes and nonlinear transport in confined systems. Our approach opens the way to study their dynamics in terms of kinetic equations of the Fokker-Planck type.
