This paper presents fast and accurate algorithms for computing the prices of discretely sampled lookback options. Under the Black-Scholes framework, the pricing of a discrete lookback option can bereduced to a series of convolutions of a function with the Gaussian distribution. Using this fact, an e cient algorithm, which computes these convolutions by a combination of the double-exponential integration formula and the fast Gauss transform, has been proposed recently. We extend this algorithm to lookback options under Merton's jump-di usion model and American lookback options. Numerical experiments show that our method is much faster and more accurate than conventional methods for lookback options under Merton's model. For American lookback options, our method outperforms conventional methods when required accuracy is relatively high.
is taken over a nite set of time p o i n ts within the p e r i o dcalled monitoring dates, and such options are called discrete lookback options.
The price of a lookback option is given as the discounted expectation value of the option payo under the risk-neutral probability measure 9]. In the case of discrete lookback options, it is di cult to nd an explicit formula for the expectation value and many numerical methods have been proposed so far, including the Monte Carlo method, the binomial method 13] 14] 3] 2] and Reiner's convolution method 21] . The binomial method approximates the geometric Brownian motion of the underlying asset by a discrete process on a lattice. Reiner's convolution method, on the other hand, exploits the fact that the expectation value can b ecomputed by a series of convolutions of a function with the transition probability density function (tpdf) of the asset price, and computes these convolutions with the fast Fourier transform.
Recently, Broadie and Yamamoto 8] proposed a fast and accurate algorithm for pricing discrete path-dependent options including the lookback option. Their method is also based on the representation of the expectation value by a series of convolutions and computes these convolutions e ciently by a combination of the double-exponential numerical integration formula 22] and the fast Gauss transform 11] 12] 16]. Numerical experiments show that their method is much faster and more accurate than conventional methods. However, their algorithm has b e e nlimited to the standard lookback options under the Black-Scholes model.
In this paper, we generalize their algorithm in two ways. First, we extend the algorithm to deal with lookback options under Merton's lognormal jumpdi usion model 19] . This model is important because it can capture the heavy tails of the tpdf of the asset price, which are often observed in the market but cannot b edescribed by the Black-Scholes model. Second, we propose a modi ed version of the algorithm that can price American lookback options, a variant of the lookback option with an early exercise feature. We compare our algorithms with the conventional pricing methods such as the Monte Carlo method, the binomial method and Reiner's convolution method and show the e ectiveness of our approach. This paper is organized as follows. In section 2, we formulate the pricing problem of lookback options and show how the pricing computation can b e reduced to a series of convolutions. Sections 3 and 4 provide the details of our algorithms for the standard lookback options under Merton's jump-di usion model and the American lookback options, respectively. Numerical results that illustrate the performance of our algorithms are shown in section 5. Finally, we give some concluding remarks in section 6.
x2. Problem formulation
In this section, we formulate the pricing problem of lookback put options following 8]. The pricing of lookback call options can b edone in a completely parallel manner, so we concentrate on put options in the following. Let the time period b e 0 T ] and the monitoring dates b et i = i t (i = 0 1 : : : n ), where t = T = n . Also, denote the asset price at t i by S i and let
Then the payo of the lookback put option can b ewritten as M n ; S n and its price at time 0 is given by V LP 0 (S 0 ) = e ;r T E 0 M n ; S n ]
where r is the riskless interest rate and E t ] is the conditional expectation value operator under the risk-neutral probability measure Q given information up to time t 9].
Eq. (2.2) involves two random variables S n and M n at time T, so we need the joint distribution function of them to compute the expectation value. To reduce the dimensionality of the problem, we apply a change of measure (see Babbs 2] and Andreasen 1] ) and rewrite eq. (2.2) as:
where q is the dividend rate and E 0 t ] denotes the conditional expectation operator under a new measure Q 0 de ned by dQ 0 = S n S t e (r;q)(T ;t) dQ: (2.4) By further introducing the log stock prices s i = ln(S i =S 0 ) and m i = ln(M i =S 0 ), we can nally write the option price as V LP 0 (S 0 ) = e ;q T S 0 E 0 0 e m n ;s n ; 1 :
This shows that it is su cient to nd the distribution of m n ; s n to compute the option price.
To compute eq. (2.5), we consider the distribution of m i ;s i (i = 0 1 : : : n ). Apparently, the distribution function is zero when m i ; s i < 0 and there is a nite probability mass at m i ; s i = 0. We therefore represent the distribution of m i ;s i by two quantities, namely, a scalar c i which represents the probability that m i ; s i = 0 and a function g i (x) (x > 0) which represents the probability density in the region m i ; s i > 0. Note that the probability density function 
The constants and determine the mean and the standard deviation of the jumps, respectively. The processes W t , N P t (s) and fJ l g are assumed to b e mutually independent. This model is important because it introduces discontinuous changes in the asset price and thereby reproduces the heavy tails of the transition probability function, a characteristic which is often observed in the market but cannot b edescribed by the Black-Scholes model.
In this model, the market becomes incomplete because of the existence of jumps and the standard option pricing argument based on the replicating p o r tfolio 4] is no longer applicable. However, under the assumption that the jump risk is diversi able, Merton 19] shows that the price can again b ewritten as the discounted expectation value of the option payo . Thus, the incompleteness of the market causes little problem from the computational p o i n t of view.
Computing the lookback option price by the recursion formula To compute the lookback option price using the recursion formula (2.9), (2.10) and (2.11), we need to know the p d fof s i;1 ;s i under the new probability measure Q 0 de ned by eq. (2.4). Andreasen 1] shows that under Q 0 , the asset price S t follows a new equation: By truncating the in nite sum in eq. (3.11) at some l max and inserting the result into eq. (2.9), we can express the integral in the recursive formula (2.9) as a sum of convolutions of g i;1 (x) with Gaussian functions: Application of the DE-FGT algorithm Now that we have expressed the option price by a series of convolutions of a function with (a sum of) Gaussian distribution, we can apply our DE-FGT algorithm. However, notice that the functionṼ (LP ) i+1 , which appears as the integrand in eq. (4.11), is de ned using the max operator (see eq. (4.8)) and therefore has discontinuity in its rst and higher order derivatives. So straightforward application of the DE formula to eq. (4.11) would not result in the fast convergence rate characteristic of the formula.
To solve this problem, at each time step, we rst use the bisection method to nd the value b of m i ; s i at which the exercise value and the continuation value are equal, divide the integration interval in the second term of eq. The computational work of the DE-FGT algorithm for American lookback options is O(nN) when the numb e rof exercise dates is n and the numb e rof sample p o i n ts at each date is N.
x5. Numerical results
We implemented our DE-FGT algorithms for lookback options and compared its speed and accuracy with that of the conventional methods such as the Monte Carlo method, the binomial method and Reiner's convolution method 21]. All the numerical experiments were done on a 2.0GHz Pentium IV PC with Red-Hat Linux and GNU C++ compiler. The numb e rof sample paths for the Monte Carlo method and the numb e rof sample p o i n ts for Reiner's method are also shown in the graphs. We did not try the binomial method because it takes into account only transitions to adjacent lattice p o i n ts and is therefore not appropriate for pricing options under jump-di usion models.
It is clear from the graphs that our DE-FGT algorithm converges much faster than the conventional Monte Carlo method or Reiner's convolution method and can compute the option prices within 1.0 second to an accuracy of 10 ;9 . In this case, we compared three methods, namely, our DE-FGT method, the binomial method 13] and Reiner's convolution method. We didn't try the Monte Carlo method because, as is well known, the standard MC method cannot deal with early exercise features. Although several attempts have been made to overcome this di culty 5] 6] 17], these methods are basically for options depending on multiple assets and are inherently slower than the binomial method for options on a single asset. In the graphs, the numb e rof sample points for the DE-FGT method and Reiner's method and the numb e rof time steps for the binomial method are shown.
The results show that Reiner's method is the fastest when required accuracy is relatively low. Still, our method is competitive when higher accuracy is needed. Also, the convergence of Reiner's method is rather irregular. This seems to b ebecause of the discontinuity in the rst derivative of the integrand function, which we mentioned at the end of the previous section. In contrast, our method exhibits much smoother convergence b e h a vior. x6. Conclusion
In this paper, we proposed pricing algorithms based on the double-exponential integration formula and the fast Gauss transform for lookback options under Merton's jump-di usion model and American lookback options. For lookback options under Merton's model, our method outperforms conventional methods such as Reiner's convolution method and can compute the option price within 1 second up to an accuracy of 10 ;9 . For American lookback options, Reiner's method is the fastest when required accuracy is relatively low. But our method is competitive when higher accuracy is required. In addition, the convergence of our method is much smoother.
Futuer work includes extension of our algorithms to more general jumpdi usion asset price models such as the variance gamma models and stochastic volatility models with jumps 10], and extension to other types of exotic options such as options on two or more assets and various types of path-dependent options. Noting thatp(x i ) is the probability distribution function of x i under the assumption that S t follows a modi ed process speci ed by eqs. (3.5), (3.6) and (3.7), we can write the right hand side of eq. (6.12) as e ;qT S 0 E 0 0 h(S 0 S 1 : : : S n )]: (6.13) This completes the proof.
