transcription activators involved.
In this work, Holstege and colleagues investigate the reason for the high responsiveness of the SAGA-dominated genes and the lower one of the TFIID-dominated genes. To avoid any confounding effect of the identity of the transcription activators, the authors searched for genes that were regulated by a single activator but that were either SAGA-or TFIID-dominated. Hsf1-dependent genes fall into that category with about half of them dominated by TFIID or SAGA.
The authors then investigated how responsive these genes were to the removal of Hsf1 by the anchor away method. The authors also took advantage of the slower removal of the factor when it was induced by lower concentrations of the rapamycin inducer. The experiments indicated that the SAGA-dominated genes were more responsive to Hsf1 removal than the TFIID-dominated genes. The organization of the chromatin environment of the two classes of genes differed, the former class having a less well positioned +1 nucleosome and a less marked nucleosome-free region (NFR). It was found that the negative regulator Mot1 acted preferentially on SAGA-dominated genes, suggesting that it was one of the important factors explaining their responsiveness. Mnase-seq also showed that the +1 nucleosome was more susceptible to Mnase in SAGA-dominated genes suggesting that it is less strongly positioned that that of TFIID-dominated genes.
Altogether the experiments support the conclusion that Mot1 action and nucleosome organization "explain the fundamental differences between housekeeping and regulatable genes". It also nicely shows that a single activator "can elicit different response dependent on core promoter class".
The experiments are well performed and use state of the art methods. The experiments are repeated several times which allowed the authors to perform thorough statistical analyses of their data, fully supporting their conclusion. The manuscript is well written and would be a nice addition to the literature on the mechanisms of gene activation.
My only very minor reservation is that the conclusions drawn here might be relevant to Hsf1 only and not to other transcription activator. The authors might want to add a word of caution in the Discussion section.
Referee #2:
The authors show differences between SAGA-dependent promoters and TFIID-dependent promoters in response to the same activator and propose two molecular mechanisms which contribute to these differences. This is a very interesting manuscript that addresses the important question of whether the core promoter dictates differences in responsiveness to and 'regulatability' by activators, and this is indeed the case. The authors should be applauded for using 4tU-Seq rather than RNA-Seq, as this is more sensitive and directly monitors transcriptional changes. The work is relevant for the large communities working on gene transcription and gene regulation. The text is very well written and the key conclusions are clearly worked out. I strongly recommend publication in the EMBO Journal after the following concerns have been removed: -test is applied. The reason for this should be given or a consistent test should be applied throughout. 3. It would be nice to known the significance of nucleosomal repositioning on SAGA-dominated promoters (Fig 6) . This could be done by calculating the average offset of each measured gene, placing it on the boxplot and making a correlation test.
Referee #3:
This is a very carefully prepared and very clearly written manuscript that describes a series of experiments on a set of 21 heat shock factor 1 (Hsf1) target genes in budding yeast. According to previously published data from the Pugh lab, these genes are nearly evenly divided between those described as SAGA/TBP-and TFIID-controlled, categories previously associated with regulated and constitutive expression, respectively. They consider these genes as a model for understanding how a single transcription factor can interact with two different core promoter elements. This is an important question in the field and has not to my knowledge been addressed previously, at least not in a systematic fashion, since previous studies have not focused on a single activator that is associated with both core promoter types.
The authors first establish that their gene set are indeed Hsf1 targets using an anchor-away approach coupled to qPCR ChIP, following which they measure Hsf1 binding (ChIP-seq read number) as a function of mRNA synthesis change (4-thiouriacil incorporation) 30 min following Hsf1 depletion (under non-inducing conditions). They show that the SAGA dominated genes display a strong correlation between binding and fold-change in transcription, whereas the TFIID set do not. They then use at "slow depletion" protocol (lower rapamycin) and carefully measure fold-change in transcription versus Hsf1 ChIP. This kinetic analysis again supports the idea that the SAGAdominated genes are more "responsive" (i.e. display a high transcriptional effect for a given difference in Hsp1 binding). They then go on to show that the SAGA-dominated promoters are more sensitive to inhibition by Mot1, a remodeler-like protein that removes TBP from TATA elements. Finally, they show that Hsf1 depletion results in nucleosome shifts at SAGA-dominated promoters, but not at TFIID promoters.
The experiments described here are carefully designed and the data support the authors' conclusions. I have the following specific comments:
1. Much of the argument here is based upon Hsf1 ChIP(-seq) as a measure of binding in vivo. The data in Fig. 2F indicate that there is in general much higher binding at SAGA-dominated promoters, for reasons that are completely unclear, particularly considering that the TFIID promoters seem to have increased nucleosome depletion compared to the SAGA sites. The authors should comment on this at the least, and try to find an explanation for this curious observation. 2. There is an additional assumption that underlies the authors' conclusion that needs to be examined in more detail, and this is related to other possible differences between the two promoter types. For example, it is not clear at all that the authors have examined these promoters for binding of so-called "general regulatory factors" (e.g. Reb1, Abf1, Rap1, etc.), which might be specific to one core promoter type and play a role in the activity of Hsf1. This could be examined by analysis of public databases. In addition, the authors have not discussed the possibility that other sequence motifs (e.g. poly[dA:dT] tracks) might be specific to one type and also play a role in regulation. 3. The authors present very detailed MNase titration data to map nucleosomes at various promoters both in the presence and absence of Hsf1. However, there is little discussion and no explanation for why there should be a very strong Hsf1 effect on nucleosome position at many SAGA genes, but apparently none of the TFIID genes. 4. It is interesting that the authors see two populations of +1 nucleosomes at SSA1 (bottom of p.12). Could this mean that there are 2 cell populations, one with the gene active, the other inactive? 5. I would appear that the TFIID-dominated genes also show increased expression (at least some, and throughout the timecourse) after Mot1 depletion. This is unexpected in light of the results from Zentner where they describe redistribution of TBP from SAGA-to TFIID-dominated genes after Mot1 inactivation. This should be discussed by the authors. We would like to thank the referees for their time and positive comments. Based on their remarks we have extended the results and discussion. Our responses to the specific points are shown in bold italics below. The changes made to the manuscript are underlined.
Referee #1:
Eukaryotic promoters are frequently distinguished by the presence of TATA box and their dependence on SAGA co-activator, on the one had, or by the presence of a TATA-like element and their dependence on TFIID co-activator, on the other hand. The former class mostly comprises promoters of genes that are highly regulatable, while the second class tend to encompass housekeeping genes. Despite considerable amount of work, the molecular mechanisms underlying the different behaviour of these promoters are far from being completely understood. This situation probably stems from the multiplicity of the mechanisms involved, including the identity of the transcription activators involved.
The authors then investigated how responsive these genes were to the removal of Hsf1 by the anchor away method. The authors also took advantage of the slower removal of the factor when it was induced by lower concentrations of the rapamycin inducer. The experiments indicated that the SAGA-dominated genes were more responsive to Hsf1 removal than the TFIID-dominated genes.
The organization of the chromatin environment of the two classes of genes differed, the former class having a less well positioned +1 nucleosome and a less marked nucleosome-free region (NFR). It was found that the negative regulator Mot1 acted preferentially on SAGA-dominated genes, suggesting that it was one of the important factors explaining their responsiveness. Mnase-seq also showed that the +1 nucleosome was more susceptible to Mnase in SAGA-dominated genes suggesting that it is less strongly positioned that that of TFIID-dominated genes.
We agree. A sentence stating this has been added to the discussion.
Referee #2:
The authors show differences between SAGA-dependent promoters and TFIID-dependent promoters in response to the same activator and propose two molecular mechanisms which contribute to these differences. This is a very interesting manuscript that addresses the important question of whether the core promoter dictates differences in responsiveness to and 'regulatability' by activators, and this is indeed the case. The authors should be applauded for using 4tU-Seq rather than RNA-Seq, as this is more sensitive and directly monitors transcriptional changes. The work is relevant for the large communities working on gene transcription and gene regulation. The text is very well written and the key conclusions are clearly worked out. I strongly recommend publication in the EMBO Journal after the following concerns have been removed: Indeed the difference is not black-and-white. Within the 21 Hsf1 targets there are two SAGA dominated genes that lack a TATA-box, and conversely there are two TFIID dominated genes that do have a TATA-box. We now specifically describe this in the discussion.
2. In Fig 2, Fig 4D and A correlation test is used for assessing correspondence between two different types of data for the same genes (e.g. Hsf1 binding vs expression changes). A t-test is used when evaluating the difference between two groups of genes for the same data (e.g. SAGA genes vs TFIID genes, gene expression response to heatshock). This is now explained in the corresponding figure legends.
3. It would be nice to known the significance of nucleosomal repositioning on SAGA-dominated promoters (Fig 6) . This could be done by calculating the average offset of each measured gene, placing it on the boxplot and making a correlation test.
The figure below shows the offset in nucleosome positioning for the two groups of genes as suggested. As expected, the difference is highly significant with a p-value of 0.0013 (t-test).
Referee #3:
The experiments described here are carefully designed and the data support the authors' conclusions. I have the following specific comments: 1. Much of the argument here is based upon Hsf1 ChIP(-seq) as a measure of binding in vivo. The data in Fig. 2F indicate that there is in general much higher binding at SAGA-dominated promoters, for reasons that are completely unclear, particularly considering that the TFIID promoters seem to have increased nucleosome depletion compared to the SAGA sites. The authors should comment on this at the least, and try to find an explanation for this curious observation.
The difference is not dramatic. On average there is a two-fold higher degree of Hsf1 binding on SAGA promoters. This is not statistically significant (p=0.07, t-test). We nevertheless used the motif discovery tool MEME to investigate whether differences in the binding motif for Hsf1 between the SAGA and TFIID dominated genes may underlie the two-fold binding difference. The identified motifs were highly similar for both promoter classes. No significant differential flanking motifs were found either. In addition we also looked for motif differences between the strongest Hsf1 binders and the weakest. Again, we found no significant motif difference that could explain a difference in binding. Differences in the number of motifs also don't explain the two-fold difference. One drawback to these analyses is the relatively low number of promoters being analyzed. We now comment on this in the results.
2. There is an additional assumption that underlies the authors' conclusion that needs to be examined in more detail, and this is related to other possible differences between the two promoter types. For example, it is not clear at all that the authors have examined these promoters for binding of so-called "general regulatory factors" (e.g. Reb1, Abf1, Rap1, etc.), which might be specific to one core promoter type and play a role in the activity of Hsf1. This could be examined by analysis of public databases. In addition, the authors have not discussed the possibility that other sequence motifs (e.g. poly[dA:dT] tracks) might be specific to one type and also play a role in regulation.
We had looked at binding of these "general regulatory factors" (GRFs) using several publicly available datasets (Reb1 and Abf1, Kasinathan et al. Nature Methods 2014; Reb1 and Rap1, Rhee and Pugh Cell 2011). We found that within the Hsf1 targets the ratio of SAGA to TFIID dominated promoters bound by any GRF is almost 50/50: Abf1 (2:2), Rap1 (2:2), Reb1 (4:3) (or (5:4) depending on the dataset). In total 9 out of 11 SAGA dominated genes and 6 out of 10 TFIID dominated genes had binding of any GRF. It is therefore unlikely that the GRFs play a role in the difference between the Hsf1 TFIID and SAGA genes. We now describe this in the results.
Similarly, we have investigated a differential presence of various length poly[dA:dT] stretches but could find no clear difference. We now describe this in the results.
3. The authors present very detailed MNase titration data to map nucleosomes at various promoters both in the presence and absence of Hsf1. However, there is little discussion and no explanation for why there should be a very strong Hsf1 effect on nucleosome position at many SAGA genes, but apparently none of the TFIID genes.
One possibility is that TFIID promoters have an intrinsic "ability" to form nucleosome depleted regions (NDRs), while for SAGA dominated genes, remodelers are continuously needed. This fits with the larger NDRs found on TFIID promoters. We now include this in the discussion.
4. It is interesting that the authors see two populations of +1 nucleosomes at SSA1 (bottom of p.12). Could this mean that there are 2 cell populations, one with the gene active, the other inactive?
Yes, this is exactly what we think is going on and we now specifically state this in the results.
5. I would appear that the TFIID-dominated genes also show increased expression (at least some, and throughout the timecourse) after Mot1 depletion. This is unexpected in light of the results from Zentner where they describe redistribution of TBP from SAGA-to TFIID-dominated genes after Mot1 inactivation. This should be discussed by the authors. 
It is is not completely unexpected to observe some TFIID genes with increased expression upon

Additional changes:
We have split figure 6 into figure 6 and figure 7 because the original figure 6 did not fit the format for a single page.
2nd Editorial Decision 01 November 2016
Thank you for submitting a revised version of your manuscript. It has now been seen by one of the original referees and this person's comments are shown below. As you will see the referee finds that all criticisms have been sufficiently addressed and recommends the manuscript for publication. I am therefore happy to inform you that your study has been accepted in The EMBO Journal.
The authors have satisfactorily replied to all of our comments and the manuscript is now suitable for publication in The EMBO Journal Is there an estimate of variation within each group of data?
Is the variance similar between the groups that are being statistically compared?
Yes, see figure legends and materials and methods.
Yes, everywhere there is a significant difference in using a t--test, both groups are normally distributed (inspected using a shapiro--test).
For each comparison all indivial datapoints are shown.
See above YOU MUST COMPLETE ALL CELLS WITH A PINK BACKGROUND ê
For the microarrays, samples were measured as biological replicates in dye--swap. The ChIP--seq material was created from several independent IPs.The ChIP--qPCR, ChIP--chip and MNase--seq were done with at least 3 independent biological replicates. 1. Data the data were obtained and processed according to the field's best practice and are presented to reflect the results of the experiments in an accurate and unbiased manner. figure panels include only data points, measurements or observations that can be compared to each other in a scientifically meaningful way. graphs include clearly labeled error bars for independent experiments and sample sizes. Unless justified, error bars should not be shown for technical replicates. if n< 5, the individual data points from each experiment should be plotted and any statistical test employed should be justified Please fill out these boxes ê (Do not worry if you cannot see all your text once you press return) a specification of the experimental system investigated (eg cell line, species name).
C--Reagents
B--Statistics and general methods
the assay(s) and method(s) used to carry out the reported observations and measurements an explicit mention of the biological and chemical entity(ies) that are being measured. an explicit mention of the biological and chemical entity(ies) that are altered/varied/perturbed in a controlled manner.
the exact sample size (n) for each experimental group/condition, given as a number, not a range; a description of the sample collection allowing the reader to understand whether the samples represent technical or biological replicates (including how many animals, litters, cultures, etc.).
Each figure caption should contain the following information, for each panel where they are relevant:
Captions
The data shown in figures should satisfy the following conditions:
Source Data should be included to report the data underlying graphs. Please follow the guidelines set out in the author ship guidelines on Data Presentation. a statement of how many times the experiment shown was independently replicated in the laboratory.
Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.
Please ensure that the answers to the following questions are reported in the manuscript itself. We encourage you to include a specific subsection in the methods section for statistics, reagents, animal models and human subjects. This checklist is used to ensure good reporting standards and to improve the reproducibility of published results. These guidelines are consistent with the Principles and Guidelines for Reporting Preclinical Research issued by the NIH in 2014. Please follow the journal's authorship guidelines in preparing your manuscript.
