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Abstract—Many real world networks (graphs) are observed
to be ’small worlds’, i.e., the average path length among nodes
is small. On the other hand, it is somewhat unclear what
other average path length values networks can produce. In
particular, it is not known what the maximum and the minimum
average path length values are. In this paper we provide a
lower estimation for the shortest average path length (`) values
in connected networks, and the largest possible average path
length values in networks with given size and density. To the
latter end, we construct a special family of graphs and calculate
their average path lengths. We also demonstrate the correctness
of our estimation by simulations.
I. INTRODUCTION
Many real world networks (graphs) are observed to be
’small worlds’, i.e., the average path length (`) among nodes
is small. While there exists a widely accepted formulation
of this property (i.e., ` scales with the logarithm of the
number of nodes (N )), the intuitive meaning of the small
world property is that the average path length is shorter ”than
expected”.
On the other hand, it is somewhat unclear what average
path length to expect. Observed networks tend to have short
` and many algorithmically constructed network models also
share this property. In particular, Erdo˝s-Re´nyi (ER) random
networks almost always have short path lengths. ER networks
are interesting for several reasons. First, they are constructed
with a minimalistic set of assumptions: given N nodes, each
possible link is present with a certain uniform p probability.
Second, their minimalistic random construction makes them
an approximation of a random sample from the set of all
possible graphs with the given number of nodes and the given
density.
However, if random or randomly sampled graphs have
short `, does this mean that all graphs share this property?
No. It is easy to create counter examples, i.e., graphs with
large average path lengths. Typical examples include chains
or regular lattices. The question is, however, how general
these counter examples are? How common they are among
the set of all possible graphs? Also, chains or regular lattices
assume a certain number of links for a given N , so they may
not be constructed for a given N and density (d, the ratio of
links present among all the possible links), while the average
path length naturally depends on both of parameters. This
makes the interpretation of the counter examples somewhat
problematic.
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Unfortunately, the simple enumeration of all possible
graphs with a given N and d is prevented by their astro-
nomical numbers. The following formula gives this number
for undirected graphs (counting all isomorphs equally).
|G(N, d)| =
 N(N−1)2
dN(N−1)
2
 (1)
This simple formula worths a moment of further consid-
eration. While networks with N = 100 nodes are typically
considered unrealistically small and a density of d = 0.0001
does not describe an over-populated graph, the number of
possible networks with these parameters is 1.75876× 1016.
Given these astronomical numbers, correct sampling
would be essential to determine how average path lengths
are distributed among the possible graphs. While one of the
definitions of the ER networks is exactly this ([10]), it is also
known that the above described mechanism to generate ER
graphs yields a uniform sample if and only if the network is
unconnected [10].
Following these considerations, in this paper we provide
a lower estimation for the shortest and the largest possible
average path length (`) in networks of given N and d. To the
latter, we construct a special family of graphs and calculate
their average path lengths.
The paper is structured as follows. The next section
provides the estimation of shortest average path length in
connected networks. Section 3 introduces the family of
graphs constructed to estimate the maximum average path
length, while Section 4 provides analytical results for the
average path length of these graphs. This is followed by a
comparison of these results to the average path lengths of
real-world graphs and various classic network models. The
last section outlines future works and concludes the paper.
II. ESTIMATION OF THE SHORTEST AVERAGE PATH
LENGTH IN CONNECTED GRAPHS
The average path length of full graphs is obviously 1. This
is because every node is connected by every other one, so
every node can reach all of others on a 1-length path. If
we remove only one edge from the graph we decrease the
density of the graph by 2N(N−1) . The path lengths change in
the following way: N(N−1)2 − 1 path lengths will remain 1
and a path between a pair of nodes increases to 2. So ` is
increased to:
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N(N−1)
2 − 1 + 2
N(N−1)
2
=
N(N−1)
2 + 1
N(N−1)
2
= 1 +
2
N(N − 1) (2)
This means that ` is increased by 1 − d. Repeating the
above argument until every node has only N − 1 edge, the
increase of ` in this range will be linear.
Suppose that the network has only L edges. This means
that there are L 1-length paths. So dN(N−1)2 paths has a
length of 1 and we do not know the length of the remaining
paths. But we know that their length must be at least 2,
because they cannot be 0 or 1. This yields an estimation of
the minimum ` of a graph with given size and density:[
dN(N−1)2
]
· 1 +
[
(1− d)N(N−1)2
]
· 2
N(N−1)
2
(3)
After some simplification this yields:
d+ (1− d) · 2 = 2− d (4)
This is the shortest possible average path length a con-
nected graph with given size and density may have.
III. A FAMILY OF GRAPHS WITH LARGE AVERAGE PATH
LENGTH
Before constructing our graphs, let us make a few obser-
vations. It is common wisdom that large ` is to be expected
in ’geographical’ networks, i.e., where the nodes have same
phisical or topological locations and links connect closeby
nodes only. Thus, chains (i.e., networks where nodes are
lined up along a line and links connect nearest neighbors
only) would be an ideal candidate network. The problem is,
chains can only accommodate N − 1 of links. If density
dictates more than this, we need another solution. Moreover,
the addition of each new link decreases the the average
path length, potentially at several points. Trivially, the new
link creates a path of length 1 between its two endpoints.
In addition, it potentially shortens all paths going to one
of the link’s nodes. Furthermore, if the new link created a
new shortcut, paths among two different nodes may also be
shortened.
In our construction, we want to preserve as long a chain as
possible. Thus, our intuition is that it is best to add additional
links in a single, densely connected ’blob’ (cluster) at one
end of the chain. Ideally, we create a fully connected blob
(a clique) and preserve the rest of the links and nodes for
the chain (or tail). (See Figure 1.)
Naturally, the more links we need to place in the blob, the
more nodes are needed. At the extreme, when all N(N−1)/2
links are present, no tail is possible. It is also clear that
the length of the tail (z) is a non-continuous function of
the link density. For example, if we have more than (N −
1)(N − 2)/2 + 1 edges then all nodes must belong to the
blob. (For the sake of simplicity, in the following we will
always assume that the blob is fully connected.)
Fig. 1. Example from the family of graphs constructed for maximum
average path length
The first step in creating a graph of this family for a
given N and d is to determine the length of the tail (z). By
definition, nodes in the tail may have at most 1 connection
to nodes in the blob. (I.e., for clarity we define the ’last’
node of the tail to be the one not in the blob.) Thus we have
z nodes in the tail and N − z in the blob, and since the
blob is assumed to be fully connected, we get the following
equation for the edges:
D = d
N(N − 1)
2
= z +
(N − z)(N − z − 1)
2
, (5)
which yields the following formula for z
z =
±√8D − 8N + 9 + 2N − 3
2
. (6)
A necessary condition for real roots is 8D − 8N + 9 ≥
0 ⇒ D + 8/9 ≥ N . This essentially corresponds to the
requirement that the graph should have enough edges to be
connected, without which our construction will not work.
In order for z to be meaningful, it is also necessary that
z ≤ N , which means that
±√8D − 8N + 9 + 2N − 3
2
≤ N
±√8D − 8N + 9
2
+N − 3/2 ≤ N
±√8D − 8N + 9
2
≤ 3/2
Therefore, in the following we will always work with the
smaller root.
IV. CALCULATION OF THE AVERAGE PATH LENGTH
In this section we calculate the average path length in the
above constructed family of graphs. First, we will calculate
the sum of all shortest paths, then divide it by N(N − 1)
(as, for the sake of simplicity, we will count all paths in both
directions).
There are three kind of nodes in our graph: i) the ones in
the tail, ii) the one bridging the tail to the rest of the blob,
and iii) the ones in the blob. Let’s consider the ith node in
the tail. The length of the paths connecting it to the i − 1
nodes preceeding it in the tail is i−j, where j is the position
of the other node. Similarly, the length of the paths to the
z − i nodes following it in the tail is j − i. The path to the
bridge node is of length z− i+1, while the N−z−1 nodes
in the blob are reachable in z − i + 2 steps. On the other
hand, the bridge node needs z − i+ 1 steps to the ith node
in the tail, while 1 step to each of the N−z−1 nodes in the
blob. For these latter, the connection to the rest of the blob,
plus the bridge (N − z − 1 nodes altogether) is of length 1,
while to the nodes in the tail it takes z − i+ 2 steps. These
yield the following formula.
SUM(N, z) =
z∑
i=1
i−1∑
j=1
(i−j)+
z∑
i=1
z∑
j=i+1
(j−i)+
z∑
i=1
(z−i+1)+
+
z∑
i=1
(N −z−1)(z− i+2)+
z∑
i=1
(z− i+1)+(N −z−1)+
+(N − z − 1)
(
N − z − 1 +
z∑
i=1
(z − i+ 2)
)
=
= N2 +Nz2 +Nz −N − 2z
3
3
− 2z2 − 4z
3
Substituting z with the smaller value in (6) we get:
SUM(N,D) =
−N3 − 6N2
3
+
√−8N + 8D + 9 (2N − 2D − 2)
3
+
(6D + 13) N − 6D − 6
3
(7)
or
SUM(N, d) =
(
dN2 + (−d− 2) N + 2) ·√
4 dN2 + (−4 d− 8) N + 9
3
+
(1− 3 d) N3 + (6 d+ 6) N2
3
+
(−3 d− 13) N + 6
3
(8)
.
Therefore the path length can be given as
l(N,D) =
−N3 − 6N2
3N2 − 3N +√−8N + 8D + 9 (2N − 2D − 2)
3N2 − 3N +
(6D + 13) N − 6D − 6
3N2 − 3N (9)
or
l(N, d) =
(
dN2 + (−d− 2) N + 2) ·√
4 dN2 + (−4 d− 8) N + 9
3N2 − 3N +
(1− 3 d) N3 + (6 d+ 6) N2
3N2 − 3N +
(−3 d− 13) N + 6
3N2 − 3N (10)
.
As an illustration Figure 2 plots this function for various
values of N accross the density spectrum.
V. NUMERICAL TESTS OF THE ESTIMATIONS
To demonstrate the correctness of our estimation, we
created ER and BA networks in the entire density range
for different sizes. We also enumerated all possible 10 node
graphs with d = 0.2. As shown on Figure 3 both estimations
are matching with the ` of generated graphs. Figure (4) places
various empirical networks on the plot as well. It is worth
noting that for most densities networks are very close to
the theoretical minimum. This is especially true for foodweb
networks (that tend to be small that implies a relatively high
density as well).
For completeness, we note that our estimation of shortest `
correct only for connected graphs. If a graph is unconnected
it is possible to have shorter `.
Fig. 3. Average path length of 10-node graphs
We generated all the 10-node graphs with density 0.2. The
following figure shows the simulation result of the 10-node
connected graphs. (Fig. 5).
VI. CONCLUSIONS AND FUTURE WORKS
In the paper we gave exact estimations of average path
length in graphs with give size and density. We gave an
exact estimation of shortest average path length of graphs
with given size and density. Then we created a sepcial family
of graphs to determine the largest `. With the help of this
family we gave a lower estimation for the largest ` of graphs
with given size and density. This result is important because
Fig. 2. The lower estimation of the maximum average path length value for various network sizes across the density spectrum. Note that network size
determines a minimum meaningful density that drops with N .
Fig. 4. Average path lengths of various networks (lin-log plot)
Fig. 5. Distribution of average path length in 10-node graphs with d=0.2
earlier works give valid results only for certain graph types
and typically only in relatively short intervals of density. We
demonstrated the correctness of our estimation by generating
all possible graphs with given size and density.
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VIII. APPENDIX: GENERATING ALL POSSIBLE GRAPHS
WITH GIVEN SIZE AND DENSITY
We mentioned above in Section 1 that generating all pos-
sible graphs with given size and density gives astronomical
numbers. Let N the number of vertices in the graph and let
d the density of the graph. So the graph has dN(N−1)2 edges
(working with undirected graphs). In an undirected graph the
largest number of edges can be N(N−1)2 . This means if we
want to generate a graph with N vertices and d density, we
have to select dN(N−1)2 edges from
N(N−1)
2 (see Equation
1).
If we have only 10 vertices and 12 edges (d=0.266667)
this formula gives that there are 28 billion 760 million 21
thousand and 745 different graphs. Another example of how
large is the number of possible graphs with given size and
density is if we have 100-nodes and 495 edges (d=0.1). The
formula above gives 1.3367 · 10697. Put in context, in theory
our universe contains ”only” 1080 atoms, which is about
10627 less than the number of possible 100-nodes graphs
with 0.1 density.
This number highly depends on density. Although it is
symmetric in the function of density because of binomial
numbers. However this symmetry is surprising, because
neither ` or other measured values show this symmetry.
Figure 6 shows the symmetry on 10-node graphs.
Fig. 6. Number of possible graphs with given size
Sampling of ` is difficult. ER graphs are not sampling well
the ` if the graph is connected. As we can see in Figure 3
the ` of ER graphs is much shorter than expected. After that,
sampling ` in a non-biased way is not trivial. The sampling
algorithm can be very complicated and slow. In addition, the
trivial enumerating of possible graphs is also wrong, because
of very large numbers of permutation. For example if we
want to enumerate all of 100-nodes graphs with 0.1 density.
The number of possible graphs is 1.3367 · 10697. During the
enumeration the first 80 million or more graphs the result
would be identical, they give the same ` value, because we
rewire only the last edge and it does not cause any change
in `.
We enumerated all the 10-node graphs with density 0.2
and it took a week CPU time to perform this task. This is
”only” 886 163 135 graphs. Let us imagine how much time
it takes to enumerate all the 100-nodes graphs with density
0.1.
