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Εισαγωγή
Η εργασία αυτή έχει βασιστεί στην έρευνα του Καθηγητή Ιωάννη Πολυράκη
piάνω στους συνδέσμους-υpiόχωρους σε χώρους συναρτήσεων. Το ερώτημα
piου θα μας αpiασχολήσει είναι εάν ένας piεpiερασμένης διάστασης υpiόχωρος
ενός γραμμικού συνδέσμου είναι και αυτός γραμμικός σύνδεσμος. Αν δεν ε-
ίναι θα piαρουσιάσουμε piώς μpiορούμε να κατασκευάσουμε στο Matlab έναν
ελάχιστο(ή ελαχιστικό) γραμμικό σύνδεσμο piου να piεριέχει τον υpiόχωρο αυ-
τόν. Στο piρώτο κεφάλαιο θα δώσουμε κάpiοιους χρήσιμους ορισμούς για την
piιο εύκολη κατανόηση της μελέτης των μερικά διατεταγμένων διανυσματικών
χώρων και θα εισάγουμε την έννοια της θετικής βάσης. Σύμφωνα με το θεώρη-
μα Choquet−Kendall ένας piεpiερασμένης διάστασης υpiόχωρος είναι γραμμικός
σύνδεσμος αν και μόνο αν έχει θετική βάση.Χρησιμοpiοιώντας αυτό το θεώρη-
μα θα piροσpiαθήσουμε να piροσδιορίσουμε την θετική βάση,αν υpiάρχει. ΄Ετσι
γνωρίζοντας τη θετική βάση piου piαράγει τον υpiόχωρο μpiορούμε να piροσ-
διορίσουμε όλα του τα στοιχεία ως άθροισμα γραμμικών συνδυασμών στοι-
χείων της θετικής βάσης. Στο δεύτερο κεφάλαιο piου αpiοτελεί και το κύριο
μέρος αυτής της εργασίας θα ασχοληθούμε με την piερίpiτωση του χώρου των
συνεχών συναρτήσεων C(Ω) όpiου το Ω είναι συμpiαγής τοpiολογικός χώρος
Hausdorf .Ειδικότερα θα ασχοληθούμε με την piερίpiτωση όpiου το Ω είναι piε-
piερασμένο, δηλαδή Ω = {1, 2, ..., n} για κάpiοιο n ∈ N και άρα C(Ω) = Rn.
Αν γνωρίζουμε τα στοιχεία αpiό τα οpiοία piαράγεται ένας υpiόχωρος Χ του Rn
ο οpiοίος όμως δεν είναι γραμμικός σύνδεσμος με τη βοήθεια των θεωρημάτων
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θα piροσpiαθήσουμε να υλοpiοιήσουμε τον αλγόριθμο για
τον piροσδιορισμό ενός γραμμικού συνδέσμου ο οpiοίος piεριέχει τον υpiόχωρο
Χ καθώς και μία θετική βάση του με χρήση του υpiολογιστικού piρογράμματος
Matlab. Αυτό θα γίνει με τη βοήθεια της βασικής συνάρτησης β η οpiοία χρησι-
μοpiοιείται στα piαραpiάνω θεωρήματα.Στο τρίτο και τελευταίο μέρος θα δώσουμε
μία εφαρμογή όλων των piαραpiάνω στα χρηματοοικονομικά. Πιο συγκεκριμένα
θα ασχοληθούμε με το αν μία αγορά piου αpiοτελείται αpiό piεpiερασμένους στον
αριθμό τίτλους είναι piλήρης ή όχι. Στην piερίpiτωση piου δεν είναι piάλι με τη βο-
ήθεια τουMatlab θα κατασκευάσουμε μία piλήρη αγορά η οpiοία θα piεριλαμβάνει
την αρχική. Φτάνοντας στο τέλος της εισαγωγής θα ήθελα να ευχαριστήσω
ιδιαίτερα τον Καθηγητή μου Ιωάννη Πολυράκη για την όλη βοήθειά του και για
τον χρόνο piου αφιέρωσε για την εκpiλήρωση αυτής της διpiλωματικής εργασίας.
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Κεφάλαιο 1
Σύνδεσμοι-υpiόχωροι
Διατεταγμένων χώρων
1.1 Διατεταγμένοι χώροι
΄Ενα σύνολο εφοδιασμένο με την piράξη της piρόσθεσης και του βαθμωτού piολ-
λαpiλασιασμού αpiοκτά αλγεβρική δομή(Διανυσματικός χώρος) και με την σχέση
’>’ δομή διάταξης(Διατεταγμένο σύνολο).΄Ενα διατεταγμένο σύνολο μpiορεί να
είναι είτε ολικά διατεταγμένο αν κάθε δύο του στοιχεία συγκρίνονται είτε μερικά
διατεταγμένο αν δεν συγκρίνονται όλα μεταξύ τους. Ο χώρος όλων των piραγ-
ματικών αριθμών R είναι ένα piαράδειγμα ολικά διατεταγμένου συνόλου ενώ για
n ∈ N ο Rn είναι ένα μερικά διατεταγμένο σύνολο.Εφοδίάζοντας ένα σύνολο
και με τις δύο piαραpiάνω δομές έχουμε ένα μερικά διατεταγμένο διανυσματικό
χώρο.
Πραγματικός διανυσματικός (ή γραμμικός) χώρος ονομάζεται μία
τριάδα όpiου Χ είναι ένα σύνολο,+: X⊗X → X μία εσωτερική piράξη (piρόσθε-
ση) και ∗: X ⊗X → X μία εξωτερική piράξη (βαθμωτό γινόμενο) piου ικανο-
piοιούν τις ακόλουθες 8 ιδιότητες :
• (i) (x + y) + z = x +(y + z) για κάθε x, y, z ∈X
• (ii) x + y = y +x για κάθε x, y ∈ Χ
• (iii) ∃ ένα 0 του Χ, piου ονομάζεται μηδενικό στοιχείο, ώστε x + 0 = x
για κάθε x ∈ X
• (iv) Για κάθε x ∈ Χ υpiάρχει ένα στοιχείο –x του Χ, piου ονομάζεται
αντίθετο του x ώστε x+ (−x) = (−x) + x = 0
• (v) λ(x+ y) = λx+ λy για κάθε x, y∈ X και λ ∈ R
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• (vi) (λ+ µ)x = λx+ µx για κάθε x∈X και λ, µ ∈ R
• (vii) λ(µx) = (λµ)x για κάθε x ∈ X και λ, µ ∈ R
• (viii) 1x = x για κάθε x ∈ X
΄Ενα σύνολο Υ υpiοσύνολο του Χ καλείται διανυσματικός (ή γραμμικός)
υpiόχωρος του Χ αν για κάθε x,y ∈ Υ ισχύει ότι :
• (i) x + y ∈ Y
• (ii) µy ∈ Y για κάθε µ ∈ R
Είναι άμεσο αpiό τον ορισμό ότι αν ο Υ είναι υpiόχωρος του διανυσματικού
χώρου Χ, τότε με τον piεριορισμό των piράξεων της piρόσθεσης και του piολλα-
piλασιασμού στον Υ η τριάδα (Υ,+,∗) είναι διανυσματικός χώρος με μηδενικό
στοιχείο το μηδέν στον Χ.
Ορισμός 1.1.1 ΄Εστω Χ διανυσματικός χώρος.Εφοδιάζουμε τον Χ με μία
σχέση μερικής διάταξης ’>’ piου ικανοpiοιεί τις piαρακάτω ιδιότητες :
• (i) Για κάθε x ∈ Χ x ≥ x (ανακλαστική)
• (ii) Για κάθεx, y ∈ Χ με x ≥ y και y ≥ x⇒ x = y (αντισυμμετρική )
• (iii) Για κάθεx, y, z ∈ Χ με x ≥ y και y ≥ z ⇒ x ≥ z (μεταβατική)
Αν η ’>’ είναι συμβατή με την αλγεβρική δομή του Χ με την έννοια ότι ικανο-
piοιείται η έξης τέταρτη ιδιότητα :
• (iv) Για κάθε x, y, z ∈ Χ και μ ≥ 0⇒ x+ z ≥ y + z και µx ≥ µy
Τότε λέμε ότι το ζευγάρι (Χ,>) είναι ένας μερικά διατεταγμένος διανυ-
σματικός χώρος.
΄Εστω τώρα Χ,Υ διανυσματικοί χώροι.Μία αpiεικόνιση T : X → Y ονομάζεται
γραμμικός τελεστής αν και μόνο αν T (ax + by) = aT (x) + bT (y) για
κάθε x, y ∈ X καιa, b ∈ R.Ο χώρος όλων των συνεχών γραμμικών τελεστών
T : X → Y συμβολίζεται με L(X, Y ) και είναι διανυσματικός χώρος αφού
για κάθε T, S ∈ L(X, Y ) και λ ∈ R ⇒ (λT + S)(x) = (λT )(x) + S(x) =
λT (x) + S(x) = T (λx) + S(x) και άρα ο (λT + S) : X → Y είναι γραμμικός
τελεστής ⇒ λT + S ∈ L(X, Y ).Ακόμα όpiως θα δούμε piαρακάτω ο L(X, Y )
είναι μερικά διατεταγμένος διανυσματικός χώρος.
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΄Ενα υpiοσύνολο Κ ενός διανυσματικού χώρου Χ καλείται κυρτό αν για κάθε
δύο στοιχεία του Κ το ευθύγραμμο τμήμα piου τα συνδέει ανήκει στο Κ, δηλαδή
για κάθε x, y ∈ Κ και κάθε λ ∈ [0, 1] έpiεται ότι το λx+ (1− λ)y ∈ Κ.
(αʹ) Κυρτό υpiοσύνολο
του R2
(βʹ) Μη-κυρτό υpiοσύνολο
του R2
Ορισμός 1.1.2 ΄Ενα κυρτό υpiοσύνολο P ενός διανυσματικού χώρου Χ θα
λέγεται κώνος αν για κάθε x ∈ X το λx ∈ P για κάθε λ ≥ 0. Αpiό τον ορισμό
έpiεται ότι το 0 ∈ P . Αν εpiιpiλέον ισχύει ότι P ∩ (−P ) = {0} τότε ο P είναι
οξύς κώνος του Χ.
΄Εστω Χ μερικά διατεταγμένος διανυσματικός χώρος και x, y ∈ Χ. Θα λέμε ότι
το x είναι μεγαλύτερο αpiό το y αν x ≥ y και x 6= y.Το σύνολο των
σημείων piου είναι μεγαλύτερα ή ίσα αpiό το μηδέν συμβολίζεται με X+. Το
σύνολο X+ = {x ∈ X : x ≥ 0} καλείται ο θετικός κώνος του Χ και είναι
οξύς. Αν τώρα ο Χ είναι διανυσματικός χώρος με νόρμα ώστε να ισχύει ότι
0 ≤ x ≤ y και υpiάρχει θετικός piραγματικός αριθμός c τέτοιος ώστε ‖x‖ ≤
c‖y‖,τότε ο X+ ονομάζεται κανονικός(normal). ΄Ενα γνωστό piαράδειγμα
είναι ο θετικός κώνος R2+ του R2 ο οpiοίος είναι οξύς αφού R2+ ∩−(R2+) = {0}
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Αντίστροφα τώρα υpiοθέτουμε ότι P ⊆ X και P οξύς κώνος του Χ,τότε μpiο-
ρούμε να ορίσουμε μια σχέση μερικής διάταξης > στον Χ ως εξής:
x ≥ y ⇔ x− y ∈ P.
Παρατηρούμε ότι P = {x ∈ X : x ≥ 0} = X+ και εύκολα διαpiιστώνουμε
ότι ικανοpiοιούνται και οι 4 ιδιότητες του ορισμού και άρα ο (X,>) είναι δια-
νυσματικός χώρος διατεταγμένος αpiό τον κώνο P .Αν ο P είναι κώνος αλλά
όχι οξύς,τότε ο P ορίζει μία σχέση μερικής διάταξης η οpiοία όμως δεν είναι
αντισυμμετρική. Γενικά αν P ⊆ X και P κώνος του Χ το σύνολο P − P είναι
ο διανυσματικός χώρος piου piαράγεται αpiό τον P και μάλιστα αν P − P = X
λέμε ότι ο κώνος P piαράγει τον Χ.
΄Εστω τώρα w ∈ X καιD ⊆ Χ.Το w καλείται άνω φράγμα τουD αν για κάθε
d ∈ D ισχύει ότι w ≥ d (αντίστοιχα αν w ≤ d για κάθε d ∈ D το w ονομάζεται
κάτω φράγμα).Αν τώρα για κάθε άνω φράγμα z ∈ Χ του D ισχύει ότι z ≥ w
τότε το w καλείται το ελάχιστο άνω φράγμα (supremum) του D και
συμβολίζεται με w = sup(D).Αντίστοιχα ορίζεται το μέγιστο κάτω φράγμα
(infimum) τουD και συμβολίζεται με inf(D).Τα supremum και το infimum
δύο στοιχείων x, y ∈ D, αν υpiάρχουν, συμβολίζονται με sup(x, y) = x ∨ y και
inf(x, y) = x ∧ y.
Ορισμός 1.1.3 ΄Εστω Χ διανυσματικός χώρος και P κώνος piου piαράγει τον
Χ με P 6= {0}. ΄Ενα B ⊆ P καλείται βάση του κώνου P (simplex) αν το Β είναι
κυρτό και για κάθε x ∈ P με x 6= 0 υpiάρχει μοναδικός piραγματικός αριθμός
λx ≥ 0 piου εξαρτάται αpiό το x και ισχύει ότι λxx ∈ Β.Αpiό τον ορισμό έpiεται
ότι το 0 δεν ανήκει στη βάση Β.
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Παράδειγμα1.1.1:Στο σχήμα βλέpiουμε τον θετικό κώνο του R2 με βάση
το σύνολο
B = {(x1, x2) ∈ R2 | 1
3
x1 +
1
2
x2 = 1}.
Για κάθε x ∈ R2+ η τομή της ευθείας ε με την ευθεία piου piερνάει αpiό το 0 και
το x είναι το σημείο x´ = λxx,όpiου το λx είναι μοναδικό.
1.2 Γραμμικοί σύνδεσμοι, υpiοσύνδεσμοι και
σύνδεσμοι-υpiόχωροι
Ορισμός 1.2.1 Γραμμικός σύνδεσμος( ή χώρος Riesz ή lattice)
ονομάζεται ένας μερικά διατεταγμένος διανυσματικός χώρος X με την ιδιότητα
ότι για κάθε ζεύγος x, y ∈ X υpiάρχει το supremum και το infimum του
{x, y},δηλαδή
x ∨ y = w ∈ X, x ∧ y = u ∈ X.
Παραδείγματα:Αν k ∈ N τότε ο Rk με τη σημειακή διάταξη είναι γραμμικός
σύνδεσμος.Με την έννοια σημειακή διάταξη εννοούμε ότι για x, y ∈ Rk το x
είναι μεγαλύτερο αpiό το y αν και μόνο αν xi ≥ yi, για κάθε i ∈ {1, . . . k}.Εpiίσης
για κάθε x, y ∈ Rk υpiάρχουν z, w ∈ Rk τέτοια ώστε zi = xi ∨ yi και wi =
xi ∧ yi,για κάθε i ∈ {1, . . . k} και άρα ο Rk είναι γραμμικός σύνδεσμος.
Γενικά κλασσικά piαραδείγματα γραμμικών συνδέσμων είναι διάφοροι χώροι συ-
ναρτήσεων.Με τον όρο χώρος συναρτήσεων εννοούμε έναν διανυσματικό χώρο
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Χ piου piεριέχει ως στοιχεία του piραγματικές συναρτήσεις ορισμένες σε κάpiοιο
σύνολο Ω ( f : Ω→ R ).΄Ετσι για κάθε f, g ∈ Χ ορίζουμε την σημειακή διάταξη
σύμφωνα με την οpiοία f ≤ g αν και μόνο αν f(ω)≤ g(ω) για κάθε ω ∈ Ω. Α-
φού f και g έχουν τιμές στο σύνολο των piραγματικών αριθμών οι συναρτήσεις
[f ∨g](ω):= max{f(ω), g(ω)} και [f ∧g](ω):= min{f(ω), g(ω)} υpiάρχουν και
ανήκουν στον Χ. Στην συνέχεια ακολουθούν κάpiοια piαραδείγματα :
• Ο RΩ,ως ο χώρος όλων των piραγματικών συναρτήσεων ορισμένες σε ένα
σύνολο Ω
• C[Ω],ως ο χώρος όλων των συνεχών piραγματικών συναρτήσεων ορι-
σμένες σε έναν τοpiολογικό χώρο Ω
• Ο `p με p ∈
[
1,∞) ως ο χώρος όλων των piραγματικών ακολουθιών
{an}n∈N με
∞∑
i=1
∣∣api ∣∣ <∞ και
• ο `∞ = {{an}n∈N | sup|an| < ∞ : n ∈ N} ως χώρος όλων των φραγ-
μένων piραγματικών ακολουθιών
• c0 ο χώρος όλων των piραγματικών ακολουθιών με limn→∞an = 0
• Ο χώρος Lp(Ω) με 1 ≤ p < ∞ ως ο χώρος όλων των μετρήσιμων
συναρτήσεων f : Ω→ R με ∫
Ω
|f |p dω <∞ και (Ω,F, p) χώρος μέτρου
• Ο L(X, Y ) ως ο χώρος όλων των γραμμικών τελεστών T : X → Y
με την εξής διάταξη: αν T, S ∈ L(X, Y ) τότε T ≥ S αν και μόνο αν
T (x) ≥ S(x) για κάθε x ∈ X+.
Ορισμός 1.2.2 Αν τώρα ο Χ είναι γραμμικός σύνδεσμος για κάθε x ∈ Χ
ορίζουμε τους piαρακάτω τελεστές με piεδίο ορισμού τον Χ και piεδίο τιμών τον
θετικό κώνο X+:
• Θετικό μέρος του x+ = x ∨ 0
• Αρνητικό μέρος του x : x− = (−x) ∨ 0
• Αpiόλυτη τιμή του x : |x| = x ∨ (−x)
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Γενικό ενδιαφέρον piαρουσιάζουν οι διατεταγμένοι υpiόχωροι ενός μερικά δια-
τεταγμένου διανυσματικού χώρου Χ. ΄Εστω Ε υpiόχωρος του Χ.Μpiορούμε να
υpiοθέσουμε ότι ο Ε είναι διατεταγμένος χώρος με την εpiαγόμενη διάταξη piου
συμβολίζεται με >E και έχουμε ότι για κάθε x, y ∈ E : x >E y ⇔ x ≥ y.Για
λόγους αpiλότητας θα συμβολίζουμε την >E με >.Ο θετικός κώνος του Ε ο-
ρίζεται ως E+ = E ∩X+.
Κάθε γραμμικός υpiόχωρος του Χ piου είναι διατεταγμένος με την εpiαγόμενη
διάταξη καλείται διατεταγμένος υpiόχωρος του Χ.Εpiίσης αν ο Χ είναι
γραμμικός σύνδεσμος και για κάθε x, y ∈ E το x ∨ y ∈ E και το x ∧ y ∈ E
τότε λέμε ότι ο Ε είναι γραμμικός υpiοσύνδεσμος (linear sublattice)
του Χ.
Παρατήρηση:Αν ο Χ είναι μερικά διατεταγμένος χώρος και Ε διατεταγμένος
υpiόχωρος του Χ με x, y ∈ Ε,τότε η έννοια του sup({x, y}) στον Χ και η έν-
νοια του sup({x, y}) στον Ε διαφέρουν (αντίστοιχα και το inf({x, y}) ). Το
sup({x, y}) στον Ε θα συμβολίζετε με supE({x, y}) και το inf({x, y}) στον
Ε με infE({x, y}). Η διαφορά είναι ότι υpiάρχει piερίpiτωση το supE({x, y})
και το infE({x, y}) να μην υpiάρχουν,ακόμα και αν ο Χ είναι γραμμικός σύνδε-
σμος. Αν υpiάρχουν, τότε ο Ε ονομάζεται σύνδεσμος-υpiόχωρος (lattice-
subspace) του Χ και ισχύει ότι
supE({x, y}) ≥ sup({x, y}) ≥ inf({x, y}) ≥ infE({x, y})
Στην piερίpiτωση τώρα piου ισχύει ότι supE({x, y}) = sup({x, y}) και infE({x, y}) =
inf({x, y}) ο Ε είναι υpiοσύνδεσμος του Χ. Γενικά κάθε υpiοσύνδεσμος Ε του
Χ είναι σύνδεσμος-υpiόχωρος,αφού τα x ∨ y, x ∧ y ∈ E,ενώ το αντίστροφο δεν
ισχύει όpiως φαίνεται στο εpiόμενο piαράδειγμα.
Παράδειγμα1.2.1:΄Εστω ότι ο Χ είναι ο χώρος όλων των piολυωνύμων
piρώτου βαθμού στο
[
0, 1
]
,δηλαδή X = {x(t) = at+ b | a, b ∈ R, t ∈ [0, 1]}.Ο
Χ είναι σύνδεσμος-υpiόχωρος του C
[
0, 1
]
.
΄Οpiως βλέpiουμε στο σχήμα αν x1, x2 ∈ Χ τότε supX(x1, x2) = a(t) ∈ Χ και
infX(x1, x2) = b(t) ∈ Χ και άρα ο Χ είναι σύνδεσμος-υpiόχωρος. Αλλά ο Χ δεν
είναι υpiοσύνδεσμος αφού a(t) = supX(x1, x2) 6= sup(x1, x2) = y1(t) ∈ C
[
0, 1
]
και b(t) = infX(x1, x2) 6= inf(x1, x2) = y2(t) ∈ C
[
0, 1
]
.
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1.3 Θετικές Βάσεις
Υpiοθέτουμε piάλι ότι ο Χ είναι διανυσματικός χώρος.΄Ενα piεpiερασμένο υpiο-
σύνολο x1, x2, .., xn του Χ λέγεται γραμμικά ανεξάρτητο αν για κάθε
λ1, ..., λn ∈ R ώστε λ1x1 + λ2x2 + .... + λnxn = 0 να έpiεται αναγκαστι-
κά ότι λ1 = λ2 = ... = λn = 0.Γενικά για να είναι ένα σύνολο γραμμικά
ανεξάρτητο piρέpiει κάθε piεpiερασμένο υpiοσυνολό του να είναι γραμμικά ανε-
ξάρτητο,διαφορετικά το σύνολο αυτό λέγεται γραμμικά εξαρτημένο. ΄Εστω
G = {g1, . . . , gn} ⊆ X.Το G ονομάζεται βάση Hammel του Χ αν είναι γραμ-
μικά ανεξάρτητο και τα στοιχεία του piαράγουν όλο τον Χ και συμβολίζουμε ως
εξής:
X =
〈{g1, . . . , gn}〉
Διάσταση ενός διανυσματικού χώρου Χ ορίζεται να είναι η piληθικότητα μιας
Hammel βάσης του και συμβολίζεται με dim(X).΄Ενα στοιχείο του x του Χ
μpiορεί να γραφτεί ως piεpiερασμένο άθροισμα γραμμικών συνδυασμών στοιχε-
ίων της Hammel βάσης. Αν τώρα κάθε x του Χ μpiορεί να γραφτεί ως άpiει-
ρο άθροισμα γραμμικών συνδυασμών της βάσης τότε η βάση ονομάζεται βάση
Schauder.Οι Schauder βάσεις είναι καταλληλότερες για την piεριγραφή αpiει-
ροδιάστατων διανυσματικών χώρων.
Ορισμός 1.3.1 ΄Ενα σύνολο {e1, e2, ..., en, ...} ⊆ X καλείται θετική βάση του
Χ αν:
(i) είναι βάση Hammel (ή Shauder)
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(ii) για κάθε x ∈ X+ ισχύει ότι x =
∞∑
i=1
λiei,όpiου λi ≥ 0 για κάθε i =
{1, 2, ..., n}
Αν ισχύουν τα piαραpiάνω η θετική βάση αυτή είναι μοναδική με την έννοια ότι
αν B = {bn} είναι και αυτή βάση του Χ τότε κάθε στοιχείο bi είναι θετικό
piολλαpiλάσιο κάpiοιου ej, όpiου j = {1, 2, . . . }.
Παράδειγμα1.3.1:Αν X = c0 με τη σημειακή διάταξη τότε η ακολουθία
{en}(όpiου στην i-θέση έχουμε 1 και αλλού 0)είναι θετική βάση του Χ και άρα
ο Χ είναι γραμμικός σύνδεσμος. Πράγματι έστω x = 1
n
τότε x = 1e1 + 12e2 +
. . . .+ 1
n
en + . . . =
∞∑
i=1
1
i
ei όpiου λi > 0 για κάθε i = {1, 2, .., n}.
Σύμφωνα με το θεώρημα Choquet − Kendall στο [5] αν ο θετικός κώνος
X+ είναι κανονικός και piαράγει τον Χ (dimX = n) τότε ο Χ είναι γραμμικός
σύνδεσμος αν και μόνο αν μια βάση Β του X+ είναι ένα (n − 1)-διάστατο
simplex. Σε αυτήν την piερίpiτωση τα στοιχεία {b1, . . . , bn} της Β αpiοτελούν
κορυφές ενός κυρτού piολυγώνου και ορίζουν μία θετική βάση για τον X+.
Πρόταση 1.3.2 (Choquet−Kendall):Αν ο Χ είναι piεpiερασμένης διάστασης
μερικά διατεταγμένος διανυσματικός χώρος piου piαράγεται αpiό τον κλειστό κώνο
X+,τότε ο Χ είναι γραμμικός σύνδεσμος αν και μόνο αν έχει θετική βάση.
Αν για piαράδειγμα ο Ε είναι διάστασης 2 και ο E+ είναι κλειστός και piαράγει
τον Ε τότε ο Ε είναι γραμμικός σύνδεσμος.Πράγματι κάθε βάση Β για τον E+
είναι ένα κλειστό ευθύγραμμο τμήμα(όpiως στο Παράδειγμα1.1.1),συνεpiώς η Β
είναι 1− simplex.
Ορισμός 1.3.3 ΄Εστω τώρα Υ ένας υpiόχωρος του C(Ω) με βάση B =
{bn}.Για δεδομένο t ∈ Ω και m ∈ N αν bm(t) 6= 0 και bn(t) = 0 για κάθε
n 6= m τότε λέμε ότι το σημείο t είναι m-κόμβος(ή piιο αpiλα κόμβος) της βάσης
Β.Αν τώρα για κάθε n υpiάρχει ένας n-κόμβος tn της Β,τότε λέμε ότι η Β είναι
βάση του Υ με κόμβους και ότι η {tn} είναι ακολουθία κόμβων της {bn}
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Κεφάλαιο 2
Ο χώρος των συνεχών
συναρτήσεων C(Ω)
2.1 Σύνδεσμοι-υpiόχωροι του C(Ω) και θε-
τικές βάσεις
Στη συνέχεια θα μελετήσουμε την piερίpiτωση του χώρου των συνεχών συναρ-
τήσεων C(Ω),ορισμένες σε έναν συμpiαγές τοpiολογικό χώρο Ω. Ουσιαστικά
ενα στοιχείο f ∈ C(Ω) είναι μία συνεχής συνάρτηση f με piεδίο ορισμού το
Ω και piεδίο τιμών το R.Ο C(Ω) με την διάταξη piου ορίσαμε piαραpiάνω είναι
γραμμικός σύνδεσμος και άρα για κάθε f, g ∈ C(Ω) υpiάρχει και το supremum
και το infimum. Μία θετική βάση του C(Ω) αpiοτελείται αpiο συνεχείς piραγ-
ματικές και γραμμικώς ανεξάρτητες συναρτήσεις με piεδίο ορισμού piάλι το Ω
και κάθε f ∈ C(Ω) γράφεται ως γραμμικός συνδυασμός αυτών.
Θεώρημα 2.1.1 (2.1 στο
[
2
]
):΄Εστω Υ διατεταγμένος κλειστός υpiόχωρος
του C(Ω) και {bn}n∈N βάση του Υ piου αpiοτελείται αpiό θετικές συναρτήσεις.
Τότε αν
1. Η {bn}n∈N είναι θετική βάση του Υ έχουμε ότι
(i) Για κάθεm υpiάρχει ακολουθία {ωn} ⊆ Ω τέτοια ώστε limn→∞ bi(ωn)bm(ωn) =
0 για κάθε i 6= m και
(ii) ∃ ακολουθία {tn} ⊆ Ω ώστε tn ∈ suppbn και bm(tn) = 0 για m 6= n
2. Αν {tn} ακολουθία κόμβων της {bn},τότε η {bn} είναι θετική βάση του
Υ και για κάθε x =
∞∑
i=1
λibi ∈ Υ έχουμε ότι λi = x(ti)bi(ti) για κάθε i.
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Αpiόδειξη:
(1) Για κάθε k ∈ N.θέτουμε zk = − 1kbm+
k∑
i=1,i 6=m
bi.Αφού η {bm} είναι θετική
βάση το zk /∈ Y+ και άρα υpiάρχει ακολουθία στοιχειών του Ω,{ωn} piου
εξαρτάται αpiό το m τέτοια ώστε zk(ωk) < 0 για κάθε k.΄Εστω m =
1 ⇒ 0 ≤
k∑
i=1
bi <
1
k
b1(ωn) και εpiειδή για κάθε n,b1(ωn) > 0 έpiεται
ότι 0 ≤
n∑
i=1
bi(ωk)
b1(ωk)
≤ 1
k
⇒ 0 ≤ bi(ωk)
b1(ωk)
≤ 1
k
για κάθε i 6= 1 άρα ∃{ωn}
τ.ω. limn→∞
bi(ωk)
b1(ωk)
= 0,∀i 6= 1.Ομοίως για κάθε m συνεpiάγεται ότι
∃{ωn} ⊆ Ω τέτοια ώστε limn→∞ bi(ωk)bm(ωk) = 0 για κάθε i 6= m. Εpiίσης αν
t1 οριακό σημείο της {ωn} με t1 = liml→∞{ωln} τότε limn→∞ bi(ωk)b1(ωk) = 0
και αφού bi(ωln)→ bi(t1) και b1(ωln)→ b1(t1) έχουμε ότι bi(t1) = 0 για
κάθε i 6= 1. Ομοίως για κάθε tm ισχύει ότι bi(tm) = 0 για i 6= m.
(2) ΄Εστω tn ακολουθία κόμβων της {bn} τότε για κάθε x =
∞∑
i=1
λibi ∈ Y
συνεpiάγεται ότι λi =
x(ti)
bi(ti)
αφού bi(tn) = 0 για κάθε i 6= n και άρα κάθε
λi ≥ 0 οpiότε η {bn} είναι θετική βάση.
Πρόταση 2.1.2 (2.2 στο
[
2
]
)΄Εστω Χ σύνδεσμος-υpiόχωρος του C(Ω) και
{bn} θετική βάση. Τότε τα εpiόμενα είναι ισοδύναμα:
(i) ο Χ είναι υpiοσύνδεσμος του C(Ω)
(ii) αν bm(t) > 0 για κάpiοιο t και m, τότε το t είναι ένας m-κόμβος της βάσης
{bn}
Αpiόδειξη:
• (i) → (ii)΄Εστω Χ είναι υpiοσύνδεσμος του C(Ω) και για κάpiοιο m και
t ισχύει ότι bm(t) > 0. Θα δείξουμε ότι το t είναι ένας m-κόμβος της
βάσης {bn},δηλαδή ότι για i 6= m ισχύει ότι bi(t) = 0. ΄Εστω n 6= m.
Παρατηρούμε ότι bm∧ bn = infY {bm, bn} = 0 και άρα για το t έχουμε ότι
bm(t) ∧ bn(t) = 0. ΄Ομως bm(t) > 0 και άρα bn(t) = 0 για κάθε n 6= m,
δηλαδή το t είναι m-κόμβος της βάσης {bn}.
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• (ii)→ (i)Θα δείξουμε ότι ο Χ είναι υpiοσύνδεσμος του C(Ω).΄Εστω x =
∞∑
i=1
λibi, y =
∞∑
i=1
µibi ∈ X. Θα δείξουμε ότι x ∨ y = supY ({x, y}).΄Εστω
t ∈ Ω.Εpiειδή η {bn} είναι θετική έpiεται ότι bn(t) ≥ 0 για κάθε t ∈
Ω, n ∈ N. 1η Περίpiτωση: Αν bi(t) = 0 για κάθε i ⇒ x(t) = 0 =
y(t)⇒ x∨ y(t) = x(t)∨ y(t) = 0 = supY ({x(t), y(t)}) και άρα ο Ξ είναι
υpiοσύνδεσμος. 2η Περίpiτωση: ΄Εστω ότι υpiάρχει m ∈ N τέτοιο ώστε
bm(t) > 0. Τότε το t είναι m-κόμβος της βάσης {bn} και άρα bn(t) = 0
για κάθε n 6= m.Οpiότε έχουμε ότι
supY ({x, y})(t) =
∞∑
i=1
(λi ∨ µi)bi(t) =
(λm ∨ µm)bm(t) = x(t)
bm(t)
bm(t) ∨ y(t)
bm(t)
bm(t) =
x(t) ∨ y(t) = x ∨ y(t)
Ομοίως infY ({x, y}) = x ∧ y και άρα ο Χ είναι υpiοσύνδεσμος.
Πρόταση 2.1.3 (2.3 στο
[
2
]
)Αν Υ είναι υpiόχωρος του C(Ω) διάστασης n
και b1, b2, . . . , bn ανήκουν στον Y+. Τότε το σύνολο {b1, b2, . . . , bn} είναι θετική
βάση του Υ αν και μόνο αν για κάθε 1 ≤ m ≤ n υpiάρχει ακολουθία {ωn} στο
Ω ώστε limn→∞
bi(ωn)
bm(ωn)
= 0 για κάθε i 6= m
Αpiόδειξη:Στο θεώρημα2.1.1 δείξαμε ότι ισχύει το ευθύ.Θα δείξουμε ότι ι-
σχύει και το αντίστροφο στην piερίpiτωση όpiου dimU = n.΄Εστω ότι τα b1, b2, ..., bn
ικανοpiοιούν την ιδιότητα piαραpiάνω.Θα δείξουμε ότι η {bn} είναι θετική βάση.Αν
x =
∞∑
i=1
λibi ∈ Y+ τότε 0 ≤ x(ωn)bm(ωn) =
n∑
i=1
λi
bi(ωn)
bm(ωn)
→ λm και άρα λm ≥ 0 για
κάθε m.Ακόμα αν x = 0 ⇒ λm = 0 για κάθε m και άρα η {bn} είναι θετική
βάση.
Πρόταση 2.1.4 (2.4 στο
[
2
]
)΄Εστω {b1, b2, . . . , bn} είναι θετική βάση ενός
σύνδεσμου-υpiόχωρου Υ του C(Ω) με dimY = n. Τότε για κάθε συνάρτηση x
της μορφής x =
∞∑
i=1
λibi ∈ Υ έχουμε ότι
(i) αν κάpiοιο ti είναι i-κόμβος της βάσης, τότε λi =
x(ti)
bi(ti)
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(ii) αν {ωn} ⊆Ω ώστε να ισχύει ότι limn→∞ bi(wn)bj(wn) = 0 για j 6= i, τότε έχουμε
ότι λi = limn→∞
x(wn)
bi(wn)
Αpiόδειξη:Αν το ti είναι i-κόμβος τότε x(ti) = λibi(ti) άρα λi =
x(ti)
bi(ti)
.Εpiίσης
έχουμε ότι limn→∞
x(ωn)
bi(ωn)
= limn→∞
n∑
j=1
λj
bj(ωn)
bi(ωn)
= λi.
Παράδειγμα:΄Εστω Ω=
[−1, 1] και Χ ο χώρος piου piαράγεται αpiό τις θετικές
συνεχείς συναρτήσεις x1, x2 έτσι ώστε:
x1(t) =
{
t| t ≥ 0√−t| t < 0 x2(t) =
{ √
t| t ≥ 0
−t| t < 0
Ο Χ σαν 2-διάστατος υpiόχωρος του C
[ − 1, 1] είναι σύνδεσμος-υpiόχωρος.
Αρκεί δηλαδή να δείξουμε ότι η βάση {x1, x2} είναι θετική. ΄Εστω x = λ1x1 +
λ2x2 ∈ X+ δηλαδή x(t) ≥ 0 για κάθε t ∈
[−1, 1]. Θα δείξουμε ότι λ1, λ2 ≥ 0.
΄Εχουμε ότι x(t)
x2(t)
= λ1
x1(t)
x2(t)
+ λ2 για κάθε t 6= 0 και για tn = { 1n} ⇒ x1(t)x2(t) =
tn√
tn
=
√
tn =
√
1
n
→ 0 άρα 0 ≤ x(t)
x2(t)
= λ1
x1(t)
x2(t)
+ λ2 → λ2 ⇒ λ2 ≥ 0.
Ομοίως το λ1 ≥ 0 και άρα η {x1, x2} είναι θετική βάση. Ο Χ όμως δεν είναι
υpiοσύνδεσμος αφού για t = 0 το t είναι κόμβος της x1(t) και της x2(t)
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2.2 Η βασική συνάρτηση β
΄Εστω n γραμμικώς ανεξάρτητες θετικές συναρτήσεις x1, x2, . . . , xn του C(Ω).
Θέτουμε Χ τον μερικά διατεταγμένο υpiόχωρο του C(Ω) piου piαράγεται αpiό τις
x1, x2, . . . , xn δηλαδή:
X =< {x1, x2, . . . , xn} >
Παρατηρούμε ότι ο θετικός κώνος X+ piαράγει τον Χ και είναι κανονικός.
Θέτουμε r(t) = (x1(t), x2(t), . . . , xn(t)) και β την συνάρτηση β : Ω → Rn
τέτοια ώστε:
β(t) =
r(t)∥∥r(t)∥∥
1
με i ∈ {1, 2, . . . , n} με∥∥r(t)∥∥
1
=
∣∣x1(t)∣∣ + .. +∣∣xn(t)∣∣ = x1(t) + .. + xn(t) για
κάθε t ∈ Ω. ΄Ετσι τώρα η β ορίζει μία καμpiύλη στη βάση B = {y ∈ Rn+ |∞∑
i=1
yi = 1} του θετικού κώνου Rn+ και ονομάζεται βασική συνάρτηση.Ακόμα
έχουμε ότι β(t) ∈ ∆n−1, όpiου ∆n−1 το (n− 1)− simplex του Rn+.Ουσιαστικά
κανονικοpiοιώντας την r(t), η βασική καμpiύλη β(t) αpiεικονίζεται ως η piροβολή
της r(t) piάνω στο simplex του Rn+.Το piεδίο τιμών της βασικής συνάρτησης
θα συμβολίζεται με R(β) και το piεδίο ορισμού με D(β). Ας υpiοθέσουμε ότι
το R(β) έχει n στο piλήθος στοιχεία.Τότε με K = co(R(β)) θα συμβολίζουμε
την κυρτή θήκη του R(β) = {P1, P2, . . . , Pn} δηλαδή το ελάχιστο κυρτό σύνολο
piου piεριέχει το R(β).
Αν τώρα ο Χ δεν είναι υpiοσύνδεσμος τότε υpiάρχουν κάpiοιοι υpiοσύνδεσμοι του
C(Ω) piου piεριέχουν τον Χ. Αν S(X) είναι η τομή όλων των υpiοσυνδέσμων του
C(Ω) piου piεριέχουν τον Χ, τότε ο S(X) είναι piάλι υpiοσύνδεσμος (και μάλι-
στα μοναδικός αφού είναι σύνολο piου piροκύpiτει αpiο τομή συνόλων άρα και ο
ελάχιστος) και ισχύει ότι S(X) = ∩{G | X ⊆ G,G υpiοσύνδεσμος του C(Ω)}.
Στην piερίpiτωση τώρα όpiου ο Χ δεν είναι ούτε σύνδεσμος-υpiόχωρος τότε piάλι
υpiάρχουν σύνδεσμοι-υpiόχωροι του C(Ω) piου piεριέχουν τον Χ. Θέτουμε F το
σύνολο όλων των συνδέσμων-υpiοχώρων του C(Ω) piου piεριέχουν τον Χ. Τότε
αν Z ∈ F και για κάθε Y ∈ F ισχύει ότι: αν Y ⊆ Z ⇒ Y = Z,τότε ο
Ζ ονομάζεται ελαχιστικός σύνδεσμος-υpiόχωρος (minimal lattice-
subspace) piου piεριέχει τον Χ. Για να piροσδιορίσουμε τον υpiοσύνδεσμο S(X)
και τον ελαχιστικό σύνδεσμο-υpiόχωρο Ζ του C(Ω) piου piεριέχουν τον Χ θα
χρησιμοpiοιήσουμε τα piαρακάτω θεώρηματα.
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Θεώρημα 2.2.1 (3.6 στο
[
2
]
)Αν Χ υpiόχωρος του C(Ω) piου piαράγεται αpiό
τις θετικές γραμμικώς ανεξάρτητες συναρτήσεις x1, x2, . . . , xn.Τότε τα εpiόμενα
είναι ισοδύναμα:
(i) ο Χ είναι σύνδεσμος-υpiόχωρος του C(Ω)
(ii) Υpiαρχουν n στο piλήθος γραμμικώς ανεξάρτητα διανύσματα P1, P2, . . . , Pn ∈
¯R(β) τέτοια ώστε για κάθε t ∈ D(β) το β(t) να είναι κυρτός συνδυασμός
τους
Αpiό το piαραpiάνω θεώρημα συμpiεραίνουμε ότι ο Χ είναι σύνδεσμος-υpiόχωρος
του C(Ω) αν και μόνο αν το K = c¯o(R(β)) είναι κυρτό piολύτοpiο με κορυφές
τα P1, P2, . . . , Pn. Αν ισχύει η (ii) τότε έχουμε, Pi = limν→∞β(ωιν) για κάθε
i και μία θετική βάση {b1, b2, . . . , bn} δίνεται αpiό τον τύpiο:
(b1, b2, . . . , bn)
T = A−1(x1, x2, . . . , xn)T (1)
΄Οpiου Α είναι n× n piίνακας με στήλες τα διανύσματα P1, P2, . . . , Pn
΄Ετσι τώρα ο Χ έχει τις εξής ιδιότητες:
(a) Το σύνολο {b1, b2, . . . , bn} είναι θετική βάση του Χ. Ακόμα αν ti είναι
οριακό σημείο της {ωιν} : ν = 1, 2. . . ,m} τότε ti ∈ suppbi και bk(tk) = 0
για κάθε k 6= i.
(b) Το K = co(R(β)) είναι κυρτό piολύτοpiο με κορυφές τα P1, P2, . . . , Pn
(c) Αν Pk = β(tk),τότε το tk είναι k-κόμβος της {b1, b2, . . . , bn}
(d) Αν Ω ⊆ Rm, Pk = β(tk) για κάpiοιο εσωτερικό σημείο του tk του Ω
και οι xi είναι C2 συναρτήσεις σε μία γειτονία του tk,τότε Djβ(tk) = 0
για j = 1, 2, . . . ,m όpiου Dj ορίζεται να είναι ο τελεστής της j-μερικής
piαραγώγου.
Αpiόδειξη: ΄⇐΄ Υpiοθέτουμε ότι ισχύει η (ii) και άρα και οι a, b, c, d.Εpiειδή η
{x1, x2, .., xn} είναι βάση του Χ άρα είναι και η {b1, b2, ..., bn}.΄Εστω
Pi = (ai1, ai2, ..., ain), i = 1, 2, ..., n
Αφού κάθε Pi είναι διάνυσμα της βάσης B´ = {y ∈ Rn |
∞∑
r=1
yr = 1},συνεpiάγεται
ότι σi =
n∑
j=1
aij = 1 για κάθε i. ΄Αρα έχουμε ότι
z =
n∑
i=1
xi =
n∑
i=1
σibi =
n∑
i=1
bi
17
΄Εστω β(t) =
n∑
i=1
ξi(t)Pi το ανάpiτυγμα του διανύσματος β(t) στη βάση {P1, P2, ..., Pn}
του Rn. Τότε
1
z(t)
(x1(t), x2(t), ..., xn(t))
T = A(ξ1(t), ξ2(t), ..., ξn(t))
T
και αpiό (1) έχουμε ότι
(ξ1(t), ξ2(t), ..., ξn(t))
T =
1
z(t)
(b1(t), b2(t), ..., bn(t))
T .
Εpiειδή τώρα η β(t) είναι κυρτός συνδυασμός των P1, P2, ..., Pn έχουμε ότι
ξi(t) ∈ Rn+ και άρα bi(t) ∈ Rn+ για κάθε i. Ως εκ τούτου bi ∈ X+ για κάθε
i.Αpiό την (1) έχουμε ότι
(β(t))T = A(
b1(t)
z(t)
,
b2(t)
z(t)
, ...,
bn(t)
z(t)
)T .
Αντικαθιστώντας το t με ων και piαίρνοντας όρια, έχουμε ότι
(ai1, ai2, ..., ain)
T = A(hi1, hi2, ..., hin)
T (2)
όpiου hij = limν→∞
bj(ωin)
z(ωin)
. Αφού η λύση του συστήματος (2) είναι μοναδική
έχουμε ότι hii = 1 και hij = 0 για κάθε i 6= j.Αφού z(ωiν) > 0 για κάθε ν και
hii = 1,έχουμε ότι bi(ωiν) > 0 για κάθε ν.
Οpiότε
limν→∞(
bi
z
)(ωiν) = limν→∞
1
(1 + (
n∑
i=1,i 6=j
bj
bi
)(ωiν)
= 1
και άρα
limν→∞(
bj
bi
)(ωiν) = 0, (3)
για κάθε j 6= i και σύμφωνα με Πρόταση2.1.2 το σύνολο {b1, b2, ..., bn} είναι
θετική βάση του Χ και άρα ο Χ είναι σύνδεσμος-υpiόχωρος.
΄Εστω τώρα ότι το ti είναι σημείο συσσώρευσης της ακολουθίας {ωiν | ν =
1, 2, ...}.΄Εχουμε δείξει ότι bi(ωiν) > 0 για κάθε ν και άρα ti ∈ suppbi.Ακόμα
αpiό την (3) έχουμε ότι bj(ti) = 0 για κάθε i 6= j και άρα η (a) είναι αληθής.
Σύμφωνα με τις υpiοθέσεις μας R(β) ⊆ co{P1, P2, ..., Pn} και άρα co((R(β)) ⊆
co({P1, P2, ..., Pn}) = co{P1, P2, ..., Pn}.Εpiειδή Pi ∈ R(β) ⊆ co(R(β) έχουμε
ότι co{P1, P2, ..., Pn} ⊆ co(R(β))και άρα η (b) είναι αληθής.
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Για την (c) τώρα έστω Pk = β(tk).Χωρίς βλάβη της γενικότητας μpiορούμε
να υpiοθέσουμε ότι ωkν = tk για κάθε ν και έτσι bk(tk) > 0.Εpiίσης αpiό την
(a) έχουμε ότι bj(tk) = 0 για κάθε i 6= j οpiότε το tk είναι k-κόμβος της
{b1, b2, ..., bn} και άρα η (c) είναι αληθής.
Τέλος υpiοθέτουμε ότι ισχύει η υpiόθεση της (d). Τότε το tk είναι k-κόμβος
και άρα bl(tk) = 0 για κάθε l 6= k.Αφού το tk είναι εσωτερικό σημείο του Ω
για κάθε l 6= k η bl λαμβάνει τοpiικό ελάχιστο στο σημείο tk.Αυτό συνεpiάγεται
ότι Djbl(tk) = 0 για κάθε j και l 6= k.΄Εστω τώρα x =
n∑
i=1
clibi,τότε xl(tk) =
clkbk(tk) και Djxl(tk) = clkDjbk(tk).΄Αρα
z(tk)Djxl(tk)− xl(tk)Djz(tk) =
n∑
r=1
crkbk(tk)clkDjbk(tk)− clkbk(tk)(
n∑
r=
crkDjbk(tk)) = 0
οpiότε συνεpiάγεται η (d)
΄⇒΄
΄Εστω ότι ο Χ είναι σύνδεσμος-υpiόχωρος του C(Ω) με θετική βάση {b1, b2, ..., bn}.
Τότε σύμφωνα με Πρόταση2.1.3 για κάθε i υpiάρχει ακολουθία {ωiν} τέτοια
ώστε limν→∞
bj
bi
(ωiν) = 0 για κάθε j 6= i.Θέτουμε x =
n∑
j=1
λijbj
(4) Αφού η {b1, b2, ..., bn} είναι θετική βάση, έχουμε ότι λij ∈ R+ για κάθε
i και j.Εpiιpiροσθέτως έχουμε ότι z =
n∑
i=1
xi =
n∑
i=1
σibi,όpiου σi =
n∑
(j=1
λji και
άρα limν→∞
xj
z
)(ωiν) = limν→∞(
n∑
k=1
λjk
bk
bi
n∑
k=1
σk
bk
bi
)(ωiν) =
λji
σi
. Αpiό αυτό έχουμε ότι
limν→∞β(ωiν) = (λ1iσi ,
λ2i
σi
, ..., λni
σi
) = Pi. Θέτουμε τώρα Α n × n piίνακα με
στήλες τα διανύσματα P1, P2, ..., Pn.Αpiό την (4) έχουμε ότι
(x1, x2, ..., xn)
T = A(σ1b1, σ2b2, ..., σnbn)
T (5)
οpiότε τα P1, P2, ..., Pn είναι γραμμικώς ανεξάρτητα αφού οι {x1, x2, ..., xn} και
{b1, b2, ..., bn} είναι βάσεις του Χ.΄Εστω β(t) =
n∑
i=1
ξiPi το ανάpiτυγμα του β(t)
ως piρος τη βάση την {P1, P2, ..., Pn},τότε
(β(t))T = A(ξ1(t), ξ2(t), ..., ξn(t))
T
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Αpiό την (5) έχουμε ότι
(ξ1(t), ξ2(t), ..., ξn(t))
T =
1
z(t)
(σ1b1, σ2b2, ..., σnbn)
T
άρα ξi(t) ∈ R+ για κάθε i και
n∑
i=1
ξi(t) = 1, οpiότε η αpiόδειξη έχει τελειώσει.
Πρόταση 2.2.2 (2.2 στο
[
2
]
)΄Εστω Χ σύνδεσμος-υpiόχωρος του C(Ω) με
θετική βάση B = {b1, b2, . . . , bn}.Σύμφωνα με Πρόταση2.1.2 ο Χ είναι υpiοσύν-
δεσμος αν και μόνο αν b−1j (0,+∞) ∩ b−1i (0,+∞) = ∅ για κάθε j 6= i, όpiου
b−1i (0,+∞) = {t ∈ Ω | bi(t) > 0}.
Θεώρημα 2.2.3 (3.6 στο
[
3
]
)Αν Χ υpiόχωρος του C(Ω) και x1, x2, . . . , xn
θετικές γραμμικώς ανεξάρτητες συναρτήσεις piου piαράγουν τον Χ. Τότε τα ε-
piόμενα είναι ισοδύναμα
(i) Ο Χ είναι υpiοσύνδεσμος
(ii) R(β) = {P1, P2, . . . , Pn}
Αpiόδειξη:΄Εστω Χ ο υpiόσύνδεσμος του C(Ω) και {b1, b2, . . . , bn} μία θετική
βάση του Χ. ΄Εστω xj =
n∑
i=1
λijbi.Τότε z =
n∑
j=1
xj =
n∑
i=1
λibi με λi =
n∑
j=1
λij.Τα
σύνολα
Ii = b
−1
i (0,+∞)
με i = 1, 2, . . . , n είναι ανά δύο ξένα αpiό την Πρόταση2.2.2.΄Αρα για κάθε t ∈ Ik
έχουμε ότι xi(t) = λikbk(t) και x(t) = λkbk(t).Οpiότε η βασική συνάρτηση είναι
η εξής:
β(t) =
1
λk
(λ1k, λ2k, . . . , λnk) = Pk
Ακόμα έχουμε ότι D(β) = ∪ni=1Ii,εpiειδή το t ∈ D(β) ανν z(t) > 0 και ανν
bi(t) > 0 για τουλάχιστον κάpiοιο i.΄Αρα piαίρνουμε ότι R(β) = {P1, P2, . . . , Pn}.
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Ο αλγόριθμος
΄Εστω τώρα Χ να είναι υpiόχωρος του C(Ω) piου piαράγεται αpiό τις x1, x2, .., xn
και S(X) ο ελάχιστος υpiοσύνδεσμος piου piεριέχει τον Χ.Η διάσταση του υ-
piοσυνδέσμου S(Χ) του C(Ω) piου piαράγεται αpiό τα διανύσματα {xn} είναι ίση
με τον piληθάριθμο του R(β) αpiό το piαραpiάνω θεώρημα, δηλαδή dimS(X) =
m⇔ R(β) = {P1, P2, . . . , Pm}.
Πιο συγκεκριμένα, αν R(β) = {P1, P2, ..., Pm} ο υpiοσύνδεσμος S(Χ) piου piε-
ριέχει τον Χ κατασκευάζεται ακολουθώντας τα βήματα του piαρακάτω αλγόριθ-
μου(7 στο
[
4
]
).
• Βήμα1:Αpiαριθμούμε το R(β) ούτως ώστε τα piρώτα ν διανύσματα να
είναι γραμμικώς ανεξάρτητα (έχει αpiοδειχθεί ότι υpiάρχει piάντα τέτοια α-
piαρίθμηση (Λήμμα5 του
[
4
]
).Ξαναγράφουμε τη νέα αpiαρίθμηση ως Pi, i =
1, 2, ...,m και θέτουμε Ii = β−1(Pi) για κάθε i = 1, 2, . . . ,m.
• Βήμα2:Ορίζουμε τα διανύσματα xn+k, k = 1, 2, ...,m− n, ως εξής:
xn+k(t) =XIn+k ‖ r(t) ‖1
,
όpiου XIn+kη χαρακτηριστική συνάρτηση του In+k.
• Βήμα3:S(X) =< {x1, x2, ..., xn, xn+1, ..., xm} >
• Βήμα4:Μία θετική βάση {b1, b2, ..., bm} του S(Χ) κατασκευάζεται ως ε-
ξής: Θεωρούμε μια βασική συνάρτηση γ των x1, x2, ..., xm και υpiοθέτουμε
ότι {P ′1P ′2, ...., P ′m} είναι το piεδίο τιμών της γ (το piεδίο τιμών της γ έχει
ακριβώς m σημεία). Τότε
(b1, b2, ..., bm)
T = D−1(z1, z2, ..., zm)T ,
όpiου D είναι ο m×m piίνακας με στήλες τα διανύσματα {P ′1P ′2, ...., P ′m}
΄Ομοια με piριν θα δείξουμε piως κατασκευάζουμε έναν ελαχιστικό σύνδεσμο-
υpiόχωρο Ζ piου piεριέχει τον Χ.΄Εστω Χ υpiόχωρος του C(Ω) piου piαράγεται αpiό
τις x1, x2, . . . , xn.Αφού piρώτα υpiολογίσουμε το R(β) της βασικής συνάρτησης
του Χ ακολουθούμε τα βήματα του piαρακάτω αλγορίθμου(9 στο
[
4
]
):
• Βήμα1:ΑνK = co(R¯(β)) είναι κυρτό piολύτοpiο με κορυφές τα P1, P2, .., Pm
αpiαριθμούμε το R(β) έτσι ώστε τα piρώτα n διανύσματα να είναι γραμμι-
κώς ανεξάρτητα.
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• Βήμα2:΄Εστω τώρα ξi ∈ με i = 1, 2, 3, . . . ,m θετικές piραγματικές συ-
ναρτήσεις ορισμένες στο D(β) τέτοιες ώστε
m∑
i=1
ξi(t) = 1 και b(t) =
m∑
i=1
ξi(t)Pi για κάθε t ∈ D(β).Θέτουμε z(t) = x1(t)+ ..+xn(t) =‖ r(t) ‖1
και xn+i με i = 1, 2, . . .m− n τις συναρτήσεις:
xn+i(t) =
{
ξn+i(t)z(t)| ∀t ∈ D(β)
0| ∀t /∈ D(β)
• Βήμα3:Z =< {x1, x2, ...., xn, xn+1, ..., xm} >.΄Ετσι έχουμε κατασκευ-
άσει έναν ελαχιστικό σύνδεσμο-υpiόχωρο Ζ piου piεριέχει τον Χ.
• Βήμα4:Μία θετική βάση {b1, b2, ..., bm} του Ζ κατασκευάζεται ως εξής:
Θεωρούμε μια βασική συνάρτηση γ των x1, x2, ..., xm και υpiοθέτουμε ότι
{P ′1P ′2, ...., P ′m} είναι το piεδίο τιμών της γ (το piεδίο τιμών της γ έχει
ακριβώς m σημεία). Τότε
(b1, b2, ..., bm)
T = D−1(x1, x2, ..., xm)T ,
όpiου D είναι ο m×m piίνακας με στήλες τα διανύσματα {P ′1P ′2, ...., P ′m}
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2.3 Η piερίpiτωση όpiου Ω = {1, 2, . . . ,m}
2.3.1 Παραδείγματα στον Rm
Υpiοθέτουμε ότι Ω = {1, 2, . . . ,m}.Τότε ο C(Ω) είναι ο Rm και θέτουμε Χ να
είναι ο υpiόχωρος του Rm piου piαράγεται αpiό τα θετικά και γραμμικώς ανεξάρ-
τητα διανύσματα xi = (xi(1), xi(2), . . . , xi(m)) ∈ Rm με i = 1, 2.., n.Και άρα
η διάσταση του Χ είναι ίση με n.Σε αυτήν την piερίpiτωση η βασική συνάρτηση
β κατασκευάζεται όpiως piαραpiάνω,η οpiοία τώρα είναι μία καμpiύλη του Rm και
ισχύει R(β) = cl(R(β)) εφόσον το R(β) είναι piεpiερασμένο.
Παράδειγμα 1:΄Εστω Ω = {1, 2, . . . 8} και x1, x2, x3, x4 ∈ C(Ω) = R8 τέτοια
ώστε
x1 = (1, 2, 2, 4, 1, 2, 0, 1)
x2 = (0, 1, 0, 1, 0, 2, 1, 1)
x3 = (3, 0, 6, 6, 2, 2, 2, 1)
x4 = (1, 0, 2, 2, 1, 2, 1, 1)
και έστω Χ ο υpiόχωρος του R8 piου piαράγεται αpiό τις x1, x2, x3, x4.΄Εστω r
και β η καμpiύλη και η βασική καμpiύλη των xi, i = 1, 2, 3, 4. Τότε
r(1) = (1, 0, 3, 1), r(2) = (2, 1, 0, 0)
r(3) = (2, 0, 6, 2), r(4) = (4, 1, 6, 2)
r(5) = (1, 0, 2, 1), r(6) = (2, 2, 2, 2)
r(7) = (0, 1, 2, 1), r(8) = (1, 1, 1, 1)
και
β(1) =
1
5
(1, 0, 3, 1), β(2) =
1
3
(2, 1, 0, 0)
β(3) =
1
10
(2, 0, 6, 2), β(4) =
1
13
(4, 1, 6, 2)
β(5) =
1
4
(1, 0, 2, 1), β(6) =
1
8
(2, 2, 2, 2)
β(7) =
1
4
(0, 1, 2, 1), β(8) =
1
4
(1, 1, 1, 1).
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Αφού m 6= n ο Χ σύμφωνα με το θεώρημα2.1.1 δεν είναι υpiοσύνδεσμος του
R8.Πρώτα αpiαριθμούμε το R(β) έτσι ώστε τα piρώτα 4 να είναι γραμμικώς
ανεξάρτητα.
• Τα διανύσματα P1 = β(1), P2 = β(2), P3 = β(4) και P4 = β(7) είναι
γραμμικώς ανεξάρτητα και piαρατηρούμε ότι β(1) = β(3), β(6) = β(8)
• Θέτουμε P5 = β(5) και P6 = β(6) και I5 = β−1(P5) = {5} και I6 =
β−1(P6) = {6, 8}.
Τώρα βρίσκουμε τα x5, x6 σύμφωνα με τον αλγόριθμο:
x5 =
∥∥r(5)∥∥
1
e5 = 4e5 = (0, 0, 0, 0, 4, 0, 0, 0)
και
x6 =
∥∥r(6)∥∥
1
e6 +
∥∥r(8)∥∥
1
e8 = 8e6 + 4e8 = (0, 0, 0, 0, 0, 8, 0, 4).
Οpiότε σύμφωνα με τον αλγόριθμο ο S(X) =< {x1, x2, x3, x4, x5, x6} > είναι ο
υpiοσύνδεσμος του R8 piου piεριέχει τον Χ.
Παράδειγμα2:΄Εστω Ω = {1, 2, ..., 7} και x1, x2, x3, x4 ∈ C(Ω) = R7 τέτοια
ώστε
x1 = (1, 2, 1, 0, 1, 1, 4)
x2 = (0, 1, 1, 1, 1, 0, 2)
x3 = (2, 1, 0, 1, 1, 1, 2)
x4 = (1, 0, 1, 1, 1, 0, 0)
και έστω X =< {x1, x2, x3, x4} > .Αν r και β η καμpiύλη και η βασική καμpiύλη
των xi. Τότε
r(1) = (1, 0, 2, 1), r(2) = (2, 1, 1, 0)
r(3) = (1, 1, 0, 1), r(4) = (0, 1, 1, 1)
r(5) = (1, 1, 1, 1), r(6) = (1, 0, 1, 0)
r(7) = (4, 2, 2, 0)
και
β(1) =
1
4
(1, 0, 2, 1), β(2) = β(7) =
1
4
(2, 1, 1, 0), β(3) =
1
3
(1, 1, 0, 1)
,
β(4) =
1
3
(0, 1, 1, 1), β(5) =
1
4
(1, 1, 1, 1), β(6) =
1
2
(1, 0, 1, 0).
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Προκειμένου να αpiαριθμήσουμε το R(β) (όpiως στο Θεώρημα3.19
[
3
]
) εpiιση-
μαίνουμε τα ακόλουθα:
(i) Τα διανύσματα P1 = β(4), P2 = β(1), P3 = β(6) και P4 = β(3) είναι
γραμμικώς ανεξάρτητα.
(ii) ΄Εστω β(2) = P5.Τότε εύκολα αpiοδεικνύεται ότι για κάθε γνήσιο υpiο-
σύνολο Α του {P1, P2, P3, P4, P5} έχουμε ότι co(A) 6= co{P1, P2, P3, P4, P5} =
K.Ως εκ τούτου τα Pi για i = 1, 2, 3, 4, 5 είναι κορυφές του κυρτού piο-
λύτοpiου Κ.
(iii) Εpiίσης έχουμε ότι το β(5) γράφεται ως κυρτός συνδυασμός των Pi
β(5) =
3(1− θ)
8
P1 + θP2 +
1− 5θ
4
P3 +
3(1− θ)
8
P4 + θP5.
Συνεpiώς,για οpiοιοδήpiοτε θ ∈ [0, 1
5
]
το διάνυσμα P6 = β(5) είναι κυρτός
συνδυασμός των Pi,με i = 1, 2, 3, 4, 5 και άρα το P6 ∈ K.Δηλαδή,R(β) =
{P1, P2, P3, P4, P5, P6} και εpiειδή n < d, ο Χ δεν είναι σύνδεσμος υpiόχωρος
και άρα δεν είναι ούτε υpiοσύνδεσμος του R7.΄Εστω Ζ ο υpiοσύνδεσμος piου piα-
ράγεται αpi’ τα x1, x2, x3, x4.Προκειμένου να piροσδιορίσουμε τον Ζ ορίζουμε τα
σύνολα
I5 = β
−1(P5) = {2, 7}, I6 = β−1(P6) = {5}
και κατασκευάσουμε τα διανύσματα σύμφωνα με τον αλγόριθμο
x5 =
∥∥r(2)∥∥
1
e2 +
∥∥r(7)∥∥
1
e7 = 4e2 + 8e7
και
x6 =
∥∥r(5)∥∥
1
e5 = 4e5.
Τότε έχουμε τον υpiοσύνδεσμο του R7 piου piεριέχει τον Χ
S(X) =< {x1, x2, x3, x4, x5, x6} > .
Εpiίσης μία θετική βάση {b1, b2, b3, b4, b5, b6} του S(X) θα δίνεται αpi’ τον τύpiο:
(b1, b2, b3, b4, b5, b6)
T = A−1(x1, x2, x3, x4, x5, x6)T ,
όpiου Α ο 6 × 6 piίνακας με στήλες τα διανύσματα γ(i), i = 1, 2, 3, 4, 5, 6 όpiου
γ η βασική καμpiύλη των xi.Κάνοντας τους υpiολογισμούς, βρίσκουμε ότι b1 =
4e1, b2 = 8e2 + 16e7, b3 = 3e3, b4 = 3e4, b5 = 8e5 και b6 = 2e6.
Για να piροσδιορίσουμε τον ελάχιστο σύνδεσμο-υpiόχωρο ορίζουμε τα διανύσμα-
τα ξi για i = 1, ..., 5 του R7 τέτοια ώστε
5∑
i=1
ξi(i) = 1 και β(j) =
5∑
i=1
ξi(j)Pi,
για κάθε j = 1, 2, ..., 7.
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β(1) = P2 =
5∑
i=1
ξi(1)Pi ⇒ ξ2(1) = 1 καιξk(1) = 0 για κάθε k 6= 2.
β(2) = P5 =
5∑
i=1
ξi(2)Pi ⇒ ξ5(2) = 1 και ξk(2) = 0 για κάθε k 6= 5.
β(3) = P4 =
5∑
i=1
ξi(3)Pi ⇒ ξ4(3) = 1 και ξk(3) = 0 για κάθε k 6= 4.
β(4) = P1 =
5∑
i=1
ξi(4)Pi ⇒ ξ1(4) = 1 και ξk(4) = 0 για κάθε k 6= 1.
β(5) = P6 =
5∑
i=1
ξi(5)Pi ⇒ ξ1(5) = ξ4(5) = (3(1 − θ))/8, ξ2(5) = ξ5(5) =
θ, ξ3(5) = (1− 5θ)/4.
β(6) = P3 =
5∑
i=1
ξi(6)Pi ⇒ ξ3(6) = 1 και ξk(6) = 0 για κάθε k 6= 3.
β(7) = P5 =
5∑
i=1
ξi(7)Pi ⇒ ξ5(7) = 1 και ξk(7) = 0 για κάθε k 6= 5.
Εpiίσης ορίζουμε το διάνυσμα
y5 =
7∑
j=1
ξ5(j)
∥∥r(j)∥∥
1
ej =
∥∥r(2)∥∥
1
e2+θ
∥∥r(5)∥∥
1
e5+
∥∥r(7)∥∥
1
e7 = 4e2+4θe5+8e7, θ ∈
[
0,
1
5
]
Υpiοθέτουμε ότι θ > 0 για το y5 και ότι το y´5 αντιστοιχεί στο θ = 0, δη-
λαδή y´5 = 4e2. Τότε οι υpiόχωροι Y =< {x1, x2, x3, x4, y5} > και Y´ =<
{x1, x2, x3, x4, y´5} > είναι οι ελαχιστικοί σύνδεσμοι-υpiόχωροι piου piεριέχουν
τα διανύσματα xi.Εpiειδή τα x1, x2, x3, x4, y5, y´5 είναι γραμμικώς ανεξάρτητα,
έχουμε ότι Y 6= Y´ . Εpiίσης, ο X = Y ∪ Y´ δεν είναι σύνδεσμος υpiόχωρος.
2.3.2 Εφαρμογές στο Matlab
Υpiοσύνδεσμοι
Αν Χ ο χώρος του Παραδείγματος1 τότε μpiορούμε να αpiεικονίσουμε τον Χ με
τον ακόλουθο piίνακα όpiου σαν γραμμές έχει τα αντίστοιχα xi με i = 1, 2, 3, 4.Ο
piίνακας Χ είναι διάστασης 4 × 8 και αpiεικονίζει τον υpiόχωρο του R8 piου piα-
ράγεται αpiό 4 στο piλήθος γραμμικώς ανεξάρτητα διανύσματα του R8.
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Η συνάρτηση SubLattice() κατασκευάστηκε σύμφωνα με τον piαραpiάνω αλ-
γόριθμο και piαίρνει ως όρισμα έναν piίνακα Χ. Η συνάρτηση αυτή δίνει έναν
piίνακα Sublattice, όpiου σαν γραμμές έχει τα γραμμικώς ανεξάρτητα διανύσμα-
τα του R8 piου piαράγουν τον υpiοσύνδεσμο S(Χ) piου piεριέχει τον Χ, έναν piίνακα
PositiveBase piου οι γραμμές του μας δίνουν τα διανύσματα piου αpiοτελούν μία
θετική βάση του S(Χ) και τέλος τον piίνακα G του οpiοίου οι στήλες είναι η ει-
κόνα της βασικής συνάρτησης γ του S(Χ).Η συνάρτηση SubLattice()δίνεται
στο τέλος του κεφαλαίου.Ο βαθμός ενός piίνακα και συνεpiώς το piλήθος των
γραμμικώς ανεξάρτητων διανυσμάτων piου piαράγουν τον υpiόχωρο του R8piου
αpiεικονίζει ο piίνακας δίνεται αpiό την συνάρτηση rank() του Matlab.
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Ο S(Χ), μία θετική βάση του και η εικόνα της βασικής συνάρτησης γ:
Παρατηρούμε ότι η διάσταση του S(Χ) είναι 6 και άρα σύμφωνα με το Θε-
ώρημα1 ο S(Χ) είναι σύνδεσμος-υpiόχωρος του R8 αφού η εικόνα της βασικής
συνάρτησης γ έχει 6 διαφορετικά στοιχεία (όσες δηλαδή οι στήλες του piίνακα
G).
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Με τη βοήθεια του Matlab για το Παράδειγμα2 piαίρνουμε τον υpiοσύνδεσμο
του R7 piεριέχει τον χώρο Χ.Ο Χ δίνεται αpiό τον piαρακάτω piίνακα:
Ο S(Χ), μία θετική βάση του και η εικόνα της βασικής συνάρτησης γ
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΄Οpiως βλέpiουμε η εικόνα της συνάρτησης γ αpiοτελείται αpiό 6 στοιχεία όσο και
η διάσταση του S(Χ)
Ελαχιστικοί σύνδεσμοι-υpiόχωροι
Στην συνέχεια θα χρησιμοpiοιήσουμε την συνάρτηση MinimalLat() piου κατα-
σκευάστηκε στο Matlab σύμφωνα με τον δεύτερο αλγόριθμο και υpiάρχει στο
τέλος στο piαράρτημα.Αν Χ είναι ο piίνακας του οpiοίου τα γραμμικώς ανεξάρτη-
τα διανύσματα-γραμμές piαράγουν τον υpiόχωρο Χ του Rm και Ζ ο ελαχιστικός
σύνδεσμος-υpiόχωρος piου piεριέχει τον Χ, τότε η συνάρτηση MinimalLat() :
(i) piαίρνει ως όρισμα έναν piίνακα Χ
(ii) μας δίνει τον ελαχιστικό σύνδεσμο-υpiόχωρο Ζ του Rm piου piεριέχει τον Χ
(στη μορφή ενός piίνακα , piου έχει ως γραμμές τα γραμμικώς ανεξάρτητα
διανύσματα piου piαράγουν τον Ζ)
(iii) Με την βοήθεια της συνάρτησης PoseBase2() μας δίνει μία θετική βάση
του Ζ (piάλι στη μορφή ενός piίνακα με γραμμές τα στοιχεία της βάσης
Τέλος με την συνάρτηση convextest(), η οpiοία piαίρνει ως όρισμα τον piίνακα
piου αpiεικονίζει τον Ζ και μας δίνει έναν piίνακα piου αpiεικονίζει ως γραμμές τα
στοιχεία της βασική συνάρτηση γ του Ζ και έναν piίνακα με στήλες τις κορυφές
30
του κυρτού piολυτόpiου piου σχηματίζεται αpiό τα στοιχεία του piεδίου τιμών της
γ.
Συνεχίζοντας στο piαραpiάνω piαράδειγμα έχουμε ότι αν
ο ελαχιστικός σύνδεσμος-υpiόχωρος Ζ,piου piεριέχει τον Χ,καθώς και μία θετική
βάση του (piου δίνονται με την εντολή MinimalLat(X)) αpiεικονίζονται αpiό
τους piαρακάτω piίνακες.Οι στήλες του κάθε piίνακα αpiεικονίζουν τα διανύσματα
xi piου piαράγουν τον Ζ και τα bi piου αpiοτελούν την θετική βάση του αντίστοιχα.
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Και κάνοντας χρήση της εντολής [G,K] = convextest(Z) piαίρνουμε τα εξής:
΄Οpiως piαρατηρούμε το Κ αpiοτελείται αpiό 5 κορυφές (διανύσματα στήλες ) όσα
δηλαδή και η διάσταση του Ζ
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Για το Παράδειγμα2 αν ο Χ αpiεικονίζεται αpiό τον piαρακάτω piίνακα
Τότε ο ελαχιστικός σύνδεσμος-υpiόχωρος piου piεριέχει τον Χ καθώς και μία
θετική βάση του δίνονται piαρακάτω.
Σημείωση:Στο Παράδειγμα2 αναφέρεται ότι για θ ∈ [0, 1
5
]
βρίσκουμε διαφορετι-
κό ελαχιστικό σύνδεσμο-υpiόχωρο. Σε αυτήν την piερίpiτωση βρήκαμε έναν για
θ = 0.154 piου ανήκει στο
[
0, 1
5
]
.
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Ακόμα piαίρνουμε την βασική συνάρτηση γ και το κυρτό piολύτοpiο Κ piου σχη-
ματίζεται αpiό τα στοιχεία της (στήλες του G):
Παρατηρούμε όpiως και piριν ότι το Κ έχει 5 κορυφές όσο δηλαδή και η διάσταση
του Ζ
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Τέλος θα βασιστούμε στο Παράδειγμα2 για να αναφέρουμε κάpiοια σημαντικά
αpiοτελέσματα. ΄Οpiως αναφέρθηκε piαραpiάνω ο υpiοσύνδεσμος S(Χ) piου piερι-
έχει τον Χ είναι ο ελάχιστος και άρα είναι μοναδικός. Εpiειδή στο Παράδειγμα2
piήραμε ως γραμμικώς ανεξάρτητα διανύσματα β(i) τα β(1),β(3),β(4),β(6) και
στο piαράδειγμα με το Matlab piήραμε τα β(1),β(2),β(3),β(4) έχουμε διαφορετι-
κό σύνδεσμο-υpiόχωρο σε κάθε piερίpiτωση. Ποιο συγκεκριμένα έχουμε ότι στο
Παράδειγμα2 ο S(Χ) είναι ο ακόλουθος :
Ενώ αυτός piου βρήκαμε με τη βοήθεια του Matlab είναι
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Το αξιοσημείωτο είναι ότι ουσιαστικά ο χώρος piου piαράγεται αpiό τα δια-
νύσματα στήλες και του SΧ1 και του SΧ2 είναι ο ίδιος χώρος. Αυτό φα-
ίνεται αν κατασκευάσουμε έναν piίνακα S = SX1 ∪ SX2. Με την εντολή
S = unique([SX1;SX2],′ rows′) piαίρνουμε τις μοναδικές γραμμές του piίνακα[
SX1;SX2
]
= SX1∪ SX2, αφού τα piρώτα 4 διανύσματα είναι τα ίδια και για
τους δύο piίνακες.
Αν S1(X) =< {x1, x2, x3, x4, x5, x6} > ο σύνδεσμος-υpiόχωρος piου βρήκαμε
στο Παραδείγμα2, S2(X) =< {x1, x2, x3, x4, x´5, x´6} > ο σύνδεσμος-υpiόχωρος
piου βρήκαμε με τη βοήθεια τουMatlab και S = S1(X)∪S2(X). ΄Οpiως βλέpiου-
με piαραpiάνω ο χώρος piου piαράγεται αpiό τα διανύσματα του S έχει διάσταση 6,
όσο και η διάσταση των αντίστοιχων χώρων piου piαράγονται αpiό τα διανύσματα
του SX1 και του SX2,δηλαδή dim(S) = dim(S1) = dim(S2). Οpiότε έχουμε
S1(X) =< {x1, x2, x3, x4, x5, x6} >=< {x1, x2, x3, x4, x´5, x´6} >= S2(X) και
άρα ο υpiοσύνδεσμος S(Χ) είναι μοναδικός.
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Κεφάλαιο 3
Εφαρμογές στα
Χρηματοοικονομικά
3.1 Μία σύντομη εισαγωγή στα χρηματοοι-
κονομικά
Ας υpiοθέσουμε ότι έχουμε μία αγορά piου αpiοτελείται αpiό piρωταρχικούς
ή βασικούς τίτλους (primitive securities) των οpiοίων οι αpiοδόσεις
δίνονται αpiό κάpiοια διανύσματα του Rm. Παράγωγοι τίτλοι(derivative
securities) ονομάζονται οι τίτλοι των οpiοίων οι αpiοδόσεις εξαρτώνται αpiό
τις αpiοδόσεις κάpiοιων αpiό τους βασικούς τίτλους piου αpiαρτίζουν την αγορά.
Ως piρωταρχικοί τίτλοι θεωρούνται κυρίως διάφοροι χρηματοpiιστωτικοί τίτλοι,
όpiως μετοχές (stocks), ομόλογα (bonds), συνάλλαγμα,εpiιτόκια, ενεργειακά
piροϊόντα κ.α. Η piιο γνωστή κατηγορία piαράγωγων τίτλων είναι τα δικαι-
ώματα piροαίρεσης (options) και διακρίνονται σε δικαιώματα αγοράς
(call option) και δικαιώματα piώλησης (put option). ΄Ενα δικαίωμα
αγοράς δίνει στον κάτοχό του το δικαίωμα αλλά όχι την υpiοχρέωση να αγο-
ράσει τον υpiοκείμενο τίτλο σε κάpiοια στιγμή στο μέλλον,σε piροκαθορισμένη
όμως τιμή η οpiοία είναι γνωστή ως τιμή εξάσκησης του δικαιώματος
(strike price). ΄Ενα δικαίωμα piροαίρεσης είναι Ευρωpiαϊκού τύpiου (Eu-
ropean option) αν ο κάτοχός του μpiορεί να το εξασκήσει μόνο κατά την
ημερομηνία λήξης ενώ αν μpiορεί να το εξασκήσει οpiοιαδήpiοτε στιγμή μέχρι
την ημερομηνία λήξης τότε ονομάζεται Αμερικάνικου τύpiου (American
option). Η αpiόδοση ενός piαράγωγου τίτλου εξαρτάται και αpiό ένα διάνυσμα
το οpiοίο ονομάζεται διάνυσμα εξάσκησης (strike vector) και στη συγ-
κεκριμένη piερίpiτωση για τα δικαιώματα piροαίρεσης είναι το σταθερό διάνυσμα−→
1 = (1, 1, . . . , 1) του Rm.
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Ακόμα μία κατηγορία piαραγώγων με piλέον σύνθετες αpiοδόσεις είναι τα ε-
ξωτικά δικαιώματα (exotic options).Η διαφορά τους αpiό τα δικαιώματα
piροαίρεσης είναι ότι:
(i) Το διάνυσμα εξάσκησης δεν είναι το σταθερό διάνυσμα 1(riskless ve-
ctor)αλλά ένα διάνυσμα piου εμpiεριέχει κίνδυνο (risky vector)
(ii) Το διάνυσμα εξάσκησης εξαρτάται αpiό τις αpiοδόσεις του χρηματοοικο-
νομικού συμβολαίου σε κάpiοια ή σε κάpiοιες αpiό τις ενδιάμεσες χρονικές
piεριόδους piου εμφανίζονται αpiό την ημερομηνία εγγραφής έως την ημε-
ρομηνία λήξης
Παράδειγμα:΄Εστω ότι έχουμε μία στοχαστική οικονομία με piεpiερασμένο
χρονικό ορίζοντα Τ = {1, 2, . . . , T} και piεpiερασμένο χώρο καταστάσεων Ω =
{1, 2, ..,m}. Ας υpiοθέσουμε ότι δ είναι μία οικογένεια διαμερίσεων του Ω τ.ω.
δ = {∆0,∆1, ...,∆T} με τα στοιχεία της δ αναpiαριστούν όλη την διαθέσι-
μη piληροφορία μεταξύ των διαφορετικών ημερομηνιών, όpiου ∆0 = Ω και
∆T = {{1}, {2}, ..., {m}}. Η διαμέριση ∆t είναι piάντα λεpiτότερη αpiό την
∆t−1 για κάθε t = 1, 2, . . . , T . ΄Ενα ασφάλιστρο(τίτλος της αγοράς)
είναι ένα χρηματοοικονομικό συμβόλαιο piου εκδίδεται την ημερομηνία t = 0 και
η αpiόδοσή του δίνεται αpiό το διάνυσμα x = (x1, x2, .., xt) όpiου xt ∈ Rm είναι η
αpiόδοση του x την χρονική στιγμή t. Εφόσον το x είναι piροσαρμοσμένο στην
δ για κάθε t το αντίστοιχο xt του x είναι σταθερό στα στοιχεία του ∆t.Οpiότε
αν υpiοθέσουμε ότι ∆t = {σt1, ..., σtkt} μία τυχαία διαμέριση την χρονική στιγ-
μή t συνεpiάγεται ότι xt(j) = ati ∈ Rm για κάθε j ∈ σti . ΄Οpiως αναφέρθηκε
piαραpiάνω για τα δικαιώματα piροαίρεσης Ευρωpiαϊκού και Αμερικάνικου τύpiου
η ημερομηνία λήξης είναι στο τέλος του χρονικού ορίζοντα και άρα η αpiόδοση
του x είναι η αpiόδοσή του xT . Με αυτόν τον τρόpiο εpiειδή οι ενδιάμεσες κατα-
στάσεις δεν εpiηρεάζουν την αpiόδοση του δικαιώματος μpiορούμε να δούμε την
οικονομία ως ένα μοντέλο δύο piεριόδων (2-period model) με T = {0, 1}.Στην
piερίpiτωση των εξωτικών δικαιωμάτων τα διανύσματα εξάσκησης εξαρτώνται
αpiό τις αpiοδόσεις κάpiοιον ασφαλίστρων αpiό τις ενδιάμεσες χρονικές στιγμές.
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3.2 Ο χώρος των αpiοδόσεων ως υpiόχωρος
του Rm
Υpiοθέτουμε ότι έχουμε μία στοχαστική οικονομία (αγορά ασφαλίστρων) δύο
χρονικών piεριόδων με T = {0, 1} με ένα piεpiερασμένο χώρο καταστάσεων
Ω = {1, 2, . . . ,m}την χρονική στιγμή t = 1. ΄Εστω ακόμα ότι αγορά αpiαρ-
τίζεται αpiό piεpiερασμένους στο piλήθος βασικούς τίτλους με αpiοδόσεις piου
δίνονται αpiό τα γραμμικώς ανεξάρτητα διανύσματα x1, x2, ..., xn του Rm.΄Ενα
χαρτοφυλάκιο(portfolio) είναι ένα διάνυσμα θ = (θ1, .., θn) του Rn,όpiου κάθε
θi αντιστοιχεί στον αριθμό των μονάδων του κάθε xi.Αν T : Rn → Rm
γραμμικός τελεστής,τότε με T (θ) συμβολίζουμε την αpiόδοση του κάθε θ με
T (θ) =
n∑
i=1
θixi ∈ Rm.Εpiειδή ο Τ είναι 1-1 αpiεικονίζει κάθε θ στην αντίστοιχη
αpiόδοση του T (θ). ΄Εστω τώρα Χ ο υpiόχωρος του Rm piου piαράγεται αpiό τα
x1, x2, .., xn.Δηλαδή
X =< {x1, x2, .., xn} >
Ο Rm ταυτίζεται με τον χώρο όλων των αpiοδόσεων και ο Χ θα αναφέρεται ως
ο χώρος των αpiοδόσεων των χαρτοφυλακίων(space of marke-
ted securites).Εpiίσης υpiοθέτουμε ότι το σταθερό διάνυσμα
−→
1 ∈ X. Γενικά
ένα διάνυσμα x του Rm λέμε ότι μpiορεί να αντιγραφεί ή αναpiαραχθεί
(replicated) αν το x είναι αpiόδοση κάpiοιου χαρτοφυλακίου θ ή ισοδύναμα αν
x ∈ X. Αν το x 6= −→1 και x 6= −→0 και ισχύει ότι το x(i) = 0 ή x(i) = 1 για κάθε
i τότε το x καλείται διωνυμικό διάνυσμα (binary vector).Στην αpiλή piε-
ρίpiτωση των δικαιωμάτων piροαίρεσης το δικαίωμα αγοράς piου εγγράφεται piάνω
στο διάνυσμα x του Χ, με τιμή εξάσκησης k έχει αpiόδοση piου δίνεται αpiό το
διάνυσμα c(x, k) με τύpiο:
c(x, k) = (x− k1)+ ∈ Rm
Αντίστοιχα το δικαίωμα piώλησης piου εγγράφεται piάνω στο διάνυσμα x του Χ
με τιμή εξάσκησης k έχει αpiόδοση piου δίνεται αpiό το διάνυσμα p(x, k) με τύpiο:
p(x, k) = (k1− x)+ ∈ Rm
Αν ισχύει ότι c(x, k) > 0 και p(x, k) > 0 τότε λέμε ότι τα δικαιώματα αγοράς και
piώλησης είναι μη-τετριμμένα και το k είναι μία μη τετριμμένη τιμή εξάσκησης
και με Kx συμβολίζουμε το σύνολο όλων των μη τετριμμένων τιμών εξάσκησης.
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Στην piιο γενική piερίpiτωση piου piεριλαμβάνει και τα εξωτικά δικαιώματα, το
δικαίωμα piώλησης και το δικαίωμα αγοράς δίνεται αpiό τα διανύσματα του Rm
αντίστοιχα
cu(x, k) = (x− ku)+
pu(x, k) = (ku− x)+
όpiου το διάνυσμα εξάσκησης u ανήκει σε κάpiοιον υpiόχωρο U του Rm,ο οpiοίος
καλείται υpiόχωρος εξάσκησης (strike subspace).
Παράδειγμα(1 στο
[
6
]
):΄Εστω ότι σε μία οικονομία έχουμε piεpiερασμένο
χώρο καταστάσεων Ω = {1, 2, 3, .., 10} και piεpiερασμένο χρονικό ορίζοντα με
T = {0, 1, 2, 3}. Εpiίσης θέτουμε δ = {∆0,∆1,∆2,∆3} μία διαμέριση του Ω με
∆0 = Ω,∆1 = {{1, 2, 4, 6, 8}, {3, 5, 7, 9, 10}},∆2 = {{1, 2, 4}, {6, 8}, {3, 5}, {7, 9, 10}}
και ∆3 = {{1}, {2}, . . . .., {10}}. Υpiοθέτουμε ότι έχουμε μία αγορά με τρία
χρηματοοικονομικά συμβόλαια x1, x2, x3 έτσι ώστε
x01 =
13
10
(1, 1, 1, 1, 1, 1, 1, 1, 1, 1), x11 =
1
5
(7, 7, 6, 7, 6, 7, 6, 7, 6, 6)
x21 =
1
3
(7, 7, 6, 7, 6, 0, 2, 0, 2, 2), x31 = (2, 2, 4, 3, 0, 0, 0, 0, 1, 1)
οι αpiοδόσεις του x1 στις τέσσερις χρονικές piεριόδους και
x02 =
19
10
(1, 1, 1, 1, 1, 1, 1, 1, 1, 1), x12 =
1
5
(7, 7, 12, 7, 12, 7, 12, 7, 12, 12)
x22 = 1/6(2, 2, 9, 2, 9, 18, 18, 18, 18, 18), x
3
2 = (0, 0, 1, 1, 2, 3, 1, 3, 4, 4)
οι αpiοδόσεις του x2 και τέλος οι αpiοδόσεις του x3,
x03 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1), x
1
3 =
1
5
(6, 6, 4, 6, 4, 6, 4, 6, 4, 4)
x23 = (2, 2, 0, 2, 0, 0, 4/3, 0, 4/3, 4/3), x
3
3 = (3, 3, 0, 0, 0, 0, 4, 0, 0, 0)
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Αν έχουμε ένα Ευρωpiαϊκού τύpiου forward − start δικαίωμα piροαίρεσης με
ημερομηνία λήξης t = 3 και ημερομηνία εξάρτησης t = 1,τότε τα διανύσματα
x31, x
3
2, x
3
3 είναι οι αpiοδόσεις των χρηματοοικονομικών συμβολαίων και ο υpiόχω-
ρος X =< {x31, x32, x33} > του R10 είναι ο χώρος των αpiοδόσεων των χαρτο-
φυλακίων.Το forward − start δικαίωμα piώλησης του x1 (και piιο συγκεκρι-
μένα του x31) με ημερομηνία εξάρτησης t = 1, ως piρος το διάνυσμα εξάσκησης
u = x11 =
7
5
u1 +
6
5
u2 έχει αpiόδοση
cu(x31, 1) = (x
3
1 − u)+ =
1
5
(3, 3, 14, 8, 0, 0, 0, 0, 0, 0)
Τα u11 = (1, 1, 0, 1, 0, 1, 0, 1, 0, 0) και u
1
2 = (0, 0, 1, 0, 1, 0, 1, 0, 1, 1) είναι τα
χαρακτηριστικά διανύσματα των στοιχείων του ∆1.Το διάνυσμα εξάσκησης
x11 ∈ U = U1 ⊆ R10,όpiου ο υpiόχωρος U1 piαράγεται αpiό τα χαρακτηριστι-
κά διανύσματα u1, u2. Αντίστοιχα τα διανύσματα εξάσκησης για τα x2, x3 είναι
τα x12, x
1
3 ∈ U .Κάθε ασφάλιστρο της μορφής x = θ1x1 + θ2x2 + θ3x3 ∈ X έχει
αpiόδοση την ημερομηνία t = 1, x1 = θ1x11 + θ2x
1
2 + θ3x
1
3 και άρα το διάνυσμα
εξάσκησης x1 είναι στοιχείο του U .Τέλος έχουμε ότι αpiό το Θεώρημα2.1.1 ο
U είναι υpiοσύνδεσμος του R10 εpiειδή τα supp(u1) ∩ supp(u2) = ∅.
3.3 Η piλήρωση των αγορών
Η piλήρωση της αγοράς είναι ο υpiόχωρος του Rm piου συμβολίζεται με FU(X)
και piροκύpiτει εpiαγωγικά συμpiληρώνοντας στην αγορά κάθε φορά τα δικαι-
ώματα piώλησης και αγοράς των ήδη υpiάρχων στοιχειών της αγοράς. Ποιο
συγκεκριμένα
• X1 είναι ο χωρος piου piαράγεται αpiό το O1,όpiου O1 = {cu(x, k) | x ∈
X, u ∈ U, k ∈ R} είναι το σύνολο των δικαιωμάτων αγοράς piου είναι
γραμμένα piάνω σε στοιχεία του Χ.
• Xn είναι ο χωρος piου piαράγεται αpiό το On ,όpiου On = {cu(x, k) | x ∈
Xn−1, u ∈ U, k ∈ R} είναι το σύνολο των δικαιωμάτων αγοράς piου είναι
γραμμένα piάνω σε στοιχεία του Xn−1.
• Αpiό τον ορισμό έχουμε ότι Xn ⊆ Xn+1 για κάθε n ∈ N,εpiειδή x =
x+− x− = cu(x, 0)− cu(−x, 0) ∈ Xn+1 για κάθε x ∈ Xn.Τέλος θέτουμε
FU(X) =
⋃∞
i=1Xn
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Ορισμός 3.3.1 Ο υpiόχωρος του Rm,FU(X) =
⋃∞
n=1Xn είναι η piλήρωση
του χώρου των αpiοδόσεων των χαρτοφυλακίων Χ ως piρος των
υpiόχωρο εξάσκησης U .
Θέτουμε Υ τον υpiόχωρο του Rm piου piαράγεται αpiό τον X ∪ U ,δηλαδή Y =
{λx+au | x ∈ X, u ∈ U, λ, a ∈ R} και έτσι σύμφωνα με το piαρακάτω θεώρημα
μpiορούμε να piούμε ότι ο FU(X) είναι ο υpiοσύνδεμος του Rm piου piαράγεται
αpiό τον υpiόχωρο Υ,δηλαδή S(Y ) = FU(X). Εpiίσης ορίζουμε ως S2 = {x∨y |
x, y ∈ Y } και ως Sn = {x ∨ y | x ∈ Sn−1, y ∈ Y }. Εpiειδή τώρα ο S(Y )
είναι το σύνολο των piεpiερασμένων supremum των στοιχείων του Υ,έχουμε
ότι S(Y ) =
⋃∞
n=2 Sn.Στην κλασσική piερίpiτωση όpiου ο U είναι μονοδιάστατος
υpiόχωρος piου piαράγεται αpiό το διάνυσμα u και piιο συγκεκριμένα αν u =
−→
1 ,η
piλήρωση του Χ ως piρος u συμβολίζεται με F1(X). Παρακάτω θα δείξουμε ότι ο
FU(X) είναι ο υpiοσύνδεσμος του Rm piου piαράγεται αpiό τον Υ και αν
−→
1 ∈ X
τότε ο F1(X) είναι ο υpiοσύνδεσμος του Rm piου piαράγεται αpiο τον Χ.
Θεώρημα 3.3.2 (3 στο
[
6
]
)΄Εχουμε ότι:
• Y = X ∪ U ⊆ X1
• FU(X) είναι ο υpiοσύνδεσμος S(Y ) του Rm piου piαράγεται αpiό τον Υ και
• Αν U ⊆ X τότε ο FU(X) είναι ο υpiοσύνδεσμος του Rm piου piαράγεται
αpiό τον Χ
Αpiόδειξη:
(i) Για κάθε y = x + au ∈ Y έχουμε ότι y = (x + au)+ − (−x − au)+ =
cu(x, a)− cu(−x, a) ∈ X1 και άρα U ⊆ X1.
(ii) Θα δείξουμε piρώτα ότι FU(X) ⊆ S(Y ).Αρκεί δηλαδή να δείξουμε ότι
Xn ⊆ S(Y ) για κάθε n ∈ N.Για κάθε y ∈ O1 έχουμε ότι y = cu(x, a) =
(x− au)+ = x− au ∨ 0 για κάpiοιο x ∈ X, u ∈ U και a ∈ R και άρα αpiό
τον piαραpiάνω ορισμό των Sn το y ∈ S2 ⊆ S(Y ).΄Αρα το O1 συνεpiώς και
το X1 piεριέχονται στο S(Y ).Υpiοθέτουμε τώρα ότι Xn ⊆ S(Y ) και θα
δείξουμε ότι Xn+1 ⊆ S(Y ).Για κάθε z ∈ On+1 έχουμε ότι z = x− au∨ 0
για κάpiοιο x ∈ Xn, u ∈ U και a ∈ R. Εpiειδή το Xn ⊆ S(Y ) έχουμε
ότι x ∈ Sk για κάpiοιο k.Αν λάβουμε υpi’ όψιν z = −au + (x ∨ u) το
x ∨ au = s ∈ Sk+1 και έχουμε ότι z ∈ Y + Sk+1 ⊆ S(Y ) + S(U) =
S(Y ) και άρα z ∈ S(Y ). ΄Ετσι δείξαμε ότι On+1 ⊆ S(Y ) και συνεpiώς
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Xn+1 ⊆ S(Y ) και άρα
⋃∞
n=1Xn = FU(X) ⊆ S(Y ).Αpiομένει να δείξουμε
ότι S(Y ) ⊆ FU(X).Αν υpiοθέσουμε ότι y ∈ S2,τότε y = z ∨ x με z, x ∈
Y .Εpiίσης y = (z1 + a1u1) ∨ (z2 + a2u2) με z1, z2 ∈ X, u1, u2 ∈ U και
a1, a2 ∈ R.΄Αρα y = (z2 + a2u2) + (z1− z2)− (a2u2− a1u1)∨ 0 ∈ Y +X1
και εpiειδή U ⊆ X1 συνεpiάγεται ότι y ∈ X1 + X1 = X1 και άρα S2 ⊆
FU(X).Υpiοθέτουμε Sn ⊆ FU(X) και θα δείξουμε ότι Sn+1 ⊆ FU(X).Για
κάθε z ∈ Sn+1 έχουμε ότι z = x ∨ y με x ∈ Sn και y ∈ Y .Εpiειδή
Sn ⊆ FU(X) συνεpiάγεται ότι x ∈ Xk για κάpiοιο k.Αφού τώρα U ⊆
Xk έχουμε ότι x − y ∈ Xk,αλλά z = y + (x − y) ∨ 0 = y + cu(x −
y, 0) ∈ Y + Xk+1 = Xk+1 + Xk+1 = Xk+1 και άρα z ∈ Xk+1,οpiότε
Sn+1 ⊆ FU(X).Τέλος εpiειδή Sn ⊆ FU(X) για κάθε n > 1 συνεpiάγεται
ότι
⋃∞
n=2 Sn = S(Y ) ⊆ FU(X) και άρα S(Y ) = FU(X).
(iii) Αν U ⊆ X τότε X = Y και άρα FU(X) = S(X)
΄Οταν τα x1, x2, .., xn δεν είναι κατ’ ανάγκη θετικά για να piροσδιορίσουμε την
piλήρωση της αγοράς,δηλαδή τον υpiοσύνδεσμο FU(X) και piιο συγκεκριμένα
μία θετική βάση του, piρέpiει να καθορίσουμε ένα γραμμικώς ανεξάρτητο σύνολο
{y1, y2, . . . , yr} υpiοσύνολο του Rm,με yi > 0 για κάθε i = 1, 2, .., r έτσι ώστε ο
υpiοσύνδεσμος piου piαράγεται αpiό αυτό να είναι ο FU(X).Κάθε τέτοιο σύνολο
ονομάζεται σύμφωνα με το
[
6
]
βασικό σύνολο της αγοράς.
Ορισμός 3.3.3 Κάθε γραμμικώς ανεξάρτητο σύνολο {y1, y2, . . . , yr} ⊆ Rm,με
yi > 0 για κάθε i = {1, 2, .., r} ονομάζεται βασικό σύνολο της αγοράς αν
piαράγει τον υpiοσύνδεσο FU(X).
Θέτουμε Α το υpiοσύνολο του Rm piου ορίζεται ως εξής:
A = {x+1 , x−1 , x+2 , x−2 , . . . , x+n , x−n } αν U ⊂ X
Και
A = {x+1 , x−1 , x+2 , x−2 , . . . , x+n , x−n , u+1 , u−1 , . . . , u+d , u−d } αν UX
όpiου {u+1 , u−1 , . . . , u+d , u−d } μία βάση του U .Κάθε υpiοσύνολο του Α το οpiοίο ε-
ίναι γραμμικώς ανεξάρτητο και δεν είναι υpiοσύνολο κάpiοιου άλλου γραμμικώς
ανεξάρτητου υpiοσυνόλου του Α,ονομάζεται μεγιστικό ανεξάρτητο υpiοσύνολο υ-
piοσύνολο του Α.
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Θεώρημα 3.3.4 (11 στο
[
6
]
)Κάθε μεγιστικό υpiοσύνολο {y1, y2, . . . , yr} του
Α, piου αpiοτελείται αpiό γραμμικώς ανεξάρτητα διανύσματα του Rm είναι ένα
βασικό σύνολο της αγοράς.
Αpiόδειξη:Αφού το W = {y1, y2, ..., yr} είναι ένα μεγιστικό υpiοσύνολο piου
αpiοτελείται αpiό γραμμικώς ανεξάρτητα διανύσματα του Α, τότε το Α και το W
piαράγουν τον ίδιο υpiόχωρο του Rm και άρα και τον ίδιο υpiοσύνδεσμο.Οpiότε
αρκεί να δείξουμε ότι ο υpiοσύνδεσμος S(A) είναι ο FU(X). Για κάθε x ∈ X∪U
έχουμε ότι αν x+, x− ∈ A⇒ x+, x− ∈ FU(X) και άρα A ⊆ FU(X)⇒ S(A) ⊆
FU(X). Ακόμα έχουμε ότι xi = x
+
i −x−i ∈ S(A) και ui = u+i −u−i ∈ S(A) για
κάθε i και άρα το S(A) piεριέχει το σύνολο {x1, x2, . . . , xn, u1, ..., ud}. Εpiει-
δή τώρα αpiό τον piαραpiάνω ορισμό ο υpiοσύνδεσμος FU(X) είναι ο ελάχιστος
υpiοσύνδεσμος piου piεριέχει το {x1, x2, ..., xn, u1, ..., ud} και ο S(A) είναι υ-
piοσύνδεμος piου το piεριέχει, συνεpiάγεται ότι FU(X) ⊆ S(A) και άρα εpiειδή
S(A) = FU(X) ο υpiοσύνδεσμος piου piαράγεται αpiό το Α και συνεpiώς και το
W είναι η piλήρωση της αγοράς.
Αν τώρα το W = {y1, y2, ..., yr} είναι ένα βασικό σύνολο της αγοράς θέτουμε
τη βασική σύνάρτηση του W σύμφωνα με το Κεφάλαιο2:
β(i) = (
y1(i)∥∥y(i)∥∥
1
,
y2(i)∥∥y(i)∥∥
1
, ...,
yr(i)∥∥y(i)∥∥
1
)
για κάθε i = 1, 2, ..,m και με
∥∥y(i)∥∥
1
= y1 + y2 + . . . + yr.
Ορισμός 3.3.5 Ο χώρος των αpiοδόσεων των χαρτοφυλακίων Χ είναι piλήρης
ως piρος τον υpiόχωρο U αν X = FU(X).Αν δηλαδή ο Χ είναι υpiοσύνδεσμος
του Rm διάστασης n.
Θεώρημα 3.3.6 (14 στο
[
6
]
)Η διάσταση του FU(X) είναι ίση με τον piλη-
θάριθμο τουR(β) και άρα έχουμε ότι FU(X) = Rm αν και μόνο αν card(R(β)) =
m
Αpiόδειξη:Αν ο Χ είναι piλήρης ως piρος τον υpiόχωρο U τότε FU(X) = X
και εpiειδή Y = X ∪U ⊆ FU(X) αναγκαστικά συνεpiάγεται ότι Y = X και άρα
U ⊆ X.Αφού ο X =< {x1, x2, .., xn} > είναι υpiοσύνδεμος αpiό το βασικό μας
θεώρημα η εικόνα της β έχει ακριβώς n στοιχεία. Αν υpiοθέσουμε ότι U ⊆ X
και card(R(β)) = n piάλι αpiό το βασικό μας θεώρημα ο Χ είναι υpiοσύνδεσμος
και άρα σύμφωνα με το θεώρημα3.3.1 FU(X) = X.
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Θεώρημα 3.3.7 (13 στο
[
6
]
)Ο χώρος των αpiοδόσεων των χαρτοφυλακίων Χ
είναι piλήρης ως piρος τον υpiόχωρο U αν και μόνο αν U ⊆ X και card(R(β)) = n
Αpiόδειξη:΄Ομοια με το piαραpiάνω.
Παράδειγμα:΄Εστω ότι έχουμε το forward − start δικαίωμα piροαίρεσης
του Παραδείγματος1.4.1 με ημερομηνία λήξης t = 3 και ημερομηνία εξάρτη-
σης t = 1.Σκοpiός μας είναι να piροσδιορίσουμε την piλήρωση του χώρου των
χαρτοφυλακίων Χ piου piαράγεται αpiό τα διανύσματα
x31 = (2, 2, 4, 3, 0, 0, 0, 0, 1, 1), x
3
2 = (0, 0, 1, 1, 2, 3, 1, 3, 4, 4)
x33 = (3, 3, 0, 0, 0, 0, 4, 0, 0, 0)
ως piρος τον υpiόχωρο U piου piαράγεται αpiό τα διανύσματα
u1 = (1, 1, 0, 1, 0, 1, 0, 1, 0, 0), u2 = (0, 0, 1, 0, 1, 0, 1, 0, 1, 1).
Σύμφωνα με τη μεθοδολογία για να piροσδιορίσουμε μία θετική βάση του FU(X),piρέpiει
piρώτα να βρούμε ένα μεγιστικό γραμμικώς ανεξάρτητο υpiοσύνολο του
A = {(x31)+, (x31)−, (x32)+, (x32)−, (x33)+, (x33)−, u+1 , u+2 } = {x31, x32, x33, u1, u2}
ώστε αυτό να είναι το βασικό σύνολο piου piαράγει τον FU(X).
Χρησιμοpiοιώντας την συνάρτηση MaximalLin() piαίρνουμε ένα μεγιστικό α-
νεξάρτητο υpiοσύνολο του Α.Η συνάρτηση αυτή piαίρνει ως όρισμα έναν piίνακα
του οpiοίου οι στήλες είναι τα διανύσματα του Α.Σε αυτήν την piερίpiτωση τα
διανύσματα του Α είναι γραμμικώς ανεξάρτητα και όλα θετικά και άρα αφού
A = W piροκύpiτει ο ίδιος piίνακας.
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Στην συνέχεια με την SubLattice() θα piροσδιορίσουμε την piλήρωση του χώρου
των αpiοδόσεων των χαρτοφυλακίων Χ ως piρος τον υpiόχωρο εξάσκησης U
δηλαδή τον υpiοσύνδεσμο του R10, FU(X) καθώς και μία θετική βάση του
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Παρατηρούμε ότι ισχύει το θεώρημα αφού η εικόνα της συνάρτησης γ έχει
ακριβώς 7 σημεία και η διάσταση του FU(X) είναι 7 αφού
Παράδειγμα2: Υpiοθέτουμε ότι έχουμε μία αγορά όpiου ο χώρος των αpiο-
δόσεων είναι ο R12 και οι βασικοί τίτλοι είναι τα γραμμικώς ανεξάρτητα δια-
νύσματα του R12 piου ακολουθούν:
x1 = (1, 2, 2,−1, 1,−2,−1,−3, 0, 0, 0, 0)
x2 = (0, 2, 0, 0, 1, 2, 0, 3,−1,−1,−1,−2)
x3 = (1, 2, 2, 0, 1, 0, 0, 0,−1,−1,−1,−2)
Εpiίσης ο μονοδιάστατος υpiόχωρος εξάσκησης U piαράγεται αpiό το
u = (1, 2, 2, 1, 1, 2, 1, 3,−1,−1,−1,−2)
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Παιρνάμε piρώτα τα δεδομένα στο Matlab.
Στην συνέχεια κατασκευάζουμε τον υpiόχωρο Y = X ∪ {u}
Με την εντολή A =
[
max(X, zeros(size(X)));max(−X, zeros(size(X)))]
υpiολογίζουμε το Α και με την εντολή W = maximalLin(A′) piαίρνουμε ένα
μεγιστικό ανεξάρτητο υpiοσύνολό του Α
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Εpiειδή έχουμε x−2 = x
−
3 , x
+
1 = x
+
3 και u
+ = x+1 + x
−
1 , u
− = x−2 piαίρνουμε ότι
το W = {x+1 , x+2 , x−1 , x−2 } είναι ένα μεγιστικό ανεξάρτητο υpiοσύνολο του Α και
άρα ένα βασικό σύνολο της αγοράς.
Ο υpiοσύνδεσμος του R12, FU(X) piου piαράγεται αpiό το W δίνεται piαρακάτω.
Ουσιαστικά piροσθέσαμε στην αγορά το x5 = (0, 0, 0, 0, 0, 4, 0, 6, 0, 0, 0, 0).Ο
υpiοσύνδεσμος piου piαράγεται αpiο το W ∪{x5} είναι ο FU(X).Μία θετική βάση
του FU(X) και η βασική συνάρτηση γ δίνονται στην εpiόμενη σελίδα :
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Παρατηρούμε ότι η συνάρτηση γ έχει ακριβώς 5 σημεία όσο και η διάσταση του
FU(X)
Οpiότε ο χώρος piου κατασκευάσαμε είναι ο ελάχιστος υpiοσύνδεσμος
του R12, FU(X) και σύμφωνα με το Θεώρημα3.3.2 είναι η piλήρωση του χώρου
των αpiοδόσεων των χαρτοφυλακίων Χ ως piρος τον υpiόχωρο εξάσκησης U .
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Παράρτημα
Η συνάρτηση SubLattice()
function [ Sub la t t i c e , Pos i t iveBase ,G] = SubLatt ice ( x )
%SubLat t i ce ( x ) p rov i de s the vec t o r s u b l a t t i c e genera ted
%by a g iven
%f i n i t e c o l l e c t i o n o f p o s i t i v e , l i n e a r l y independent
%ve c t o r s o f Rm
%x denotes the matrix whose n−rows are the g iven vec t o r
[N,M]= s ize ( x ) ;
%STEP 1
%a for−l oop f o r the cons t ruc t i on o f the range o f be ta
%func t i on in order to numerize i t s v e c t o r s
for i =1:M,
i f norm( x ( : , i ) ,1)˜=0 ,
C( : , i )=1/norm( x ( : , i ) , 1 )∗ x ( : , i ) ;
end
end
i f length ( unique (C’ , ’ rows ’ ))==N
disp ( ’ matrix i s a s u b l a t t i c e ’ ) ;
D=unique (C’ , ’ rows ’ ) ;
S u b l a t t i c e=x ;
G=D’ ;
Pos i t iveBase=G\x ;
else
D=C( : , 1 ) ;
j =2;
k=2;
index=ones (1 ,N) ;
%a whi le−l oop f o r e x t r a c t i n g the n−l i n e a r l y indepen ten t
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%vec t o r s from x
while j<=N
D=[D C( : , k ) ] ;
i f rank (D)˜=j ,
D( : , j ) = [ ] ;
else
index (1 , j )=k ;
j=j +1;
end
k=k+1;
end
Nindex=1:M;
index2=s e t d i f f ( Nindex , index ) ;
%STEP 2
%check ing the i n d e n t i c a l v e c t o r s o f R( be ta )
for i=index
for j=index2
i f C( : , i )==C( : , j )
index2=index2 ( index2˜=j ) ;
end
end
end
S=x ;
%Define the x n+k ve c t o r s o f Rˆm
for i =1:M
z=zeros (1 ,M) ;
for j =index2
i f i==j ,
for k=index2
i f C( : , i )==C( : , k )
z (1 , i )=norm( x ( : , i ) , 1 ) ;
z (1 , k)=norm( x ( : , k ) , 1 ) ;
index2=index2 ( index2˜=k ) ;
else
z (1 , i )=norm( x ( : , i ) , 1 ) ;
end
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end
end
end
S=[S ; z ] ;
end
S( a l l (S ==0 ,2) , : )=[ ] ;
%STEP 3
%the S u b l a t t i c e genera ted by x
S u b l a t t i c e=S ;
%STEP 4
%I t s p o s i t i v e base
[ Pos i t iveBase ,G]=PosBase (S ) ;
end
end
Η συνάρτηση Posbase()
function [P,G] = PosBase ( x )
%the PosBase func t i on prov ide s a p o s i t i v e base
%of a g iven matrix , whose rows are a g iven
%f i n i t e c o l l e c t i o n o f p o s i t i v e , l i n e a r l y
%independnet v e c t o r s o f Rm
[N,M]= s ize ( x ) ;
%a for−l oop f o r the cons t ruc t i on o f the unique
%vec t o r s o f the range o f the ba s i c f unc t i on
%? of x
for i =1:M,
i f norm( x ( : , i ) ,1)˜=0 ,
C( : , i )=1/norm( x ( : , i ) , 1 )∗ x ( : , i ) ;
end
end
D=unique (C’ , ’ rows ’ ) ;
G=D’ ;
A=inv (G) ;
%According to the a l gor i thm
P=G\x ;
end
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Η συνάρτηση MinimalLat()
function [ S ,P,A] = MinimalLat ( x )
%MinimalLat ( x ) p rov i de s the minimal l a t t i c e −subspace
%genera ted by a g iven
%f i n i t e c o l l e c t i o n o f p o s i t i v e , l i n e a r l y independent
%ve c t o r s o f Rˆm
%x denotes the matrix whose n−rows are the g iven v e c t o r s
[N,M]= s ize ( x ) ;
%STEP 1
%a for−l oop f o r the cons t ruc t i on o f the range o f be ta
%func t i on o f x in order to numerize i t s v e c t o r s
for i =1:M,
i f norm( x ( : , i ) ,1)˜=0 ,
C( : , i )=1/norm( x ( : , i ) , 1 )∗ x ( : , i ) ;
end
end
%and then we compute the convex h u l l o f R( be ta )
c=C’ ;
[ cc , Kindex ,˜ ]= unique ( c , ’ rows ’ ) ;
lengthC=Kindex ;
utrans=bsxfun (@minus , cc , cc ( 1 , : ) ) ;
r o t=orth ( utrans ’ ) ;
uproj=utrans ∗ ro t ;
K=convhul ln ( uproj ) ;
m=unique (K( : ) ) ;
K1=cc (m, : ) ’ ;
%Id e n t i f y the v e r t i c e s o f the convex h u l l o f R( be ta )
[ ˜ ,mm]= s ize ( cc ’ ) ;
Q=1:mm;
Q1=s e t d i f f (Q,m) ;
for i=Q1,
Kindex ( i ) = [ ] ;
end
i f length ( Kindex)==N
disp ( ’ matrix i s a l a t t i c e−subspace ’ )
S=x ;
[P,A]=PosBase2 (K1, Kindex , S ) ;
else
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Nindex=1:M;
index=s e t d i f f ( Nindex , Kindex ) ;
%Step2 we f i r s t compute the convex combination o f a l l
%non−v e r t e x v e c t o r s
%of R( be ta ) in order to determine the x i i v e c t o r s and then
%de f i n e the x n+k ve c t o r s o f Rˆm
i f rank (K1)<N,
disp ( ’ minimal l a t t i c e−subspace does not e x i s t ’ )
else
h=zeros ( length ( Kindex ) ,M) ;
s =1;
index2=Kindex ’ ;
for i=index2 ,
h( s , i )=1;
for j=index
i f C( : , i )==C( : , j )
h ( s , j )=1;
index=index ( index˜=j ) ;
end
end
s=s +1;
end
Aeq=K1 ;
Aeq( : , a l l (˜Aeq , 1 ) ) = [ ] ;
Aeq=[Aeq ; ones (1 , length ( index2 ) ) ] ;
f=zeros ( length ( index2 ) , 1 ) ;
lb=f ;
for j=index
beq=[C( : , j ) ; 1 ] ;
l =l i n p r o g ( f , [ ] , [ ] , Aeq , beq , lb , [ ] ) ;
h ( : , j )= l ;
end
S=x ;
y=zeros (1 ,M) ;
%STEP 3
%the minimal La t t i c e−Subspace genera ted by x
%i s g iven by the matrix S
for i=N+1: length ( index2 )
for j =1:M,
y (1 , j )=h( i , j )∗norm( x ( : , j ) , 1 ) ;
end
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S=[S ; y ] ;
end
%STEP 4
%I t s p o s i t i v e base
i f rank (S)==length ( lengthC )
disp ( ’ vec to r s u b l a t t i c e ’ )
P=PosBase (S ) ;
else
[P A]=PosBase2 (K1, Kindex , S ) ;
end
end
end
Η συνάρτηση Posbase2()
function [P,D]= PosBase2 (K, Kindex , S)
%%the PosBase2 func t i on prov ide s a p o s i t i v e base
%of a g iven matrix S and a convex po l y t ope K de f i n e
%by rows o f S which are a g iven f i n i t e c o l l e c t i o n o f
%po s i t i v e , l i n e a r l y independnet v e c t o r s o f Rˆm
k=K;
[N,M]= s ize ( k ) ;
for i =1: length ( Kindex ) ,
k=K;
x=k ( : , length ( Kindex)+1− i ) ;
k ( : , length ( Kindex)+1− i ) = [ ] ;
i f rank ( k)==N
break
end
end
k=[k ; zeros (1 ,N) ] ;
x=[x ; 1 ] ;
k=[k x ] ;
%a for−l oop f o r the cons t ruc t i on o f the unique v e c t o r s
%of the range o f the ba s i c f unc t i on gamma of x
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for i =1: length ( Kindex )
i f norm( k ( : , i ) ,1)˜=0 ,
C( : , i )=1/norm( k ( : , i ) , 1 )∗ k ( : , i ) ;
end
end
D=unique (C’ , ’ rows ’ ) ;
D2=D’ ;
%According to the a l gor i thm P=inve r s e (D2)∗S
P=D2\S ;
Η συνάρτηση maximalLin()
function [ g ] = maximalLin ( x )
%The maximalLin func t i on prov ide s one maximal
%l i n e a r su b s e t o f the rows o f x
[N,M]= s ize ( x ) ;
D=x ( : , 1 ) ;
j =2;
k=2;
index=ones (1 ,N) ;
%a whi le−l oop f o r e x t r a c t i n g the n−l i n e a r l y
%indepen ten t v e c t o r s from x
while j<=M
i f k > M
break
end
D=[D x ( : , k ) ] ;
i f rank (D)˜=j ,
D( : , j ) = [ ] ;
else
index (1 , j )=k ;
j=j +1;
end
k=k+1;
end
g=D’ ;
end
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Η συνάρτηση convextest()
function [ C2 ,K1 ] = convextes t ( x )
%The conve x t e s t f unc t i on prov ide s the gamma
%func t i on o f x and the convex h u l l o f i t s
%elements
[N,M]= s ize ( x ) ;
%Range ( be ta )
for i =1:M,
i f norm( x ( : , i ) ,1)˜=0 ,
C( : , i )=1/norm( x ( : , i ) , 1 )∗ x ( : , i ) ;
end
end
%convex h u l l o f R( be ta )
c=C’ ;
[ cc , Kindex ,˜ ]= unique ( c , ’ rows ’ ) ;
utrans=bsxfun (@minus , cc , cc ( 1 , : ) ) ;
r o t=orth ( utrans ’ ) ;
uproj=utrans ∗ ro t ;
K=convhul ln ( uproj ) ;
m=unique (K( : ) ) ;
K1=cc (m, : ) ’ ;
[ ˜ ,mm]= s ize ( cc ’ ) ;
Q=1:mm;
Q1=s e t d i f f (Q,m) ;
for i=Q1,
Kindex ( i ) = [ ] ;
end
C2=cc ’ ;
end
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