Abstract. We prove interpolation estimates between Morrey-Campanato spaces and Sobolev spaces. These estimates give in particular concentration-compactness inequalities in the translation-invariant and in the translation-and dilation-invariant case. They also give in particular interpolation estimates between Sobolev spaces and functions of bounded mean oscillation. The proofs rely on Sobolev integral representation formulae and maximal function theory. Fractional Sobolev spaces are also covered.
Introduction
The subcritical Sobolev embedding states that if 1 ≤ p ≤ q and Because the norms in W 1,p (R N ) and L q (R N ) are invariant under translation, this embedding is not compact, that is, bounded sets in W 1,p (R N ) need not be precompact in L q (R N ). This noncompactness is an obstacle to prove that the optimal constant in the estimate (1.1) is achieved. One of the key observations in the concentration-compactness method of P.-L. Lions which allows to overcome this problem [13] is that the elements of any bounded sequence that does not converge to 0 in L q (R N ) can be translated in space so that the sequence of translations does not converge to 0 in L q loc (R N ). This fact can be deduced from the inequality [13, [14] . This follows from the inequality for every u ∈ W 1,p 
which follows by Hölder's inequality from the interpolation estimate [23, theorem 1.2]
where the Morrey norm is defined by
The inequalities (1.2) and (1.4) seem at first hand quite different: the first is translationinvariant whereas the second is dilation-and translation-invariant. A first question that we address in this paper is to determine the relationship between the inequalities (1.2) and (1.4). We answer this question by proving a family of inequalities of which both (1.2) and (1.4) are direct consequences: if q > p > 1 and if
where the localized Morrey norm is defined as [30] (see also [3, 4] )
the estimate (1.2) follows by the classical Hölder inequality from (1.6) with λ = N q and ρ = 1, whereas (1.5) is obtained by letting ρ → ∞ with λ = N −p p . Our proof of (1.6) is based on pointwise integral estimates of a function and the maximal function theorem. It covers higher-order derivatives (theorem 2.1) and fractional derivatives (theorem 4.1). Our proof also provides an independent proof of the classical Sobolev and Gagliardo-Nirenberg inequalities.
Finally, we would like to mention that the statements of theorems 2.1 and 4.1 allow to prove an interpolation inequality between Sobolev spaces and functions of bounded mean oscillation: assuming that s > ℓ ∈ N, if s ∈ N, and p ≥ 1, then for every
. and if p > 1 and s ∈ N, then for every
.
These inequalities were known when s ∈ N or p = 2 [11, 19, 28] .
Statement of the result
In order to state our results we recall the definition of the Campanato semi-norm
where P k−1 (R N ) denotes the space of polynomials on R N of degree at most k − 1. We define the localized Campanato semi-norm
If we use the convention that P −1 (R N ) = {0}, then we observe that
It is clear from the definition that if
that is, we only need to look at differences with low-degree polynomials only at the scale ρ.
We now state our main interpolation estimate.
We first discuss the relationship between the estimate of theorem 2.1 and similar estimates. If r ≥ 1, by the definition of the inhomogeneous Campanato space L r,λ ℓ,ρ (R N ) and by the classical Hölder inequality, for every u ∈ W k,p (R N )∩L 1,λ ℓ,ρ (R N ), the inequality can be weakened to
If λ ≤ N , by the classical Hölder inequality and by monotonicity of the integral
so that theorem 2.1 gives in particular the estimate in the case where ℓq < kp and
In particular, if
, we obtain the inequality
This inequality yields (1.2) in particular; the estimate (2.4) can be proved in the wider range p ≥ 1 by the Gagliardo-Nirenberg interpolation inequality applied to balls and then by integration over balls; this argument is well-known for k = 1 and p ≥ 
We have in particular, if
If ℓq ≤ kp and λ = 0, we have the interpolation inequalitŷ
If ℓ ∈ {1, . . . , k − 1} and λ = 0, the latter inequality can be improved by the isomorphism between Campanato spaces and functions of bounded mean oscillation (BMO) [ 
where the local bounded mean oscillation seminorm is defined by
We remark also, that when λ ∈ (−ℓ, 0) is not an integer, the inhomogeneous Campanato seminorm is a Hölder seminorm [2, teorema 4.1; 10; 26, theorem 4.4].
As the proof of theorem 2.1 does not depend on any Sobolev or Gagliardo-Nirenberg inequality, the proof of theorem 2.1 provides an alternative method to prove these inequalities based essentially on the Sobolev integral representation and the maximal function theorem.
In the homogeneous case λ = (kp − ℓq)/(q − p), if we let ρ → ∞, theorem 2.1 implies an interpolation result between Morrey spaces and Sobolev spaces
In particular, when kp < N and
, we obtain the generalization of (1.5) 
where the bounded mean oscillation semi-norm is defined by
The estimate (2.8) is also the limit when ρ → ∞ of (2. 
the latter inequality still holds for integer (ℓq − kp)/(q − p) if one takes the semi-norm in the corresponding homogeneous Zygmund space. When k = 1, the inequality (2.6) also follows from the stronger interpolation inequality 
which is a consequence of the embeddings of Besov spaces into Lebesgue spaces and interpolation theorems [31] .
Proof of the estimate
The proof of theorem 2.1 will use a pointwise estimate on the value of a function by its derivatives.
Lemma 3.1 (Pointwise estimate of the value of a function). There exists a constant
, for almost every x ∈ R N and for every R > 0,
|u| .
When ℓ = 0 this estimate is a direct consequence of the Sobolev integral representation formula [16, theorem 1.1.10/1]. It has appeared as an intermediate step of pointwise interpolation for derivatives [17, (15) ]. We provide here for the sake of completeness a complete argument following that is a combination of these proofs [16, theorem 1.1.10/1; 17, theorem 1].
Proof of lemma 3.1. We fix η ∈ C k c (B 1 ) such that´B 1 η = 1 and we define for every x ∈ R N and w 1 , . . . , w k ∈ R N , the function g : (0, ∞) → R for each r ∈ (0, ∞) by
where we have set for every r > 0 and z ∈ R N , η r (z) = η(z/r)/r N . The function g is k − j times continuously differentiable and for every j ∈ {0, . . . , k − ℓ} and r ∈ (0, ∞),
By integration by parts, for every j ∈ {0, . . . , k − ℓ}, there exists a function
and hence
where we have set for every r > 0 and
Moreover, since u ∈ W 1,k loc (R N ), for almost every x ∈ R N and for every R > 0,
By the integral version of the Taylor expansion of g at R, we write
where we have set for r > 0 and z ∈ b H r (z) = H(z/r)/r N and
Since |H r (z)| ≤ C|z| −N and |η j r (x)| ≤ Cr −N , we conclude that
Proof of theorem 2.1. For almost every x ∈ R N , for every R > 0 and every P ∈ P ℓ−1 (R N ), we bound by the pointwise estimate (lemma 3.1), since
We observe that by Fubini's theorem
We fix β > 0. Hence, if R ≤ ρ, in view of our previous computation and by definition of the maximal function and the Morrey-Campanato norm,
and we obtain
Otherwise, we observe that by (3.2) with R = ρ,
Hence, we have in both cases in view of (3.3) and (3.4)
If we take β = p(k+λ) q
− λ − ℓ, we observe that by the assumption λ ≤ kp−ℓq q−p , β ≥ 0 and thus, since λ ≥ −ℓ, β ≥ −λ − ℓ. Moreover p ≤ q implies that β ≤ k − ℓ. We obtain thus 
where the localized maximal function operator is defined by M ρ (f ) = sup 0<r<ρ ffl Br(x) |f |.
The fractional case
In this section we study a fractional counterpart of theorem 4.1.
Theorem 4.1 (Interpolation estimate of the function). Let
In contrast with theorem 2.1, the case p = 1 is covered. Theorem 4.1 has the same consequences as its counterpart theorem 2.1. We mention here some of the most striking consequences.
In the homogeneous case λ = (k+σ)p−ℓq q−p
, we obtain the fractional counterpart of (2.6): if
The estimate (4.1) was known for p = 2 [23, theorem 1.1]. We also have the interpolation inequality for ℓ ≥ 1,
this inequality is a consequence of interpolation inequalities between Besov spaces [15] . 
This inequality implies by Hölder's inequality the fractional interpolation estimate [17, (32) ; 18, appendix]
the inequality of the lemma appears in fact in the proof of the latter inequality [17, (32) ].
We give a proof of the lemma for the sake of completeness.
Proof of lemma 4.2. The proof begins as the proof of lemma 3.1. Instead of (3.1), we write
We first have as previously
Next, we havê
and we conclude by changes of variable and Fubini's theorem.
Proof of theorem 4.1. For almost every x ∈ R N , for every R > 0 and every P ∈ P ℓ−1 (R N ), we bound by the pointwise estimate (lemma 3.1), since D ℓ P = 0,
|u − P | .
We fix β > 0. By Hölder's inequality and by definition of the Campanato norm, if R ≤ ρ,
, where we use the notation
If |u| L Hence, we have in both cases, in view of (4.5) and (4.6),
We take β =
p(k+σ+λ) q
− λ − ℓ and we conclude with
The above proof allows to recover in particular the unpublished elementary proof of fractional Sobolev embeddings of H. Brezis.
