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KOMPARASI METODE KLASIFIKASI UNTUK DETEKSI EKSPRESI WAJAH 





















Human machine interaction, khususnya pada facial behavior mulai banyak diperhatikan untuk dapat digunakan 
sebagai salah satu cara untuk personalisasi pengguna. Kombinasi ekstraksi fitur dengan metode klasifikasi dapat 
digunakan agar sebuah mesin dapat mengenali ekspresi wajah. Akan tetapi belum diketahui basis metode 
klasifikasi apa yang tepat untuk digunakan. Penelitian ini membandingkan tiga metode klasifikasi untuk 
melakukan klasifikasi ekspresi wajah. Dataset ekspresi wajah yang digunakan pada penelitian ini adalah JAFFE 
dataset dengan total 213 citra wajah yang menunjukkan 7 (tujuh) ekspresi wajah. Ekspresi wajah pada dataset 
tersebut yaitu anger, disgust, fear, happy, neutral, sadness, dan surprised. Facial Landmark digunakan sebagai 
ekstraksi fitur wajah. Model klasifikasi yang digunakan pada penelitian ini adalah ELM, SVM, dan k-NN. 
Masing masing model klasifikasi akan dicari nilai parameter terbaik dengan menggunakan 80% dari total data. 
5- fold cross-validation digunakan untuk mencari parameter terbaik. Pengujian model dilakukan dengan 20% 
data dengan metode evaluasi akurasi, F1 Score, dan waktu komputasi. Nilai parameter terbaik pada ELM adalah 
menggunakan 40 hidden neuron, SVM dengan nilai   = 105 dan 200 iterasi, sedangkan untuk k-NN 
menggunakan 3 k tetangga. Hasil uji menggunakan parameter tersebut menunjukkan ELM merupakan algoritme 
terbaik diantara ketiga model klasifikasi tersebut. Akurasi dan F1 Score untuk klasifikasi ekspresi wajah untuk 
ELM mendapatkan nilai akurasi sebesar 0.76 dan F1 Score 0.76, sedangkan untuk waktu komputasi 
membutuhkan waktu 6.9710
-3
 detik.    
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COMPARISON OF CLASSIFICATION METHODS FOR FACIAL EXPRESSION 




Human-machine interaction, especially facial behavior is considered to be use in user personalization. Feature 
extraction and classification model combinations can be used for a machine to understand the human facial 
expression. However, which classification base method should be used is not yet known. This study compares 
three classification methods for facial expression recognition. JAFFE dataset is used in this study with a total of 
213 facial images which shows seven facial expressions. The seven facial expressions are anger, disgust, fear, 
happy, neutral, sadness, dan surprised. Facial Landmark is used as a facial component features. The 
classification model used in this study is ELM, SVM, and k-NN. The hyperparameter of each model is searched 
using 80% of the total data. 5-fold cross-validation is used to find the hyperparameter. The testing is done using 
20% of the data and evaluated using accuracy, F1 Score, and computation time. The hyperparameter for ELM is 
40 hidden neurons, SVM with   = 105 and 200 iteration, while k-NN used 3 k neighbors. The experiment results 
show that ELM outperforms other classification methods. The accuracy and F1 Score achieved by ELM is 0.76 
and 0.76, respectively. Meanwhile, time computation takes 6.97 10-3 seconds.       
 
Keywords: detection, facial expression, comparison, classification 
 
 
1. PENDAHULUAN  
Seiring dengan berkembangnya kecerdasan 
buatan, Intelligent Human Machine Interaction 
khususnya pada bidang facial behavior saat ini 
mulai diperhatikan (Martinez & Valstar, 2015). 
Ekspresi wajah adalah salah satu bagian penting 
pada komunikasi non-verbal (Torre & Cohn, 2011). 
Penggunaan ekspresi wajah juga telah digunakan 
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dalam Human Computer Interaction (HCI) untuk 
melakukan personalisasi yang disesuaikan dengan 
pengguna (McDuff dkk, 2013). Beberapa aplikasi 
telah dibuat dengan menggunakan ekspresi wajah di 
berbagai bidang yaitu pendidikan (McDaniel dkk. 
2007), kesehatan (Girard dkk, 2013), industri (Busso 
& Jain, 2012), dan hiburan (Bloom dkk, 2014).      
Penggunaan sumber wajah banyak dilakukan 
karena ekspresi emosi dapat dengan mudah 
diketahui dari ekspresi pada wajah. Emosi dari raut 
wajah memberikan proporsi sebesar 55% pada 
komunikasi manusia. Sedangkan percakapan 
memberikan proporsi emosi sebesar 7% (Mehrabian, 
2008). Selain itu ekspresi wajah lebih mudah 
dipahami mesin dibandingkan dengan informasi 
sinyal fisiologis lain dari manusia. Proporsi dan 
kemudahan tersebut menunjukkan dengan 
menggunakan wajah saja dapat memberikan 
informasi yang cukup besar untuk mengetahui 
keadaan emosi manusia. Banyak dari penelitian 
sebelumnya menggunakan emosi dasar  yang di 
kemukakan oleh Ekman (Ekman dkk., 2013) untuk 
mengenali emosi pada manusia. Emosi yang 
dideteksi yaitu happy, sad, anger, joy, disgust, dan 
neutral. Untuk dapat mengklasifikasikan emosi, 
ekstraksi fitur pada wajah dan model klasifikasi 
digunakan. 
Kombinasi dari ekstraksi fitur wajah dengan 
metode klasifikasi dapat di latih pada mesin agar 
mengenali ekspresi wajah seseorang. Salah satu cara 
untuk mendeteksi bagian dari pada wajah adalah 
Facial Landmark. Facial Landmark dikembangkan 
oleh Kazemi dan Sullivan (Kazemi & Sullivan, 
2014). Facial Landmark memberikan penanda pada 
wajah dengan memberikan titik-titik tertentu pada 
wajah. Jumlah titik-titik tersebut adalah 68 titik yang 
menyatakan pasangan nilai koordinat titik (x,y). 
Nilai titik-titik tersebut adalah pasangan koordinat 
yang akan membentuk fitur vektor.  
Penelitian sebelumnya oleh (Dino & 
Abdulrrazaq, 2019) membuat model klasifikasi 
pengenalan ekspresi wajah dengan menggunakan 
metode klasifikasi. Tiga metode klasifikasi tersebut 
adalah SVM, k-NN, dan MLP. Ekspresi emosi yang 
akan di klasifikasikan adalah emosi dasar yaitu 
normal, happy, angry, contempt, surprise, sad, fear, 
dan disgust. Ekstraksi fitur yang digunakan pada 
penelitian tersebut menggunakan Histogram of 
Oriented Gradients (HOG). PCA digunakan untuk 
menurunkan nilai dimensi dari fitur. Pada penelitian 
ini SVM menghasilkan nilai klasifikasi tertinggi 
dengan nilai 93.53%. Pada penelitian lain, studi 
komparasi dilakukan untuk membandingkan k-NN, 
SVM dan Random Forest untuk klasifikasi ekspresi 
wajah (Nugrahaendi & Mutijarsa, 2016). Pada 
penelitian ini ekstraksi fitur dilakukan dengan 
menggunakan jarak dari setiap fitur wajah. Ekspresi 
emosi yang diklasifikasikan pada penelitian ini yaitu 
angry, disgust, fear, happy, neutral, sad dan 
surprise. Akurasi tertinggi dihasilkan dari model k-
NN dengan akurasi 98.85%, sedangkan untuk 
Random Forest sebesar 98.5% dan SVM sebesar 
90%. k-NN digunakan secara khusus untuk 
mengenali ekspresi wajah (Sohail & Bhatacharya, 
2007). Ekstraksi pada wajah yang dilakukan pada 
penelitian ini menggunakan Action Unit (AU) yang 
difokuskan pada lokasi pada mulut, mata, alis. 
Ekspresi emosi yang akan diklasifikasikan adalah 6 
(enam) emosi dasar. Hasil yang didapatkan dari 
penelitian ini k-NN mampu memberikan klasifikasi 
yang cukup tinggi yaitu sebesar 90.76%. Dari 
beberapa penelitian tersebut satu metode bisa lebih 
unggul dibandingkan dengan metode lain. Sehingga, 
belum diketahui secara pasti metode mana yang 
lebih baik untuk pengenalan ekspresi wajah.  
Pada penelitian ini akan dilakukan 
perbandingan metode klasifikasi untuk mendeteksi 
ekspresi wajah manusia. Beberapa metode yang 
digunakan pada penelitian ini diwakili oleh metode 
berbasis Neural Network, berbasis kernel, dan 
berbasis tetangga. Metode-metode tersebut yaitu, 
Extreme Learning Machine (ELM), Support Vector 
Machine (SVM), dan k-NN. Penelitian ini 
diharapkan dapat digunakan sebagai dasar sebagai 
pertimbangan awal untuk memilih metode untuk 
pengembangan selanjutnya.     
2. METODE PENELITIAN 
Secara umum alur penelitian ini dapat dilihat 
pada Gambar 1 berikut:  
 
Gambar 1. Alur penelitian 
 
Tahapan penelitian dimulai dari ekstraksi 
dataset dengan menggunakan Shape Predictor pada 
FL. Setelah itu data akan di preprocess terlebih 
dahulu. Kemudian dataset dibagi menjadi 2 (dua) 
bagian yaitu, data training dan data testing. Data 
training kemudian digunakan untuk membuat 
pemodelan dengan menggunakan 3 (tiga) metode 
klasifikasi. Model klasifikasi yang digunakan pada 
penelitian ini yaitu ELM, SVM, dan k-NN. Model 
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menguji data yang belum pernah digunakan pada 
proses training.   
2.1. Pengumpulan Data 
Dataset pada penelitian ini menggunakan 
dataset sekunder. Dataset yang digunakan pada 
penelitian yaitu JAFFE (Japanese Female Face 
Expression). Dataset JAFFE memiliki 213 objek 
gambar yang terdiri dari 7 (tujuh) ekspresi wajah. 
Ekspresi wajah tersebut adalah anger, disgust, fear, 
happy, neutral, sadness, dan surprised. Ekspresi 
wajah tersebut diambil dari 60 subjek. Data ini dapat 
diakses pada website 
http://www.kasrl.org/jaffe.html. Contoh dari dataset 
JAFFE dapat dilihat pada Gambar 2. 
 
 
Gambar 2. Cuplikan dataset JAFFE 
 
Total terdapat 213 data dengan proporsi 
ekspresi anger sebanyak 30, ekspresi disgust 
sebanyak 29, ekspresi fear sebanyak 32, ekspresi 
happy sebanyak 31 dan ekspresi neutral sebanyak 
30, ekspresi sadness sebanyak 31, dan ekspresi 
surprised sebanyak 30. 
2.2. Data Preprocessing 
Preprocessing yang dilakukan pada tahap ini 
bertujuan untuk mendeteksi letak titik pada wajah, 
menormalisasi data dan membagi data.  
Langkah pertama pada tahapan ini adalah 
melakukan deteksi Landmark. Deteksi Landmark 
dilakukan pada wajah dengan teknik Shape 
Predictor. Teknik ini bertujuan untuk melakukan 
estimasi untuk menemukan 68 titik dengan 
koordinat (x, y) titik dari wajah pada gambar yang 
dimasukkan agar dapat dilakukan deteksi titik pada 
wajah. Ilustrasi landmark tersebut dapat dilihat pada 
Gambar 4. Dari titik-titik tersebut akan di ekstraksi 
menjadi nilai-nilai vektor sejumlah 136 titik. FL 
yang digunakan pada penelitian ini menggunakan 
library DLib yang mengimplementasikan penelitian 
yang dilakukan oleh Kazemi & Sullivan (2014).  
Langkah selanjutnya adalah normalisasi. 
Normalisasi dilakukan ketika titik data pada wajah 
telah ditemukan. Metode normalisasi data yang 
digunakan pada tahap ini adalah L2-Norm untuk 
mengubah skala pada data menjadi lebih kecil. 
Persamaan L2-Norm dapat dilihat pada Persamaan 
1.  
‖ ‖  (∑     
  
   )
    (1) 
Data yang telah ternormalisasi kemudian 
dibagi menjadi sejumlah proporsi 80% data training 
dan 20% data testing. Pembagian proporsi data 
tersebut menggunakan metode Stratified k-Fold. 
 
 
Gambar 3. Facial Landmark 
2.3. Metode Klasifikasi  
Tahapan setelah dilakukan pengumpulan data 
dan pre-prosesing data adalah pemodelan. 
Pemodelan yang dilakukan pada penelitian ini 
adalah mengklasifikasikan emosi yang didapatkan 
dari fitur ekstraksi wajah dengan menggunakan FL. 
Model klasifikasi yang digunakan pada penelitian ini 
adalah ELM, SVM, dan k-NN. 
 
ELM  
Algoritme ELM dikemukakan oleh Huang dkk. 
(2006). Algoritme ELM memiliki 2 (dua) tahapan 
utama yaitu proses training dan testing. Pada tahap 
training, algoritme ini akan menginisialisasi nilai 
matriks input bobot dan nilai bias. Kemudian akan 
menghitung nilai matriks   . Setelah itu akan 
dihitung nilai matriks   sebagai output dari hidden 
layer menggunakan fungsi aktiviasi. Fungsi aktivasi 
yang digunakan pada penelitian ini menggunakan 
fungsi aktivasi sigmoid. Langkah selanjutnya adalah 
menghitung matriks    Matriks    adalah matriks 
Moore-Penrose Generalized Inverse. Langkah 
terakhir menghitung bobot output.  Sedangkan untuk 
proses testing dilakukan dengan menghitung matriks 
  dengan menggunakan bobot masukan nilai bias 
dan  ̂ (matriks output weight) dari proses training. 
Kemudian menghitung nilai output dengan 
Persamaan 2.  
 ̂    ̂ (2) 
Dimana  ̂ adalah matriks output weight;   
adalah matriks fungsi aktivasi;  ̂ adalah matriks 
output hasil klasifikasi. Secara umum algoritma 
ELM dapat di deskripsikan pada Tabel 1.  
 
Tabel 1. ELM Pseudocode 
Algoritme ELM 
Input:  
   (                  ) 
   (                       ) 
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Algoritme ELM 
  (                   ) 
 ( ) (               ) 
  (           ) 
Ouput: Hasil prediksi kelas   
1. Tetapkan parameter hidden node secara acak  (     ) 
2. Hitung output matriks H, 
Dimana  {   } (                   )  
dan      (         ) 
3. Hitung matriks bobot keluaran dengan  ̂     , 
dimana    adalah Moore-Penrose inverse matriks dari 
H 
4. Hitung nilai output aktual o yang berhungan dengan   
5. Label( ) = argmax(o) 
 
SVM  
Secara sederhana algoritme SVM adalah proses 
untuk mencari hyperplane terbaik yang dimana 
dapat memisahkan dua buah kelas pada input space 
(Boser dkk., 1992). Proses klasifikasi pada SVM 
adalah proses menemukan garis batasan 
(hyperplane) yang membedakan atau memisahkan 
kedua kelas atau lebih. Support Vector Machine 
adalah suatu metode klasifikasi yang bertujuan 
untuk menemukan Maximum Marginal Hyperplane 
yang merupakan batas pemisah maksimal untuk 
semua kelas. 
Untuk medapatkan hyperplane pemisah terbaik 
diantara kedua kelas adalah dengan menghitung nilai 
margin hyperplane dan mencari titik dengan nilai 
tertinggi. Margin merupakan jarak antara hyperplane 
dengan pola terdekat dari masing-masing kelas. Pola 
yang paling dekat ini disebut sebagai Support 
Vector. Semakin besar margin maka semakin tinggi 
akurasinya. Proses untuk menemukan lokasi 
hyperplane ini adalah inti dari proses pembelajaran 
pada SVM. SVM yang digunakan pada penelitian ini 
adalah SVM dengan Kernel Linear. Pseudocode 
algoritme SVM dapat dilihat pada Tabel 2.  
 
Tabel 2. SVM Pseudocode 
Algoritme SVM 
Input: 
    (                   ) 
    (                     ) 
    (                                 ) 
        (                   ) 
        (                  ) 
   (    ) 
Ouput:   (                ) 
for     to    do 
    
for     to    do 
       
for     to    do 
      (                 
                )   
end for 
      (       ) 
              
end for 




Algoritme k-Nearest Neighbor (k-NN) 
merupakan algoritme klasifikasi pencarian data 
dalam   terdekat (Aggarwal, 2015). Algoritme k-NN 
dikemukakan oleh Cover & Hart (1967). Apabila 
data   memiliki sejumlah   tetangga terdekat, dan   
didominasi oleh kelas    maka   merupakan kelas  . 
Metode ini membutuhkan nilai   dan perhitungan 
jarak didalamnya untuk menentukan kelas yang akan 
diprediksi. 
Perhitungan jarak pada algoritme k-NN 
menggunakan metode perhitungan jarak Euclidean 
Distance yang dapat dilihat pada Persamaan 3. 
 (     )   √(       )
  (       )
  (3) 
 
Tabel 3. K-NN Pseudocode 
Algortitme k-NN 
Input:       
Ouput: hasil prediksi kelas   
for (     )    do 
Hitung jarak  (    ) 
end for 
Urutkan jarak     dari yang terdekat hingga terjauh 
Pada   nearest neighbors, hitung jumlah kemunculan 
setiap kelas    
Tentukan   berdasarkan kelas mayoritas 
 
Dimana          adalah data ke-1 dan ke-2; 
 (     ) adalah Euclidian distance;   adalah jumlah 
fitur.  Setelah menghitung jarak sesuai dengan   
yang ditentukan maka hitung jumlah tetangga 
terdekat dengan kelas terbanyak. Kelas yang 
merupakan tetangga terbanyak akan 
mengklasifikasikan data   menjadi kelas ekspresi 
wajah tersebut. Pseudocode algoritme k-NN terdapat 
pada Tabel 3. 
2.4. Hyperparameter, Training dan Testing 
Pembagian data dilakukan sebelum tahap 
pencarian parameter terbaik (hyperparameter). 
Pembagian dataset menjadi dataset training dan 
testing dilakukan dengan proporsi 80% data training 
dan 20% data testing. Pembagian data dilakukan 
dengan memperhatikan proporsi kelas ekspresi 
emosi. Pembagian data tersebut dilakukan dengan 
menggunakan teknik stratified sampling. Stratified 
sampling memastikan untuk setiap kelas ekspresi 
emosi akan mempunyai perwakilan yang nanti akan 
digunakan pada saat proses training maupun testing.   
Hyperparameter terbaik dari setiap model akan 
dicari terlebih dahulu untuk mendapatkan hasil 
akurasi yang maksimal. Hyperparameter dicari 
dengan menggunakan 80% dari data training. Dari 
data tersebut akan dibagi lagi menjadi proporsi 80% 
data training dan 20% data testing. Langkah 
selanjutnya akan dilakukan sebanyak 5-fold cross 
validation. Pada model klasifikasi ELM akan dicari 
parameter jumlah hidden neuron terbaik dengan 
range 5 - 50. Untuk model klasifikasi SVM akan 





 dan jumlah iterasi terbaik dari nilai 
50 sampai 1000 dengan Kernel Linear. Sedangkan 
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untuk k-NN akan dicari nilai k-tetangga terbaik dari 
range 3 sampai 35. 
Proses training dilakukan setelah mendapatkan 
hasil parameter terbaik dari tahapan sebelumnya. 
Parameter terbaik tersebut digunakan untuk proses 
training dengan menggunakan 80% data. Sedangkan 
untuk testing menggunakan 20% data yang belum 
pernah digunakan pada saat proses pencarian 
hyperparameter maupun proses training. 
2.5. Metode Evaluasi 
Akurasi, Micro-Precision, Micro-Recall, dan 
F1 Score (micro) digunakan untuk mengetahui 
kemampuan metode klasifikasi untuk deteksi 
ekspresi wajah. Persamaan Akurasi, Micro-
Precision, Micro-Recall, dan F1 Score (micro) dapat 
dilihat pada Persamaan (4) – Persamaan (7). Selain 
itu, waktu komputasi juga digunakan untuk 
mengetahui kecepatan proses komputasi.  
         
     
           
       (4) 
                
       
               
 (5) 
             
       
               
 (6) 
        
                            
                            
 (7) 
3. FACIAL LANDMARK (FL) 
FL merupakan salah satu bagian dari 
permasalahan deteksi bentuk yang dikhususkan pada 
wajah. FL mendeteksi bagian geometris dari wajah. 
Pada bagian wajah akan diberikan titik-titik tertentu 
yang akan membentuk wajah beserta titik-titik 
lainnya yang ada pada bagian wajah, seperti alis, 
mata, hidung, dan mulut.  Titik-titik pada wajah dan 
komponen pada wajah akan diberikan titik untuk 
dapat digunakan mendeteksi perubahan yang terjadi 
pada wajah seperti terlihat pada Gambar 4.   
Pada dasarnya, tahapan FL dapat dilakukan 
dalam 2 (dua) tahap. Tahap 1 yaitu lokalisasi bagian 
wajah. Lokalisasi ini ditujukan untuk mendapatkan 
bagian wajah terlebih dahulu. Tujuannya adalah 
untuk membatasi ruang deteksi agar tidak terlalu 
besar untuk menentukan titik-titik penting pada 
wajah. Tahap 2 mendeteksi titik-titik pada wajah dan 
bagian-bagian pada wajah. Total terdapat 68 titik di 
wajah yang merepresentasikan bentuk wajah dan 
komponen-komponen pada wajah. Beberapa metode 
deteksi yang ada dapat melokalisasi titik-titik 
diantaranya: dagu, mulut, hidung, mata kanan, mata 
kiri, alis kanan, dan alis kiri.  
 
 
Gambar 4. Facial Landmark 
(Wu & Ji, 2019) 
 
 
4. HASIL EKSPERIMEN 
4.1. Parameter terbaik 
Hasil dari parameter terbaik di setiap model 
memberikan hasil ketepatan akurasi yang berbeda-
beda. Pada pengujian parameter terbaik didapatkan 
nilai akurasi antara 61% sampai 81%. 
 
ELM 
Parameter jumlah hidden neuron yang 
mendapatkan akurasi terbaik dari model ELM 
adalah 40 hidden neuron. Penggunaan jumlah 
hidden neuron yang kecil kurang memberikan nilai 
akurasi yang baik. Penambahan jumlah di hidden 
neuron berdampak pada naiknya nilai akurasi, akan 
tetapi pada jumlah hidden neuron dengan lebih dari 
20 nilai akurasinya fluktuatif. Nilai akurasi tertinggi 
didapatkan pada jumlah hidden neuron sejumlah 40. 
Akurasi yang didapat dari jumlah hidden neuron 
tersebut adalah 61%. Hasil dari eksperimen tersebut 
dapat dilihat pada Gambar 5. 
 
 
Gambar 5. Hasil akurasi terbaik pada ELM 
SVM 
Pada pemodelan SVM kombinasi nilai 
hyperparameter   = 10-5   dan 200 iterasi 
menunjukkan hasil akurasi yang paling tinggi 
dibandingkan dengan kombinasi parameter lainnya. 
Nilai   = 10-5 memberikan nilai akurasi yang 
fluktuatif di awal iterasi dengan akurasi yang 
meningkat secara signifikan pada iterasi ke 200. 
Nilai akurasi tersebut kemudian menurun dan 
fluktuatif pada nilai antara 78% - 80%. Hasil 
eksperimen pencarian hyperparameter terbaik 





















akurasi f1_micro precision_micro recall_micro
954   Jurnal Teknologi Informasi dan Ilmu Komputer (JTIIK), Vol. 8, No. 5, Oktober 2021, hlm. 949-956 
 
Gambar 6. Hasil akurasi terbaik pada SVM 
 
k-NN 
Pada model klasifikasi k-NN, nilai k tetangga 
yang menghasilkan akurasi terbaik didapatkan nilai 
k = 3. Pada nilai k tetangga kecil menghasilkan nilai 
akurasi yang lebih tinggi dibandingkan dengan k 
tetangga dengan nilai tetangga yang semakin besar. 
Semakin besar k tetangga yang digunakan untuk 
proses klasifikasi menghasilkan nilai akurasi yang 
semakin kecil. Hasil eksperimen pencarian 
hyperparameter terbaik k-NN dapat dilihat pada 
Gambar 7.   
 
 
Gambar 7. Hasil akurasi terbaik pada k-NN 
4.2. Perbandingan Klasifikasi 
Pada tahap ini hasil hyperparamter terbaik dari 
setiap model digunakan untuk mengklasifikasikan 
20% data testing ekspresi wajah. Hasil dari 
perbandingan antara ketiga model tersebut dapat di 
lihat pada Tabel 4. Hasil dari Tabel 4 didapatkan 
bahwa untuk akurasi tertinggi didapatkan oleh 
model ELM dengan akurasi dan F1 Score dengan 
nilai 0.76. Untuk algoritme SVM menghasilkan 
akurasi dan F1 Score sebesar 0.69. Sedangkan untuk 
algoritme k-NN nilai akurasi dan F1 Score yaitu 
sebesar 0.55.  
 








akurasi  0.76 0.69 0.55 
f1_micro 0.76 0.69 0.55 
precision_micro 0.76 0.69 0.55 
recall_micro 0.77 0.70 0.56 
 
 
Gambar 8. Perbandingan 3 metode klasifikasi 
 
Visualisasi dari Tabel 4 dapat dilihat pada 
Gambar 8. Dari Gambar 8 dapat dilihat bahwa 
model ELM memberikan hasil evaluasi yang lebih 
baik dibandingkan dengan SVM dan k-NN. Akurasi, 
F1 Score, Micro-Precision, dan Micro-Recall pada 
pemodelan ELM mengungguli nilai-nilai evaluasi 
pada pemodelan SVM dan k-NN. 
Pebandingan lain dari segi waktu komputasi 
menunjukkan model ELM lebih cepat dibandingkan 
dengan model klasifikasi yang lainnya. Model 
klasifikasi ELM membutuhkan waktu 6.9710
-3
 
detik untuk mengklasifikasikan ekspresi emosi. 






perbandingan waktu komputasi tersebut dapat dilihat 
pada Gambar 9. 
 
 
Gambar 9. Perbandingan waktu komputasi 
5. KESIMPULAN DAN SARAN 
Penelitian ini melakukan perbandingan model 
klasifikasi untuk deteksi ekspresi emosi pada wajah 
manusia. Perbandingan dilakukan pada tiga model 
klasifikasi berbasis Neural Network yang diwakili 
oleh ELM, kernel yang diwakili oleh SVM, dan 
tetangga yang diwakili oleh k-NN.  Pada penelitian 
ini hasil model klasifikasi terbaik ditunjukkan oleh 
ELM baik dari segi akurasi maupun waktu 
komputasi. Dari hasil eksperimen ini model 
klasifikasi ELM memberikan akurasi tertinggi 
dibandingkan dengan model klasifikasi lain dengan 
nilai akurasi dan F1 Score dengan nilai 0.76. 
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