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Camera application and image processing on access control system is efficient in 
term of usage and installation compared to other devices. Unfortunately, face detection 
and recognition in access control can be deceived by giving spoof identity (i.e. printed 
photo or photo/video from handphone/tablet of legitimate user) to the system. This 
thesis is used to research anti-spoofing system which is used to protect the face 
detection and recognition from spoof identity. It containts the comparison of 
combination from two feature extractions with two classifiers for anti-spoofing system. 
The result of the experiment will show the performance of system in term of accuracy 
and processing time. 
 Anti-spoofing system, which was made, has three parts: Preprocessing data, 
feature extraction, and classification. Preprocessing data used face detection using Haar 
cascades method. Image Distortion Analysis and Quaternionic Local Ranking Binary 
Pattern were used as feature extractors, while K-Nearest Neighbour and Support Vector 
Machine were used as classifiers. The datasets were taken from database Michigan State 
University, Center for Biometrics and Security Research, dan Idiap Research Institute. 
The experiment was done on intra database and cross database experiment. 
From the experiment, the system with QLRBP-SVM combination using Replay-
Attack database with optimal parameters, achieves the accuracy of 97.36% and the 
processing time of 400.998 ms, which is the best performance on intra database 
experiment. While, for the system with QLRBP-KNN combination using CASIA as 
training database and MSU as testing database with optimal parameters, achieves the 
accuracy of 67.00% and the processing time of 390.4705 ms, which is the best 
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hD  Koefisien pantulan diffuse 
hS Koefisien pantulan specular 
𝑟 Nilai red pada suatu pixel 
𝑔 Nilai green pada suatu pixel 
𝑏 Nilai blue pada suatu pixel 
𝑟𝐷 Nilai red pantulan diffuse pada suatu pixel 
𝑔𝐷  Nilai green pantulan diffuse pada suatu pixel 
𝑏𝐷 Nilai blue pantulan diffuse pada suatu pixel 
𝑟𝑆 Nilai red pantulan specular pada suatu pixel 
𝑔𝑆  Nilai green pantulan specular pada suatu pixel 
𝑏𝑆  Nilai blue pantulan specular pada suatu pixel 
𝐹 Citra asli 
ℎ𝑣 Filter low-pass arah vertikal 
ℎℎ  Filter low-pass arah horizontal 
𝐵𝑣𝑒𝑟  Citra blur arah vertikal 
𝐵𝐻𝑜𝑟  Citra blur arah horizontal 
𝐷_𝐹𝑉𝑒𝑟  Perbedaan absolut citra asli arah vertikal 
𝐷_𝐹𝐻𝑜𝑟  Perbedaan absolut citra asli arah horizontal 
𝐷_𝐵𝑉𝑒𝑟  Perbedaan absolut citra blur arah vertikal 
𝐷_𝐵𝐻𝑜𝑟  Perbedaan absolut citra blur arah horizontal 
𝑉𝑉𝑒𝑟  Perbedaan variasi citra asli dan citra blur arah vertikal 
𝑉𝐻𝑜𝑟  Perbedaan variasi citra asli dan citra blur arah horizontal 
𝑠_𝐹𝑉𝑒𝑟  Penjumlahan perbedaan absolut citra asli arah vertical 
𝑠_𝐹𝐻𝑜𝑟  Penjumlahan perbedaan absolut citra asli arah horizontal 
𝑠_𝑉𝑉𝑒𝑟  Penjumlahan perbedaan variasi citra asli dan citra blur arah vertical 
𝑠_𝑉𝐻𝑜𝑟  Penjumlahan perbedaan variasi citra asli dan citra blur arah horizontal 
𝑏_𝐹𝑉𝑒𝑟  Nilai blurriness arah vertikal 





𝑏𝑙𝑢𝑟𝐹 Nilai blurriness dari penelitian oleh F. Crete et al. 
AE Variabel penyimpan total nilai lebar tepian 
NE Jumlah tepian 
E Lebar tepian pada suatu titik 
BE Nilai blurriness dari penelitian oleh P. Marziliano et al. 
𝑞  Nilai quaternionic representation 
i Sumbu vektor yang merepresentasikan nilai red 
j  Sumbu vektor yang merepresentasikan nilai green 
k Sumbu vektor yang merepresentasikan nilai blue 
r’ Nilai red pada reference quaternion  
g’ Nilai green pada reference quaternion 
b’ Nilai blue pada reference quaternion 
α Vektor pembobot pada perhitungan nilai fase gambar QLRBP 
θ Fase gambar L2-norm 
𝛿 Fase gambar L1-norm 
K Jumlah tetangga terdekat 
𝐷 Jarak 
xi Vektor training samples 
y Class / label  
𝜔 Vektor pembobot pada klasifier SVM 
𝑏 Bias 
𝜉 Slack variable 
𝐶 Parameter cost misclassification (SVM dengan tipe C-Support Vector 
Classification) 
Ф Fungsi kernel 
ϕ Fungsi pemetaan vektor 
𝛾 Parameter gamma (SVM dengan tipe kernel Radial Basis Function) 
𝜕 Support Vector 
Q Label yang sudah dipetakan 
k Jumlah sub set pada k-fold cross validation 





𝐴 Nilai perhitungan a-means 
TP True positive (data positif yang diklasifikasikan sebagai positif) 
TN True negative (data negatif yang diklasifikasikan sebagai negatif) 
FP False positive (data negatif yang diklasifikasikan sebagai positif) 
FN False negative (data positif yang diklasifikasikan sebagai negatif) 
