Abstract-A Wireless Sensor Network consists of several sensor nodes deployed in an environment having as primary goal to collect data. However, due to limited sensor communication range, oftentimes it is necessary to use a mobile node that will visit other nodes to gather up their collected data. This work addresses the problem of planning efficient paths for data collection by a mobile node modeled as a nonholonomic vehicle with curvature constraints. We propose an efficient algorithm to identify areas of intersection among the nodes RF footprints which will guide the identification of a smaller set of waypoints through which the vehicle needs to traverse in order to collect available data. Then, a metric similar to the classical Traveling Salesman Problem is used to determine the best circuit that includes all these collecting points. In order to reduce the total path length for the mobile node, a meta-heuristic is used. The classical Dubins' path technique is employed to generate a feasible tour for the vehicle and a new heuristic is used to generate the required orientation at the collecting points. The methodology was validated in a simulated environment. Our methodology outperforms the classical Alternating Algorithm and the best performing stateof-the-art algorithm.
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I. INTRODUCTION
Wireless Sensor Networks (WSNs) have been the focus of many studies due to their ability to tackle a broad range of applications [1] . This type of network consists of multiple wireless nodes composed of a processor, memory, a radiofrequency (RF) transceiver, a power source and a set of sensors that collect data from the region of the environment where they happen to be deployed.
Unfortunately, a sensor node presents limitations as far as processing, memory and storage capabilities are concerned. In a typical application, data is continuously gathered up and need to be transmitted before the node's storage capacity is reached and newly acquired information is lost. The recipient of this information is another node with larger capacity, and it is generally called a sink node.
As far as mobility is concerned, a WSN is usually static, in the sense that its nodes stay in the same physical position where they were initially deployed and do not have the ability to move. Thus, the information acquired by a sensor is transmitted from node to node until it reaches a sink node. One of the issues that arise is that, due to its limited communication range, a node may become isolated from other nodes, being unable to ship off the data it acquires (known as the connectivity problem).
One way of approaching the connectivity problem is to endow one or more of the sink node nodes with mobility. A mobile sink node will then be apt to collect data from all sensors in the environment. Besides reducing the probability of loosing data, one of the advantages of this approach is that a sensor node will be able to save energy, since less power will be now required to transmit data, thus extending its operational life.
The total energy consumption of the new WSN, now composed of fixed and mobile nodes, also needs to be minimized, since mobile nodes will demand power for displacement and for communication. Therefore, it is essential to generate paths that enables the mobile sink node to efficiently collect data from all sensors. The computed path should present the shortest length possible, thereby reducing travel time and energy expenditure.
Motion planning is crucial to this problem, since kinematic and dynamic constraints play a fundamental role. A car-like vehicle, for example, is not able to instantaneously move orthogonally to its rolling direction. Vehicles that present motion constraints such as this are classified as nonholonomic. Therefore, including kinematic constraints in path generation is paramount. This paper presents a solution to the problem of generating paths for data collection in WSNs using a nonholonomic vehicle as the sink node (Dubins' vehicle). It is also assumed that the vehicle's storage is sufficiently large, and that the environment is obstacles-free. Initially, a meta-heuristic for global optimization is used to find the data collection points that minimize the path during the data gathering tour. Then, the shortest feasible path (i.e., obeying the vehicle's motion constraints) that passes through all points previously defined is computed.
II. RELATED WORK
The integration between mobile robots and Wireless Sensor Networks is still an area with several outstanding problems. A robot can be used to assist in various problems. Several works in the literature show approaches to accomplish this integration effectively, including coverage and fault tolerance [2] , localization, [3] and distribution of node sensors [4] .
The generation of paths for nonholonomic vehicles is a topic of great importance, especially in robotics. Numerous techniques that address this problem have been proposed in the literature. However, most of those methods have as their main focus the paths' feasibility (e.g. which satisfies the kinematic constraints of the vehicle), and usually neglect the length of the generated path.
Several shortest path algorithms for vehicles with no constraints have been described in the literature. As an example, the Traveling Salesman Problem (TSP) is a fundamental optimization problem and has been widely studied [5] . The central issue with TSP is to determine the shortest path that passes through a set of waypoints ("cities"), starting from and returning to any given waypoint after visiting all other waypoints exactly once. Formally, the problem can be defined as how to determine the shortest Hamiltonian cycle, which is known to be NP-hard.
The challenge of generating paths for data collection in a WSN is very similar to the problem called Traveling Salesman Problem with Neighborhoods (TSPN) [6] . In this problem the salesman still has to visit certain points, but now a neighborhood is defined for each one. Thus, both the salesman and the buyer can be located anywhere within this vicinity. Then, the problem can be posed as how to generate the shortest path that intercepts all neighborhoods at least once.
In [7] , an algorithm is proposed for the TSPN with nonoverlapping regions. In [8] this restriction is lifted, and neighborhoods are allowed to have intersecting regions. The problem becomes more similar to those found in the Wireless Sensor Network context. An extension from two-dimensional plan environments to three-dimensional spatial environments is presented at [9] , where the problem is to find the shortest path passing through spherical regions in space.
Another related problem is known as Euclidean Group Traveling Salesman Problem (EGTSP) [10] . In this instance, waypoints of interest are grouped into regions and a shortest path that passes through one point on all these regions at least once should be generated. This differs from the TSPN, where only the region needs to be visited. Figure 1 shows the difference between EGTSP and TSPN. In this paper we deal with the problem referred here as Traveling Salesman Problem with Neighborhoods for Dubins' Vehicle (TSPND), which considers the union of the restrictions imposed by the TSPN and the constraints of the vehicle. Only recently, these restrictions began to be considered as part of the same problem. In [11] a Genetic Algorithm is proposed, while in [12] , [13] a sampling based approach is used.
We propose in this paper a set of strategies to reduce the length of nonholonomic paths for active sink mobile robots modeled as Dubins' vehicles travelling in a WSN for data gathering.
III. METHODOLOGY
We first select the intersecting areas to provide an initial estimate of the places that the robot must reach. This information is used to compute the smaller number of waypoints that will compose the robot's trajectory through all collecting areas. These waypoints are used as the initial poses in a metaheuristic technique to find the shortest data gathering tour through the range of all sensors. Finally, we present a new approach to determine the orientation angles of the Dubins' paths on the previous circuit which further decrease the total nonholonomic path length.
A. Theoretical formalization
As mentioned above, we are dealing with a path planning problem for nonholonomic vehicles in the context of a TSPN. Then, we must first define the nonholonomic constraint before presenting our problem formalization.
Given a pair of waypoints p i , p f , representing the initial and final positions in a two-dimensional space, and given their orientations ψ i , ψ f , we must be able to find a feasible path for the robot that guides it from the initial to the final configuration.
In this paper, we will model the robot as a classical Dubins' vehicle [14] , where it has a maximum curvature (κ max ) as well as a velocity constraint. This representation encompasses a large class of nonholonomic vehicles that range from Ackerman steering cars to fixed-wing airplanes.
The TSP for Dubins' Vehicles (TSPD) is a TSP problem for which the path is composed by a Dubins' curves. This implies two requirements: (i) between any two points, the path is a Dubins' curve and (ii) orientations of two Dubins' curves that meet at the same point are equal.
As far as the underlying physics of the system is concerned, the curvature may be defined as a quantity that is directly proportional to the lateral acceleration of the robot in the plane. The value of κ max is inversely proportional to the minimum curvature radius (ρ) of the curve that the vehicle is capable to execute. This is also related to the maximum lateral acceleration of the vehicle.
Regarding the dynamics of the vehicle, we also impose a velocity constraint to our vehicle, in order to avoid maneuvers that violate the Dubins' method between any two consecutive waypoints. We use a configuration vector q i = p i , ψ i to represent the complete state of the vehicle in the SE2 domain.
In order to be considered feasible, a path for this kind of robots must be such that the curve r(t) between two waypoints must simultaneously fulfill the curvature and velocity constraints of the vehicle, as expressed by:
where κ(t) is the curvature function of a curve in the ndimensional space that can be calculated by Equation 2:
In order to deal with the intersection of communication neighborhoods of the sensor nodes, let us first recall the formalization of TSPN: Given a set of N nodes to be visited, each one located at coordinates n i = (x i , y i ) (with 1 ≤ i ≤ N ), and given a closed region H i associated with each node i, called the neighborhood of i, the goal of the TSPN is to find a sequence of P waypoints, P = p 1 , . . . , p P , for which the following constraints hold: 1) each neighborhood H i contains at least one of the waypoints; and 2) a predefined cost function (e.g., the total traveled distance) is minimized. The classic TSP is the particular case where H i = {n i } and P = N , for which P is some permutation of {n 1 , . . . , n N }. In this paper, the neighborhood of a given node is defined as a circle centered on that node, or:
where r i is the maximum distance for which the communication between the node i and the mobile sink is assured. One interesting consequence of the above definition is that a single waypoint may simultaneously cover more than one neighborhood if their intersections are not empty. Formally, if H i ∩ H j = ∅ for some i = j, then any waypoint p p ∈ (H i ∩ H j ) suffices to fulfill the first constraint defined for P. More generally, a single waypoint can be defined to cover several neighborhoods for any non-empty common region (H i ∩ H j ∩ H k ∩ . . .). As a consequence, the number of waypoints, P , may be smaller than the number of nodes, N , which helps minimizing the cost function. While the identification of these common regions is mathematically trivial, the selection of the region that will actually contain waypoints is not. For instance, for the nodes and neighborhoods depicted in Figure 2 both sequences
are acceptable. Therefore, both the identification and selection of these common regions are fundamental steps to optimize the problem and are presented next.
B. Identification and selection of common regions
Our heuristic to solve this step is based on two greedy criteria: (i) Common regions that cover more nodes are better; and (ii) largest regions are better. From these criteria, the following iteration is used to select the common regions: 1) Select the set of nodes N = {n i , n j , . . .} for which the corresponding common region, (H i ∩ H j ∩ . . .), is nonempty and |N | is the highest (i.e., N covers the largest amount of nodes possible). If there are more than one set for which this definition applies, then select the set whose common region has the largest area; 2) Define a new common region R r as the intersection of the selected neighborhoods; 3) Discard nodes n i , n j , . . . and repeat all steps with remaining ones until all nodes are discarded. From the above definition, it is clear that any sequence of waypoints P = permutation(p 1 , . . . , p P ), where each p p ∈ R r , is acceptable in the sense that all neighborhoods are covered by one waypoint.
While essentially simple, the proposed iterative algorithm poses two practical problems if tackled analytically, namely (i) how to identify the common region that covers the largest amount of nodes and (ii) how to evaluate the area of a given common region. Also, the centroid of each region must be computed for the next subsections. To overcome the complexity of these operations, in our implementation we have adopted techniques inspired on classical rasterization algorithms used in Computer Graphics. The following steps describe our approach:
1) The two-dimensional space is represented as a grid where the value of each cell c x,y is a set of waypoints, all initially set to c x,y ← ∅; 2) For each node n i , all cells contained inside the neighborhood H i are updated to c x,y ← c x,y ∪ {n i }. Once the grid is built, all problems posed before can be easily solved: (i) The regions that cover the maximum number of nodes are the cluster of cells with maximum |c x,y | and storing the same set of nodes, c x,y ; (ii) the largest region is that composed of the highest number of cells (as this quantity is proportional to the area of the region); and (iii) the centroid of each region is defined as the mean of the coordinates of the centers of the corresponding cells. All these evaluations are approximate (given the errors caused by grid sampling), but the results should be reasonably accurate if one selects a grid size significantly smaller than the minimum r i (for example, 1/50).
C. Waypoints optimization
The main idea presented in this section is to optimize the position of the collection points previously calculated, thus reducing the overall length of the generated path. To accomplish this task we will use the Continuous-GRASP (C-GRASP) algorithm. Due to the exponential behavior of the problem we decided to use a metaheuristic. Among several found in the literature (e.g. Simulated Annealing, GRASP, Genetic Algorithms) we chose the C-GRASP algorithm.
The Greedy Randomized Adaptive Search Procedures (GRASP) metaheuristic is described in [15] as a multi-start local search procedure, where each iteration consists of two phases: a construction phase and a local search phase.
In [16] the C-GRASP method was proposed. It extends the GRASP from the domain of discrete optimization to that of continuous global optimization. C-GRASP works by discretizing the domain into a uniform grid, so that both the construction and local improvement phases move along points on the grid. As the algorithm is executed, the grid adaptively becomes denser. In our work we have implemented the C-GRASP, as presented in [17] , to speed up the execution and increase robustness.
The pseudo-code for C-GRASP adapted to our context is presented in Algorithm 1.
while Stopping criteria not met do 3:
x ← UnifRand(l, u)
4:
x ← P
5:
h ← h s
6:
while h > h e do 7:
if f (x) < f * then
11:
end if
13:
if Imp C = 0 and Imp L = 0 then
14:
h ← h/2
15:
end if 16: end while 17: end while 18: return x * The parameter P is the sequence of waypoints p 1 , . . . , p P , where each p p is initialized to the centroid of the corresponding common region, using the method explained in the previous subsection. The order of the waypoints is obtained by applying the Euclidean TSP algorithm over waypoint coordinates. The circuit (sequence of visit) will not be modified during the execution of the C-GRASP.
The parameters h s and h e define the starting and ending grid discretization, while parameter p lo defines the portion of the neighborhood of the current solution that is searched during the local improvement phase.
The objective function f (·) corresponds to the Euclidean distance of the circuit. Since we already have a good estimation for the path, instead of initializing f * (best solution found) with infinity (as proposed in the classic implementation of the C-GRASP technique), we initialize it with the length of the path found by the TSP.
The initial solution x is always set to the initial values of P, instead of randomly initialize it inside the loop as proposed in the classic method.
Variables Imp C and Imp L verify if an improvement has occurred in the construction phase or during local search. If there was no improvement, the level of discretization is reduced by half. The variable Imp C will be false only if there has been no improvement in the solution on the construction phase. The variable Imp L will be false only if the input used on the local search phase is already a local minimum (h-local minimum).
The objective function being optimized here corresponds to the Euclidean distance of the circuit. Both the construction and local improvement phases move each waypoint p p inside the corresponding common region R p . We refer the reader to the material found in [16] , [17] for further details on the C-GRASP algorithm.
After the optimization ends, it is necessary to make the new path feasible (e.g. it must respect the vehicle's kinematic constraints). We use the Alternating Algorithm proposed in [18] to assign orientation to the waypoints, thus enabling the generation of the Dubins' path between them. Figure 3 presents a comparison between an Euclidean TSP shortest path and the TSPD path. However, the attributed orientation often is far (a) (b) Fig. 3 . Generated paths using (a) TSP e (b) TSPD [18] .
from the value that would make it possible to find the shortest path. In the next section we present an alternative heuristic that can reduce the path generated using the Alternating Algorithm.
D. Mean angle algorithm
This subsection focuses on the determination of the orientation ψ p of each waypoint p, based on the sequence of waypoint positions p 1 , . . . , p P (Fig. 4(a) ). Since the path itself will be constructed using the Dubins' path algorithm, the key idea of our algorithm is twofold: (i) short Dubins' curves (the "CCC" curves as defined in [14] ) should be avoided; and (ii) a waypoint p should be located preferentially in the middle of a curve, coming from the previous waypoint, p − 1, towards the next waypoint, p + 1.
To avoid (most of) short Dubins' curves, first one should notice that they can only occur in cases where the distance between two adjacent waypoints is less than 2ρ. While short curves cannot be avoided under some geometrical circumstances, in this work a simple approach is used: Adjacent waypoints, whose distance is less than 2ρ, are linked together by straight paths, starting from the closest pair. The orientation of the remaining waypoints are set to the mean angle based on the vertex formed with the previous and the following neighbors. The entire algorithm is detailed as follows: 1) Initialize all orientations ψ 1 , . . . , ψ P as "undefined"; 2) While exists a pair of adjacent waypoints where both orientations are undefined and the distance between them is less or equal than 2ρ: a) Select the pair of waypoints p and p + 1 for which the previous condition holds and the distance p p+1 − p p is minimum; b) Set both orientations ψ p and ψ p+1 to pp+1−pp pp+1−pp . 3) While there exists a waypoint p whose orientation ψ p is undefined: Set ψ p as the mean angle of vectors p p −p p−1 and p p+1 − p p , or:
Notice that Step 2b is responsible for linking close waypoints with straight segments (Fig. 4(b) ), while Step 3 fills remaining undefined orientations (Fig. 4(c) ).
E. Complexity analysis
In this section, we bring a brief analysis of the computational complexity of the proposed technique, and we also present relevant bounds regarding both the execution time and the path's length.
The first and last steps of the methodology (selection of common regions and mean angle algorithm) run in linear time O(n), where n is the number of nodes. The stop criterion of the waypoint optimization stage is the number β of iterations, and the parameter used in the grid discretization has a linear decrement. Inside the construction and local search phase, each waypoint is analyzed for a better solution, thus having a cost of O(n), where n is the number of waypoints. Therefore, the algorithm has a final time complexity of O(n), with n being the number of nodes.
Theorem 3.4 from [19] demonstrates that the Dubins' distance between two configurations is bounded by
where τ ∈ [2.657, 2.658]. Then, one may directly observe that a not tight upper bound for the length of the path is
with P > 2 and ρ > 0, since we can consider an optimal ETSP solver and all connecting links are are Dubins' curves. However, in spite of resulting in a worse upper bound than the classical Alternating Algorithm in the worst case, it is important to observe that in practice the results have a good chance of being much better than this limit. This will occur as a result of the waypoint optimization stage, which produces circuits with a reduced number of curves, and thus, shorter Dubins' curves.
IV. EXPERIMENTS
In this section we first present an analysis of one very specific result to graphically illustrate our method. Then, we provide a statistical analysis, showing the improvement it obtains when compared with other techniques.
A. Step-by-step path optimization analysis
This section presents and analyzes all the steps of our methodology for a specific and arbitrarily selected result ( Figure  5 ). Figure 5 (a) shows the initial path obtained with the TSP, passing exactly at each sensors' position, in the center of the dashed blue circles (that represents the range of the sensor nodes). In this first step, the sequence of visited nodes is defined and does not change, except when two or more nodes form intercession areas.
Its respective Dubins' circuit can be seen in 5(b), which is obtained by applying the Alternating Algorithm on the previous points (sensors' position). As expected, the length of the total path is much larger than the one shown in Figure 5 (a). Figure 5 (c) presents the new waypoints obtained after the optimization process (red diamonds). They represent a smaller number of target points to be tended to by the final path. Here, blue diamonds represent the initial positions of each of these new waypoints, at the beginning of the optimization stage. The figure also shows the circuit, calculated by the TSP among those waypoints.
The same circuit can be seen in Figure 5 (d), but now with the nonholonomic constraints. The Alternating Algorithm was used to provide the orientation at each waypoint. As it can be seen, the total path's length is significantly shorter than the path in Figure 5(b) .
Finally, Figure 5 (e) uses the Mean Angle Algorithm, and generate a path significantly smaller than the previous one.
B. Statistical analysis
The experiments were performed in an environment with dimensions 800 m × 800 m and a total of 15 nodes whose position were randomly (uniformly) distributed. Each node has a fixed transmission range, chosen randomly from the interval from r min to r max . We set these values as 30 m and 100 m, respectively. We also defined a simulated vehicle with minimum curvature radius ρ = 50 m, which is adequate when compared to the dimensions of the environment.
As the proposed technique represents a statistical method, it is necessary to present an overall analysis with a large number of experiments. We run a total of 5000 experiments. Although the cost function that we used is modeled as the Euclidean distance, it provided a good approach to the nonholonomic case we dealt with in this work. It is possible to note that the optimized circuit obtained shortest Dubins' paths in almost 100% of the cases. Figure 6 (b) presents the histogram of the reduction achieved by the TSPD with C-GRASP results (that apply the Alternating Algorithm) by using the proposed Mean Angle Algorithm. Although it cannot be said that the distribution is normal, it presents a mean value of 11.1% with standard deviation of 7.8%. With this approach, we were able to provide improvements in more than 94.6% of the instances. This represents a good result, since we are dealing with a relative small number of nodes. For larger numbers, we believe better results may be obtained.
Finally, Figure 6 problem [13] using 25 samples. We executed 200 comparisons for randomly generated paths. Figure 7 presents a histogram comparing both methods.
The method presented here obtained shorter paths than those produced by the compared technique in 80% of the cases, with an average reduction of 7.9%. The reduction was significantly greater than zero, t(199) = 10.45, two-tail p ≈ 0. A 95% C.I. about path reduction is (100.3, 147). Figure 8 presents both paths for some different example instances used in the comparison, and the length of the path obtained by our methodology and by [13] (in parentheses). 
C. Path execution
One of the main problems concerning the use of Dubins' curves is the discontinuity on the curvature profile, which leads to abrupt lateral accelerations resulting in paths that are not feasible by a real robots.
Therefore, in this section we present an experiment where a simulated vehicle must autonomously follow the generated path, in order to verify its feasibility. The experiment was simulated in an open, planar and obstacle-free environment.
The simulation was executed using a mathematical model of a real small unmanned fixed-wing aircraft called AqVS [20] (Figure 9 ), implemented using the Matlab/Simulink R graphical language. The experiment consisted in simulate an uniformly random distribution of 30 nodes over an 1 000 m x 1 000 m area. Each node was set to have a transmission range on an interval [r min , r max ] varying randomly from 50 m to 100 m. Figure  10 presents the nodes' displacement and the calculated path given by the proposed methodology that must be followed. The vehicle has a minimum curvature radius ρ ≈ 80 m, empirically determined. It was initialized at position (0, 0) with orientation θ = π, and the controller used had a tolerance of 50 m around the waypoint to consider it as visited (due to the simulated noise). Figure 11 presents the actual path executed by the robot. It is possible to verify that even with all the uncertanty related to the robot's movement, the executed path respects the constraint and is similar to the planned path. The calculated path had a length of 4 566.35 m, while the executed path was 5 184.05 m, but it is important to remember the distance from the origin to the first waypoint. 
V. CONCLUSION AND FUTURE WORK
This work proposed the use of a set of strategies to reduce the feasible path length of a data gathering tours, in the setting of WSNs, by nonholonomic (Dubins) vehicles. The methodology provided good results, decreasing the path's length by about 41% on the average over the classic TSPD. In specific cases our method obtained a reduction of approximately 60% of the total path.
We verified that the use of the Mean Angle Algorithm is a better approach when dealing with the problem of generating short Dubins' circuits. Thus, we intend to investigate other options to the Alternating Algorithm. The C-GRASP also represents a good alternative to minimize the overall distance of the TSP circuit, with significant impact on the final result.
The work has several future directions that can be pursued in order to improve the proposed methodology, which includes the extension of the proposed methodology to multi-robot ensambles and to environments containing obstacles. Experiments in a real world scenario will also be conducted.
As stated before, the discontinuity on the curvature profile, which leads to abrupt lateral accelerations, remains a problem. Therefore, we intend to study possible techniques for generating smoother variations of acceleration, for example, the use of other types of curves such as clothoids.
The model of our Wireless Sensor Network may also be improved to deal with real problems like uncertainty of communication channels and position, signal strength variations with distance and different data volume in the sensors.
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