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Complete filtered L∞-algebras and their homotopy theory
Christopher L. Rogers
Abstract
We analyze a model for the homotopy theory of complete filteredZ-gradedL∞-algebras, which lends
itself well to computations in deformation theory and homotopical algebra. We first give an explicit proof
of an unpublished result of E. Getzler which states that the category L̂ie[1]∞ of such L∞-algebras and
filtration-preserving∞-morphisms admits the structure of a category of fibrant objects (CFO) for a ho-
motopy theory. As a novel application, we use this result to show that, under some mild conditions, every
L∞-quasi-isomorphism between L∞-algebras in L̂ie[1]∞ has a filtration preserving homotopy inverse.
Finally, building on previous joint work with V. Dolgushev, we prove that the simplicial Maurer–Cartan
functor, which assigns a Kan simplicial set to each complete filtered L∞-algebra, is an exact functor
between the respective categories of fibrant objects. We interpret this as an optimal homotopy-theoretic
generalization of the classical Goldman–Millson theorem from deformation theory. One immediate appli-
cation is the “∞-categorical” uniqueness theorem for homotopy transferred structures previously sketched
by the author in [27].
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1 Introduction
A fundamental guiding principal of deformation theory is that every deformation problem over a field of
characteristic zero is governed by the homotopy type of a dg Lie algebra. This dictum, attributed to P. Deligne
and V. Drinfeld, now appears as a precise theorem in the work of J. Lurie [20], and J. Pridham [22]. In
applications, completeL∞-algebras, i.e.Z-gradedL∞-algebras
(
L, d, {· · · }k≥2
)
equipped with a compatible
complete descending filtration L = F1L ⊇ F2L ⊇ · · · provide computationally useful models for such
homotopy types.
Two different categories of complete L∞-algebras
1frequently appear in the literature. The first, which we
denote as L̂ie[1]∞, is the category whose morphisms are filtration-compatible weak L∞-morphisms (a.k.a.
“∞-morphisms”). The second, L̂ie[1]str∞ ⊆ L̂ie[1]∞, is the wide subcategory of the former whose morphisms
are filtration-compatible strict L∞-morphisms. The weak morphisms in the larger first category are arguably
more useful in applications, e.g. formal deformation quantization, and they are the ones that we focus on in
this paper.
The simplicial Maurer-Cartan functorMC : L̂ie[1]∞ → KanCplx is a construction [13, 17] that produces
from any complete L∞-algebra a Kan simplicial set, or∞-groupoid. Its properties, which depend crucially
on the topology induced by the filtration, generalize those of the Deligne groupoid associated to a nilpotent
dg Lie algebra in formal deformation theory. In the non-positively graded case, it can be thought of as a
“fattened” non-abelian analog of the classical Dold–Kan functor from chain complexes to simplicial vector
spaces. Indeed, in this case, from the point of view of rational homotopy theory, MC is the Lie theoretic
analog of D. Sullivan’s spatial realization functor.
We recall in Def. 6.1 that a morphism between complete L∞-algebra L→ L
′ in L̂ie[1]∞ is a weak equiv-
alence if the restriction of its linear term to each piece of the filtration is a quasi–isomorphism of subcochain
complexes FnL
∼
−→ FnL
′. In particular, every weak equivalence is an L∞ quasi-isomorphism. In previous
joint work [9] with V. Dolgushev, we generalized a result of E. Getzler [13] and established a connection
between the homotopy theory of complete L∞-algebras and Kan complexes:
Theorem (Thm. 1.1 [9]). If Φ: L → L′ is a weak equivalence in L̂ie[1]∞, then MC(Φ): MC(L) →
MC(L′) is a homotopy equivalence between simplicial sets.
This is a generalization of the classical theorem of Goldman and Millson [15] from deformation theory,
which was first brought into the L∞ context by Getzler for the special case of nilpotent L∞-algebras and
strict L∞ quasi-isomorphisms [13, Thm. 4.8]. The above theorem has turned out to be useful in a variety of
applications beyond deformation theory, including the rational homotopy theory of mapping spaces [3, 12],
and operadic homotopical algebra [8, 25].
The main goals of the present work are twofold. First, we give a more complete and explicit description
of the homotopy theory in the category L̂ie[1]∞. We then extend the aforementioned “L∞ Goldman-Millson
Theorem” by establishing the compatibility of this additional homotopical structure in L̂ie[1]∞ with the Kan-
Quillen model structure for simplicial sets via the simplicial Maurer-Cartan functor.
Overview and main results
In Section 6, we verify that the category L̂ie[1]∞ of complete L∞-algebras over a field k with char k = 0,
and filtration-compatible weak L∞-morphisms form “one-half of a model category”, i.e. a category of fibrant
objects for a homotopy theory (Def. 3.1) in the sense of K. Brown [4].
1What we call L∞-algebras in this paper are technically “shifted” L∞-algebras. The conceptual distinction is minimal in the
Z-graded context, since the only difference is a suspension of the underlying vector space. See Sec. 5.2.
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We attribute the following statement to unpublished work2 of E. Getzler. Our proof, however, is novel, to
the best of our knowledge:
Theorem 1 (Thm. 6.2). The category L̂ie[1]∞ admits the structure of a category of fibrant objects in which
– a morphism Φ:
(
L, d, {· · · }
)
→
(
L′, d′, {· · · }′
)
is a weak equivalence if and only if its linear term
Φ11 : (L, d)→ (L
′, d′) induces for each n ≥ 1 a quasi–isomorphism of cochain complexes
Φ11|FnL : (FnL, d)
∼
−→ (FnL
′, d′).
– a morphism Φ:
(
L, d, {· · · }
)
→
(
L′, d′, {· · · }′
)
is a fibration if and only if its linear termΦ11 : (L, d)→
(L′, d′) induces for each n ≥ 1 an epimorphism of cochain complexes
Φ11|FnL : (FnL, d)։ (FnL
′, d′).
The proof of the theorem is given in Sec. 6.1. It builds on the following fact which we establish beforehand
in Sec. 4.3: the CFO structure on the category Ch∗ of Z-graded cochain complexes over k induced by the
standard projective model structure [18, 30] lifts to the category of complete filtered Z-graded complexes
Ĉh∗. Our proof also provides explicit descriptions of pullbacks, and a “strictification” result for fibrations.
The tractability of this approach relies on technical lemmas from B. Vallette’s work [31] on the homotopy
theory of homotopy algebras. Furthermore, we observe that the category L̂ie[1]∞ has a functorial path object,
given by the completed tensor product −⊗̂Ω1 with the cdga Ω1 of polynomial de Rham forms on ∆
1.
As an application, we use Theorem 1 to prove
Theorem 2 (Thm. 6.9). Every weak equivalence Φ:
(
L, d, {· · · }
) ∼
−→
(
L′, d′, {· · · }′
)
in L̂ie[1]∞ has a
homotopy inverse in L̂ie[1]∞ which can be exhibited by any choice of path objects for L and L
′.
In particular, there exists a weak equivalence Ψ:
(
L′, d′, {· · · }′
) ∼
−→
(
L, d, {· · · }
)
and homotopies
HL :
(
L, d, {· · · }
)
→
(
L⊗̂Ω1, dΩ, {· · · }Ω
)
, HL′ :
(
L′, d′, {· · · }′
)
→
(
L′⊗̂Ω1, d
′
Ω, {· · · }
′
Ω
)
,
which induce equivalences ΨΦ ≃ idL and ΦΨ ≃ idL′ .
The proof of Theorem 2 follows from:
(i) abstract properties of CFOs satisfying two additional axioms which recall in Section 3.2, and
(ii) our observation that every object in L̂ie[1]∞ is “cofibrant”. That is, every acyclic fibration in L̂ie[1]∞
is a retract (Cor. 6.8).
Finally, in section 7.2 we give an optimal homotopy-theoretic generalization of the classical Goldman–
Millson theorem, which extends our previous work [9] with V. Dolgushev.
Theorem 3 (Thm. 7.4). The simplicial Maurer-Cartan functorMC : L̂ie[1]∞ → KanCplx is an exact functor
between categories of fibrant objects (Def. 3.7). In particular:
1. MC sends weak equivalences in L̂ie[1]∞ to weak homotopy equivalences between Kan simplicial sets.
2. MC sends (acyclic) fibrations in L̂ie[1]∞ to (acyclic) Kan fibrations.
3. MC sends pullbacks of (acyclic) fibrations in L̂ie[1]∞ to pullbacks in KanCplx.
We note that our proof of Theorem 3 completes the sketch we first provided in the announcement [27].
2We learned of this statement during a conversation with E. Getzler at the “Algebraic Analysis & Geometry Workshop” hosted
by the University of Padua in the fall of 2013.
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Remark on applications We suggest that these results, while not surprising, give further support for the
point of view that complete L∞-algebras can provide “chain models” for studying obstruction, transfer, and
enrichment phenomena in homotopical algebra, in analogy with the Dold-Kan correspondence in the classical
abelian setting. Along those lines, we make some rather simple observations concerning obstruction theory
in Sec. 5.5 which formalize ideas that are surely well known to experts.
A more novel application which follows from Theorem 1 is the “∞-categorical” uniqueness theorem
for homotopy transferred structures sketched in [27, Corollary 1]. The statement is roughly the following:
Suppose we are given a cochain complex A, a homotopy algebra B of some particular type (e.g, an A∞,
L∞, or C∞-algebra) and a quasi-isomorphism of complexes φ : A→ B. Then, using the simplicial Maurer–
Cartan functor, we can naturally produce an ∞-groupoid F whose objects correspond to solutions to the
“homotopy transfer problem”. By a solution, we mean a pair consisting of a homotopy algebra structure on
A, and a lift of φ to a∞-quasi-isomorphism of homotopy algebras A
∼
−→ B. The fact thatMC preserves both
weak equivalences and fibrations allows us to conclude that: (1) The∞-groupoid F is non–empty, and (2) it
is contractible. In other words, a homotopy equivalent transferred structure always exists, and this structure
is unique in the strongest possible sense.
Related work There is a substantial amount of literature on the homotopy theory of L∞-algebras and the
properties of the simplicial Maurer-Cartan functor. What follows is our attempt to carefully give attribution
to these previous works, and clearly identify their relationship to the results presented in this paper.
• The results of A. Lazarev [19] and B. Vallette [31] imply that the full subcategory of fibrant objects
in V. Hinich’s model category [16] of Z-graded conilpotent dg cocommutative coalgebras over k is
equivalent to the category Lie[1]∞ of (shifted) Z-graded L∞-algebras and ∞-morphisms. This gives
Lie[1]∞ the structure of a CFO (with functorial path objects) in which the weak equivalences are L∞
quasi-isomorphisms and the fibrations are L∞-epimorphisms (see Def. 5.2). When combined with our
Theorem 1, these results imply that the forgetful functor L̂ie[1]∞ → Lie[1]∞ is an exact functor between
categories of fibrant objects.
• In [17], V. Hinich established statements (1) and (2) of Theorem 3 for the special case of strict morphisms
between nilpotent dg Lie algebras.
• As previously mentioned, in [13], E. Getzler proved statements (1) and (2) of Theorem 3 for the special
case of strict morphisms between nilpotent L∞-algebras.
• In [32], S. Yalin established statement (1) of Theorem 3 for the functor MC : L̂ie[1]str∞ → KanCplx,
i.e., for the special case of strict filtration-compatible morphisms between complete L∞-algebra. Yalin
also proved in [32, Thm. 4.2] statement (2) of Theorem 3 for the functor MC : L̂ie[1]str∞ → KanCplx,
assuming certain finiteness conditions, as well as strictness of morphisms.
• In [2], R. Bandiera proved an analog of Theorem 3 for Getzler’s Deligne∞-groupoid functor γ• : L̂ie[1]
str
∞ →
KanCplx, which can be thought of as a “smaller” homotopy equivalent model for the simplicial Maurer-
Cartan construction, when restricted to the category of completeL∞-algebras and strict filtration-compatible
morphisms. Similar results were also established by D. Robert-Nicoud in [25].
We note that the functor γ• is not well defined on∞-morphisms between L∞-algebra, and therefore does
not extend to the category L̂ie[1]∞.
• A detailed analysis of the homotopy type of the simplicial Maurer-Cartan setMC(L) and Deligne∞-
groupoid γ•(L) for a complete L∞-algebra L ∈ L̂ie[1]
str
∞ was given by A. Berglund in [3]. Statement
(1) of Theorem 3 for the functorMC : L̂ie[1]str∞ → KanCplx, as well as the analogous statement for the
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functor γ• : L̂ie[1]
str
∞ → KanCplx was proved in [3, Prop. 5.4.]. Statement (2) of Theorem 3 was also
asserted [3, Prop. 5.4.] for both functorsMC and γ• with domain category L̂ie[1]
str
∞ , but the proof given
there is unfortunately incomplete.
Finally, we note that the CFO structure that we describe in Sec. 4.3 for the category Ĉh∗ of complete
filtered Z-graded cochain complexes over k is equivalent to the one obtained by other methods by C. Di
Natale in [6] for complexes over more general rings.
Acknowledgments
We thank Ezra Getzler for invaluable conversations on the homotopy theory of L∞-algebras and related
topics. The axioms (EA1) and (EA2) presented in Section 3.2 stemmed from discussions with Aydin Ozbek.
We thank him for sharing his insights on homotopy equivalence in categories of fibrant objects.
This paper is based upon work supported by the National Science Foundation under Grant No. DMS-
1440140, while the author was in residence at the Mathematical Sciences Research Institute in Berkeley,
California, during the Spring 2020 semester. Additional support provided by a grant from the Simons Foun-
dation/SFARI (585631,CR).
2 Conventions
Throughout, we work over a field k of characteristic zero. All graded objects are assumed to be Z-graded
and, in general, unbounded. We use cohomological conventions for all differential graded (dg) objects. We
follow the conventions and notation of [9, Sec. 1] and [10, Sec. 1.1.] for graded linear algebra, Koszul signs,
etc. In particular, for a Z-graded vector space V , we denote by sV (resp. by s−1V ) the suspension (resp. the
desuspension) of V . In other words,
sV i := V [−1]i := V i−1 s−1V i := V [1]i := V i+1.
Throughout, Vect denotes the category of Z-graded vector spaces over k, and Ch∗ denotes the category
of unbounded cochain complexes of k-vector spaces. We denote by Ch∗proj the category Ch
∗ equipped with
the projective model structure [18, 30]. The weak equivalences in Ch∗proj are the quasi-isomorphisms, and
the fibrations are those maps which are surjective in all degrees. Note that every object in Ch∗proj is fibrant.
Finally, sSet denotes the category of simplicial sets, which we tacitly assume is equipped with the Kan-
Quillen model structure, and KanCplx ⊆ sSet denotes the full subcategory of Kan complexes as a category
of fibrant objects [14, Sec. I.9].
3 Categories of fibrant objects
Definition 3.1 (Sec. 1 [4]). Let C be a category with finite products, with terminal object ∗ ∈ C, and equipped
with two classes of morphisms called weak equivalences and fibrations. A morphism which is both a weak
equivalence and a fibration is called an acyclic fibration. Then C is a category of fibrant objects (CFO) for
a homotopy theory iff:
1. Every isomorphism in C is an acyclic fibration.
2. The class of weak equivalences satisfies “2 out of 3”. That is, if f and g are composable morphisms in
C and any two of f, g, g ◦ f are weak equivalences, then so is the third.
3. The composition of two fibrations is a fibration.
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4. The pullback of a fibration exists, and is a fibration. That is, if Y
g
−→ Z
f
←− X is a diagram in C with f
a fibration, then the pullback X ×Z Y exists, and the induced projection X ×Z Y → Y is a fibration.
5. The pullback of an acyclic fibration exists, and is an acyclic fibration.
6. For any object X ∈ C there exists a (not necessarily functorial) path object, that is, an object XI
equipped with morphisms
X
s
−→ XI
(d0,d1)
−−−−→ X ×X,
such that s is a weak equivalence, (d0, d1) is a fibration, and their composite is the diagonal map.
7. All objects of C are fibrant. That is, for any X ∈ C the unique mapX → ∗ is a fibration.
3.1 Factorization and right homotopy equivalence
The axioms of a CFO imply Brown’s Factorization Lemma [4, Sec. 1]: Every morphism f : X → Y in C can
be factored as f = pf ◦ f , where pf is a fibration and f is a right inverse of an acyclic fibration (and hence
a weak equivalence). Let us briefly recall the construction. Let Y
s
−→ Y I
(d0,d1)
−−−−→ Y × Y be a path object for
Y , and let X ×Y Y
I be the pullback in the diagram
X ×Y Y
I Y I
X Y
pr2
f
pr1
∼
d0
∼ (3.1)
Then the commutative diagram
X
idX

sf
// Y I
d0

X
f
// Y
provides a unique weak equivalence f : X
∼
−→ X ×Y Y
I such that pr1f = idX . Finally, define pf : X ×Y
Y I → Y to be the composition pf := pr2 ◦ d1. See [4], or the proof of [28, Lemma 2.3] for the verification
that pf is indeed a fibration.
Remark 3.2. The above construction combined with axiom (2) in Def. 3.1 implies that if C is a CFO, then
any two objects X,Y ∈ C connected by a weak equivalence f : X
∼
−→ Y are connected by a span of acyclic
fibrations
X ×Y Y
I
X Y
pr1
∼
pf
∼
We recall from [4, Sec. 2] that two morphisms f, g : X → Y in a CFO are (right) homotopic if and only
if there exists a path object Y
s
−→ Y I
(d0,d1)
−−−−→ Y × Y and a morphism h : X → Y I such that f = d0h and
g = d1h. In this case we write “f ≃ g”. In analogy with the situation in a model category one shows that
homotopy in a CFO is an equivalence relation by taking iterated pullbacks of path objects. See for example
the dual of [23, Lemma 4].
The next proposition, which we recall from [4], describes how homotopy behaves under pre and post-
composition. It will be quite useful to us in the next section.
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Proposition 3.3 (Prop. 1 [4]). Let C be a category of fibrant objects. Assume α ≃ β : A→ B are homotopic
morphisms in C. Then
1. If µ : Z → A is an arbitrary morphism, then αµ ≃ βµ : Z → B.
2. If ν : B → C is an arbitrary morphism, and CI is any path object for C , then there exists an acyclic
fibration φ : Z
∼
։ A such that
ναφ ≃ νβφ : Z → C
via a homotopy h˜ : Z → CI .
3.2 Categories of “bifibrant objects”
We now consider a CFO C which satisfies two additional axioms:
(EA1) Every acyclic fibration in C is a retraction, i.e. if φ : X
∼
։ Y is an acyclic fibration, then there exists
a morphism σ : Y → X such that φσ = idY .
(EA2) C is equipped with a functorial path object, i.e., an assignment of a path object
X 7→ X
sX
−−→ Path(X)
(dX0 ,d
X
1 )−−−−−→ Path(X)× Path(X)
to each object X ∈ C, and to each f : X → Y , a morphism f I : Path(X) → Path(Y ) such that the
following diagram commutes:
X Path(X) X ×X
Y Path(Y ) Y × Y
sX
∼
sY
∼
f fI (f, f)
(dX0 , d
X
1 )
(dY0 , d
Y
1 )
Aweaker version of axiom (A2) above would also be sufficient for our purposes here, but it seems less natural:
(EA2′) Each object in C is equipped with a distinguished path object, i.e., a choice of a path object
X 7→ X
sX
−−→ Path(X)
(dX0 ,d
X
1 )−−−−−→ Path(X)× Path(X)
for each object X ∈ C.
Remark 3.4.
1. Axiom (EA1) can be understood as saying that all objects in C are “cofibrant”, as well as fibrant. For
this reason, perhaps a CFO satisfying these additional axioms should be called a “category of bifibrant
objects”.
2. Noteworthy examples of CFOs satisfying the above additional axioms include: the category of Z-graded
cochain complexes over a field Ch∗proj equipped with the projective model structure; the subcategory of
fibrant objects in V. Hinich’s model category on Z-graded conilpotent dg cocommutative coalgebras [16]
(as well as B. Vallette’s generalization to the model category of conilpotent dg P
!
-coalgebras [31]); the
category of Kan simplicial sets equipped with the CFO structure induced by D. Quillen’s model structure
on sSet [24].
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3. More generally, the subcategory of fibrant objects of any model category equipped with functorial factor-
izations in which all objects are cofibrant is an example of a CFO satisfying Axioms (EA1) and (EA2).
The first observation is that the additional axioms imply that every homotopy equivalence can be realized
via the distinguished path object3.
Proposition 3.5. Let C be a CFO satisfying axioms (EA1) and (EA2). Morphisms α, β : A→ B are homo-
topic in C if and only if there exists a homotopy h : A→ Path(B) such that α = dB0 h and β = d
B
1 h.
Proof. Suppose α ≃ β : A → B. In statement (2) of Prop. 3.3 take C = B, ν = idB and C
I = Path(B).
Then there exists an acyclic fibration φ : Z
∼
։ A and a homotopy h˜ : Z → Path(B) which gives a homotopy
equivalence αφ ≃ βφ. Axiom (EA1) implies that there exists a morphism σ : A → Z such that φσ = idZ .
Define h : A→ Path(B) to be the composition h := h˜σ : A→ Path(B). Then, as asserted in statement (1)
of Prop. 3.3, h gives the desired homotopy equivalence α ≃ β via the path object Path(B).
Next, we show that axioms (EA1) and (EA2) imply that every weak equivalence has a homotopy inverse.
Proposition 3.6. Let C be a CFO satisfying axioms (EA1) and (EA2). Suppose f : X
∼
−→ Y is a weak
equivalence in C. Then there exist a weak equivalence
g : Y
∼
−→ X
and homotopies
hX : X → Path(X), hY : Y → Path(Y )
which induce equivalences
gf ≃ idX , fg ≃ idY ,
respectively.
Proof. Let f : X
∼
−→ Y be a weak equivalence. Note that Prop. 3.5 implies that it is sufficient to exhibit a
two-sided homotopy inverse to f using any path objects. Choose a factorization f = pf f as constructed in
Sec. 3.1. As discussed in Remark 3.2, we have a span of acyclic fibrations of the form
X X ×Y Y
I Y
pr1
∼
d1pr2
∼
where X ×Y Y
I , pr1 and pr2 are the pullback and projections from diagram (3.1). Axiom (EA1) implies
that there exists a section σ : Y → X ×Y Y
I such that d1pr2σ = idY . Define g : Y
∼
−→ X and h : Y → Y I
to be the morphisms
g := pr1σ, h := pr2σ. (3.2)
Then the commutativity of diagram (3.1) implies that
d0h = fpr1σ = fg,
and by construction, we have d1h = d1pr2σ = idY .
fg ≃ idY (3.3)
Now, we repeat the above steps mutatis mutandis for the weak equivalence g : Y
∼
−→ X. This produces
another weak equivalence f˜ : X
∼
−→ Y such that
gf˜ ≃ idX .
3We thank A. Ozbek for showing us this result.
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Weproceed using the standard tricks for this type of situation. Choose a path object Y I for Y , and in statement
(2) of Prop. 3.3, take ν = f : X
∼
−→ Y , α = gf˜ , and β = idX . Then there exists an acyclic fibration
φ : Z
∼
։ X and a homotopy Z → BI which gives an equivalence fgf˜φ ≃ fφ. Axiom (EA1) implies that
φ has a right inverse, hence from Prop. 3.3(1) we deduce that fgf˜ ≃ f . On the other hand, Prop. 3.3(1)
combined with the equivalence (3.3) implies that fgf˜ ≃ f˜ . Hence, f ≃ f˜ , since right homotopy equivalence
is an equivalence relation.
Finally, we apply Prop. 3.3(2) again. This time we set ν = g : Y
∼
−→ X, α = f and β = f˜ . We obtain
gfψ ≃ gf˜ψ, for some acyclic fibration ψ. We compose this with a right inverse of ψ to obtain gf ≃ gf˜ , and
therefore we conclude that
gf ≃ idX .
3.3 Exact functors
The standard way to compare categories of fibrant objects is via left exact functors, which are the analog of
right Quillen functors between model categories. We recall the definition:
Definition 3.7 (Def. 2.3.3 [1]). A functor F : C → D between categories of fibrant objects is a (left) exact
functor if and only if
1. F preserves the terminal object, fibrations, and acyclic fibrations.
2. Any pullback square in C of the form
P X
Z Y
f
in which f : X → Y is a fibration in C, is mapped by F to a pullback square in D.
Note that the above axioms imply that an exact functor preserves finite products and weak equivalences.
The latter statement follows from the factorization discussed in Sec. 3.1 which implies that a weak equivalence
is the composition of an acyclic fibration with a right inverse of another acyclic fibration.
3.4 Towers in categories of fibrant objects
For a category C, we denote by tow(C) the category of towers in C, i.e. diagrams in C of the form
· · · → Xn
qn
−→ Xn−1
qn−1
−−−→ · · ·
q3
−→ X2
q2
−→ X1
p1
−→ X0.
A morphism between towers X and Y is a sequence of morphisms {fi : Xi → Yi}i≥0 in C such that the
obvious diagram commutes.
Also, for a category C with terminal object ∗ ∈ C, we denote by tow1(C) the category of “1-reduced”
towers, i.e., the full subcategory of tow(C) whose objects are satisfy the property X1 = X0 = ∗.
We will use the next proposition a few times in this paper, for the particular cases whenM = Ch∗proj and
M = sSet.
Proposition 3.8. Let M be a model category and C ⊆ M the full subcategory of fibrant objects of M. Let
f : X → Y ∈ tow(C) a morphism between towers in C.
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1. Suppose for all i ≥ 0, the maps pX(i+1) : Xi+1 → Xi and p
Y
(i+1) : Yi+1 → Yi are fibrations in C. If each
fi : Xi
∼
−→ Yi is a weak equivalence in C, then the morphism
lim
←−
f : lim
←−
X → lim
←−
Y
is also a weak equivalence in C.
2. If f0 : X0 ։ Y0 is a (acyclic) fibration in C, and the unique morphism Xn+1 → Xn ×Yn Yn+1 in the
following commutative diagram
Xn+1
Xn ×Yn Yn+1 Yn+1
Xn Yn
pY
(n+1)
fn
fn+1
pX
(n+1)
(3.4)
is a (acyclic) fibration in C for all i ≥ 0, then the morphism
lim
←−
f : lim
←−
X → lim
←−
Y
is a (acyclic) fibration in C.
Proof. Apply Prop. 2.5 and Prop. 2.6 of [5] to the model category Mop
4 Homotopy theory of complete cochain complexes
We begin by recalling some basic facts concerning filtered and complete filtered vector spaces. We refer the
reader to [7, Sec. 2] and [11, Sec. 7.3.1 – 7.3.4] for additional background material.
4.1 Complete filtered vector spaces
We denote by FiltVect the additive category whose objects are Z-graded k-vector spaces V equipped with a
decreasing filtration of subspaces beginning in filtration degree 1
V = F1V ⊇ F2V ⊇ F3V ⊇ · · ·
Morphisms in FiltVect are degree 0 linear maps f : V → V ′ that are compatible with the filtrations:
f
(
FnV
)
⊆ FnV
′ ∀n ≥ 1.
4.1.1 Notation for filtered vector spaces
The following notation will be used constantly throughout the paper. Let V ∈ FiltVect. For each n ≥ 1, we
have the canonical surjections and quotient maps
p(n) : V → V/FnV p(n) : V/Fn+1V → V/FnV
such that the diagram
V
V/Fn+1V V/FnV
p(n+1) p(n)
p(n)
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commutes. We denote by
pˆ(n) : lim←−
k
V/FkV → V/FnV ∀n ≥ 1
the canonical map out of the projective limit, and we let
pV : V → lim←−
k
V/FkV
denote the unique map satisfying pˆ(n) ◦ pV = p(n) for all n ≥ 1.
Given a morphism f : V → V ′ ∈ FiltVect, we denote its restriction to each piece of the filtration as
Fnf := f |FnV : FnV → FnV
′.
For each n ≥ 1, the compatibility of f with the filtrations gives two commuting diagrams of short exact
sequences in Vect which appear repeatedly throughout the paper:
0 FnV V V/FnV 0
0 FnV
′ V ′ V ′/FnV
′ 0
Fnf
p(n)
f f(n)
p′
(n)
(D1)
and
0 FnV/Fn+1V V/Fn+1V V/FnV 0
0 FnV
′/Fn+1V
′ V ′/Fn+1V
′ V ′/FnV
′ 0
p(n)
p′
(n)
Fnf(n+1) f(n+1) f(n)
(D2)
In the above diagrams, the morphisms f(n+1), f(n), and Fnf(n+1) are the obvious ones induced by f and the
universal property for quotients.
Remark 4.1. The commutativity of diagram (D1) implies that a morphism between filtered vector spaces
f : V → V ′ is an isomorphism in FiltVect if and only if f is an isomorphism in Vect and f(n) is an isomor-
phism in Vect for each n ≥ 1.
4.1.2 Completion and towers
We next record notation and conventions for completions of filtered vector spaces. Given a filtered vector
space V ∈ FiltVect, the projective limit V̂ := lim
←−k
V/FkV is also an object in FiltVect when equipped with
filtration given by the subspaces
FnV̂ := ker
(
pˆ(n) : V̂ → V/FnV
)
.
The space V̂ is complete with respect to the topology induced by this filtration, and the universal map
pV : V → V̂ extends to a filtered morphism in FiltVect. We denote by
V̂ect ⊆ FiltVect
the full subcategory of complete filtered vector spaces whose objects are those filtered vector spaces V ∈
FiltVect such that pV : V
∼=
−→ V̂ is an isomorphism in FiltVect.
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Throughout we represent elements of V̂ as coherent sequences in V or, equivalently, as convergent series
in V , i.e.
∞∑
i=0
xi ∈ V̂ ⇔ ∀n ≥ 0 ∃mn ∈ N such that xi ∈ FnV for all i ≥ mn.
See [7, Lemma 2.3] for further details.
We denote by
tow : FiltVect→ tow1(Vect)
the functor which assigns to a filtered vector space V the 1-reduced tower
tow(V ) := · · · → V/Fn+1V
p(n)
−−→ V/FnV
p(n−1)
−−−−→ · · ·
p(2)
−−→ V/F2V → 0→ 0 (4.1)
We express the completion of a filtered vector space V ∈ FiltVect as a composition of functors
lim
←−
tow : FiltVect→ V̂ect
V
f
−→ V ′ 7→ V̂
f̂
−→ V̂ ′
(4.2)
where V̂ := lim
←−n
V/FkV and f̂ := lim←−n
f(n). Note that if f : V → V
′ is a morphism of filtered vector
spaces, then the diagram in FiltVect
V V ′
V̂ V̂ ′
f
pV pV ′
f̂
commutes. This gives us the following basic results, which we record for later reference.
Lemma 4.2. For each V, V ′ ∈ FiltVect, there is a natural isomorphism of abelian groups
homtow1(Vect)
(
tow(V ), tow(V ′)
)
∼= homFiltVect(V, V̂ ′). (4.3)
In particular, for each V, V ′ ∈ V̂ect
homtow1(Vect)
(
tow(V ), tow(V ′)
)
∼= hom
V̂ect
(V, V ′). (4.4)
The next lemma will be useful in analyzing fibrations in Sec. 4.3 and 6.1.
Lemma 4.3. If f : V → V ′ is a morphism in V̂ect such that the restriction Fnf : FnV → FnV
′ is surjective
for all n ≥ 1, then there exists a morphism σ : V ′ → V in V̂ect such that fσ = idV ′ .
Proof. In the notation of diagram (D2), we will inductively construct linear maps σn : V
′/FnV
′ → V/FnV
for each n ≥ 1 such that f(n)σn = idV ′/FnV ′ , and such that for all n ≥ 2
σn−1p
′
(n−1) = p(n−1)σn (4.5)
This will give a morphism between towers tow(V )→ tow(V ′), and then Lemma 4.2 will provide the desired
right inverse σ = lim
←−
σn.
Set σ1 = 0, and let σ2 : V
′/F2V
′ → V/F2V be a section of the surjective linear map f(2). Since
V/F1V = V
′/F1V
′ = 0, Eq. 4.5 is satisfied trivially. This establishes the base case.
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Let n ≥ 2 and suppose σn : V
′/FnV
′ → V/FnV is a section of f(n) satisfying Eq. 4.5. Consider the
commutative diagram (D2). Choose a linear map s : V/FnV → V/Fn+1V such that p(n)s = idV/FnV , and
let σ˜n+1 : V
′/Fn+1V
′ → V/Fn+1V be
σ˜n+1 := s ◦ σn ◦ p
′
(n).
Then the image of the map θ : V ′/Fn+1V
′ → V ′/Fn+1V
′ defined as
θ := fn+1σ˜n+1 − idV ′/Fn+1V ′
lies in ker p′(n) = FnV
′/Fn+1V
′. Finally, let τ : FnV
′/Fn+1V
′ → FnV/Fn+1V be a section of the surjec-
tive map Fnf(n+1), and define
σn+1 : V
′/Fn+1V
′ → V/Fn+1V, σn+1 := σ˜n+1 − τθ.
A direct calculation then shows that f(n+1)σn+1 = idV ′/Fn+1V ′ , and σnp
′
(n) = p(n)σn+1.
4.1.3 The completed tensor product in V̂ect
We recall a special case of the tensor product ⊗̂ in V̂ect. Let V ∈ FiltVect be a filtered vector space and
A ∈ Vect a non-filtered graded vector space. The filtration on V induces a canonical filtration on the tensor
product V ⊗A: given by the subspaces Fn(V ⊗A) := FnV ⊗A. Since in our case, −⊗kA : Vect→ Vect
is an exact functor, there are natural identifications for each n ≥ 1
V ⊗A/Fn(V ⊗A) ∼= (V/FnV )⊗A.
Therefore, the maps p(k) : V/Fk+1V → V/FkV induce the inverse system of surjections
p(k) ⊗ idA : V/Fk+1V ⊗A→ V/FkV ⊗A.
We define the completed tensor product of V and A as
V ⊗̂A := lim
←−
tow(V ⊗A) = lim
←−
n
(
V/FnV ⊗A
)
.
If f : A→ A′ is a linear map in Vect, then the morphism idV ⊗f : V ⊗A→ V ⊗A
′ is compatible with the
respective filtrations. Hence, for a fixed V ∈ V̂ect we obtain a functor
V ⊗̂− : Vect→ V̂ect
f : A→ A′ 7→ idV ⊗̂f : V ⊗̂A→ V ⊗̂A
′,
(4.6)
where idV ⊗̂f := lim←−
idV/FnV ⊗f .
4.2 Complete filtered cochain complexes
We denote by Ĉh∗ the category of complete filtered cochain complexes. An object (V, d) of Ĉh∗ consists of
a complete vector space V ∈ V̂ect equipped with a degree 1 differential d : V → V such that each piece of
the filtration on V is a sub-cochain complex (FnV, d). Morphisms in Ĉh
∗ are linear maps in V̂ect which are
compatible with the differential.
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Notation 4.4. Given (V, d) ∈ Ĉh∗, for each n ≥ 1 we have the following short exact sequences in Ch∗
0→ (FnV, d)→(V, d)→ (V/FnV, d(n))→ 0,
0→
(
FnV/Fn+1V, d(n+1)
)
→
(
V/Fn+1V, d(n+1)
)
→
(
V/FnV, d(n)
)
→ 0
Above the differentials d(n) and d(n+1) are the usual ones on the quotient complexes. Given a morphism
f : (V, d)→ (V ′, d′) in Ĉh∗, the diagrams (D1) and (D2) lift to the category Ch∗ in the obvious way.
Note that the category Ĉh∗ has finite products. In particular, if (V, dV ), (W,dW ) ∈ Ĉh
∗, then the usual
direct sum of complexes (V ⊕W,d⊕) is complete with respect to the filtration given by the subcomplexes
Fn(V ⊕W ) := FnV ⊕FnW .
Let us return briefly to the tensor product from Sec. 4.1.3. Given a complete filtered cochain complex
(V, d) ∈ Ĉh∗ and a unfiltered complex (A, δ) ∈ Ch∗, let (V ⊗ A, dA) denote the usual tensor product of
complexes. The functor (4.6) extends to cochain complexes
V ⊗̂− : Ch∗ → Ĉh∗
and sends f : (A, δ) → (A′, δ′) in Ch∗ to the filtered chain map idV ⊗̂f : (V ⊗̂A, dA)→ (V ⊗̂A
′, dA′).
4.3 Ĉh∗ as a category of fibrant objects
In this section, we first give a fairly explicit proof that Ĉh∗ forms a category of fibrant objects. Then we show
that this CFO structure satisfies the additional axioms (EA1) and (EA2) from Sec. 3.2. We will use these
results later in Sec. 6 to construct the CFO structure on complete L∞-algebras.
Definition 4.5. Let f : (V, d)→ (V ′, d′) be a morphism in Ĉh∗.
1. We say f is a weak equivalence if and only if for all n ≥ 1 the restrictions
Fnf : (FnV, d)
∼
−→ (FnV
′, d′)
are quasi-isomorphisms of cochain complexes.
2. We say f is a fibration if and only if for all n ≥ 1 the restrictions
Fnf : (FnV, d)→ (FnV
′, d′)
are degree-wise surjective maps of cochain complexes.
Remark 4.6.
1. If f : (V, d)
∼
−→ (V ′, d′) is a weak equivalence in Ĉh∗, then the long exact sequence in cohomology
applied to diagram (D1) implies that
f(n) : (V/FnV, d(n))
∼
−→ (V ′/FnV
′, d′(n))
is a quasi-isomorphism for each n ≥ 1. By applying the same argument to diagram (D2), we then
conclude that
Fnf(n+1) : (FnV/Fn+1V, d(n))
∼
−→ (FnV
′/Fn+1V
′)
is a quasi-isomorphism for each n ≥ 1, as well.
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2. If f : (V, d) ։ (V ′, d′) is a fibration, then the surjectivity of the restriction Fnf implies that the
inclusion ker f/Fn ker f →֒ ker f(n) is an isomorphism for each n ≥ 1.
Theorem 4.7. The category Ĉh∗ of complete filtered cochain complexes equipped with the weak equivalences
and fibrations introduced in Def. 4.5 is a category of fibrant objects with a functorial path object.
Proof. It is easy to see that axioms 1,2,3, and 7 of Def. 3.1 are satisfied. We verify the remaining axioms via
the propositions given below.
4.3.1 Functorial path object for Ĉh∗ (axiom 6)
Let us consider the commutative dg algebra
(k[z, dz], d) ∈ cdga (4.7)
whose underlying graded algebra is freely generated by degree 0 and degree 1 indeterminates z and dz,
respectively. The differential is the unique derivation sending z 7→ dz and dz 7→ 0. As a graded vector
space, k[z, dz] is concentrated in degrees 0 and 1: k[z, dz] = k[z] ⊕ k[z]dz, where k[z] denotes the usual
polynomial algebra. As a cdga, we have
(k[z, dz], d) ∼= (Ω1, ddR)
where, as usual, Ω1 is the polynomial de Rham forms on the geometric 1-simplex.
Since char k = 0, the unit
η : k
∼
−→ k[z, dz] (4.8)
is a quasi-isomorphism of cdgas, and hence a weak equivalence in Ch∗proj. We also have the algebra maps
corresponding to evaluation:
ev0, ev1 : k[z, dz]→ k,
ev0
(
f(z) + g(z)dz
)
:= f(0), ev1
(
f(z) + g(z)dz
)
:= f(1).
The induced algebra morphism into the product
ρ := (ev0, ev1) : k[z, dz]։ k× k (4.9)
is surjective and hence a fibration in Ch∗proj.
Proposition 4.8. The assignment (V, d) 7→
(
V ⊗̂Ω1, dΩ
)
to each (V, d) ∈ Ĉh∗ is a functorial path object for
the category Ĉh∗.
The proof of the proposition will follow almost immediately from the next lemma.
Lemma 4.9. Let (V, dV ) ∈ Ĉh
∗ be a complete cochain complex.
1. If f : (A, δ)
∼
−→ (A′, δ′) is a quasi-isomorphism in Ch∗, then idV ⊗̂f : V ⊗̂A → V ⊗̂A
′ is a weak
equivalence in Ĉh∗.
2. If f : A։ A′ is an epimorphism in Ch∗, then idV ⊗̂f : V ⊗̂A→ V ⊗̂A
′ is a fibration in Ĉh∗.
Proof.
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1. We need to verify that idV ⊗̂f : V ⊗̂A→ V ⊗̂A
′ is a quasi-isomorphism and that
Fn(idV ⊗̂f) : Fn(V ⊗̂A)→ Fn(V ⊗̂A
′)
is a quasi-isomorphism for each n ≥ 2. The functor V/FnV ⊗k − : Ch
∗ → Ch∗ is exact, and therefore
preserves quasi-isomorphisms. This gives a commutative ladder of cochain complexes:
· · · V/Fn+1V ⊗A V/FnV ⊗A · · ·
· · · V/Fn+1V ⊗A
′ V/FnV ⊗A
′ · · ·
idV/F
n+1V
⊗f
∼
idV/FnV ⊗f
∼
in which every horizontal map is an epimorphism, and every vertical map is a weak equivalence. By
applying Prop. 3.8 to the model category Ch∗proj, we then deduce that idV ⊗̂f = lim←−
(idV/FnV ⊗f) is
a quasi-isomorphism. As a consequence, for each n ≥ 2, we obtain a morphism between short exact
sequences
0 Fn(V ⊗̂A) V ⊗̂A V/FnV ⊗A 0
0 Fn(V ⊗̂A
′) V ⊗̂A′ V/FnV ⊗A
′ 0
qˆ(n)
qˆ′
(n)
Fn(idV ⊗̂f) idV ⊗̂f
∼
idV/FnV ⊗f
∼
in which two of the three vertical maps are quasi-isomorphisms. Hence, the third map is a quasi-isomorphism
as well.
2. Suppose f : (A, δ) → (A′, δ′) is an epimorphism. We need to verify that idV ⊗̂f : V ⊗̂A → V ⊗̂A
′ is
surjective, and thatFn(idV ⊗̂f) : Fn(V ⊗̂A)→ Fn(V ⊗̂A
′) is surjective for all n ≥ 2. It suffices to verify
these properties in the categories V̂ect and Vect, respectively. Let σ : A′ → A in Vect be a right inverse
to f as a map between graded vector spaces. Then idV ⊗σ : A
′ ⊗ V → A ⊗ V is a filtration preserving
right inverse to idV ⊗f . Therefore σˆ := lim←−n
idV/FnV ⊗σ is a right inverse to idV ⊗̂f , and so the latter
map is surjective. For each n ≥ 2, recall that Fn(V ⊗̂A) := ker qˆ(n) and Fn(V ⊗̂A
′) := ker qˆ′(n), where
qˆ(n) and qˆ
′
(n) are the canonical surjections to V/FnV ⊗ A and V/FnV ⊗ A
′, respectively. Hence, the
commutativity of the diagram
V ⊗̂A′ V/FnV ⊗A
′
V ⊗̂A V/FnV ⊗A
σˆ idV/FnV ⊗σ
qˆ′
(n)
qˆ(n)
implies that the restriction σ|Fn(V ⊗̂A′) : Fn(V ⊗̂A
′)→ Fn(V ⊗̂A) is a right inverse to Fn(idV ⊗̂f).
Proof of Prop. 4.11. Let (V, d) ∈ Ĉh∗. There are canonical isomorphisms of complete cochain complexes:
V ⊗̂k = lim
←−
n
(
V/FnV ⊗ k
)
∼= V
V ⊗̂(k× k) = lim
←−
n
(
V/FnV ⊗ (k⊕ k)
)
∼= V ⊕ V.
Therefore, by applying Lemma 4.9 to the cdga morphisms η and ρ from (4.8) and (4.9), respectively, we
obtain the desired factorization of the diagonal map V → V ⊕ V in Ĉh∗:
V
idV ⊗̂η−−−−→ k[z, dz]
idV ⊗̂ρ−−−−→ V ⊕ V.
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4.3.2 Pullbacks of (acyclic) fibrations in Ĉh∗ (axioms 4 & 5)
We recall a basic fact about kernels of morphisms in the additive category V̂ect.
Lemma 4.10. Let f : V → W be a morphism between complete filtered graded vector spaces. Let ker f ∈
Vect be the usual kernel of the underlying linear map. Then ker f , equipped with the induced filtration
Fn ker f := FnV ∩ ker f is a complete filtered vector space, and is the kernel object of the map f : V →W
in the category V̂ect.
Proof. See [11, Sec. 7.3.4(b)]
The next proposition is straightforward, but we give an explicit proof following [31, Thm. 4.1] in prepa-
ration for the analogous result in Prop. 6.5.
Proposition 4.11.
1. The pullback of a fibration exists in Ĉh∗, and is a fibration.
2. The pullback of an acyclic fibration in Ĉh∗is an acyclic fibration.
Proof.
1. Consider a diagram of the form (W,dW )
g
−→ (U, dU )
f
←− (V, dV ), where f is a fibration in Ĉh
∗. Since Ĉh∗
is an additive category, the pullback object of f along g is a kernel object. Hence Lemma 4.10 implies
that the usual pullback P ⊆ W ⊕ V in Vect is complete with respect to the induced subspace filtration
FnP := P ∩ FnW ⊕FnV , and moreover, P is the pullback object of f along g in V̂ect.
Since f is a fibration, Lemma 4.3 implies that there exists a filtered linear map σ : U → V in V̂ect such
that fσ = idU . Let ker f ∈ V̂ect denote the kernel of f as in Lemma 4.10. The linear map
h : W ⊕ ker f → P, h(w, x) := (w, σg(w) + x)
is a filtration preserving isomorphism in V̂ect with filtered inverse
j : P →W ⊕ ker f, j(w, v) :=
(
w, v − σg(w)
)
.
It then follows that (
W ⊕ ker f, d˜
)
(V, dV )
(W,dW ) (U, dU )
prV h
prW h f
g
(4.10)
is a pullback diagram in Ĉh∗, where d˜ := j ◦ (dW ⊕ dV )h, and clearly
Fn(prWh) = prWh|Fn(W⊕ker f) : FnW ⊕Fn(ker f)→ FnW
is a surjection for all n ≥ 1. Hence, prWh is a fibration.
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2. Suppose that f : (V, dV )
∼
։ (U, dU ) is an acyclic fibration. Clearly, prWh in the pullback diagram (4.10)
is a surjective quasi-isomorphism. (Indeed, as a chain map f is an acyclic fibration in the model cate-
gory Ch∗proj.) Let n ≥ 2. By hypothesis, Fnf is a surjective quasi-isomorphism. Hence, the complex(
kerFnf, dV
)
is acyclic. It follows from the definition of the differential d˜ that we have a short exact
sequence of cochain complexes
(
Fn ker f, dV
)
→֒
(
FnW ⊕Fn ker f, d˜
) prWh−−−→ (FnW,dW ).
Therefore, since Fn ker f = kerFnf , we deduce from the long exact sequence in cohomology that
prWh|Fn(W⊕ker f) is a quasi-isomorphism.
4.4 Homotopy inverses for weak equivalences in Ĉh∗
Proposition 4.8 obviously implies that the CFO structure on Ĉh∗ satisfies the additional Axiom (EA2) from
Sec. 3.2. We now verify that Axiom (EA1) is also satisfied by proving that every acyclic fibration in Ĉh∗ is
a deformation retraction.
Proposition 4.12. Let f : (V, d)
∼
։ (V ′, d′) be an acyclic fibration in Ĉh∗. Then
1. There exists a morphism τ : (V ′, d′)→ (V, d) in Ĉh∗ such that fτ = id′V .
2. Given a morphism τ as above, there exists a degree −1 linear map h : V → ker f such that h(FnV ) ⊆
ker f ∩ FnV for all n ≥ 1, and such that id−τf = dh+ hd.
Proof.
1. We proceed by induction. Set τ1 := 0. Since f(2) : V/F2V → V
′/F2V
′ is a surjective quasi-isomorphism,
we may choose a right inverse τ2 : V
′/F2V
′ → V/F2V in Ch
∗. Now assume n ≥ 2, and suppose we
have a chain map τn : (V
′/FnV
′, d′(n))→ (V/FnV, d(n)) satisfying
f(n)τn = idV ′/FnV ′ , τn−1p
′
(n−1) = p(n−1)τn. (4.11)
As in the proof of Lemma 4.3, we use the inductive hypothesis to produce a linear mapσn+1 : V
′/Fn+1V
′ →
V/Fn+1V such that f(n+1)σn+1 = id, and τn ◦ p
′
(n) = p(n) ◦ σn+1.
Let θ : V ′/Fn+1V
′ → V/Fn+1V be the degree 1 linear map θ := d(n+1)σn+1−σn+1d
′
(n+1). Then θ is a
degree 1 coboundary in the hom-complex
(
Homk(V
′/Fn+1V
′, V/Fn+1V ), ∂
)
. Since τn is a chain map,
we have the equalities p(n)θ = p(n) ◦ ∂σn+1 = (d(n)τn − τnd
′
(n))p
′
(n) = 0. Hence im θ ⊆ ker p(n) =
FnV/Fn+1V . Moreover, since f(n+1) is a chain map and σn+1 is a linear right inverse of f(n+1), we
deduce that im θ ⊆ ker p(n) ∩ ker f(n+1) = kerFnf(n+1).
It follows from Remark 4.6 that Fnf(n+1) is a quasi-isomorphism, and since Fnf(n+1) is also surjec-
tive, we conclude that kerFnf(n+1) is contractible. Hence, θ is a degree 1 cocycle in the acyclic com-
plex Homk(V
′/Fn+1V
′, kerFnf(n+1)), so there exists a degree zero linear map η : V
′/Fn+1V
′ →
kerFnf(n+1) such that
θ = d(n+1)η − η ◦ d
′
(n+1).
Finally, let τn+1 := σn+1 − iη, where i : FnV/Fn+1V →֒ V/Fn+1V is the inclusion. By construction,
τn+1 is a chain map satisfying the equalities f(n+1)τn+1 = id, and τn◦p
′
(n) = p(n)◦τn+1. This completes
the inductive step, and therefore τ := lim
←−
τk is a right inverse to f in Ĉh
∗.
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2. First, since f is a fibration, Remark 4.6(2) implies that we have an isomorphism of complexes
ker f/Fk ker f ∼= ker f(k)
for each k ≥ 1. So we proceed as in part (1), and inductively construct for each k ≥ 1 a degree −1 linear
map hk : V/FkV → ker f(k) such that
p(k−1)hk = hk−1p(k−1), d(k)hk + hkd(k) = g(k), (4.12)
where g(k) : V/FkV → ker f(k) is the chain map g(k) := idV/FkV −τkf(k), and τk is the chain map
satisfying (4.11) from part (1).
Set h1 := 0. Since f(2) is a surjective quasi-isomorphism, the complex ker f(2) is acyclic. Since we work
over a field, we may choose a null homotopy h : ker f(2) → ker f(2). Let h2 : V/F2V → ker f(2) be the
degree −1 linear map h2 := hg(2). Then, by construction, h2 satisfies the equalities (4.12) with k = 2.
Assume n ≥ 2, and suppose hn : V/FnV → ker f(n) satisfies the equalities (4.12) for k = n. Consider
the commutative diagram of cochain complexes
FnV/Fn+1V V/Fn+1V V/FnV
kerFnf(n+1) ker f(n+1) ker f(n)
i
Fng(n+1) g(n+1) g(n)
i p(n)|ker
p(n)
(4.13)
The hypotheses on f imply that Fnf(n+1), f(n+1), and f(n) are all surjective quasi-isomorphisms. There-
fore each complex in the bottom row of diagram (4.13) is acyclic. Since the top row of (4.13) splits in
the category of graded vector spaces, the bottom row does as well. Hence, p(n)|ker is a surjective quasi-
isomorphism of cochain complexes, and therefore there exists a chain map
η : (ker f(n), d(n))→ (ker f(n+1), d(n+1))
such that p(n)|ker ◦ η = id. Define κ : V/Fn+1V → ker f(n+1) be the degree −1 linear map κ :=
ηhn ◦ p(n). By construction, we have p(n)κ = hnp(n).
Next, we modify κ to obtain the desired homotopy satisfying (4.12). Let λ : V/Fn+1V → ker f(n+1) be
the degree 0 linear map
λ := d(n+1)κ+ κd(n+1) − g(n+1)
= ηg(n) ◦ p(n) − g(n+1).
Note that the last line follows from the commutativity of the diagram (4.13). A direct computation shows
that p(n)λ = 0. Hence, λ is a degree 0 cocycle in the acyclic complex
(
Homk(V/Fn+1V, kerFnf(n+1)), ∂
)
.
Let ρ : V/Fn+1V → kerFnf(n+1) be a degree−1map satisfying λ = ∂ρ. Finally, define hn+1 := κ−iρ,
where i is the inclusion map in diagram (4.13). By construction, we have p(n)hn+1 = p(n)κ = hnp(n),
and
∂hn+1 = λ+ g(n+1) − ∂ρ = g(n+1).
This completes the inductive step. Applying a degree −1 analog of Lemma 4.2, we then conclude that
h := lim
←−
hn is the sought after filtered homotopy satisfying id−τf = dh+ hd.
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Note that the above proposition 4.12 implies that Ĉh∗ satisfies Axiom A1 from Sec. 3.2. Hence, from
Prop. 3.6 we have the following corollary
Corollary 4.13. If f : (V, d)
∼
−→ (V ′, d′) is a weak equivalence in Ĉh∗, then there exists a weak equivalence
g : (V ′, d′)
∼
−→ (V, d) and homotopies
hV : (V, d)→ (V ⊗̂Ω1, dΩ), hV ′ : (V
′, d′)→ (V ′⊗̂Ω1, d
′
Ω),
which induce equivalences gf ≃ idV and fg ≃ idV ′
5 Complete (shifted) L∞-algebras
5.1 Reminder on coderivations and coalgebra morphisms
For a graded vector space V ∈ Vect, we let S¯(V ) denote the reduced cofree conilpotent cocommutative
coalgebra generated by V . Let Φ: S¯(V ) → S¯(V ′) be any k-linear map. For p,m ≥ 1 the notation Φpm is
reserved for the restriction-projections
Φpm : S¯
m(V )→ S¯p(V ′) Φpm := prS¯p(V ′) ◦ Φ|S¯m(V ) (5.1)
Furthermore, we denote by Φ1 : S¯(V )→ V ′ the linear map
Φ1 := prV ′Φ.
In particular, we recall that coderivations Q : S¯(V ) → S¯(V ) are in one to one correspondence with linear
maps Q1 : S¯(V )→ V via the formula
Q(v1v2 · · · vn) = Q
1
n(v1v2 · · · vn) +
n∑
t≥1
Qtn(v1v2 · · · vn),
where
Qtn(v1 · · · vn) =
∑
σ∈Sh(m−t+1,t−1)
ǫ(σ) Q1n−t+1(vσ(1), . . . , vσ(n−t+1))vσ(n−t+2) · · · vσ(n). (5.2)
Similarly, a coalgebra morphism Φ: S¯(V ) → S¯(V ′) is uniquely determined by the degree 0 linear map
Φ1 : S¯(V )→ V ′ via the formula
Φ(v1v2 . . . vn) =
∑
t≥1
∑
k1+···+kt=n
kj≥1
∑
σ∈Sh>k1,k2,...,kt
Φ1(vσ(1) . . . vσ(k1))Φ
1(vσ(k1+1) . . . vσ(k1+k2)) . . .
. . .Φ1(vσ(n−kt+1) . . . vσ(n)) , (5.3)
where Sh>k1,k2,...,kt is the subset of permutations in Shk1,k2,...,kt satisfying the condition
σ(1) < σ(k1 + 1) < σ(k1 + k2 + 1) < · · · < σ(n− kt + 1) .
Let Q and Q′ be coderivations on S¯(V ) and S¯(V ′), respectively, and let S¯(V )
Φ
−→ S¯(V ′)
Ψ
−→ S¯(V ′′) be
coalgebra morphisms. We note that the above formulas imply that the various compositions allowed between
Q, Q′, Φ, and Ψ are uniquely determined by linear maps (ΦQ)1 : S¯(V ) → V ′, (Q′Φ)1 : S¯(V ) → V ′, and
(ΨΦ)1 : S¯(V )→ V ′′, where
(ΦQ)1n =
n∑
t=1
Φ1tQ
t
n, (Q
′Φ)1n =
n∑
t=1
Q′1t Φ
t
n, (ΨΦ)
1
n =
n∑
t=1
Ψ1tΦ
t
n. (5.4)
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5.1.1 Filtered coderivations and coalgebra morphisms
If V ∈ FiltVect is filtered, then, for each k ≥ 2, the filtration V = F0V = F1V ⊇ F2V ⊇ · · · induces a
canonical bounded decreasing filtration on the vector space V ⊗k:
V ⊗k = F0V
⊗k = F1V
⊗k ⊇ F2V
⊗k ⊇ · · ·
FnV
⊗k :=
⊕
i1+i2+···+ik=n
Fi1V ⊗Fi2V ⊗ · · · ⊗ FikV,
(5.5)
which in turn induces a filtration on T¯ (V ):
T¯ (V ) = F1T¯ (V ) ⊇ F2T¯ (V ) ⊇ · · · , FnT¯ (V ) :=
⊕
k≥1
FnV
⊗k.
And finally, this filtration induces a canonical bounded decreasing filtration on the subspace S¯(V ):
S¯(V ) = F1S¯(V ) ⊇ F2S¯(V ) ⊇ · · · , FnS¯(V ) := S¯(V ) ∩ FnT¯ (V ). (5.6)
Combining this with the discussion in Sec. 5.1 on coderivations and coalgebra morphisms gives the following
lemma, whose proof is elementary.
Lemma 5.1. Let V, V ′, V ′′ ∈ FiltVect be filtered graded vector spaces.
1. Let Φ1 : S¯(V ) → V ′ be a degree 0 linear map, and Q1 : S¯(V ) → V be a linear map of arbitrary
degree. LetΦ: S¯(V )→ S¯(V ′) andQ : S¯(V )→ S¯(V ) denote the corresponding coalgebra morphism
(5.3) and coderivation (5.2), respectively. If for allm ≥ 1 and i1, . . . , im ≥ 1 we have
Φ1(Fi1V ⊗Fi2V ⊗ · · · ⊗ FimV ) ⊆ Fi1+i2+···+imV
′,
Q1(Fi1V ⊗Fi2V ⊗ · · · ⊗ FimV ) ⊆ Fi1+i2+···+imV,
(5.7)
then
Φ(FmS¯(V )) ⊆ FmS¯(V
′), Q(FmS¯(V )) ⊆ FmS¯(V ).
That is, Φ and Q are compatible with the induced filtrations (5.6).
2. SupposeQ andQ′ are coderivations on S¯(V ) and S¯(V ′), respectively, and S¯(V )
Φ
−→ S¯(V ′)
Ψ
−→ S¯(V ′′)
are coalgebra morphisms such that such that the linear maps Q1, Q′1, Φ1, and Ψ1 satisfy (5.7) above.
Then the compositions Φ ◦Q, Q′ ◦ Φ, and Ψ ◦Φ are compatible with the induced filtrations (5.6).
5.2 (Shifted) L∞-algebras
In order to match conventions in our previous work [9], we define an L∞-algebra (L, d,Q) to be a cochain
complex (L, d) ∈ Ch∗ for which the reduced cocommutative coalgebra S¯(L) is equipped with a degree 1
coderivation Q such that Qx = dx for all x ∈ L and Q2 = 0. This structure is equivalent to specifying
a sequence of degree one brackets {·, ·, . . . , ·}m : S¯
m(L) → L for each m ≥ 1 satisfying compatibility
conditions which can be thought of as higher–order Jacobi and Leibniz identities. (See Eq. 2.5. in [9].) A
shifted L∞-structure on L ias equivalent to a traditional L∞-structure on sL, the suspension of L.
A (weak L∞) morphism, or “∞-morphism” Φ: (L, d,Q)→ (L
′, d′, Q′) between two L∞-algebras is a
dg coalgebra morphism
Φ:
(
S¯(L), Q
)
→
(
S¯(L′), Q′
)
. (5.8)
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We denote by Lie[1]∞ the category of shifted L∞-algebras and weak L∞-morphisms. For the sake of brevity,
from here on we drop the adjective “shifted”, and an L∞-algebra will mean “shifted L∞-algebra.
The compatibility of Φ with the codifferentials Q and Q′ can be expressed as a sequence of equations in
terms of the brackets {· · · }m and linear maps Φ
1
k. (See Eq. 2.8 in [10].) In particular, ΦQ = Q
′Φ implies
that the “linear term” of dg coalgebra morphism Φ induces a map of cochain complexes:
Φ11 = prL˜Φ|L : (L, d)→ (L
′, d′). (5.9)
We recall some standard terminology for morphisms.
Definition 5.2. A morphism Φ: (L, d,Q) → (L′, d′, Q′) of L∞-algebras is an L∞-quasi-isomorphism
if and only if Φ11 : (L, d) → (L
′, d′) is a quasi–isomorphism of cochain complexes. Simiiarly, Φ is an L∞-
epimorphism if and only ifΦ11 : (L, d)→ (L
′, d′) is a degreewise surjective map between cochain complexes.
Finally we say Φ: (L, d,Q)→ (L′, d′, Q′) is strict if and only if it consists only of a linear term, i.e.
Φ1(x1, . . . , xm) = 0 ∀m ≥ 2. (5.10)
Note that in the strict case, we have Φ(x1, x2, . . . , xm) = Φ
1
1(x1)Φ
1
1(x2) · · ·Φ
1
1(xm) ∈ S¯
m(L′) and
Φ11Q
1
m(x1x2 · · · xm) = Q
′1
m
(
Φ11(x1)Φ
1
1(x2) · · ·Φ
1
1(xm)
)
∀m ≥ 1.
Notation 5.3. We will often write a strict L∞-morphism Φ: (L, d,Q)→ (L
′, d′, Q′) as
Φ = Φ11
in order to emphasize the equalities (5.10). In doing so, we tacitly identifyΦwith the chain mapΦ11 : (L, d)→
(L′, d′)
5.3 Filtered L∞-algebras
Definition 5.4. A filtered L∞-algebra (L, d,Q) is a filtered cochain complex (L, d) ∈ FiltCh
∗ whose re-
duced cocommutative coalgebra S¯(L) is equipped with a degree 1 coderivation Q such that
• Q|L = d and Q ◦Q = 0,
• for allm ≥ 2 and i1, . . . , im ≥ 1
Q1
(
Fi1L,Fi2L, . . . ,FimL
)
⊆ Fi1+i2+···+imL.
A filtered L∞-algebra (L, d,Q) is complete iff (L, d) ∈ Ĉh
∗.
Remark 5.5. A complete filtered L∞-algebra in our sense is a shifted analog of a complete L∞-algebra, in
the sense of A. Berglund [3, Def. 5.1]. See also [21, Ch. 6].
Definition 5.6. FiltLie[1]∞ denotes the category whose objects are filtered L∞-algebras and whose mor-
phisms are filtered (weak) L∞-morphisms, i.e., those morphisms Φ: (L, d,Q) → (L
′, d′, Q′) in Lie[1]∞
between filtered L∞-algebra that satisfy
Φ1(Fi1L⊗Fi2L⊗ · · · ⊗ FimL) ⊆ Fi1+i2+···+imL
′. (5.11)
We also denote by
L̂ie[1]∞ ⊆ FiltLie[1]∞
the full subcategory of filtered L∞-algebras whose objects are complete L∞-algebras.
23
Remark 5.7. Recall that every cochain complex (V, d) can be given the structure of an abelian L∞-algebra
by defining Q11 := d and Q
1
k≥2 := 0. (This gives a faithful, but not full, functor Ch
∗ → Lie[1]∞.) Let
(L, d,Q) ∈ Lie[1]∞ be a L∞-algebra and give L the trivial or discrete filtration [7]: F1L := L, and
FkL = 0 ∀k ≥ 2. Then this filtration is compatible with the L∞-structure Q if and only if (L, d,Q) is
abelian. In particular, equipping a cochain complex (V, d) ∈ Ch∗ with the discrete filtration, gives a functor
disc : Ch∗ → L̂ie[1]∞ to complete filtered L∞-algebras. Note that functor disc is both full and faithful.
We end this subsection by noting that the familiar characterization of L∞-isomorphisms extends to iso-
morphisms in L̂ie[1]∞.
Proposition 5.8. A morphism Φ: (L,Q) → (L′, Q′) in L̂ie[1]∞ with linear term Φ
1
1 : (L, d) → (L
′, d′) ∈
Ĉh∗ is an isomorphism if and only if there exists a morphism of filtered graded vector spaces ψ : L′ → L ∈
FiltVect such that ψΦ11 = idL and Φ
1
1ψ = idL′ .
Proof. Clearly, ifΦ is an isomorphism in FiltLie[1]∞, then such a mapψ exists. Conversely, assume ψ : L
′ →
L is inverse toΦ11 in V̂ect. One constructs, using ψ and the structure mapsΦ
1
m, an inverse Ψ: S¯(L
′)→ S¯(L)
recursively in the usual way (e.g., see the formulas in the proof of [21, Prop. 7.5]). Since ψ and Φ are
compatible with the filtrations on L′ and S¯(L), it then follows that Ψ is a morphism in L̂ie[1]∞.
5.3.1 Finite products in L̂ie[1]∞
The product of complete L∞-algebras (L, d,Q) and (L
′, d′, Q′) ∈ L̂ie[1]∞ is denoted by (L⊕ L
′, d⊕, Q⊕),
where (L⊕L′, d⊕) is the direct sum of complete cochain complexes, andQ⊕ is the degree one codifferential
on S¯(L⊕ L′) whose structure maps are
(Q⊕)
1
k
(
(x1, x
′
1), (x2, x
′
2), . . . , (xk, x
′
k)
)
:=
(
Q1k(x1, x2, . . . , xk), Q
′1
k (x
′
1, x
′
2, . . . , x
′
k)
)
. (5.12)
The usual projections pr: L⊕ L′ → L, pr′ : L⊕ L′ → L′ lift to strict L∞-epimorphisms
(L, d,Q)
Pr
←− (L⊕ L′, d⊕, Q⊕)
Pr′
−−→ (L′, d′, Q′)
We will frequently identify the (counital) cocommutative coalgebra S(L ⊕ L′) with the categorical product
S(L)⊗kS(L
′), and wewill be consistent with our convention for writingL∞-morphisms as dg coalgebra mor-
phisms. In particular, givenL∞-morphismsΦ1 : (L1, d
L1 , QL1)→ (L′1, d
L′1 , QL
′
1) andΦ2 : (L2, d
L2 , QL2)→
(L′2, d
L′2 , QL
′
2), we denote by
Φ1 ⊗ Φ2 : (L1 ⊕ L2, d⊕Q⊕)→ (L
′
1 ⊕ L
′
2, d
′
⊕, Q
′
⊕) (5.13)
the unique morphism in L̂ie[1]∞ between the corresponding products that satisfies the usual universal prop-
erty.
The next proposition is elementary. We will use it in Sec. 6.2 to analyze acyclic fibrations in L̂ie[1]∞.
Proposition 5.9. Let (L, d,Q) and (L′, d′, Q′) ∈ L̂ie[1]∞ be complete L∞-algebras. The inclusion map of
complete vector spaces L →֒ L⊕ L′ extends to a strict L∞-morphism in L̂ie[1]∞
(L, d,Q)→ (L⊕ L′, d⊕, Q⊕).
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5.3.2 Nilpotent L∞-algebras
Let (L, d,Q) ∈ Lie[1]∞ be an L∞-algebra. Following Berglund [3], let {ΓkL}k≥1 denote the level-wise
intersection of all filtrations on L compatible with the L∞-structure Q. Then {ΓkL} is also a compatible
filtration called the lower central series of (L,Q). The explicit inductive formula [21, Def. 6.10] for ΓkL is
Γ1L := L, and for k ≥ 2
ΓkL :=
∑
m≥2
∑
i1+i2+···+im≥k
i1,i2,...,im<k
Q1m
(
Γi1L,Γi2L, . . . ,ΓimL
)
(5.14)
If there exists N ≥ 1 such that ΓNL = 0, then we say (L, d,Q) is nilpotent. Clearly, every nilpotent
L∞-algebra equipped with its lower central series is filtered, in the sense of Def. 5.4, and also complete.
Remark 5.7 implies that every abelian L∞-algebra is nilpotent. More generally, the L∞-algebras considered
by Getzler in [13] are nilpotent in this sense.
Weak versus strict morphisms of nilpotentL∞-algebras It is worth mentioning that in [2, 3, 13, 32],L∞-
morphisms between nilpotent L∞-algebras are considered without requiring compatibility with the lower
central series filtration. This is not an issue within the context of the general theory that we discuss here,
because the authors of [2, 3, 13, 32] only consider strict L∞-morphisms. Indeed, we have:
Proposition 5.10. Let (L, d,Q) and (L′, d′, Q′) be nilpotent L∞-algebras. Let Φ = Φ
1
1 : (L, d,Q) →
(L′, d′, Q′) be any strict L∞-morphism in Lie[1]∞. Then Φ is compatible with the lower central series on L
and L′, and therefore is a morphism in L̂ie[1]nil∞ .
Proof. Since Φ is strict, we have Q′1m ◦ (Φ
1
1)
⊗m = Φ11Q
1
m for all m ≥ 1. It then follows from the explicit
description (5.14) of the lower central series that Φ11
(
ΓkL
)
⊆ ΓkL
′ for all k ≥ 1.
We denote by Lie[1]
nil/str
∞ ⊆ Lie[1]∞ the category whose objects are nilpotent L∞-algebras and whose
morphisms are strict L∞-morphisms. In light of Prop. 5.10, we identify Lie[1]
nil/str
∞ with its image under the
inclusion functor
Lie[1]nil/str∞ → L̂ie[1]∞ (5.15)
which equips each nilpotent L∞-algebra with its lower central series.
5.3.3 Bounded filtered L∞-algebras
The nilpotent L∞-algebras considered in this paper arise as filtered L∞-algebras equipped with a specified
bounded descending filtration, which is not necessarily the one induced by its lower central series. It will be
convenient at times to keep track of the depth of the bound.
Definition 5.11. A filtered L∞-algebra (L, d,Q) ∈ FiltLie[1]∞ with filtration {FkL}k≥1 is bounded fil-
tered4(at N ) if and only if there exists N ≥ 1 such that FNL = 0.
Remark 5.12. A bounded filtered L∞-algebra (L, d,Q) is clearly nilpotent and hence complete. Obviously,
an infinite series
∑∞
i=1 xi in L converges with respect to the bounded filtration {FkL}k≥1 if and only if it
converges with respect to the lower central series {ΓkL}k≥1 if and only if the series is finite.
4This should not be confused with the property that the underlying cochain complex (L, d) is bounded, which is often required
when working with so-called “Lie N -algebras”
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We denote by L̂ie[1]bdflt∞ the full subcategory of L̂ie[1]∞ whose objects are bounded filtered L∞-algebras.
Moreover, the above observations imply that we have a forgetful functor
L̂ie[1]bdflt/str∞
str
−−→ Lie[1]nil/str∞ (5.16)
from the category of bounded filteredL∞-algebras and strict filtered L∞-morphisms to the category of nilpo-
tent L∞-algebras and strict L∞-morphisms. Note that every abelian L∞-algebra equipped with the discrete
filtration from Remark 5.7 is an object in L̂ie[1]bdflt∞ .
Here is our main example of a bounded filtered L∞-algebra. Let (L, d,Q) ∈ FiltLie[1]∞ be a filtered
L∞-algebra. For each n ≥ 1, the filtration on L induces a filtration on the quotient vector space L/FnL
L/FnL = F1
(
L/FnL
)
⊇ F2
(
L/FnL
)
⊇ · · · ,
and the canonical surjections p(n) : L → L/FnL and p(n) : L/Fn+1L → L/FnL from Sec. 4.1.1 upgrade
to morphisms between filtered vector spaces. We define the degree 1 linear maps d(n) : L/FnL→ L/FNL,
and (Q(n))
1
k : S¯
k(L/FnL)→ L/FnL for k ≥ 2:
d(n)(x¯) := dx
(Q(n))
1
k(x¯1x¯2 · · · x¯k) := Q
1
k(x1x2 · · · xk),
(5.17)
where x¯ = p(n)(x) and x¯i = p(n)(xi) for all i = 1, . . . , k.
The statements in the next proposition follow directly from the fact that the L∞-structures and morphisms
in FiltLie[1]∞ are compatible with the filtrations in the sense of Def. 5.4 and (5.11), respectively.
Proposition 5.13. Let (L, d,Q) ∈ FiltLie[1]∞ be a filtered L∞-algebra with filtration {FkL}k≥1.
1. For each n ≥ 1, the linear maps (5.17) give the quotient L/FnL the structure of an L∞-algebra
(L/FnL, d(n), Q(n)) that is bounded filtered at N = n.
2. The canonical surjections from Sec. 4.1.1 induce strict filtered morphisms of L∞-algebras
p(n) : (L, d,Q) → (L/FnL, d(n), Q(n)),
p(n) : (L/Fn+1L, d(n+1), Q(n+1))→ (L/FnL, d(n), Q(n))
3. For each n ≥ 1, the inclusion of the subcomplex
ker p(n) = (Fn−1L/FnL, d(n)) ⊆ (L/Fn, d(n))
extends to a strict filtered L∞-morphism
(Fn−1L/FnL, d(n)) →֒ (L/FnL, d(n), Q(n))
which embeds ker p(n) as an abelian sub L∞-algebra of (L/FnL, d(n), Q(n)).
4. If Φ: (L, d,Q) → (L′, d′, Q′) is a morphism in FiltLie[1]∞, then for each n ≥ 1, the linear maps
(Φ(n))
1
k≥1 : S¯
k≥1(L/FnL)→ L
′/FnL
′, (Φ(n))
1
k(x¯1x¯2 · · · x¯k) := Φ
1
k(x1x2 · · · xk),
induce a unique morphism
Φ(n) : (L/FnL, d(n), Q(n))→ (L
′/FnL
′, d′(n), Q
′
(n)) (5.18)
of filtered L∞-algebras satisfying p
′
(n)Φ = Φ(n)p(n).
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5.3.4 Towers of L∞-algebras
Let Φ: (L, d,Q)→ (L, d′, Q′) be a morphism in FiltLie[1]∞. Then statement 4 of Prop. 5.13 above implies
that the following diagram in L̂ie[1]bdflt∞ commutes:
(L/Fn+1L, d(n+1), Q(n+1)) (L
′/Fn+1L
′, d′(n+1), Q
′
(n+1))
(L/FnL, d(n), Q(n)) (L
′/FnL
′, d′(n), Q
′
(n))
Φ(n+1)
p(n) p
′
(n)
Φ(n)
(5.19)
Hence, the functor tow : FiltVect→ tow1(Vect) defined in (4.1) extends to a functor
tow : FiltLie[1]∞ → tow1(L̂ie[1]
bdflt
∞ ) . (5.20)
Moreover, given a filtered L∞-algebra (L, d,Q) ∈ FiltLie[1]∞, the level-wise L∞-structures on the the
corresponding tower tow(L, d,Q) induces a unique L∞-structure on the completion L̂ = lim←−n
L/FnL such
that the linear map pL : L→ L̂ from Sec. 4.1.1 extends to a strict morphism of filtered L∞-algebras
pL : (L, d,Q)→ (L̂, d̂, Q̂).
It is straightforward to check that this assignment of a filtered L∞-algebra to its completion defines a functor
lim
←−
tow : FiltLie[1]∞ → L̂ie[1]∞ . (5.21)
5.3.5 Tensoring with cdgas
Here we recall extensions of the results from Sec. 4.1.3 to completed tensor products between L∞-algebras
and commutative dg algebras. Let (L, d,Q) ∈ Lie[1]∞ be an L∞-algebra and (B, δ) ∈ cdga. Denote by
(L⊗B, dB, QB) the L∞-algebra whose underlying cochain complex is the usual tensor product of complexes
(L⊗B, dB), where dB := d⊗ id+ id⊗δ, and whose higher brackets are defined as:
(QB)
1
k
(
x1 ⊗ b1 · · · xk ⊗ bk
)
:= (−1)εQ1k(x1, . . . , xk)⊗ b1b2 · · · bk (5.22)
where ε :=
∑
1≤i<j≤k |bi| |xj | is the usual Koszul sign. Similarly, if Φ: (L, d,Q) → (L
′, d′, Q′) is a mor-
phism in Lie[1]∞, then the maps (ΦB)
1
k : S¯
k(L⊗B)→ L′ ⊗B defined as
(ΦB)
1
k
(
x1 ⊗ b1 · · · xk ⊗ bk
)
:= (−1)εΦ1k(x1, . . . , xk)⊗ b1b2 · · · bk. (5.23)
assemble together to give a L∞-morphism ΦB : (L⊗B, dB , QB)→ (L
′ ⊗B, d′B , Q
′
B).
Now let (L, d,Q) ∈ FiltLie[1]∞ be a filtered L∞-algebra. The vector space L⊗B is equipped with the
induced filtration from Section 4.1.3, and it is easy to see that it is compatible with the L∞-structure QB .
Hence, (L⊗B, dB, QB) ∈ FiltLie[1]∞, and so for any B ∈ cdga we obtain a functor:
− ⊗̂B : L̂ie[1]∞ → L̂ie[1]∞ (5.24)
which sends (L, d,Q) to the completion (L⊗̂B, d̂B , Q̂B) of the filtered L∞-algebra (L⊗B, dB, QB) via the
functor (5.21). The proof of the following proposition is straightforward, and follows from the definition of
the filtration on the tensor product.
Proposition 5.14. Let (B, δ) ∈ cdga be a cdga. If (L, d,Q) ∈ L̂ie[1]bdflt∞ is bounded filtered at N , then the
L∞-algebra (L⊗B, dB , QB) is also bounded filtered at N , and therefore
(L⊗̂B, d̂B , Q̂B) ∼= (L⊗B, dB , QB)
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5.4 Maurer–Cartan elements and twisting
Our reference for this section is Section 2 of [10]. We refer the reader there for details. Let (L, d,Q) ∈
L̂ie[1]∞. The curvature curv : L
0 → L1 is the set-theoretic function
curv(a) = da+
∑
m≥2
1
m!
Q1m(a · · · a︸ ︷︷ ︸
m times
) ∀a ∈ L0, (5.25)
which is well-defined due to: (1) the compatibility of the L∞-structure with the filtrations, (2) the fact that
L0 = F1L
0, and (3) the fact that L is complete. Elements of the set
MC(L) := {α ∈ L0 | curv(α) = 0}
are called theMaurer–Cartan (MC) elements of L. Note that MC elements of L are elements of degree 0.
Similarly, let Φ: (L, d,Q) → (L′, d′, Q′) be a morphism in L̂ie[1]∞. Such a morphism induces a function
Φ∗ : L
0 → L
′0:
Φ∗(a) :=
∑
m≥1
1
m!
Φ1(a · · · a︸ ︷︷ ︸
m times
) ∀a ∈ L0. (5.26)
The curvature function satisfies the following useful identities (which are proved in [10, Prop. 2.2]):
d(curv(a)) +
∞∑
m=1
1
m!
Q1m
(
a · · · a︸ ︷︷ ︸
m times
· curv(a)
)
= 0 ∀a ∈ L0, (5.27)
and
curv
(
Φ∗(a)
)
=
∑
m≥0
1
m!
Φ1m+1
(
a · · · a︸ ︷︷ ︸
m times
· curv(a)
)
∀a ∈ L0. (5.28)
If F : (L, d,Q)→ (L′, d′, Q′) is a morphism in L̂ie[1]∞, and α ∈MC(L) is a MC element of L, then Eq.
5.28 implies that Φ∗(α) is a MC element of L
′. Using the composition formulas (5.4), it is straightforward
to check that the assignment L 7→ MC(L) a functor
MC: L̂ie[1]∞ → Set. (5.29)
Remark 5.15.
1. Eq. 5.27 above is known as the Bianchi identity [13]
2. Let (L, d) ∈ Ch∗ be a cochain complex considers as an abelian L∞-algebra. In this case, the set of
Maurer-Cartan elements MC(L) is equal to the subspace of degree 0 cocycles Z0(L).
3. It is easy to show that for any (L,Q) ∈ L̂ie[1]∞, there is a natural isomorphism
MC(L) ∼= lim←−
n
MC(L/FnL).
See, for example, [21, Prop. 3.17].
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5.4.1 Twisting
Elements of degree 0 in a complete filtered L∞-algebra (L, d,Q) can be used to “twist” the differential and
multi-brackets on L. Let a ∈ L0 be any element of degree 0. We define the degree 1 maps da : L→ L, and
(Qa)1k : S¯
k(L)→ L as
da(x) := dx+
∞∑
k=1
1
k!
Q1k+1(a · · · a︸ ︷︷ ︸
k times
x) ∀x ∈ L,
(Qa)1m(x1x2 · · · xm) :=
∞∑
k=0
1
k!
Q1k+m(a · · · a︸ ︷︷ ︸
k times
·x1x2 · · · xm) ∀x1, . . . , xm ∈ L.
(5.30)
Then the following equalities hold [10, Prop. 2.2]:
da ◦ da(x) = −prLQ
a(curv(a) · x) ∀a ∈ L0 ∀x ∈ L,
curv(a+ b) = curv(a) + da(b) +
∞∑
m=2
1
m!
(Qa)1m(b · · · b︸ ︷︷ ︸
m times
) ∀a, b ∈ L0.
(5.31)
In particular, given an MC element α ∈ MC(L), we can construct a new complete filtered L∞-algebra using
the α-twisted structures defined above:
(Lα, d,α , Qα) ∈ L̂ie[1]∞, (5.32)
where Lα := L as a complete filtered graded vector space. We also recall that if Φ: (L, d,Q)→ (L′, d′, Q′)
is a morphism in L̂ie[1]∞ and α ∈ MC(L), then Φ∗(α) ∈ MC(L
′), and we can twist Φ to form a new
L∞-morphism
Φα : (Lα, dα, Qα)→ (L′Φ∗(α), d′Φ∗(α), Q′Φ∗(α))
whose structure maps are given by:
(Φα)1m(x1x2 . . . xm) :=
∞∑
k=0
1
k!
Φ1m+k(α · · ·α︸ ︷︷ ︸
k times
x1x2 · · · xm) ∀x1, . . . , xm ∈ L
α ∀m ≥ 1. (5.33)
Remark 5.16.
1. In the proof of [10, Prop. 2.2]), the following fact is used for verifying some of the above identities
concerning curvature and twisting: For any a ∈ L0, the expression exp(a)−1 is a well-defined element
of the usual completion of S¯(L) defined by the corresponding formal power series. By extending Q in
the natural way, a straightforward calculation shows that
Q
(
exp(a)− 1
)
= exp(a)curv(a) (5.34)
and hence
curv(a) = prL ◦Q
(
exp(a)− 1
)
. (5.35)
2. Similarly, if Φ: (L, d,Q) → (L′, d′, Q′) is a morphism in L̂ie[1]∞, then we may extend Φ to the
completions of S¯(L) and S¯(L′) by formal power series, and a straightforward calculation gives us the
equality
Φ
(
exp(a)− 1
)
= exp(Φ∗(a))− 1. (5.36)
3. Suppose (L, d,Q) and (L′, d′, Q′) are complete L∞-algebras, and Φ: S¯(L) → S¯(L
′) is a coalgebra
morphism that is compatible with the filtrations, but not necessarily compatible with the differentials.
Then we note that the function Φ∗ defined in Eq. 5.26 is still well-defined, and the equality (5.36) still
holds.
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5.4.2 Maurer-Cartan elements of bounded filtered L∞-algebras
Suppose (L, d,Q) ∈ L̂ie[1]bdflt∞ is bounded filtered at N (Def. 5.11). Then clearly the codifferential Q is
necessarily truncated at N , i.e., Q1k = 0 for k ≥ N . However, the compatibility of the L∞ structure with
the filtration also implies a bit more. The following technical results concerning the curvature function of
(L, d,Q) will be used in the proof of Thm. 7.4.
Lemma 5.17. Let (L, d,Q) ∈ L̂ie[1]bdflt∞ be an L∞-algebra that is bounded filtered at N .
1. If a ∈ L0 and y ∈ FN−1L
0, then
curv(a+ y) = curv(a) + dy. (5.37)
2. If a ∈ L0 and curv(a) ∈ FN−1L
1, then
dcurv(a) = 0. (5.38)
Proof.
1. The identities (5.31) imply that
curv(a+ y) = curv(a) + da(y) +
∞∑
m=2
1
m!
(Qa)1m(y · · · y︸ ︷︷ ︸
m times
). (5.39)
Recall L0 = F1L
0, therefore for all k ≥ 0 andm ≥ 2, we have
Q1k+m(a · · · a︸ ︷︷ ︸
k times
y · · · y︸ ︷︷ ︸
m times
) ∈ Fm(N−1)+kL ⊆ FNL = 0.
It then follows from the definition of (Qa)1m in (5.30) that the infinite summation on the right-hand side
of (5.39) above vanishes. Now consider the remaining term
da(y) = dy +
∞∑
k=1
1
k!
Q1k+1(a · · · a︸ ︷︷ ︸
k times
y).
Using again the hypothesis on the filtration degree of y, we deduce that for all k ≥ 1
Q1k+1(a · · · a︸ ︷︷ ︸
k times
y) ∈ FN+k−1L ⊆ FNL = 0.
Hence, da(y) = dy, and the desired equality then follows.
2. We proceed using the same idea as in the proof of part 1. The hypothesis on the filtration degree of
curv(a), along with the compatibility of Q with the filtration, implies that infinite sum on the left-hand
side of the Bianchi identity (5.27) vanishes. Therefore, the identity implies that dcurv(a) = 0.
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5.5 An aside on obstruction theory
We point out that Lemma 5.17 gives a quick proof of a fact well known to experts: Every complete L∞-
algebra (L, d,Q) encodes a canonical “obstruction theory” for its Maurer-Cartan elements. This idea (along
with an appropriate choice for L) is behind many of the familiar obstruction-theoretic arguments used in
deformation theory and rational homotopy theory. One example is the obstruction theory for∞-morphisms
between homotopy P-algebras developed in [31, Appendix A].
Let (L, d,Q) ∈ L̂ie[1]∞. Recall that the L∞-algebra
(
L/F2L, d(2), Q(2)
)
is abelian and is just the the
cochain complex (L/F2L, d(2)). Hence, the set of MC elements in L/F2L is the subspace of degree 0 co-
cycles Z0(L/F2L). Let β be such a 0-cocycle, and let p(2) : (L, d,Q) ։ (L/F2L, d(2)) be the fibration in
L̂ie[1]∞ corresponding to the canonical surjection, as usual. A question that frequently arises in the afore-
mentioned applications is:
Does β lift through p(2) to a Maurer-Cartan element α ∈ MC(L)?
The next proposition – which we claim no originality for – characterizes the existence and uniqueness of
such Maurer-Cartan elements α ∈ MC(L) via the associate graded cochain complex Gr(L). In particular,
the answer to the above question is yes, if and only if an infinite sequence of cohomology classes vanishes in
H1(Gr(L)).
Proposition 5.18. Let n ≥ 2. Let β ∈ MC(L/Fn−1L) be a Maurer-Cartan element of the L∞-algebra
(L/Fn−1L, d(n−1), Q(n−1)), and suppose a ∈ (L/FnL)
0 is any degree 0 vector satisfying
p(n−1)(a) = β ∈ (L/Fn−1L)
0.
Then:
1. The element curv(n)(a) is a 1-cocycle in the subcomplex ker p(n−1) := (Fn−1L/FnL, d(n)), where
curv(n) is the curvature function of the L∞-algebra (L/FnL, d(n), Q(n)).
2. The class [
curv(n)(a)
]
∈ H1(Fn−1L/FnL)
is independent of the choice of a ∈ (L/FnL)
0 lifting the degree 0 vector β.
3. There exists aMaurer-Cartan elementα ∈ MC(L/FnL) lifting β ∈ MC(L/Fn−1L) through the function
p(n−1)∗ : MC(L/FnL)→ MC(L/Fn−1L)
if and only if the class [curv(n)(a)] is trivial.
4. The fiber p −1(n−1)∗
(
{β}
)
⊆ MC(L/FnL) is either empty or a torsor over the abelian group
MC(Fn−1L/FnL) = Z
0(Fn−1L/FnL).
Proof.
1. Since p(n−1) : (L/FnL, d(n), Q(n)) → (L/Fn−1L, d(n−1), Q(n−1)) is a strict L∞-morphism, we have
p(n−1)
(
curv(n)(a)
)
= curv(n−1)
(
p(n−1)(a)
)
= 0. Therefore, curv(n)(a) ∈ Fn−1L/FnL. Proposition
5.13 implies that (L/FnL, d(n), Q(n)) is bounded filtered at n, and since curv(n)(a) has filtration degree
n− 1, it follows from Lemma 5.17 that d(n)curv(n)(a) = 0.
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2. Suppose a′ ∈ (L/FnL)
0 is another element satisfying p(n−1)(a
′) = β. Then the vector η := a′ − a ∈
(Fn−1L/FnL)
0 has filtration degree n− 1, and so Lemma 5.17 implies that
curv(n)(a
′) = curv(n)(a+ η) = curv(n)(a) + d(n)η.
3. If there exists α ∈ MC(L/FnL) lifting β, then statement (2) implies that the obstruction class is trivial.
Conversely, suppose there exists η ∈ (Fn−1L/FnL)
0 such that curv(n)(a) = d(n)η. Let α := a − η.
Then Lemma 5.17 implies that curv(n)(α) = curv(n)(a)− d(n)η = 0.
4. Suppose α,α′ ∈ MC(L/FnL) satisfy p(n−1)∗(α) = p(n−1)∗(α
′) = β. Since p(n−1)∗(α) is a strict L∞-
morphism, it follows that η := α′ − α ∈ (Fn−1L/FnL)
0. Lemma 5.17 implies that curv(n)(α
′) =
curv(n)(α) + d(n)η. Since α and α
′ are Maurer-Cartan, it then follows that η ∈ Z0((Fn−1L/FnL)) =
MC(Fn−1L/FnL). Conversely, the same argument implies that α
′ := α + η is a Maurer-Cartan el-
ement of L/FnL satisfying p(n−1)∗(α
′) = β whenever α ∈ MC(L/FnL) is as well, provided η ∈
Z0(Fn−1L/FnL).
5.6 The simplicial Maurer-Cartan functor
The MC elements of a complete filtered L∞-algebra are the vertices of a simplicial set which we now recall.
Let Ωn denote the de Rham-Sullivan algebra of polynomial differential forms on the geometric simplex ∆
n
with coefficients in k. These assemble together into a simplicial cdga {Ωn}n≥0. The simplicial Maurer–
Cartan functor
MC : L̂ie[1]∞ → sSet (5.40)
assigns to each complete filtered L∞-algebra (L, d,Q) the simplicial set whose n-simplices are
MCn(L) := MC
(
L⊗̂Ωn, d̂Ωn , Q̂Ωn
)
(5.41)
and to each L∞-morphism Φ: (L, d,Q)→ (L
′, d′, Q′) ∈ L̂ie[1]∞ the simplical map
MCn(Φ) := (Φ̂Ωn)∗ : MC(L⊗̂Ωn)→ MC(L
′⊗̂Ωn). (5.42)
Above, (Φ̂Ωn)∗ is the function obtained from Eq. 5.23 followed by Eq. 5.26.
6 Homotopy theory in L̂ie[1]∞
We first give a fairly explicit proof that L̂ie[1]∞ forms a category of fibrant objects. Then we show that this
CFO structure satisfies the additional axioms (EA1) and (EA2) from Sec. 3.2, which then implies that every
weak equivalence in L̂ie[1]∞ has a homotopy inverse.
6.1 L̂ie[1]∞ as a category of fibrant objects
From the point of view of most applications5 , reasonable notions of weak equivalence and fibration in L̂ie[1]∞
are the following:
Definition 6.1. Let Φ: (L, d,Q)→ (L′, d′, Q′) be a morphism in L̂ie[1]∞.
5See, however, Remark 7.7.
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1. We say Φ is a weak equivalence if its linear term Φ11 : (L, d) → (L
′, d′) induces for each n ≥ 1 a
quasi–isomorphism of cochain complexes
FnΦ
1
1 : (FnL, d)
∼
−→ (FnL
′, d′).
2. We sayΦ is a fibration if its linear termΦ11 : (L, d)→ (L
′, d′) induces for each n ≥ 1 an epimorphism
of cochain complexes
FnΦ
1
1 : (FnL, d)։ (FnL
′, d′).
Theorem 6.2. The category L̂ie[1]∞ of complete filtered L∞-algebras has the structure of a category of
fibrant objects with functorial path objects in which the weak equivalences and fibrations are those morphisms
that satisfy the defining criteria given in Def. 6.1
Proof. As in the proof of Thm. 4.7, we will proceed by directly verifying axioms 1 through 7 of Def. 3.1.
Finite products in L̂ie[1]∞ were verified in Sec. 5.3.1, and axioms 1,2,3, and 7 are trivial. We verify the
remaining axioms by building on the results of Sec. 4.3 in the subsequent propositions below.
6.1.1 Functorial path object for L̂ie[1]∞ (axiom 6)
From our definition of weak equivalences and fibration in L̂ie[1]∞, Prop. 4.8 immediate implies
Proposition 6.3. To each complete L∞-algebra (L, d,Q), the assignment
(L, d,Q) 7→
(
L⊗̂Ω1, dΩ, QΩ
)
is a functorial path object for the category L̂ie[1]∞.
6.1.2 Pullbacks of (acyclic) fibrations in L̂ie[1]∞ (axioms 4 & 5)
We first record a filtered analog of a useful simplification due to B. Vallette [31, Prop. 4.3] which allows us
to “strictify” any fibration in L̂ie[1]∞ without altering the linear term.
Proposition 6.4. LetΦ: (L,Q)։ (L′, Q′) be a fibration in L̂ie[1]∞ Then there exists a completeL∞-algebra
(L˘, Q˘) and an isomorphism Ψ: (L˘, Q˘)
∼=
−→ (L,Q) in L̂ie[1]∞ such that
ΦΨ: (L˘, Q˘)→ (L′, Q′)
is a strict fibration with linear term (ΦΨ)11 = Φ
1
1.
Proof. Consider the linear term Φ11 : L→ L
′ as a morphism in V̂ect. By definition, the restriction
FnΦ
1
1 : FnL→ FnL
′
is a surjection for all n ≥ 1. Therefore, Lemma 4.3 implies that there exists a filtration preserving linear map
σ : L′ → L such that φ ◦ σ = idL.
Define L˘ := L andΨ11 := idL˘. Letm ≥ 2 and suppose we have defined a sequence of degree 0 filtration-
preserving linear maps {Ψ1k : S¯
k(L˘) → L}m−1k≥1 . It follows from Eq. 5.3 that this sequence gives us well
defined linear maps Ψkm : S¯
m(L˘)→ S¯k(L) for 2 ≤ k ≤ m. Now define Ψ1m : S¯
m(L˘)→ L as:
Ψ1m = −
m∑
k≥2
σΦ1kΨ
k
m.
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Clearly Ψ1m is filtration preserving, since it is the composition of filtration preserving maps. This con-
struction inductively yields a coalgebra isomorphism Ψ: S¯(L˘)
∼=
−→ S¯(L). By define a new codifferential
Q˘ := Ψ−1QΨ, we promote Ψ to an isomorphism Ψ:
(
L˘, Q˘
) ∼=
−→
(
L,Q
)
in L̂ie[1]∞. And since Ψ
1
1 = id, it
follows from Eq. 5.4 that we have (ΦΨ)11 = Φ
1
1 : L→ L
′. Finally, to show that ΦΨ is strict, i.e. (ΦΨ)1m = 0
for allm ≥ 2, we observe that Eq. 5.4 and the construction of Ψ imply that
(ΦΨ)1m = −Φ
1
1
( m∑
k≥2
σΦ1kΨ
k
m
)
+
m∑
k≥2
Φ1kΨ
k
m.
This completes the proof.
Next we show that strict fibrations and acyclic fibrations are preserved under pullbacks in L̂ie[1]∞. The
general case for weak (acyclic) fibrations will then follow as a corollary.
In the proof of Thm. 4.1 [31], B. Vallette provides a useful construction of pullbacks along strict L∞-
epimorphisms in Lie[1]∞. The construction easily extends to L̂ie[1]∞ in the following way. Suppose Φ =
Φ11 : (L, d,Q) ։ (L
′′, d′′, Q′′) is a strict fibration in L̂ie[1]∞, and Θ: (L
′, d′, Q′) → (L′′, d′′, Q′′) is an
arbitrary morphism in L̂ie[1]∞. Since Φ
1
1 : (L, d)։ (L
′, d′) is a fibration in Ĉh∗, Prop. 4.11 implies that we
have a pullback square of the following form
(
L˜, d˜
)
(L, d)
(L′, d′) (L′′, d′′)
pr ◦ h
pr′ Φ11
Θ11
with L˜ = L′⊕kerΦ11, and d˜ = j◦(d
′⊕d)◦h. Recall that h : L′⊕L
∼=
−→ L′⊕L and j = h−1 : L′⊕L
∼=
−→ L′⊕L
are the filtered linear maps
h(v′, v) := (v′, σΘ11(v
′) + v)
j(v′, v) := (v′, v − σΘ11(v
′)),
(6.1)
where σ : L′′ → L is a section in FiltVect of of the surjection Φ11.
We denote elements of the direct sum L′ ⊕ L as vectors ~v := (v′, v). In order to lift the above pullback
diagram to L̂ie[1]∞, we follow Vallette and define the linear maps H
1
k : S¯
k(L′ ⊕ L)→ L′ ⊕ L to be
H11 (~v) := h(~v), H
1
k(~v1, . . . , ~vk) :=
(
0, σΘ1k(v
′
1, . . . , v
′
k)
)
. (6.2)
Similarly, let J1k : S¯
k(L′ ⊕ L)→ L′ ⊕ L denote the linear maps
J11 (~v) := j(~v), J
1
k (~v1, . . . , ~vk) :=
(
0,−σΘ1k(v
′
1, . . . , v
′
k)
)
. (6.3)
A direct calculation shows that HJ = JH = idS¯(L′⊕L).
Finally, since S¯(L˜) ⊆ S¯(L′ ⊕ L), we can define a degree 1 codifferential Q˜ : S¯(L˜)→ S¯(L˜) via
Q˜ := JQ⊕H|S¯(L˜) (6.4)
where Q⊕ is the L∞-structure on L
′ ⊕L induced by Q′ and Q. By construction, Q˜11 = d˜ and Q˜
2 = 0, and a
direct calculation shows that indeed Q˜ is well-defined, i.e., im Q˜ ⊆ S¯(L⊕ L′). (See, for example, [26, Sec.
4.1] for details of an almost identical calculation.)
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Since H , J , and Q˜ are constructed from filtration preserving maps, we conclude that (L˜, Q˜) ∈ Lie[1]∞,
and
H|S¯(L˜) : (L˜, d˜, Q˜)→ (L
′ ⊕ L, d⊕, Q⊕) (6.5)
is amorphism in L̂ie[1]∞. LetPr
′ andPr denote the canonical projections out of the product (L′⊕L, d⊕, Q⊕).
We then have:
Proposition 6.5. If Φ = Φ11 : (L, d,Q)։ (L
′′, d′′, Q′′) is a strict fibration (acyclic fibration) in L̂ie[1]∞ and
Θ: (L′, d′, Q′)→ (L′′, d′′, Q′′) is an arbitrary morphism in L̂ie[1]∞, then
(L˜, Q˜)
(
L,Q)
(
L′, Q′)
(
L′′, Q′′)
PrH
Pr′H Φ
Θ
(6.6)
is a pullback diagram in the category L̂ie[1]∞. Moreover, the morphism Pr
′H : (L˜, d˜, Q˜)→ (L′, d′, Q′) is a
fibration (acyclic fibration) in L̂ie[1]∞.
Proof. Theorem 4.1 of [31] implies that the diagram (6.6) is the pullback in the category Lie[1]∞. Indeed, if
(V, dV , QV )
Ψ
−→ (L, d,Q) and (V, dV , QV )
Ψ′
−→ (L′, d′, Q′) are morphisms in Lie[1]∞ such that ΦΨ = ΘΨ
′,
then the L∞-morphism
J ◦ (Ψ⊗Ψ′) : (V, dV , QV )→ (L˜, d˜, Q˜) (6.7)
is the unique map which makes the relevant diagrams commute. (See Sec. 5.3.1 for a reminder of the notation
Ψ⊗Ψ′.)
It is then clear that if Ψ and Ψ′ are morphism in L̂ie[1]∞, then so is J ◦ (Ψ⊗Ψ
′). Hence, diagram (6.6)
lifts to a pullback diagram in L̂ie[1]∞. Finally, it follows from Prop. 4.11 that Pr
′H is a fibration (acyclic
fibration).
Now we remove the assumption in Prop. 6.5 that the fibration Φ is strict.
Corollary 6.6. Let Φ: (L, d,Q)։ (L′′, d′′, Q′′) be a fibration (acyclic fibration) in L̂ie[1]∞.
LetΘ: (L′, d′, Q′)→ (L′′, d,′′ , Q′′) be an arbitrary morphism in L̂ie[1]∞. Then the pullback of the diagram
(L′, d′, Q′)
Θ
−→ (L′′, d′′, Q′′)
Φ
←− (L, d,Q)
exists in L̂ie[1]∞. Furthermore, the canonical projection from the pullback to (L
′, d′, Q′) is a (acyclic) fibra-
tion.
Proof. Proposition 6.4 implies that there exists an isomorphism Ψ: (L˘, Q˘)
∼=
−→ (L,Q) in L̂ie[1]∞ such that
Φ˘ := ΦΨ: (L˘, d˘, Q˘) → (L′′, d′′, Q′′) is a strict fibration with linear term (Φ˘)11 = Φ
1
1. Now we apply Prop.
6.5 to the strict fibration Φ˘ and Θ and obtain the pullback diagram
(L˜, d˜, Q˜)
(
L˘, d˘, Q˘)
(
L′, d′, Q′)
(
L′′, d′′, Q′′)
PrH
Pr′H Φ˘
Θ
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in which Pr′H is a (acyclic) fibration. Then, since Ψ is an isomorphism in L̂ie[1]∞, the diagram
(L˜, Q˜)
(
L,Q)
(
L′, Q′)
(
L′′, Q′′)
Ψ ◦ (PrH)
Pr′H F
G
(6.8)
is also a pullback in L̂ie[1]∞.
6.2 Homotopy inverses of weak equivalences in L̂ie[1]∞
We begin with a decomposition lemma for acyclic fibrations in L̂ie[1]∞.
Lemma 6.7. Let Φ: (L, d,Q)
∼
։ (L′, d′, Q′) be an acyclic fibration in L̂ie[1]∞. Let (ker Φ
1
1, d) denote the
kernel of the chain map Φ11 : (L, d) → (L
′, d′) considered as an abelian L∞-algebra. Then there exists a
L∞-morphism in L̂ie[1]∞
Ψ: (L, d,Q)→ (ker Φ11, d)
such that the morphism induced via the universal property of the product:
(
Φ,Ψ
)
: (L, d,Q)
∼=
−→ (L′ ⊕ kerΦ11, d⊕, Q⊕)
is an isomorphism of complete L∞-algebras.
Proof. Since Φ is an acyclic fibration, the chain map Φ11 : (L, d) → (L
′, d′) is an acyclic fibration in Ĉh∗.
Proposition 4.12 implies that there exists a filtered chain map τ : (L′, d′)→ (L, d) in Ĉh∗ and a filtered chain
homotopy h : V → V [−1] such that
Φ11 ◦ τ = idL′ , Ψ
1
1 = dh+ hd. (6.9)
where Ψ11 : (L, d) → (ker Φ
1
1, d) is the chain map Ψ
1
1 := idL−τ ◦ Φ
1
1. For each n ≥ 2, let Ψ
1
n : S¯
n(L) →
kerΦ11 be the linear map
Ψ1n≥2 := Ψ
1
1 ◦ h ◦Q
1
n. (6.10)
Since τ , h and Q1k are filtration preserving, so is Ψ
1 : S¯(L) → ker Φ11. A direct calculation using (6.9) and
the fact that Q2 = 0, shows that for each n ≥ 1
d|ker ◦Ψ
1
n = Ψ
1
1d+
n∑
k=2
Ψ1kQ
k
n.
Hence Ψ1 defines a L∞-morphism in L̂ie[1]∞. Finally, we note that the linear map
θ : L′ ⊕ kerΦ11 → L, θ(x
′, z) := τ(x′) + z
is filtration preserving and inverse to (Φ11,Ψ
1
1) in V̂ect. Hence, the L∞-morphism (Ψ,Φ) is an isomorphism
in L̂ie[1]∞.
The above lemma implies that every acyclic fibration in L̂ie[1]∞ is a retraction.
Corollary 6.8. Let Φ: (L, d,Q)
∼
։ (L′, d′, Q′) be an acyclic fibration in L̂ie[1]∞. Then there exists an
L∞-morphism χ : (L
′, d′, Q′)→ (L, d,Q) in L̂ie[1]∞ such that Φ ◦ χ = idL′ .
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Proof. Let
(
Φ,Ψ
)
: (L, d,Q)
∼=
−→ (L′ ⊕ kerΦ11, d⊕, Q⊕) denote the isomorphism from Lemma 6.7. From
Prop. 5.9we have the injectiveL∞-morphism iL′ : (L
′, d′, Q′)→ (L′⊕kerΦ11, d⊕, Q⊕). Letχ := (Φ,Ψ)
−1◦
iL′ . Then Φ ◦ χ = PrL′(Φ,Ψ)
−1 ◦ (Φ,Ψ) ◦ iL′ = idL′ .
It now follows that every weak equivalence in L̂ie[1]∞ has a homotopy inverse via any choice of path
object. In particular
Theorem 6.9. If Φ: (L, d,Q)
∼
−→ (L′, d′, Q′) is a weak equivalence in L̂ie[1]∞, then there exists a weak
equivalence Ψ: (L′, d′, Q′)
∼
−→ (L, d,Q) and homotopies
HL : (L, d,Q)→ (L⊗̂Ω1, dΩ, QΩ), HL′ : (L
′, d′, Q′)→ (L′⊗̂Ω1, d
′
Ω, Q
′
Ω),
which induce equivalences ΨΦ ≃ idL and ΦΨ ≃ idL′ .
Proof. Cor. 6.8 implies that L̂ie[1]∞ satisfies Axiom A1 from Sec. 3.2. Hence, the result follows from Prop.
3.6.
7 The functorMC : L̂ie[1]∞ → KanCplx
7.1 Kan conditions forMC(L)
Let us first consider the bounded filtered case. We recall a theorem of Getzler concerning the simplicial
Maurer-Cartan set for nilpotent L∞-algebras.
Theorem 7.1 (Prop. 4.7 [13]). Let Φ = Φ11 : (L, d,Q) → (L
′, d′, Q′) be a strict L∞-epimorphism in
Lie[1]
nil/str
∞ . ThenMC(Φ): MC(L)→MC(L′) is a Kan fibration. In particular,MC(L) is a Kan simpli-
cial set for all (L, d,Q) ∈ Lie[1]
nil/str
∞ .
Recall from (5.16) the discussion of the forgetful functor L̂ie[1]
bdflt/str
∞
str
−−→ Lie[1]
nil/str
∞ which sends a
bounded filtered L∞-algebra to its underlying nilpotent L∞-algebra. Remark 5.12 implies that MC(L) =
MC
(
str(L)
)
. Therefore, from Prop. 5.14, we have
MC(L⊗̂B) = MC
(
str(L)⊗B
)
for every (L, d,Q) ∈ L̂ie[1]
bdflt/str
∞ and every (B, δ) ∈ cdga. This leads us to the next proposition, which is
just for the purposes of bookkeeping. It follows immediately from Thm. 7.1.
Proposition 7.2. Let Φ = Φ11 : (L, d,Q)։ (L
′, d′, Q′) be a (strict) fibration in L̂ie[1]
bdflt/str
∞ . Then
MC(Φ): MC(L)→MC(L′)
is a Kan fibration. In particular,MC(L) is a Kan simplicial set for all bounded filtered L∞-algebra.
Proof. Every strict fibration in FiltLie[1]∞ is obviously a strict L∞-epimorphism.
Now consider arbitrary complete filtered L∞-algebras. The next result is well known and follows from
Prop. 7.2 and the fact thatMC(L) ∼= lim←−
MC(L/FnL) for all (L, d,Q) ∈ L̂ie[1]∞. See, for example, [10,
Prop. 4.1] and [21, Thm. 6.9].
Corollary 7.3. Let (L, d,Q) ∈ L̂ie[1]∞ be a complete filtered L∞-algebra. ThenMC(L) is a Kan simplicial
set, and the functor (5.40) factors as
MC : L̂ie[1]∞ → KanCplx
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7.2 MC as an exact functor
The goal of this section is to prove
Theorem 7.4. The simplicial Maurer-Cartan functorMC : L̂ie[1]∞ → KanCplx is an exact functor between
categories of fibrant objects.
Our proof of Thm. 7.4will proceed by directly verifying the axioms of Def. 3.7 via the following collection
of propositions.
Proposition 7.5. Let (L, d,Q), (L′, d′, Q′) ∈ L̂ie[1]∞. Then
MC(L⊕ L′) ∼=MC(L)×MC(L′).
Proof. It follows from the definition (5.12) for the product in L̂ie[1]∞ that curv⊕ = curvL × curvL′ , where
curv⊕ is the curvature function for (L⊕L
′, d⊕, Q⊕). It is then a straightforward exercise to verify that there
is a natural isomorphism of setsMC
(
(L′⊕L)⊗B
)
∼= MC(L⊗B)×MC(L′⊗B) for any L,L′ ∈ L̂ie[1]∞
and B ∈ cdga. See, for example, [21, Ex. 6.17].
Let us next address weak equivalences. In previous work [9] with V. Dolgushev, the following general-
ization of the classical Goldman-Millson theorem from deformation theory was established.
Proposition 7.6 (Theorem 1.1 [9]). LetΦ: (L, d,Q)
∼
−→ (L′, d′, Q′) be a weak equivalence in L̂ie[1]∞. Then
MC(Φ): MC(L)→MC(L′) is a homotopy equivalence between simplicial sets.
Remark 7.7.
1. The proof of the above given in [9] builds on Getzler’s proof of an analogous statement in [13] for strict
L∞ quasi-isomorphims between nilpotent L∞-algebra.
2. It is not true thatMC reflects weak equivalences. See [29] for a description of a larger class of mor-
phisms in L̂ie[1]∞, properly containing weak equivalences, which are sent to weak homotopy equiva-
lences byMC.
It remains to verify thatMC preserves fibrations and pullbacks of fibrations. We split the work across
the next two subsections.
7.2.1 MC preserves fibrations
Proposition 7.8. Let Φ: (L, d,Q)։ (L′, d′, Q′) be a fibration in L̂ie[1]∞. Then the simplicial map
MC(Φ): MC(L)→MC(L′)
is a Kan fibration.
Proof. By Prop. 6.4, it suffices to consider the case when Φ = Φ11 is a strict fibration in L̂ie[1]∞. Applying
the functor tow : L̂ie[1]∞ → tow1(L̂ie[1]
bdflt
∞ ) gives us a morphism, as in (5.19), between towers of bounded
filtered L∞-algebras, in which all horizontal and all vertical morphisms are fibrations in L̂ie[1]
bdflt/str
∞ . It
then follows from Prop. 7.2 that we obtain a map of towers in KanCplx in which all horizontal and all vertical
maps are Kan fibrations
· · · MC(L/FnL) MC(L/Fn−1L) · · ·
· · · MC(L′/FnL
′) MC(L′/Fn−1L
′) · · ·
φ(n) φ(n−1)
ρ(n)
ρ′
(n)
ρ(n−1)
ρ′
(n−1)
ρ(n−2)
ρ′
(n−2)
(7.1)
38
Above, for the sake of brevity, we have used the notation φ(k) := MC(Φ(k)) and ρ(k) := MC(p(k)). Since
all L∞-morphisms involved are strict, we have
φ(k) = (Φ(k))
1
1 ⊗ idΩ• , ρ(k) = p(k) ⊗ idΩ• , ρ
′
(k) = p
′
(k) ⊗ idΩ• . (7.2)
We will use Prop. 3.8 to show that lim
←−
φ(k) : MC(L) → MC(L
′) is a Kan fibration. Let n ≥ 1. From
diagram 3.4 from Prop. 3.8, we see that it suffices to prove that the map
(ρ(n), φ(n+1)) : MC(L/Fn+1L)→MC(L/FnL)×MC(L′/FnL′)MC(L
′/Fn+1L
′) (7.3)
is a fibration. So suppose we have a horn γ : Λmk →MC(L/Fn+1L) and commuting diagrams of simplical
sets
Λmk MC(L/Fn+1L)
∆m MC(L/FnL)
γ
β
ρ(n)
Λmk MC(L/Fn+1L)
∆m MC(L′/Fn+1L
′)
γ
β′
φ(n+1)
∆m MC(L′/Fn+1L
′)
MC(L/FnL) MC(L
′/FnL
′)
β′
β
φ(n)
ρ′
(n)
(7.4)
To complete the proof, we will construct anm-simplex α˜ : ∆m →MC(L/Fn+1L) filling γ and satisfying
ρ(n)α˜ = β, φ(n+1)α˜ = β
′. (7.5)
To begin with, since ρ(n) is a fibration, there exists α : ∆
m → MC(L/Fn+1L) that fills γ and satisfies
ρ(n)α = β. But, in general, φ(n+1)α 6= β
′. By definition, α ∈ MC(L/Fn+1L⊗̂Ωm). Proposition 5.13
implies that (L/Fn+1L, d(n+1), Q(n+1)) is bounded filtered at n+ 1. Hence, by Prop. 5.14, the L∞-algebra
(L/Fn+1L⊗ Ωm, d(n+1)Ω, Q(n+1)Ω)
is also bounded filtered at n + 1, and therefore already complete. So we may consider α as a vector in
(L/Fn+1L ⊗ Ωm)
0. Similarly, we may consider φ(n+1)(α) and β
′ as vectors in (L′/Fn+1L
′ ⊗ Ωm)
0. Let
η ∈ (L′/Fn+1L
′ ⊗ Ωm)
0 denote the vector
η := β′ − φ(n+1)(α).
From diagrams (7.1) and (7.4) we deduce that
η ∈ ker(p′(n) ⊗ idΩm)
∼= FnL
′/Fn+1L
′ ⊗ Ωm.
Next, recall from Prop. 5.13, that the cochain complex (FnL
′/Fn+1L
′, d′(n+1)) is an abelian sub-L∞-
algebra of (L′/Fn+1L
′, d′(n+1), Q
′
(n+1)). We claim that
η ∈ MCm
(
FnL
′/Fn+1L
′
)
∼= Z0
(
FnL
′/Fn+1L
′ ⊗ Ωm, d
′
(n+1)Ω
)
.
Indeed, (L′/Fn+1L
′⊗Ωm, d
′
(n+1)Ω, Q
′
(n+1)Ω) is an L∞-algebra bounded filtered at n+1 and η has filtration
degree n. Therefore Lemma 5.17 implies that
curv′(n+1)Ω(β
′) = curv′(n+1)Ω
(
φ(n+1)(α) + η
)
= curv′(n+1)Ω
(
φ(n+1)(α)
)
+ d′(n+1)Ωη.
Hence, d′(n+1)Ωη = 0, since β
′ and φ(n+1)(α) are Maurer-Cartan elements.
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Furthermore, since the diagrams from (7.4) imply that both β′ and φ(n+1)(α) fill the horn φ(n+1)γ, the
m-simplex η fits into the commutative diagram of Kan complexes
Λmk MC(FnL/Fn+1L)
∆m MC(FnL
′/Fn+1L
′)
0
η
φ(n+1)|FnL (7.6)
In the above diagram, the restriction φ(n+1)|FnL of φ(n+1) to the fiberMC(FnL/Fn+1L) is, equivalently,
the Maurer-Cartan functor applied to the strict morphism of abelian L∞-algebra
Fn(Φ
1
1)(n+1) :
(
FnL/Fn+1L, d(n+1)
)
→
(
FnL
′/Fn+1L
′, d′(n+1)
)
.
Since Φ = Φ11 is a fibration, the linear map FnΦ
1
1 : FnL → FnL
′ is surjective. Therefore Fn(Φ
1
1)(n+1) is a
fibration in L̂ie[1]
bdflt/str
∞ , and so, by Prop. 7.2 we conclude that φ(n+1)|FnL is a Kan fibration.
Finally, let θ : ∆m →MC(FnL/Fn+1L) be a lift of η through the fibration φ(n+1)|FnL in diagram (7.6)
such that θ|Λmk = 0. Define α˜ ∈ (L/Fn+1L⊗ Ωm)
0 to be the vector
α˜ := α+ θ.
We claim that α˜ ∈ MC(L/Fn+1L⊗ Ωm). Indeed, since α is a Maurer-Cartan element and since
θ ∈ Z0(FnL/Fn+1L⊗ Ωm, d(n+1)Ω)
has filtration degree n in the filtered bounded L∞-algebra
(
L/Fn+1L ⊗ Ωm, d(n+1)Ω, Q(n+1)Ω
)
, Lemma
5.17 implies that
curv(n+1)Ω(α˜) = curv(n+1)Ω(α) + d(n+1)Ωθ = 0.
Hence, we have an m-simplex α˜ : ∆m → MC(L/Fn+1L) which, by construction, fills γ and satisfies the
equalities (7.5). This completes the proof.
7.2.2 MC preserves pullbacks of fibrations
Let F : (L,Q)։ (L′′, Q′′) be a fibration in L̂ie[1]∞ and G : (L
′, Q′)→ (L′′, Q′′) be an arbitrary morphism.
Let (L˜, Q˜) be the pullback of the diagram (L′, Q′)
G
−→ (L′′, Q′′)
F
←− (L′, Q′) in L̂ie[1]∞. The goal of this
section is to verify thatMC(L˜) is the pullback of the diagramMC(L′)
MC(G)
−−−−→MC(L′′)
MC(F )
←−−−−MC(L′)
in KanCplx.
We consider the special case when F is a strict fibration, since, as in the proof of Cor. 6.6, the more
general case will follow almost automatically. So let F = F 11 : (L,Q) ։ (L
′′, Q′′) be a strict fibration in
L̂ie[1]∞. We have the pullback diagram (6.6) from Prop. 6.5:
(L˜, Q˜)
(
L,Q)
(
L′, Q′)
(
L′′, Q′′)
PrH
G
Pr′H F
We wish to show that for allm ≥ 0
MCm(L˜) MCm(L)
MCm(L
′) MCm(L
′′)
MCm(PrH)
MCm(G)
MCm(Pr′H) MCm(F )
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is a pullback diagram of sets. As mentioned in Remark 5.15, there is a natural isomorphism
MCm(L) = MC(L⊗̂Ωm) ∼= lim←−
n
MC(L/FnL⊗ Ωm).
Since projective limits commute with pullbacks, it suffices to prove the following:
Proposition 7.9. Suppose F : (L,Q) ։ (L′′, Q′′) is a strict fibration in L̂ie[1]bdflt∞ and G : (L
′, Q′) →
(L′′, Q′′) is an arbitrary morphism. Let (L˜, Q˜) be the pullback of the diagram (L′, Q′)
G
−→ (L′′, Q′′)
F
←−
(L,Q) in L̂ie[1]∞ as constructed in Prop. 6.5. Then for any B ∈ cdga, the commutative diagram of sets
MC(L˜⊗B) MC(L⊗B)
MC(L′ ⊗B) MC(L′′ ⊗B)
(PrH)B∗
GB∗
(Pr′H)B∗ FB∗
is a pullback diagram.
Proof. We first fix some notation. Let P ⊆ (L′ ⊗B)0 × (L⊗B)0 denote the pullback of the diagram
(L′ ⊗B)0
GB∗−−−→ (L′′ ⊗B)0
FB∗←−− (L⊗B)0
in the category of sets, and let PMC denote the pullback of the diagramMC(L
′⊗B)
GB∗−−−→ MC(L′′⊗B)
FB∗←−−
MC(L⊗B). We have PMC ⊆ MC
(
(L′⊗B)⊕ (L⊗B)
)
∼= MC
(
(L′ ⊕L)⊗B
)
. From the L∞-morphism
(6.5), we obtain the function HB∗ : MC(L˜ ⊗ B) → MC
(
(L′ ⊕ L) ⊗ B
)
. The commutativity of diagram
(6.6) from Prop. 6.5, we deduce that HB∗ factors through the pullback:
HB∗ : MC(L˜⊗B)→ PMC.
To complete the proof, we will construct an inverse toHB∗. Let ϕ : P → (L
′ ⊗B)0 ⊕ (L⊗B)0 denote the
function
ϕ(a′, a) :=
(
a′, a− (s⊗ idB) ◦GB∗(a
′)
)
.
Hence, ϕ is the restriction of JB∗ to P ⊆ (L
′⊕L)⊗B, where JB∗ is the polynomial function induced from
the coalgebra map J : S¯(L′⊕L)→ S¯(L′⊕L) defined in (6.3). Since J is the inverse toH , in order to show
that ϕ|PMC is the inverse to HB∗, it is sufficient to verify that imϕ|PMC ⊆ MC(L˜⊗B).
We first observe that imϕ ⊆ (L˜⊗B)0. Indeed, since F is strict, we have FB∗ = F
1
1 ⊗ idB . Therefore, if
(a′, a) ∈ (L′⊗B)0× (L⊗B)0 such that FB∗(a) = GB∗(a
′), then it follows that a− (s⊗ idB) ◦GB∗(a
′) ∈
ker(F 11 ⊗ idB) = ker(F
1
1 )⊗B. Hence ϕ(a
′, a) ∈ (L˜⊗B)0.
To finish the proof, suppose (α′, α) ∈ PMC. We will show that c˜urvB(ϕ(α
′, α)) = 0, where c˜urvB is the
curvature function of (L˜⊗B, Q˜B). FromEq. 5.35 we see that it is sufficient to prove that Q˜B
(
exp(ϕ(α′, α))−
1
)
= 0. As mentioned above, by definition, we have ϕ(α′, α) = JB∗(α
′, α). Therefore Eq. 5.36 in Remark
5.36 implies that exp(ϕ(α′, α)) − 1 = JB(exp(α
′, α) − 1). On the other hand, from the definition of Q˜ in
Eq. 6.4, we have Q˜B = JB ◦Q⊗B ◦HB , whereQ⊗B is the L∞-structure on the product (L
′⊕L). Therefore,
since HJ = idS¯(L′⊕L), we obtain
Q˜B
(
exp(ϕ(α′, α)) − 1
)
= Q˜BJB(exp(α
′, α)− 1) = JBQ⊗B(exp(α
′, α) − 1)
Applying Eq. 5.35 to Q⊗B(exp(α
′, α)− 1) then gives us
Q˜B
(
exp(ϕ(α′, α)) − 1
)
= JB
(
exp(α′, α)curv⊗B(α
′, α)
)
where curv⊗B is the curvature function for (L
′ ⊕ L) ⊗ B . And finally, since (α′, α) ∈ PMC, we have
curv′B(α
′) = curvB(α) = 0, and hence curv⊗B(α
′, α) = 0, where curv′B , curvB, and curv⊗B are the
curvature functions for L′⊗B,L⊗B, respectively. Therefore, we conclude that Q˜B
(
exp(ϕ(α′, α))−1
)
= 0,
and this completes the proof.
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