Introduction
What are infinite games on finite graphs?
• Used to model infinite duration systems.
• Vertices represent states/events.
• Edges represent legal transition between states.
• The system isn't controlled by a single entity (i.e. we have at least two players).
• The success of a system depends on what combination of these states occur (infinitely often).
• We want to know: (a) is there a strategy to succeed (Survivor 's goal) (b) is there a strategy to fail (Adversary's goal).
Some History
• Gurevich and Harrington proposes games on graphs (STOC' 1982) .
• McNaughton introduced a type of infinite game played on finite graphs and show it is decidable who has a winning strategy (1993).
• Nerode et al. apply McNaughton games to (infinite duration) concurrent programs and give first polynomialtime winning-strategy algorithms (1992) (1993) (1994) (1995) (1996) .
• Dinneen and Khoussainov give polynomial-time algorithms for a class of update network games (WG'2000) .
• Generalizations of these update games are considered (ISAAC'2001).
McNaughton Games
A game G is a seven tuple (V, S, A, E, v 0 , W, Ω), where:
1. V is the set of nodes called positions.
2. S and A are subsets of V such that S ∩A = ∅ and S ∪ A = V . The nodes of S are positions of Survivor, and the nodes of A are positions of Adversary.
3. E ⊆ S × A ∪ A × S is a set of directed edges between S and A such that (a) for each s ∈ S there exists at least one a ∈ A with (s, a) ∈ E, and (b) for each a ∈ A there exists at least one s ∈ S with (a, s) ∈ E.
4. v 0 is the initial position of the game.
5. W is a subset of V called the set of special positions.
6. Finally, Ω is a set of some subsets of W . These are called winning sets or winning conditions for Survivor.
Example Games
We now illustrate two of these network games with the following bipartite graph and v 0 = 1. • With I = {1, 4}, F = {3, 5, 6} and D = {2}, we have a relaxed update game where Survivor's winning strategy is achievable by avoiding vertex 5.
• With W = V partitioned into the set Ω = {{1, 4}, {2, 3, 5, 6}}, we have a game where Adversary wins by avoiding both vertices 1 and 2, as appropriate.
Preliminary Results
Definition: Given a McNaughton game G and a subset of the nodes X ⊆ V , a node v is in the set REACH(S, X) if Survivor can force every play starting at v into a node in X after a finite number of steps.
Lemma: The set REACH(S, X) can be computed in
We build a set R, that will eventually be REACH(S, V ). Initially, R = X. If a node x, owned by Survivor, has an edge to a node in R, then x is added to R. If a node x, owned by player Adversary, has only edges to nodes in R, then x is added to R. This can be implemented in O(|V | + |E|) time, by using adjacency in-lists data-structure and counters.
Preliminary Results (cont)
Definition:
The set AVOID(v, A, X), where v ∈ REACH(S, X) ∪ S, is defined as follows. Initially, we take AVOID(v, A, X)={v}. If a node x ∈ A and x ∈ AVOID(v, A, X) then we add a neighbor y into AVOID(v, A, X) if (x, y) ∈ E and y ∈ REACH(S, X). If a node x ∈ S and x ∈ AVOID(v, A, X) then we add all y into AVOID(v, A, X) for which (x, y) ∈ E.
Lemma: The set AVOID(v, A, X) has the following properties:
3. Adversary has a strategy, such that when the game visits a node in AVOID(v, A, X) then all nodes visited afterwords also belong to AVOID(v, A, X).
The sets REACH(A, X) and AVOID(v, S, X) can also be defined.
Update Games and Update Networks
Games with W = V and Ω = {V } are called update network games.
Thereom: (Dinneen-Khoussainov 2000) There is a O(|V ||E|) time algorithm to determine if S urvivor wins these games. Also, winning strategy algorithms are given.
This result is extended to non-bipartite games (and a polynomial-time algorithm is also given).
Definition: A graph is an update network if the update network game with that graph has a winning strategy for Survivor (for all possible initial positions).
Relaxed Update Networks
We now consider for networks with a partition of the set of nodes into three sets V = I ∪ F ∪ D, games of the form (V, S, A, E, v 0 , W = I ∪ F, Ω = {I}).
Survivor wins if every node in I is visited infinitely often, and every node in F is visited finitely often. Nodes in D = V \ W are visited finitely or infinitely often. We call the nodes D don't care nodes.
Definition: A game G is relaxed update network game if Ω consists of a fixed subset I of W . We say that a relaxed update network game from a position q is a relaxed update network if Survivor has a winning strategy from q.
Relaxed Update Network Algorithm
Theorem: There is a O(|V ||E|) time algorithm to decide whether a given game is a relaxed update network.
Proof by Cases:
Using the REACH(S,X) and AVOID(v,A,X) properties and algorithms we break the problem down:
• The Case I = ∅
• Reducing to the Case
• The Case I = ∅ and F = ∅
The Case with Infinite-Visit Nodes
Here the game has F = ∅ and I = ∅.
Lemma:
There is a winning strategy for Survivor if and only if the node v 0 ∈ REACH(S, I) and I ⊆ REACH(S, {v}) for all v ∈ I. Proof: Suppose w ∈ I, w ∈ REACH(S, {v}). Then Adversary has a winning strategy. If w is never visited in the game, then Survivor loses. If w is visited, then after w has been visited, Adversary has a strategy that avoids v, so Adversary again wins. If v 0 ∈ REACH(S, I), then Adversary can prevent any node in I to be visited. Now suppose for all v ∈ I, I ⊆ REACH(S, {v}), and v 0 ∈ REACH(S, I). The latter condition makes that Survivor can start by forcing all plays from v 0 into I. The former condition means that for every pair of nodes v, w ∈ I, Survivor has a strategy that forces, after w has been visited, that in a finite number of moves v will be visited. This enables Survivor to force that every vertex in I to be visited infinitely often.
Partition Games and Partition Networks
Definitions:
A partition network game is a game G of the form (V, S, A, E, v 0 , V, {W 1 , . . . , W n }), where W 1 , . . . , W n is a collection of pairwise disjoint nonempty winning sets. A partition network game is a partition network if Survivor is the winner of the game.
An important concept of closed winning conditions (sets) is defined as follows:
Definition: A winning condition W i in a game G is S-closed if the following two conditions are satisfied:
1. For any Survivor's position s ∈ W i there exists an a such that (s, a) ∈ E and a ∈ W i .
For any
Adversary's position a ∈ W i and all s such that (a, s) ∈ E we have a ∈ W i .
Partition Network Results
Lemma: If Survivor wins the partition network game G then one of the winning conditions must be S-closed.
A winning condition W is an update component if W is S-closed and Survivor wins the update game played in W .
Lemma: If Survivor wins the partition network game G (V, S, A, E, v 0 , V, {W 1 , . . . , W n }), then one of the winning conditions is an update component.
From these two lemmas we have the following result.
Corollary: In a partition network game, if either (1) each winning conditions is not S-closed or (2) each Sclosed winning condition does not form an update component then Adversary wins the partition game.
Partition Network Results (cont)
Assume that one of the winning conditions of the partition network game is an update component W 1 . Consider the set REACH(S, W 1 ). If v 0 ∈ REACH(S, W 1 ) then Survivor clearly wins the game. Otherwise, we define the following game G ′ :
is not a winning set of the new game. Otherwise, W i is a winning set of the new game. After iterating the above lemma we have:
Theorem: There is a O(|V | 2 |E|) time algorithm to decide whether a given game is a partition network.
Relaxed Partition Networks
Definition: A relaxed partition network game is of the form
where W ⊆ V , and W 1 , . . . , W n is a collection of pairwise disjoint nonempty winning sets, each a subset of W . Again, the set of don't care nodes is denoted by
For sets X, Y ⊆ V , X∩Y = ∅, define the set RA(S, X, Y ) of nodes from which Survivor can force a play that reaches, in a finite number of steps, a node in X by avoiding Y .
Relaxed Partition Network Results
Definition: A winning condition W i in a game G is Sclosed with respect to W , if the following two conditions are satisfied:
1. For any Survivor's position s ∈ W i , there exists an a such that (s, a) ∈ E and a ∈ RA(S, W i , W \ W i ).
2. For any Adversary's position s ∈ W i and all a with (s, a) ∈ E, we have a ∈ RA(S, W i , W \ W i ).
Lemma: If Survivor wins the relaxed partition network game G then one of the winning conditions must be Sclosed with respect to W . Lemma: If Survivor wins the relaxed partition network game G then for one of the winning conditions W i , we have that W i is S-closed with respect to W , the subgame, induced by RA(S, W i , W \ W i ), with initial position an arbitrary v ∈ W i has a winning strategy for Survivor, and the start node v 0 of G belongs to REACH(S, W i ).
Theorem: There is a O(|V | 2 |E|) time algorithm to decide whether a given game is a relaxed partition network.
Conclusions
• Two types of McNaughton games (relaxed update and relaxed partition games) are shown to have polynomial time decision algorithms.
• The running times of these algorithms are efficient: O(|V ||E|) and O(|V | 2 |E|), respectively.
• However, lots of open questions still remain. E.g.,
-What are other natural families of polynomial-time decidable games? (Hopefully, motivated by computer science applications). -What is the precise complexity of the general McNaughton games?
