In order to take the weight of connection into consideration and to find a natural measurement of weight, we have collected papers in Econophysics and constructed a network of scientific communication to integrate idea transportation among econophysicists by collaboration, citation and personal discussion. Some basic statistics such as weight per degree are discussed in [1] . In this paper, by including the papers published recently, further statistical results for the network are reported. Clustering coefficient of weighted network is introduced and empirically studied in this network. We also compare the typical statistics on this network under different weight measurements, including random and inverse weight. The conclusion from weight-randomized network is helpful to the investigation of the geometrical role of weight. 
Introduction
However, a single line representing with or without the relation will be a significant limitation when such an approach is used to describe relations having more than one level. For instance, in the network of scientists, both collaboration and citation can be regarded as the ways of idea transportation with different contributions. So if we want to analyze this transportation as a whole network we must use different weight to measure these different contributions. Also, even for the same interaction, such as collaboration, not only the existence of such connection, the time of collaboration is a valuable information.
In reference [1] , we have constructed such a weighted network of idea transportation between scientists in Econophysics. Basic statistics have been presented, including the weight per degree. In this paper, we collected most papers till July 2004 in Econophysics, an active field oncoming recently [4, 5] , and constructed this networks as a sample of weighted networks. Now we ask the questions: first, whether the distribution and property of the basic statistics changed after the one year development; second, whether the way to measure the weight(as tanh function of times in [1] ) is significant for the structure of network and what's the effect on the structure of network if the weight on the edges are randomized; third, the definition and property of more quantities such as Cluster Coefficient. The matching pattern in directed and weighted networks, the robustness of weighted networks and the geometrical property of weight will be discussed in some other papers.
Just because the Econophysics is hot in both Finance and Statistical Physics, our work will be of interest to econophysicists for another reason: it's about their works, and it represents the idea transportation between them.
Measurement of Weight and Basic Statistical Results
Recently more and more researchers in finance take up Statistical Physics to explore the dynamical and statistical properties of financial data, including time series of stock prices, exchange rate, and the size of organizations. Meanwhile more and more physicists from Statistical Physics and Complexity turn to working in finance, as an important and copies research subject.
To investigate the development of such a new subfield is an interesting work itself. In our previous paper [1] , we have introduced the work of paper collection and the construction of the scientific communication network. Concentrating on main topics of Econophysics, we collected papers from the corresponding web sites. The basic statistical results of the network is given in [1] . It was constructed by papers published from 1992 to 4/30/2003, including 662 papers and totaly 556 authors. After publishing our first paper on this research, we still trace the development of Econophysics and enlarge our database in time. In this paper, we will give the basic results for the network includes 808 papers and totaly 819 authors from 1992 to 7/30/2004.
Because the weight is the crucial factor in our network analysis, here we introduce again the measurement of weight in the network. Based on the data set, we extracted the times of three relationship between every two scientists to form a file of data recorded as 'S 1 S 2 x y z', which means author S 1 has collaborated with author S 2 'x' times, cited 'y' times of S 2 ' papers and thanked S 2 'z' times in all S 1 's acknowledgement. One can regard this record as data of three different networks, but from the view of idea transportation and development of this field, it's better to integrate all these relations into a single one by the weight of connection. Here we must mention that in order to keep our data set to be closed, we only count the cited papers that have been collected by our data set and just select the people in acknowledgement which are authors in our data set.
We convert the times to weight by this formula,
in which, µ can only take value from {1, 2, 3}. So w µ ij is one of the three relationships-coauthor, citation or acknowledgement and is defined as
where T µ ij is the time of µ relationship between i and j. We think the weight should not increase linearly, and it must reach a limitation when the time exceeds some value. So we use tanh function to describe this nonlinear effect. We also assume the contributions to the weight from these three relation are different and they can be represented by the different values of α µ . The thumb principle to assign values to these three coefficients will be discussed in [1] . 0.7, 0.2, 0.1 are used for α 1 , α 2 , α 3 if not mentioned.
As the similarity is used here as the weight, after the network has been constructed, it is converted into dissimilarity weight as
It's timed by 3 because the similarity weight w ij ∈ [0, 3]. Therefore, we havew ij ∈ [1, ∞], and it is corresponding to the "distance" between nodes. All quantities are calculated under this dissimilarity weight from now on if not mentioned.
It is interesting to compare the basic statistical results of the enlarged data set with the results given in paper [1] . Fig.1 gives the results for degree and weight distribution in Zipf plots. The qualitative properties are unchanged, but detailed structure such as the position of a certain vertex must have changed. 
Distribution and Centrality
Now we turn to the effects of weight to the properties of the weighted directed network of scientists communication. The clustering coefficient of weighted networks will be defined and the average shortest path and betweenness are calculated based on Newman's definition[15].
Clustering and Distance
It is a well-known phenomenon that the efficiency of small world network and scale free network in real world is characterized by the coexistence of small relative distance
L(0) and high relative clustering coefficient
C(0) compared with the distance L (0) and cluster coefficient C (0) of the induced regular network with the same number of vertex and edges. For a weighted network, a new type random network can be induced. The weights on edges can be randomized in weighted networks, while in non-weight networks, the only thing can be randomized is the link. This effect on the network structure is a new phenomenon in weighted networks, and it can be interpreted as the geometrical property of weight, which tells us whether the weights are distributed randomly or are related with the inherent structure. In this paper, we take two cases of special weight randomization. One is the inverse weighted network, which means exchange the maximum weight with the minimum weight and so on.
Another approach is more general way to investigate the geometrical property of weight. Principally, we can randomize the relationship between weight and edge at a specific level p, which means when p = 0 it's the 'regular' weighted network and when p = 1 it's a random weighted network. And then we can plot all the relative cluster coefficients and relative distance vs p just like the famous figure in [9] . However, in this paper, we only investigate the special case corresponding to p = 1. That is the induced fully randomized weighted network, which is constructed by keeping the same set of weights but randomizing the relationship between edge and weight. Every edge is given a weight randomly selected from the weight set. Then we compared the basic geometrical properties of the original networks with the inverse or randomized one. The definition of regular weighted network, the empirical study of such general approach, and the modelling research will be the topic of later works.
The nearest neighbor of a vertex can be defined as In, Out and Total, so the clustering coefficient of a directed network also has these three different quantities, named as Icc, Occ and T cc for short. Let's take Icc for instance. For every vertex v i in the network, the vertex having edge ending at v i forms a neighbor set ∂ i of vertex v i . Then the total weight within this set is calculated as
and Icc is defined as,
The average shortest distance d is defined as,
in which, d ij is the shortest distance between vertex i, j and equals to N if no path exists.
The above definition is used to calculate the clustering coefficient and average shortest distance for weighted networks. Table 1 gives the clustering coefficients for the real, inverse, and randomized network constructed by the data set of Econophysists and the data set of scientists collaboration provided by Newman. The later data set has the only times of collaboration between scientists. The corresponding network is a weighted but not a directed one. The weight is given by the measurement we introduced in last section. For the randomized network, the result of clustering coefficient is the average of 100 times. In next section, the results of distribution of betweenness for randomized networks are also the average of 100 times. It is interesting to find that the clustering coefficient for the real network of Econophysists is obviously larger than the inverse and randomized one. That is the same with the small world network and random network. It seems that there are certain relationship between weight and inherent network structure.
From the definition of average shortest distance expressed by formula 6, for the sparse network, the average shortest distance is dominated by the isolated vertices or small clusters. So in Table 1 , we give only the corresponding results for the largest cluster of the network for Econophysists. The average shortest distance is the result of corresponding undirected cluster(if there two directed edges between two nodes, we leave the one with smaller weight). The results reveal again that the weight has geometrical properties like edges. The weightrandomized network has also smaller average shortest distance and clustering coefficient. In the right column of Table 2 , the corresponding results for non-weighted cluster are given. Actually we can not compare these values with that of weighted network. So we have compared the distribution of link and vertex betweenness for weighted and non-weighted cluster (Fig. 3) . We could find that the weight affects the distribution a lot.
Distribution of Clustering Coefficient and Betweenness Centrality
In order to study the impaction of weight to the geometrical properties of network, we have introduced two methods for re-assign weights for weighted networks. Besides the average clustering coefficient and average shortest distance, the change of distribution of corresponding geometrical quantities should give more detailed descriptions for the effects of weight. Fig. 4(a) and (b) give the weight and clustering coefficient distribution for real, inverse, and randomized weighted network. It seems that in all the cases the vertex weight distribution keeps the same. But the distribution of clustering coefficient changes obviously.
Other important global and structural quantities of a network to investigate the impaction of weight on the structure are the vertex betweenness and link betweenness. Fig.4(c) and (d) give the distribution of the vertex betweenness and link betweenness in Zipf plot for all cases. The distribution of link betweenness 
Conclusions
From the comparison between networks with real, inverse, randomized weight and inducing non-weight networks, we know the network structure depends on the weight obviously. We calculated global structure quantities as clustering coefficient, betweenness of vertex and betweenness of edge under different cases. Even some global distribution seems robust but the detailed structure has been affected by the weight. These results give us clues to the question of the geometrical property of weight. As we point out in section 3.1, this question tries to investigate the relationship between weight and inherent network structure. It sounds like strong correlation existing between them, but the conclusion depends on the more general exploration in more networks and modelling research.
After all, in this paper, we have constructed a small network by collecting papers in Econophysics. A new definition of weight and new geometrical properties are introduced and some fundamental properties are analyzed, including preliminary analysis of the geometrical property of weight. The idea to integrate networks with multilevel but the same kind of relationship may have further application value. We wish more data can be collected including the time development of the network so that it will help to analyze the evolution of networks, especially for scientist networks, in which the network structure and the dynamical phenomenon such as exchanging idea are in co-evolution. Inspired by the empirical study in this paper, recently we have proposed a model of weighted network showing almost exactly the same behavior. And the most important character of our model is the only dynamical variable is the time of connection, not two variables as both of connection and weight as in usual models of weighted networks. Hopefully, in the near future, we can complete the modelling work and compare the results with the empirical results here.
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