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Abstract 
In this research, the information captured by Unmanned Aerial Vehicles (UAVs) are eminently utilized in 
detecting and tracking moving objects which pose a primary security threat against the United States southern 
border. Illegal trespassing and border encroachment by immigrants is a huge predicament against the United States 
border security force and the Department of Homeland Security. It becomes insurmountable to warranty suspicious 
behaviour, monitoring by human operators for long periods of time, due to the massive amount of data involved. 
The main objective of this research is to assist the human operators, by implementing intelligent visual surveillance 
systems which help in detecting and tracking suspicious or unusual events in the video sequence. The visual 
surveillance system requires fast and robust methods of detecting and tracking moving objects. In this research, we 
have investigated methods for detecting and tracking objects from UAVs. Moving objects were detected using 
adaptive background subtraction technique successfully and these detected objects were tracked by using Lucas-
Kanade optical flow tracking, Continuously Adaptive Mean-Shift tracking based techniques. The simulation results 
show the efficacy of these techniques in detecting and tracking moving objects in the video sequences acquired by 
the UAV. 
 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
With the rapidly growing importance in military and security applications visual surveillance1, 2 has become a 
necessary area of research. It becomes cumbersome for human operators to monitor for long durations. In order to 
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identify important events in real-time in an avid manner, an intelligent visual surveillance system is proposed to 
assist the human operators.   
     The goal of this research is to detect and track moving objects from Unmanned Aerial Vehicles (UAVs), in order 
to protect the United States southern border from illegal border crossings. UAVs have played an important role in 
modern wars and industries. Aerial surveillance has higher mobility and large surveillance scope in contrast to fixed 
cameras.  However, it has imperfections such as unstable background, low resolution and illumination changes. 
Detection of moving objects3, 4 can be a daunting task and the objects can be detected using several methods such as 
Histogram of Oriented Gradients (HOG) descriptors 5, 6, 7, background subtraction8, 9, 10,  adaptive background 
subtraction using Gaussian mixture models11, 12, 13. 
The images were captured by a UAV called the “Phantom”, which is a multi-rotor aerial filming system and has a 
unit range of 300 meters on the remote control and a speed of 6mph in the air. The camera is a GoPro Hero 3 black 
edition which is mounted on the base of the Phantom and is capable of producing videos containing up to 30 frames 
and 4K resolution. The acquired images are pre-processed to remove the noise and stabilize the images, before 
proceeding to the object detection stage. 
 There are myriad of techniques for detecting and tracking objects of interest from a stationary camera. However, 
dynamic camera makes it very onerous to detect objects. Object tracking is the consequent step in the process and is 
one of the important components of many vision systems. It has numerous applications in traffic control, human-
computer interaction, digital forensics, gesture recognition, augmented reality and visual surveillance. For object 
tracking the focus will be on Continuously Adaptive Mean-Shift tracking14, 15, Lucas-Kanade optical flow16, 17 
tracking.  
2. Methods 
2.1 Background Subtraction 
Background subtraction is the most widely used technique for object detection. The goal is to leave only the 
foreground objects of interest by subtracting the background pixels in the scene. There are three stages in the 
process: Background initialization: The initial phase of the background model until the background pixels are 
stable is simple temporal frame differencing18. The temporal frame difference FDt(x, y) at time t is 
 
    FDt(x, y) = | It (x, y) - It -1(x, y) |                                                        (2.1) 
 
where It(x,  y) is the intensity of pixel (x, y) in the frame at time t. 
    The foreground binary mask is achieved by comparing FDt(x, y) to a threshold T1 which is empirically decided 
on.  A pixel is considered as having significant motion if the difference is greater than threshold and termed as 
foreground.   
                                                  FGt (x, y) =                      (2.2) 
 
      A pixel is regarded as “stable” or a background pixel if there is no huge movement identified i.e. FDt(x,y)<T1 
for a specific number of frames, which is denoted by Tfr. Consider a frame count Cfr that is increased by 1, every 
time  FDt(x, y)<T1, at the point where Cfr > Tfr is analytically determined. We can utilize this pixel as a part of the 
current frame to develop a model for the background.  
 
 BMt (x, y) =                             (2.3) 
 
      When the background data is available for a pixel i.e. BMt (x, y) is developed using equation (2.3) and the 
foreground mask is determined using background differencing.  
Background maintenance: The background difference frame is defined as 
 
 Dt(x, y) = |It(x, y) – BMt-1(x, y)|                                    (2.4) 
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      To compute the adaptive threshold18 an iterative process is proposed. The difference image Dt(x, y) is sectored in 
two sections. The foremost threshold is established to be the center value of the magnitude of intensities, and then 
the image is thresholded with this middle value. The intensities of sample means associated with the foreground and 
background pixels are determined for each iteration. The average of the two sample means determines the new 
threshold value. The iteration process concludes when the threshold stops changing. This threshold is denoted as 
ThAd,t, and will be used in equation 2.5. 
Foreground/background pixel classification: The next step in the process is to classify the pixels as 
foreground/background using the current frame and background model. The regions of significant motion are 
represented by a foreground mask by the threshold, ThAd, t. This threshold is achieved using the technique mentioned 
above, and using the present difference image Dt(x, y), it is resolved for each frame adaptively. If the difference 
between the two pixels is greater than the threshold, the movement of the pixel is considered significant. A 
foreground binary mask is generated according to the below equation and the position of the moving pixels is 
implied by the foreground mask. 
FGt (x, y) =                                                      (2.5) 
 
2.2 Continuously Adaptive Mean Shift Tracking (CAMShift)  
      Object tracking19 is initiated when an object enters a scene, and moving object detection will be terminated. 
When the position and dimensions of an object in a video sequence are required, object tracking is applied and are 
represented with one or many points by rectangles or ellipses and contours for indefinite objects. 
      CAMShift is based on mean-shift tracking technique and was initially proposed to track human-faces in a user 
interface system20. This technique has an advantage that it adjusts the search window adaptively as compared to 
mean-shift tracking. Mean-shift technique is a step wise technique, where a search window is chosen and that gives 
us the antecedent location, type (Gaussian or uniform), shape (symmetric, rectangular or rounded) and size of the 
object. The window’s center of mass is computed and this in turn is converged with the window’s center. These 
steps are repeated until the window stops moving.  
      In a d-dimensional space Rd, consider a set {xi}i=1…n of n points, the multifarious kernel frequency estimation 
with kernel k(||.||) and the window radius h2, calculated in the x is given as 
 
 (x) =                                                                         (2.6) 
 
The focus is on the gradient  
         (x) =   (x-xi)                                                             (2.7) 
 
Let g(x) = -k`(x), the derivative of the kernel. 
               (x) =  [ i  ] [  x]                 (2.8) 
 
where h is the window dimensions and the second part of the equation is the mean-shift vector. 
      The mean-shift vector re-centers the mean-shift window above the computed mass center contained by that 
window. This is an iterative process until it converges to a mean-shift vector of zero. Moments can be used to find 
the object’s new size and this gives the algorithm ability to update the object’s scale during tracking. Although 
mean-shift algorithm is robust and efficient, it has certain set-backs which may not be ideal for tracking an 
object from an UAV. CAMShift makes use of color histogram and texture of the object as features for tracking.  
      The video sequences are transformed to hue, saturation and intensities which will improve the exactness of 
object tracking. After initializing the search window, the color histogram of the object is computed and saved as a 
reference. To find the objects of interest or image segmentation, histogram backprojection21 is utilized. The 
histogram of an image comprising the object of interest is created. The next step  is to back-project  the 
histogram above the image at test where the object  needs to be found which  is  calculating  the  probability  of  
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entire  pixels  associated to  the  ground  and showing it. The resultant on appropriate thresholding outputs the 
ground. The next step is to calculate the object’s new size and location using mean-shift algorithm.  
 
2.3 Lucas-Kanade Optical Flow Tracking 
      Without any prior knowledge of the frames, we often want to calculate the motion between two frames. With 
each pixel some kind of velocity can be associated and known as dense optical flow. Sparse optical flow depends on 
some ways of postulating the subdivision of points being tracked beforehand. These points usually possess 
characteristics for instance “corners” which aid tracking and makes it relatively dependable and robust. The 
computational cost of sparse tracking is relatively low as compared to dense tracking. The known technique for 
tracking is Lucas-Kanade (LK) optical flow22.  
      The LK method is functional in sparse conditions. It banks exclusively on local information which is the 
resultant from small window near every points of interest. The limitation of utilizing small windows in this method 
is that huge movements can shift points out of the local window which makes it difficult for the algorithm to search. 
The LK technique is grounded on three assumptions. The first requirement is that the pixels in one traced cover look 
similar over period of time. 
                 f (x, t) ≡ I (x(t), t) = I (x(t + dt), t + dt)             (2.9) 
 
This proves that the traced pixel concentration shows no alteration over time 
 
 = 0                    (2.10) 
 
      In temporal persistence, motions remain small from frame to frame which would be the second assumption. For 
this situation we may begin with the illumination consistency equation, we standby the definition of illumination f 
(x, t) while considering the definite requirement of x on t, I (x(t), t), and applying the chain rule for partial 
differentiation. This results to 
 │ │= 0        (2.11) 
 
where Ix is the spatial derivative transversely of the main (first) image,  v is the velocity and It  is the derivative 
among images over time.  
    V = -           (2.12) 
 
      The objective is to find the velocity at which movement at the edge takes place. There is one more drawback to 
this technique, unstable image brightness; and time sets are not as wanton relative to the motion. Thus there is no 
exact solution; however the closest thing to do is iterate to get an approximate answer. The spatial derivative in x 
remains the same as calculated on the initial frame. The calculated spatial derivative gives important computational 
savings. However, the time derivative should be computed in each iteration and frame and if close enough, then 
these iterations shall join briefly. This is known as Newton’s method. When we add in the y co-ordinate, we can 
hypothesize it to images in 2-D.  When we apply this to an image in two dimensions we get 
 
Ixu + Iyv + It = 0       (2.13) 
 
       The equation contains two unknowns for any given pixel. The capacities will not suffice at a single pixel level. 
We only see an edge, not a corner when a motion is detected. Since optical flow suffers from aperture problem, we 
cannot determine how the object is moving. Surrounding pixels are often used to answer for motion of the central 
pixels by the setting up a system of equations. Ideally we choose 5x5, because 3x3 window size might yield into 
aperture problem again and 7x7 window size would be too large and it will violate the coherent motion assumption. 
To solve this, 25 equations are set up as follows 
  = -     (2.14) 
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      The first matrix is represented as a 25x2 matrix A, the second and third matrix are represented as 2x1 matrixes d 
and the matrix b which is 2x1 respectively. This provides more information than just an edge. Least-squares 
minimizations of the equation are formulated to explain this system, where minצAd-bצ2 is determined in standard 
form as 
                 (ATA)d = ATb          (2.15) 
 
We obtain u and v motion from this relation. This results to 
 
=  -      (2.16) 
The solution to this equation yields 
= (ATA)-1 ATb      (2.17) 
 
      This can be resolved when (ATA) is invertible, and occurs when it has full rank (2), which materializes when it 
has 2 eigenvectors. (ATA) will be culminating when the corner region in an image is centered over the tracking 
window. This in turn can be solved using Harris corner detector. The scoring function in Harris corner detector is 
given as 
R = λ1 λ2 – K (λ1 + λ2)2                   (2.18) 
R = min(λ1, λ2)        (2.19) 
 
If it is greater than threshold, it is considered as a corner. The result of the experimentation demonstrates that the 
number of the corner points increments and their dispersion is more symmetrical.  
3. Experimental Results 
 
 
 
 
 
Figure 1. (a) Original video sequence obtained across Texas A&M University – Kingsville from the Phantom UAV. (b) The mean background 
image is calculated in the next window. (c) (d) The detected object shown in the foreground image mask and the contour in the foreground mask. 
(e) A car being tracked using CAMShift tracking in a video sequence obtained from Phantom UAV. 
 
 
 
 
 
 
Figure 2. (a) (b) Cars and a cyclist being tracked using CAMShift tracking in a video sequence obtained from Phantom UAV. The results also 
display the minimum and maximum intensity and saturation values to be adjusted by the user to obtain optimum results . (c) (d) (e) Cars and 
human-beings tracked using Lucas-Kanade Optical flow tracking in a video sequence obtained from Phantom UAV. The red dots indicate the 
detection of corner points in a frame and then these points are tracked iteratively using Lucas-Kanade optical flow indicated by the blue dots and 
borders. 
      In this section, we have used video sequences obtained from the Phantom UAV across Texas A&M University – 
Kingsville. The simulation results were obtained on OpenCV® platform. The results were also tested on several 
stabilized video sequences obtained from an online dataset as well as from the webcam of a computer. The results 
were very precise while using the stable videos and also from the webcam as compared to the video sequences 
obtained from the Phantom. However, the research is more oriented to detect and track moving objects from an 
aerial view with a dynamic camera. 
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4. Conclusion 
      In this research, we applied adaptive background subtraction method for detection of moving objects.   
Additionally, different algorithms for tracking moving objects such as Optical flow based Lucas-Kanade tracking; 
CAMShift tracking were applied.  The computational cost, speed and efficiency were considered as the major design 
goals. The main objective was to design and develop intelligent visual surveillance systems to assist the human 
operators to detect unusual events in the video sequence and responding to them rapidly. In this study, it was shown 
that the objects in the images/videos taken by UAV effectively detected and successfully tracked using numerous 
techniques and their performance has been compared. The performance of these algorithms is excellent when 
applied to static camera views and certain video stabilization algorithms such as circular block matching techniques 
can be applied to dynamic camera views in order to obtain optimum results. 
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