using a common-aperture multispectral camera and a bandratio algorithm with two optimal wavelength bands of 565Ănm and 517 nm .
In general, a band ratio between dual bands measured at different wavelengths involves thresholding for the further analysis of the ratio data (Nakano et al., 2000; Zhang and Desai, 2001 ; Kim et al., 2002; Qi et al., 2002; San et al., 2004; Kim et al., 2005) . As mentioned above, the population of the fecal materials is either empty or sparse compared to the size of a poultry carcass, so the probability of observing feces is not distinct enough to find an optimum threshold by using either automatic thresholding algorithms developed for image segmentation (Otsu, 1979; Sezgin and Sankur, 2004) or statistical classifiers for two-class classification (Duda et al., 2001; Webb, 2002; Landgrebe, 2003; Theodoridis and Koutroumbas, 2003) . Previous research on improving the performance of the band-ratio algorithm to detect fecal contamination has focused on finding a global threshold value that is applied to all pixels of a bird (Park et al., 2002; Park et al., 2004; Yoon et al., 2007; Park et al., 2005) . However, global thresholding, such as the clustering-based Otsu's method (1979) , is prone to misclassification errors that make a bird-basis decision inefficient. A global thresholding method is especially prone to false-positive errors if a threshold is set to achieve higher detection accuracy. Due to the statistical randomness of the fecal materials and the backgroundcarcass features, it is inevitable to have false-positive pixels even from clean carcasses. This article reports a new statistical detection algorithm that reduces false-positive errors when determining the presence or absence of contaminated biological material on a single-bird basis.
There have been many statistical target detection algorithms (Poor, 1994; Kay, 1998) . For test statistics to be used T in a statistical detection algorithm, one needs to know, or at least to estimate, conditional probability-density functions of signals to be tested. If the statistical behavior of a signal is not known, which is common in practice, then parametric or nonparametric density estimation is necessary. Both robust estimation of model parameters and non-parametric kernel density estimation have been an active research topic in statistics and more recently in machine vision. In this research, we modeled statistical distributions of contamination materials and clean carcasses by using kernel density estimation and Gaussian parameter estimation. The density estimations were performed with two-band multispectral images on a 2-D space and also with transformed data on 1-D orthogonal vector spaces. The linear transform projected contaminant pixels of two-band multispectral images onto orthogonal linear subspaces. Thresholds were applied to the features extracted at the linear subspaces. The underlying idea was to search for statistical separability along the two directions of a vector defined by a global threshold and its orthogonal vector.
Thus, the overall objective of the research presented in this article was: (1) to find a probabilistic framework for modeling signals of fecal contamination and normal skin, and (2) to develop a new target detection algorithm that has a potential to be used in a real-time multispectral imaging system discriminating between contaminated and uncontaminated birds.
MATERIALS AND METHODS

BIRDS AND CONTAMINANTS
Boiler carcasses were obtained from a local poultry processing plant and transported to the Russell Research Center pilot-scale processing facility for evisceration and measurement. Two replicate sample trips were made for the first experiment, and eight trips were made for the second. The first experiment was conducted on two separate days with 28 birds imaged each day for a total of 56 birds. The second experiment was conducted on eight separate days with 24 birds imaged each day for a total of 192 birds. In the first experiment, statistical models and detection methods were developed; in the second experiment, the developed detection algorithm was validated using birds that were not used for the algorithm development.
The viscera were manually removed, and digestive materials from the duodenum, ceca, and colon portions of the digestive tract were collected separately and stored in plastic containers. Likewise, ingesta (undigested food material) was collected from the proventriculus or gizzard and also stored in plastic containers. Since peristalsis in the digestive tract of poultry is bidirectional, content between segments can be mixed; thus, digestive materials in the duodenum, ceca, and colon are all considered feces. Feces from these locations were chosen because of their likelihood for rupture during commercial processing and because their color and consistency can vary considerably. In this article, both digested and undigested materials (duodenum, ceca, colon, and ingesta) were treated as four different types of contaminants. Ingesta is not a fecal material, but it was included in the study because ingesta has been a source of visible non-fecal contamination on chicken carcasses. All carcasses were imaged from 1 to 3Ăh after slaughter. In the first experiment, a total of 112 hyperspectral images were captured by first imaging 56 uncontaminated clean birds and then imaging the 56 carcasses after contamination. In the second experiment, 384 hyperspectral images were collected by first imaging 192 uncontaminated clean birds and then imaging the 192 carcasses after contamination.
SIMULATED MULTISPECTRAL IMAGING SYSTEM
A visible/near-infrared hyperspectral imaging system (ITD, Stennis Space Center, Miss.) was used to collect frontal-view images of each carcass. The system consisted of a 12-bit camera with a Peltier-cooled CCD (SensiCam QE, Cooke Corp., Auburn Hills, Mich.), a spectrograph (ImSpector V10E, Specim, Oulu, Finland), a focal plane scanner (ITD, Stennis Space Center, Miss.), and front lens Schneider Optics, Hauppage, N.Y.) . Also included with the imaging system were six 50 W tungsten halogen lamps (Gilway Technical Lamp, Woburn, Mass.), aĂpersonal computer, and HyperVisual software (ITD). A color digital camcorder was used to document the application, type, and location of each contaminant. Heitschmidt et al. (2004) provided detailed information about the hyperspectral imaging. Hyperspectral images were calibrated by a method developed by Lawrence et al. (2003) .
To simulate a prototype of a real-time multispectral imaging system, developed by Park et al. (2002 Park et al. ( , 2004 , using a common-aperture camera that captures 517 nm, 565 nm, and 802 nm spectral images, a Gaussian filter with a 10 nm bandwidth as the full width at half maximum (FWHM) was applied as an optimal trim filter for the maximum fecal detection (Yoon et al., 2007) . The Gaussian filter has a smoothing effect on spectra, thus it reduces spurious noise. The image resolution was 320 (H) × 340 (V) pixels.
MASKING
A ground-truth binary object mask to remove background-image noise was obtained by applying an intensity threshold to an 802 nm image. Another ground-truth binary mask indicating locations of fecal and ingesta contaminant pixels was obtained by a semi-automatic operation in which locations of contaminant pixels were first predicted automatically by a band-ratio algorithm (565 nm image / 517Ănm image and a threshold of 1.05), and then the binary mask was modified manually. We called this mask a contaminant mask. Morphological filters were applied to boundary edges of the object and contaminant masks by erosion and dilation in order to reduce the effect of mixed spectra (Manolakis and Shaw, 2002) along the boundaries. A mask for noncontaminant pixels was derived by the logical XOR operation of a contaminant mask and its object mask. Environment for Visualizing Images (ENVI) was used to obtain the mentioned ground-truth masks that were used for data analysis and performance evaluation purposes. All other developments were done with custom software written in Matlab (The Mathworks, Inc., Natick, Mass.). Figure 1 shows an example of spectral images and masks. Figure 2 shows a 2-D point pattern, known as a scatter plot, of the spectral images at 517 nm and 565 nm. The scatter plot was drawn by using a randomly selected subset of the image data shown in figure 1. Figure 2 also shows a possible linear decision boundary and its projection axis that is perpendicular to the decision boundary classifying the contaminant and non-contaminant pixels. All discussion in this article will be based on the understanding of these two orthogonal axes (i.e.,Ălinear subspaces). 
KERNEL DENSITY ESTIMATION
Density estimation is a method to approximate the (conditional) probability density function (PDF) from measured data. Kernel density estimation is a non-parametric method for density estimation in which a kernel function, also called a Parzen window, is moved across the measured data to get an approximated density function (Webb, 2002) . Let {x 1 , ..., x N } be the set of measured univariate data that is used to estimate the density. An estimate of the density at any value x can be defined as: ( 1) where the kernel function is:
and h is a bandwidth. Examples of commonly used univariate kernel functions are rectangular, triangular, normal (Gaussian), and Epanechnikov (Webb, 2002) . If K is a rectangular function, then the density estimation becomes:
Given that a histogram is a crude density estimator, the difference between the rectangular kernel method and the histogram method for density estimation is that the kernel function in the kernel method is convolved with samples, but the histogram computes the density over a pre-defined set of bins. As a result, the kernel density estimator generates smoother density functions leading to more accurate statistical modeling of sample data than histograms. The accuracy of estimated statistical distributions depends on the kernel function and its bandwidth. In this study, kernel density estimation was mainly used for data analysis, whereas the histogram method was adopted in actual implementation of the developed detection algorithm, because our empirical research found that the histogram approach was efficient in terms of processing time and detection accuracy.
UNDERSTANDING BAND-RATIO THRESHOLDING WITH DATA PROJECTION
A band-ratio image is computed with dual-wavelength images that can be measured by a hyperspectral/multispec-tral image camera. The resulting ratio data are processed for further analysis, for which thresholding is typically involved. Yoon et al. (2007) developed an optimal thresholding technique for a band-ratio algorithm and found 1.05 to be the globally optimal threshold value for detecting contaminants, including feces and ingesta, on poultry carcasses. In this thresholding study, they used the duality of the NeymanPearson (NP) lemma to explain the theoretical performance bounds achievable at optimal conditions and the trade-off effect inherent in the detection problem. In the NP framework, a lower bound of the detection accuracy was set while minimizing false positives. An iterative algorithm was also designed to solve the NP problem. For the algorithm design, the statistical density distributions of contaminant pixels and non-contaminant pixels were estimated by kernel density estimation and characterized by edge models on a projection axis perpendicular (i.e., orthogonal) to a linear decision boundary. In this section, we explain the operation of bandratio thresholding mentioned above in terms of thresholding on a 1-D projection axis.
Suppose that N is the number of pixels obtained by an object mask, and S is a 2 × N matrix of measurements in which each row contains measured values of a band image. Let us also define T 1 as a threshold value applied to ratio data; w x is a row vector (i.e., 1 × 2 matrix) with the coordinates (1,Ă-1/T 1 ), where 1 is the horizontal coordinate and -1/T 1 is the vertical coordinate, and w y is also a 1 × 2 matrix orthogonal to w x ( fig. 3 ). Note that w x w y T = 0, and w y has the coordinates (1, T 1 ). It can be easily understood that w x and w y are determined once T 1 , a threshold value for the ratio data, is given. Now, one can also deduce from figures 2 and 3a that a decision boundary determined by T 1 can be spanned by w y (i.e., the decision boundary is on w y ). Conceptually, the global thresholding operation on ratio data to find fecal and ingesta contaminants is equal to dividing a 2-D space by a decision boundary ( fig. 2 ). This division can be also performed on the projection x-axis ( fig. 3b) . The projection of S onto w x (i.e., the projection x-axis) is a matrix multiplication (x = w x S). After the projection, each column of S (i.e., a point in a 2-D domain) is mapped to a scalar value on the x-axis ( fig. 3b) . From figures 2 and 3, it is clear that ratio values greater than or equal to the threshold T 1 (i.e., contaminant points above the decision boundary) are projected as negative values or zeros of x, respectively. Now, one can state this concept with a mathematical function of x, f 1 (x), which is one of four decision functions to be explained in detail later. The function f 1 (x) becomes 1 only when any negative x values including zero are observed: (4) where f 0 (x) is a thresholding operator defined as:
The summation in equation 4 counts the number of contaminants predicted by negative or zero values of x. The operator in equation 5 checks whether a scalar input x is less than or equal to zero. Therefore, if contaminants are present, then the summation becomes a positive value and f 1 (x) becomes 1, which means that a carcass is contaminated. As mentioned, f 1 (x) is not a good decision function because it does not consider the trade-off effect of the global thresholding operation. In the next section, two more decision functions and one final function combining all three functions are discussed in order to overcome this shortcoming. Data projection and statistical density estimation on projection axes play key roles in the design of the functions.
DETECTION OF CONTAMINATION
The conventional global-thresholding operation mentioned in the previous section often produces false-positive pixels that are detrimental to the robustness of prediction of contamination when a decision about the presence of contaminants must be made on a single-bird basis. A simple solution for reducing false-positive pixels after applying a threshold value is to use a noise removal filter, such as a median filter, which also removes contaminant pixels. This approach, however, becomes problematic when the total number of removed contaminant pixels exceeds the allowable amount of contamination. One example is the case of removing many scattered tiny contaminant spots by a median filter even though the data of the spots form a large population of points on a projection axis, such as the x-axis mentioned in the previous section. In this section, we analyze data seen from two orthogonal projection axes by estimating data distributions and then design the remaining decision functions to determine the presence of any contamination on a single bird. First, we briefly introduce the concept of a mixture of independent probability density functions.
Let the projected data vector x be a set of N samples of a random variable R x ∈ with a probability density function (PDF) p(x). We model p(x) with a mixture of the following independent probability density functions: where p c (x) is the PDF of contaminants, and p u (x) is the PDF of non-contaminants. Note that this mixture model can be generalized by a linear weighted combination of two PDFs at the expense of increasing the problem complexity. In this study, we assumed that the independent PDFs contribute equally to p(x). Then, the kernel density estimate p(x) of the true PDF p(x) can be computed by equation 1. We modeled the statistical distribution of non-contaminant pixels observed on the projection xaxis with the parametric Gaussian distribution function N(m; s ā ā ā 2 ), where m is a mean and sā ā ā ā ā ā Ă 2 is a variance. This modeling was done with the positive values of x because they are most likely from non-contaminant pixels. To remove statistical outliers, a whitening transform was used for the positive values of x prior to estimating the parameters of N(m; sĂ 2 ) (Duda et al., 2001 ). Now, the estimate of p c (x), p c (x) becomes:
where e is a random noise term that reflects model errors and measurement errors. We modeled e as white independent identically distributed (i.i.d.) Gaussian noise and ignored its effect throughout this study. Now the second decision function, utilizing the aforementioned statistical model, is defined again over the projection x-axis (figs. 3 and 4). Presumably, if contaminants are present, the summation of p c (x) over the range of x < 0 becomes an unknown positive value. In addition, the tail of the true contaminant PDF p c (x) will be observed down to a point where the tail of the true non-contaminant PDF p u (x) becomes negligible. At the origin of the projection x-axis, the tail of p u (x) is small but cannot be ignored. However, it can be ignored below T tail where the tail of p c (x) is still measurable. We formulated these assumptions into the following decision function: (8) where P min is a desired minimum value of the cumulative density function ∑ p c (x) , T tail is a minimum tail length of p c (x), and min{x < 0} finds the minimum value among all negative values of x ( fig. 4) . Qualitatively, equation 8 states the aforementioned assumptions in a probabilistic way. The first condition of the top line of equation 8 constrains the minimum probability of observing contaminants on the negative side of the x-axis. In other words, this is the same as constraining the minimum probability of contaminants among band-ratio values greater than the threshold T 1 . The second condition is based on the assumption about the PDF tail length. The values of P min and T tail were determined by trial and error and then fixed for all test birds.
The previous decision functions in equations 4 and 8 were functions of x. For the third function, S is projected onto w y (the projection y-axis) with y = w y S (figs. 3b and 4). As shown in figure 4, after projecting S onto the y-axis, the discriminative statistical information that was used to design equation 8 is no longer available. It is certain that density distributions observed on the y-axis are different from ones found on the x-axis. However, we observed from density estimation on the y-axis that if there are contaminants, then there is a high chance of finding some of them in a certain range of the y-axis. Most likely, the range is from y = 0 to yĂ= T y , where T y can be derived heuristically from density functions estimated on the projection y-axis, and its selection will be discussed in detail in the next section. Now, given T 1 and T y , the third decision function first counts the number of y values below T y and then issues 1 if the count is over (or equal to) a pre-determined value N y . This can be formulated as follows: (9) where ) ( y y T φ can be computed as in equation 5 (except that the subscript T y replaces 0 in eq. 5), T y is a scalar value on the y-axis, and N y is also a scalar value. N y is the expected mini- mum number of contaminant pixels observed below T y on the y-axis and was set to 2. Before presenting the final decision function combining all three functions mentioned up to now, we comment on f 3 (y). The vector y can be modeled similarly as x using a mixture of estimated PDFs as in equation 8. However, we experimentally found that f 3 (y) was a good discriminant function only when it was fused with f 1 (x). This implies that the region of contaminants obtained by the decision boundary as in figure 2 needs to be reduced into a smaller region divided by a new decision boundary drawn by T y shown in figure 4. Still, information coming from each individual decision function proposed in this article needed to be combined. From the above, we found the following data fusion equation: (10) The decision for the presence, i.e., f(x; y) = 1, of fecal and ingesta contamination is now possible on a single-bird basis. Figure 5 shows a flowchart of the fecal contamination detection algorithm.
RESULTS AND DISCUSSION
STATISTICAL MODELING OF CONTAMINANT AND NON-CONTAMINANT PIXELS
Figures 6a and 6b show the equi-probable contours of estimated probability density functions (PDFs) of contaminant and non-contaminant pixels obtained from all 56 carcass im- ages at 517 nm and 565 nm. The total number of the pixels was 1,769,287. The number of the contaminant pixels was 72,799 (4.1%). In figure 6a , a non-parametric kernel density estimator with a circular 2-D uniform distribution kernel was applied to each set of the randomly selected pixels: 40% (29,120 pixels) of the contaminant pixels and 2% (33,930Ăpixels) of the non-contaminant pixels. About 30,000 pixels from each set of data were enough for a good estimate of the density function with the kernel density estimator without greatly increasing the computational time (about 5 min). The bandwidth of the 2-D circular kernel was 5 (Euclidean distance). Figure 6b shows contours of the estimated Gaussian distributions. All pixels of 56 birds were used for the density estimation in figure 6b. Each line in figures 6a and 6b represents the first principal component (PC 1 ) of each set of pixels. A visual examination of the estimated contours in figure 6a revealed that the equi-probable contours of the contaminant data were asymmetric to its PC 1 , but the non-contaminant data were almost symmetric to its PC 1 . From these observations, we concluded that the 2-D PDF of feces and ingesta observed at 517 nm and 565 nm was nonGaussian with a single mode, whereas the 2-D PDF of uncontaminated clean carcass data in 517 nm and 565 nm was Gaussian.
ANALYSIS OF PROJECTED PIXELS
In this section, we present estimation results of probability density functions mentioned in equation 7 and discuss the estimation results. Figure 7a shows two independently estimated 1-D probability density functions, p c (x) and p u (x), of the same pixels (N = 1,769,287) used in figure 6a via the projection and kernel density estimation methods described in this article. The non-Gaussian characteristic of the 2-D PDF of the fecal and ingesta contaminants was also observed from the estimated 1-D PDF (or the marginal PDF) of projected data values. In theory, a marginal PDF can be computed directly from an estimated 2-D PDF. We, however, estimated the marginal PDF from the projected data (see figs. 2 and 3 for the projection x-axis). The resulting marginal PDF estimates were well fitted into our observations in the 2-D domain. The estimated 1-D PDF of the projected non-contaminant data, p u (x), fitted well to the Gaussian distribution. However, the estimated distribution of fecal and ingesta contamination data, p c (x), was non-Gaussian. Figure 7b shows an example of the estimated PDF p(x) of the projected data points x, x ∈ x from a single bird. The histogram method was used to obtain the non-parametric PDF estimate p(x). The histogram bin size was set to 1% of the number of input pixels to be estimated. The parameters for the Gaussian PDF were obtained by a sample mean and a sample variance of the data x for x > 0. Before estimating the parameters (m = 4.79 and s = 1.41), the predicted noncontaminant values corresponding to x > 0 were normalized to a distribution with the zero mean (m = 0) and the unit variance (s = 1) (a whitening process). The normalized values greater than 5s (i.e., statistical outliers) were removed to ensure robust parameter estimation. The number of pixels of the sample bird was 28,430, including 1,331 contaminant pixels. In figure 7b, 6.61% of the non-contaminant pixels were removed as a result of the whitening process. The regression by the Gaussian model may not be the best among many other possible models, but it produced satisfactory results in terms of the overall performance of the developed detection algorithm. The results shown in figure 7 indicated that the idea of using the mixture model of i.i.d. probability density functions to design the second decision function in equation 8 was supported by these experimental results. Up to now, the analysis was done on the x-axis (fig. 3) . The next experiment was done with the data on the y-axis (fig. 3) .
The most critical parameter for the third decision function (eq. 9) was T y , which is a pre-defined threshold value on the y-axis and was used to count the number of pixels observed below this value. Figure 8 shows an example of the estimated marginal PDFs, p c (y) and p u (y), of projected values y, y ∈ y on the decision boundary (figs. 2 and 3). In figure 8 , p c (y) is larger than p u (y) between 10 and 40. This means that the chance of observing feces and ingesta within this range is higher than outside of the range. Remember from figure 4 that T y imposes an additional decision boundary perpendicular to the y-axis. From figure 8, one can argue that a range of values between 10 and 40 should be used in the place of a threshold value T y in order to design the third decision function (eq. 9). We, however, point out that most of noncontaminant pixels seen within this range of the y-axis may not be seen from the left side of the x-axis. When f 1 (x) and f 3 (y) are used together via a logical AND operation as in equation 10, the large peak of the non-contaminant PDF is centered at about 10, and its tail below 10 can be simply ignored. Therefore, we selected 29 as T y because, due to the large separation between the two density functions at that value, contaminant pixels below 29 become more likely observable than non-contaminant pixels. 
DETECTION PERFORMANCE
The decision function in equation 10 was tested to determine the presence or absence of fecal and ingesta contamination on poultry carcasses. The following parameters were set for the test: T 1 = 1.05, P min = 0.15, T tail = -2.7, T y = 29, and N y = 2. The parameters were obtained in the first experiment. The algorithm and these parameters were validated in the second experiment. Figure 9 and table 1 summarize the results of the first experiment in terms of the detection accuracy of the developed algorithm. The detection accuracy (i.e., detection probability) for each contaminant type was measured as a function of the number of contaminant pixels. The number of contaminant pixels ranged from 2 to 20 by a random selection. The detection probability in figure 9 was obtained by dividing the number of dirty birds detected with f(x; y) by the actual number of dirty birds (56). The detection method favored the presence of some degree of false-positive pixels when testing a dirty bird because the presence of false-positive pixels produced by f 1 (x) increased the chance of having f(x; y) = 1. To reduce this influence on the test of the algorithm and to evaluate the performance of the algorithm more accurately, the pixels around the boundaries of the contaminant masks and object masks were intentionally removed by 11 × 11 morphological filters (dilation and erosion, respectively), and the object masks were adjusted accordingly. This filtering removed the so-called subpixel effect around the boundary of each contaminant mask (Manolakis et al., 2001 ). The simulation results in figure 9 showed that the detection algorithm was able to detect all 56 contaminated carcasses when each of the carcasses was contaminated by at least 12 pixels. Duodenum was the most difficult to detect, whereas colon was the easiest to detect. For further discussion of the visible/nearinfrared spectra of feces and ingesta, refer to Windham et al. (2003c) . When all four types of contaminants were present, the detection accuracy was about the average of all four cases. Table 1 . False-positive rates tested with 56 clean carcasses (first experiment).
Pixel Count and Detection Accuracy
No. of Clean Birds
No. of False Positives
f(x; y) n = 56 32 (57%) 2 (4%) False-Positive Rate Figure 10 shows the number of false-positive pixels that were predicted by f 1 (x), which is the global thresholding process on band-ratio data. As expected, if all detected pixels were counted as contamination without a further process, then 32 birds (57.14%) were false positives. When f(x; y) was used, the number of false positives dropped to two birds (3.57%). Figure 11 shows example images of bird 12 and 14, where f(x; y) at each bird was zero even if there were (a) nine and (b) six false-positive pixels obtained from f 1 (x). In figureĂ11 , the false-positive pixels are circled. Table 2 shows the results of the second experiment. The second experiment was conducted to verify the performance of the detection algorithm with birds not used to develop the algorithm. In summary, all of the 192 contaminated birds were correctly detected, whereas 7 of the 192 clean birds were falsely detected as contaminated birds. As shown in table 2, the overall detection accuracy in terms of correct classification rate was 98.18%. The false positive rate was 3.65%. When f 1 (x) was used in the algorithm instead of f(x;Ăy), the overall detection accuracy was 95.57% (due to 17 falsely detected clean birds), and the false positive rate was 8.85%. Both methods using f 1 (x) and f(x; y) achieved the 100% detection rate of dirty birds because, in all cases of the second experiment, the number of contaminant pixels was greater than 20. This result was matched with the simulation results in figure 9 , where the minimum number of contaminant pixels required to achieve perfect detection was 12.
Validation
CONCLUSION
Developing a detection algorithm to decide the presence or absence of fecal contamination on the surface of poultry carcasses is critical to food safety. The global threshold strategy for a band-ratio algorithm has been known to be limited to pixelbasis detection. In an attempt to develop a statistical rule for carcass-basis detection from multispectral images, probability density functions of both contaminated and uncontaminated materials were estimated by parametric and non-parametric methods. We found that uncontaminated poultry carcasses could be modeled by a Gaussian distribution, whereas contaminated materials were non-Gaussian. A kernel density estimator was used to analyze the non-Gaussian characteristic of the contaminated materials on a transformed projection axis. A linear mixture of the density functions was introduced to model the observations made on the projection axis. A new detection algorithm was designed using the mixture model and tested for 496 birds (248 dirty and 248 clean birds). A test on the sample birds revealed that the algorithm needed at least 12 contaminant pixels to reach the perfect detection results. The test also showed a false-positive rate of less than 5%.
