Multiple sequence alignment is a task at the heart of much of current computaw x tional biology 4 . Several different objective functions have been proposed to formalize the task of multiple sequence alignment, but efficient algorithms are lacking in each case. Thus multiple sequence alignment is one of the most critical, essentially unsolved problems in computational biology. In this paper we consider one of the more compelling objective functions for multiple sequence alignment, w x formalized as the tree alignment problem. Previously in 13 , a ratio-two approxima-Ž tion method was developed for tree alignment, which ran in cubic time as a . function of the number of fixed length strings to be aligned , along with a Ž . polynomial time approximation scheme PTAS for the problem. However, the w x PTAS in 13 had a running time which made it impractical to reduce the Ž performance ratio much below two for small size biological sequences 100 charac-. ters long . In this paper we first develop a ratio-two approximation algorithm which runs in quadratic time, and then use it to develop a PTAS which has a better performance ratio and a vastly improved worst case running time compared to the w x scheme in 13 for the case where the given tree is a regular deg-ary tree. With the new approximation scheme, it is now practical to guarantee a ratio of 1.583 for strings of lengths 200 characters or less.
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INTRODUCTION
Multiple sequence alignment is a very important problem in computaw x tional biology 1, 2, 4 . It plays an essential role in finding conserved subregions among a set of sequences and inferring the evolutionary history w x of some species 4 . Many methods have been proposed, and tree alignw x ment is one of the most interesting 2 . Suppose we are given a set of k sequences and a tree with k leaves, each of which is labeled with a unique sequence. The problem is to determine a sequence for each internal node Ž such that the total cost of the tree is minimized. The cost of an edge is the edit distance between the two sequences assigned to the two ends of the . edge and the cost of the tree is the total cost of edges. The biological interpretation of the tree alignment problem is that the given tree repre-Ž sents evolutionary history known from means other than sequence analy-. Ž sis which has created the molecular sequences DNA, RNA, or amino . acid written at the leaves of the tree. Thus, in biological applications, the tree is almost always binary. The leaf sequences are ones found in organisms existing today. The sequences to be determined for the interior nodes of the tree represent inferred sequences that may have existed in the ancestral organisms, and the weighted edit distance between two strings models the evolutionary cost of mutating one sequence to the other. Thus the cost of the optimal solution to the tree alignment problem is the minimum total mutation cost needed to explain the evolution of the extant sequences in terms of the given evolutionary tree. There are literally hundreds of papers written each year in the biological literature where such tree alignments are reported on biological sequence data using established or newly deduced evolutionary trees. Given a tree alignment, Ž . one can obtain a multiple sequence alignment of the extant leaf sequences which is believed to expose evolutionarily significant relationships w x between the sequences 9, 10 . We will not detail that here.
We assume that the reader is familiar with the notion of the weighted edit distance between two strings. In this paper we need only assume that the scoring scheme satisfies the triangle inequality. That is, if x, y, and z are three strings, then the weighted edit distance between x and y is no more than the weighted edit distance between x and z plus the weighted edit distance between z and y. This is a sensible assumption, since the edit w x distance reflects the cost of transforming x to y 11 . For clarity, we define some terminology. An approximation scheme for the minimization problem is an algorithm A which takes as input both an instance I and a parameter ⑀ and has the performance ratio
Ž .
A OPT I Ž .
Ž . Ž . where A I is the cost of the solution given by A and OPT I is the cost of an optimal solution. w x Tree alignment was proved to be NP-hard 12 . Many algorithms have been proposed for tree alignment. Sankoff gave an algorithm for computing an optimal solution. The running time is exponential in the number of w x sequences 8, 9 . Some heuristic algorithms have also been considered in the past. Altschul and Lipman tried to cut down the computation volume w x required by dynamic programming 1 . Sankoff, Cedergren and Lapalme w x gave an iterative improvement method to speed up the computation 9, 10 . Waterman and Perlwitz devised a heuristic method when the sequences w x are related by a binary tree 14 . Hein proposed a heuristic method based w x on the concept of a sequence graph 5 . Ravi and Kececioglu designed an approximation algorithm with performance ratio deg q 1rdeg y 1 when Ž the given tree is a regular deg-ary tree i.e., each internal node has exactly
. w x deg children 7 .
The first approximation algorithm with a guaranteed performance ratio w x was devised by Wang, Jiang, and Lawler 13 . The algorithm lifts chosen sequences associated with leaves to the internal nodes. The performance ratio of the algorithm is 2, and the time complexity is shown to be Ž 3 2 2 . w x O k q k n in 13 where n is the length of the sequences. The algorithm was then extended to a polynomial time approximation scheme Ž . PTAS ; that is, the performance ratio could arbitrarily approach 1. The PTAS requires computing exact solutions for depth-t subtrees. For a fixed t, the performance ratio was proved to be 1 q 3rt, and the running time
Ž . . was proved to be O krdeg M 2, t y 1, n time, where deg is the Ž . degree of the given tree, and M deg, t y 1, n is the time needed to optimally align a tree with deg ty1 q 1 leaves, which is upper-bounded by
. Based on the analysis, to obtain a performance ratio less than 2, exact solutions for depth-4 subtrees must be computed, and thus optimally aligning 9 sequences at a time is required. This is impractical even for sequences of length 100.
In this paper, we propose a new PTAS for the case where the given tree is a regular deg-ary tree. The new algorithm is much faster than the one in w x 13 . The algorithm also must do local optimizations for depth-t subtrees. For a fixed t, the performance ratio of our new PTAS is 1 q 2rt y 2rt2 t Ž Ä t 4 Ž . . and the running time is O min 2 , k kdM deg, t y 1, n , where d is the depth of the tree. The performance ratios and running time for different w x t's are listed in Table I . Presently, there are efficient programs 10 to Ž . perform local optimizations for three sequences t s 2 . In fact, we can Ž . expect to obtain optimal solutions for 5 sequences t s 3 of length 200 in w x practice since there is such a program 3, 6 for SP-score and similar techniques can be used to attack tree alignment problem. Therefore, our 
analysis implies that solutions with a cost at most 1.583 times the optimum can be obtained in practice for strings of length 200. Our new analysis w x shows that the PTAS in 13 actually has the same performance ratio for any tree with bounded degree. Nevertheless, the new algorithm is much Ž 2 . faster. We also propose a ratio-two algorithm running in O kd q k dn time. Similar to our time complexity analyses for the new algorithms, we w x can reduce the time complexity of the old algorithms in 13 by an order of one. The proof is left to readers. We state the theorem as follows:
The paper is organized as follows: Section 2 gives the ratio-two algorithm for binary trees. Section 3 discusses the new PTAS and its perforw x mance. Section 4 shows that the same ratio also holds for the PTAS in 13 and it works for any bounded degree tree.
THE MORE EFFICIENT RATIO-TWO ALGORITHM FOR BINARY TREES
w x The basic idea of our algorithm is similar to that in 13 . We also lift chosen descendent leaves to the internal nodes. However, we use a more restricted lifting method.
Let T be the given tree, where each of its leaves is labeled with a given sequence. A loaded tree T Ј for T is a tree such that each of its nodes is Ž . labeled with some sequence. C TЈ denotes the cost of the loaded tree T Ј. Let¨be an internal node of T. T denotes the subtree rooted in¨. Leẗ Ž . Ž . V T denote the set of internal nodes of T, and L T the set of leaves in Ž . T. We use V T, i to denote the set of nodes of height i in T, and r to denote the root of T. A node is of height i if it is i levels above the bottom level.
A full binary tree of depth d is a binary tree of depth d having 2 d y 1 nodes. Given an arbitrary binary tree T, where each of its leaves is labeled with a given sequence, we can pad T to form a full binary tree T by extending the leaves in T to subtrees with identical labels on their leaves. Obviously, given a loaded tree for T, there is a loaded tree with the samê cost for T. Thus we assume the given tree is a full binary tree in the analysis. A lifted alignment is a tree alignment where each internal nodeï s assigned one of the sequences that was assigned to the children of¨. Thus each node¨is assigned a sequence from among the leaf sequences, and if node¨is assigned sequence s, then there is a path from¨to a leaf in¨'s subtree where every node on the path is assigned s. Call such a path the zero-cost path of¨. We say that sequence s has been lifted to node¨.
The definition of a lifted alignment allows node¨to be assigned any sequence assigned to¨'s children, without regard to how other nodes aẗ 's level are assigned sequences from their children. We now restrict the kind of lifted alignment permitted. For computational purposes, we assume that the layout of the tree is fixed, so that each node has a fixed left and right child. A uniform lifted alignment in a binary tree is one where, at each level of the tree, either every node at that level is assigned the sequence of its right child, or every node at that level is assigned the sequence of its left child. Hence, to specify a uniform lifted alignment, we Ž . only specify at each level one bit of information left or right lift . Therefore, in a binary tree of depth d with fixed layout, there are only 2 d possible uniform lifted alignments that load the tree. Moreover, since there is exactly one leaf sequence s that is lifted all the way to the root in any lifted alignment, and the path from leaf s to the root is unique, the corresponding uniform lifted alignment is completely determined by the Ž . sequence assigned lifted to the root. The loaded tree obtained in this way is called the uniform lifted tree for T, and such a lifting method is called the uniform lifting method. Ž . Although uniform lifted alignments for a fixed layout of the tree look very restrictive compared to arbitrary lifted alignments, we will show that the optimal uniform lifted alignment has a cost at most twice that of the Ž . optimal tree alignment not required to be lifted . min Ž . Let T be an optimal loaded tree for T. For each node¨, Sd enotes the set of given sequences assigned to the descendent leaves of¨. Let s be the cost of the path in T min from the internal node¨to its Ž . descendent leaf which is labeled with the given sequence s g S¨. We use Ž s . l T to denote the uniform lifted tree determined by the leaf s. 
where sЈ s ␥ r , and r is the root of T.
be the cost of T . To bound 2 in terms of C T , we need the following lemma which can be proved by induction on the depth w x of the tree 13 . Now, let us focus on the computation of an optimal uniform lifted tree. We will first give an algorithm that works for full binary trees and then generalize it to work for an arbitrary tree. Suppose that T is a full binary Ž . A better bound can be obtained by a more careful analysis. A pair of two Ž . sequences s, sЈ is a legal pair if s and sЈ are assigned at the ends of an edge in a uniform lifted tree. It is easy to see that a sequence s can form at most d legal pairs, where d is the depth of the tree. Thus there are most kd legal pairs in total. Therefore, the running time of our new algorithm is Ž 2 . O kd q kdn , where n is the length of the given sequences.
The algorithm we have proposed works only for full binary trees. For Ž . an arbitrary binary tree T, Eq. 4 may not make sense. For instance, the given tree T is shown in Fig. 2 . To lift the leaf s to¨, there is no Ž . which appears exactly once in TE¨. Thus the total number of leaves in Ž . < Ž .< < Ž .< Ž . TE¨is bounded by S¨q S¨. Obviously, the extended tree TE1 2 Ž < Ž .< < Ž .<. can be computed in O S¨q S¨time. Once we have the extended 1 2 Ž . tree TE¨for¨, we can modify the trees T and T such that they havë1 Fig. 3a . The extended tree is in Fig. 3c . 1 Ž . needed in 4 . Note that different leaves might be labeled with the same labels in the modified tree. Thus we may have more than one value of w x C¨,s for a fixed¨and s. In this case, we select the smallest one.
Ž . We should emphasize that each TE¨is constructed directly from T rather than the modified trees. This is crucial to keep the low time Ž 2 . complexity O kd q kdn . The algorithm is given in Fig. 5 . The algorithm can be generalized to work for regular deg-ary trees. The performance ratio also holds. 
THE IMPROVED PTAS
In this section, we design a new PTAS by considering constant-size subtrees of the given tree and extending the uniform lifting technique. Our new PTAS works for any regular deg-ary trees, and is much more efficient w x than the one in 13 . For simplicity, we focus on binary trees. Let¨be an internal node of T. T denotes the depth-t subtree of T 
Ž
. that the total cost of the t = 2 loaded trees T q, s is bounded as follows:
Ž . Again, similar to the ratio-two algorithm in Section 2, the concept of an Ž . Ž . extended tree TE¨for¨gives an efficient implementation. Here TEŽ .
t is defined differently. To construct TE¨for a fixed t, we consider the 2 w x leaves in subtree T instead of the two children of¨. To compute C¨, s , t
Ž .
for a¨of height i, we i pad T to form a full binary tree, that is, ä , t t Ž .
Ž . Ž . binary tree with 2 leaves; ii construct the extended tree TE¨; iii Ž . modify the subtrees T for all¨g L T so that they have the structurë 
Ž
. smallest value among all the t = k pairs q, s . The algorithm is given in Fig. 7 . It can be shown that the running time of the algorithm is Ž Ä t 4 Ž . . Ž . Omin 2 , k kdM 2, t y 1, n , where M 2, t y 1, n is the time needed to optimally align a tree with 2 ty1 q 1 leaves which is upper-bounded by Ž 2 ty 1 q1 . O n . Now let us focus on the performance ratio analysis. Again, we pad T to form a full binary tree. Let T min be the subtree of T min rooted at¨with ä , t Ž t . depth t. Let us consider the depth-t subtree T . Let s i s 1, 2 
where n is the node on the zero-cost path of¨in T . See Fig. 8 
Let d sk t q p be the depth of T, where 0 F p , q -t. The totalcost of the 2 d loaded trees is bounded as follows:
Ž .
where x s p y 1 if j s 0, otherwise x s t y 1.
The term 2 C T in 10 is from the term 2 C T in 8 . 
That is why the old algorithm has a much higher time complexity and works for the bounded degree case.
For analysis, we can pad the given tree T such that all the leaves in T Ž . are at the same level. We use deg¨to denote the degree of node¨. Consider a tree with a degree bounded by a constant deg. Figure 9 shows the bound of the cost for a lifted subtree with a depth t.
Four kinds of edges are considered:
1 The thick edges form an optimal tree. The cost is obviously Ž min . bounded by C T .
Ž .
2 The dashed lines starting at a node¨form the rightmost thick lines in the subtree rooted at¨. Thus the dashed lines are not counted.
3 The thin lines are paths from boundary nodes to their descen-Ž . dent leaves. There are deg¨y 1 such paths for each boundary node.
4 The dotted edges are paths from internal nodes to their descendent leaves. Only the nodes in the paths from a root of a depth-t subtree to a leaf of the depth-t subtree, which is lifted, have such paths. Each path is repeated exactly deg y 1 times.
Recall that we have considered t 2 d different loaded trees in Lemma 9, where d is the depth of the given tree and t is the depth of the subtrees for the local optimizations. To obtain the desired performance ratio for the case where the degree is bounded by deg, we also consider t 2 d different loaded trees here. Note that an internal node could have more Ž .  FIG. 9 . The bound of the cost for a subtree with a depth t t s 3 and a degree bounded by 3. The circled nodes are labeled with lifted sequences and the rest nodes are labeled with sequences in the optimal tree T min .
than 2 children now. For each internal node¨, we select two children Ž . among its deg¨children in the specific way shown in Fig. 10 . A node selected in this way is called a selected node. Figure 11 gives an example of how to select the nodes. The thick edges link the selected nodes. Note that all the selected nodes form a forest instead of a tree. In the forest, there is a depth-d tree which is called the main tree. In our analysis, we only count the number of ways to lift the sequences using the uniform lifting method for the main tree. Therefore, we have 2 d different loaded trees for each fixed partition, too. For an Ž . internal node¨, we use SS¨to denote the set of sequences assigned tö 's selected descendent leaves. Note that we also have to lift the leaves to the internal nodes not in the main tree. To do this, we can generalize the uniform lifting method. Let¨,¨, . . . ,¨be the internal nodes of the Ž . nodes for fixed partition P and s as in Eq. 5 . Define T q, s to be the q loaded tree for T obtained by assigning each reserved node u for fixed Ž partition P and s the label assigned to u in the lifted tree lift s to the q . root and constructing the sequences for the other nodes such that the cost of the tree is minimized.
Similar to Lemma 9, we can bound the total cost of those t 2 d loaded Ž min . trees in terms of C T and 's.
LEMMA 13. Ž . The definition of T q, s for a given tree with a degree bounded by a constant deg ) 2 depends on the optimal solution T min which is unknown. Ž . However, we know that T q, s has the following property: the sequence lifted to¨is one of the sequences lifted to its children. Thus we can use w x Ž . the algorithm designed in 13 to compute an optimal T q, s . Therefore, we have w x THEOREM 16. The performance ratio of the PTAS in 13 is 1 q 2rt y 2rt2 t for a tree with degree bounded by a constant.
FIG.
11. An example of the specific way to select nodes. The numbers are the costs of edges. The thick lines link the selected nodes.
