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Abstract
We derive how to incorporate topological features of Riemann surfaces in string
amplitudes by insertions of bi-local operators called ‘handle operators’. The resulting
formalism is exact and globally well-defined in moduli space. After a detailed and
pedagogical discussion of Riemann surfaces, complex structure deformations, global
vs local aspects, boundary terms, an explicit choice of gluing-compatible and global
(modulo U(1)) coordinates (termed ‘holomorphic normal coordinates’), finite changes
in normal ordering, and factorisation of the path integral measure, we construct these
handle operators explicitly. Adopting an offshell local coherent vertex operator basis
for the latter, and gauge fixing invariance under Weyl transformations using holomor-
phic normal coordinates (developed by Polchinski), is particularly efficient. All loop
amplitudes are gauge-invariant (BRST-exact terms decouple up to boundary terms in
moduli space), and reparametrisation invariance is manifest, for arbitrary worldsheet
curvature and topology (subject to the Euler number constraint). We provide a num-
ber of complementary viewpoints and consistency checks (including one-loop modular
invariance, we compute all one- and two-point sphere amplitudes, glue two three-point
sphere amplitudes to reproduce the exact four-point sphere amplitude, etc.).
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1 Introduction
A central question in high energy physics is to understand and get a working handle
on the deep interplay between quantum gravity and corresponding emergence of spacetime
geometry. String theory inevitably combines quantum mechanics and gravity, and so provides
a context where, at least in principle, one has sharp tools to study this emergence. On the
one hand we have the AdS/CFT correspondence [1] which relates quantum gravity in d+ 1
dimensions with AdSd+1 boundary conditions to a well-defined CFTd path integral on a
corresponding d-dimensional boundary spacetime. In principle, this correspondence can be
used to define what we mean by a quantum theory of gravity, and, e.g., Ryu-Takayanagi-like
formulas provide (to a certain extent) a means to reconstruct classical geometry in the bulk
using CFT data [2]. Adding to this, there is the interesting proposal [3] that classically
connected bulk spacetimes correspond to entangled states in the corresponding CFT, with
various related ideas such as the ER = EPR proposal [4]. It is nevertheless difficult (if at all
possible) to directly address certain questions within AdS/CFT, such as whether black holes
have an interior. In particular, we only really have a concrete handle on boundary CFTs,
with the corresponding bulk physics remaining largely mysterious (except in a supergravity
or low energy limit). For example, one would like to generalise loop resummations of the
type discussed in [5–7] to the full physical string theory.
More generally, it is desirable to get a more direct “handle” on bulk physics, which might
more broadly be referred to as non-perturbative string theory. From a bulk perspective
superstring perturbation theory seemingly provides the best starting point. The relevant
framework is then associated to maps of Riemann surfaces into appropriate target spaces
(determined by a choice of two-dimensional matter CFT’s such that the total matter plus
ghost central charge vanishes), and summing/integrating over all such (inequivalent) Rie-
mann surfaces and target spaces subject to specified boundary conditions. Since the above
program is particularly ambitious we will partition it into more manageable chunks, and
focus here on developing an appropriate framework that might catalyse progress.
We will consider Riemann surfaces, Σ, from a viewpoint that will enable us to discuss
cutting and gluing of worldsheet path integrals using appropriate handle operator insertions,
see Fig. 1, an idea that goes at least as far back as [8,9]; and in particular an early article by
Polchinski [10], work by Tseytlin [11,12] and recent work by Sen [13] have been particularly
influential for the developments in the current document. On the one hand, we would like to
be able to cut open a worldsheet path integral across any given cycle, and possibly associate
(pinch, twist and translation) moduli to this cycle. But we would like to be able to do so
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Figure 1: An illustrative sketch of cutting open a non-trivial homology cycle of a Riemann
surface, replacing it by a complete set of boundary states, and then mapping these states to
local operators, Aa, A a, using the operator-state correspondence. We can then dress every
such handle operator, Σ
∫
aAaA
a, with three (complex) moduli, corresponding to two translation
moduli for the resulting two local vertex operators and also a pinch/twist modulus.
while keeping the moduli of the remaining Riemann surface fixed. This is a key point – it
corresponds to picking a slice in moduli space, M , where the various moduli are (in a certain
sense) “as decoupled as possible”, and this places all string amplitudes of different genera
on equal footing. The main hurdle to overcome (which also underlies much of the formalism
we develop) is to proceed in a manner that leads to a globally well-defined (on Σ and M )
construction. So we need to study the relevant aspects of the deep interplay between local
and global data, since most of the explicit formalism in string perturbation theory [14] is
based on local considerations.
On a parallel note, when cutting open (or gluing) a worldsheet path integral across a
specified (trivial or non-trivial homology) cycle of Σ, it is convenient to insert a complete
set of intermediate states in order to incorporate appropriate boundary conditions across
the cut cycle. Using operator-state correspondence these states can be mapped to local
vertex operators. Since states propagating through a given internal cycle of Σ are generically
offshell (and hence not BRST invariant), we need to proceed in a manner that keeps track
of the associated frame dependence that arises [10, 15], while making sure that any such
frame dependence cancels out and yields a well-defined S matrix. These intermediate states
are also not conformal primaries, and so do not transform as tensors on patch overlaps.1
How then (if we wish to associate their location to a modulus) can we ensure that the
corresponding local operators can be integrated over the Riemann surface in a globally well-
defined manner? A further difficulty is that these local operators are normal ordered, and so
their transformation properties on patch overlaps are not the naive ones. Finally, although
in CFT the energy-momentum tensor generates infinitesimal changes of coordinates (which
1Here we can imagine covering our Riemann surface with charts, with given holomorphic transition func-
tions satisfying appropriate cocycle relations on triple chart overlaps.
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includes a corresponding change in normal ordering), on chart overlaps we sometimes need
finite changes of coordinates. So there are a number of subtle and deep obstacles to be
overcome. The work of Polchinski [10] (also [16]) largely sets the necessary groundwork to
overcome these obstacles, but since his analysis is in places exceedingly concise we will also
review Polchinski’s approach in detail.
Furthermore, in order to carry out this program explicitly we need to make a choice
of basis for the aforementioned intermediate vertex operators. Alternatively, one can use
a “boundary state” formalism, where the boundary state (which implements the correct
boundary conditions across the cut cycle) is essentially the unit operator in the Hilbert space
of interest. But this is not appropriate for our purposes because such boundary states do
not a priori lead to a Hilbert space tensor product, which is in turn desirable if (in the case
of separating degenerations) we are going to be able to compute the resulting amplitudes on
either side of the cut cycle independently. Also, it is extremely convenient to work in terms
of local operators, whereas boundary states are not local. Briefly, it is apparently efficient
and possible to proceed in an exact manner if we use a local coherent state vertex operator
basis, where, in addition to capturing the full tower of stringy states in one relatively simple
and concise formula (which ensures the corresponding amplitudes will be non-perturbative
in α′), there are associated continuous quantum numbers that will presumably also make
(some aspects of) emergence of classicality manifest. Of course, one would eventually like to
sum over handle operators [11,12].
Taking all of these considerations into account, we will (by a gentle and pedagogical se-
quence of steps) eventually end up with an exact expression for ‘handle operators’ including
moduli deformations. In fact we can associate three complex moduli to every handle, but
this is a choice. (There is also a slight distinction between cutting along trivial and non-
trivial homology cycles, in that also non-level matched states propagate through the latter.)
Regarding non-trivial homology cycles, we can increase the genus by increasing the number
of handle operators (with an appropriate combinatorial factor to avoid overcounting). So
all genera are treated on equal footing, and operator-product expansions (OPE) between
handle operators and between handle operators and external vertex operators generate all
boundaries of moduli space. That this is possible is due to worldsheet duality (by which
we mean associativity of the OPE and modular invariance) and has no obvious analogue
in quantum field theory (and hence also no obvious analogue in string field theory2 due to
the “field theory” partitioning of moduli space). Or we can use these to glue amplitudes to-
2For recent developments in superstring field theory see [17,18].
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gether, implement the Fischler-Susskind mechanism, etc. Related and particularly insightful
developments, including the use of handle operators, have been discussed (but without the
BRST machinery and including only leading contributions) in [11,12].
Incidentally, since we work in the BRST formalism and do not assume external vertex
operators are primaries the handle operator construction we present certainly allows for inser-
tions of offshell (as well as onshell) external vertex operators provided one adopts appropriate
“gluing-compatible” coordinate charts [13, 19, 20]. The point then is that although offshell
amplitudes computed using different coordinate systems give different answers, they are all
related by field redefinitions in the corresponding field theory while giving a unique answer
for the onshell S matrix.
We present numerous consistency checks throughout. For example, we show that handle
operator insertions lead to gauge-invariant amplitudes (at all loop orders). That is, BRST-
exact contributions decouple up to boundary terms in moduli space as one expects. Another
consistency check is to show that the formalism leads to modular-invariant amplitudes, a
highly non-trivial statement since handle operators break manifest modular invariance. We
demonstrate that modular invariance is present by an explicit one-loop example, whereby we
glue a handle onto a sphere and extract the one-loop modular-invariant vacuum amplitude
from it. This also checks consistency associated to cutting across non-trivial homology cy-
cles. Regarding trivial homology cycles, a check we carry out is to reconstruct a four-point
sphere amplitude by gluing together two three-point sphere amplitudes using an appropri-
ate handle operator insertion. And indeed find that the expected four-point amplitude is
precisely reproduced, to all orders in α′. Regarding the path integral measure contributions,
we derive these explicitly using both a metric viewpoint [10] and a holomorphic transition
function viewpoint [15, 21]. The latter is more efficient, but in both cases we pick a gauge
slice in moduli space and in particular fix invariance under holomorphic reparametrisations
by working with holomorphic normal coordinates. This choice fixes invariance under Weyl
transformations but leaves reparametrisation invariance manifest and allows us to work with
arbitrary (subject to global constraints) worldsheet curvature. Again, we find precise agree-
ment between the metric and transition function approach.
The first six sections are almost entirely independent of the underlying 2D matter con-
formal field theory (CFT), so that (some or all of) the spacelike components in the matter
sector could be associated to any unitary CFT (corresponding presumably to a general string
background), the central charge always being such that the total matter plus ghost central
charge vanishes. From Sec. 7.1 onwards we consider, for concreteness, ‘vanilla bosonic string
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theory’, the best studied example of string theory. But perhaps the discussion will offer new
perspectives, the point being that this simplest string theory allows one to go deeper than
would be otherwise possible in a first attempt with a more elaborate string theory. In bosonic
string theory the matter content is the target spacetime embedding, xν , and the ghost fields,
b, c. In the critical theory the superscript ν spans D = 26 non-compact dimensions (or
toroidal compactifications thereof, where D = 26−dc when dc dimensions are compactified).
In the vanilla theory D will always denote the number of non-compact dimensions.
Regarding underlying mathematics, there is a surprisingly large gap between much of the
string theory literature and corresponding Riemann surface theory. This is perhaps because
conformal invariance and focus on lowest order amplitudes makes detailed understanding of
Riemann surfaces somewhat unnecessary. But beyond tree-level and one-loop amplitudes,
and if one needs to go offshell, conformal invariance does not play a particularly central role.
We have tried to bridge this gap, in that we review the essential Riemann surface theory
that we need in the main text in great detail. We have a physicist audience in mind (but
also attempt to be mathematically precise when there is possibility of confusion). We place
emphasis on the transition from complex analysis on a plane to that on general Riemann
surfaces, from local to global, but also endow surfaces with a metric at various instances
allowing us to think of them as Riemannian manifolds. Our starting point is (in Sec. 2) the
very definition of a complex structure on a Riemann surface, and then we go on to discuss
complex structure deformations from a variety of complementary viewpoints in detail. We
also present an extensive discussion of the Euler characteristic, with and without boundaries,
which serves as an excellent example to clarify the relation between local and global aspects at
fixed complex structure. The techniques developed are applied extensively in the remaining
article where we discuss how to cut open and glue path integrals, that in turn lead to the
construction of explicit handle operators.
Regarding prerequisites, we have made an effort to make this work self-contained, in that
it includes detailed reasoning and derivations, so as to be accessible to graduate students
in string theory. This ambition has also contributed to its length, and there is a fine line
between accessibility and conciseness. It is not clear we have succeeded in this respect. The
organisation of material is such that readers with expertise in certain areas can skip corre-
sponding sections after perhaps briefly skimming through them. The essential prerequisite is
a working knowledge of Polchinski’s textbook [14] (which in turn assumes working knowledge
in differential geometry and quantum field theory), and a basic knowledge of complex anal-
ysis is certainly useful [22]. We review most of what we need of Riemann surface theory, but
an excellent set of lecture notes is [23]. For complex manifold theory a similarly pedagogical
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and yet concise account is Chern’s lectures [24], and also [25, 26]. We have made an effort
(wherever possible) to adopt notation and conventions that are consistent with Polchinski’s
textbook [14].
2 Riemann Surfaces
In this section we set the scene by giving a detailed exposition of the Riemann surface
theory we will be needing in order to discuss cutting and gluing of path integrals, that will in
turn enable us to construct an exact and globally well-defined expression for generic handle
operators. We will place particular emphasis on the link between local and global (on Σ
and M ) properties. The notion of a complex structure (and deformations thereof) plays a
starring and fundamental role in perturbative string and Riemann surface theory, so we will
explore and develop this concept in detail and from a variety of viewpoints.
2.1 Fixed Complex Structure
Let us consider a genus-g closed Riemann surface, in particular a smooth, oriented
and closed two-dimensional surface, Σ, that we endow with a corresponding open cover
{U1, U2, . . . } so that ∪mUm = Σ. We will eventually think of these surfaces as complex man-
ifolds, but it will be convenient to initially regard Σ as a real manifold. Every such manifold
is locally diffeomorphic to an open subset of Euclidean space, R2. So we may primarily
focus on a single coordinate chart, (U, σa), with σa (with a = 1, 2) a standard set of real
coordinates mapping points in U homeomorphically onto an open subset of R2 [27].
2.1.1 Almost Complex Structure
Let us build up to a useful and general definition of an almost complex structure on Σ.
The surface Σ has a ‘natural almost complex structure’, I, which in turn has the following
local realisation. To the chart (U, σa) there corresponds a holomorphic coordinate, z, (and
its complex conjugate, z¯ ≡ z∗) defined by:
z = σ1 + iσ2
z¯ = σ1 − iσ2 and
∂z = 12(∂1 − i∂2)
∂z¯ = 12(∂1 + i∂2),
(2.1)
satisfying,
∂z¯z = ∂z z¯ = 0. (2.2)
The quantity ∂a denotes differentiation with respect to the real coordinate σa. (An “overbar”
throughout denotes complex conjugation.) These relations are useful and efficient if we are
10
only interested in a single complex structure, since for any given complex structure there exist
coordinates as in (2.1). In string theory we are interested in a variety of distinct complex
structures and their interrelations, and we will need to generalise the above.
With this objective in mind, let us reformulate what we have just described. Construct
a real matrix, I, with components,3
I =
( 0 1
−1 0
)
, satisfying I ba I cb = −δ ca , (2.3)
in terms of which the holomorphicity condition, ∂z¯z = 0, can equivalently be rewritten as:(
∂a + iI ba ∂b
)
z(σ) = 0. (2.4)
We refer to the components, I ba , of the matrix in (2.3) as the components of the ‘natural
almost complex structure’ tensor with respect to the coordinates σa. The complex coordinate
z with the explicit realisation (2.1) is a holomorphic coordinate with respect to this complex
structure I.
Notice that given any solution z(σ) to the differential equation (2.4) we can construct
another solution, f(σ), as follows. We expand this complex function, f(σ) = u(σ)+ iv(σ), in
terms of two real differentiable functions, u(σ) and v(σ), and demand that this be a solution
to the differential equation (2.4). Equating real and imaginary parts of the resulting relations
yields the Cauchy-Riemann equations,
∂1u(σ) = ∂2v(σ)
∂2u(σ) = −∂1v(σ),
(2.5)
which (by Goursat’s theorem) in turn guarantees that f(σ) is holomorphic in z(σ). So given
a solution z(σ) to (2.4), any holomorphic function of z(σ) will also be a solution, and in
particular any holomorphic function of z(σ) can serve as a ‘holomorphic coordinate with
respect to the I complex structure’.
In equation (2.1) we have chosen to map the base point σ = 0 to z = 0. This is clearly
not necessary, and we might more generally like to place the base point of the holomorphic
coordinate system at a more generic point, perhaps at σ = σ1. We could then define a more
general holomorphic coordinate, zσ1(σ), via,
zσ1(σ) = z(σ)− z(σ1)
= (σ1 − σ11) + i(σ2 − σ21),
(2.6)
3Our convention for index placement in complex structure matrices is: J ba =
(
J 11 J
2
1
J 12 J
2
2
)
.
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with z(·) as defined above. This base-point dependent coordinate in turn has the property
zσ1(σ1) = 0 for every σa1 , so that the origin of the frame coordinate, zσ1 , is carried along with
the base point σ1. In this case derivatives of the form ∂z or ∂zσ1 will always implicitly mean
differentiation with respect to zσ1(σ).
We emphasise from the outset that we will eventually need to abstract away from the
simple expression for zσ1(σ) given on the right-hand side of (2.6). Because although such
a simple expression is possible for the natural complex structure, I, given in (2.3), there
need not be such a simple expression for a more general complex structure. Nevertheless,
a property that does survive the abstraction is that there will always exist holomorphic
coordinates, zσ1(σ), with the property zσ1(σ1) = 0 (or zσ(σ) = 0 since there is nothing
special about the chosen base point), but they need not take the simple form shown on the
right-hand side in (2.6). In particular, notice that in (2.6) zσ1(σ) depends holomorphically
on both σ and σ1. More generally, as we will see, although zσ1(σ) will always be holomorphic
with respect to σ it need not be holomorphic with respect to the base point σ1. We will
elaborate on this in Sec. 2.4.3 where we discuss how to translate punctures across general
Riemann surfaces with arbitrary local Ricci curvature.
In the current section the base point will not play any role, so we will keep it implicit
and drop it from the notation by writing zσ1(σ) as z(σ), with a similar remark applying to
all other conformal coordinates we will introduce here.
Returning to the main theme of the current section, a general surface satisfying the
properties set out in the opening paragraph of Sec. 2.1 (with the exception of S2) has a
variety of ‘inequivalent’ complex structures. By ‘inequivalent’ we mean complex structures
not related by coordinate reparametrisations. The reason we reformulated the holomorphicity
condition (2.1) as (2.4) is that the latter immediately generalises the notion of a ‘holomorphic
coordinate with respect to the natural complex structure I’ to a ‘holomorphic coordinate with
respect to a generic complex structure J ’. Let us discuss how this comes about.
Notice that I ba maps tangent vector fields to tangent vector fields (on Σ) and satisfies
I ba I
c
b = −δ ca . These properties (by definition) remain true for arbitrary complex structures,
but we must in addition now allow for these complex structure matrix elements to become
local functions, I ba (σ), on Σ. This can be deduced directly from (2.1) by performing a
coordinate reparametrisation, σ → σ′(σ), and noticing that the transformed components,
I ba → I ′ ba (σ′), become local functions even though I ba is constant. This suggests that a
‘generic’ complex structure (i.e. a complex structure that may or may not be related to I ba
via a coordinate reparametrisation) will be a local function of σ.
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Let us then denote such a generic complex structure by J . We then define a ‘holomorphic
coordinate, w, with respect to complex structure J ’ by the following differential equation:(
∂a + iJ ba ∂b
)
w(σ) = 0, with J ba J cb = −δ ca (2.7)
where now J ba (σ) is a local function on U ⊂ Σ. In order for this to be well-defined it
must be that the sum of the two terms on the left-hand side of the first relation in (2.7)
transform covariantly under changes of coordinates, σ → σ′(σ). This suggests we construct
a vector-valued differential one form4,
J = dσaJ ba (σ)∂b, (2.8)
and denoting an exterior derivative on Σ by d = dσa∂a, the differential equation in (2.7)
then takes on a manifestly coordinate-invariant form: (d + iJ)w = 0. This in turn implies an
integrability condition, dJ = 0, (recall that d2 = 0) whose component form reads,
J ca ∂cJ
d
b − J cb ∂cJ da − J dc ∂aJ cb + J dc ∂bJ ca = 0.
The quantity on the left-hand side, call it Jdab, is essentially (up to a convention-dependent
overall factor) the component form of the Nijenhuis (or torsion) tensor [34]. The state-
ment Jdab = 0 is an integrability condition for almost complex structure (by the Newlander-
Nirenberg theorem), that is in turn identically satisfied in the case of interest of smooth
closed two-dimensional surfaces. Since existence of an integrable almost complex structure
is equivalent to existence of a complex structure, we will often omit the adjective ‘almost’
and (somewhat imprecisely) refer to J as a ‘complex structure’ for brevity. If furthermore
Σ admits a local holomorphic coordinate for J around every point in Σ then integrability
ensures that these patch together to form a holomorphic atlas for Σ which furthermore in-
duces J . We will discuss this patching at fixed complex structure in detail in Sec. 2.1.3, and
a corresponding detailed example (the Euler characteristic) is discussed in Sec. 2.5.
For later reference, it is convenient to denote the set of all complex structures by:
J =
{
set of all complex structures J
}
.
Moduli space will correspond to the quotient,
M = J /Dp1,p2,...,
where Dp1,p2,... is the subset of diffeomorphisms, σ → σ′(σ), that leave fixed a certain set of
points, {p1, p2, . . . } ∈ Σ, at which vertex operators or (bi-local) handle operators are inserted.
4Vector-valued forms were introduced by Nijenhuis, Eckmann and Fro¨licher in the early 50’s and studied
in detail by Fro¨licher and Nijenhuis in [28, 29] (see also [30] and [23, 31, 32] for complementary perspectives,
and [33] for a modern discussion of vector-valued forms in general).
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Symmetries
Notice that given any solution, w(σ), to the defining differential equation in (2.7) associ-
ated to complex structure J(σ) in a given domain U ⊂ Σ, there is an invariance associated
to:
w(σ)→ w′(σ) = f(w(σ)) (2.9)
for any holomorphic function, f(w(σ)), since the holomorphic coordinate w′(σ) will also
be a solution to the same differential equation. This can be thought of as a residual gauge
symmetry that leaves fixed the complex structure J . This residual symmetry can be fixed in a
variety of ways (e.g., by identifying this holomorphic coordinate with a ‘holomorphic normal
coordinate’, that is in turn specified in the path integral by a special choice of Beltrami
differential, but we elaborate on this in later sections).
The invariance under holomorphic reparametrisations (2.9) in turn provides the following
alternative viewpoint: we can think of a complex structure, J , on Σ as an equivalence class,
[w], of systems of local holomorphic coordinates. We can then reach a global construction by
introducing holomorphic transition functions on patch overlaps and corresponding cocycle
relations, as we discuss in detail in Sec. 2.1.3. This provides an alternative definition of
a complex structure on Σ, which in turn makes no explicit reference to an underlying real
manifold. Much of the string theory literature emphasises this latter viewpoint since it is more
efficient. But the latter viewpoint also obscures certain aspects, such as the fact that (as we
discuss momentarily) holomorphic coordinates transform as scalars under reparametrisations,
σ → σ′(σ). This is a useful result with far-reaching implications, since it is at the heart of
making local composite (normal-ordered) operators (at least modulo U(1)) globally well-
defined on Σ. (This is in particular at the heart of both conformal normal ordering [16] and
Weyl normal ordering [10], more about which later.)
So let us discuss the transformation property of a given holomorphic coordinate, wσ1(σ),
under coordinate reparametrisations, σ → σ′(σ). We reintroduced an explicit base point, σ1,
at which wσ1(σ1) ≡ 0, since the holomorphic coordinate also depends on this. We will show
that it transforms as a scalar,
w′σ1(σ
′) = wσ1(σ), under σ → σ′(σ), with σ′(σ1) ≡ σ1 (2.10)
A few comments are in order:
• It is convenient to disentangle reparametrisations that leave the base point fixed from
reparametrisations of the base point, σ1. (Reparametrisations of the base point are
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considered in (2.139) where we will see that the corresponding holomorphic coordinate
also transforms as a scalar under reparametrisations of the base point.) For the time
being we may now make the base point implicit again since it is to be considered inert
under reparametrisations, and hence denote wσ1 by w to lighten the notation (until the
need arises to make it explicit again).
• Following on from the above comment, when the base point σ1 is associated to a
modulus (which will be a case of interest) then the full path integral should be invariant
under reparametrisations in moduli space [14] (which includes σ1 → σ′1(σ1, . . . ) where
‘. . . ’ denote the remaining coordinates in moduli space), and in particular the full
moduli space integrand should transform as a density (or top form).
• In [16] it was assumed that the conformal coordinate wσ1(σ) transforms as a scalar
under reparametrisations of both the base point, σ1, and the point σ at which the
conformal coordinate is evaluated. This is guaranteed when the conformal coordinate,
wσ1(σ), is holomorphic with respect to both σ and σ1 (meaning that (2.7) is satisfied
even if we replace ∂a+ iJ ba ∂b by the same quantity but with σ1 replacing σ), which is in
turn not satisfied generically. (A case where it is satisfied is (2.6).) If one does assume
holomorphicity in both σ and σ1 the price to pay is that charts are not guaranteed to
glue together consistently and one must add Wu-Yang type terms on patch overlaps [15].
This is because global holomorphic families of coordinates do not exist (even modulo
U(1)) [15].5 Although zσ1(σ) need not be holomorphic in σ1, in Sec. 2.4.3 we show that
it also transforms as a scalar under reparametrisations of the form σ1 → σ′1(σ1). A
related discussion is given in Sec. 5.5 and Sec. 5.6.
The holomorphic coordinate, w(σ), with respect to complex structure, J , satisfies the
defining equation (2.7), (
∂a + iJ ba ∂b
)
w(σ) = 0. (2.11)
Under infinitesimal coordinate transformations,
σa → σ′a(σ) = σa + a(σ), (2.12)
requiring that the vector-valued one form, J = dσaJ ba ∂b, be globally-defined (i.e. that it
transforms as a tensor, J ′ = J , on patch overlaps) enforces the transformation, J ba (σ) →
5When we consider asymptotic state vertex operators as conformal primaries this distinction vanishes and
one can assume the conformal coordinate transforms as a scalar with respect to both the base point and the
point at which it is evaluated [16], but for general handle operators we do not have the luxury of choosing a
conformal primary basis.
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J
′ b
a (σ) = J ba (σ) + δJ ba (σ), with,
δJ ba (σ) =
(
J ca ∂c
b − J bc ∂ac − c∂cJ ba
)
(σ) (2.13)
A general variation of (2.11) in turn yields,
δ
(
∂aw(σ)
)
+ i
(
δJ ba (σ)
)
∂bw(σ) + iJ ba (σ)δ
(
∂bw(σ)
)
= 0, (2.14)
so in the particular case that the variations are generated by reparametrisations (2.12),
and taking (2.13) into account, it is not hard to see that (2.14) is satisfied when δw(σ) ≡
w′(σ)−w(σ) = −a∂aw(σ), which is the infinitesimal version of (2.10). Therefore, successive
compositions of infinitesimal reparametrisations will generate the finite transformation rule
(2.10), and so it is indeed consistent to assume w(σ) transforms as a scalar under general
coordinate reparametrisations, σ → σ′(σ).
2.1.2 Metric Viewpoint and the Beltrami Equation
Building on the formalism we have developed so far (taking into account the remarks
in the opening paragraph of Sec. 2.1), we now endow Σ with a metric tensor associated to
complex structure J(σ),6
gJ = gab(σ)dσadσb (2.15)
Introducing a metric enables us to think of Σ as a Riemannian manifold. Although intro-
ducing a metric is not necessary it is sometimes convenient, since when we cut open and glue
path integrals across various cycles of Σ the intermediate steps in the calculation will depend
on a choice of metric (or Weyl factor) even though this Weyl dependence always cancels out
of physical observables. Introducing a metric will also preserve reparametrisation invariance.
We have included a label J on the left-hand side in (2.15) to make explicit that the
metric tensor depends on complex structure but have not included a corresponding label on
the right-hand side. This is because there are two main complementary viewpoints here: we
can either think of the components, gab(σ) = gJab(σ), as determining the complex structure
with the coordinates, σa, fixed, or we can think of the coordinates as determining the complex
structure, σa = σaJ , with the corresponding metric components, gab(σJ), considered fixed.7
We will explore both of these viewpoints.
6We assume throughout that the associated line elements satisfy ds2 ≥ 0, and also that det gab > 0.
7(A third possibility is that both coordinates and metric components depend on complex structure but
we do not need to consider this case.)
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Adopting the viewpoint that the metric components determine the complex structure with
the corresponding coordinates considered fixed, we now claim that the complex structure
components, J ba (σ), take the following explicit form in terms of metric components given in
(2.15),
J ba :=
gacε
cb
√
g
, satifying J ba J cb = −δ ca , and ε12 = −ε21 = 1 (2.16)
where g = det gab. For easy reference, perhaps it is useful to also display J in slightly more
explicit terms,
J = 1√
g
(−g12 g11
−g22 g12
)
. (2.17)
Complex structure is of course invariant under Weyl rescalings, gab(σ)→ g′ab(σ) = eφ(σ)gab(σ),
in particular J |eφgab = J |gab .
Let us understand why this complex structure, J , may be identified with the J com-
plex structure of the previous subsections. Recall that given a real set of standard local
coordinates, σa, we defined a complex set by,
z = σ1 + iσ2, and z¯ = σ1 − iσ2, (2.18)
and also that z(σ) is a holomorphic coordinate with respect to a fixed natural complex struc-
ture I (but not with respect to J unless J = I). We wish to rewrite the J complex structure
metric (2.15) in terms of z, z¯ coordinates given in (2.18) that are in turn holomorphic with
respect to the I complex structure,
gJ =
1
4
(
g11 − g22 − 2ig12
)
dz2 + 14
(
g11 − g22 + 2ig12
)
dz¯2 + 12
(
g11 + g22
)
dzdz¯. (2.19)
Since the corresponding line element ds2 ≥ 0 and the components in the first two terms in
(2.19) are related by complex conjugation and the last term is real, we may define quantities
ρ, µ zz¯ (with ρ(z, z¯) = |ρ| > 0 real and µ zz¯ complex) by:
gJ = ρ|dz + µ zz¯ dz¯|2 (2.20)
Following [23], setting (2.19) equal to (2.20) determines the components gab in terms of
ρ, µ zz¯ ,
g11 = ρ(1 + |µ zz¯ |2 + µ zz¯ + µ z¯z ) (2.21a)
g22 = ρ(1 + |µ zz¯ |2 − µ zz¯ − µ z¯z ) (2.21b)
g12 = −iρ(µ zz¯ − µ z¯z ) (2.21c)
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which follows from elementary algebra, and µ z¯z ≡ (µ zz¯ )∗. Solving for ρ, there are two roots,
ρ± = 14
(
g11+g22
)
± 12
√
g11g22 − g212, leading to two expressions for the corresponding quantity,
µ± = (µ zz¯ )±. It is not hard to show that only [23] the positive root leads to an orientation-
preserving change of coordinates (i.e. with positive Jacobian), and we are only interested
here in orientated surfaces. So writing ρ+ as ρ (and similarly µ+ as µ zz¯ ), we can solve for
µ zz¯ , ρ in terms of gab and find,
ρ = 14
(
Tr gab + 2
√
det gab
)
, and µ zz¯ =
g11 − g22 + 2ig12
Tr gab + 2
√
det gab
(2.22)
From the latter expression we also have that since |µ zz¯ |2 ≥ 0 and det gab > 0, the parametrisa-
tion (2.20) requires, 12Tr gab ≥
√
det gab, and since this is trivially true (given the components
gab are real) this in turn implies that only the following range is associated to orientation-
preserving diffeomorphisms:
0 ≤ |µ zz¯ | < 1 (2.23)
This remains true for any real metric associated to an oriented surface. (Indeed, one can show
that the complement, |µ zz¯ | ≥ 1, is associated to orientation-reversing diffeomorphisms, in
which case the coefficient of
√
det gab in both expressions in (2.22) flips sign, the remaining
terms beng unaltered.) Saturating the first inequality in (2.23), namely setting µ zz¯ = 0,
automatically leads to a conformally flat metric, where g11 = g22 and g12 = 0, and this in
turn coincides with the I complex structure.
Substituting (2.21) into (2.17) leads to the following exact expression for the complex
structure J and determinant √g = √det gab in terms of the quantity µ zz¯ (which we write as
µ here in order to avoid unnecessary proliferation of indices) and ρ,
J = 11− |µ|2
(
i(µ− µ¯) 1 + |µ|2 + µ+ µ¯
−1− |µ|2 + µ+ µ¯ −i(µ− µ¯)
)
,
√
g = ρ
(
1− |µ|2
)
(2.24)
Let us substitute the exact explicit expression (2.24) for J into the differential equation
(2.7) defining the w(σ) holomorphic coordinate with respect to the J complex structure,
taking also (2.18) into account (according to which ∂1 = ∂z + ∂z¯ and ∂2 = i(∂z − ∂z¯)).
We learn that the differential equation (2.7) defining the w holomorphic coordinate can
equivalently be rewritten as follows,(
∂z¯ − µ zz¯ ∂z
)
w(σ) = 0 (Betrami Equation) (2.25)
We will assume throughout that ∂zw 6= 0. Remarkably, the expression (2.25) is exact despite
the fact that µ zz¯ and J ba are related non-linearly by (2.24). The differential equation (2.25)
is called the Beltrami equation and will play a staring role in some of the following sections.
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Geometrically speaking, and by analogy to (2.8), the quantity µ zz¯ might best be thought
of as the component of a vector-valued (0, 1)-form,
µ = dz¯µ zz¯ ∂z, (2.26)
so that µ zz¯ ∂z is a local section of the chiral half of the tangent bundle, TΣ, also denoted by
K−1, where K is the chiral half of the cotangent or canonical bundle (also denoted by T ∗Σ).
The quantity µ is known as a Beltrami differential and µ zz¯ the corresponding component in
the z coordinates.
Let us make a few observations:
• The coordinates z, z¯ are holomorphic coordinates with respect to the natural complex
structure, I. So (2.25) relates holomorphic coordinates w and z of (generically) distinct
complex structures J and I respectively. We emphasise furthermore that z is not a
holomorphic coordinate with respect to the J complex structure (unless µ = 0), since
from (2.25) we see that w is not a holomorphic function of z when µ 6= 0.
• There are two points of view associated to (2.25), the first related to whether we wish
to provide w(σ) and read off µ zz¯ , and in the second case we can rather provide µ zz¯ and
then (at least locally) solve for w(σ). Since w(σ) is a solution to a first-order differential
equation we must supply boundary conditions to obtain a unique solution.
• The Beltrami equation is invariant under the holomorphic reparametrisation, w →
f(w), which is a residual symmetry of conformal gauge in the J complex structure.
Once we pick a gauge slide in moduli space, which may be phrased as picking an explicit
expression for µ, then we can also pick a specific corresponding solution, w(z, z¯), to the
Beltrami equation which fixes most of the residual symmetry of conformal gauge. This
solution need not have the full symmetry of the original differential equation since the
gauge slice generically fixes this symmetry. There is also a remaining ambiguous U(1)
that causes some trouble – we discuss this in various places throughout the document
and primarily in Sec. 2.5.2 (where we relate it to Hopf’s index theorem to exhibit
its topological nature) and in Sec. 2.4 (where we derive how it manifests itself when
we fix the invariance, w → f(w), of the Beltrami equation by choosing to work with
holomorphic normal coordinates).
• The differential equation (2.25) implies that we can if we wish forget entirely about the
underlying real coordinate, σ, and instead replace w(σ) by w(z, z¯). This approach will
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indeed be useful at various points throughout, and is perhaps also the most common
approach in the string theory literature [31,35].
• That a solution to the Beltrami equation (2.25) always exists goes as far back as Gauss,
at least in the case of real-analytic µ zz¯ , meaning that it has a power series expansion in
z, z¯. But real analyticity is sometimes too restrictive and in fact a generalised solution
also exists provided µ zz¯ satisfies a Ho¨lder condition or even if it is simply measurable
(see ch. V in [36], Sec. 4 in [37], and also [23,38]).
From the chain rule and the Beltrami equation (2.25) it follows immediately that dw =
∂zw (dz + µ zz¯ dz¯), and so making use of this in (2.20) and setting the latter equal to (2.15)
leads to the famous result,
gab(σ)dσadσb = ρ(z, z¯)|dz + µ zz¯ dz¯|2
= ρ(z, z¯)|∂zw|−2dwdw¯
≡ ρ0(w, w¯)dwdw¯.
(2.27)
namely that locally all Riemann surfaces are conformally-flat. Since coordinate reparametri-
sations are by definition invertible in their domain of validity, given a solution w(z, z¯) we
can invert it (around an implicit base point, σ = σ1) to construct z(w, w¯) and so in the last
equality we have defined:
ρ0(w, w¯) := ρ(z, z¯)|∂zw(z, z¯)|−2, (2.28)
which may therefore be considered to be a function of w, w¯ (and of the base point, σ1). Notice
that the various expressions (2.27) for the metric represent the same complex structure,
since they are related by a coordinate reparametrisations. Furthermore, for every complex
structure there is a corresponding real coordinate expression for the metric (as on the left-
hand side in (2.27)) and a corresponding conformally-flat metric (as on the right-hand side
of the last equality in (2.27)).
Symmetries
Let us discuss the symmetries that leave fixed the line element (2.20). Suppose there
exist smooth vector fields, vz(z, z¯)∂z + vz¯(z, z¯)∂z¯, such that under,
z → z′ = z + vz(z, z¯), (2.29)
the metric (2.20) is invariant,
ρ(z, z¯)|dz + µ(z, z¯)dz¯|2 = ρ′(z′, z¯′)|dz′ + µ′(z′, z¯′)dz¯′|2. (2.30)
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We have written µ zz¯ ≡ µ(z, z¯) and similarly for the primed coordinates. Taylor expanding
ρ′(z′, z¯′) and µ′(z′, z¯′) around z, z¯, writing dz′ = dz(1 + ∂zv) + dz¯∂z¯v and similarly for the
anti-chiral half, keeping terms up to linear order in v and v¯, and equating terms of equivalent
tensor structures on left- and right-hand sides of (2.30) yields:8
δµ zz¯ = −
[
(∇zµ zz¯ ) +∇z¯ − µ zz¯ ∇z
](
vz + µ zz¯ vz¯
)
δµ z¯z = −
[
(∇z¯µ z¯z ) +∇z − µ z¯z ∇z¯
](
vz¯ + µ z¯z vz
)
δ ln ρ = −
(
∇zvz +∇z¯vz¯ + µ zz¯ ∇zvz¯ + µ z¯z ∇z¯vz
)
,
(2.31)
where we have written δµ zz¯ ≡ µ′(z, z¯) − µ(z, z¯) and δ ln ρ ≡ ln ρ′(z, z¯) − ln ρ(z, z¯), so that
both left- and right-hand sides are evaluated at z, z¯. These variations are computed around
a finite µ zz¯ , µ z¯z , and µ z¯z ≡ (µ zz¯ )∗. Notice that in the first two variations in (2.31) we can
replace all covariant derivatives by ordinary derivatives since the connection terms cancel out,
e.g., δµ zz¯ = −[(∂zµ zz¯ ) +∂z¯−µ zz¯ ∂z](vz +µ zz¯ vz¯), but they do not cancel in the first two terms
of the last relation. For vz(z) holomorphic, δµ zz¯ = µ zz¯ (∂zvz − ∂z¯vz¯) − (vz∂zµ zz¯ + vz¯∂z¯µ zz¯ ).
An important special case of (2.31) is when we look at reparametrisations,
z → z′ = z + vz(z, z¯),
around µ = 0 where it takes the form:
δµ zz¯
∣∣∣
µ=0
= −∇z¯vz
δµ z¯z
∣∣∣
µ=0
= −∇zvz¯
δ ln ρ
∣∣∣
µ=0
= −(∇zvz +∇z¯vz¯).
(2.32)
Let us now return to the Beltrami equation (2.25). In terms of the quantity µ in
(2.26), and writing ∂¯ = dz¯∂z¯, ∂ = dz∂z, the Beltrami equation (2.25) takes on a mani-
festly conformally-invariant meaning:
(∂¯ − µ)w = 0.
Since the quantity ∂¯ − µ is invariant under holomorphic reparametrisations, z → z′(z) and
z¯ → z¯′(z¯), the quantity w(z, z¯) must transform as a scalar under such reparametrisations,
w′(z′, z¯′) = w(z, z¯), with z′ = z′(z), and z¯′ = z¯′(z¯) (2.33)
8Our conventions for covariant derivatives are spelt out in Appendix D.2. Since these are defined to
act on conformal tensors in Kn (the n-fold tensor product of the canonical bundle) it might be helpful to
recall that on account of metric compatibility, ∇zgzz¯ = 0, and gzz¯gzz¯ = 1 (note that ρ ≡ 2gzz¯), we have
∇zµ zz¯ = ∇z(gzz¯gzz¯µ zz¯ ) = gzz¯∇z(gzz¯µ zz¯ ), and then we can make use of the fact that gzz¯µ zz¯ ∂z ⊗ ∂z ∈ K−2
to evaluate the covariant derivative: ∇zµ zz¯ = ∂zµ zz¯ + µ zz¯ ∂z ln ρ. Similar reasoning enables one to interpret
all covariant derivatives appearing.
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Clearly, the set of holomorphic reparametrisations, z → z′(z), corresponds to only a small
subset of the full set of reparametrisations, σ → σ′(σ). In fact one can make a stronger
statement.
Under a general variation the Beltrami equation (2.25) reads,
δ(∂z¯w)− (δµ zz¯ )∂zw − µ zz¯ δ(∂zw) = 0,
which is evaluated at a point z, z¯. Under arbitrary reparametrisations (2.29) in particular,
making use of the explicit expression for δµ zz¯ given in (2.31), the analogue of the statement
(2.10) is that w(z, z¯) transforms as a scalar,
w′(z′, z¯′) = w(z, z¯), with z′ = z′(z, z¯), and z¯′ = z¯′(z, z¯) (2.34)
Clearly, holomorphic reparametrisations, z′ = z′(z), as given in (2.33) are a subset of general
reparametrisations, z′ = z′(z, z¯).
2.1.3 Holomorphic Transition Functions and Cocycle Relations
We now generalise the local construction of the previous subsections to a global construc-
tion.
Let us consider an orientable genus-g compact Riemann surface,9 Σ, with fixed complex
structure. Since any such surface is a complex manifold it may be fully specified by a
collection of overlapping charts {(Um, zm)} (such that U = ⋃m Um is a cover for Σ) with
(e.g., centred) coordinates that are one-to-one maps, zm : Um → C, with the special property
that for every non-empty intersection Um ∩ Un the transition functions
fmn ≡ zm ◦ z−1n , or zm = fmn(zn) (2.35)
are biholomorphic and therefore also invertible (on Um ∩Un). (Any one of these coordinates,
zm, can be identified with w or z of the previous section depending on whether we are in the
J or I complex structure respectively, so this discussion is general.) The transition function
fmn maps the chart associated to the open set Um ∩ Un ⊂ Un to the chart associated to
the open set Un ∩ Um ⊂ Um, the interpretation being that zm and zn represent the same
point in Σ if they are related as in (2.35) on Um ∩ Un. See the first and second diagrams
in Fig. 2. Note that fmn are holomorphic in zn but are not necessarily holomorphic in
9We will sometimes write Σg for a compact oriented genus-g Riemann surface (with unspecified number
of punctures), Σg,n for the corresponding genus-g surface with n punctures, and Σ when we do not wish to
specify either of the numbers g,n. In the presence of b (codimension-1) boundary components we might add
a subscript ‘b’, e.g., Σg,n,b.
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Um Un Um Un
U`
Um
Figure 2: Open sets, Um, Un, U`, with corresponding double and triple patch intersections
associated to charts (Um, zm), (Un, zn) and (U`, z`). The transition functions (2.35) are only
required to be satisfied on chart overlaps, such as Um ∩ Un, and the cocycle relations (2.36)
are only required to be satisfied on triple overlaps, such as the central region of the third figure
associated to Um ∩ Un ∩ U`.
any remaining parameters that characterise the complex structure of Σ (more about which
later) [15,21].10 Having said that, it is possible to choose the fmn to be holomorphic in both
zn and in all remaining parameters (or moduli) (on patch overlaps), and although this might
seem desirable one must keep in mind that in this formulation one usually encounters Wu-
Yang terms [15, 16] when integrating by parts in moduli space (see Sec. 5.6 and the related
discussion in Sec. 5.5), so that one cannot apply Stoke’s theorem without first decomposing
the surface into charts and then adding up the contributions from patch overlaps. If one does
not adopt a slice where the fmn are holomorphic in moduli one can find a parametrisation
where the information contained in Wu-Yang terms is localised, so that integrals of total
derivatives really do only get contributions from the boundary of moduli space [10]. (Again,
this subtle point is discussed explicitly in Sec. 5.6, see also Sec. 5.5.)
In general, the transition functions, fmn(zn), being holomorphic in zn have a convergent
and invertible power series expansion in zn on the relevant chart overlap, Um ∩ Un.
To get a global description we must also satisfy cocycle relations. For example, on triple
overlaps, Um ∩ Un ∩ U` 6= 0 (see the third diagram in Fig. 2), these takes the form:
fmn ◦ fn` = fm`, or fmn(fn`(z`)) = fm`(z`) (2.36)
satisfied for all labels m,n, ` of the cover. These cocycle relations provide (from a complex
manifold viewpoint) the fundamental link between local and global data on a Riemann
10In the presence of boundaries, ∂Σ, [39] the essential modification is that in addition to the above there
are also chart coordinates that map to the upper-half plane, zm : Um → H, and boundaries are then mapped
to the real line. The usual doubling trick [14] can then be adopted for local operators.
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! !
Figure 3: Given a generic triangulation (left figure) of a Riemann surface with generic
n-point vertices (n = 3, 4, . . . ) there is always a dual triangulation (right figure) where only
3-point vertices appear. The dual triangulation is obtained (middle figure) from a generic
triangulation by connecting nearest neighbour “centre of masses” (denoted by dots ‘ ·’) of every
triangle (face) of the generic triangulation. One can then work with the dual triangulation
and a corresponding cover U , such that every double overlap, Um ∩ Un, encloses an edge of
the dual triangulation and every triple overlap, Um ∩Un ∩U`, contains a 3-point vertex (‘ ·’)
of the dual triangulation. Higher patch intersections do not appear in the dual triangulation
(in 2 dimensions). The relation between the present figure and Fig. 2 is made manifest in
Fig. 4.
surface. We use the word ‘the’ rather than ‘a’ in the previous sentence because for a given
complex structure the set of transition functions (2.35) supplemented by cocycle relations
(2.36) completely define the Riemann surface. In particular, depending on our choice of cover,
there may also be cocycle relations associated to higher intersections, such as fmn◦fn`◦f`k =
fmk on Um ∩ Un ∩ U` ∩ Uk 6= ∅, etc., but actually one can always start from an arbitrary
triangulation11 of the surface (left diagram in Fig. 3), and then work on the dual cover (and
corresponding dual triangulation, see the rightmost diagram in Fig. 3), where only triple
patch intersections are encountered, so (2.35) and (2.36) are not only necessary (if we want to
think in terms of complex manifolds) but sufficient. This follows from the fact that Riemann
surfaces are two-dimensional and does not hold (generically) for the corresponding moduli
space of Riemann surfaces [41]. Given such a dual triangulation, one can then associate open
sets, {Um}, (indicated by dashed lines in Fig. 4) that enclose every simple polygon of the
triangulation.
From the cocycle condition (2.36) one can deduce a number of properties. Suffice it for
11That there always exists a triangulation on a general Riemann surface is known as Rado’s theorem [40].
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Figure 4: Given a dual triangulation, such as that depicted in the third diagram of Fig. 3,
one can construct an open cover, U = {Um}, of Σ (left diagram), such that there is a
one-to-one correspondence between every open set, Um, (indicated by dashed lines) and a
corresponding polygon, Vm ⊂ Um, of the dual the triangulation (indicated by solid lines in the
right diagram). The set of all polygons (which need not have “straight” edges) will throughout
be denoted by V = {Vm}. We also say that the set V = {Vm} provides a ‘cell decomposition’
of Σ.
now to mention the following: taking m = n = ` in (2.36) gives fmm ◦ fmm = fmm, and so,
fmm = 1, or fmm(zm) = zm, (2.37)
is the identity map. Secondly, since the map fmn is holomorphic (in zn) it is also invertible
(on Um∩Un). Defining the inverse, f−1mn, by fmn ◦ f−1mn ≡ 1 we can set m = ` in (2.36) to find,
fmn ◦ fnm = 1, or fmn(fnm(zm)) = zm, (2.38)
from which it follows that f−1nm = fmn (on Um ∩ Un 6= ∅).
Since we have singled out a particular set of charts (i.e. an ‘atlas’), {(Um, zm)}, in order
for the construction to be meaningful it is desirable to introduce an equivalence relation
which is associated to a holomorphic change of charts, e.g.,
zm → wm = gm(zm), (2.39)
where the coordinates zm and wm map the same open set Um ⊂ Σ to different open subsets of
C (or possibly H, but this distinction will not be elaborated on here). In the (Um, wm) chart
suppose the transition functions are denoted by hmn := wm ◦w−1n , so that the corresponding
cocycle conditions on triple overlaps, Um ∩ Un ∩ U` 6= ∅, take the form hmn ◦ hn` = hm`.
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So the new coordinate charts, {(Um, wm)}, and associated transition functions, {hmn}, must
satisfy:
wm = hmn(wn)
hm`(w`) = hmn(hn`(w`)),
(2.40)
for all m,n, ` labels of the cover, in precise analogy to (2.35) and (2.36) above. In terms of
transition functions, the required equivalence relation is furnished by:
f ′mn(zn) = g′m(zm)−1h′mn(wn)g′n(zn), (2.41)
where primes denote derivatives with respect to the explicit arguments. The relation (2.41)
follows from substituting (2.39) into wm = hmn(wn) (for both wm, wn) and then substituting
into the resulting relation on the left-hand side the transition function zm = fmn(zn) so
that the same argument, zn, is made manifest on both sides of the equation. Finally, one
differentiates this with respect to zn and makes use of the above definitions to arrive at
(2.41). Notice that f ′mn are the transition functions for the canonical bundle, K → Σ, whose
sections are patched together via dzm = f ′mndzn (with f ′
−1
mn = f ′nm) subject to equivalence
relations generated by (2.41) and cocycle relations (2.36).
A choice of charts, the associated transition functions and cocycle relations (subject to
the above equivalence relation) provide a global definition of all closed and oriented Riemann
surfaces. Notice also that this definition does not require the introduction of a Riemannian
metric (Sec. 2.1.2), even though (as we discuss in further detail below) it is convenient to
introduce this concept in various contexts. Jumping ahead somewhat, we will see that it is
convenient (but not necessary) to introduce a worldsheet metric to fix the residual invariance
of conformal gauge (up to U(1)). This will prove convenient when we construct the map
from fixed- to integrated-picture vertex operators12, where we will pick a gauge slice by a
specific choice of Beltrami differential. But we will also phrase the resulting gauge slice in
terms of holomorphic transition functions. This choice of gauge slice will also enable us to
write integrated vertex operators in terms of covariant quantities that will automatically be
globally-defined on Σ or M (modulo U(1)).
2.2 Complex Structure Deformations: I
Having defined the essential notions associated to Riemann surfaces at fixed complex
structure, we next focus on infinitesimal complex structure deformations or moduli defor-
mations of Σ (we use the two terms interchangeably), see e.g. [14, 42–44]. The focus in
12This includes offshell vertex operators arising from cutting open handles of the Riemann surface as well
as external BRST-invariant or BRST-non-invariant vertex operators.
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particular will be on the interplay between local and global (on Σ and on moduli space)
data. In Sec. 2.2.1 we begin with a local discussion of complex structure deformations, in
particular the defining equation for a holomorphic coordinate where the complex structure is
explicit. In Sec. 2.2.2 we connect to the global approach to complex structure deformations
via Cˇech cohomology which follows directly from the defining properties of a Riemann sur-
face (as laid out in the previous subsection). In Sec. 2.3 we present further complementary
viewpoints, partly to exhibit the overall coherence of the subject and partly because com-
plementary viewpoints will provide “intellectual geodesics” between technical tools we will
be needing for explicit computation. In Sec. 2.4 we make an explicit choice of coordinates
(holomorphic normal coordinates) that are globally well-defined modulo U(1) and that will
be used to translate points (and corresponding frames) across Riemann surfaces.
2.2.1 In Terms of the Beltrami Equation
We begin with a preliminary and local discussion of complex structure deformations based
on the formalism we have developed in Sec. 2.1, beginning from the defining equation of a
holomorphic coordinate in a given fixed complex structure.
Let us in particular consider two holomorphic coordinates, z(σ) and w(σ), with respect to
complex structures I(σ) and J(σ) respectively, with σa, a = 1, 2, an auxiliary real coordinate.
From the defining equation (2.7) these must satisfy:
(
∂a + iI ba (σ)∂b
)
z(σ) = 0, and
(
∂a + iJ ba (σ)∂b
)
w(σ) = 0. (2.42)
Recall that these are essentially Beltrami equations (even though no reference is usually
made to real coordinates in a Beltrami equation), and we shall refer to them as such.
Let us suppose now that the J(σ) complex structure is infinitesimally close to the I(σ)
complex structure. That is, considering the underlying real coordinates, σa, fixed under small
deformations, we can quite generally write:
J ba (σ) = I ba (σ) + δI ba (σ), and w(σ) = z(σ) + δz(σ), (2.43)
for the corresponding deformations. The latter relation relies only on a mild assumption of
continuity, that small variations in complex structure induce small variations of the corre-
sponding coordinate. Since both complex structure matrices satisfy the defining property,
J2 = I2 = −1, we learn from the first relation in (2.43) that,
I ba δI
c
b + δI ba I cb = 0. (2.44)
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Let us use these relations to compute the variation δz(σ) induced by δI ba (σ). Substituting
(2.43) into the second relation in (2.42) and keeping terms up to linear order in the variations
yields, (
∂a + iI ba (σ)∂b
)
δz(σ) + iδI ba (σ)∂bz(σ) = 0, (2.45)
where we also made use of the defining equation (2.42) for the z holomorphic coordinate.
So far we have not made any assumption about which complex structure I(σ) we are
perturbing around in (2.43), other than the fact that z is holomorphic with respect to the
I(σ) complex structure. Suppose now that the I(σ) complex structure is ‘natural’ with
respect to the coordinates, σa, as defined in Sec. 2.1.1 and in particular (2.3). With this
choice, the consistency condition (2.44) takes the form,
δI 21 = δI 12 , and δI 11 = −δI 22 ,
exposing that two of the four real components, δI ba , are independent (which is true not only
for the variations but also for the full complex structure tensor). Furthermore, making use
of the fact that in the natural complex structure, I, we have the relations (2.1) and (2.3) we
can rewrite the differential equation (2.45) in terms of z, z¯ derivatives,
∂z¯δz(σ) =
1
2
(
δI 21 + iδI 22
)
(σ) (2.46)
This equation may be viewed as a differential equation for the variation, δz(σ), given a
complex structure variation, δI ba (σ), which may or may not include variations induced by
reparametrisations (2.13). The relation (2.46) (and its various guises) will play a prominent
role throughout the document.
Incidentally, for the reader that is wondering whether infinitesimal variations of complex
structure (as in (2.46)) are sufficient let us point out, if only briefly at this stage, that we
are aiming to be able to compute the path integral measure associated to a given gauge slice
of our choice in moduli space. Since this in turn amounts to computing a Jacobian for a
change of coordinates, and since furthermore a Jacobian for the base space is the same as the
Jacobian for the tangent space (see, e.g., [35] for a string theory realisation of this) we can
compute this Jacobian on the tangent space. The Jacobian on the tangent space is in turn
entirely determined by an infinitesimal variation, and this is why infinitesimal variations of
complex structure as in (2.46) are actually sufficient provided the moduli space integrand
that we extract is globally well-defined. Furthermore, we are making use of the fact that
every complex structure has a holomorphic coordinate with respect to which the complex
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structure is ‘natural’, so that it is sufficient not only to consider infinitesimal variations but
also to consider infinitesimal variations around the natural complex structure in particular.
We emphasise that ∂z¯ is a derivative with respect to the anti-holomorphic coordinate,
z¯, of the natural complex structure, −I, and that in this complex structure we have the
relation, z¯ = σ1 − iσ2. So (by a slight abuse of notation) we can therefore regard δz(σ) and
δI ba (σ) to be functions of z, z¯, in particular,
∂z¯δz(z, z¯) =
1
2
(
δI 21 + iδI 22
)
(z, z¯) (2.47)
Clearly, when δI ba (σ) 6= 0 the deformation δz(z, z¯) will not be holomorphic with respect
to the I complex structure holomorphic coordinate z, even if the variation was induced by a
coordinate reparametrisation (2.13). But the quantity z(σ) + δz(σ) is a holomorphic coordi-
nate with respect to the J complex structure since it solves the second defining differential
equation in (2.42).
To also make further contact with much of the string theory literature [31, 35, 45], let us
consider again two complex structures I and J that differ by a small variation as in (2.43),
namely,
J = I + δI,
where the I complex structure is the natural one with respect to the coordinates, σa, as
defined in Sec. 2.1.1 and in particular (2.3). Then, to linear order in µ we can extract an
explicit expression for δI in terms of µ, µ¯ from (2.24),
δI =
(
i 1
1 −i
)
µ zz¯ +
(−i 1
1 i
)
µ z¯z , (2.48)
and therefore in particular,
µ zz¯ =
1
2
(
δI 21 + iδI 22
)
, and µ z¯z =
1
2
(
δI 21 − iδI 22
)
(2.49)
So substituting this into (2.46) we learn that generic small deformations of complex structure
δI (and in particular µ zz¯ via (2.49)) which preserve the complex structure J can be associated
to corresponding small deformations, δz(σ),
∂z¯δz(σ) = µ zz¯ (σ) (2.50)
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2.2.2 In Terms of Cocycle Relations
We will in this section follow on from the discussion in Sec. 2.1.1, and continue to think of a
complex structure on Σ as an equivalence class of systems of local holomorphic coordinates on
Σ (recall in particular the last paragraph in Sec. 2.1.1). But we will take a slightly different
viewpoint that will be much more closely based on the global construction of Sec. 2.1.3
whereby we will phrase things in terms of transition functions and cocycle relations. In
particular, we will now regard a complex structure deformation of Σ as the gluing of the
same charts, {(Um, zm)}, via different identifications, {fmn}. This is the approach pioneered
(for general complex manifolds) by Kodaira and Spencer, see [42] for a review, which is
particularly efficient for certain applications. A major advantage of this approach is that
it enables one to discuss deformations locally on Σ keeping the remaining Riemann surface
fixed, while also providing an explicit link to global data. By global data here we generically
mean global on Σ. To be more precise, for a subset of complex structure deformations
such as those associated to translating pinches across the surface (which might also arise
from cutting open handles and using the operator-state correspondence to map the resulting
states to local operators) the construction we develop will also be globally well-defined in
moduli space.13 From this viewpoint the transition functions defined in (2.35) subject to
(2.36) (and perhaps higher cocycle relations associated to higher-point intersections, such as
fmn ◦ fn` ◦ f`k ◦ fkm = 1 when14 Umn`k 6= ∅, etc.) can be considered [14, 42] to contain all
moduli dependance.
Pursuing this reasoning further, let us denote by t = (t1, t2, . . . ) a complete set of real or
complex local coordinates on moduli space, M , in which case the transition functions (2.35)
may be written in more detail as follows,
zm = fmn(zn, t). (2.51)
Note that fmn (for a fixed set of chart labels, m,n) may depend on only a subset of moduli
or even no moduli at all depending on context. The consistency (cocycle) condition on triple
overlaps (2.36) demands that:
fm`(z`, t) = fmn(fn`(z`, t), t), (2.52)
and recall that f−1`m = fm`. Following Kodaira and Spencer, see e.g. [42], form the vector
13In more generic cases the basic obstruction to integrating infinitesimal complex structure deformations
to finite deformations is concisely discussed in [46].
14We are using notation introduced in (2.67) here.
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field:
∂
∂t
≡∑
k
ck
∂
∂tk
, (2.53)
with unspecified components, ck, and consider the derivation ∂tfm`(z`, t) (with z` held fixed)
using (2.52), multiply the resulting expression from the right by basis vectors, ∂/∂zm, and
use the chain rule (to write ∂zm
∂zn
|z` ∂∂zm = ∂∂zn ). The cocycle relation (2.52) takes the form:
∂fm`(z`, t)
∂t
∣∣∣∣
z`
∂
∂zm
= ∂fn`(z`, t)
∂t
∣∣∣∣
z`
∂
∂zn
+ ∂fmn(zn, t)
∂t
∣∣∣∣
zn
∂
∂zm
, (2.54)
which leads us to define the following local vector fields on Σ,
φmn(t) :=
∂fmn(zn, t)
∂t
∣∣∣∣
zn
∂
∂zm
(2.55)
in terms of which the cocycle condition reads, φn`(t) − φm`(t) + φmn(t) = 0. Now since by
definition fmm(zm, t) = zm, which does not have any explicit dependence on t, differentiating
with respect to t keeping zm fixed we find that φmm(t) = 0. From the cocycle condition15
we then learn that (setting ` = m), φnm(t) = −φmn(t), and in particular taking also (2.54),
(2.55) into account we arrive at [42,44]:
φn`(t) + φ`m(t) + φmn(t) = 0
φmn(t) + φnm(t) = 0
, on Um ∩ Un ∩ U`(6= ∅) (2.56)
These are precisely [24,42] the defining conditions for a 1-cocycle, and in particular {φmn(t)}
is a 1-cocycle on Σ with values in the sheaf St of holomorphic vector fields over Σ associated
to the deformation t. The set of 1-cocycles, {φmn(t)}, subject to (2.56) is conventionally
denoted by Z1(Σ,St).
If we were not working with a dual triangulation (see above) we would also have higher-
point intersections, e.g. 4-point intersections, Umn`k. The corresponding constraint arises
from the cocycle condition, fmn ◦ fn` ◦ f`k ◦ fkm = 1, and following precisely similar reasoning
that led to (2.56) yields:
φn`(t) + φ`m(t) + φmk(t) + φkn(t) = 0 , on Um ∩ Un ∩ U` ∩ Uk(6= ∅) (2.57)
with obvious generalisations for 5- or higher-point intersections. But notice that (2.56)
continues to hold on the triple intersection Umn` ⊂ Umn`k regardless of the fact that there is
15Or by differentiating fnm(fmn(zn, t), t) = zn with respect to t at fixed zn and using the chain rule.
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an additional open set Uk, and so in particular φn`(t)+φ`m(t) = φnm(t) and (2.57) reduces to
the original cocycle condition (2.56). So higher-point intersections do not provide additional
constraints that are not already contained in (2.56). This observation is inline with the above
discussion as to why working with dual triangulations is sufficient (recall Fig. 3), and will
also be relevant below when we show that our expression for the path integral measure is
independent of the cover U .
2.2.3 Moduli Space and Equivalence Relations
In order to associate such vector fields, φmn(t), with true moduli deformations we must
also discuss how the {φmn(t)} change under holomorphic changes of coordinates, since any
such change preserves complex structure. Let,
zm → wm = gm(zm, t), (2.58)
be such a holomorphic (in zm) change of coordinates. The coordinates zm and wm map the
same open set Um ⊂ Σ to different open subsets of C. In terms of the collection {(Um, wm)}
of charts let the transition functions (analogous to (2.35)) be denoted by hmn := wm ◦ w−1n ,
so that the corresponding cocycle conditions take the form hmn ◦ hn` = hm` (analogous to
(2.36)). That is, the new coordinate charts, {(Um, wm)}, and associated transition functions,
{hmn}, must satisfy:
wm = hmn(wn, t)
hm`(w`, t) = hmn(hn`(w`, t), t).
(2.59)
Given the relations (2.59), on chart overlaps, Um∩Un 6= ∅, we can define vector fields ϕmn(t)
(analogous to φmn(t) above),
ϕmn(t) :=
∂hmn(wn, t)
∂t
∣∣∣∣
wn
∂
∂wm
, (2.60)
and the same computation that led to (2.56) yields:
ϕn`(t) + ϕ`m(t) + ϕmn(t) = 0
ϕmn(t) + ϕnm(t) = 0.
(2.61)
That is, the set {ϕmn(t)} also defines a 1-cocycle on Σ with values in the sheaf St of holo-
morphic vector fields over Σ associated to the deformation t.
Now, from (2.58) and the first relation in (2.59), on chart overlaps Um ∩Un 6= ∅ we have
gm(zm, t) = hmn(wn, t), so that on account of (2.51) and (2.58):
gm(fmn(zn, t), t) = hmn(gn(zn, t), t). (2.62)
32
Differentiating this relation with respect to t (keeping zn fixed), multiplying by the basis
vector ∂/∂wm from the right, using the chain rule (at fixed t), and making repeated use of
the relations (2.58), (2.59) as necessary yields,
∂fmn(zn, t)
∂t
∣∣∣∣
zn
∂
∂zm
+ ∂gm(zm, t)
∂t
∣∣∣∣
zm
∂
∂wm
= ∂gn(zn, t)
∂t
∣∣∣∣
zn
∂
∂wn
+ ∂hmn(wn, t)
∂t
∣∣∣∣
wn
∂
∂wm
.
If we define the vector:
ϕm(t) :=
∂gm(zm, t)
∂t
∣∣∣∣
zm
∂
∂wm
(2.63)
then from the preceding equation, and making use of the defining relations (2.55) and (2.60),
we learn that under a holomorphic change of coordinates, {zm, t} → {wm, t}, on patch
overlaps, Um ∩ Un, the relation between the new holomorphic vector, ϕmn(t), and the old,
φmn(t), is:
φmn(t) = ϕmn(t)− ϕm(t) + ϕn(t) (2.64)
Since holomorphic coordinate transformations do not change the conformal class, the complex
structure is also unchanged, and we should therefore consider moduli deformations gener-
ated by vector fields φmn(t) and ϕmn(t) as being equivalent if they are related as in (2.64).
The relation (2.64) is precisely analogous to (2.41) which was for fixed complex structure
moduli. In the language of Cˇech cohomology the quantity ϕm(t) − ϕn(t) is referred to as a
1-coboundary (with ϕm, ϕn holomorphic in Um ∩ Un). So there is an equivalence relation,
ϕmn(t) ∼ φmn(t), in particular:
φmn(t) ∼ φmn(t)− φm(t) + φn(t) (2.65)
by which we should mod out if we wish to associate φmn(t) to a complex structure deforma-
tion. The collection of 1-cocycles, {φmn(t)}, satisfying (2.56) modulo the equivalence relation
(2.65) (i.e. modulo 1-coboundaries, φm(t)− φn(t)) is associated to elements of the sheaf co-
homology group H1(Σ,St) associated to the complex structure deformation t. Conversely,
there is a ‘stability theorem of complex structures’ [47] whose essential content is that if
H1(Σ,St) = 0 the complex structures, Jt, and Jt+δt (for sufficiently small δt) are equivalent.
If we denote by TM the tangent bundle to moduli space, M , and TM |Σ its fibre at the
point in M corresponding to Σ then we have the identification [31]:
TM |Σ = H1(Σ,St) (2.66)
If we wish to be slightly pedantic, what we have derived is actually H1(U ,St) since we
have not shown that the result is independent of the cover (or, more precisely, H1(N (U ),St),
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where N (U ) is the nerve of the cover U [24], but modulo some comments in the following
paragraph we will not need to elaborate on this distinction for what follows).
A technical requirement that is necessary to be satisfied is that in order to transition from
H1(U ,St) to H1(Σ,St) we should choose a good cover, U , which allows us to take a direct
limit [48] to pass from the cohomology of the cover U to that of the manifold, Σ. Recall
that a good cover, U , is one for which [48] every open set Um in U and every (non-empty
finite) intersection:
Umn = Um ∩ Un
Umn` = Um ∩ Un ∩ U`
Umn`k = Um ∩ Un ∩ U` ∩ Uk
...
(2.67)
is contractible (diffeomorphic to an open disc of C). E.g., if our choice of cover, U , is such
that there is an element Umn that is disconnected then this choice will not be associated to
a good cover. For this reason we need at least three open sets to construct a good cover for
the circle, S1. A second example is to cover S2 by two overlapping open sets, U = {U1, U2}.
In this case although U1 and U2 (which cover, say, the northern and southern hemispheres
respectively) are contractible their intersection, U12, is not since this forms a non-contractible
equatorial band. In fact, the minimum number of sets we need to construct a good cover
for S2 is four, which can be achieved, e.g., by replacing one of the aforementioned two open
sets, say U2, by three overlapping open sets such as those in the third diagram in Fig. 2
and then glue these to U1 across an equatorial band using the transition functions induced
from z1z2 = 1. This leads to a good cover for S2 (with cocycle relations satisfied) as can be
checked explicit calculation.
2.3 Complex Structure Deformations: II
To proceed further we will now consider deformations of complex structure from a metric
viewpoint. The defining properties of a Riemann surface make no reference to the presence or
existence of a metric, but it is sometimes nevertheless useful to endow a Riemann surface with
a metric [10]. That the notion of a metric is not required also leads to considerable freedom
in a choice of metric (subject to the constraint imposed by the Gauss-Bonnet theorem). E.g.,
it is even possible to take the metric to be singular along certain contours [10, 49, 50], and
this may accomplished by a change in coordinates using a discontinuous local vector field
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to deform complex structure keeping the metric fixed16. Another standard example is to
endow S2 with a metric and use a Weyl transformation to push all curvature to infinity,
{∞}, allowing one to use a flat metric for the whole of S2 except at a point.
The main purpose of introducing a metric in the current document is related to the fact
that conformal gauge has a residual gauge invariance associated to holomorphic reparametri-
sations. We can fix this invariance (up to a residual U(1)) by using the metric to specify
a gauge slice, and the specific choice of interest will in turn be equivalent to working with
holomorphic normal coordinates. This choice leads to a gauge slice that fixes invariance
under Weyl transformations, but reparametrisation invariance is actually preserved and be-
comes manifest if one chooses to bring to plain view an underlying fixed auxiliary coordinate
system. It is particularly important to specify such a globally well-defined slice in mod-
uli space, since handle operators represent offshell bi-local operators that are therefore not
conformally-invariant. So if we are to insert operators into the path integral that are not
conformally invariant we better make sure that the breaking is spontaneous and that the
slice that implements it is globally well-defined. This is further developed in Sec. 2.4. In this
section we proceed without specifying a gauge slice.
2.3.1 Deforming via a Change of Metric with Fixed Coordinates
Suppose we consider an atlas UI = {(U Im, zm)} with associated complex structure that
we shall denote by I. Now consider a second complex structure, denote it by J , with atlas
UJ = {(UJm, wm)}. The two complex structures I and J will eventually be taken to be
infinitesimally close, J = I + δI. In either of the two complex structures there exist [23, 38]
conformal coordinates, and therefore there are corresponding metric tensors, gI , gJ , that
when restricted to charts U Im, UJm (for all m) are conformally flat:17
gI
∣∣∣
UIm
= 2gIzmz¯mdzmdz¯m, and gJ
∣∣∣
UJm
= 2gJwmw¯mdwmdw¯m. (2.68)
The reader may wish to recall the discussion in Sec. 2.1.2.
Let us determine the metric in the J complex structure but in the zm coordinates [32]. To
achieve this, holomorphic reparametrisations will not be sufficient (since in that case I = J
and the two metrics in (2.68) are in the same conformal class) so let us perform the more
16The essential ingredient here is not so much the ‘discontinuity’ per se but rather that the change of
coordinates is not invertible, otherwise it would generate a diffeomorphism.
17We are being slightly more explicit here than we were in Sec. 2.1.2. And we use the shorthand notation
dzdz¯ = 12 (dz ⊗ dz¯ + dz¯ ⊗ dz).
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general (called ‘quasi-conformal’, a term coined by L.V. Alhfors, see e.g. [36]) coordinate
transformation wm → zm(wm, w¯m),
gJ
∣∣∣
UJm
= 2gJwmw¯mdwmdw¯m
= 2gJwmw¯m|∂zmwm|2
(
dzm + µ zmz¯m dz¯m
)(
dz¯m + µ z¯mzm dzm
)
= 2gJwmw¯m|∂zmwm|2
(
(1 + µ zmz¯m µ
z¯m
zm )dzmdz¯m + µ
z¯m
zm dz
2
m + µ zmz¯m dz¯
2
m
) (2.69)
The quantity µ zmz¯m is defined by the Beltrami equation [23],(
∂z¯m − µ zmz¯m ∂zm
)
wm = 0 (2.70)
whose main interpretation was discussed in Sec. 2.1.2, and here we introduce yet another
related viewpoint.
The coordinate transformations satisfying Beltrami’s equation do not change the under-
lying complex structure of the surface, as hinted at by the fact that the right-hand sides of
the first and third equalities in (2.69) are all equal to the metric tensor in the J complex
structure. So either of these expressions (2.69) for the metric all refer to a (subset of a)
surface with complex structure J . Rather, one of the main purposes of such transformations
is that they enable one to relate the conformal coordinates of different complex structures.
So one can, e.g., work in the J complex structure using the I complex structure conformal
coordinates, which is in fact what we shall do in places, and this is also what is achieved
in the third equality in (2.69). Incidentally, by ‘I complex structure conformal coordinates’
we will always mean a specific set of coordinates in the equivalence class of conformally
flat metrics in a complex structure I; so in the first and second relations in (2.68) we see
the I and J complex structure conformal coordinates, zm and wm, respectively. These are
by no means unique, since we can perform arbitrary holomorphic reparametrisations while
remaining within the class of conformally flat metrics.
As discussed in Sec. 2.1.2, the orientation-preserving diffeomorphisms wm → zm(wm, w¯m)
are those for which |µ zmz¯m | < 1 (since from the Beltrami equation it follows that it is for
this range that the Jacobian for this change of coordinates is positive), so this range will
be the only case of interest since we only consider orientable (and in particular oriented)
compact Riemann surfaces here. Note that since zm(wm, w¯m) is an orientation-preserving
diffeomorphism it has a unique inverse, wm(zm, z¯m).18
18However, ∂wmzm and ∂zmwm are not inverses of each other but rather [32]:
(∂wmzm)(∂zmwm) =
1
1− µ zmz¯m µ z¯mzm
(2.71)
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In the zm, z¯m coordinates, the J complex structure metric tensor (2.69) is by definition
of the general form:
gJ
∣∣∣
UJm
= 2gJzmz¯mdzmdz¯m + g
J
zmzmdz
2
m + gJz¯mz¯mdz¯
2
m, (2.72)
and so equating coefficients leads to the following identifications:
gJzmz¯m = g
J
wmw¯m|∂zmwm|2(1 + µ zmz¯m µ z¯mzm )
gJzmzm = 2g
J
wmw¯m|∂zmwm|2µ z¯mzm
gJz¯mz¯m = 2g
J
wmw¯m|∂zmwm|2µ zmz¯m ,
(2.73)
and if we solve for gJwmw¯m|∂zmwm|2 in the first relation of (2.73) (recalling that |µ z¯mzm | < 1)
and substitute this into the second and third we find,
gJzmzm =
2gJzmz¯m
1 + µ zmz¯m µ z¯mzm
µ z¯mzm
gJz¯mz¯m =
2gJzmz¯m
1 + µ zmz¯m µ z¯mzm
µ zmz¯m .
(2.74)
Substituting these into (2.72) leads to:
gJ
∣∣∣
UJm
= 2gJzmz¯m
(
dzmdz¯m +
µ z¯mzm
1 + µ zmz¯m µ z¯mzm
dz2m +
µ zmz¯m
1 + µ zmz¯m µ z¯mzm
dz¯2m
)
gI
∣∣∣
UIm
= 2gIzmz¯mdzmdz¯m,
(2.75)
where in the second equality we also display the corresponding metric in the I complex
structure in the zm coordinates from (2.68). Since gJzmz¯m and gIzmz¯m are local (and in fact
real) non-vanishing functions of zm, z¯m we can define a quantity eν as the ratio:
eν(zm,z¯m,t) := (gIzmz¯m)
−1gJzmz¯m (2.76)
where t = (t1, t2, . . . ) is a local coordinate parametrising the complex structure deformation
I → J such that Jt=0 = I. Note that ν transforms as a scalar under diffeomorphisms
or holomorphic reparametrisation, because each of the two ingredients, gJzmz¯m , and gIzmz¯m ,
having the same indices transform in the same manner. Therefore ν(zm, z¯m, t) must be a
globally-defined function on Σ (at least for some finite range of t). In terms of ν (2.75) reads:
gJ
∣∣∣
UJm
= 2eνgIzmz¯m
(
dzmdz¯m +
µ z¯mzm
1 + µ zmz¯m µ z¯mzm
dz2m +
µ zmz¯m
1 + µ zmz¯m µ z¯mzm
dz¯2m
)
gI
∣∣∣
UIm
= 2gIzmz¯mdzmdz¯m,
(2.77)
which follows from the Beltrami equation and the chain rule.
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so that these two relations allow us to read off finite deformations of complex structure of
the metric in the zm coordinates,
∆gI := gJ − gI , (2.78)
where all terms are evaluated at the same point in the zm coordinates. The explicit compo-
nents read:
(gIzmz¯m)
−1∆gIzmz¯m = e
ν − 1
1
2(g
I
zmz¯m)
−1∆gIzmzm =
eνµ z¯mzm
1 + µ zmz¯m µ z¯mzm
1
2(g
I
zmz¯m)
−1∆gIz¯mz¯m =
eνµ zmz¯m
1 + µ zmz¯m µ z¯mzm
.
(2.79)
We wish to emphasise that the first of these relations implies that a change of complex
structure I → J also induces a Weyl transformation (that we are keeping track of) which is
encoded in the choice of ν.
Now suppose the complex structure deformation is infinitesimal (and connected to the
identity). Working with a set of (real or complex) coordinates in moduli space, t = (t1, t2, . . . ),
and taking µ, ν to be infinitesimal we may pick a gauge-slice in moduli space by specifying
the components, µk, νk, defined by:
µ = µkdtk, ν = νkdtk. (2.80)
Since µ is a vector-valued (0, 1)-form on Σ so is µk a vector-valued (0, 1)-form on Σ. What
(2.80) also makes explicit is that both µ and ν are 1-forms in moduli space (we are not
assuming the theory is Weyl-invariant [10]), and in particular we can regard them as (at
least local) sections of the cotangent bundle T ∗M
∣∣∣
Σ
.
Summarising, given a reference conformal metric, gI , according to (2.79) we may specify
an infinitesimal complex structure deformation, I → J = I + δI, by the quantities:
νk =
∂
∂tk
ln gIzmz¯m
∣∣∣
zm,z¯m
µ z¯mkzm =
1
2(g
I
zmz¯m)
−1∂g
I
zmzm
∂tk
∣∣∣
zm,z¯m
µ zmkz¯m =
1
2(g
I
zmz¯m)
−1∂g
I
z¯mz¯m
∂tk
∣∣∣
zm,z¯m
(2.81)
where we have indicated that the derivatives, ∂/∂tk, are evaluated at fixed chart coordinates,
zm, z¯m as suggested by (2.77).
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2.3.2 Deforming via a Change of Coordinates with Fixed Metric
In (2.81), as evident also from (2.78) and (2.79), we have parametrised a change in
complex structure as a change in metric with fixed coordinates. It will be useful to also
consider the alternative but equivalent viewpoint [14], whereby we parametrise a change in
complex structure as a change of coordinates with fixed metric. This statement is slightly
ambiguous, but we will momentarily make it sharp. Let us first however explain why it is
slightly ambiguous. The metric, gI , as a tensor of course must change under a complex
structure deformation, gI → gJ = gI + δgI , since if it does not change, physical distances will
remain unchanged and we will not be able to pinch cycles or translate punctures and pinches
across the Riemann surface. To explain what is usually [10, 14] meant by the statement
‘change in coordinates keeping the metric fixed’ let us consider a local patch, U Im, on Σ with
chart (U Im, zm). In the conformal class [gI ] a conformal gauge metric takes the form:
gI = ρI(zm, z¯m)dzmdz¯m. (2.82)
By ‘change of coordinates keeping the metric fixed’ we will mean that it is often useful
to regard a change of complex structure as a change of coordinates, zm → wm = zm +
δzm(zm, z¯m), that induces a deformation gI → gJ = gI + δgI , where [45]:
gJ = ρI(wm, w¯m)dwmdw¯m
= ρI(zm + δzm, z¯m + δz¯m)d(zm + δzm)d(z¯m + δz¯m)
= gI + ρI(zm, z¯m)
[
∇zm(δzm) +∇z¯m(δz¯m)
]
dzmdz¯m
+ ρI(zm, z¯m)
[
∇zm(δz¯m)
]
dz2m + ρI(zm, z¯m)
[
∇z¯m(δzm)
]
dz¯2m
(2.83)
where gI is given in (2.82).
There are a few points worth emphasising before moving on:
• The first is to realise that the change of coordinates, zm → wm = zm + δzm(zm, z¯m),
need not be invertible, and since this is not meant to be a diffeomorphism this is
permissible (see, e.g., [50] for a crystal clear demonstration and elaboration on some of
the implications of this). For example, in addition to being a function of the moduli,
t, the quantity δzm(zm, z¯m) might be a discontinuous function of zm, z¯m. In fact, the
quantity wm(zm, z¯m) need not even satisfy Beltrami’s equation (2.70). For example, as
already discussed above it is often convenient to allow the metric (and hence also the
Beltrami differential) to become singular along certain contours or at isolated points
[10, 50]. That such “violent” deformations are permissible might become even more
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plausible by recalling that the defining properties of a Riemann surface (reviewed in
Sec. 2.1.3 and Sec. 2.2) do not even require the introduction of a metric. So one can
instead phrase everything in terms of transition functions and cocycle relations that are
required to be holomorphic (and hence well-behaved) on the relevant patch overlaps.
• The second point we wish to emphasise is that ρI appears (and not ρJ) in the first line
in (2.83), even though we are in the J complex structure, and this is what we mean by
‘keeping the metric fixed’ while deforming from I to J : both metrics, gI , gJ , are written
in terms of the same conformal metric component, ρI , but with different conformal
coordinates, zm, wm. From (2.83) it is clear that gI 6= gJ ; the conformal classes, [gI ]
(with conformal coordinate zm) and [gI + δgI ] (with conformal coordinate wm) are
different. (Upon interpreting the covariant derivatives appearing it is to be understood
that δzm transforms locally as the component of a rank-(−1) tensor (a vector) in the
[gI ] conformal class; the quantity δzm will not extend globally to a vector unless the
complex structure remains unchanged under zm → wm = zm + δzm. Conversely, if
the quantity δzm does transform as a vector globally then complex structure remains
unchanged.)
Summarising, an infinitesimal (possibly discontinuous and/or non-invertible) change of
coordinates,
zm → wm = zm + δzm(zm, z¯m), (2.84)
induces the deformation:
δ ln ρI
∣∣∣
zm
= ∇zm(δzm) +∇z¯m(δz¯m)
ρ−1I δg
I
zmzm
∣∣∣
zm
= ∇zm(δz¯m)
ρ−1I δg
I
z¯mz¯m
∣∣∣
zm
= ∇z¯m(δzm)
(2.85)
where we noted that the metric in the initial and deformed complex structures are both
evaluated in the zm coordinates, so that the variations are evaluated at fixed coordinates zm.
Note that, by definition, the covariant derivative ∇z¯m(δzm) does not require a connection
(since δzm has an implicit “upstairs” index zm and hence is associated to an element of K−1).
So we can also replace it by ∂z¯m(δzm), and similarly for the complex conjugate appearing in
the second equality in (2.85).
Let us divert attention briefly to discuss how the procedure associated to the infinitesimal
deformation of complex structures in (2.83) generalises to the case of finite deformations,
which was discussed with great clarity in [32]. Using the notation developed in [32] and
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extracting only the relevant aspects for this subsection, the procedure involves a map ız←w
which in the current case of interest reads:
ız←w : ρI(w, w¯)→ ρJ(z, z¯) = ρI(w, w¯)|∂zw|2. (2.86)
It is seen that taking w = z + δz(z, z¯) results in:
ρJ(z, z¯) = ρI(z, z¯) + ρI(z, z¯)
[
∇z(δz) +∇z¯(δz¯)
]
, (2.87)
in precise agreement with (2.83) and (2.85) since δ ln ρI := (ρJ − ρI)/ρI . In terms of ρJ and
when the Beltrami equation, ∂z¯w = µ zz¯ ∂zw, is satisfied the full metric in the J complex
structure for finite deformations reads,
gJ = ρJ(z, z¯)|dz + µ zz¯ dz¯|2,
which reduces to the result (2.83) of Friedan [45] in the case of infinitesimal deformations.
We return to the case of infinitesimal deformations.
The result (2.85) encodes how to deform complex structure by a change of coordinates
(2.84) keeping the metric fixed. To connect this approach to the alternative viewpoint that
resulted in (2.81) (where we regarded a change in complex structure as a change of metric with
fixed coordinates and transition functions) note that a change in coordinates is determined
by Beltrami’s equation (2.70). Recalling that (see Appendix C.3) in a local simply connected
patch there always exists a vector vm such that the (component of a) Beltrami differential
reads:
µ zmz¯m = ∂z¯mv
zm
m , µ
z¯m
zm = ∂zmv
z¯m
m , (2.88)
and concentrating on infinitesimal deformations (2.80), we learn that coordinate transforma-
tions of the form:
wm(zm, z¯m) = zm + vzmkm(zm, z¯m)δtk +O(v2)
w¯m(zm, z¯m) = z¯m + vz¯mkm(zm, z¯m)δtk +O(v2),
(2.89)
indeed satisfy Beltrami’s equation (2.70) to the indicated order in vm. So we connect the
two alternative viewpoints by identifying:
δzm = vzmkmδtk, δz¯m = vz¯mkmδtk, (2.90)
where vzmm = vzmkmδtk, from which it also follows that:
vzmkm =
dzm
dtk
, vz¯mkm =
dz¯m
dtk
, (2.91)
which will be useful below. Notice these are total derivatives.
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Combining (2.81) and (2.85) with the identification (2.90) we learn that consistency of
the two viewpoints requires that in a given chart (UJm, zm):
νk = ∇zmvzmkm +∇z¯mvz¯mkm
µ z¯mkzm = ∇zmvz¯mkm
µ zmkz¯m = ∇z¯mvzmkm
(2.92)
These relations have the property that they do not make explicit reference to any metric, but
they do nevertheless encode how complex structure deformations induce Weyl transforma-
tions. In the second and third relations in (2.92) we can replace ∇z¯mvzmkm by ∂z¯mvzmkm (and the
corresponding complex conjugate relation) without loss of generality by the defining prop-
erty of the ∂z¯ derivative that it does not require a connection when acting on tensors with
solely holomorphic indices, φzz...dzn ∈ K⊗n, with K (as always) the canonical (or cotangent)
bundle on Σ. So (2.92) is consistent with (2.88). Correspondingly, the covariant derivatives
in the first relation in (2.92) cannot be replaced by ordinary derivatives. In Sec. 2.4 (and
subsequent sections) we will make use of a deep and useful insight by Polchinski [10] that
there exists a holomorphic reparametrisation (associated to a choice of metric) that enables
one to write the relevant contributions associated to the path integral measure in terms of
covariant derivatives of the Ricci scalar, R(2), (which encode any potential frame dependence)
and holomorphic transition functions.
It is instructive to compare (2.92) to the corresponding relations (2.31). The former de-
form complex structure away from µ = 0 whereas the latter correspond to reparametrisations
around a generic finite value of µ. Setting µ = 0 in (2.31), see (2.32), one sees that they
differ by overall minus signs.
2.3.3 Relation to Transition Functions and Cocycle Relations
In Sec. 2.2 we discussed how to deform complex structure and phrased everything in terms
of the elementary data defining a Riemann surface, namely holomorphic transition functions
and cocycle relations. That approach had the great advantage of being automatically globally
well-defined on Σ. In this section we took an alternative (and more traditional in the string
theory literature) approach where the discussion has been entirely local on Σ. To exhibit
the underlying coherence of the subject let us end this subsection by discussing the precise
relation between these two approaches.
We primarily recall (2.91), reproduced here for convenience:
dzm
dtk
= vzmkm (2.93)
42
which identifies the total derivative of the chart coordinate zm (of the open set U Im) with
respect to a coordinate in moduli space, tk, of our choice. Suppose there is a non-empty
overlap U Im ∩ U In, where to U In there corresponds a chart coordinate zn. From the discussion
in Sec. 2, see (2.35), we have that on the overlap these coordinates are identified using
the holomorphic transition function, zm = fmn(zn). Furthermore, from the discussion in
Sec. 2.2, see (2.51), we know that we can consider the transition function to contain all
moduli dependence [42], zm = fmn(zn, t). Therefore, substituting this into (2.93) yields:
vzmkm(zm, z¯m) =
dfmn(zn, t)
dtk
= ∂fmn(zn, t)
∂tk
∣∣∣
zn
+ ∂fmn(zn, t)
∂zn
∣∣∣
t
dzn
dtk
(2.94)
However, in direct analogy to (2.93) we also know that in the (U In, zn) chart,
dzn
dtk
= vznkn(zn, z¯n), (2.95)
and so the last term in (2.94) is equivalent to,
∂fmn(zn, t)
∂zn
∣∣∣
t
vznkn(zn, z¯n) =
∂zm
∂zn
∣∣∣
t
vznkn(zn, z¯n) = vzmkn (zm, z¯m),
where we changed coordinates taking into account that (locally) vznkn(zn, z¯n) transforms as
the component of a vector. Substituting the resulting relation into (2.94) therefore yields,
vzmkm(zm, z¯m)− vzmkn (zm, z¯m) =
∂fmn(zn, t)
∂tk
∣∣∣
zn
(2.96)
Recalling the notation (2.55) we learn that what we have just computed is the component
of the locally-defined holomorphic (in zn) vector φmn(tk) on U Im ∩ U In ⊂ Σ,
φmn(tk) =
∂fmn(zn, t)
∂tk
∣∣∣
zn
∂
∂zm
=
(
vzmkm − vzmkn
) ∂
∂zm
≡ vkm − vkn.
(2.97)
Since this is evaluated locally on Um ∩ Un notice that it is vital that the locally-defined
vectors, vm, vn, do not agree on patch overlaps, for if they did agree on patch overlaps φmn
would vanish and complex structure would remain unchanged. This identification (2.97)
provides the link between local and global data, so that applying the analysis of Sec. 2.2 to
the local discussion we have just presented ensures that we have arrived at a globally (on Σ)
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well-defined construction of infinitesimal complex structure deformations. Also, recall from
the discussion in Sec. 2.2 that when vm, vn are holomorphic in their arguments the quantity
vm − vn is (from the Cˇech cohomology viewpoint) a 1-coboundary by which we mod out to
generate H1(Σ,St), and the latter is in turn isomorphic to the tangent space of moduli space
at Σ, TM |Σ.
2.4 Holomorphic Normal Coordinates
2.4.1 In Terms of a Metric
In [16] the notion of ‘conformal normal ordering’ was introduced, which is to subtract self
contractions from composite local operators using a holomorphic coordinate, which is in turn
defined as a solution to the Beltrami equation for a given fixed complex structure. Given
such a solution, w(z, z¯), to the Beltrami equation (if only in an infinitesimal neighbourhood
of a give point) there is an infinite set of solutions that can be generated from it, which are
in turn generated by arbitrary holomorphic reparametrisations, w → w′ = f(w). So in order
for the construction to be meaningful one must deal with the fact that the Beltrami equation
does not completely determine the solution w(z, z¯). In [16] this ambiguity was fixed by
requiring that physical vertex operators be independent of the solution chosen in the normal
ordering, and this in turn was shown to lead to the usual physical state conditions of primary
vertex operators. In particular, the resulting vertex operators automatically satisfy the usual
Virasoro constraints. So this procedure will not be appropriate for our purposes because the
primary state conditions are clearly too strong for states propagating through handles (since
these states are offshell). So we will need to fix this ambiguity in a different way.
In a followup paper [10] it was suggested to fix this ambiguity by singling out a specific
solution (determined up to U(1) frame rotations) of the Beltrami equation which has the
property that it leads to a worldsheet that is ‘as flat as possible’ at the location of a vertex
operator, independently of where this vertex operator is inserted or translated to. This led to
the notion of ‘Weyl normal ordering’, which is to conformal normal order with this specific
choice of conformal coordinate (where a metric is used to define a conformal frame). A virtue
of this choice is that radially-normal ordered operators (in a free field realisation of the CFT
of interest) are automatically Weyl normal ordered. We call these coordinates holomorphic
normal coordinates.
We adopt this terminology because these coordinates are obtained from a general con-
formal metric by a holomorphic change of coordinates, and they are furthermore analogous
to Riemann normal coordinates (familiar from real differentiable manifolds [51], and used
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extensively in background-field expansions of non-linear sigma models [52–59] for the target
space metric). Furthermore, as in the case of Riemann normal coordinates for real manifolds,
‘holomorphic normal coordinates’ are useful in making two-dimensional covariance manifest
in string amplitudes, they serve to make amplitudes globally well-defined in moduli space,
and enable one to keep track of the frame dependence throughout a calculation.
Going into further detail, the prescription is to make use of freedom in making holo-
morphic reparametrisations to assert that it is always possible to choose the metric gI |UIm in
(2.68) such that it is “as flat as possible” at the point pm ∈ U Im (at which zm(pm) = 0):
∂nzmg
I
zmz¯m(pm) = ∂
n
z¯mg
I
zmz¯m(pm) =
{ 1
2 if n = 0
0 if n ≥ 1 (2.98)
A proof that such a coordinate choice (2.98) always exists can be found in Sec. 2.4.2, where it
is also shown that the phase of the coordinate zm is not determined by the conditions (2.98),
and since this phase is not globally defined19 following [10] we will always take this phase to
be integrated (or choose combinations of local operators that are independent of this phase).
Notice from (2.98) that all holomorphic and anti-holomorphic derivatives of gIzmz¯m at pm can
be chosen to vanish, but mixed derivatives cannot be made to vanish by a coordinate choice
since they involve the Ricci scalar which at any point in U Im reads:
R(2) = −2(gIzmz¯m)−1∂zm∂z¯m ln gIzmz¯m (2.99)
From (2.68) we can define the inverse metric component in the usual manner, i.e. we denote
it by raised indicies: gzmz¯mI gIzmz¯m = 1. Since the only non-vanishing components of the
metric-compatible and torsion-free (Christoffel) connection are Γzmzmzm = ∂zm ln gIzmz¯m and
Γz¯mz¯mz¯m = ∂z¯m ln gIzmz¯m , (2.98) is equivalent to:
∂nzmΓ
zm
zmzm
∣∣∣
pm
= ∂nz¯mΓ
z¯m
z¯mz¯m
∣∣∣
pm
= 0 for n ≥ 0 and gIzmz¯m
∣∣∣
pm
= 12 (2.100)
It will be convenient to require that this change of coordinates does not move the point
pm, i.e. wm(pm) = zm(pm) = 0. This is ensured by demanding that:
vzmkm(pm) = vz¯mkm(pm) = 0 (2.101)
which may be enforced without loss of generality since we will absorb all translations of pm
into corresponding transition functions with remaining neighbouring patches. These local
vector components specify the quantities ν and µ appearing in (2.92).
19This point is elaborated on in the following section in detail.
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Taking also (2.81) into account we have (in a general conformally-flat coordinate system):
νk
∣∣∣
Um
= ∇zmvzmkm +∇z¯mvz¯mkm (2.102)
Let us then evaluate (2.102) at pm in holomorphic normal coordinates where (2.100) holds.
The connection terms vanish and we are therefore left with:
νk(pm) =
(
∂zmv
zm
km + ∂z¯mvz¯mkm
)
(pm), (2.103)
and since the two terms on the right-hand side are related by complex conjugation,
1
2νk(pm) = Re
(
∂zmv
zm
km
)
(pm), (2.104)
or, (
∂zmv
zm
km
)
(pm) =
1
2
(
νk(pm) + iγk(pm)
)
(2.105)
where we have defined:
γk(pm) := 2Im
(
∂zmv
zm
km
)
(pm). (2.106)
The latter is associated to the phase ambiguity mentioned above and will drop out of string
amplitude computations as we will see. We will also require expressions for higher derivatives,
∂n+1zm v
zm
km(pm), see (3.242).20 The first few read (note that gzmz¯m(pm) = 1/2):
∂2zmv
zm
km(pm) =
(
∂zmνk − ∂z¯mµ z¯mkzm
)
(pm)
∂3zmv
zm
km(pm) =
(
∂2zmνk +
1
2R(2)µ
z¯m
kzm
− ∂zm∂z¯mµ z¯mkzm
)
(pm)
...
(2.107)
The right-hand sides of the various terms in (2.107) become somewhat unwieldy for a
generic number of derivatives, but there is a vast simplification that occurs if we assume that
the quantity vzmkm is real analytic in the vicinity of the point pm. In terms of real coordinates
this means that it has a Taylor expansion. But it is more convenient to work in terms of
complex coordinates, in which case we will interpret real analyticity21 as meaning that it has
a (convergent) power series expansion about zm, z¯m = 0 of the form:
vzmkm(zm, z¯m) =
∞∑
a,b=0
zamz¯
b
m
a!b! ∂
a
zm∂
b
z¯mv
zm
km(0, 0). (2.108)
20Our conventions for the Ricci scalar and covariant derivatives are specified in Appendix D.
21We would like to thank Simon Donaldson for a clarification on this point.
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A simplifying implication of assuming such real analyticity is that when this expansion is
substituted into the path integral measure we will see that only the b = 0 terms in (2.108)
contribute, which in turn implies that only holomorphic terms contribute. In terms of the
expansion (2.107) this in turn implies that the only contributions that will actually contribute
to the measure will be:
∂n+1zm v
zm
km(pm) = ∂nzmνk(pm) + . . . , n = 1, 2, . . . (2.109)
which in turn follows from the above statement and (2.102). The dots ‘. . . ’ in (2.109) indicate
terms that are not holomorphic and that will consequently not contribute to the path integral
measure as we will see in Sec. 3.7. (Of course, the first term on the right-hand side is not
holomorphic either but for real analytic νk it does, unlike the terms in ‘. . . ’, contain a term
in a power series expansion that is holomorphic.)
2.4.2 The Derivation
In this section we derive explicitly the holomorphic change of variables starting from any
given conformal metric that leads to a metric satisfying the properties (2.98). We will also
lighten the notation somewhat in this subsection, but at the cost of the notation here being
somewhat inconsistent with the remaining document.
Let us consider a local coordinate chart (U, z) on a closed Riemann surface which is in
turn endowed with a metric. As shown in Sec. 2.1.2, see in particular (2.27), on this chart a
general metric,
gJ = gab(σ)dσadσb, (2.110)
can be written in the form:
gJ = ρ0(w, w¯)dwdw¯. (2.111)
We next make use of the freedom to perform arbitrary holomorphic reparametrisations
to make a special choice of conformal coordinate,
w, w¯ → ζ(w), ζ¯(w¯), (2.112)
in terms of which there will be a new local expression for the metric which is still equal to
(2.111),22
gJ = ρ(ζ, ζ¯)dζdζ¯ (2.113)
22The quantities ρ(z, z¯) and ρ(ζ, ζ¯) in (2.113) and (2.28) respectively are distinct. In the remaining sub-
section, by ρ we will always mean the quantity ρ(ζ, ζ¯) and not ρ(z, z¯).
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In particular, setting (2.113) equal to (2.111) requires that:
ln ρ(ζ, ζ¯) = ln ρ0(w, w¯)− ln |∂wζ(w)|2, (2.114)
in precise analogy to (2.28), but here w(ζ) is holomorphic in ζ whereas in (2.28) w(z, z¯)
was a solution to the general Beltrami equation. We emphasise that all metrics we have
considered, namely (2.113), (2.111), (2.20) and (2.110) are equal in their common domain of
validity since they are related by coordinate or conformal reparametrisations (and not Weyl
rescalings).
Now comes a crucial point. Given any conformally flat metric (2.111), ρ0(w, w¯), there
exists a holomorphic change of coordinates (2.112) such that at a point p ∈ U the metric is
“as flat as possible” [10]:
∂nζ ρ(ζ, ζ¯)|p = ∂nζ¯ ρ(ζ, ζ¯)|p =
{
1 if n = 0
0 if n ≥ 1 (2.115)
So all holomorphic and anti-holomorphic derivatives of ρ(ζ, ζ¯) at p can be chosen to vanish,
but mixed derivatives cannot be made to vanish by a coordinate choice since they involve
the Ricci scalar,
R(2) = −4ρ−1∂ζ∂ζ¯ ln ρ(ζ, ζ¯).
Since the only non-vanishing components of the Christofel connection in the metric (2.113)
are Γζζζ = ∂ζ ln ρ(ζ, ζ¯) and Γ
ζ¯
ζ¯ζ¯
= ∂ζ¯ ln ρ(ζ, ζ¯), (2.115) is equivalent to:
∂nζ Γ
ζ
ζζ
∣∣∣
p
= ∂nζ¯ Γ
ζ¯
ζ¯ζ¯
∣∣∣
p
= 0 for n ≥ 0 and ρ(ζ, ζ¯)|p = 1 (2.116)
Before we set out to derive the explicit holomorphic coordinate transformation w → ζ
that makes (2.116) possible given an arbitrary conformally-flat metric ds2 = ρ0(w, w¯)dwdw¯,
let us discuss (if only briefly) why it is useful. Recall that the covariant derivative of a scalar
(say the Ricci scalar for concreteness) in complex coordinates satisfies,
∇ζR(2) = ∂ζR(2), (2.117)
where (as is common in the physics literature we work in terms of components). Since the
covariant derivative of a scalar transforms as a conformal tensor of rank 1 taking a second
covariant derivative of the above yields,
∇2ζR(2) = ∂2ζR(2) − Γζζζ∂ζR(2), (2.118)
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whereas a third covariant derivative yields,
∇3ζR(2) = ∂ζ
(
∂2ζR(2) − Γζζζ∂ζR(2)
)
− 2Γζζζ
(
∂2ζR(2) − Γζζζ∂ζR(2)
)
, (2.119)
where we have taken into account that every additional covariant derivative increases the
rank of the tensor by 1. In particular, recall that the covariant derivative of a rank n tensor,
ϕ = ϕζζ...dζn, reads:
∇(n)ζ ϕζζ... = ∂ζϕζζ... − nΓzzzϕζζ....
So it is clear that if we work in holomorphic normal coordinates and are interested in eval-
uating the resulting expressions such as (2.118) and (2.119) at p where (2.116) is valid, the
nth covariant derivative of the Ricci scalar evaluated at p takes the simple form:
∇nζR(2)(p) = ∂nζR(2)(p) (2.120)
So this choice of coordinates enables one to replace ordinary derivatives by covariant deriva-
tives, and since an expression written in terms of covariant quantities is independent of
coordinate system we see that the resulting expressions are valid in any coordinate system.
So holomorphic normal coordinates are analogous to Riemann normal coordinates for real
manifolds, and the latter have in turn played a major role in the study of non-linear sigma
models where such coordinates are systematically used in the target space (a short list of
early references regarding the use of Riemann normal coordinates is [52–59]).
We next wish to prove existence of such a coordinate chart (U, ζ) satisfying (2.115) given
any initial chart (U,w) with metric ρ0(w, w¯) (with ζ(w) holomorphic in w). We proceed
as follows. First note that ζ(w) is invertible around a given (implicit) base point since it
is analytic, so w(ζ) always exists locally. For n ≥ 1 the defining properties (2.115) are
equivalent to ∂nwρ(ζ, ζ¯)|p = ∂nw¯ρ(ζ, ζ¯)|p = 0 as one can show by differentiating (2.114) and
making use of (2.115). Therefore, from (2.114), taking into account (2.115), we have that at
p and for n ≥ 1 (using Faa di Bruno’s formula):
∂nw ln ρ0(w, w¯) =
n∑
k=1
(−)k+1(k − 1)!Bn,k(∂2wζ/∂wζ, ∂3wζ/∂wζ, . . . , ∂n−k+2w ζ/∂wζ) (2.121)
The quantities Bn,k(a1, . . . , an−k+1) are Bell polynomials [60, 61]. Since the quantity,
xn :=
n∑
k=1
(−)k+1(k − 1)!Bn,k(y1, y2, . . . , yn−k+1),
can be inverted using a standard Bell polynomial identity,
yn =
n∑
k=1
Bn,k(x1, x2, . . . , xn−k+1)
= Bn(x1, x2, . . . , xn)
(2.122)
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it follows that we can invert (2.121),
∂n+1w ζ(p) = Bn
(
∂w ln ρ0, . . . , ∂nw ln ρ0
)
∂wζ(p), n ≥ 1 (2.123)
where Bn(a1, . . . , an) are complete Bell polynomials [60,61]. Evidently, although this relation
was derived for n ≥ 1 it also holds for n = 0 since B0 = 1. This relation then determines
ζ(w) by Taylor expansion around p.
So we have shown that given any metric, ρ0(w, w¯), in a local chart associated to a local
patch U ∈ Σ we can always find a frame (U, ζ), obtained from the conformally-flat frame
(U,w) by a holomorphic reparametrisation, w → w(ζ), such that at a point p ∈ U the metric
is ‘as flat as possible’, i.e. satisfies (2.115), and when expanded around p ∈ U , at a point
p′ ∈ U it takes the form:
ζp(p′) =
∞∑
n=0
1
n! (wp(p
′)− wp(p))n∂nwζp(p)
= ζp(p) +
∞∑
n=1
1
n! (wp(p
′)− wp(p))nBn−1
(
∂w ln ρ0(p), . . . , ∂n−1w ln ρ0(p)
)
∂wζp(p)
(2.124)
where by ∂nwζp(p) we really mean (∂nζp(p′)/∂wp(p′)n)|p′=p.
We have not yet enforced the n = 0 condition in the defining relations (2.115) of the
holomorphic coordinate transformation w, w¯ → ζ(w), ζ¯(w¯). From (2.114) we see that this
determines the magnitude |∂wζ| but not the phase, α, where:
∂wζ = eiα|∂wζ|,
and so according to (2.114) we have:
∂wζp(p) = eiα(p)
√
ρ0(p),
and note furthermore that ρ0 is real and positive definite. As shown in Sec. 2.5.2, the
phase α is in general not globally-defined, the obstruction being the Euler number, and so
to circumvent this one can [10] always take this phase to be integrated in string amplitude
computations or consider combinations of operators that are independent of this phase. We
have:
ζp(p′) =
∞∑
n=0
1
n! (wp(p
′)− wp(p))n∂nwζp(p)
= ζp(p) + eiα(p)
√
ρ0(p)
∞∑
n=1
1
n! (wp(p
′)− wp(p))nBn−1
(
∂sw ln ρ0(p)
) (2.125)
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If we wish to take the coordinates ζ and w to be centred at p then ζp(p) = wp(p) = 0.
Taking the above considerations into account the expansion (2.125) for the holomorphic
(in p′ ∈ U , it is not holomorphic in p ∈ U since ρ0(p) is not holomorphic) coordinate ζp(p′)
takes the form:
ζp(p′) = eiα(p)
√
ρ0(p)
∞∑
n=0
1
(n+ 1)!Bn
(
∂sw ln ρ0(p)
)
wp(p′)n+1 (2.126)
where we also shifted n → n + 1. Note that ζp(p′) is a different function for each p and
vanishes when p′ = p since by definition wp(p) = 0.
To summarise, given any conformally flat metric, gJ = ρ0(w, w¯)dwdw¯, with centred con-
formal coordinate, w, the holomorphic coordinate transformation w → ζ(w) given by (2.126)
gives rise to a new conformal metric, gJ = ρ(ζ, ζ¯)dζdζ¯, which (at a distinguished point p ∈ Σ)
satisfies the properties (2.115). This holomorphic coordinate transformation, w → ζ(w),
leaves the phase, α(p), of ζ undetermined. We refer to the centred system of conformal
coordinates, (ζ, ζ¯), as ‘holomorphic normal coordinates’. (This is not standard terminology
but it seems appropriate given the close analogy with Riemann normal coordinates.) Unless
specified otherwise, throughout the entire document these coordinates will be denoted by
(z1, z¯1) and (z2, z¯2) (associated to the two charts on either side of a cut handle), but we will
try to always clarify this within the various subsections to avoid confusion.
2.4.3 Shifting Punctures with Transition Functions
Recall from Sec. 2.1.3 and Sec. 2.2 that we may think of a Riemann surface as a complex
manifold, which is in turn fully specified by an atlas, i.e. a collection of holomorphic charts,
{(Um, zm), (Un, zn), . . . }, (2.127)
such that U = ⋃` U` is a cover for Σ, with holomorphic chart coordinates corresponding
to one-to-one maps, zm : Um → C, such that on every non-empty intersection Um ∩ Un
we identify zn with zm provided they are related by biholomorphic (and hence invertible)
transition functions,
zm = fmn(zn; t). (2.128)
In this formulation (recall Sec. 2.2) although the transition functions (2.128) are holomorphic
in zn (for every m,n) they are not necessarily holomorphic in the moduli, t = (t1, t2, . . . ).
Recalling the discussion in Sec. 2.2.2, in particular (2.55), in this section we will derive an
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explicit expression for the vector,23
φmn(t) =
∂fmn(zn, t)
∂t
∣∣∣∣
zn
∂
∂zm
,
in the specific case that the zeros or base points, zm = 0 and zn = 0, of the two holomorphic
charts (Um, zm) and (Un, zn) are related by a translation. Roughly speaking, we wish to
associate a modulus tk to this translation. A slightly more precise statement is that we wish
to associate a modulus to the base point with respect to which the relevant holomorphic
coordinate, say zn, has been defined. This will then allow us (in later sections) to define a
local operator at, say, zn = 0 (and normal-ordered with respect to the (Un, zn) chart), and
the transition function under consideration will then be used to construct the corresponding
path integral measure that is associated to a slice in moduli space that generates translations
of this operator across the Riemann surface.
One way of making the geometrical aspects of these introductory statements precise is to
introduce an auxiliary fixed coordinate system, σa, with respect to which the aforementioned
specified charts can be defined, more about which momentarily.24 We do not want to restrict
the scalar curvature, R(2), of the underlying surface in any way, since this will then lead to a
construction that is automatically globally well-defined in moduli space (while avoiding the
need [15, 16] to introduce Wu-Yang-type contributions across boundaries of the open sets
associated to the cover U of interest [10]). A simple way to proceed will be to identify zm, zn
with holomorphic normal coordinates (see Sec. 2.4.2).
So let us construct a real coordinate chart,
(U, σa),
(with a = 1, 2) of Σ, so that σ maps arbitrary points of an open set U ⊂ Σ to R2. Being
a real coordinate chart, (U, σ) is not an element of (2.127), but we will make contact with
the latter momentarily. We can use this chart (U, σ) to single out two arbitrary coordinate
points, σa, σa1 , and then choose a third σ
′a
1 such that:
σ′1 = σ1 + δσ1,
23Since only the first derivative of fmn(zn; t) with respect to t appears in string amplitudes we need only
consider first order variations thereof.)
24The introduction of an auxiliary coordinate system is not necessary, but introducing it here is useful
since it does offer geometrical insight while tying together various results from preceding sections. In Sec. 3.9
we translate punctures (and by extension ‘handle operators’) without introducing an auxiliary coordinate.
The resulting amplitudes are of course the same as those derived using an auxiliary coordinate system.
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with δσ1 small. (A corresponding diagram is shown in the left sketch in Fig. 5.) Let us
then construct two overlapping open sets, Uσ1 and Uσ′1 , (with a convenient labelling that is
explained in the next paragraph) such that Uσ1 ∪ Uσ′1 ⊂ U while the three aforementioned
points, σa, σa1 and σ
′a
1 , are coordinate points associated to the overlap, Uσ1 ∩ Uσ′1 ⊂ U . We
refer to the (fixed) coordinate system associated to (U, σa) as an auxiliary coordinate system.
To make the link to the holomorphic charts in (2.127) primarily note that the labels
m,n, . . . in (2.127) are abstract labels for the various holomorphic charts of the given atlas.
We now use the aforementioned two open sets Uσ1 and Uσ′1 to define two holomorphic charts,
(Uσ1 , zσ1), and (Uσ′1 , zσ′1),
with holomorphic coordinates zσ1 and zσ′1 respectively, and identify these with elements of
the atlas (2.127). To make contact with the previous less explicit notation (2.127) (and the
notation adopted in Sec. 2.1.3, 2.2.2, 2.2.3 and Sec. 2.3) we could make the identification:
(Uσ1 , zσ1(σ)) ≡ (U1, z1(p)), and p1 ↔ σ1, p↔ σ (2.129)
with p, p1 ∈ U ⊂ Σ abstractly denoting points on the Riemann surface and σa, σa1 (respec-
tively) denoting auxiliary coordinate representations of these same points. The notation
(2.127) although more compact was not flexible enough to discuss shifts of base points, so
in this section we adopt a more explicit notation. To be precise, the meaning we wish to
associate to the subscripts in Uσ1 and Uσ′1 is that these subscripts denote the base points at
which the holomorphic coordinates vanish:
zσ1(σ)
∣∣∣
σ=σ1
≡ zσ1(σ1) := 0, and zσ′1(σ)
∣∣∣
σ=σ′1
≡ zσ′1(σ′1) := 0.
Recall from Sec. 2.1.3 that this notation in the first relation and according to the corre-
spondence (2.129) is consistent with a defining property of holomorphic coordinates, that
z1(p1) ≡ 0. The setup is depicted in Fig. 5. A generic point σ in the two holomorphic charts,
(Uσ1 , zσ1) and (Uσ′1 , zσ′1), is represented by zσ1(σ) and zσ′1(σ) respectively. In the language of
Sec. 2.1.1, and to make the link to corresponding complex structures, J and J ′, see (2.7),
that these coordinates are holomorphic means precisely that they satisfy the differential
equations: (
∂a + iJ ba ∂b
)
zσ1(σ) = 0, and
(
∂a + iJ ′ ba ∂b
)
zσ′1(σ) = 0, (2.130)
which follows from the defining property of an almost complex structure as being a tangent
space endomorphism that squares to minus one. So to different points within (say) chart
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Figure 5: Left sketch: Three (real) coordinate points, σ, σ1, σ′1, specified by a chart (U, σ),
associated to an open set U ⊂ Σ and chosen as follows. We pick two arbitrary coordinate
points σ, σ1 within the chart and construct a third, σ′1, such that: σ′1 ≡ σ1 + δσ1, with δσ1
infinitesimal. Middle sketch: The same three points specified in terms of a holomorphic chart,
(Uσ1 , zσ1), that is centred at σ1, i.e. zσ1(σ1) := 0. Right sketch: The same three points specified
in terms of a shifted holomorphic chart, (Uσ′1 , zσ′1), that is centred at σ
′
1, i.e. zσ′1(σ
′
1) := 0.
All three points are within the overlap Uσ′1 ∩ Uσ1 6= ∅.
(Uσ1 , zσ1) and for fixed base point, σ1, there corresponds a holomorphic coordinate, zσ1(σ),
for every point σ.
We can now make one of the key statements in the opening paragraph of this section
precise: we wish to identify the base point σ1 with one of the moduli, t = (σa1 , . . . ), whose
variations, δσ1 = σ′1 − σ1, generate complex structure deformations. This variation will
correspondingly be identified with a variation, δt.
Now since there is non-empty overlap Uσ1 ∩ Uσ′1 we may by definition construct a holo-
morphic transition function, fσ′1σ1 ,
zσ′1(σ) = fσ′1σ1(zσ1(σ);σ1)
≡ zσ1(σ) + δzσ1(σ),
(2.131)
where σ : Uσ1 ∩Uσ′1 → R2, and therefore zσ′1(σ) and zσ1(σ) are both holomorphic coordinate
representations of the same point σ but centred or based at different points σ′1 and σ1
respectively. So by one of the defining properties of transition functions for complex manifolds
(see Sec. 2.1.3), the quantity,
δzσ1(σ) ≡ zσ′1(σ)− zσ1(σ), with σ′1 := σ1 + δσ1 (2.132)
will be a holomorphic function of zσ1(σ). Notice that this variation is defined at a fixed and
generic point σ, so we can also set σ = σ1 if we so please and (2.132) then provides meaning
to the variation δzσ1(σ1) despite the fact that zσ1(σ1) = zσ′1(σ
′
1) ≡ 0.
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Elaborating on this last statement, a quantity that will play a particularly important role
will be the variation, δzσ1(σ1), generated by the base-point shift σ1 → σ′1 = σ1 + δσ1. We
can use (2.132) to write δzσ1(σ1) in terms of the variation, δσ1, as follows. Since we have
two holomorphic charts, (Uσ1 , zσ1) and (Uσ′1 , zσ′1), we can read off the “coordinate distance in
moduli space”, σ′1 − σ1, with respect to each of these directly from Fig. 5. In the (Uσ1 , zσ1)
chart the infinitesimal quantity σ′1 − σ1 is mapped to:
zσ1(σ′1)− zσ1(σ1) = zσ1(σ1 + δσ1)− zσ1(σ1)
' zσ1(σ1) + δσa1
∂zσ1(σ)
∂σa
∣∣∣∣
σ=σ1
− zσ1(σ1)
= δσa1
∂zσ1(σ)
∂σa
∣∣∣∣
σ=σ1
(2.133)
Similarly, in the (Uσ′1 , zσ′1) chart the quantity σ
′
1 − σ1 is mapped to:
zσ′1(σ
′
1)− zσ′1(σ1) = δσa1
∂zσ′1(σ)
∂σa
∣∣∣∣
σ=σ1
(2.134)
Recalling that zσ′1(σ
′
1) = zσ1(σ1) = 0, we then evaluate (2.132) at σ = σ1 by making use of
(2.134):
δzσ1(σ1) = zσ′1(σ1)− zσ1(σ1)
=
(
zσ′1(σ
′
1)− δσa1
∂zσ′1(σ)
∂σa
∣∣∣∣
σ=σ1
)
− zσ1(σ1)
= −δσa1
∂zσ′1(σ)
∂σa
∣∣∣∣
σ=σ1
(2.135)
with an important minus sign. Taking into account (2.132) once more we learn that:
δzσ1(σ1) = −δσa1
∂zσ1(σ)
∂σa
∣∣∣∣
σ=σ1
(2.136)
where note that the variation on the left-hand side is to be interpreted as above, namely we
first compute the variation at fixed σ as in (2.132) and then evaluate it at σ = σ1.
Regarding the derivative on the right-hand side of (2.136) we primarily emphasise that
by construction σ and σ1 are independent. In arriving at (2.136) we neglected terms of
higher order in the variation since we only need the infinitesimal case25 where δσ1 → 0. The
25The reason we only need infinitesimal variations boils down to a standard result in differential geometry
that we can compute the Jacobian associated to a change of coordinates (that in our case is associated to
choosing a specific gauge slice in the path integral measure encoded in the Bˆk insertions, so it is essentially the
Fadeev-Popov determinant) in either the tangent space, TM , or base space,M , the result being independent
of this choice. By considering only first order variations we implicitly have in mind that we will be computing
the contribution to the Fadeev-Popov determinant associated to translating punctures or handle operators
in the tangent space, TM . We then use this same expression for the Bˆk insertions to integrate over M .
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quantity:
ezσ1a (σ1) :=
∂zσ1(σ)
∂σa
∣∣∣∣
σ=σ1
= −∂zσ1(σ1)
∂σa1
(2.137)
will play the role of a frame field [10]. The first equality is a definition whereas the second
equality follows from the chain rule applied to the left-hand side in (2.136). The derivative in
the latter equality in (2.137) is independent of σ. In later sections we write δzv1 ≡ −δzσ1(σ1),
but in this section we adopt the more cluttered notation which hopefully elucidates more
clearly the underlying structure.
Regarding the frame field (2.137), when we evaluate (2.130) at σ = σ1 we see that it
satisfies,
ezσ1a (σ1) + iJ ba (σ1)e
zσ1
b (σ1) = 0,
and since J ba (σ) transforms as the components of a (1, 1) tensor at any point σ under σ →
σˆ(σ), so will J ba (σ1) transform in the same manner under reparametrisations of the base
point, σ1 → σˆ1(σ1), in particular,
J ba (σ1)→ Jˆ ba (σˆ1) =
∂σc1
∂σˆa1
∂σˆb1
∂σd1
J dc (σ1), under σ1 → σˆ1(σ1).
From the above two displayed equations we therefore learn that the quantities ezσ1a (σ1) trans-
form as the components of a one form,
ezσ1a (σ1)→ ezˆσˆ1a (σˆ1) =
∂σb1
∂σˆa1
e
zσ1
b (σ1), under σ1 → σˆ1(σ1). (2.138)
But in order for this to be true, and according to the second equality in (2.137), it must be
that zσ1(σ1) transforms as a scalar under such reparametrisations,
zσ1(σ1)→ zσˆ1(σˆ1) = zσ1(σ1), under σ1 → σˆ1(σ1) (2.139)
So in particular both zσ1(σ) and zσ1(σ1) transform as scalars under two independent reparametri-
sations, σ → σˆ(σ) (which leaves the base point fixed, σˆ(σ1) = σ1), and σ1 → σˆ1(σ1) (which
does not act on26 σ) respectively. The reparametrisations σ1 → σˆ1(σ1) will be associated to
reparametrisations in moduli space when we associate the base point σ1 (at which a local
operator is inserted) with a modulus.
26We can also think of σ1 → σˆ1(σ1) as σ → σˆ(σ) = σ + δσ1θ(r − |zσ2(σ)|) with r → 0.
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It will also be useful to consider the measure generated by variations (2.136) of the base
point. Taking also the definition in (2.137) into account,
d2zσ1(σ1) ≡ idzσ1(σ1) ∧ dz¯σ1(σ1)
= idσ11 ∧ dσ21
(
e
zσ1
1 (σ1)e
z¯σ1
2 (σ1)− ezσ12 (σ1)ez¯σ11 (σ1)
)
= dσ11 ∧ dσ21 2
√
det gab(σ1)
≡ d2σ12
√
g(σ1),
(2.140)
where the first equality is a standard convention [14] that we use throughout for complex
coordinates.27 The overall sign in the last two equalities is chosen by hand such that area
elements are positive, and we defined the quantity:
gab(σ1) :=
1
2
(
ezσ1a (σ1)e
z¯σ1
b (σ1) + e
zσ1
b (σ1)ez¯σ1a (σ1)
)
(2.141)
which can be identified with the components of a metric tensor associated to the frame
field ezσ1a (σ1). It also transforms as such under general reparametrisations (which follows
from (2.138)), and in particular the right-hand side of the last equality in (2.140) is clearly
invariant under general reparametrisations σ1 → σˆ1(σ1), and therefore so must the left-hand
side be. The latter is precisely the statement that zσ1(σ1) transforms as a scalar as in (2.139).
Let us as usual define the inverse metric by gabgbc := δac, and since gab and hence also the
inverse, gab, are symmetric under a↔ b, it follows from (2.141) that,
ezσ1a (σ1)gab(σ1)e
z¯σ1
b (σ1) = 2,
ezσ1a (σ1)gac(σ1)ezσ1c (σ1) = 0 = ez¯σ1a (σ1)gac(σ1)ez¯σ1c (σ1).
(2.142)
The last two relations in (2.142) follow from (2.141) after multiplying left- and right-hand
sides of the latter by ezσ1c , contracting both sides by gac and making use of the first relation
in (2.142). All quantities in (2.142) are evaluated at σ1.
Another aspect that is now completely transparent in (2.140) is that Weyl rescalings of
the metric, gab(σ1) → eδφ(σ1)gab(σ1), can be absorbed into holomorphic reparametrisations,
zσ1 → wσ1(zσ1) that leave fixed the base point σ = σ1. We will discuss Weyl rescalings in
Sec. 2.4.4 in detail.
After this brief interlude on frame fields, we now wish to compute the variation δzσ1(σ)
in (2.132) (under σ1 → σ1 + δσ1 at fixed σ) of the full transition function (2.131). But we
27Notice that reparametrisation invariance of the measure in (2.140) is manifest on the right-hand side
of the last equality and indicates that the left-hand side, which by (2.151) we write as d2zv1 , is also to
be considered a reparametrisation-invariant measure. This is consistent with the above comments because
zσ1(σ1) or zv transforms as a scalar as indicated in (2.139).
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do not yet have enough information to determine it uniquely: it remains to specify how the
gauge slice is to vary as we shift the base point σ1. We specify this by primarily identifying
zσ1(σ) with a holomorphic normal coordinate (corresponding to a metric that is ‘as flat as
possible’ at the base point σ1), and then the dependence on the gauge slice as we shift σ1
will be completely determined (up to an immaterial phase) if we require that translations of
the base point, σ1 → σ′1 = σ1 + δσ1, preserve this gauge slice.
To implement the statements in the preceding paragraph, let us recall the defining rela-
tions of holomorphic normal coordinates (2.115), which in the notation of the current section
read,
∂nzσ1ρI(zσ1 , z¯σ1)
∣∣∣
σ=σ1
= ∂nz¯σ1ρI(zσ1 , z¯σ1)
∣∣∣
σ=σ1
=
{
1 if n = 0
0 if n ≥ 1 (2.143)
where by zσ1 we actually mean zσ1(σ) (and similarly z¯σ1 = z¯σ1(σ)). So the derivative ∂zσ1
appearing in (2.143) is with respect to zσ1(σ) and subsequently evaluated at σ = σ1, and
similarly for the anti-holomorphic counterpart. We next draw from the formalism developed
in Sec. 2.3.2, in particular (2.85) which gives the change in metric under arbitrary coordinate
variations, repeated here with the notation appropriately adapted to the current context,
δ ln ρI
∣∣∣
zσ1
= ∇zσ1δzσ1 +∇z¯σ1δz¯σ1
ρ−1I δg
I
zσ1zσ1
∣∣∣
zσ1
= ∇zσ1δz¯σ1
ρ−1I δg
I
z¯σ1 z¯σ1
∣∣∣
zσ1
= ∇z¯σ1δzσ1 ,
(2.144)
where all relations are evaluated at a generic point σ, so that as above zσ1 stands for zσ1(σ).
On the left-hand sides in (2.144) we make explicit that the variations are evaluated at fixed
zσ1(σ). We will associate the depicted variations with variations in the base point σ1 (which
we think of as a modulus). Since (according to (2.131)) δzσ1 is holomorphic in zσ1 it follows
that ∇zσ1δz¯σ1 = ∇z¯σ1δzσ1 = 0 for all σ. Secondly, if the gauge slice associated to holomorphic
normal coordinates is to be preserved at the location of the puncture it must be that also
the variation δ ln ρI
∣∣∣
zσ1
vanishes at σ = σ1 (but it need not vanish at a more generic point
σ 6= σ1).
Taking these observations into account let us then consider the first relation in (2.144),
δ ln ρI |zσ1 = ∇zσ1δzσ1 +∇z¯σ1δz¯σ1 , differentiate it with respect to zσ1(σ) n−1 times (for n ≥ 2)
taking into account (2.131) (according to which ∂zσ1δz¯σ1 = 0 at all points σ), and evaluate
the resulting quantity at σ = σ1 taking into account (2.143),
0 = ∂n−1zσ1
(
∇zσ1δzσ1 +∇z¯σ1δz¯σ1
)∣∣∣
σ=σ1
= ∂nzσ1δzσ1(σ1)−
1
4δz¯σ1(σ1)∂
n−2
zσ1
R(2)(σ1)
(2.145)
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where we expanded out the covariant derivatives (see Appendix D.2) taking into account
that δzσ1 transforms as a vector, and made use of the following expression for the Ricci
scalar, R(2)(σ1) = −4ρ−1I ∂zσ1∂z¯σ1 ln ρI(σ1). For clarity, note that the quantity ∂nzσ1δzσ1(σ1)
is to be interpreted as ∂nzσ1 (σ)δzσ1(σ)|σ=σ1 and similarly ∂n−2zσ1 R(2)(σ1) ≡ ∂
n−2
zσ1 (σ)
R(2)(σ)|σ=σ1 .
Next multiply the resulting expression in (2.145) by 1
n!zσ1(σ)
n and sum over n = 2, 3, . . . ,
∞∑
n=2
1
n!zσ1(σ)
n∂nzσ1δzσ1(σ1) = δz¯σ1(σ1)
1
4
∞∑
n=2
1
n!zσ1(σ)
n∇n−2zσ1 R(2)(σ1), (2.146)
where we took into account (2.143) to replace the partial derivatives of the Ricci scalar by
covariant derivatives. We can now include the n = 0, 1 terms in the sum on the left-hand
side provided we subtract these terms out again, since then we can make use of the fact
that the resulting sum over n = 0, 1, . . . is the Taylor expansion of δzσ1(σ). Shifting also the
summation index on the right-hand side in (2.146) we learn that:
δzσ1(σ) = δzσ1(σ1) + zσ1(σ)∂zσ1δzσ1(σ1) + δz¯σ1(σ1)
1
4
∞∑
n=1
1
(n+ 1)!zσ1(σ)
n+1∇n−1zσ1 R(2)(σ1)
(2.147)
Notice that the right-hand side of (2.147) is holomorphic in zσ1(σ) but is generically not
holomorphic in σ1. The relation (2.147) describes how the holomorphic coordinate, zσ1(σ),
changes under variations of the base point, zσ1(σ1), z¯σ1(σ1), and therefore determines how the
holomorphic chart coordinate must vary in order to remain a holomorphic normal coordinate
(and keep the metric ‘as flat as possible’ at σ1 while the puncture is translated across the
surface).
The first equality in (2.145) is also valid when n = 1. So we see that ∂zσ1δzσ1(σ1) +
∂z¯σ1δz¯σ1(σ1) = 0, implying that the real part of ∂zσ1δzσ1(σ1) is zero. That is, the variation
δzσ1(σ1) also generates an overall phase (which appears in the second term on the right-hand
side of (2.147)), and in particular (to leading order in the variation),
zσ1+δσ1(σ) = eiIm ∂zσ1 δzσ1 (σ1)
×
(
zσ1(σ) + δzσ1(σ1) + δz¯σ1(σ1)
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1zσ1 R(2)(σ)
)∣∣∣∣
σ=σ1
zσ1(σ)n+1
)
(2.148)
This phase, eiIm ∂zσ1 δzσ1 (σ1), is base-point dependent, as was the analogous phase eiα(p) in
(2.126). Recall that the latter phase is arbitrary, it is undetermined by our gauge choice
and furthermore (as discussed in Sec. 2.5.2) it is generically not globally well-defined, the
obstruction being the Euler number. So by adjusting α(p) we can change Im ∂zσ1δzσ1(σ1),
and since the former is arbitrary also the latter will not be meaningful. We circumvent
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this by always taking the phase of the frame coordinate to be integrated or by considering
combinations that are independent of this phase as suggested in [10]. Neglecting this phase,
(2.147) and its complex conjugate take the form:
δzσ1(σ)
∣∣∣
σ
= δzσ1(σ1) + δz¯σ1(σ1)
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1zσ1 R(2)(σ)
)∣∣∣∣
σ=σ1
zσ1(σ)n+1
δz¯σ1(σ)
∣∣∣
σ
= δz¯σ1(σ1) + δzσ1(σ1)
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1z¯σ1 R(2)(σ)
)∣∣∣∣
σ=σ1
z¯σ1(σ)n+1
(2.149)
We emphasise these variations are evaluated at a generic and fixed coordinate point σ. Also,
as emphasised above the right-hand sides of the first and second relations are holomorphic
in zσ1(σ) and anti-holomorphic in z¯σ1(σ) respectively.
According to (2.131), taking into account that by definition fσ1σ1 is the identity map,
fσ1σ1(zσ1(σ)) ≡ zσ1(σ), we learn that, δzσ1(σ) = δfσ′1σ1(zσ1(σ)), and therefore we can read off
from (2.149) that,
∂fσ′1σ1(zσ1(σ))
∂zσ1(σ1)
∣∣∣∣
zσ1 (σ)
= 1
∂fσ′1σ1(zσ1(σ))
∂z¯σ1(σ1)
∣∣∣∣
zσ1 (σ)
= 14
∞∑
n=1
1
(n+ 1)!
(
∇n−1zσ1 R(2)(σ)
)∣∣∣∣
σ=σ1
zσ1(σ)n+1
(2.150)
where we indicate that these derivatives are evaluated at fixed holomorphic chart coordinate,
zσ1(σ). These relations give the variation of the transition function with respect to the moduli
zσ1(σ1), z¯σ1(σ1) at fixed zσ1(σ). We will need these relations (2.150) when we determine the
corresponding contribution to the path integral measure, in particular the map from fixed-
to integrated-picture handle operators and vertex operators.
In later sections we will use the following shorthand notation:
δzv1 ≡ −δzσ1(σ1), δz¯v1 ≡ −δz¯σ1(σ1), and
∂
∂zv1
≡ − ∂
∂zσ1(σ1)
, (2.151)
where the first two correspond to translation moduli, and the notation in the third relation
appears, e.g, in (5.419).
2.4.4 Holomorphic Transformations from Weyl Rescalings
We would like to understand how Weyl rescalings affect the gauge slice associated to
holomorphic normal coordinates, zσ1(σ), and recall that by definition, zσ1(σ1) ≡ 0. Suppose
we have two metrics, related by Weyl rescaling,
eδφ(σ)gab(σ)dσadσb, and gab(σ)dσadσb, (2.152)
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with δφ(σ) small. From the equality of (2.110) and (2.113) we have,
gab(σ)dσadσb = ρ(zσ1(σ), z¯σ1(σ))dzσ1(σ)dz¯σ1(σ), (2.153)
where zσ1(σ) are holomorphic normal coordinates, with ρ(zσ1 , z¯σ1) satisfying the defining
relation (2.115) at σ = σ1, namely:
∂nzσ1ρ(zσ1 , z¯σ1)
∣∣∣
σ=σ1
= ∂nz¯σ1ρ(zσ1 , z¯σ1)
∣∣∣
σ=σ1
=
{
1 if n = 0
0 if n ≥ 1 (2.154)
Notice that at σ = σ1 we can identify the metric components, gab(σ1), in (2.152) and the
corresponding components in (2.141), see also (2.140).
We now wish to associate Weyl rescalings, δφ(σ), in (2.152) to a holomorphic change of
frame,
zσ1(σ)→ wσ1(σ) = zσ1(σ) + δzσ1(zσ1(σ)) (2.155)
keeping the metric components, ρ(zσ1(σ), z¯σ1(σ)), and coordinate σ fixed. In particular,
eδφ(σ)gab(σ)dσadσb = ρ(wσ1 , w¯σ1)dwσ1dw¯σ1
= ρ(zσ1 , z¯σ1)dzσ1dz¯σ1 +
(
∇zσ1δzσ1 +∇z¯σ1δz¯σ1
)
ρ(zσ1 , z¯σ1)dzσ1dz¯σ1 ,
(2.156)
where in going from the first to the second equality we took into account that at a generic
point σ, ∇z¯σ1δzσ1 = ∇zσ1δz¯σ1 = 0. So taking δφ(σ) to be small and on account of (2.153) we
learn that (2.156) implies the relation,
δφ(σ) =
(
∇zσ1δzσ1 +∇z¯σ1δz¯σ1
)
(σ) (Weyl Rescalings) (2.157)
There is sufficient freedom to require that the variation, δzσ1(σ), generated by the Weyl
transformation vanishes at the base point, σ = σ1:
δzσ1(σ1) = δz¯σ1(σ1) = 0 (Weyl Rescalings) (2.158)
but of course the derivatives of these variations need not vanish at the base point. We
will eventually associate such variations, δzσ1(σ1) and δz¯σ1(σ1), with moduli variations, so
that (2.158) should be interpreted as specifying that (for the gauge slice of interest) moduli
variations are transverse to Weyl transformations.
Let us now expand the covariant derivatives in (2.157), and hit the left- and right-hand
sides with ∂n−1zσ1 with n ≥ 2 (where differentiation is with respect to zσ1(σ)). Evaluating the
resulting relation at the base point, σ = σ1, we learn that,(
∂n−1zσ1 δφ(σ)
)∣∣∣
σ=σ1
=
(
∂n−1zσ1 ∇zσ1δzσ1(σ) + ∂
n−1
zσ1
∇z¯σ1δz¯σ1(σ)
)∣∣∣
σ=σ1
=
(
∂nzσ1δzσ1(σ)
)∣∣∣
σ=σ1
(2.159)
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where we made use of the defining relations of holomorphic normal coordinates (2.154), that
Weyl transformations leave the frame coordinate associated to the base point unchanged
(2.158), and that δz¯σ1(z¯σ1(σ)) is anti-holomorphic. Let us now multiply left- and right-hand
sides in (2.159) by 1
n!zσ1(σ)
n and sum over n = 2, 3, . . . We then identify the right-hand
side of the resulting relation with the Taylor expansion of δzσ1(σ) with the n = 0, 1 terms
subtracted out. The n = 0 subtraction term vanishes by (2.158), so rearranging the resulting
equation we hence learn that:
δzσ1(σ) =
(
∂zσ1δzσ1(σ)
)∣∣∣
σ=σ1
zσ1(σ) +
∞∑
n=1
1
(n+ 1)!
(
∂nzσ1δφ(σ)
)∣∣∣
σ=σ1
zσ1(σ)n+1 (2.160)
According to (2.157) and (2.154) we can also rewrite the first term on the right-hand side
in terms of δφ(σ1),
δzσ1(σ) =
1
2
(
δφ(σ1) + iδβ(σ1)
)
zσ1(σ)
+
∞∑
n=1
1
(n+ 1)!
(
∂nzσ1δφ(σ)
)∣∣∣
σ=σ1
zσ1(σ)n+1,
(2.161)
where (taking into account that covariant and partial derivatives are interchangeable at
σ = σ1) we have defined the phase,
δβ(σ1) := Im∇zσ1δzσ1(σ)
∣∣∣
σ=σ1
.
Once again, since the phase of the holomorphic normal coordinate is arbitrary, recall the
discussion associated to the base-point dependent phase α(p) in (2.126), the quantity δβ(σ1)
in (2.161) can be neglected provided we always take the overall phase to be integrated, recall
the related discussion in (2.148).
We can now display the full result for the holomorphic transformation, zσ1(σ)→ wσ1(σ),
generated by a Weyl rescaling, δφ(σ), of the auxiliary metric,
gab(σ)→ eδφ(σ)gab(σ)
On account of (2.155) and (2.161), to leading order in the variation,
zσ1(σ)→ wσ1(σ) = e
1
2 (δφ+iδβ)(σ1)
[
zσ1(σ) +
∞∑
n=1
1
(n+ 1)!
(
∇nzσ1δφ(σ)
)∣∣∣
σ=σ1
zσ1(σ)n+1
]
(2.162)
where we took into account that covariant and partial derivatives evaluated at σ = σ1 are
equivalent in holomorphic normal coordinates. Notice that the right-hand side in (2.162) is
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holomorphic in zσ1(σ), and the variation is such that the defining equation (2.154) for the
gauge slice associated to holomorphic normal coordinates is preserved up to a rescaling of
the metric. Furthermore, it is manifest that wσ1(σ1) = zσ1(σ1) = 0 by construction, so that
these Weyl transformations leave fixed the base point σ = σ1. So we can use these relations
to unravel how general local operators transform under Weyl transformations. This is carried
out in Sec. 5.8.
2.5 Warmup: The Euler Characteristic
In this section we begin with a warmup calculation (associated to the Euler characteristic)
that will make certain aspects of the interplay between local and global data transparent.
Recall in particular that the Euler characteristic of a Riemann surface is purely topological
(and hence sensitive to global data).
More precisely, we will recast the differential-geometric representation of the Euler char-
acteristic, namely (2.165) below, in terms of the fundamental data defining the Riemann
surface, namely holomorphic transition functions subject to cocycle relations (as defined in
Sec. 2.1.3). The approach we adopt will be directly applicable to our study of the worldsheet
path integral measure. To add further context, note in particular that when we cut open a
compact Riemann surface across a separating (or non-separating) cycle we end up with two
(or one) Riemann surfaces with boundaries. This emergence of a boundary when cutting open
path integrals propagates through to the path integral measure (via appearance of boundary
terms in the latter in the gauge slice of interest) that we will develop fully. This section is
therefore a warmup for what is to come.
Consider a genus-g oriented Riemann surface, Σ, possibly with boundary, ∂Σ, that is in
turn comprised of b disconnected components, such that Σ is endowed with metric tensor
g. The Euler characteristic, χ(Σ), is the basic topological invariant of this manifold, see
e.g. [62], defined by:28
χ(Σ) := v− e + f (2.163)
Here we imagine subdividing Σ into a union of polygons, Vm, m = 1, . . . , f , such that any
two Vm either have no point, or one vertex, or a whole side in common, and we denote the
number of interior vertices by v and the number of interior edges by e.
28A more general definition is to write the Euler characteristic as an alternating sum of Betti numbers, bi,
as χ(M) =
∑dimM
i=1 (−)ibi. In particular, the numbers, v, e and f individually depend on the triangulation,
whereas every individual number bi is itself a topological invariant.
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For example, a disc, D, is topologically equivalent to a square, cell-decomposed into four
regions such that there are two diametrically opposite lines connecting the four corners of the
square which in turn meet at a vertex at the centre of the square. Then the counting would be
such that (v, e, f) = (1, 4, 4), because the edges and vertices on the square boundary are not
interior, leading to the standard result χ(D) = 1. Notice that the result would have been the
same had we rather specified that we only consider “honest triangulations” and counted all
vertices, edges and faces, in which case (v, e, f) = (5, 8, 4). Reiterating, an equivalent result
for the Euler characteristic is obtained if we count all vertices, edges and faces provided we
consider an honest triangulations. An honest triangulation of a disc would be to represent
it as a triangle (or as a square as above, etc.), whereas if instead we represent the disc as a
smooth contractable surface bounded by a circle only the former definition (of the previous
paragraph) would give the right answer, (v, e, f) = (0, 0, 1). If we rather counted all vertices,
edges and faces we would have (v, e, f) = (0, 1, 1) which incorrectly gives χ(D) = 0. So if
we adopt the counting specified in the previous paragraph we have more flexibility and we
do not confine ourselves to “honest triangulations”. But we do need a ‘good cover’ in both
cases (as one can check by identifying a counterexample, such as an annulus).
Such vertices, edges and faces defined in the paragraph containing (2.163) are depicted
in the second diagram in Fig. 6, but they need not be as regular as depicted there: more
generally, we may identify the vertices, edges and faces with those associated to a dual
triangulation (briefly discussed in Sec. 2.1.3), see the third diagram in Fig. 3 and Fig. 4 (on
p. 25). We also do not require the edges be “straight” in any sense, despite the fact that
they are depicted as being straight in the various figures (such as Fig. 3,4,6); the underlying
Riemann surface will generically be curved. The Euler characteristic (2.163) of Σ is well-
known to take the form:
χ(Σ) = 2− 2g− b. (2.164)
The primary focus of this section is on the differential-geometric definition of χ(Σ) given by
the Gauss-Bonnet theorem:
χ(Σ) = i2pi
∫
Σ
R+ 12pi
∫
∂Σ
ds kg(s) +
1
2pi
∑
i
(pi − αi) (2.165)
but we will take a slightly different approach from the usual one [33,62], and in particular we
take an approach that will be directly applicable to (and that will provide some additional
insight in) the path integral measure in later sections, in particular Sec. 3.
The quantity R in (2.165) is the curvature tensor of Σ, kg(s) is the geodesic curvature of
∂Σ, and pi − αi are the exterior angles at the vertices of ∂Σ (if the latter is only sectionally
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smooth rather than smooth; if it is smooth the third term on the right-hand side of (2.165)
is zero). All of these quantities are defined below. The three terms on the right-hand side of
(2.165) correspond respectively to the surface curvature, line curvature and point curvature
of Σ, so that χ(Σ) is interpreted as the total curvature of Σ [24]. The remarkable property
of (2.165) is that it provides a link between global and local data.
2.5.1 No Boundaries
Let us begin with the case when ∂Σ is empty so that Σ is a closed oriented Riemann
surface. According to (2.165), the Euler characteristic is given in terms of the integrated
Ricci curvature tensor, R, [62]:
χ(Σ) = i2pi
∫
Σ
R (2.166)
which famously takes the form χ(Σ) = 2 − 2g, for all g = 0, 1, . . . , and this result is
independent of the local geometry. Since it is locally always possible to work in a conformally-
flat coordinate chart [23], we may endow Σ with a metric, g, which in a local chart (U, z)
with conformal coordinate z takes the general form,
g = ρ(z, z¯)dzdz¯,
with ρ(z, z¯) a real and positive definite function of the complex coordinates, z, z¯. In this
chart the curvature tensor then reads explicitly [24],
R = Rzz¯dz ∧ dz¯ =
[
− ∂z∂z¯ ln ρ(z, z¯)
]
dz ∧ dz¯ (2.167)
For many purposes it is convenient to work with a metric, but as we have already noted
(and as we also elaborate on next) this is (at least far from the boundary of moduli space)
not necessary. Since χ(Σ) is topological the moduli space of Riemann surfaces will play no
role in this section; it is to be understood that we are sufficiently far from any boundary of
moduli space.
Recall in particular that in Sec. 2.1.3 and Sec. 2.2 we defined Riemann surfaces and their
complex structure deformations using only charts and (holomorphic) transition functions on
chart overlaps, in particular without introducing the notion of a metric. So this implies
we should be able to express χ(Σ) in terms of charts and holomorphic transition functions
alone, namely in terms of the fundamental data that defines a Riemann surface. Indeed,
independently of whether we have a good cover or not, we will begin by showing that the
integral (2.166) (in the absence of boundaries) can be recast into the form [24,48]:
χ(Σ) = i2pi
∑
(mn)
∫
Cmn
dzm∂zm ln f ′nm(zm), (2.168)
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Um Un
U` V`
Vm Vn
Figure 6: The first diagram shows part of an open cover, U = {Um, Un, . . . }, of a Riemann
surface with a finite number of open sets (three of which are displayed, Um, Un, U`) such
that they overlap on double, {Um ∩ Un, . . . }, triple, {Um ∩ Un ∩ U`, . . . }, (or, not explicitly
shown higher) patch intersections. In the second diagram we introduce a cell decomposition
V = {Vm} with Vm ⊂ Um for every m with the solid lines denoting the boundaries of the
cells, Vm. Using a partition of unity,
∑
m λm = 1, subordinate to the open cover U , and the
corresponding decomposition V , allows one to replace integrals over Σ by a sum of integrals
over {Vm}: ∫Σ = ∫Σ∑m λm = ∑m ∫Vm (independently of the fact that ∫Σ λm has support on
Um which is a larger domain than Vm).
where the sum is over all pairs of overlapping patches, Um∩Un 6= ∅, and the oriented contour
Cmn traverses the overlap Um∩Un counterclockwise with respect to Um. Furthermore, Cmn is
either a closed contour (if Um∩Un 6= ∅ is homeomorphic to an annulus), or it begins and ends
on higher (i.e. triple or higher) patch overlaps where other contours from the complete set
{Cmn} begin or end. E.g., the contour Cmn may be identified with the common boundary
of the sets Vm and Vn displayed (as a solid line) in Fig. 6 (with the orientation depicted
in Fig. 9). A prime denotes a partial derivative with respect to the (explicit) argument,
e.g. f ′nm(zm) ≡ ∂zmfnm(zm), keeping any implicit arguments (such as moduli) fixed. Taking
into account (2.35), the relation f ′nm(zm) = f ′mn(zn)−1 which follows from differentiating
(2.38), and Cmn = −Cnm, it is seen that the summand in (2.168) is symmetric in m and n.
To go from (2.166) to (2.168) is an instructive exercise, and we will go through it in detail
since we apply similar reasoning to the path integral measure in later sections. Schematically,
we introduce a partition of unity29 [25], ∑m λm = 1, subordinate to the open cover U =
{Um, Un, . . . }, and introduce a cell decomposition V = {Vm, Vn, . . . } with Vm ⊂ Um (for all
29Recall that [25] a partition of unity subordinate to a locally finite open covering {Um} of Σ is a collection
of non-negative C∞ functions {λm : Σ→ R}, such that λm(p) = 0 in an open neighbourhood of Σ \Um and∑
m λm(p) = 1 at every p ∈ Σ. Here ‘locally finite’ ensures that the sum over m at any point p ∈ Σ is finite.
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m) such that every Vm is bounded by a union of curves Cm = Cmn1 ∪ Cmn2 ∪ . . . (that are
either disjoint or meet at triple or higher intersections) as shown in Fig. 6 and Fig. 9 below.
More precisely, we subdivide Σ into a union of polygons, V = {Vm}, such that:
(1) each Vm lies in one coordinate chart (in particular, Vm ⊂ Um, with chart (Um, zm));
(2) any two polygons, Vm, Vn, have either no point, or one vertex, or a whole edge, in
common;
(3) the Vm are coherently oriented with Σ, so that every interior edge has different senses
induced by the two polygons of which it is a side (see the third and fourth diagram in
Fig. 9).
(4) denote the cardinality of V (equivalently, the number of faces or polygons in {Vm})
by f , the number of interior edges (i.e. the number of double overlaps, Um ∩ Un) by
e, and the number of interior vertices (i.e. the number of triple or higher overlaps,
Um ∩Un ∩U`) by v. (So v and e count vertices and edges that are not on a boundary,
∂Σ.)
We have phrased these properties of V in such a manner that they remain valid independently
of whether Σ has a boundary, ∂Σ, or not. Notice that the number of edges, f , is the same
as the number of elements in the set {Cmn} (which is partially why we adopted this method
of counting in the definition (2.163) of the Euler characteristic).
We may then make a special choice for the parameters defining the {λm} by demanding
that λm = 1 in Vm and λm = 0 in Σ \ Vm (so that every λm is a characteristic function
on Vm)30. Under the mild assumption that a limit exists such that the boundaries {∂Vm}
contribute measure zero to the integral over Σ, we can then use Stoke’s theorem to arrive at
(2.168).
Let us now exhibit these steps in detail. We consider the integral representation (2.166)
30This is not quite what we do (in particular, we do not need to make a specific choice for the partition
of unity, see below) but the result is the same. Note also that although the characteristic function, λm,
of Vm is not strictly speaking C∞ (one of the defining properties of a partition of unity), one can imagine
constructing it using an appropriate C∞ function by a limiting procedure [25].
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Figure 7: Integration contours associated to various simply-connected domains.
and insert a partition of unity subordinate to U ,
χ(Σ) = i2pi
∫
Σ
R
= i2pi
∫
Σ
(∑
m
λm
)
R
= i2pi
∑
m
∫
Um
Rλm.
(2.169)
It is sometimes convenient to work with an explicit partition of unity, {λm}, such as the
choice mentioned above (which can in principle be constructed along the lines discussed
in [25]), but in fact we will not need to do so. In fact, let us primarily show how to rearrange
the sum over m in (2.169) such that for any globally-defined top form ω (such as i2piR in the
above example): ∑
m
∫
Um
ωλm =
∑
m
∫
Vm
ω (2.170)
We will derive (2.170) next and show that it holds independently of a choice of partition
of unity. Readers willing to accept the validity of (2.170) without a detailed reasoning may
wish to skip to the beginning of the paragraph containing (2.175).
Consider31 an element, Um, of the cover U (see Fig. 6). We then partition Um into cells
such as those depicted in Fig. 8 where the solid lines indicate the decomposition of interest
V that we are aiming for to obtain (2.170). The choice of V is such that the four properties
listed above are satisfied. In the example displayed in Fig. 8 there are 31 (and more generally,
say, κm) distinct cells (within the set Um), let us denote them by U (1)m , . . . , U (κm)m , either one
of which contains a single dot ‘ · ’ (for visual identification purposes) while being bounded by
solid and/or dashed lines. Since every Um is diffeomorphic to a disc (or perhaps an annulus
if we do not consider a good cover) there exists a single coordinate system on it and we may
31A sketch of a proof along these lines was explained to DS by Lee Mosher.
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Figure 8: This figure is used in the derivation of (2.170). It displays the decomposition of
any one of the open sets of the open cover U (say the specific set Um) into (in this example)
31 distinct cells, either one of which (for ease of visual identification) contains a single dot
‘ ·’ while being bounded by lines (irrespective of whether they are dashed or solid).
use ordinary integration theory to decompose the integral over Um into a sum of integrals
over the specified cells: ∫
Um
ωλm =
κm∑
a=1
∫
U
(a)
m
ωλm.
That this is always possible follows from the defining property of an ordinary integral, namely
that it can be extracted from a Riemann sum using an appropriate limiting procedure. We
then repeat this procedure for every Um of the cover U and sum over m,
∑
m
∫
Um
ωλm =
∑
m
κm∑
a=1
∫
U
(a)
m
ωλm. (2.171)
Let us denote the full collection of such cells associated to the entire manifold Σ by W =
{U (a)m , U (b)n , . . . }. Since there are non-empty patch overlaps, such as Um∩Un or Um∩Un∩U`,
etc., there exist elements in W that have different labels but represent nevertheless identical
cells in Σ. For example, on the triple overlap Um∩Un∩U` (see Fig.6) all three sets U (1)m , U (1)n
and U (1)` in W might coincide with Un ∩ U` ∩ Vm. It is therefore useful to construct a set,
D = {Dk}, (not necessarily ordered) whose elements are the cells in W with the additional
rule that whenever a cell is repeated in W (in the above sense) only a single copy of it is
retained in D . In particular, there exists a projection (a surjective map) pi that takes every
element of W to an element in D , and, conversely, every element in D has at least one
identical element in W . In the above example all three cells U (1)m , U (1)n and U
(1)
` are mapped
to a single cell, Un ∩ U` ∩ Vm (which we could call D1), under pi. By construction therefore
we can use pi to give an equivalent expression to (2.171),
∑
m
∫
Um
ωλm =
∑
m
κm∑
a=1
∫
pi(U(a)m )
ωλm. (2.172)
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(Note that the number of terms appearing in the double sums on the right-hand sides of
both (2.171) and (2.172) is the same.) To see how this works explicitly let us consider the
terms in the sums on the right-hand side of (2.172) associated to the specific cells in the
above example, namely the cells U (1)m , U (1)n and U
(1)
` associated to D1 = Un ∩ U` ∩ Vm. The
corresponding terms in the double sum in (2.172) take the form:∫
pi(U(1)m )
ωλm +
∫
pi(U(1)n )
ωλn +
∫
pi(U(1)
`
)
ωλ`
=
∫
D1
ω
(
λm + λn + λ`
)
=
∫
D1
ω.
(2.173)
The remaining terms in the sums in (2.172) are associated to the complement of Un∩U`∩Vm
in Σ. In the last equality in (2.173) we took into account that ∑m λm(p) = 1 for every point
p ∈ Σ and in particular therefore for every p ∈ D1 since D1 ⊂ Σ. Proceeding in the same
manner for all remaining terms in the double sum in (2.172) we learn that,
∑
m
∫
Um
ωλm =
∑
k
∫
Dk
ω. (2.174)
Finally, every element Vm ⊂ V is by construction a union of a subset of distinct elements in
D , so we may rearrange the sum over k in (2.174) to finally obtain precisely (2.170) which
is what we set out to show.
Applying the identity (2.170) to the case of interest (2.169) we learn that the Euler
characteristic takes the form:
χ(Σ) = i2pi
∑
m
∫
Vm
R. (2.175)
In the local chart associated to Vm ⊂ Um we have the explicit local coordinate representation
for the curvature that is read off from (2.167), in particular,
χ(Σ) = 12pi
∑
m
∫
Vm
d2zm(−∂zm∂z¯m ln ρm)
= 12pii
∑
m
∮
∂Vm
dzm(−∂zm ln ρm).
(2.176)
where in going from the first to the second equality we used Green’s theorem; we display the
latter for concreteness since we will be making use of it throughout [23]:
1
2pi
∫
D
d2z ∂z¯w(z, z¯) =
1
2pii
∮
Γ
dz w(z, z¯). (2.177)
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We have included a short discussion of this in Appendix C.1.
Green’s theorem (2.177) is valid for complex C1 functions w(z, z¯), D is a simply connected
region in Σ bounded by a sufficiently smooth curve Γ = ∂D with the standard orientation
depicted in the first diagram in Fig. 7 (or the second or third diagram when D is replaced
by D − D′ or D − D′′ respectively). Incidentally, note that (crucially) (2.177) is also valid
for a more general surface (such as an oriented Riemann surface, Σ, with boundary and
arbitrary topology) provided the integrands are globally well-defined on Σ. In many of the
integrals of interest this is not the case, and we will see in detail how to deal with this.
Taking the complex conjugate of (2.177) (with w∗ ≡ w¯), replacing w¯ with a new C1 complex
function w˜(z, z¯) (that is not necessarily the complex conjugate of w(z, z¯)) and taking a linear
combination with (2.177) yields:
1
2pi
∫
D
d2z
(
∂z¯w − ∂zw˜
)
= 12pii
∮
Γ
(
dz w + dz¯w˜
)
(2.178)
Of course, this is in agreement with the more conventional expression,
∫
D dϕ =
∫
∂D ϕ, if
we take ϕ = wdz + w˜dz¯ (note that d = dz∂z + dz¯∂z¯). Here and throughout we use the
conventions:
∮
dz¯/z¯ = −2pii, ∮ dz/z = 2pii and d2z ≡ idz ∧ dz¯. In passing, note that (since
ρm is real) we could use these integral identities to write (2.176) more democratically between
chiral and anti-chiral halves,
i
2pi
∫
Σ
R = 14pii
∑
m
∮
∂Vm
(−∂ ln ρm + ∂¯ ln ρm). (2.179)
This will become relevant when we consider Riemann surfaces with boundaries in the follow-
ing section. In particular, note that (2.179) remains valid in the presence of true boundaries,
∂Σ, (but is then not a topological invariant unless boundary terms are added, more about
which later). For now we focus on the equivalent chiral representation (2.176) with ∂Σ = ∅.
The resulting contour integrals in (2.176) are along the boundaries of the Vm, see the
second diagram in Fig. 6 and the four zoomed-in diagrams in Fig. 9 (all of which emphasise
different aspects of the local setup), with the standard counterclockwise orientation with
respect to Vm inherited by the orientation of Σ. Every such boundary, ∂Vm, consists of one
or more segments {Cmn, Cm`, . . . } that either close or meet at triple or higher intersections32.
32As already mentioned, we will usually work directly on the dual cover where there are only triple in-
tersections (but also allow for annular overlaps where a given element Cmn might be closed). We will also
consider higher-point intersections when we consider the cover independence of the path integral measure
below.
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Figure 9: A zoomed in version of Fig. 6, displaying not only the double intersection Um∩Un
and the corresponding partitioning into non-overlapping cells, Vm, Vn, but also the oriented
segment of the common boundary, Cmn, of Vm and Vn which is oriented in an anti-clockwise
sense with respect to Vm.
So the segments {Cmn, Cm`, . . . } are curves that traverse patch intersections {Umn, Um`, . . . }
as seen in the figure that begin and end at the vertices contained in {Umn`, . . . }. To every
contribution along Cmn ⊂ ∂Vm there will clearly be a corresponding contribution from the
curve Cnm ⊂ ∂Vn (notice the interchange of indices) that arises from the boundary integral
along ∂Vn. (This is not true in the presence of boundaries; when ∂Σ 6= ∅ there remain
unpaired boundary terms, as we elaborate on in the following subsection.) This in turn
implies that the sum over m in (2.176) can therefore be rewritten as a sum over pairs, (mn),
of curves as follows,33
χ(Σ) = 12pii
∑
(mn)
( ∫
Cmn
dzm(−∂zm ln ρm) +
∫
Cnm
dzn(−∂zn ln ρn)
)
. (2.180)
But both of these integrals are defined within the double intersection Umn, and therefore the
two relevant coordinate charts (Um, zm) and (Un, zn) will be related on Umn by a holomorphic
transition function (2.35), namely zn = fnm(zm), as discussed in detail in Sec. 2.1.3. The
quantity ∂ = dzn∂zn = dzm∂zm since this is invariant under holomorphic changes of coor-
dinate, and since the Cnm contour is precisely equivalent to the Cmn contour with opposite
orientation (2.180) also equals,
χ(Σ) = 12pii
∑
(mn)
∫
Cmn
dzm∂zm
(
− ln ρm + ln ρn
)
. (2.181)
Finally, since the metric tensor is invariant under holomorphic reparametrisations, on Umn:
ρm(zm, z¯m)dzmdz¯m = ρn(zn, z¯n)dzndz¯n ⇒ ρn = ρm|f ′nm(zm)|−2.
33Although the contour integral along every element ∂Vm in (2.179) was compact (homeomorphic to a
circle), the contour integral appearing in (2.180) for every pair (mn) may be either a circle or a segment,
and in the latter case a union of segments corresponds to the original compact contour integrals appearing
in (2.179).
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Given that fnm(zm) is holomorphic in Umn, when we substitute this expression for the metric
into (2.181) the metric and anti-holomorphic dependences cancel out and we are left with:
χ(Σ) = i2pi
∑
(mn)
∫
Cmn
dzm∂zm ln f ′nm(zm), (2.182)
which is precisely the desired result (2.168) that we set out to prove.
Let us also check that the result (2.182) is invariant under holomorphic changes of coor-
dinates (2.39), namely34 zm → wm = gm(zm). Taking into account the transformation law
for derivatives of transition functions (2.41) (exchanging m↔ n) we learn that (2.182) takes
the form,
χ(Σ) = i2pi
∑
(mn)
∫
Cmn
dzm∂zm ln
[
g′n(zn)−1h′nm(wm)g′m(zm)
]
= i2pi
∑
(mn)
∫
Cmn
dwm∂wm ln h′nm(wm)−
i
2pi
∑
(mn)
∫
Cmn
dzm∂zm ln
[
g′n(zn)g′m(zm)−1
] (2.183)
where we took into account that ∂ ≡ dzm∂zm = dwm∂wm . That the last term on the right-
hand side in (2.183) indeed vanishes is shown in (2.194) (where in the absence of true bound-
aries the quantity {b.v.} = 0), and so (2.182) is indeed well-defined and independent of the
choice of coordinates; in particular, we can also write:
χ(Σ) = i2pi
∑
(mn)
∫
Cmn
dwm∂wm ln h′nm(wm). (2.184)
Notice also that the last term in (2.183) does not vanish trivially, but rather that each integral
over Cmn contributes two boundary terms and it is the sum of all boundary terms that vanish.
Therefore, that (2.182) is invariant under holomorphic changes of coordinates requires global
information. This is a common feature of using such a “holomorphic formalism” and remains
true for the string path integral (an example can be found in the Appendix in [16] and also
in [15]).35
The result (2.182) is a special case of a much more general result [48]. To highlight
the geometrical interpretation, let us also mention that the set of all quantities hnm(zm) :=
34We have not fixed the invariance under Weyl transformations here, which is why invariance under such
holomorphic reparametrisations is still present. Recall the discussion associated to holomorphic normal
coordinates in Sec. 2.4 and in particular Sec. 2.4.4.
35Incidentally, below we discuss how to make such boundary contributions local in Σ in the case of interest
that is the ghost contributions to the path integral measure. The trick is to rewrite expressions in the
holomorphic formalism in terms of covariant quantities that transform as tensors on patch overlaps, in
which case any boundary contributions vanish trivially by virtue of the fact that tensors (rather than tensor
components) are equal on patch overlaps.
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f ′nm(zm)−1 (satisfying hmn(zn) = hnm(zm)−1) for all m,n is precisely [24] the set of holomor-
phic transition functions for the tangent bundle, TΣ→ Σ; on patch overlaps, Um ∩ Un 6= ∅,
the bases transform as:
∂zn = hnm(zm)∂zm , with hnm(zm) := f ′nm(zm)−1,
in terms of which, writing d = dzm∂zm + dz¯m∂z¯m for the total differential on Σ (at fixed
complex structure) expanded in terms of the (Um, zm) chart coordinates,
χ(Σ) = i2pi
∑
(mn)
∫
Cmn
d ln h−1nm.
An elementary consistency check of (2.182) is to consider the case Σ = S2, cover it with
two charts, {(US, zS), (UN, zN)}, with US ∩ UN 6= ∅ spanning an equatorial band of finite
width and with transition function zN = fNS(zS) = 1/zS on US ∩UN. (Here ‘N’ and ‘S’ stand
for ‘North’ and ‘South’ respectively.) Applying (2.182) to this context indeed yields,
χ(S2) = i2pi
∮
CSN
dzS∂zS ln f ′NS(z1)
= i2pi
∮
CSN
dzS∂zS ln
−1
z2S
= i2pi
∮
CSN
dzS
1
zS
(−2)
= 2,
(2.185)
as expected from the general result at arbitrary genus (2.164). In the last equality we
took into account that the contour, CSN, is (as discussed) always to be interpreted as being
counterclockwise from the viewpoint of the (US, zS) chart. At higher genus and focusing on
a single handle, we may use plumbing fixture to introduce a handle by singling out two cells,
V1, V2, and promoting them to annuli by removing circles of radius |z1| = |q1/2| = |z2| and
then declare that z1 is to be identified with z2 if they are related by the transition function
z1z2 = q (with q a complex number such that |q| < 1). In particular, we may declare that
if |z1| < |q1/2| we are to use the z2 coordinate induced by the transition function, and vice
versa if |z2| < |q1/2| we are to use the z1 coordinate. This creates a handle. By an explicit
calculation that is entirely analogous to (2.185) one finds that this handle contribution to
χ(Σ) is precisely −2 because the orientation of the contour C12 in this case is opposite to that
in (2.185), namely to CSN. Introducing additional handles is equivalent to carrying out the
same procedure in other charts (assuming a sufficient number of charts has been introduced
and that we are at a generic point in moduli space), and so one finds that every handle
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contributes an integer −2. Combining this with the result (2.185) for a sphere leads to a
genus-g compact Riemann surface with Euler characteristic χ(Σ) = 2 − 2g, as one would
expect. Notice that (in the absence of physical boundaries) there is no topological obstruction
to taking the remaining transition functions (i.e. those not associated to handles or the
inversion (2.185)) to be linear, fmn(zn) = amnzn+bmn with amn, bmn ∈ C. This computation is
simple because χ is topological, but in more general contexts complex structure deformations
introduce additional structure.
Incidentally, the procedure outlined above can be used [15, 16] to compute integrals of
total derivatives of quantities that are not globally-defined on Σ, and in the physics literature
this goes at least as far back as the work of Wu and Yang [63]. An underlying motivation for
going through the above in detail is that we apply a procedure analogous to the derivation of
(2.182) from (2.166) to the path integral measure in Sec. 3. But first we will need to consider
the corresponding generalisation associated to Riemann surfaces with boundaries.
2.5.2 With Boundaries
We now generalise the above calculation of the differential-geometric derivation of the
Euler characteristic, χ(Σ), of an oriented genus-g Riemann surface, Σ, to that in the presence
of a boundary, ∂Σ, consisting of b disconnected components (either of which is topologically
S1). The Euler characteristic is now given by Gauss-Bonnet theorem (2.165), repeated here
for convenience36,
χ(Σ) = i2pi
∫
Σ
R+ 12pi
∫
∂Σ
ds kg(s) +
∑
i
(pi − αi) (2.186)
where kg(s) is the geodesic curvature of ∂Σ (see below), pi − αi are the exterior angles at
the vertices of ∂Σ (if the latter is only sectionally smooth rather than smooth). The three
terms on the right-hand side of (2.186) correspond respectively to the surface curvature, line
curvature and point curvature of Σ, so that χ(Σ) is interpreted as the total curvature of
Σ [24]. If the boundary ∂Σ contains no vertices (i.e. if ∂Σ is smooth, such as that depicted
in Fig. 13) then the last term in (2.186) vanishes since every αi = pi. The quantities kg(s)
and αi will be defined much more explicitly below.
The expression for the Euler characteristic (2.186) for a surface with boundaries differs
from the corresponding expression (2.166) of the previous section by the addition of the
36Of numerous available expositions of the Gauss-Bonnet theorem, Chern’s exposition [62] (in conjunction
with [64]) is in particular highly recommended, as is Tu’s complementary and recent exposition [33]. Our
approach will differ from these in several respects, the emphasis here being on a procedure that will also
work best for the path integral measure later on.
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Figure 10: Creating a boundary on Σ. In the first diagram part of a compact oriented Rie-
mann surface, Σ, is depicted with a choice of cell decomposition, V (as defined in Sec. 2.5.1).
We then label which cells we wish to remove, call them {V ∂/m}, and which cells will acquire a
physical boundary when the depicted cells in the set {V ∂/m} are removed. We label the cells that
will acquire a physical boundary by {V ∂n }. Only a subset of the resulting edges of these latter
cells will acquire a physical boundary. Finally, we leave the labelling of the cells not adjacent
to a boundary unchanged. In the second figure we have removed the sets {V ∂/m} resulting in a
physical boundary, ∂Σ. The orientation of ∂Σ is that inherited by the orientation of Σ, see
the first diagram in Fig. 13.
second and third terms in the former. But let us understand in detail why the new terms are
required in order to reproduce a well-defined expression for χ(Σ). This will in turn guide us
as we search for the correct boundary contributions associated to cutting open the worldsheet
path integral measure across various cycles of Σ.
Let us begin by considering the integral over the curvature tensor in the presence of
boundaries,
i
2pi
∫
Σ
R.
The discussion leading to (2.179) in the previous section may be carried over to this context
without modification, so we may immediately write down:
i
2pi
∫
Σ
R = 14pii
∑
m
∮
∂Vm
(−∂ ln ρm + ∂¯ ln ρm). (2.187)
The fact that there are boundaries, ∂Σ 6= ∅, can implemented by simply omitting terms
in the sum over m (the sum over cells), which would correspond to the fact that certain
polygons in the cell decomposition are simply absent when ∂Σ 6= ∅. The relevant procedure
is outlined in Fig. 10. In particular, making this explicit we primarily relabel the elements of
the set V as defined in the previous subsection:
V = {V1, V2, . . . } ≡
{
Vm, V
∂
n , V
∂/
`
}
,
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and introduce boundaries by simply deleting the subset {V ∂/` }. Then, the resulting reduced
set corresponds to a cell decomposition of a Riemann surface with boundaries,
V∂ =
{
Vm, V
∂
n
}
, (2.188)
the notation being such that every edge of any one element in {Vm} coincides with an edge
of another element in V∂, whereas any one element in {V ∂n } has at least one edge that is not
in common with another element in V∂ and at least one edge that is in common with that of
another element in V∂. This is illustrated in Fig 10. The union of the cells in {V ∂n } correspond
topologically to an annulus (or a set of annuli when there are multiple disconnected boundary
components in ∂Σ, only one of which is shown in Fig 10).
Restricting to the atlas associated to (2.188), we make the physical boundary contribu-
tions explicit in (2.187) using the above definitions,
i
2pi
∫
Σ
R = 14pii
∑
m
∮
∂Vm
(−∂ ln ρm + ∂¯ ln ρm)+
+ 14pii
∑
m
∮
∂V ∂m
(−∂ ln ρm + ∂¯ ln ρm).
(2.189)
Next consider the set {∂V ∂m}. Every element, ∂V ∂m, is topologically a circle. We decompose
the collection of all such elements into physical boundary segments or edges, C = {C`}, and
then the remaining segments are all interior edges that in turn coincide with corresponding
edges of neighbouring cells. In the notation of the previous subsection, namely the notation
explained in the paragraphs leading to (2.181), the entire set of distinct edges (with the
standard orientation explained there) correspond to those associated to pairs, (mn), labelled
by {Cmn}, and the physical edges that constitute the physical boundary labelled by {C`}.
That is, the complete set of distinct edges associated to a cell decomposition of a Riemann
surface with boundary is: {
Cmn, C`
}
,
which in turn enables us to rewrite (2.189) (using the same reasoning that led to (2.181)) as
follows,
i
2pi
∫
Σ
R = 14pii
∑
(mn)
∫
Cmn
(
− ∂ ln ρm + ∂ ln ρn
)
− 14pii
∑
(mn)
∫
Cmn
(
− ∂¯ ln ρm + ∂¯ ln ρn
)
+ 14pii
∑
`
∫
C`
(−∂ ln ρ` + ∂¯ ln ρ`).
(2.190)
Since the metric components, ρ(z, z¯), are real we can make a change of variables to rewrite
the result in terms of a chiral half only,
i
2pi
∫
Σ
R = 12pii
∑
(mn)
∫
Cmn
(
− ∂ ln ρm + ∂ ln ρn
)
− 12pii
∑
`
∫
C`
∂ ln ρ`. (2.191)
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So the sum over ` is over all segments, C`, (i.e. edges) that make up the physical boundary
components of Σ,
∂Σ =
⋃
`
C`.
For example, if there was only a single boundary, and that was identified with the boundary
shown in Fig. 10, the total number of elements in the set {C`} would be 12, and therefore
the sum over ` in (2.191) would be over these 12 terms.
Finally, since the integral associated to the sum over pairs (mn) is along interior edges,
identical reasoning that led to (2.182) applies here too for these terms, so that (2.191) may
be written directly in terms of transition functions on patch overlaps,
i
2pi
∫
Σ
R = i2pi
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm)−
1
2pii
∑
`
∫
C`
∂ ln ρ`(z`, z¯`) (2.192)
This is the result of including boundaries on Σ simply by omitting cells, as depicted in Fig. 10.
But we must be very careful, because whether the right-hand side in (2.192) is well-defined
or not depends crucially on whether we are considering a good cover or not. In particular,
although the first term on the right-hand side seemingly depends entirely on the data that
defines a Riemann surface (namely holomorphic transition functions on patch overlaps), the
last term on the right-hand side is an integral of a connection (see (D.732)) so it is not
obvious whether it is well-defined under holomorphic reparametrisations. We will show that
the right-hand side depends on the choice of cover.
Let us understand this last point in detail, and primarily examine how the right-hand
side in (2.192) transforms under a holomorphic reparametrisation,
zm → wm(zm),
in every chart, (Um, zm), of the cover. We will show that it is invariant when we choose a
good cover, but if we allow for a cover that contains sets, Um, that are diffeomorphic to annuli
rather than discs then the right-hand side in (2.192) depends on the choice of coordinates.
Recall that in the original chart coordinates the transition functions were given by zn =
fnm(zm) on patch overlaps Um∩Un (on which the contour Cmn in (2.192) is defined, for every
pair (mn)). Let us then suppose that in the new holomorphic coordinates, wn, we have new
transition functions, wn = hnm(wm), so that if we perform a holomorphic reparametrisation,
zn → wn(zn), in every chart, taking into account that zn = fnm(zm), we learn that,
wn
(
fnm(zm)
)
= hnm
(
wm(zm)
)
.
78
Let us then differentiate this relation with respect to zm and use the chain rule to arrive at,
h′nm(wm) = (∂znwn)f ′nm(zm)(∂zmwm)−1.
This is simply the result we arrived at in (2.41) using slightly differently phrasing. Likewise,
the metric components in the new coordinates in terms of the old read, for every `,
ln ρ˜`(w`, w¯`) = ln ρ`(z`, z¯`)− ln |∂z`w`|2.
Next, we make use of these relations in (2.192) to find that the right-hand side of (2.192)
in the new coordinates is given by (omitting the overall factor, i2pi ),
∑
(mn)
∫
Cmn
∂ ln h′nm(wm) +
∑
`
∫
C`
∂ ln ρ˜`(w`, w¯`)
=
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm) +
∑
`
∫
C`
∂ ln ρ`(z`, z¯`)+
+
∑
(mn)
∫
Cmn
∂ ln
[
(∂znwn)(∂zmwm)−1
]
−∑
`
∫
C`
∂ ln(∂z`w`).
(2.193)
Now comes the distinction between a good cover and a more general cover. Let us suppose
initially that we do have a good cover. Then, the contours Cmn are along interior edges with
either both endpoints at triple interior vertices, or with one endpoint at an interior triple
vertex and one endpoint at a triple boundary vertex. Correspondingly, the contours C` are
along boundary edges with endpoints on triple boundary vertices, as illustrated in the second
diagram in Fig. 10 or the first diagram in Fig. 13. If (2.192) was well-defined the two terms
in the last line on the right-hand side in (2.193) would be zero. To study these two terms let
us define the function:
fm(zm) := ln ∂zmwm.
Given that by assumption we are initially considering a good cover (so that all patches and
patch intersections are simply connected) then at each endpoint of the contour, Cmn, there
is a point zmn` : p 7→ C (with p ⊂ Um ∩ Un ∩ U`) at which three interior contours meet,
and also points where interior contours meet boundary vertices, and in particular the first
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integral in the last line in (2.193) therefore takes the form:
∑
(mn)
∫
Cmn
∂ ln
[
(∂znwn)(∂zmwm)−1
]
=
∑
(mn)
∫
Cmn
∂
(
fn(zn)− fm(zm)
)
=
∑
(mn`)
{[
fn(znˆm`)− fm(znmˆ`)
]
+
[
fm(znmˆ`)− f`(znmˆ`)
]
+
[
f`(znmˆ`)− fn(znˆm`)
]}
+ {b.v.}
= 0 + {b.v.}.
(2.194)
A “hat”, ‘ˆ’, denotes the coordinate system in which the point zmn` is defined. The remaining
quantity, {b.v.}, on the right-hand side encodes the total contribution associated to boundary
vertices from this term, and this precisely cancels the last term in (2.193), since:
{b.v.} = ∑
`
∫
C`
∂f`(z`) =
∑
`
∫
C`
∂ ln(∂z`w`).
Regarding the interior vertices’ contribution that cancel out in (2.194), the statement (2.194)
is precisely the statement that given a set of charts with cocycle relations, fmn ◦fn` ◦f`m = 1,
under a holomorphic change of coordinates the new cocycle relations, gmn ◦ gn` ◦ g`m = 1,
are trivially satisfied when they are satisfied in the initial system of coordinates. So we have
therefore shown that for a good cover:
∑
(mn)
∫
Cmn
∂ ln h′nm(wm) +
∑
`
∫
C`
∂ ln ρ˜`(w`, w¯`)
=
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm) +
∑
`
∫
C`
∂ ln ρ`(z`, z¯`),
(2.195)
and therefore that the right-hand side in (2.192) is invariant under holomorphic changes of
coordinates.
If we did not choose a good cover however, and in particular considered a cover such
that boundary components are as in the second diagram in Fig. 13, the quantity {b.v.}
on the right-hand side of (2.194) would be zero. (More generally it would not precisely
cancel the last term on the right-hand side in (2.193)). This is because if we allowed a
subset of {Um} to correspond to annuli (such that the “interior” boundaries of these annuli
are identified with the boundaries of Σ and the “exterior” boundaries are connected to the
remaining bulk of Σ), there would be no contour Cmn that connects an interior vertex to
a boundary vertex. Therefore, there would be no way to cancel all contributions coming
from the term ∑` ∫C` ∂ ln(∂z`w`) on the right-hand side of (2.193), and so the right-hand
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side in (2.192) would be ill-defined if we required invariance under arbitrary holomorphic
reparametrisations. We could evade this by specifying boundary conditions on the metric,
and then demanding invariance under only a subset of holomorphic reparametrisations (which
would perhaps be mostly trivial at a boundary component). But then the answer for the
integral i2pi
∫
ΣR would depend on detailed information about the surface and it would be
sensitive to data that is not purely topological.)
In fact, we will be working with such a cover (as in the second diagram in Fig. 13) in string
perturbation theory. In the latter case we will be interested in creating “fictitious” boundaries
by cutting open internal handles of Riemann surfaces. And we will there be interested in
slices in moduli space that decouple complex structure moduli “as much as possible” (we
elaborate on this in detail in following sections). As we will see, a good way to proceed is
to include appropriate boundary terms, the analogue of which in the present example of the
Euler characteristic is the following. Namely, if we allow for charts that are topologically
annuli with the inner circles identified with boundaries of Σ, and demand invariance with
respect to the full set of holomorphic reparametrisations, we should add boundary terms to
(2.192),
i
2pi
∫
Σ
R+ 12pii
∑
`
∮
C`
∂ ln ρ`(z`, z¯`) =
i
2pi
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm), (2.196)
where (as indicated in the notation
∮
C`
) for this choice of cover the contours C` are now
closed, because by assumption there is a single coordinate system (which covers an annulus)
for every boundary. So therefore the number of elements in the sum over ` in (2.196) now
equals the number of boundaries, b. According to the above, both the left- and right-hand
sides in (2.196) are then invariant under holomorphic reparametrisations (when we consider
a cover such that boundary components are as in the second diagram in Fig. 13). Although
this is not the whole story in the case of the Euler characteristic (we elaborate on this below).
Another way of phrasing this is that the left- and right-hand sides of this precise expression
(2.196) are well-defined when all boundaries that we create on Σ are associated to interior
boundaries of open sets {Um} that are in turn diffeomorphic to annuli (as also shown in the
middle and right-most diagrams in Fig. 15, as opposed to the first diagram which might be
part of a good cover).
The necessary boundary terms in the current example are, more generally, taken care
of by the inclusion of geodesic curvature (and a point curvature if the boundary is only
sectionally smooth rather than smooth). This latter viewpoint has the advantage that it
is independent of the choice of cover, so that the full Euler characteristic will be explicitly
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topologically invariant for all covers. Let us discuss this in detail next.
Consider an oriented Riemann surface, Σ, with or without boundary. To specify a co-
ordinate representation of a given point p ∈ Σ we (as usual) primarily construct an atlas,
U = {(Um, zm)}, and then pick a chart, call it (Um, zm), such that p ∈ Um. This then provides
a coordinate representation for p defined by p 7→ zm(p), which we simply denote by zm ∈ C
(with appropriate restrictions for boundary charts). Since the surface is 2-dimensional we
need two numbers to specify the coordinate of p, which we can take to be (zm, z¯m) in the
specified chart. Suppose now that at every point p ∈ Σ we construct a unit tangent space,
Bp (we denote the collection of all such unit tangent spaces by B), comprised at any one
point p of unit tangent vectors,
ξm = ξzmm ∂zm + ξz¯mm ∂z¯m .
These are unit tangent vectors with respect to the inner product induced by the metric, g,
e.g. in the chart (Um, zm) we may go to conformal gauge where g = ρm(zm, z¯m)dzmdz¯m, in
which case,
ρm(zm, z¯m)ξzmm ξz¯mm = 1. (2.197)
Since the tangent space at p is flat this assignment is well-defined (locally in Σ there is no
obstruction to requiring a tangent vector have unit length, more about which below). Taking
into account also that ξz¯mm = (ξzmm )∗ we find the following general solution to (2.197):
ξzmm (zm, z¯m, θm) = ρm(zm, z¯m)−
1
2 eiθm , ξz¯mm (zm, z¯m, θm) = ρm(zm, z¯m)−
1
2 e−iθm , (2.198)
and because ρm is real and positive definite the square root is well-defined. So to fully specify
an element in B we actually need three coordinates, (zm, z¯m, θm), and in particular therefore
B is a three-dimensional space. What we have just described is a local trivialisation, C×U(1),
of the unit tangent or frame bundle B → Σ with θm playing the role of a fibre coordinate
over p ∈ Um ⊂ Σ. Given the unit tangent vector ξm, let the quantity
ηm = ηzmm ∂zm + ηz¯mm ∂z¯m ,
be the unique unit tangent vector that is orthogonal to ξm such that ηm is obtained from
ξm by rotating the latter in a counterclockwise sense in the (Um, zm) chart by an angle pi/2,
i.e. ηm = iξm. An explicit expression for the corresponding components follows immediately:
ηzmm (zm, z¯m, θm) = iρm(zm, z¯m)−
1
2 eiθm , ηz¯mm (zm, z¯m, θm) = −iρm(zm, z¯m)−
1
2 e−iθm .
Note that ξm · ξm = ηm ·ηm = 1 and ηm · ξm = 0 with respect to the inner product induced by
g as in (2.197). If we assign tangent vectors, ξm, ηm, to every point p ∈ Um we obtain local
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unit vector fields, and since furthermore the pair, (ξm, ηm)p, at any point p forms a basis
for the tangent space TpUm we have in fact defined a local frame field. We emphasise that
these unit tangent vectors are only defined locally and generically do not extend to the entire
Riemann surface, the obstruction being the Euler number. Since this is a central point that
will play a role below let us elaborate further and explain this in detail.
A zero (usually referred to as a singular point [64] in the math literature) of a smooth
vector field, v, on Σ is a point pi ∈ Σ such that v(pi) = 0. The properties of a vector
field, v, near a singular point, pi, can be quite rich [62], but the property of interest here is
summarised by Hopf’s index theorem [48] which states that the sum of the indices of a vector
field on a compact oriented manifold is the Euler characteristic of the manifold [39,48,62],∑
i
Ipi = χ(Σ) (2.199)
This is simply the higher-genus generalisation of the hairy ball theorem. So the sum is over
all i corresponding to isolated zeros of the given vector field, v(pi) = 0. The index, Ipi , of a
vector field around a singular point, pi ∈ Σ, is in turn an integer equal to the number of times
the “arrow” of the vector field twists around itself as we traverse (in an anti-clockwise sense)
a simple closed curve which contains that particular singular point (and no other singular
point). A more precise statement is given below, see the reasoning leading up to (2.206), but
for illustration see also Fig. 11 for an example of how this theorem can be used to draw the
flow diagram of a globally-defined smooth vector field on a general Riemann surface. Anti-
clockwise twisting (i.e. positive with respect to the orientation of Σ) contributes positive index
and clockwise twisting contributes negative index [62]. Clearly, since the Euler characteristic
is a topological invariant, globally-defined unit tangent vectors do not exist unless the Euler
characteristic vanishes. If however rather than requiring unit tangent vectors to be globally
defined we define them locally and allow phase discontinuities across patch overlaps, then
the sum of these discontinuities can ‘mimic’ an index such that the sum over such indices
adds up to give the Euler characteristic required for a globally consistent setup. In the
string theory literature, explicit implications of this were perhaps first been pointed out by
Polchinski [10, 16] (with related discussion found in [65] and later elaborated on in [15, 21]),
who phrased this rather cryptically as ‘the phase of a local coordinate is not globally defined,
the obstruction being the Euler number’. The above explanation is, presumably, the origin of
the requirement [10] that the corresponding ill-defined phase always be taken to be integrated
(or that only combinations of operators are considered that are insensitive to this phase).
This is, e.g., directly related to the b0 − b˜0 = 0 constraint (as an operator equation), more
about which below. We refer to this inability to define the phase of a local coordinate globally
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Figure 11: Part of the cell decomposition of a Riemann surface, Σ, also depicted in Fig. 6,
but now endowed with a smooth globally-defined vector field, v, (consistent with Hopf’s index
theorem). The arrows indicate flow lines of the vector field, such that every vertex, edge and
face contain a single zero (termed ‘singularity’ by mathematicians) of v, with indices +1, −1
and +1 respectively. Adding all indices yields ∑i Ipi = v− e + f which by definition (2.163)
equals the Euler characteristic, χ(Σ).
on Σ as the ‘U(1) ambiguity’. This U(1) ambiguity will manifest itself in numerous places
throughout the document.
These frame fields, ξ, η, lead us to define a connection form, ϕ, on B, in particular a real
and linear differential 1-form given by,37
ϕ := gab(Dξa)ηb, (2.200)
with D the exterior covariant derivative (or covariant differential) [33, 62]. Written out in
components in the (Um, zm) chart (using that gzmz¯m = 12ρm and gzmzm = 0), we have
38
Dξzmm = dξzmm + (∂ ln ρm)ξzmm and39 Dξz¯mm = (Dξzmm )∗ and in particular therefore,
ϕm =
1
2ρm
[
dξzmm + (∂ ln ρm)ξzmm
]
ηz¯mm + c.c., (2.201)
37When the tangent vector ξ is identified with a tangent vector to the boundary ∂Σ (and is also coherently
oriented with the standard orientation inherited by that of Σ, see e.g., Fig. 7) then the normal vector η is
inwards-pointing; in the notation of Polchinski [14], ξa = ta and ηa = −na, see Ex. 1.3 in [14] and related
comments on p. 56,57,90 there.
38The quantity Dξzmm is not to be confused with the covariant derivative, ∇ξzmm , which is turn reads:
∇ξzmm = ∂ξzmm + (∂ ln ρm)ξzmm (with ∇ = dzm∇zm and ∇ = dz¯m∇z¯m). (See Appendix D.2.)
39To derive Dξz¯mm = (Dξzmm )∗ one makes use of metric compatibility, Dgzmz¯m = 0, that we raise and lower
indices with the metric, ξz¯mm = gzmz¯mξmzm , and also Dξmzm = dξmzm − (∂ ln ρm)ξmzm . Note also that ρm is
independent of θm.
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where in the (Um, zm) chart ∂ = dzm∂zm (with ∂¯ the complex conjugate). Making use of the
explicit expressions for ξzmm , ηz¯mm , in terms of ρm and θm provided above we can recast the
connection form, ϕm, as:
ϕm = dθm − i(∂ − ∂¯) ln ρ1/2m (2.202)
As noted above this is a differential form on B, the (zm, z¯m, θm) being local trivialising
coordinates. Taking the exterior derivative of ϕm leads immediately to the fundamental
relation:40
dϕm = −iR (2.203)
where we made use of the explicit expression for the curvature tensor, R, given in terms of
ρm in (2.167).
Suppose now that we rotate the frame by an angle αm keeping p fixed. We then obtain
rotated (but still mutually orthogonal and unit-normalised) frame fields, ξ′zmm = eiαmξzmm ,
η
′zm
m = eiαmηzmm , and by (2.198) and (2.202) a new connection form, ϕ′m,
ϕ′m = dαm + ϕm. (2.204)
Since p is fixed this rotation induces motion along a fibre by action of the group, G = U(1).
In particular, ϕ′m = ϕm ◦ G is also a differential form on B. From (2.203) and (2.204) we
obtain dϕ′m = −iR, so that the curvature tensor is invariant under rotations of frame and
since furthermore on patch overlaps, Um ∩ Un, we have R = Rm = Rn, it should therefore
be regarded as a globally-defined 2-form on Σ.
Above we explained that unit tangent vectors that extend to the entire manifold Σ do
not exist unless χ = 0, in that there is a topological obstruction that enforces a given vector
field to vanish at a discrete set of points. Let us suppose that pi ∈ Σ is such a singular point
of ξ, ξ′. In the vicinity of pi (or more generally on Σ \ {p1, p2, . . . } if ξ, ξ′ has a multitude
of singular points in the manifold) and at fixed complex structure the tangent vector ξ is
well-defined, so we can integrate (2.204) along the contour Γi + Γ′i (or Γ + Γ′′i ) indicated in
Fig. 7, such that D is centred at this singular point, pi, and such that there are no other
singular points within D, ∮
Γi+Γ′i
ϕ′m =
∮
Γi+Γ′i
dαm +
∮
Γi+Γ′i
ϕm
40We are being somewhat naive in this discussion; the correct way to approach this development is in
terms of a frame bundle, but placing the current discussion in the latter context would require introducing
additional machinery that we will not be needing below. For a crystal clear discussion along those lines
see [33].
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Making use of Green’s theorem (2.178), we write the contour integrals of ϕm, ϕ′m as integrals
over D, so that taking into account that dϕm = dϕ′m = −iR yields,∮
Γi
dαm =
∮
−Γ′i
dαm =
∮
−Γ′′i
dαm, (2.205)
from which it follows that this contour integral is invariant under continuous deformations
of the simple closed contour containing pi and changes sign when we reverse its orientation.
Since Γi (or Γ′i,Γ′′i ) are simple closed contours (i.e. Jordan curves) the angle αm must return
to itself as we traverse such a contour up to an integer multiple of 2pi (since the tangent
vector is single-valued). This integer multiple is precisely the index of ξ around the singular
point, pi,
Ipi ≡
1
2pi
∮
Γi
dαm. (2.206)
Consider now a closed curve, γ : R → Σ, which we denote by C, and parametrise it
by proper time (or arc length [33]), (which in order to avoid cumbersome notation we write
somewhat imprecisely as γ(s) = s). Let us focus on a local patch, Um, where the line element,
ds2 = ρmdzmdz¯m. Then, a coordinate parametrisation of the curve, C, in the subset Um would
be (zm(s), z¯m(s)), and we may construct a local and continuous (but not necessarily smooth)
section, σm, over Um by also assigning an angle θm to every point (zm, z¯m), i.e.,
σm : (zm, z¯m)→ (zm, z¯m, θm).
So if we suppose that the domain of σm is that determined by the curve of interest, C, (i.e. if
we consider the composition σm ◦ γ) then we obtain a map from the curve arclength to a
point in the fibre over γ(s), namely s 7→ (zm(s), z¯m(s), θm(s)), and this enables us to assign
a smooth unit vector field ξm(s) along C with components,
dzm
ds
= ξzmm (s),
dz¯m
ds
= ξz¯mm (s),
where the s-dependence of the angle, θm(s), is such that the resulting vector field, ξm(s),
is tangent to C for some appropriate parameter range for s. Accordingly, since we want to
integrate ϕm in (2.202) (which lives on Bm) along the curve, C, (which lives in Um) we can
pull it back to Um using the aforementioned section,
(σm ◦ γ)∗ϕm =
(
dθm
ds
− idzm
ds
∂zm ln ρ
1
2
m + i
dz¯m
ds
∂z¯m ln ρ
1
2
m
)
ds. (2.207)
The quantity in the parenthesis on the right-hand side in (2.207) is called the geodesic
curvature, kg(s),
kg(s) =
dθm
ds
− iξzmm (s)∂zm ln ρ
1
2
m + iξz¯mm (s)∂z¯m ln ρ
1
2
m (2.208)
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According to the Gauss-Bonnet theorem (2.186) we should integrate kg(s) over the curve, C,
parametrised by s and choose the curve such that the integral is along the boundary, C = ∂Σ,
and the vector ξ is tangent to C with an orientation (see Fig. 13) induced by that of Σ. If
it so happens that the curve spans various charts we should sum over the contribution from
each chart (while ensuring that we do not integrate over any one subset of C more than
once).
Having gone through the relevant reasoning in detail it is now convenient to keep some
of these details (in particular the pullback by σm ◦ γ) implicit and instead write the result of
integrating (2.208) over ∂Σ as a sum of integrals as follows,
1
2pi
∫
∂Σ
ds kg(s) =
∑
`
1
2pi
∫
C`
dθ` − 14pii
∑
`
∫
C`
(
− ∂ ln ρ` + ∂¯ ln ρ`
)
(2.209)
Clearly, since ρ` is real the last two integrals are equal and we can equivalently write the
result as an integral over the chiral half,
1
2pi
∫
∂Σ
ds kg(s) =
∑
`
1
2pi
∫
C`
dθ` +
1
2pii
∑
`
∫
C`
∂ ln ρ`(z`, z¯`) (2.210)
Referring back to the Gauss-Bonnet theorem (2.186), we see that when we add the surface
and line curvatures given by (2.192) and (2.210) respectively the term, − 12pii
∑
`
∫
C`
∂ ln ρ`(z`, z¯`),
precisely cancels out and we are left with,
i
2pi
∫
Σ
R+ 12pi
∫
∂Σ
ds kg(s) =
i
2pi
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm) +
∑
`
1
2pi
∫
C`
dθ` (2.211)
Notice that the geodesic curvature term provides precisely the necessary boundary term
that appeared already in the second term on the left-hand side in (2.196). In addition, the
Gaussian curvature provides a contribution associated to ‘point curvature’ that we discuss
momentarily. Recall that the first term on the right-hand side of (2.211) will be invariant
under holomorphic reparametrisations only if we pick a cover such that the contours, Cmn,
do not meet a boundary vertex, e.g., if we pick a cover for which boundaries are created
by deleting discs contained within a given subset of charts, {Um}, so that the boundary
components are connected to the remaining surface only via annuli as in the middle and
right-most diagrams in Fig. 15 (in which case there is no patch overlap Um ∩Un in the “near
vicinity” of any one boundary edge).
The second term on the right-hand side in (2.211) gives rise to a sum over angles over the
sectionally-smooth physical boundaries, where the angle, θ`(s), parametrises the direction of
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Figure 12: Illustration of the various tangent vectors and angles that define the rotation
index (2.212). It is to be understood that the bulk of the surface Σ (of which the spiky closed
curve is a boundary) corresponds to the “outside” of the bounded region. The dashed lines
in the diagram on the right denote an arbitrary fixed frame with respect to which the angle
θ(si)± is measured. (In this example m = 6.)
the tangent vector with respect to a fixed frame (only differences in angles enter so further
information about this fixed frame cancels out) for every open set C`. This angle, θ`(s),
is furthermore only well-defined at points where the tangent vector along the boundary is
single-valued. To incorporate the case where the tangent vector along the boundary is not
necessarily single-valued suppose rather that Σ has b sectionally-smooth boundaries, so that
∂Σ is comprised of b disconnected components.41 Every such component is a sectionally-
smooth simple closed curve. Consider one such simple closed curve and let si, i = 1, . . . ,m,
be the arc length measured from a vertex A0 to vertex Ai, such that sm is the arc length of
the curve (with a condition Am+1 ≡ A1 that ensures the curve is closed). At the ith vertex
there are two unit tangent vectors, ξ(si)− and ξ(si)+, tangent respectively to the smooth
arcs Ai−1Ai and AiAi+1 at si, and we let the angle from the tangent ξ(si)− to ξ(si)+ be42
ϕi, −pi < ϕi < pi, referred to as the exterior angle [62] or jump angle [33] at the ith vertex.
See Fig. 12. In addition to the set of jump angles, {ϕi}, there is also the set of angles,
θ(si)− − θ(si−1)+, corresponding to the angle from the tangent vector ξ(si−1)+ to the vector
ξ(si)− (with respect to a fixed frame) after parallel transporting the former to the latter. It
41(In this case the angle θ`(s) is ill-defined, in particular double-valued, at a discrete set of points, so we
adopt the notation θ`(si)± at these points to distinguish the two, corresponding to the angle between the
fixed frame and the vectors ξ(si)±, see below.)
42The angle ϕi is positive when the vector ξ(si)− is rotated in a sense, 	, that is coherently induced by
the orientation, 	, of Σ to reach ξ(si)+ as indicated in Fig. 12.
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is a theorem [33,62] that the sum of all these angles equals 2piγ, with γ the rotation index,
2piγ =
m∑
i
[
θ(si)− − θ(si−1)+
]
+
m∑
i=1
ϕi, γ = ±1. (2.212)
We will not prove this here, but it is not hard to convince oneself of the result (2.212) since
the jump angles simply “fill the gaps” in angle differences not counted in the first term on
the right-hand side (a detailed proof can be found in [33, 62]). In our context of interest
every closed contour appearing in the last term in (2.211) has an orientation induced by that
of Σ, and since we have introduced boundaries by introducing “holes” in Σ it follows that
γ = −1 for every boundary component. The above was for a single connected boundary
component, but now we sum over all boundary components of Σ. The left hand side of
(2.212) then becomes −2pib, the first term on the right-hand side takes the form ∑` ∫C` dθ`
(which coincides with the corresponding term in (2.211)), and the second term on the right-
hand side of (2.212) also results in a simple sum over all jump angles, denoted briefly by ∑i ϕi
where the range of the sum is now over all vertices in every component of every boundary.
(In Fig. 12, e.g., the number of vertices is m = 6.) In particular therefore,
∑
`
1
2pi
∫
C`
dθ` = −b− 12pi
∑
i
ϕi. (2.213)
It is traditional to write the exterior angles, ϕi, in terms of the complementary interior
angles, αi, defined by αi := pi − ϕi. Summarising, (2.211) takes the form:
i
2pi
∫
Σ
R+ 12pi
∫
∂Σ
ds kg(s) +
1
2pi
∑
i
(pi − αi) = i2pi
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm)− b. (2.214)
Let us consider now surfaces with only smooth boundaries, and in particular with bound-
aries such as that shown in the second diagram in Fig. 13, where boundary charts are topo-
logically equivalent to annuli, so that no interior edge reaches any given true boundary of Σ.
For such a smooth boundary the sum ∑i(pi− αi) = 0 since then the interior angles, {αi}, at
the vertices are then all equal to pi: locally, a smooth curve is by definition “straight”.
The left-hand side of (2.214) is precisely the Euler characteristic, quoted in (2.165),
which in turn famously takes the form (2.164), namely χ(Σ) = 2− 2g−b. Setting the latter
relation equal to the right-hand side of (2.214), we recover the relation that we obtained in
the previous subsection associated to Riemann surfaces without boundary:
i
2pi
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm) = 2− 2g (2.215)
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Figure 13: Two smooth physical boundaries of a surface, Σ, their corresponding covers,
chart overlaps, cell decompositions (interpreted as in Fig. 2 and Fig. 4), and canonical ori-
entations induced by the orientation of Σ. The first diagram is associated to a good cover,
since it only contains contractible charts (diffeomorphic to discs), whereas the second is not
associated to a good cover since the boundary chart is topologically an annulus. Complemen-
tary diagrams corresponding to the first and second diagrams here are shown in the first and
second diagrams respectively in Fig. 15.
This is an important consistency check, and it must be the case since as mentioned above
the contours, Cmn, do not meet the boundary (we are not considering a good cover here),
so that boundaries are effectively invisible to (2.215). The contours, Cmn, are still over all
patch overlaps but there are no patch overlaps that coincide with boundaries.
Secondly, we have shown that in the presence of boundary components the integral i2pi
∫
ΣR
(or more precisely the right-hand side in (2.192)) is not conformally-invariant unless we con-
sider a ‘good cover’ and one needs to add boundary terms to make it conformally-invariant.
The left-hand side in (2.214) is well-defined independently of the choice of cover. From
(2.192), making use of the explicit expression for the curvature tensor given in (2.167), and
taking into account (2.215), we learn that:
1
2pi
∫
Σ
d2z ∂z¯∂z ln ρ(z, z¯)− 12pii
∫
∂Σ
dz∂z ln ρ(z, z¯) =
1
2pii
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm) (2.216)
is also well-defined when ρ(z, z¯) is evaluated in the relevant chart inherited by the atlas
associated to our chosen cover (which is such that the contours, Cmn, never reach boundary
vertices). Any ill-defined terms on the left-hand side in (2.216) cancel between the first and
second integrals, so that the result (on the right-hand side) is given entirely in terms of the
fundamental data defining the Riemann surface, namely holomorphic transition functions
satisfying appropriate cocycle relations (that were in turn defined in Sec. 2.1.3).
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On a related note, and just as importantly, notice that if we naively applied Green’s
theorem (2.177) to (2.216) we would conclude that the left-hand side in the latter is zero
– this is clearly not the case, the obstruction being precisely the Euler characteristic. Of
course, Green’s theorem does not apply directly to (2.216) because the integrand in the
second term on the left-hand side is not globally defined (it does not transform as a tensor
on patch overlaps), which is to be expected since the integrand is essentially a connection.
In string perturbation theory we encounter such integrands (i.e. local sections that do
not extend to global sections so that that the underlying bundles are non-trivial), and in
this section we have derived and shown very explicitly one way to deal with this subtle issue,
even if we do not adopt a good cover. Namely we decompose the manifold into charts, and
we can also allow for annular charts in the vicinity of boundaries. On any one such chart
the corresponding integral is well-defined and we can use Green’s or Stoke’s theorem. We
then glue these together paying careful attention to any boundary terms that arise. We will
of course go through the relevant reasoning for the path integral measure in detail below.
Before closing this section it will be useful (for what follows) to also display an equivalent
expression to (2.216). Let us suppose that Σ has only a single boundary component that is
(in the spirit of the above comments) in turn created by removing a disc D′ of radius |z1| = r
from the cell D ≡ V1 ⊂ U1 (in the chart (U1, z1)), and that the resulting range of z1 is now
r < |z1| < 1. So z1 is an annulus coordinate on, D −D′, see Fig. 7 on p. 68. The boundary
of the annulus associated to |z1| = r is therefore identified with ∂Σ (but with opposite
orientation with respect to the z1 coordinate) and (2.216) may (somewhat imprecisely) then
be written as:
1
2pi
∫
|z1|>r
d2z1 ∂z¯1∂z1 ln ρ1(z1, z¯1) +
1
2pii
∫
|z1|=r
dz1∂z1 ln ρ1(z1, z¯1) =
1
2pii
∑
(mn)
∫
Cmn
∂ ln f ′nm(zm)
(2.217)
Using Green’s theorem (2.177) (see Fig. 7) it is an elementary exercise to show that:
1
2pii
∫
|z1|=1
dz1∂z1 ln ρ1 =
1
2pi
∫
1>|z1|>r
d2z1 ∂z¯1∂z1 ln ρ1 +
1
2pii
∫
|z1|=r
dz1∂z1 ln ρ1. (2.218)
Now since the left-hand side of the latter relation is independent of r so is the right-hand
side. Adding terms associated to the remaining Riemann surface (|z1| > 1) to the left- and
right-hand sides in (2.218) implies immediately that (2.217) is independent of the radius,
r. An analogous observation in the context of the path integral measure below will allow
us to transition from a path integral with a boundary of radius r to a path integral with a
puncture, precisely by considering such a cover and demonstrating the same r-independence
91
which allows us to take the limit r → 0. This is the essence of why path integrals factorise
in string theory, and more precisely ‘why’ we can represent intermediate states by a pair of
local offshell vertex operators (whose quantum numbers are summed/integrated over).43
This pair of local vertex operators will correspond to the handle operators we are aiming to
construct. Since we need to integrate over complex structures, we need to primarily specify
a gauge slice in moduli space, and then unravel how the corresponding handle operators
change as we move along this gauge slice. Since different gauge slices in moduli space give
rise to different path integral measures, we will begin (in the following section) by studying
the path integral measure (first in general and then for a specific globally well-defined mod
U(1) slice) in detail.
3 The Path Integral Measure
In this section we consider the path integral measure in detail, paying careful attention
to boundary contributions arising from cutting open the path integral across various (trivial
or non-trivial) homology cycles. To be precise, the quantity of interest is the path integral
measure associated to integrating over worldsheet metrics (in particular complex structures
modulo diffeomorphisms), but we take the corresponding Fadeev-Popov ghost or BRST out-
look throughout [14, 31]. In this formulation the measure associated to integrating over
metrics becomes (at a fixed loop order) a finite dimensional (moduli space) integral with an
appropriate Jacobian factor that determines a gauge slice in moduli space. This Jacobian
factor is in turn written in terms of ghosts and transition functions of the underlying surface,
and takes different forms depending on which cycles we wish to cut open or pinch and how
we wish to distribute or partition the various moduli of the underlying surface. To orient
the discussion, we begin with a subsection on a very brief discussion of the full path integral
before focusing on the measure.
3.1 Full Path Integral I: ‘Fixed Picture’
The general starting point is the following expression for (the connected part of) generic
closed string S-matrix elements [14], Sg,n ≡ Sg(1; . . . ;n), at genus g and with n fixed-picture
43It may be of interest to notice the parallel reasoning presented in [10] associated to eqn. (23) there and
the reasoning explained below eqn. (25) there, but we will come to this below.
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vertex operator insertions, Vˆj,
Sg,n = e−χ(Σg)Φ
∫
Mg,n
d2mτ
nR
〈 m∏
k=1
BˆτkBˆτ¯k
n∏
j=1
Vˆj
〉
Σg
(3.219)
The measure contributions, BˆτkBˆτ¯k , are discussed and defined in Sec. 3.3-3.10. We are
working in the BRST formalism, a handful of early references being [49, 66], see also [67].
(Corresponding early references for the path integral measure in terms of determinants are
[68,69], see also [70] and [71,72]). The correlation function, 〈. . . 〉Σg , denotes a path integral
over ghost and matter fields,
〈. . . 〉Σg :=
∫
D(b, c, . . . ) e−I(b,c,... )(. . . )
where we suppress the matter contributions (so that the discussion in this section remains
true for arbitrary string backgrounds provided the total central charge vanishes), and the
relevant (Euclidean worldsheet and spacetime signature) action [14] is denoted by I(b, c, . . . ).
The quantity χ(Σg) = 2− 2g is the standard Euler characteristic, see Sec. 2.5, and m is the
total number of (complex) moduli,
m =

0
n− 3
1
n
3g− 3 + n
(for g = 0 and n = 0, 1, 2)
(for g = 0 and n ≥ 3)
(for g = 1 and n = 0)
(for g = 1 and n ≥ 1)
(for g ≥ 2 and n ≥ 0)
(3.220)
Notice that if n ≥ 3 the number of moduli is always 3g− 3 + n, for all g = 0, 1, 2, . . . .
In writing down (3.219) we have defined:
d2mτ := d2τ 1 . . . d2τm
= idτ 1 ∧ dτ¯ 1 ∧ · · · ∧ idτm ∧ dτ¯m, (3.221)
with i2 = −1, whereas the positive integer nR in (3.219) corresponds to the (finite) order of
any residual discrete group of symmetries not fixed by the conformal gauge choice [14]. The
full expression for S-matrix elements associated to n asymptotic vertex operator insertions
is obtained from (3.219) by summing over topologies,44
Sn =
∞∑
g=0
Sg,n
44We might sometimes denote the genus g = 0 (sphere) contribution, S0,n, by SS2(1; . . . ,n), and the genus
g = 1 (torus) contribution, S1,n, by ST 2(1; . . . ,n). In the absence of vertex operators (where n = 0) the
latter will be denoted by ZT 2 (or Zg at arbitrary genus, g).
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We adopt covariant normalisation for external onshell vertex operators in a mass eigenstate
basis, whereby the tree-level (g = 0) contribution to two-point amplitudes in the special case
of D flat non-compact dimensions reads [73]:
SS2(1; 2) = 2k01(2pi)D−1δD−1(k1 − k2)δj1,j2 , (3.222)
and j1, j2 denotes any remaining quantum numbers other than the momenta, k1, k2. (See
also [74] for an interesting suggestion about how to arrive at (3.222) in the BRST formulation,
at least for open strings45) The defining properties of external fixed-picture physical vertex
operators, Vˆj, and some comments on their offshell extension are discussed in the following
subsection.
A note on notation: it is often useful to think in terms of real moduli rather than complex
moduli, and/or often rather than Bˆτk or Bˆτ¯k we will write Bˆk, or Bˆtk , or Bˆq, or Bˆzv , etc.,
depending on context. It is always to be understood that the normalisation of the full path
integral is chosen to be consistent with the expressions in terms of complex moduli (3.219)
and (3.221), and the normalisation of the full amplitude is in turn always fixed by unitarity
and/or factorisation [14, 75]. In fact, the normalisation of the full S matrix is already fixed
by (3.222), but it took a while for this to be understood (a related discussion is in [73]).
3.2 External Vertex Operators
Let us briefly discuss the conditions that must be satisfied by vertex operators used in the
path integral (3.219). We begin with the onshell case and then discuss the offshell extension.
BRST-Invariant Vertex Operators
The simplest context is when external vertex operators do not receive quantum correc-
tions. Quantum corrections can be induced by mass renormalisation [19,20,76,77] when we
consider vertex operators whose mass is not protected by a symmetry. Quantum corrections
can also be induced by background shifts via the Fischler-Susskind mechanism [78,79], see in
particular [10,11,21], Sec.7 in [31], and the more recent dedicated study [80], whereby in the
presence of non-vanishing massless tadpoles one needs to destroy tree-level conformal invari-
ance (including the tree-level Virasoro physical state conditions below) in order to restore
45The closed string calculation in [74] is perhaps not entirely satisfactory because external states are not
annihilated by b0 − b˜0; see the associated comment regarding the necessity of this condition in Sec. 3.2
(combined with the fact that S2 has positive curvature). The derivation outlined in Sec. 3.11, which is
essentially a hybrid of the Polyakov and BRST approach, works in all cases.
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it at loop-level. This is because [56] although tadpole cancellation deforms the background
equations of motion, the first variation of the deformed background equations of motion de-
termine the corrected physical state conditions for external vertex operators. Finally, there is
typically also wavefunction renormalisation [81]. So when all such corrections are absent, or
if one restricts attention to genus g = 0 and g = 1 amplitudes where such corrections are of
higher order in string loops, one can [14,31] identify asymptotic (fixed-picture) vertex opera-
tors, Vˆj, with conformal primaries of ghost number two and conformal weight (h, h˜) = (0, 0).
More precisely, in the absence of such quantum corrections one can always choose:
Vˆj = c˜cVj, (3.223)
where Vj is a matter46 primary of weight (1, 1). This condition is equivalent the Virasoro
physical state conditions, which is to choose Vj in (3.223) to satisfy:
L0Vj = Vj, and LnVj = 0, (n ≥ 1), (3.224)
with similar relations for the anti-chiral half.
When it is possible to use such primaries as asymptotic states things become extremely
simple, because these vertex operators, Vˆj, transform as scalars on patch overlaps and are
hence manifestly globally-defined on any Riemann surface. That is, given two coordinate
charts, (Um, zm) and (Un, zn), then if p ∈ Um ∩ Un 6= ∅ there will be a corresponding
holomorphic transition function zm(p) = fmn(zn(p)), and the corresponding normal-ordered
vertex operators at p in the zm and zn charts respectively will be related by:
Vˆ (zm)(p) = Vˆ (zn)(p), with zm = fmn(zn).
It will be useful for the generalisation that follows to note also that total (i.e. matter plus
ghost) conformal weight (h, h˜) vertex operators of the specific form (3.223) also satisfy:
QB · Vˆj =
(
h∂c− h˜∂¯c˜
)
Vˆj
QB · Vj = ∂(cVj) + ∂¯(c˜Vj) + h∂cVj + h˜∂¯c˜Vj,
(3.225)
as can be checked explicitly using the explicit expressions (3.223) and (3.224), as well as
the expression for the BRST charge (A.671). So fixed picture vertex operators of the form
(3.223) are BRST-invariant when (h, h˜) = (0, 0), whereas the matter (or more generally
integrated-picture) vertex operators, Vj, are BRST-invariant when (h, h˜) = (0, 0) up to a
total derivative.
46More generally, and also below, vertex operators without a “hat”, ˆ, are in integrated picture (but are
not necessarily constructed solely out of matter contributions).
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For the reasons given above we need to be able to go offshell [13]. With this objective
in mind it is necessary [13] to abandon the identification of external vertex operators, Vˆj,
with conformal primaries (3.223) and (3.224), and sufficient to rather elevate the Virasoro
physical state conditions to the more general notion of BRST invariance [10]. More precisely,
an appropriate generalisation is the following.
We primarily elevate the above requirement of conformal invariance to BRST invariance.
In particular, the fixed-picture asymptotic state vertex operators, Vˆj, used in the path integral
(3.219), will be required (before quantum corrections) to be annihilated by the BRST charge,
QB, (modulo BRST-exact terms), and it is also necessary that they be annihilated by b0− b˜0:
Vˆj ∈ kerQB/ImageQB, and (b0 − b˜0)Vˆj = 0 (3.226)
But they need not satisfy the Virasoro conditions above. We also choose not to restrict to
definite ghost number (the usual choice [13] being to restrict to ghost-number two for closed
strings), since as we will see having indefinite ghost number is not only natural but is also
efficient if one wishes to capture arbitrarily excited string states with one fairly simple local
operator. Finally, in addition to (3.226) we can also require that external vertex operators
satisfy the Siegel gauge condition:
(b0 + b˜0)Vˆj = 0 (3.227)
That such a projection (3.227) always exists follows immediately from the explicit ex-
pression for handle operators that we derive, e.g., in Sec. 7.6, but the underlying reasoning is
actually independent of the matter CFT. In particular, and jumping ahead slightly, the pre-
cise reasoning leading to the additional condition (3.227) amounts to the fact that it is always
possible to pick a slice in moduli space whereby we associate both pinch and twist moduli to
every internal handle (whether it is homologically trivial or not) in amplitudes of arbitrary
genus. In that case, the corresponding handle operators are effectively annihilated by both
b0 and b˜0, see (7.562), due to the contribution, BˆqBˆq¯ ∝ b0b˜0, from the path integral measure
associated to this gauge slice (see also Sec. 3.8). Therefore, since external physical states
(due to unitarity) correspond to only a subset of the full set of offshell states associated to
handle operators (which in addition contain unphysical and BRST-exact contributions when
taken onshell) it is immediate that we can always enforce (3.227) without loss of generality.
The statements in the previous paragraph are for onshell physical vertex operators that
can be used as asymptotic states in string path integrals (3.219). Before discussing the
offshell generalisation there are two crucial points we wish to elaborate on:
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• L0 − L˜0 = 0 : The physical state conditions (3.226), due to the identity {QB, b0−b˜0} =
L0 − L˜0, automatically imply fixed-picture vertex operators, Vˆj, are annihilated by
L0 − L˜0. This ensures that they are insensitive to phase rotations of the local frame
used to define them Vˆ (zj)j (pj) = Vˆ
(zj/eiθ)
j (pj). The reason as to why this is a fundamental
requirement is because this phase, eiθ(pj), is not globally well-defined as we discussed in
Sec. 2.5.2; the corresponding manifestation in terms of holomorphic normal coordinates
was derived in Sec. 2.4.2).47 Since this is an important point let us briefly summarise
the relevant conclusion of the discussion in Sec. 2.5.2. In order to be able to define such
a phase one should be able to determine relative angles of tangent vectors on a general
Riemann surface. If a tangent vector vanishes at certain points on Σ angles cannot
be defined at these points using this tangent vector. So in particular one needs to be
able to define non-vanishing tangent vectors globally on Σ in order to define such a
phase globally. But this is impossible by Hopf’s index theorem (2.199) unless the Euler
characteristic vanishes, χ(Σ) = 0. So such a phase is not globally well-defined, and
the obstruction is topological, namely the Euler number. So requiring external vertex
operators be insensitive to this phase, Vˆ (zj)j = Vˆ
(zj/eiθ)
j , removes this U(1) ambiguity.
• b0 − b˜0 = 0 : That the b0 − b˜0 condition in (3.226) is necessary was elegantly (but
formally) explained on general grounds by Witten in Sec. 2.4.4 in [31], which essentially
summarises the result of Nelson’s short paper [15]. The b0− b˜0 condition is also adopted
in string field theory, but the motivation there is that [82] it is not known how to write
down a kinetic term and interaction terms for string fields unless they are annihilated
by b0− b˜0 and L0−L˜0. In fact, one does not need to rely on a formal argument, and one
can instead derive it by explicit calculation and independently of string field theory. We
do so in Sec. 6.4, where the essential conclusion will be that if a fixed-picture vertex
operator,48 Vˆj, satisfies QBVˆj = 0, then the corresponding integrated-picture vertex
47Perhaps we should emphasise that this phase depends only on the base point, pj (which in an auxiliary
coordinate system is denoted by σj), with respect to which the frame coordinate, zσj (σ), is defined and it
does not depend on σ. So for a given base point (i.e. a given frame) it is a global U(1) but becomes a local
U(1) under base-point shifts. The conclusion of the above discussion is that it is not possible to define θ(σj)
at every point σj ∈ Σ, and in particular that it must be ill-defined at a discrete set of points in Σ when the
Euler characteristic, χ(Σ) 6= 0.
48The quantities Bˆzv Bˆz¯v are the path integral measure contributions that translate fixed- to integrated-
picture vertex operators [10], and a careful and explicit derivation using holomorphic normal coordinates is
one of the main objectives of this document, see Sec. 3.9 and Sec. 3.10 for a derivation using a metric and
transition functions respectively.
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operator, Vj = d2zvBˆzvBˆz¯v Vˆj, satisfies,
QBVˆj = 0 ⇒ QBVj = iR(b0 − b˜0)Vˆj + dWˆj (3.228)
where R is the curvature tensor of Σ (see Appendix D.4) and dWˆj is a total derivative
of a local normal-ordered operator.49 This relation (3.228) is derived using holomorphic
normal coordinates which corresponds to choosing a (global, modulo the immaterial
U(1) phase eiθ(pj) commented on above) non-holomorphic (with respect to shifts of the
base point, σj, of the frame) section of the bundle [15, 31] Pˆg,n → Mg,n and hence
leads to a globally well-defined construction. Indeed, as we show by explicit compu-
tation in Sec. 5.6, there are no ‘Wu-Yang’ boundary terms when using holomorphic
normal coordinates to choose a section of Pˆg,n → Mg,n, (as briefly commented on
already in [10,15]) and hence one can integrate by parts the quantity dWˆj and pick up
contributions only from the boundary of moduli space (as opposed to also picking up
“fictitious” boundary contributions from patch overlaps). Therefore, from (3.228) we
see that QBVj will decouple up to a total derivative provided (b0− b˜0)Vˆj = 0. The fact
that the curvature, R, appears is reminiscent of the fact that the obstruction is global
(and this is also consistent with Hopf’s index theorem, see Sec. 2.5.2 and (2.199) there).
To conclude, the b0− b˜0 = 0 constraint in (3.226) is derived from the requirement that
when fixed-picture vertex operators are BRST-invariant then integrated vertex opera-
tors should be BRST-closed up to total derivatives:
QBVˆj = 0
QBVj = dWˆj
 ⇒ (b0 − b˜0)Vˆj = 0 (3.229)
The analogy between (3.229) and (3.225) is immediate when h = h˜ = 0 is enforced in
the latter.
Let us also point out that the b0 − b˜0 = 0 and L0 − L˜0 = 0 constraints on fixed-picture
vertex operators are in general independent unless these vertex operators are BRST-invariant.
This is due to the relation,
L0 − L˜0 = {QB, b0 − b˜0},
49In Sec. 6.4 the derivation of (3.228) was carried out for arbitrary local operators Aˆ (z)a (such as those
associated to handle operators) but in the current section we are only interested in the subset Vˆj ⊂ {Aˆ (z)a }
which can be identified with external vertex operators. Also, the derivative is outside the normal ordering, so
we could have more precisely written d :Wˆj : on the right-hand side in (3.228). Derivatives do not commute
with conformal normal ordering in general, and it is because the derivative is outside the normal ordering
that we can freely integrate by parts using Stoke’s theorem.
98
which holds as an operator statement inside the path integral. Notice in particular that
(b0 − b˜0)Vˆj = 0 implies that also (L0 − L˜0)Vˆj = 0 if and only if QBVˆj = 0.
Offshell Extension
Having recast the physical state conditions as above the extension to an offshell descrip-
tion is essentially immediate. Namely, we are to drop the BRST-invariance condition from
(3.226) but retain the following conditions [13,19,20,80]:
(L0 − L˜0)Vˆj = 0, and (b0 ± b˜0)Vˆj = 0 (3.230)
and then one writes down a complete set of states satisfying these constraints. These states
can be used to compute offshell amplitudes. For the reasons explained above, we can still
require the Siegel gauge conditions (3.227). As discussed in [13, 19, 20, 80] it is essential
that a gluing compatibility condition is satisfied. This requirement demands that close to a
boundary of moduli space where a punctured Riemann surface, Σ, used for computing an
amplitude can be represented by two separate punctured Riemann surfaces, Σ1 and Σ2, glued
together using plumbing fixture, the choice of local coordinates at the external punctures of
Σ must agree with those induced from the choice of local coordinates at the punctures of
Σ1 and Σ2. Although the resulting offshell amplitudes then depend on the choice of local
coordinates, the corresponding renormalised masses and S-matrix elements are independent
of this choice [19, 20]. Also, the different offshell amplitudes that can be obtained by using
different sets of coordinates are all related by field redefinitions in the corresponding string
field theory.50
In the following subsections we discuss the measure contribution, ∏mk=1 BˆτkBˆτ¯k , in detail
and from various viewpoints, focusing in particular on local and global aspects and various
gauge slices in moduli space (sections of Pˆg,n → Mg,n), namely explicit realisations with
explicit choices of coordinates (associated to choosing holomorphic normal coordinates and
generic worldsheet curvature, R) induced by cutting open the path integral across different
cycles.
3.3 In Terms of Transition Functions I: ‘No Boundaries’
We will now focus on the path integral measure contribution associated to integrating
over worldsheet metrics (in the BRST formulation) in detail. Namely, it remains to specify
50DS thanks Ashoke Sen for explaining this to him.
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the insertions:
m∏
k=1
BˆτkBˆτ¯k , (3.231)
in (3.219), in relation to cutting and gluing path integrals across various (trivial or non-
trivial) homology cycles, and in particular to choose a convenient gauge slice. We will not
define these insertions quite yet. Suffice it to say for now that the quantities (3.231) are
closely related to the natural pairing [49, 66] between a Beltrami differential, µ = dz¯µ zz¯ ∂z,
(and its complex conjugate µ¯ = dzµ z¯z ∂z¯), and the Grassmann-odd anti-ghost, b = bzzdz2,
(and its anti-chiral half, b˜ = b˜z¯z¯dz¯2),
B = 12pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
. (3.232)
The quantities µ, b are tensors and so this integral is globally-defined. Notice that the
quantities in (3.231) (in addition to a subscript) have a ‘ ˆ ’ to distinguish them from (3.232).
Since we wish to cut open the path integral across various cycles we also need to consider
(3.232) in the presence of boundaries.
In particular, it will be useful to expose certain boundary terms in (3.232). The role of
these boundary terms is twofold:
(1) They will enable us to take into account that the “shape of a puncture” where a local
operator is inserted (associated perhaps to a handle that is cut open via operator-state
correspondence) changes as it is translated across the relevant Riemann surface due
to Ricci curvature. Furthermore, we will carry out the computation for general Ricci
curvature, so that the resulting insertions are covariant [10,56].
(2) They will enable us to pick a globally well-defined (modulo U(1)) gauge slice in moduli
space where the various moduli are “as decoupled as possible”. E.g., measure contri-
butions associated to translations of handles (or local operators after having cut open
these handles) and those associated to pinching and twisting will be independent.
We will rely heavily on the formalism developed in Sec. 2. As discussed there the chiral
half, µ zz¯ , is best thought of as the component of a vector-valued (0, 1)-form on Σ, and51
51As also discussed below in detail, Beltrami differentials deform complex structure only modulo shifts [31],
µ zz¯ → µ zz¯ + ∂z¯uz, for u = uz∂z a globally-defined vector field on Σ or a locally-defined holomorphic vector.
When uz∂z is locally or globally defined but holomorphic in z the assertion is obvious. When uz∂z is not
holomorphic (e.g. it may instead be smooth) but globally-defined the assertion requires global information
and will be discussed below. (Perhaps we should mention also that we are not assuming the equation of
motion, ∂z¯bzz = 0, is satisfied in particular the left-hand side will be non-vanishing at a discrete set of points
and whether it contributes will then depend on what operator is inserted at these points.)
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is associated to complex structure deformations of Σ. Conventions regarding the chiral
component, bzz, are spelt out in Appendix A. This operator, bzz, has a Laurent expansion
in any one chart. Whether the poles associated to this Laurent expansion contribute or not
depends on whether there are other operator insertions on the chart where it is inserted (we
will make this entirely explicit momentarily).
We will see that the aforementioned boundary terms (which are somewhat to those re-
quired to make the Euler characteristic a topological invariant in Sec. 2.5) are reflected here
(from one viewpoint) in the poles of the Laurent expansion just mentioned. This will make
sharp the statement that given a Riemann surface with boundaries (and corresponding states
on these boundaries) we can pick a gauge slice that enables us to shrink these boundaries to
points, and recast the same surface as a Riemann surface with punctures (and corresponding
local vertex operators inserted at these). This is usually referred to as the operator-state
correspondence [14], which will in turn play a staring role when we cut open path integrals.52
Let us consider a closed oriented Riemann surface, Σ, with no “extended” boundary
component (by which we mean that Σ may have punctures, so, technically, Σ will be allowed
to have co-dimension-2 boundaries but no co-dimension-1 boundaries yet). As just alluded
to, locally bzz, b˜z¯z¯ have Laurent expansions around any given base point as in (A.666) with
corresponding modes as in (A.667). In particular, given a cover U = ⋃m Um of Σ, see
Sec. 2.1.3, with charts {(Um, zm)} and centred coordinates in each chart, zm(pm) = 0 (we
may somewhat imprecisely think of this as defining the point pm ∈ Um ⊂ Σ), in any one such
chart we have:
bzmzm(z) =
∑
n∈Z
b(zm)n
zn+2
b(zm)n =
1
2pii
∮ dz
z
zn+2bzmzm(z).
(3.233)
As discussed in Appendix A.2 and A.3, b(zm)n ≡ b(zm)n (pm) which indicates that the mode is
based at the same point pm ∈ Σ at which the frame is based. The contour integral is around
a small circle containing the image of pm in the zm chart coordinates with the standard
52To make further preliminary contact between the current section and the calculation of Sec. 2.5 let us
further note from the outset that the operator-state correspondence is intimately related to the fact that
the result (2.216) is independent of the radii of the various boundary components, so we can shrink them
to points resulting in a conformally-equivalent punctured surface. There will be an analogue of this for the
path integral measure.
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orientation. There are similar relations for the anti-chiral halves,
b˜z¯mz¯m(z¯) =
∑
n∈Z
b˜(z¯m)n
z¯n+2
b˜(z¯m)n = −
1
2pii
∮ dz¯
z¯
z¯n+2b˜z¯mz¯m(z¯).
(3.234)
Note also that z is the coordinate of a given point p ∈ Um ⊂ Σ (in the zm frame coordinates),
in particular z = zm(p), and it is to be understood that, e.g., bzmzm(z) is the field evaluated
at z in the zm chart coordinates.53
Furthermore, by the Dolbeault-Grothendieck lemma [24], see Appendix C.3, given a good
cover U of Σ, in any one chart (Um, zm) there exists a locally-defined vector vm = vzmm ∂zm ,
v¯m = v¯z¯mm ∂z¯m (with v¯m ≡ v∗m the complex conjugate) such that when µ is restricted to a
simply-connected open set Um:
µ zmz¯m
∣∣∣
Um
= ∂z¯mvzmm , and µ z¯mzm
∣∣∣
Um
= ∂zm v¯z¯mm (3.235)
We have added a subscript m to vzmm , v¯z¯mm to indicate that (3.235) only holds locally, in
particular within Um. It is crucial that (3.235) only holds locally, since otherwise B in
(3.232) would be mostly (but not necessarily entirely) trivial; we make this statement sharp
below.
Taking into account the information in the preceding two paragraphs we wish to evaluate
(3.232). We will proceed as in our warmup calculation in Sec. 2.5, starting from the chiral
half. “Boundary” contributions will take on a different guise here, in terms of punctures.
Again, we insert a partition of unity, ∑m λm = 1, subordinate to the open cover U and
again perform a cell decomposition, V = {Vm}, allowing us to replace integrals over Σ by a
sum of integrals over (non-overlapping) cells {Vm}, recall Fig. 6 (on p. 66) and the discussion
thereabouts. Namely, the steps analogous to (2.169) and (2.175) read:54
1
2pi
∫
Σ
d2z µ zz¯ bzz =
1
2pi
∫
Σ
d2z µ zz¯ bzz
(∑
m
λm
)
= 12pi
∑
m
∫
Vm
d2zm µ
zm
z¯m bzmzm ,
(3.236)
53A clarification is already in order. The location of the poles in these Laurent expansions act as “place-
holders” for any potential punctures (where external vertex operators or even local operators associated
to string loops might inserted) that might be present (in the radial quantisation sense). This will become
entirely transparent in what follows.
54We could have equivalently written bzmzm as b(zm)(p), where zm(p) corresponds to the argument of
integration in the zm frame.
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where we made use of the general result (2.170) derived there, which in turn implies that
(3.236) is independent of a specific choice of partition of unity, though this is not manifest.
The sum over m is over all cells Vm ⊂ Um of the cover U . It is useful to have the diagrams
of Fig. 6 in mind.
Next, taking into account that Vm ⊂ Um is simply-connected (diffeomorphic to a disc),
we make use of Dolbeault-Grothendieck lemma which led to (3.235) to rewrite (3.236) as
follows,
1
2pi
∫
Σ
d2z µ zz¯ bzz =
1
2pi
∑
m
∫
Vm
d2zm
(
∂z¯mv
zm
m
)
bzmzm
= 12pi
∑
m
∫
Vm
d2zm ∂z¯m
(
vzmm bzmzm
)
− 12pi
∑
m
∫
Vm
d2zm v
zm
m ∂z¯mbzmzm
= 12pii
∑
m
∮
∂Vm
dzm v
zm
m bzmzm −
1
2pi
∑
m
∫
Vm
d2zm v
zm
m ∂z¯mbzmzm ,
(3.237)
where in the second equality we integrated by parts, and in the last equality we used Green’s
theorem (C.694) for the first term (the orientation of ∂Vm being, as usual, counterclockwise
with respect to Vm, which is in turn the standard orientation inherited from that of Σ).
Let us consider now the second term on the right-hand side of the last equality in (3.237).
According to the Laurent expansion in (3.233), the components bzmzm are holomorphic in Um
except at zm = 0, and in particular we pick up delta function contributions:55
∂z¯mbzmzm(zm) =
∑
n≥−1
(−)n+1
(n+ 1)!b
(zm)
n 2pi ∂n+1zm δ
2(zm), (3.238)
where we took into account that derivatives commute and also ∂z¯mz−1m = 2piδ2(zm), which
in turn is a direct consequence of the generalised Cauchy integral formula and Green’s the-
orem.56 Only the range n ≥ −1 survives in the corresponding Laurent expansion, because
the terms with n < −1 are holomorphic and are therefore annihilated by the anti-chiral
derivative, and this determines the corresponding range in the sum over n in (3.238).
55The notation ∂z¯mbzmzm(zm) is really shorthand for ∂z¯bzmzm(z)|z=zm , where in this context (. . . )|z=zm
means ‘evaluate (. . . ) at z = zm’.
56Given a C1 complex function w(z, z¯) and the notation of Fig. 7, the ‘generalised Cauchy integral formula’
at a point ζ, ζ¯ in D reads [23]:
w(ζ, ζ¯) = 12pii
∮
Γ
dz
w(z, z¯)
z − ζ −
1
2pi
∫
D
d2z
∂z¯w(z, z¯)
z − ζ . (3.239)
A derivation is included in Appendix C.2. Integrating by parts in the second integral of the right-hand
side in (3.239) and using Green’s theorem (C.694), the resulting boundary term cancels the first integral
on the right-hand side in (3.239). Then, on account of the defining property of the Dirac delta function,
w(ζ, ζ¯) =
∫
d2z w(z, z¯)δ2(z − ζ), the above yields precisely ∂z¯z−1 = 2piδ2(z).
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We substitute (3.238) into the last term on the right-hand side in (3.237) and integrate by
parts to remove the derivatives from the delta function. This integration by parts does not
produce additional boundary terms because the delta function only has support at zm = 0
(which is within Vm). All in all, we learn that (3.237) is equal to:
1
2pii
∑
m
∮
∂Vm
dzm v
zm
m bzmzm −
∑
m
∑
n≥−1
1
(n+ 1)!∂
n+1
zm v
zm
m (pm)b(zm)n (pm), (3.240)
and we could have equivalently written vzmm (0) or vzmm (z, z¯)|z=z¯=0 for the same quantity
vzmm (pm) since zm(pm) = 0. Including the contribution from the anti-chiral half, which is
entirely analogous, we learn that the quantity B defined in (3.232) reads:
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
=
∑
m
1
2pii
∮
∂Vm
(
dzm v
zm
m bzmzm − dz¯m v¯z¯mm b˜z¯mz¯m
)
−∑
m
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)
.
(3.241)
Upon interpreting this result it is to be understood that (3.235) provides the bridge between
the globally-defined Beltrami differentials, µ, and the locally defined vectors vm for every
chart labelled by m.
It is important to emphasise that the derivation leading to (3.241) assumed we are con-
sidering a good cover, because this is where the Dolbeault-Grothendieck lemma leading to
(3.235) applies.
It will be useful to now rewrite (3.241) to make manifest the fundamental data (namely
holomorphic transition functions satisfying appropriate cocycle relations) that defines our
Riemann surface of interest.
Proceeding by direct analogy to the derivation leading from (2.176) to (2.181) in Sec. 2.5.1,
let us consider the contour integral terms in (3.241). For every m, the contours ∂Vm are
along the boundaries of the Vm and are coherently oriented with the orientation of Σ (i.e. in
a counterclockwise sense with respect to Vm), see Fig. 6 and Fig. 9. Every such boundary
∂Vm consists of one or more segments {Cmn, Cm`, . . . } that meet at triple or higher inter-
sections.57 The segments {Cmn, Cm`, . . . } are then curves that traverse patch intersections
{Umn, Um`, . . . } in the figure that begin and end at the vertices contained in {Umn`, . . . }. To
every contribution along Cmn arising from ∂Vm there is a contribution with opposite orien-
tation from the curve Cnm(= −Cmn) that arises from the boundary integral along ∂Vn, so
57Eventually it will be useful to depart from the requirement of a ‘good cover’, so that we allow for annular
chart overlaps, where the Cmn will also be allowed to close.
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the sum over m in the contour integral terms in (3.241) can therefore be rewritten as a sum
over pairs, (mn), of curves as follows (see Fig. 9),
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
=
=
∑
(mn)
1
2pii
∫
Cmn
[
dzm
(
vzmm − vzmn
)
bzmzm − dz¯m
(
v¯z¯mm − v¯z¯mn
)
b˜z¯mz¯m
]
−∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
]
.
(3.242)
Let us pick a gauge slice in moduli space such that the Beltrami differential can be
expanded as in (2.80), where {t1, t2, . . . } are an appropriate set of coordinates in moduli
space, µ = µkdtk, (although we will not yet specify the precise coordinate choices). Taking
also (3.235) into account we can write the components, µk, in the chart (Um, zm) more
precisely as µ zmkz¯m |Um = ∂z¯mvzmkm. This enables us to make use of (2.96), according to which
the terms associated to sums over pairs, (mn), on the right-hand side of (3.242) can be
written entirely in terms of the fundamental data defining the Riemann surface, namely the
holomorphic transition functions, fmn(zn, t),
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
=
=
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn, t)
∂tk
∣∣
zn
bzmzm − dz¯m
∂f¯mn(z¯n, t¯)
∂tk
∣∣
z¯n
b˜z¯mz¯m
)
−
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
] (3.243)
The sum over m on the right-hand side of (3.243) is such that the mth term in the
summand is evaluated at the point pm ∈ Um where the coordinate system of the (Um, zm)
chart is centred (recall that zm(pm) = 0). If there is no other operator insertion at pm
then these terms vanish, since by (A.674b) the b−1, b0 and bn for n ≥ 1 all annihilate the
SL(2,C) vacuum, and more precisely the contours that define these modes in the contour
integral representation in (3.233) can then all be shrunk to zero without obstruction and the
corresponding contour integrals vanish.
The terms in the sum over m on the right-hand side of (3.243) cannot be written in
terms of the fundamental data defining the Riemann surface, and furthermore these terms
are not invariant under coordinate transformations. Since we wish to obtain a covariant
expression for the measure which depends entirely on the defining properties of Riemann
surfaces, one way to proceed is to specify a gauge slice (that should implicitly be attributed
to a choice of Beltrami differential, µ) which explicitly cancels these coordinate-dependent
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terms. In particular, this choice can be implemented by adding boundary terms such that
the gauge-dependent terms are precisely cancelled, Bk → Bˆk = Bk +B(b.t.)k ,
Bˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
kmb
(zm)
n (pm) + ∂n+1z¯m v¯
z¯m
kmb˜
(z¯m)
n (pm)
]
=
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn, t)
∂tk
∣∣∣
zn
bzmzm − dz¯m
∂f¯mn(z¯n, t¯)
∂tk
∣∣∣
z¯n
b˜z¯mz¯m
)
(3.244)
This is identified with that appearing in the path integral (3.219) when the Riemann surfaces
under consideration are closed and oriented. Either of the two expressions on the right-hand
side in (3.244) depend solely on the fundamental data defining the Riemann surface, namely
holomorphic transition functions, fmn(zn, t), on patch overlaps Um ∩ Un.
But we are not done yet since we have not yet completely specified the gauge slice of
interest in moduli space. In particular, we still need to specify how to cut open handles and
replace them with handle operators, and we need to ensure that the resulting slice is globally
well-defined in moduli space.
The significance of the boundary terms on the right-hand side of the first equality in
(3.244) will emerge when this operator, Bˆk, acts on (either offshell or onshell) vertex operators
associated to asymptotic states or corresponding operators that arise within a handle/cycle
of a Riemann surface. The result (3.244) is of central importance in string perturbation
theory.
The first equality in (3.244) is a slight generalisation of Polchinski’s result, namely
eqn. (26) in [10], associated to his (so-called [15]) bˆ prescription. To be precise, (3.244) does
not rely on a specific choice of conformal gauge metric (contrary to eqn. (26) in [10] which
is valid for the choice of metric given in eqn. (16) there).58 Secondly, we have not assumed
that vm is real analytic, but only that it is complex-valued and C∞ at pm. Nevertheless,
the approach of Polchinski, using a metric on Σ compatible with its complex structure to
single out a conformal frame at a point pm ∈ Σ, a procedure referred to [10] as Weyl normal
ordering, is extremely useful. And furthermore, his specific choice [10] of choosing a metric
to define a conformal coordinate system that is “as flat as possible” at a point pm will be
indispensable since it provides an explicit globally well-defined (modulo an immaterial U(1)
58In fact, there is a relative sign difference in this expression compared to that in [10]. Nevertheless, we
will see that there is an additional sign difference below that compensates this so that there is in fact perfect
agreement with equations (28) and (30) in [10]. (The difference can be attributed to the distinction between
active and passive coordinate frames and so has no physical significance.)
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phase) and covariant slice in moduli space, so we will discuss it in further detail below.59
This procedure will be equivalent to adopting holomorphic normal coordinates which fixes
invariance under holomorphic reparametrisations (and therefore also Weyl transformations).
Although the second equality in (3.244) makes it manifest that the left-hand side is well-
defined, it does nevertheless naively seem to rely on the explicit choice of cover, U , so we
will need to show that the result is actually independent of this choice. This will be done in
Sec. 3.4. In Sec. 3.9 we use the first equality to translate pinches, handles and vertex operators
across a Riemann surface; in Sec. 3.10 we use the second equality for the same purpose as an
independent consistency check of the result and also to provide a complementary viewpoint.
We are developing both approaches. The transition function approach will be more efficient.
3.4 Cover-Independence of Measure
We next show that the expression for the path integral measure (3.244) is independent
of the cover, U , of the Riemann surface Σ, since this is certainly not explicit. To do so we
will need to appeal to global data. For this computation it will be simplest to work with the
second equality in (3.244), namely:
Bˆk =
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn, t)
∂tk
∣∣∣∣
zn
bzmzm − dz¯m
∂f¯mn(z¯n, t¯)
∂tk
∣∣∣∣
z¯n
b˜z¯mz¯m
)
(3.245)
Let us then consider a specific non-empty triple patch intersection, Um ∩ Un ∩ U`, and in
particular a point we shall (in this subsection) call p,
p ∈ Um ∩ Un ∩ U` 6= ∅,
where three boundary components in {∂Vm, ∂Vn, ∂V`} meet, see Fig. 6. The three boundary
segments (with orientation such that, e.g., the three contours are incoming towards p although
the result does not depend on this) are denoted by: Cmn, C`m, Cn`, where we continue to use
the notation developed above. Let us label the corresponding coordinate of p in each of the
three charts by:
zmˆn` := zm(p), zmnˆ` := zn(p), and zmnˆ` := z`(p).
59To elaborate a bit further, Polchinski’s specific choice of metric plays a role analogous to using Riemann
normal coordinates for real manifolds, which has in turn proved extremely valuable in non-linear σ-model
studies in non-trivial string backgrounds (a very short list of early references being [52–59]).
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We must primarily verify that the measure (3.245) does not depend on the point p since
(after applying the same reasoning to every triple intersection) this will primarily ensure
that the path integral measure is independent of continuous deformations of the cover. It
will be sufficient to focus on the chiral half since identical reasoning applies also to the anti-
chiral half. Let us then make explicit the (chiral half of the) term in (3.245) that potentially
depends on p:
Bˆk =
1
2pii
∫
Cmn
dzm
∂fmn(zn, t)
∂tk
∣∣∣
zn
bzmzm +
1
2pii
∫
C`m
dz`
∂f`m(zm, t)
∂tk
∣∣∣
zm
bz`z`
+ 12pii
∫
Cn`
dzn
∂fn`(z`, t)
∂tk
∣∣∣
z`
bznzn + (anti-chiral half) + (terms independent of p),
(3.246)
equivalently,
Bˆk =
1
2pii
∫ zmˆn`
dzm
∂fmn(zn, t)
∂tk
∣∣∣
zn
bzmzm +
1
2pii
∫ zmnˆ`
dz`
∂f`m(zm, t)
∂tk
∣∣∣
zm
bz`z`
+ 12pii
∫ zmnˆ`
dzn
∂fn`(z`, t)
∂tk
∣∣∣
z`
bznzn + (anti-chiral half) + (terms independent of p),
(3.247)
where we need not specify the lower limits on the line integrals since these are p-independent.
Furthermore, since we are only interested on the possible p dependence we can partition the
three line integrals into contributions associated to segments inside the triple overlap, Umn`,
plus contributions coming from outside the triple overlap. Terms associated to the outside of
the triple overlap can (and will) be absorbed into the ‘(terms independent of p)’ in (3.247),
since this conveniently allows us to rewrite the p-dependent terms in (3.247) in terms of a
single chart coordinate, say zm. We then use the fact that ∂f`m(zm,t)∂tk
∣∣∣
zm
transforms as the
component of the locally-defined vector, φ`m(tk) recall (2.55), in particular,
∂f`m(zm, t)
∂tk
∣∣∣
zm
= vz`k` − vz`km
= ∂z`
∂zm
∣∣∣∣
tk
(
vzmk` − vzmkm
)
= − ∂z`
∂zm
∣∣∣∣
tk
∂fm`(z`, t)
∂tk
∣∣∣∣
z`
,
with a similar manipulation for the integrand associated to the zn integral in (3.247). Then,
taking also into account that b(m) := bzmzmdzm⊗dzm is invariant under holomorphic reparametri-
sations60, so that b(m) = b(n) = b(`) on the relevant triple overlap, we arrive at the following
60Recall from Sec. 2 that transition functions on chart overlaps are by definition (since Riemann surfaces
are complex manifolds) holomorphic in the chart coordinates.
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equivalent expression to (3.247):
Bˆk =
1
2pii
∫ zm(p) (
φmn(tk)− φm`(tk) + φn`(tk)
)
b(m)
+ (anti-chiral half) + (terms independent of p).
(3.248)
We see immediately, on account of the cocycle relations (2.56), namely φn`(t) + φ`m(t) +
φmn(t) = 0 and φm`(t) = −φ`m(t), that the p dependence cancels out entirely since the
explicit integrand in (3.248) vanishes identically. Conversely, requiring that the p dependence
cancels out implies the cocycle relations (2.56), thus providing an alternative derivation of
the latter.
In the above derivation we singled out a specific triple intersection point p ∈ Umn` but
clearly the above reasoning is independent of this choice, and therefore the right-hand side
of the equality in (3.245) is independent of (at least) continuous deformations of the (good)
cover U of Σ that we started from.
Modulo a caveat mentioned below, it remains to check the independence of the path
integral measure on discontinuous changes of cover. In particular, the triple intersection
containing p might now be associated to a 4-point intersection. The corresponding derivation
that led to (3.248) now yields:
Bˆk =
1
2pii
∫ zm(p) (
φmn(tk) + φn`(tk) + φ`k(tk) + φkm(tk)
)
b(m) + (terms independent of p).
(3.249)
But this also vanishes identically due to the 4-point cocycle relation (2.57) (which is in
turn guaranteed to be satisfied when the basic 3-point cocycle relation (2.56) is satisfied),
and therefore the expression for the path integral measure (3.249) is still independent of
p. Proceeding similarly for higher-point intersections and the remaining patch overlaps of
the cover will clearly yield the same outcome. In particular, since any two covers U , U ′
of a Riemann surface, Σ, can only differ in the number and locations of the open sets that
comprise them we have shown that the expression (3.245) for the path integral measure is
independent of the cover.
There is an important caveat however. The derivation that led to (3.246) assumed that
U is a good cover [48], and the above procedure of checking cover independence did not
deviate from this assumption. For example, we did not allow for annular chart overlaps, and
so we have not demonstrated that the expression (3.246) for the path integral measure is
correct if we do not use a good cover. The reason we required a good cover in the first place
is twofold:
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(1) We made use of the Dolbeault-Grothendieck lemma (which led to the Beltrami dif-
ferential relation (3.235)). The proof of this lemma (Appendix C.3) requires that the
explicit open set, say Um, on which the lemma is used is diffeomorphic to a disc.
(2) As mentioned in Sec. 2.2.3, in order to ensure that we are constructing a measure in
moduli space we need to [24,25] take a direct limit to transition from the cohomology
group, H1(N (U ),St), of the nerve of the cover, N (U ), to the cohomology group,
H1(Σ,St), of the manifold, Σ. Because it is the latter [31] that corresponds to the fibre
of the tangent bundle,61 TM |Σ, corresponding to Σ, in particular TM |Σ = H1(Σ,St).
This direct limit which takes us from the cohomology of the cover to that of the manifold
requires that the cover, U , be ‘good’.
The above reasoning allows us to conclude that (3.246) is invariant if we replace the good
cover U by another good cover U ′. But we have not shown that we can relax the condition
that the cover be good.
Looking ahead, if we are going to be able to use plumbing fixture [13] to pinch and twist
trivial or non-trivial homology cycles it is easiest to proceed if we also allow for a subset of
annular overlaps and charts and in particular open sets, U ′m = Um \ D (where D is a disc
that is removed from the open set Um to obtain U ′m), that are diffeomorphic to annuli in
addition to allowing for open sets diffeomorphic to discs. One might try to justify using
such annuli for gluing by demanding that the corresponding U(1) rotation symmetry of the
annulus always be taken to be integrated. So one could imagine beginning with a good cover,
and then replacing a subset of charts with annuli might be thought of as being justified if one
integrates or averages over the location of the (at least three) charts of the underlying good
cover which every annulus replaces (see Fig. 16–18, and also Fig. 20). This is presumably
sensible because of the variety of gauge slices in moduli space that we have at our disposal.
Also, the resulting amplitudes will depend solely on the complex structure and not on details
about the specific coordinate parametrisation or frame associated to these annuli.
Incidentally, when we cut open a trivial or non-trivial homology cycle we will see that
we can associate translation moduli to the resulting two states that are produced by the
cutting procedure. Furthermore, our chosen slice in moduli space will be such that the
measure contributions associated to these translation moduli are insensitive to the “size” of
the cut circle on which these states are defined, so we can take a zero-radius limit whereby
61Note that we can construct the path integral measure on either the tangent space, TM , or base space,
M , and since the Jacobian for a change of variables (which in our case is the Fadeev-Popov determinant in
terms of ghosts) is independent of this choice it suffices to construct it on TM .
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these circles are reduced to punctures without affecting resulting amplitudes. This makes
the operator-state correspondence (whereby we map arbitrary offshell states produced in
loops to local operators) possible. This is also closely associated to the comment that we
are interested in a gauge slice that “decouples moduli as much as possible”. And when this
is the case, as we have already seen in the previous subsection, we can apply the Dolbeault-
Grothendieck lemma, because the resulting boundary terms that we have added essentially
subtract out the contribution to the measure from the puncture. We will see this in detail
below. So the above comment on annular charts only really plays a role for pinch/twist
moduli, and in particular therefore we should retain the complex structure information if we
replace the three or more overlapping charts with annuli, because the information we need
to encode in every annulus transition function is a single plumbing-fixture modulus [83].
In fact, this procedure will pass all of the consistency checks that we carry out (most
notably one-loop modular invariance and worldsheet duality, which probes the consistency
of this procedure in the cases of cutting across non-trivial and trivial homology cycles re-
spectively).
This U(1) ambiguity (see also the discussion in Sec. 2.5.2) takes on different guises
throughout the document. We will follow Polchinski’s suggestion [10] which is to either
take this phase to be integrated or to consider combinations of operators that are indepen-
dent of this phase. (Incidentally, taking this phase to be integrated does not mean that
non-level-matched states are projected out, except in the case of trivial homology cycles. For
non-trivial homology cycles non-level-matched states contribute to amplitudes.)
3.5 In Terms of Transition Functions II: ‘With Boundaries’
We now generalise the above calculation of Sec. 3.3 which led to an explicit globally-
defined expression for Bˆk (associated to an oriented compact genus-g Riemann surface, Σ)
to that in the presence of a boundary, ∂Σ, consisting of b disconnected components. In
particular, since our objective is to develop a prescription for cutting open path integrals
(using a coherent state basis) we must address the elementary fact that cutting along a cycle
introduces boundary components, see Fig. 14, and this will be reflected in the path integral
measure.
We will proceed by direct analogy to the analysis of Sec. 2.5.2. Let us again begin by
considering the natural pairing between a Beltrami differential, µ, and the b-ghost (3.232),
but in the presence of boundaries,
B = 12pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
. (3.250)
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Figure 14: When we cut open a compact oriented Riemann surface (first diagram) across
a given cycle (indicated by a dashed line) we end up with two oriented Riemann surfaces
with boundaries (second diagram). The boundaries can in turn be shrunk to points leading to
punctures. In the corresponding path integral one inserts a resolution of unity to connect the
boundaries and enforce appropriate boundary conditions (ensuring that contours associated
to conserved charges such as QB, Ln,On, . . . can be deformed from one Riemann surface to
the other without obstruction). Shrinking the boundaries to points corresponds to replacing
the states in the resolution of unity by local (offshell) vertex operators (with a corresponding
sum over their continuous/discrete quantum numbers).
The discussion leading to (3.241) in Sec. 3.3 may be carried over to this context essentially
without modification, so we may immediately write down:
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
=
∑
m
1
2pii
∮
∂Vm
(
dzm v
zm
m bzmzm − dz¯m v¯z¯mm b˜z¯mz¯m
)
−∑
m
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)
.
(3.251)
That there are boundaries, ∂Σ 6= ∅, will (as in Sec. 2.5.2) primarily be implemented by
simply omitting terms in the sum over m (the sum over cells), which would correspond to
the fact that certain polygons in the cell decomposition are simply absent when ∂Σ 6= ∅, as
outlined in Fig. 10. We will then discover that simply omitting cells is not well-defined, and
we will also discover the boundary terms that make it well-defined.
Making this explicit, we again relabel the elements of the set, V = {V1, V2, . . . } ≡{
Vm, V
∂
n , V
∂/
`
}
, and introduce boundaries by simply deleting the subset {V ∂/` }. The result-
ing reduced set will be identical to that in (2.188), namely:
V∂ =
{
Vm, V
∂
n
}
, (3.252)
where the relevant notation is explained below (2.188), with a corresponding illustration of
the relevant setup in Fig 10.
Restricting to the atlas associated to (3.252), we make the physical boundary contribu-
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tions explicit in (3.251) using the above definitions,
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
=
∑
m
1
2pii
∮
∂Vm
(
dzm v
zm
m bzmzm − dz¯m v¯z¯mm b˜z¯mz¯m
)
−∑
m
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)
+
∑
m
1
2pii
∮
∂V ∂m
(
dzm v
zm
m bzmzm − dz¯m v¯z¯mm b˜z¯mz¯m
)
.
(3.253)
The sum in the second line on the right-hand side is over all elements of the set (3.252) and
the summand is evaluated at the origins of the corresponding charts. Considering the subset
{∂V ∂m}, every element, ∂V ∂m, is topologically a circle. We then decompose the collection of
all such elements into the set of physical boundary segments or edges, C = {C`}, and then
the remaining segments are all interior edges that in turn coincide with corresponding edges
of neighbouring cells. Using the notation explained in the paragraphs leading up to (2.181),
the entire set of distinct edges (with the standard orientation explained there) correspond
to those associated to pairs, (mn), labelled by {Cmn} (with positive orientation with respect
to the first entry in the subscript), and the set of physical edges, {C`}, that constitute
the physical boundary, ∂Σ. That is, the complete set of distinct edges associated to a cell
decomposition of a Riemann surface with boundary is:
{
Cmn, C`
}
,
which in turn enables us to rewrite (3.253) (using the same reasoning that led to (2.190)) as
follows,
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
=
=
∑
(mn)
1
2pii
∫
Cmn
[
dzm
(
vzmm − vzmn
)
bzmzm − dz¯m
(
v¯z¯mm − v¯z¯mn
)
b˜z¯mz¯m
]
−∑
m
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)
+
∑
`
1
2pii
∫
C`
(
dz` v
z`
` bz`z` − dz¯` v¯z¯`` b˜z¯`z¯`
)
.
(3.254)
The sum over pairs (mn) is over interior edges, whereas the sum over ` is over all segments,
C`, (i.e. edges) that make up the physical boundary of Σ,
∂Σ =
⋃
`
C`.
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For example, if there was only a single boundary, and that was identified with the boundary
shown in Fig. 10, the total number of elements in the set {C`} (i.e. the number of terms in
the sum over `) in (3.254) would be 12. If instead we considered the setup shown in the first
diagram of Fig. 15 then the sum over ` would be over the 3 depicted boundary segments.
Finally, since the contours {Cmn} are all along interior edges the relation (2.96) (linking
the locally-defined vectors to transition functions) remains valid so that (3.254) may be
written directly in terms of transition functions on patch overlaps,
Bk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
=
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn, t)
∂tk
∣∣
zn
bzmzm − dz¯m
∂f¯mn(z¯n, t¯)
∂tk
∣∣
z¯n
b˜z¯mz¯m
)
−
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
]
+
∑
`
1
2pii
∫
C`
(
dz` v
z`
k`bz`z` − dz¯` v¯z¯`k`b˜z¯`z¯`
)
(3.255)
where we have found it convenient to work in terms of the components, µk and {vzmkm},
recall (2.80) and the infinitesimal version (which is all one needs) of (2.90). The expression
(3.255) for the ghost insertions in the path integral measure is the result of trying to include
boundaries on Σ simply by omitting cells, as depicted in Fig. 10. Note also that (3.255) is
precisely the analogue of (2.192), an important difference being that the boundary terms
appearing in the sum over ` in the latter transform as connections whereas the boundary
terms in the sum over ` in (3.255) transform as one-forms in the vicinity of the various
contours, C`.
The comments below (3.243) apply directly also to (3.255), the only difference here being
the additional boundary terms in the sum over ` that are present in (3.255) but absent in
(3.243). As in the ‘no codimension-1 boundary’ case (3.244) we will add boundary terms to
(3.255) to subtract out the frame-dependent contributions in the sum over m. The terms in
the sum over ` are perfectly well-defined (as mentioned the integrand transforms as a one
form62 in the vicinity of the contours C`), but it will be convenient to add boundary terms
to both sides of (3.255) to cancel these also, since (as we will explain momentarily) this will
enable us to “decouple moduli as much as possible”. These boundary terms can be attributed
to a partial choice of gauge slice which make these measure contributions insensitive to the
62Incidentally, one can also take the chiral half of the terms in the sum over ` to be holomorphic in the
vicinity of the C` contours, and although this is used, e.g., in string field theory, it will not be desirable here
because we are searching for a slice that will be globally well-defined in moduli space.
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Beltrami differential along the contours C`. This will in turn enable the pinch/twist moduli
and corresponding translation moduli of handle operators to “decouple”. In particular, we
will replace Bk → Bˆk = Bk +B(b.t.)k , where:
Bˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)− ∑
`∈∂Σ
1
2pii
∫
C`
(
dz` v
z`
k`bz`z` − dz¯` v¯z¯`k`b˜z¯`z¯`
)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
]
=
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn, t)
∂tk
∣∣
zn
bzmzm − dz¯m
∂f¯mn(z¯n, t¯)
∂tk
∣∣
z¯n
b˜z¯mz¯m
) (3.256)
and we also made it explicit that the sum over ` is over all contours that comprise the
physical boundary of Σ. This expression generalises (3.244) and can be used to define the
ghost contributions to the path integral measure in the presence of boundaries and punctures.
Crucially, the second equality in (3.256) shows that Bˆk depends entirely on the fundamental
data defining the Riemann surface. We emphasise that the contours {Cmn} only traverse
internal edges of any given cell decomposition, since this is where there are patch overlaps.
That the result on the right-hand side of the second equality in (3.256) is identical in form
to that on the right-hand side of the second equality in (3.244), even though the former was
derived in the presence of physical boundaries whereas the latter was derived in the absence
of physical boundaries is precisely what we expect. This also happens in the simple example
of the Euler characteristic, recall in particular the discussion associated to (2.215) and the
remaining paragraphs in that section.
The second equality in (3.256) in conjunction with the full path integral expression (3.219)
shows that if the path integral is to be invariant under reparametrisations of the moduli,
t → tˆ(t) (or τ → τˆ(τ) in a holomorphic construction) then the transition functions must
(at least on patch overlaps) transform as scalars under such reparametrisations. But since
zm = fmn(zn, t) we see that zm must also transform as a scalar, and hence so must zn, since
this must be true for all charts of the cover. That is, on patch overlaps,
fmn(zn, t) = fˆmn(zˆn(tˆ), tˆ(t)), and zm(t) = zˆm(tˆ(t)) (3.257)
This is a key equation which is closely related to making amplitudes globally well-defined.
Incidentally, the derivation leading to (3.256) holds for any conformal tensor whose chiral
half has weight (2, 0) and anti-chiral half has weight (0, 2) which has a Laurent expansion at
pm, not just bzzdz2 and b˜z¯z¯dz¯2. Therefore, in particular, it also holds for the total energy-
momentum tensor, T = Tzzdz2 and T˜ = T˜z¯z¯dz¯2 (see Appendix A and in particular (A.666)
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and Table 1 on p. 294) with vanishing central charge, c = 0. That is, from (3.256) we can
construct a globally well-defined operator, call it Dˆk:
Dˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ Tzz + µ z¯kz T˜z¯z¯
)−∑
`
1
2pii
∫
C`
(
dz` v
z`
k`Tz`z` − dz¯` v¯z¯`k`T˜z¯`z¯`
)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)L(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)L˜(z¯m)n (pm)
]
=
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn, t)
∂tk
∣∣
zn
Tzmzm − dz¯m
∂f¯mn(z¯n, t¯)
∂tk
∣∣
z¯n
T˜z¯mz¯m
) (3.258)
This expression (3.258) will play a vital role when we show that BRST-exact terms
decouple from the path integral up to boundary terms in moduli space. This is due to the
relation, {QB, Bˆk} = Dˆk, and as we will see this in turn gives rise to total derivatives of
normal-ordered operators. A related comment is that unlike in dimensional regularisation
[10], conformal (or more precisely Weyl) normal ordering does not generically commute with
derivatives [16], ∂k : (. . . ) :z 6= : ∂k(. . . ) :z on curved worldsheets. When acting on normal-
ordered operators, the quantity Dˆk will generate a derivative that is outside the normal
ordering. The boundary terms on the right-hand side of the first equality in (3.258) ensure
that one indeed ends up with total derivatives in moduli space. We will discuss this in detail
in Sec. 5.5, see also the related discussion in Sec. 5.6, and also the dedicated section on gauge
invariance, Sec. 6.
3.6 In Terms of Transition Functions III: ‘Emergent Boundaries’
We will in this section consider the measure contribution to the path integral (associated
to a Riemann surface without physical boundaries), and in particular we would like to un-
derstand how the boundary terms in (3.256) (that were “conjectured” to be present in the
previous section) emerge via the cutting procedure. We will also make it manifest that this
choice of boundary terms “decouples moduli as much as possible”.
To proceed we will primarily consider cutting the path integral associated to a Riemann
surface without boundary across a trivial homology cycle, as in Fig. 14. The left-hand side
of the figure is a closed Riemann surface (with at most punctures but no codimension-1
boundaries), and so the path integral measure is a product of insertions of the form (3.244).
Let us then choose a good cover, U , for the uncut surface Σ such that,
U = U1 ∪U2,
where U1 and U2 are corresponding covers for the surfaces Σ1 and Σ2 respectively, as shown
on the right-hand side of Fig. 14. But there is a still an overlap region, U1 ∩ U2. In
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order to decouple the two sides of the cut as much as possible we will again construct a
cell decomposition of Σ, but such that each of the two the resulting surfaces, Σ1 and Σ2,
correspond to surfaces with holes as shown in the second diagram of Fig. 10 (but they can
also be smooth as shown in the first diagram in Fig. 13). We then still denote the boundary
segments of Σ1 and Σ2 by C` as in the previous section, the only difference being that now
whether C` is part of a boundary curve of Σ1 or Σ2 depends on whether ` ∈ ∂Σ1 or ` ∈ ∂Σ2
respectively. So proceeding precisely as in the previous section the quantity B defined in
(3.232) corresponding to cutting open the path integral shown in Fig. 14 takes the form,
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
=
=
[
1
2pi
∫
Σ1
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
− ∑
`∈∂Σ1
1
2pii
∫
C`
(
dz` v
z`
` bz`z` − dz¯` v¯z¯`` b˜z¯`z¯`
)]
+
∑
`,`′∈U1∩U2
1
2pii
∫
C``′
[
dz`
(
vz`` − vz``′
)
bz`z` − dz¯`
(
v¯z¯`` − v¯z¯``′
)
b˜z¯`z¯`
]
+
+
[
1
2pi
∫
Σ2
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)
− ∑
`∈∂Σ2
1
2pii
∫
C`
(
dz` v
z`
` bz`z` − dz¯` v¯z¯`` b˜z¯`z¯`
)]
(3.259)
The left-hand side is the integral over the uncut surface, Σ, whereas the right-hand side is
comprised of three terms, corresponding to the three brackets63, the first of which depends
entirely on local data in Σ1 while being independent of boundary conditions along ∂Σ1 (be-
cause these boundary contributions are subtracted out as shown and therefore cancel out),
the second bracket depends entirely on data across the overlap, U1∩U2, (to which we always
associate twist moduli but also pinch moduli if we wish), and the third bracket depends
entirely on local data in Σ2 and which is also independent of boundary conditions on ∂Σ2.
We have already seen in (3.244) that the left-hand side in (3.259) associated to the full
uncut surface, Σ, requires additional boundary terms to cancel the coordinate dependence
at punctures64, and (since we are considering a good cover) this will also be true for the
corresponding cells on the right-hand side: the interior points, pm, of every cell at which
local coordinates, zm, are centred, zm(pm) = 0, is unaffected by the fact that the surface is
cut open to produce the two surfaces, Σ1,Σ2. So adding the appropriate boundary terms
that remove this coordinate dependence at punctures on the left- and right-hand sides in
63We use the mostly standard nomenclature: ‘braces’= {. . . }, ‘bracket’= [. . . ], ‘parenthesis’= (. . . ).
64Incidentally, it is these subtractions or boundary terms that enable one to insert arbitrary BRST-invariant
(or even BRST non-invariant) external vertex operators into the string path integral rather than only Virasoro
primaries.
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(3.259) results precisely in:
1
2pi
∫
Σ
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)− ∑
m∈Σ
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)
=
[ 1
2pi
∫
Σ1
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)− ∑
`∈∂Σ1
1
2pii
∫
C`
(
dz` v
z`
` bz`z` − dz¯` v¯z¯`` b˜z¯`z¯`
)
−
∑
m∈Σ1
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)]
+
∑
`,`′∈U1∩U2
1
2pii
∫
C``′
[
dz`
(
vz`` − vz``′
)
bz`z` − dz¯`
(
v¯z¯`` − v¯z¯``′
)
b˜z¯`z¯`
]
+
+
[ 1
2pi
∫
Σ2
d2z
(
µ zz¯ bzz + µ z¯z b˜z¯z¯
)− ∑
`∈∂Σ2
1
2pii
∫
C`
(
dz` v
z`
` bz`z` − dz¯` v¯z¯`` b˜z¯`z¯`
)
−
∑
m∈Σ2
∑
n≥−1
1
(n+ 1)!
(
∂n+1zm v
zm
m (pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
m (pm)b˜(z¯m)n (pm)
)]
.
(3.260)
Recal that the Beltrami differential µ = µ z¯z dz ⊗ ∂z¯ can be thought of as a one form in
moduli space. So in particular for, say, real coordinates, {tk} = (t1, . . . , t2m):
µ z¯z = µ z¯kz dtk, and µ zz¯ = µ zkz¯ dtk, k = 1, . . . , 2m,
with an implicit sum over k, and for complex coordinates, {tk} = (τ 1, τ¯ 1, . . . , τm, τ¯m),
µ z¯z = µ z¯τkz dτ k + µ z¯τ¯kz dτ¯ k, and µ zz¯ = µ zτk z¯ dτ k + µ zτ¯k z¯ dτ¯ k, k = 1, . . . ,m,
subject to the conditions65 (µ zτk z¯ )∗ = µ z¯τ¯kz and (µ zτ¯k z¯ )∗ = µ z¯τkz . Similar reasoning applies to
the local vector components, µ z¯z |Um = ∂zmvz¯mm , etc. So we may then decompose the measure
contributions as follows,
Bˆ = Bˆtkdtk, or Bˆ = Bˆτkdτ k + Bˆτ¯kdτ¯ k, (3.261)
depending on whether we are interested in real or complex moduli space coordinates respec-
tively (and with appropriate implicit sums over corresponding ranges of k). So we see that
(3.260) is precisely the statement that:
BˆΣk = BˆΣ1k + BˆU1∩U2k + BˆΣ2k (3.262)
where in the latter k can denote any real or complex modulus of our choice, each term of
which is precisely given by the term we derived above, see (3.256), but we also included
65Although it is [84] possible to choose a local holomorphic slice such that µ z¯τ¯kz = µ zτk z¯ = 0 it will
be easier to construct a globally well-defined measure in moduli space if we rather do not require that the
Beltrami differential, µ, be meromorphic in τk.
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appropriate superscripts here to indicate the underlying Riemann surfaces on which the
various quantities are evaluated.
A crucial point now is that (for a given modulus labelled by k) the quantities BˆΣ1k , BˆU1∩U2k
and BˆΣ2k , can be taken to be independent, since they are each defined on distinct regions of
the corresponding Riemann surfaces with no overlapping region of validity. And in particular
the derivation leading to (3.262) shows that we can pick a slice in moduli space such that
this decomposition, for a given k, is “orthogonal”, so that the various moduli will therefore
be “as decoupled as possible”, which is what we set out to show. In particular, for a given k
only one of the three explicit terms in (3.262) will be non-vanishing.
Taking also (2.96) (linking the locally-defined vectors to transition functions) into account,
what we have shown is that the quantities Bˆk in (3.256) are precisely the correct elementary
building blocks to be used to construct the full measure. We can, in particular, now choose
gauge slices such that if, say, we consider pinch/twist moduli, (q, q¯), of a handle only the
quantities BˆU1∩U2q and BˆU1∩U2q¯ in (3.262) are non-vanishing. Or if we wish to associate
translations (within Σ1) of, say, the boundary ∂Σ1, (to which we associate moduli (zv1 , z¯v1))
then only the terms BˆΣ1zv1 and Bˆ
Σ1
z¯v1
in (3.262) are non-vanishing, etc. Notice also that the
compensating boundary terms (such as those in (3.260) associated to ` ∈ ∂Σ1, or ` ∈ ∂Σ2,
etc.) are such that the terms BˆΣ1k and BˆΣ2k in (3.262) are independent of the boundary
conditions across the cut cycles, so that we can freely shrink these cycles to points, reducing
them to punctures. It therefore makes sense to associate moduli zvj , z¯vj to the location of
these punctures (in precisely the same way as we associate moduli to the location of external
fixed-picture vertex operators to translate them to integrated picture), and we do so explicitly
from two independent viewpoints in Sec. 3.9 and Sec. 3.10.
The derivation leading to (3.262) assumed we cut the path integral across a single sepa-
rating (or trivial) homology cycle, but the derivation is entirely general. To every cycle that
we cut open we are to include compensating boundary contributions (such as the explicit
sums over ` ∈ ∂Σ1, or ` ∈ ∂Σ2, etc.), as well as a term of the form BˆU1∩U2k for every handle.
This remains true for non-trivial homology cycles also, and the precise expressions derived
above remain valid.
To elaborate further on this last point, suppose that we now consider a genus-g Riemann
surface, Σg, and a corresponding canonical intersection basis, AI , BI with I = 1, . . . ,g, of
homology cycles, as shown in Fig. 29. Let us cut across all AI cycles. The above observations
then allow us, e.g., to consider such a genus-g closed Riemann surface, Σg, with or without
external punctures, and represent the corresponding path integral as a path integral over a
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sphere, S2, with 2g insertions of the form BˆS2zvj Bˆ
S2
z¯vj
, j = 1, . . . , 2g, (which will translate the
two states on the two sides of the cut to integrated picture) and g insertions of the form
BˆhandleqI Bˆ
handle
q¯I , I = 1, . . . ,g (each one of which takes the form Bˆ
U1∩U2
k as above and can be
associated to pinch/twist moduli of the corresponding AI-cycle handles corresponding the
the magnitude/phase of the corresponding coordinates, qI , respectively). That is, for every
one of these aforementioned moduli,
tk = {zv1 , z¯v1 , . . . , zv2g , z¯v2g , q1, q¯1, . . . , qg, q¯g},
(if there are external vertex operators we include these also) we have an insertion of the form:
Bˆ
Σg
k = BˆS
2
k +
∑
handles
Bˆhandlesk (3.263)
and, more precisely, for every one of these aforementioned moduli there will only be a single
term in (3.263) that is non-vanishing. Precisely because we have decoupled the various
moduli “as much as possible”. So in complex moduli space coordinates, on account of (3.261)
we can represent the entire path integral measure contribution as follows,
1
nR
im
(2m)! B ∧ · · · ∧B︸ ︷︷ ︸
2m
= 1
nR
m∏
k=1
d2τ kBˆτkBˆτ¯k , d
2τ k ≡ idτ k ∧ dτ¯ k,
where the integer nR accounts for any residual discrete unfixed symmetries [14], and in the
particular slice associated to cutting open all AI cycles this reduces to:
1
nR
( 2g∏
j=1
d2zvj Bˆ
S2
zvj
BˆS
2
z¯vj
)( g∏
I=1
d2qIBˆhandleqI Bˆ
handle
q¯I
)
,
which accounts for 3g complex moduli. Of course one must be careful to account for the
number of conformal Killing vectors, and the total number of moduli must be consistent with
the Riemann-Roch index theorem [14].
If, e.g., we wish to also insert n fixed-picture external vertex operators (and if it so
happens that n ≥ 3) then we can translate n − 3 of these external vertex operators to
integrated picture and the full measure contribution would be:
1
nR
( 2g+n−3∏
j=1
d2zvj Bˆ
S2
zvj
BˆS
2
z¯vj
)( g∏
I=1
d2qIBˆhandleqI Bˆ
handle
q¯I
)
,
which again holds for arbitrary genus g = 0, 1, . . . . If the case of interest was instead
0 ≤ n < 3 (again for any genus g) then we can unfix the conformal Killing group symmetries
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and use the integrated picture S matrix derived in Sec. 3.11 which remains true for arbitrary
n,g = 0, 1, 2, . . . . The total measure contribution would then be:( 2g+n∏
j=1
d2zvj Bˆ
S2
zvj
BˆS
2
z¯vj
)( g∏
I=1
d2qIBˆhandleqI Bˆ
handle
q¯I
) 1
VR
∏κ
a=1 c˜
(wσa )c(wσa )(σa)
| detψ(wσb )a (σb)|2
,
where as we will discuss in Sec. 3.11 the extra factor compensates for the unfixed conformal
Killing group symmetries (with VR the volume of the conformal Killing group). Notice that
the (complex) number of conformal Killing vectors is κ = 3 for all genera,
κ ≡ dimC PSL(2,C) = 3,
since we have reduced the genus-g path integral to a path integral on a Riemann sphere, S2,
with handle operator insertions.
In the following sections we will specify in much greater detail how to single out specific
and convenient globally well-defined gauge slices in moduli space (modulo a remaining U(1)).
3.7 Measure in Terms of a Metric
Returning to the measure contribution (3.256) in the presence of boundaries, there is an
important special case that we need to develop (and that will be used to convert fixed-picture
offshell vertex operators to integrated picture). This is to adopt a central ingredient of the
‘Weyl normal ordering’ prescription of Polchinski [10] whereby a special choice of metric is
made that is “as flat as possible” at the location of a puncture, as described in Sec. 2.4.1. In
this section we work in terms of a metric.
Let us suppose that Σ has a single boundary, b = 1. (This is for notational convenience,
in that any additional boundaries play no role in what follows; we generalise again to mul-
tiple boundaries below.) Then, if we can arrange for the set of locally-defined vectors, vk`,
associated to that specific boundary of Σ to be equal, vk` = vk`′ , on patch overlaps, U` ∩U`′ ,
where C` and C`′ denote different segments of the single boundary, then we can replace the
sum over contour integrals in the first equality in (3.256) associated to that specific boundary
by a single contour integral,66
Bˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
− 12pii
∮
C`
(
dz` v
z`
k`bz`z` − dz¯` v¯z¯`k`b˜z¯`z¯`
)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
] (3.264)
66It has been argued that this is nevertheless effectively correct if we average or take the corresponding
phase of the annulus coordinate to be integrated [10]. We would like to thank Ashoke Sen for a discussion
along these lines. See also the comments in the remaining paragraphs after (3.249) of Sec. 3.4.
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Figure 15: Part of a Riemann surface, Σ, with a boundary. In the first diagram we show
the part of a cell decomposition of Σ that is adjacent to the boundary. Three open sets are
drawn explicitly, each one of which (as well as their intersections) are diffeomorphic to open
discs (corresponding to a ‘good cover’). In the second diagram we have replaced the three
overlapping open sets with an annulus (with a single coordinate), denoted by V ′` in the main
text, and in the third diagram we take the inner radius, r, of the annulus to zero, r → 0,
whereby the corresponding chart becomes diffeomorphic to a disc with a puncture.
where (unlike as in (3.256) where C` was a segment of a boundary) now C` is a closed contour.
This is precisely the kind of modification that was required in order to ensure that the Euler
characteristic does not depend on details about shape or size of the various boundaries (see
Sec. 2.5.2) when the cover we considered was not a ‘good cover’, and in particular when
we allowed for charts diffeomorphic to annuli to construct boundaries as we are doing here.
So this corresponds to transitioning from the first to the second diagram in Fig. 15. When
this is the case we can take the contour integral (3.264) to be along the inner boundary of
an annulus in a chart (U ′`, z`), where U ′` ≡ U` \ D` is the annulus, i.e. the set associated to
removing a disc D` from the chart open set U`. We can take the centre of D` to be the
point p` at which z`(p`) = 0. Let us suppose furthermore that in the chart (U ′`, z`) there is
a corresponding cell, V ′` , such that restricting the range of z` to V ′` is equivalent to taking
r < |z`| < 1. The “outer” boundary of the annulus (identified with the outer boundary of
V ′` ) is then identified with |z`| = 1, and it is this boundary that is connected to the remaining
Riemann surface (which is in turn associated to |z`| > 1). Incidentally, the sum over m in
the last line in (3.264) is over all cells that are “outside” the annulus V ′` (corresponding to
the region |z1| > 1). The inner boundary of V ′` (or, equivalently, of U ′`) is identified with the
range of z` subject to |z`| = r, so that r is the corresponding radius of the boundary in this
coordinate chart, see the second diagram in Fig. 15. In terms of this data the quantity Bˆk
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in (3.264) takes the form:
Bˆk =
1
2pi
∫
|z`|>r
d2z`
(
µ z`kz¯` bz`z` + µ
z¯`
kz`
b˜z¯`z¯`
)
+ 12pii
∮
|z`|=r
(
dz` v
z`
k`bz`z` − dz¯` v¯z¯`k`b˜z¯`z¯`
)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
] (3.265)
where taking into account that the orientation of the contour, C`, is opposite to that induced
by the z` chart coordinate the contour integral has opposite sign to that in (3.264). Applying
identical reasoning here to that associated to the relations (2.217) and (2.218) we learn
immediately that the quantity Bˆk is, crucially, independent of r (unless the integrand depends
explicitly on r). This will allow us to take a limit r → 0 in (3.265) without affecting the
left-hand side, Bˆk. The second and third diagrams in Fig. 15 denote respectively the surface
before and after the limit r → 0 has been taken.
To proceed further it will prove convenient to make one more assumption: that vz`k` is real
analytic67 within |z`| ≤ r+ , (with ||  1) which in particular we will take to mean that it
has a power series expansion of the form (2.4.1), repeated here for convenience:
vz`k`(z`, z¯`) =
∞∑
a,b=0
za` z¯
b
`
a!b! ∂
a
z`
∂bz¯`v
z`
k`(0, 0). (3.266)
Writing vz`k`(0, 0) ≡ vz`k`(p`), we then substitute this expansion and the Laurent expansions for
the b-ghosts (3.233) and (3.234) into (3.265) and evaluate the contour integrals associated to
|z`| = r explicitly, leading to:
Bˆk =
1
2pi
∫
|z`|>r
d2z`
(
µ z`kz¯` bz`z` + µ
z¯`
kz`
b˜z¯`z¯`
)
+
+
∞∑
a,b=0
r2b
a!b!
(
∂az`∂
b
z¯`
vz`k`(p`)
)
b
(z`)
a−b−1(p`) +
∞∑
a,b=0
r2b
a!b!
(
∂bz`∂
a
z¯`
v¯z¯`k`(p`)
)
b˜
(z¯`)
a−b−1(p`)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
] (3.267)
Since (3.265) and hence also (3.267) are independent of r we will take the limit r → 0
in the latter. The first integral goes over to the ordinary integral over the entire Riemann
surface, Σ, whereas the terms in the sums over a, b localise on b = 0, with the remarkable im-
plication that only holomorphic (and anti-holomorphic) terms in the power series expansion
67Also here, DS would like to thank Simon Donaldson for a related comment.
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(3.266) (and it’s anti-holomorphic counterpart) contribute to Bˆk,
Bˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
+
+
∞∑
a=0
1
a!
(
∂az`v
z`
k`(p`)
)
b
(z`)
a−1(p`) +
∞∑
a=0
1
a!
(
∂az¯` v¯
z¯`
k`(p`)
)
b˜
(z¯`)
a−1(p`)
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
] (3.268)
But then the sums over a are precisely of the same form as the contribution of a puncture
(the last line in (3.268)), so that the result of summing over a can be absorbed into the latter
and we obtain the result:
Bˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
+
+
∑
m
∑
n≥−1
1
(n+ 1)!
[
∂n+1zm v
zm
km(pm)b(zm)n (pm) + ∂n+1z¯m v¯
z¯m
km(pm)b˜(z¯m)n (pm)
] (3.269)
There is however one difference between the contribution of a puncture to Bˆk and that of a
boundary whose radius is shrunk to zero, namely the derivation of the latter makes manifest
that only holomorphic (or anti-holomorphic) contributions in vzmkm (or v¯z¯mkm) contribute to Bˆk
when:
(a) these local vector components, vzmkm (or v¯z¯mkm), are taken to be real analytic as in (3.266)
(b) we can cover the annulus with a single coordinate chart, (U ′`, z`)
Under these assumptions, the boundary contributions in (3.269) clearly preserve complex
structure (since holomorphic vectors preserve complex structure) and are therefore solely
associated to conformal changes of frame as briefly mentioned in [10]. So making an explicit
choice of conformal frame will also lead to a specific choice for these vectors, more about
which momentarily.
It is hopefully clear that under assumptions (a) and (b) the derivation leading to (3.269)
holds for an arbitrary number of boundary components provided they (and any other features
or insertions) are “sufficiently far” on the Riemann surface. Assumption (b) is actually
quite subtle and it is certainly not obvious whether it is a good assumption: the Dolbeault-
Grothendieck lemma (Appendix C.3) only guarantees that Beltrami differentials take the
form µ zz¯ = ∂z¯vz within a domain that is diffeomorphic to a disc, whereas the above rather
requires that it take this form in an annular region. Furthermore, covering an annulus with a
single coordinate chart does not lead to a good cover, so in particular it is not obvious that the
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correct moduli space is captured – recall the discussion below (2.66). This is nevertheless the
standard approach [10, 14, 21, 31], and we will adopt it also, but it is a point that certainly
deserves further study (since we are not aware of this having been elaborated on in any
sufficient detail in the string theory literature68). The justification we adopt for proceeding
in this manner is that the essential distinction between ‘an annulus with a single coordinate
chart’ and ‘an annulus covered by three charts’ is effectively removed if we take the phase
of the annulus chart coordinate to be integrated or averaged, or if we consider combinations
of operators that are insensitive to this phase. We will always take this to be the case (for
both trivial and non-trivial homology cycles), and this is related to the ambiguous U(1) that
we discuss in numerous places throughout the document, see, e.g., the discussion following
(2.199).
We will now finally make a special choice of frame, namely that introduced by Polchinski
[10], whereby the corresponding metric is taken to be “as flat as possible” at the location
of a puncture. This is equivalent to adopting holomorphic normal coordinates, see Sec. 2.4.
To implement this, all that is needed (since the notation has been kept consistent) is to
substitute the results of Sec. 2.4.1 into (3.269). So let us gather these results (2.101), (2.105)
and (2.109), repeated here for convenience,
vzmkm(pm) = vz¯mkm(pm) = 0
∂zmv
zm
km(pm) =
1
2
(
νk(pm) + iγk(pm)
)
∂n+1zm v
zm
km(pm) = ∂nzmνk(pm) + . . . , n = 1, 2, . . .
(3.270)
and since the dots ‘. . . ’ in the last relation denote contributions that do not contain purely
holomorphic terms they drop out (according to the discussion below (3.266)). So Bˆk takes
the form:
Bˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ bzz + µ z¯kz b˜z¯z¯
)
+
+
∑
m
1
2
[
νk(pm)
(
b
(zm)
0 + b˜
(z¯m)
0
)
(pm) + iγk(pm)
(
b
(zm)
0 − b˜(z¯m)0
)
(pm)
]
+
∑
m
∑
n≥1
1
(n+ 1)!
[
∂nzmνk(pm)b
(zm)
n (pm) + ∂nz¯mνk(pm)b˜
(z¯m)
n (pm)
] (3.271)
This completes the derivation of eqn (26) in [10], thus furnishing the link between Polchin-
ski’s approach of using a metric to define a conformal frame and the corresponding expression
in terms of transition functions in the second equality in (3.256). Note that the γk term in
68Recall the footnote on p. 66.
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(3.271) is absent in [10] since eqn (26) there is applied to cutting internal cycles (separating
or non-separating degenerations) whereby the phase of the coordinate of the annulus is either
identified with a modulus (and is hence integrated over) or combinations of operators are
considered that are independent of this phase – this is related to comment (b) above. (Note
that offshell and onshell external states are required to be annihilated by L0− L˜0 and b0− b˜0,
but this need not be the case for offshell states associated to factorisation.69).
The virtue of phrasing Bˆk in terms of µk and νk as in (3.271) will become manifest in
Sec. 3.9 where we use it to provide the map between fixed- and integrated-picture vertex
operators. Briefly, we will see that this then leads to integrated-picture vertex operators
that are written directly in terms of covariant quantities (e.g., covariant derivatives of the
curvature tensor), so that although a special choice of metric was made here the result is
independent of this choice. (This is analogous to the use of Riemann normal coordinates in
the case of real manifolds, where a special coordinate system is chosen at an intermediate
step which allows one to express various quantities in terms of fully covariant objects.)
There is an entirely analogous expression to (3.271) for the total energy-momentum ten-
sor. Comparing (3.258) to the expression for Bˆk given in (3.256), and then making use of
(3.271), we learn that:
Dˆk =
1
2pi
∫
Σ
d2z
(
µ zkz¯ Tzz + µ z¯kz T˜z¯z¯
)
+
+
∑
m
1
2
[
νk(pm)
(
L
(zm)
0 + L˜
(z¯m)
0
)
(pm) + iγk(pm)
(
L
(zm)
0 − L˜(z¯m)0
)
(pm)
]
+
∑
m
∑
n≥1
1
(n+ 1)!
[
∂nzmνk(pm)L
(zm)
n (pm) + ∂nz¯mνk(pm)L˜
(z¯m)
n (pm)
] (3.272)
(Note that since we are using holomorphic normal coordinates we can equivalently replace
∂nzm by covariant derivatives, ∇nzm since the result is evaluated at pm.) As mentioned above,
this quantity (3.272) will appear when establishing that BRST-exact states decouple from
string amplitudes. In particular, the quantities (3.272) and (3.271) are related by:
Dˆk =
{
QB, Bˆk
}
(3.273)
where QB is the BRST charge (note that the BRST current (A.672) transforms as a tensor
on patch overlaps). The relation (3.273) may be established using (A.673) after writing
69Incidentally, although as discussed in Sec. 3.2 offshell external states may always be taken to be anni-
hilated by L0 − L˜0 and b0 − b˜0, for internal states the first quantised approach is actually different from
string field theory [17] in this respect: non-level matched internal states (which are required to be present by
modular invariance) are actually absorbed into SFT vertices, whereas in the first quantised formalism they
are part of the offshell Hilbert space. We thank Edward Witten and Ashoke Sen for related remarks.
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Figure 16: Separating and non-separating degenerations of Riemann surfaces. The vicinity
of the pinch regions are depicted as well as the corresponding cell decompositions (recall
Fig. 6) associated to a ‘good cover’. The Riemann surface is cut along the closed cycle, which
is the cycle bounded by two annuli on either of the two sides of the pinch. Each of the two
annuli, also depicted in Fig. 17, are in turn covered by three overlapping open sets whose cell
decomposition (rather than the corresponding open cover) is shown. Notice that only 3-point
vertices appear since we are working with a ‘dual triangulation’ (recall Fig. 3,4).
the integrals over Σ as a sum of integrals over cells, then using the Dolbeault-Grothendieck
lemma to rewrite the Beltrami differential in terms of locally-defined vectors, and finally
writing the resulting integrals as contour integrals using Greens theorem.
As already mentioned, when applied to translations (3.272) provides the relation be-
tween the derivative of a normal-ordered quantity and the normal-ordered derivative of that
quantity (since, unlike in dimensional regularisation, conformal normal ordering does not
commute with derivatives when curvature is encoded in local information). We explore this
in detail in Sec. 5.5.
3.8 Pinching & Twisting Handles with Transition Functions
We will use plumbing fixture [14, 85] to study a degeneration of the form (5.394). Let
us select a cycle in Σ that is associated to a separating degeneration, and (keeping moduli
fixed) cut across this cycle so as to produce two Riemann surfaces, Σ1 and Σ2, each with a
single boundary, see Fig. 14. In order to reconstruct Σ given Σ1 and Σ2 (keeping moduli
fixed) we may endow Σ1 with a local chart (U1, z1) such that the region |z1| < (1 − )|q|1/2
is absent due to the aforementioned cutting procedure, where  is a small parameter and q a
complex number such that |q|1/2 roughly corresponds to the ‘narrowness of the neck’ at the
cut. Similarly, we endow Σ2 with local chart (U2, z2) such that the region |z2| < (1− )|q|1/2
is again absent due to the aforementioned cut. We can now reconstruct Σ by identifying
pairs of points z1, z2 (on Σ1,Σ2 respectively) if on U1 ∩ U2 they are related by the following
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V1V2
V3
V5
V6V4
Figure 17: Two annuli associated to either a separating or a non-separating degeneration
of a Riemann surface, see Fig. 16. The inner boundaries of the two annuli are identified with
the central cycle shown in either the first or second diagrams in Fig. 16. The three straight
segments in the first diagram (starting from the top one and continuing counterclockwise) are
identified with the contours C12, C23 and C31, whereas those in the second diagram (starting
from the top left one and continuing counterclockwise) are identified with C56, C46 and C65.
The six arc segments along the inner boundary in the first diagram starting from the top left
one and continuing counterclockwise are C25, C26, C36, C34, C14 and C15. That there are six
may be understood by either inspecting Fig. 16, or by inverting the second diagram here (via
the corresponding transition functions) and gluing it to the first along the inner boundary of
the latter (as shown in Fig. 18).
Figure 18: Part of a cell decomposition of a good cover (of a dual triangulation) of an
annulus (left) and the corresponding contour notation for moduli integrals (right). These six
cells correspond to those in Fig. 16 and Fig. 17. In the main text, and modulo the caveats
spelt out in Sec.3.4, we use the simpler setup of retaining a single chart for every annulus.
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transition function:
z1z2 = q, with z1 = f12(z2, q) (3.274)
So q, q¯ correspond to coordinates in moduli space associated to this specific degeneration.
The remaining transition functions associated to all other patch overlaps will be taken to be
independent of q, q¯. This corresponds to freedom in picking a slice in moduli space. However,
this construction does depend on the choice of coordinates; e.g., from (3.274) it follows that
we can absorb q into a redefinition of z1, z2, by defining z′1 = z1q−1/2 and z′2 = z2q−1/2, so that
q = 1 gives an equivalent surface. (In (5.394) we made the choice q = 1 which corresponds
to the clearest starting point, but taking q < 1 will eventually be convenient to discuss
degeneration with fixed coordinate patches). So one must check that the corresponding
amplitudes do not depend on such a choice of coordinates.
The annular region (to order O()):
U1 ∩ U2 =
z1, z2
∣∣∣∣∣ (1− )|q|
1/2 < |z1| < (1 + )|q|1/2
(1− )|q|1/2 < |z2| < (1 + )|q|1/2
 (3.275)
corresponds to the sewn region. In the q → 0 limit the handle pinches, and for non-zero
q we have smooth interpolation between metrics ρ1(z1, z¯1)dz1dz¯1 and ρ2(z2, z¯2)dz2dz¯2 in the
overlap region, in particular on U1 ∩ U2 where: ρ1(z1, z¯1) = ρ2(z2, z¯2)|z2|4/|q|2.
We wish to write down the corresponding path integral measure contributions for this
degeneration. The general formula for every modulus tk (which here we identify with q, q¯)
was given in (3.256), and given the transition function (3.274) it is clearly convenient to
use the explicit form for Bˆk given in the second equality in (3.256). We may in particular
associate the sewing region (3.275) to the region traversed by a contour C12 in (3.256) which
we may in turn identify with the dotted line in Fig. 14 (with the orientation induced by that
of Σ1). So for this degeneration we learn that, taking into account the transition function
(3.274), and that the remaining transition functions are independent of q (so that only the
pair (mn) = (1, 2) survives in the sum over pairs),
Bˆq =
1
2pii
∫
C12
(
dz1
∂f12(z2, q)
∂q
∣∣∣
z2
bz1z1 − dz¯1
∂f12(z2, q)
∂q
∣∣∣
z¯2
b˜z¯1z¯1
)
= −b
(z1)
0 (p1)
q
= −b
(z2)
0 (p2)
q
(3.276)
Similarly, for the anti-chiral half we have, Bˆq¯ = −b˜(z1)0 (p1)/q¯ = −b˜(z2)0 (p2)/q¯.
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So, including the integration measure, the total ghost insertion associated to pinching
and twisting a separating or non-separating degeneration is given by:
∫
d2qBˆqBˆq¯ =
∫
d2q
b
(z1)
0 b˜
(z1)
0 (p1)
qq¯
=
∫
d2q
b
(z2)
0 b˜
(z2)
0 (p2)
qq¯
, d2q ≡ idq ∧ dq¯ (3.277)
This is an operator equation, and so holds inside the path integral. Also, the operand will
generically be q, q¯-dependent as follows from the gluing relation (3.274). An important point
is that the b0, b˜0 operators appearing (3.277) are based either in the z1 or z2 frame (we are
free to choose which one since in fact b(z1)0 = b
(z2)
0 ≡ b0, as follows from (7.498) below). These
modes encircle the operator that is inserted at the origin of either of these two frames (with
any remaining operators outside of the contour).
Since we do not always need to pick a gauge slice in moduli space where twisting and
pinching a handle are both regarded as moduli deformations, let us also display the above
ghost insertions in terms of real coordinates, r, θ. We write q = reiθ and q¯ = re−iθ, and
the transition function is still given by (3.274) with this identification, so the corresponding
insertions take the form:
Bˆr =
1
2pii
∫
C12
(
dz1
∂f12(z2, q)
∂r
∣∣∣
z2
bz1z1 − dz¯1
∂f12(z2, q)
∂r
∣∣∣
z¯2
b˜z¯1z¯1
)
= −1
r
(
b
(z1)
0 + b˜
(z1)
0
)
(p1) = −1
r
(
b
(z2)
0 + b˜
(z2)
0
)
(p2)
(3.278)
and,
Bˆθ =
1
2pii
∫
C12
(
dz1
∂f12(z2, q)
∂θ
∣∣∣
z2
bz1z1 − dz¯1
∂f12(z2, q)
∂θ
∣∣∣
z¯2
b˜z¯1z¯1
)
= −i
(
b
(z1)
0 − b˜(z1)0
)
(p1) = −i
(
b
(z2)
0 − b˜(z2)0
)
(p2),
(3.279)
in terms of which the full insertion analogous to (3.276) would be:∫
idr ∧ dθ BˆrBˆθ =
∫
(2rdr ∧ dθ)b0b˜0
r2
,
which is precisely equal to (3.277). (The curious factor of i on the left-hand side appears
in the change of variables because the Bˆr, Bˆθ anticommute.) So we can also consider gauge
slices where the insertion:
i
∫
dθBˆθ =
∫
dθ
(
b
(z1)
0 − b˜(z1)0
)
(p1) =
∫
dθ
(
b
(z2)
0 − b˜(z2)0
)
(p2),
appears when we cut open a given handle and not
∫
drBˆr. Also, rotating z1 (or z2) by a
phase, z2 → z2e−iθ, or rescaling, z2 → z2/r, leaves b0, b˜0 invariant,
b
(z1/q)
0 = b
(z1)
0 = b
(z2/q)
0 = b
(z2)
0 , for q = reiθ.
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Let us add some comments on the range of integration over q, q¯ or r, θ. If the handle we
cut open is associated to a trivial-homology cycle we can take70,
θ ∈ [0, 2pi), and r ∈ (0,Λ], (3.280)
where Λ = max(|z1z2|) is chosen such that the size of the pinch increases up to the closest
other local (or smeared out) operator insertion (which might also be associated to a modulus).
This corresponds also to the radius of convergence of the OPE. Using furthermore the fact
that the local operators of the given handle operator will have well-defined scaling dimension
(as we will show explicitly in Sec. 7.1) it follows from the gluing relation, z1z2 = q, that we
can always absorb Λ into a rescaling of the frame coordinates, z1 and/or z2, so that the range
(3.280) can always be replaced by:
θ ∈ [0, 2pi), and r ∈ (0, 1], (separating degeneration) (3.281)
If this comes across as being a bit vague, we will make a precise statement using an ex-
plicit example in Sec. 8.4, the relevant equations there being (8.617), (8.618), (8.619) and
also (8.650). This simple result is possible because modular transformations leave trivial
homology cycles invariant.
Cutting along a non-trivial homology cycle the range of integration of the pinch and
twist moduli requires more work. Modular invariance is mostly spontaneously broken if we
choose to insert g AI-cycle (integrated-picture) handle operators (with I = 1, . . . ,g) on a
genus-g Riemann surface. This is analogous to the D’Hoker and Phong approach71 [87] (and
Dijkgraaf, E. Verlinde and H. Verlinde [88] and also [89]) of fixing the loop momenta in
amplitudes of arbitrary genus (supplemented by the Belavin and Knizhnik theorem [84] for
the chiral splitting of the ghost determinants). This certainly leaves the subgroup generated
by θ → θ+ 2pi manifest (so that we should integrate over θ ∈ [0, 2pi) to avoid overcounting),
and clearly there is a remaining discrete symmetry associated to interchange of any two
handle operators, leading to an overall factor of 1/g!. Since the local operators out of
which the handle operator is constructed will not be Hermitian (after rotating to Lorentzian
signature) there should be no multiplicative factor of 1/2g. It is of course important to
unravel the precise moduli space over which we should integrate. We will show by explicit
computation in Sec.8.3 that at one loop the resulting integrand with one handle operator
insertion is indeed modular invariant, so that to avoid overcounting one should restrict to
70DPS thanks Ashoke Sen for a related comment here.
71A review and extension is contained in [86].
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a fundamental domain of SL(2,Z)/Z2. Presumably there is a similar story for higher loops
amplitudes, but this has not been shown.
3.9 Shifting Handles using a Metric
Recall that we derived two equivalent expressions for the ghost contributions to the path
integral measure, see the two equalities in (3.256) on p. 115. The first of these takes a metric
viewpoint whereas the second relies solely on holomorphic transition functions and cocycle
relations, namely on the defining properties of a Riemann surface. We here consider the
first of these approaches and derive the explicit expression for the particular case of moduli
associated to translating vertex operators across a Riemann surface. That is, we will work out
the map from fixed-picture vertex operators to integrated picture with emphasis on obtaining
a globally (on Σ and M ) well-defined expression. In Sec. 3.10 we derive the same result, but
rather than using a metric we will work directly in terms of transition functions. (The latter
approach is much more efficient, and the reader can also skip directly to Sec. 3.10.)
In particular, in this section we will use holomorphic normal coordinates to fix invari-
ance under holomorphic reparametrisations (which include Weyl transformations), and eval-
uate the path integral measure contribution associated to picking a slice in moduli space
that associates ‘translation moduli’ to handle operators. An advantage (compared to the
choice of Nelson [15]) is that the resulting expression will be explicitly covariant and globally
well-defined in moduli space (modulo U(1)), while also preserving explicit reparametrisation
invariance72 (so that it also remains valid in any coordinate system). In contrast, the holo-
morphic slice chosen in [15] is not globally defined, even modulo U(1), so that one needs in
the latter case to add Wu-Yang boundary contributions from patch overlaps to get a global
description.
Our starting point here will be the expression for Bˆk given in (3.271) (which, recall, was
derived from (3.256)). Detailed discussion along similar lines can be found in [31], but here we
take into account some additional boundary terms that will enable us in addition to discuss:
(1) the case where the vertex operators are general BRST-invariant operators (rather than
only primaries as in [31]); (2) general offshell vertex operators arising from cutting open the
path integral across specific cycles of Σ and using the operator-state correspondence (in which
case the analysis of [31] only applies to cycles for which only the imaginary part is considered,
72To be precise, reparametrisation invariance will be more explicit in Sec. 3.10, but the results of the
current section and Sec. 3.10 are entirely equivalent.
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Figure 19: A diagram of a complex structure deformation, I → J = I + δI, that leaves
the entire Riemann surface fixed except that a point p1 ∈ U I1 (with z1(p1) = 0) (left diagram)
is translated to a point p1 ∈ UJ1 (with w1(p1) = zv) (right diagram). The point p1 ∈ UJ1
(as viewed from the initial complex structure, I) corresponds to a point p′1 ∈ U I1 , such that
z1(p′1) = zv. We emphasise that we translate the physical point p1, so that it makes sense to
say that after translation the point p1 is in the patch of the new complex structure, UJ1 .
in the Cutkosky sense73). So our analysis here is much closer to that of Polchinski [10].
In Sec. 2.3 we considered general infinitesimal deformations of complex structure from a
metric viewpoint. Following on from that discussion, let us suppose we consider a compact
Riemann surface, Σ, and a corresponding cover, {U Im}, (associated to some complex structure,
I) such that ∪mU Im = Σ, with non-trivial double and triple overlaps as shown in Fig. 4
(see also Fig. 2). Every open set U Im is homeomorphic to a disc with at most a puncture
inserted. Now to every such cover we can associate an atlas, UI = {(U Im, zm)}, such that
zm : U Im → C provides a holomorphic coordinate for the region U Im, with corresponding
holomorphic transition functions on patch overlaps and cocycle relations as discussed in
Sec. 2. Let us be a bit more explicit,
UI = {(U Im, zm)} = {(U I1 , z1), (U I2 , z2), (U I3 , z3), . . . }. (3.282)
We then single out a specific chart, (U I1 , z1), and arbitrarily assign to a point, p1 ∈ U I1 , the
origin of the coordinate system, z1(p1) = 0.
Let us suppose now that there is a puncture at p1, i.e. a hole in Σ centred at p1 whose
radius as measured in the z1 coordinate, |z1| = r, is sent to zero. To be precise,
We are free to (and will) send r → 0 in terms that are independent of r in the
path integral measure. This allows us to treat external punctures and “punctures”
73This is because it is only physical states that contribute to the imaginary part of a cut handle, whereas
the real part also propagates offshell and hence unphysical degrees of freedom.
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arising from cutting open the path integral along an internal cycle of the Riemann
surface on an equal footing.74 So in fact r might even correspond to a modulus of
our Riemann surface associated to pinching a cycle.
Clearly, it is perfectly consistent to send r → 0 in terms independent of r and this is
what we shall do. The relevant point is that we pick a gauge slice in moduli space such
that the measure contributions, Bˆk, associated to translating a pinched handle across the
surface (as opposed to measure contributions associated to pinching or twisting a handle)
are independent of r – recall the discussion in Sec. 3.7 – so we may (and will) in fact take
the limit r → 0 in these particular terms that are associated to translation moduli (but not
for pinch or twist moduli). In fact, these particular terms are precisely the relevant terms
needed to implement the operator-state correspondence for vertex operators in integrated
picture. This allows us to speak about “local (or bi-local) operator insertions”, even though
these insertions might arise from state(s) associated to cutting open a cycle of a Riemann
surface whose radius corresponds to a modulus.75
Furthermore, as far as the ghost contributions, Bˆk, associated to translation moduli in
the path integral measure are concerned, whether there is a puncture at p1 or not is specified
by whether there is (using the operator-state correspondence) a local vertex operator or the
vacuum (i.e. the unit operator) at p1. In this section we are interested in the case where there
is a local vertex operator inserted at p1 ∈ U I1 and when there is no other operator insertion
within U I1 – we want to understand how to translate this point p1 across the surface. In
particular, we want to associate to the motion of the puncture, p1, a complex structure
deformation, I → J = I + δI. On general grounds then, in the J complex structure there
will by definition be a corresponding holomorphic atlas,
UJ = {(UJm, wm)} = {(UJ1 , w1), (UJ2 , w2), (UJ3 , w3), . . . }. (3.283)
where every wm is a holomorphic coordinate with respect to the J complex structure, as was
every zm a holomorphic coordinate with respect to the I complex structure in (3.282).
74This is so even though properties of external vertex operators and those arising from cutting handles
will be different in general.
75In case the reader has a hard time digesting the implications of this observation (or the underlying reason
as to why it is true) they are advised to read on since we will try to clarify it in great detail. The relevant
clue was provided in Sec. 3.7 where the r-independence was discussed. Note that such r-independence is
only present when the boundary terms mentioned there are included. It is because these boundary terms
were omitted in Witten’s analysis [31] (see equation (2.58) there) that the analysis there only applies to
asymptotic primary vertex operators, or to vertex operators associated to pinches when only the imaginary
part (in the Cutkosky sense [90,91]) of the cut cycle is considered.
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Figure 20: Cutting open a Riemann surface (and a corresponding worldsheet path integral)
across a cycle introduces two boundaries, one of which is shown in the first diagram (see
also Fig. 16). One can pick a gauge slice in moduli space whereby the path integral measure
factorises into a term that associates the “size” and “twist” of the cut cycle to a complex
modulus, such that the remaining terms are independent of the size (or radius), r, of the cut
cycle. In the latter terms we can freely take r → 0 (second diagram), allowing one to replace
the (three, in the depicted example) partially overlapping charts by a single coordinate chart.
The resulting puncture may then be translated across the Riemann surface in this fixed chart
as depicted in Fig. 19.
This is of course entirely general, in that it holds for any small deformation, I → I + δI.
Now we wish to pick a gauge slice in moduli space where I → I + δI leaves the entire
Riemann surface invariant except that the point p1 is translated to a new point p′1 ∈ U I1 . We
can accomplish this by choosing the atlas, UJ , in the J complex structure as follows,
UJ = {(UJ1 , w1), (UJ2 , w2), (UJ3 , w3), . . . }
=
{(
UJ1 , z1 + θ(r − |z1|)δzv
)
, (U I2 , z2), (U I3 , z3), . . .
}∣∣∣
r→0
(3.284)
so that we demand that (UJm, wm) = (U Im, zm) for all m 6= 1, whereas for m = 1 (including
also the complex conjugate),
w1 = z1 + θ(r − |z1|)δzv
w¯1 = z¯1 + θ(r − |z1|)δz¯v
(with r  1) (3.285)
and r is the radius that is to be taken to zero in order to ensure that only the point p1 is
translated leaving the remaining Riemann surface invariant. The relation (3.285) should not
be interpreted as a transition function since: (1) transition functions are holomorphic (for
fixed moduli parameters) whereas (3.285) is not; (2) UJ and UI represent different complex
structures.
Rather, (3.285) represents the relation between holomorphic coordinates of two different
complex structures. Since z1 and w1 are holomorphic parameters in their respective charts
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associated to complex structures, I and J , it must be that zv is not a holomorphic parame-
ter76 since the Heaviside function with argument |z1| appears in (3.285). The discontinuity in
(3.285) ensures that z1 → w1 is also not a diffeomorphism, since diffeomorphisms are by defi-
nition injective and surjective smooth maps with a smooth inverse. We could have smoothed
this discontinuity out if we so wished (as done in [31]) but the map would still not be a dif-
feomorphism: the essential point is this change of coordinates is not invertible. Viewing the
complement of diffeomorphisms as complex structure deformations we are led to interpret
this map as a complex structure deformation. To be precise, the map I → J = I + δI is
non-injective and non-surjective: since (after taking the limit, r → 0) there are two points
in p1, p′1 ∈ U I1 that map to the same point p1 ∈ UJ1 the map is non-injective (in particular
both z1(p1) = 0 and z1(p′1) are mapped to w(p1) = zv), and since there is also the point p0
(defined by w(p0) = 0) that is not in the codomain of the map it is also non-surjective.
Dissecting the notion of a diffeomorphism and complex structure deformations in this
manner is useful since it highlights a multitude of ways available to us of deforming complex
structures. We may in particular construct a map and simply drop one or more of the defining
properties of a diffeomorphism – with some care, the resulting map can be identified with a
complex structure deformation. Choosing to parametrise the specific deformation (3.285) by
a discontinuous change of variables is evidently not necessary but it is certainly convenient
and as general as it needs to be.
The discontinuity induced by the Heaviside function in (3.285) corresponds to taking the
metric to be singular along the contour |z1| = r (as we discuss below). Since the metric
is not even part of the defining properties of a Riemann surface there is no obstruction to
letting it become singular provided this does not interfere with global constraints (namely the
cocycle relations (2.36) or (2.56) and hence also the Euler characteristic (2.165)). Indeed, the
transition functions defining the Riemann surface remain holomorphic on patch overlaps for
any one fixed complex structure so these are unaffected by the discontinuity. Furthermore,
it is clear that the Euler characteristic is also not affected by the discontinuity since it is
evaluated in a fixed complex structure – the discontinuity does not appear in either complex
structure (since we can work with the zm or wm coordinates in the I or J complex structures
respectively). So the Heaviside function in (3.285) for the entire domain in, z1 : U I1 → C, is
76Already here (and also below) we diverge slightly from Witten’s derivation [31], see the comment below
(2.52) in [31]. The correspondence with the notation in [31] is: (w1, z1, zv)here = (z, w, z)there, and rather
than taking f(|w|) (defined there) to be a general monotonically decreasing function we choose to use the
Heaviside function since we only wish to translate a single point, p1, while keeping the remaining surface
fixed. (Recall also footnote 75 on p. 134.)
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not only well-defined (with some care), but it will also streamline what follows.
We wish to identify the complex parameter zv with the coordinate in moduli space that
parametrises the location of the point p1, and we take it initially to be such that the translated
point stays within the patch UJ1 , see Fig. 19 and Fig. 20. The contribution to the path integral
that we wish to evaluate will then be BˆzvBˆz¯v , where according to (3.271):
Bˆzv =
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
+
+
∑
m
1
2
[
νzv(pm)
(
b
(zm)
0 + b˜
(z¯m)
0
)
(pm) + iγzv(pm)
(
b
(zm)
0 − b˜(z¯m)0
)
(pm)
]
+
∑
m
∑
n≥1
1
(n+ 1)!
[
∂nzmνzv(pm)b
(zm)
n (pm) + ∂nz¯mνzv(pm)b˜
(z¯m)
n (pm)
] (3.286)
with a similar relation for the anti-chiral half, Bˆz¯v , obtained from (3.286) by the replacement
zv → z¯v keeping everything else fixed. Recalling the general relation between the holomorphic
coordinates, zm and wm, associated to complex structures I and J = I + δI respectively,
given in (2.89),
wm(zm, z¯m) = zm + vzmkm(zm, z¯m)δtk +O(v2)
w¯m(zm, z¯m) = z¯m + vz¯mkm(zm, z¯m)δtk +O(v2),
(for all m) (3.287)
and comparing (3.287) with (3.284) we see that for the deformation of interest (i.e. that asso-
ciated to translating the point p1 keeping the remaining Riemann surface fixed by identifying
zv, z¯v with the corresponding modulus, namely (tzv , tz¯v) = (zv, z¯v)) all of the vzmzvm, vz¯mzvm, (and
their derivatives) are identically zero except for a subset of the m = 1 terms:(
vz1zv1, v
z2
zv2, . . .
)
=
(
vz1zv1, 0, . . .
)
(
vz1z¯v1, v
z2
z¯v2, . . .
)
=
(
0, 0, . . .
) ,
(
vz¯1zv1, v
z¯2
zv2, . . .
)
=
(
0, 0, . . .
)
(
vz¯1z¯v1, v
z¯2
z¯v2, . . .
)
=
(
vz¯1z¯v1, 0, . . .
)
,
(3.288)
and the m = 1 terms read in particular,
vz1zv1(z1, z¯1) = θ(r − |z1|)
vz1z¯v1(z1, z¯1) = 0
,
vz¯1zv1(z1, z¯1) = 0
vz¯1z¯v1(z1, z¯1) = θ(r − |z1|)
(3.289)
But then from the first relation in (2.92) it follows that all terms in the sums over m in
(3.286) vanish except for the m = 1 term, so the latter simplifies to:
Bˆzv =
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
+
+ 12
[
νzv(p1)
(
b
(z1)
0 + b˜
(z1)
0
)
(p1) + iγzv(p1)
(
b
(z1)
0 − b˜(z1)0
)
(p1)
]
+
∑
n≥1
1
(n+ 1)!
[
∂nz1νzv(p1)b
(z1)
n (p1) + ∂nz¯1νzv(p1)b˜
(z1)
n (p1)
]
.
(3.290)
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We will evaluate the operator (3.290) next, beginning from the νzv -dependent terms.
Let us appeal to the formalism developed in Sec. 2.3. (We have tried to use a consistent
notation throughout the entire document.) In that section we discussed how to parametrise
deformation of complex structures from a metric viewpoint. Let us then consider the metric
in the J complex structure in the UJ1 patch given in (the first equality in) (2.83), repeated
here for convenience,
gJ = ρI(w1, w¯1)dw1dw¯1 (3.291)
where we have noted that in UJ1 the holomorphic coordinate is w1. Now since ρI(w1, w¯1) is
the same function as that appearing in the I complex structure, namely ρI(z1, z¯1), the only
difference being that we have replaced z1 by w1 in the latter (recall the extensive discussion
above and below (2.83) on this point), it follows that ρI(w1, w¯1) depends on the moduli
zv, z¯v only via its dependence on w1, w¯1. This is essentially why there is the subscript I
in ρI(w1, w¯1) rather than J = I + δI, even though (confusingly) the full metric tensor gJ
is in the J complex structure as emphasised on the left-hand side in (3.291). Recall that
this is what we meant by ‘parametrising a complex structure deformation by a change of
coordinates keeping the metric fixed’.
It will also be convenient to allow for a small (so that a single coordinate patch will be
sufficient) but finite deformation. Rather than introduce new notation we will then infer
from (3.285) that for finite deformations:
w1 = z1 + θ(r − |z1|)zv
w¯1 = z¯1 + θ(r − |z1|)z¯v
, (with r  1) (3.292)
where we have taken into account that θ(r−|z1|) and z1 are independent of the modulus zv, z¯v,
and we have chosen the integration constant such that zv = 0 (when z1 = 0) is identified
with w1 = 0.
Given (3.292), it then should clearly be the case that if we differentiate ln ρI(w1, w¯1) with
respect to zv keeping both w1, w¯1 fixed then the resulting quantity should vanish:
d
dzv
ln ρI(w1, w¯1)
∣∣∣
w1,w¯1
= 0, (3.293)
because the entire zv dependence is in w1 via (3.292). As far as this derivative is concerned
we need only consider the case |z1| < r (because in order to evaluate (3.290), jumping ahead
slightly, we will need to evaluate it at p1, i.e. at z1 = 0, before taking r → 0), so that
the Heaviside function in (3.292) is equal to unity here. Therefore, on account of (3.292)
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we can regard z1 + zv, z¯1 + z¯v as being the arguments of ρI(w1, w¯1) (which we denote by
ρI(z1 + zv) ≡ ρI(z1 + zv, z¯1 + z¯v) for brevity). Using the chain rule we can then rewrite
(3.293) as follows,
∂
∂zv
ln ρI(z1 + zv)
∣∣∣
z1,z¯1
+ ∂
∂z1
ln ρI(z1 + zv)
∣∣∣
z¯1,zv
∂z1
∂zv
∣∣∣
w1,w¯1
+ ∂
∂z¯1
ln ρI(z1 + zv)
∣∣∣
z1,zv
∂z¯1
∂zv
∣∣∣
w1,w¯1
= 0,
(3.294)
where zv and z¯v (for |z1| < r) are interpreted as independent variables, which is in turn why
a term proportional to ∂z¯v/∂zv is absent in (3.294). Since on account of (3.292) for |z1| < r
the last term on the left-hand side in (3.294) vanishes, and in fact:
∂z1
∂zv
∣∣∣
w1,w¯1
= −1, ∂z¯1
∂zv
∣∣∣
w1,w¯1
= 0, when |z1| < r,
we learn that the requirement (3.293) or (3.294) is equivalent to:
∂
∂zv
ln ρI(z1 + zv)
∣∣∣
z1,z¯1
= ∂
∂z1
ln ρI(z1 + zv)
∣∣∣
zv ,z¯v
, when |z1| < r. (3.295)
We emphasise that this is valid in a finite region (within the disc, |z1| < r, in particular),
which includes z1 = 0. We have also taken this into account when specifying what is held
fixed when the various partial derivatives are taken (to be precise, the quantities z1 and z¯1
are independent, as are zv and z¯v, when |z1| < r), and we will also make use of this below
since this allows us to take multiple derivatives of (3.295) with respect to z1 before evaluating
it at z1(p1) = 0.
In Sec. 2.2 and Sec. 2.3 we denoted by t = (t1, t2, . . . ) a generic local coordinate system
in moduli space. As mentioned above, we here identify a pair of these coordinates, tzv , tz¯v ,
with the location of the puncture in the J complex structure, that is:
(tzv , tz¯v) = (zv, z¯v).
Taking this into account, let us then substitute (3.295) back into the first relation in (2.81)
(displayed on p. 38), recalling that ρI = 2gIz1z¯1 . That is, in the J complex structure (written
in terms of the I complex structure coordinates, z1) we have the relations:
νzv(z1 + zv) =
∂
∂zv
ln ρI(z1 + zv)
∣∣∣
z1,z¯1
= ∂
∂z1
ln ρI(z1 + zv)
∣∣∣
zv ,z¯v
,
νz¯v(z1 + zv) =
∂
∂z¯v
ln ρI(z1 + zv)
∣∣∣
z1,z¯1
= ∂
∂z¯1
ln ρI(z1 + zv)
∣∣∣
zv ,z¯v
(3.296)
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provided |z1| < r. Notice in particular that we can freely interchange ∂z1 with ∂zv derivatives
of ln ρI(z1 + zv) provided |z1| < r.
We may then use the relation (3.296) to rewrite the derivatives appearing in the last line
in (3.290) in terms of derivatives with respect to zv, z¯v at fixed frame coordinate, z1, z¯1,
∂nz1νzv(z1 + zv) = ∂
n+1
zv ln ρI(z1 + zv)
∣∣∣
z1,z¯1
∂nz¯1νzv(z1 + zv) = ∂
n
z¯v∂zv ln ρI(z1 + zv)
∣∣∣
z1,z¯1
,
(3.297)
Evaluating (3.297) at p1 taking into account that z1(p1) = 0 yields,
∂nz1νzv(p1) = ∂
n+1
zv ln ρI(zv)
∣∣∣
z1,z¯1
∂nz¯1νzv(p1) = ∂
n
z¯v∂zv ln ρI(zv)
∣∣∣
z1,z¯1
, (n ≥ 0) (3.298)
We next make use of the choice of metric (2.98) of Polchinski that was introduced in
Sec. 2.4.1. But before we carry on let us divert momentarily before implementing this choice
into (3.298) in order to briefly elaborate on a subtle point that can lead to confusion. In
the analysis of Sec. 2.4.1 it would seem that in order to make the choice of metric (2.98)
we referred to a specific complex structure, I, with corresponding chart (U I1 , z1) (we take
the patch associated to m = 1 here which is the focus of the current section). And that
consequently the choice of metric (2.98) only remains valid at z1 = 0. Although it is true
that the choice of metric holds at z1 = 0, the relation (2.98) and all the subsequent relations
that follow from it (such as the boxed relations in that subsection) also remain valid in a
deformed complex structure J = I + δI (with a corresponding open set UJ1 ) when the latter
differs from I only in that (when r → 0) the point p1 has been translated across U I1 as
we have discussed in the current subsection leaving the entire remaining Riemann surface
unchanged. Making the explicit chart coordinate, z1, manifest, the relation (2.98) in the
I complex structure in the chart (U I1 , z1) reads ∂nz1gIz1z¯1(0) = 0, whereas in the J complex
structure in the chart (UJ1 , w1) (but written in terms of the z1 coordinate) it reads:
∂nz1ρI(z1 + zv)
∣∣∣
z1=0
= ∂nzvρI(z1 + zv)
∣∣∣
z1=0
=
{
1 if n = 0
0 if n ≥ 1
∂nz¯1ρI(z1 + zv)
∣∣∣
z1=0
= ∂nz¯vρI(z1 + zv)
∣∣∣
z1=0
=
{
1 if n = 0
0 if n ≥ 1
(3.299)
where it might be helpful to recall that w1 = z1 + zv when |z1| < r (for some sufficiently
small radius r). Similarly, the relation for the Ricci scalar corresponding to (2.99) in the J
complex structure reads:
R(2)(z1 + zv) = −4ρI(z1 + zv)−1∂zv∂z¯v ln ρI(z1 + zv). (3.300)
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Given this holds in a finite region |z1| < r and not only at p1 we can also consider derivatives
of (3.300) and then evaluate it at p1. Since it is the physical point p1 that has been actively
translated, these relations are still eventually evaluated at p1 where z1 = 0, but now the
explicit arguments will correspond to the modulus zv. Again, it may come across as slightly
confusing that the I complex structure label and coordinates appear in the relations (3.299)
and (3.300) even though we are in the J complex structure, but as mentioned the reason
that this must be the case can be traced back to (2.83) (where this was discussed in detail).
Taking these comments into account, we next evaluate the two expressions in (3.298)
using the choice of metric (3.299) (associated to holomorphic normal coordinates) and find
that the first expression vanishes,
∂nz1νzv(p1) = ∂
n+1
zv ln ρI(zv)
∣∣∣
z1,z¯1
= 0, (n ≥ 0) (3.301)
whereas the second expression in (3.298) vanishes only for n = 0. For n ≥ 1 the latter can
primarily be massaged into the form:
∂nz¯1νzv(p1) = ∂
n
z¯v∂zv ln ρI(zv)
∣∣∣
z1,z¯1
= −14∂
n−1
z¯v
[
ρI(zv)
(
− 4ρI(zv)−1∂z¯v∂zv ln ρI(zv)
)]∣∣∣
z1,z¯1
(n ≥ 1) (3.302)
Now since in holomorphic normal coordinates purely anti-holomorphic (or purely holomor-
phic) derivatives of ρI(zv) vanish at p1, and since ρI(zv) = 1, on account of the above expres-
sion for the Ricci scalar (3.300) we learn that in holomorphic normal coordinates (3.302) is
equivalent to,
∂nz¯1νzv(p1) = −
1
4∂
n−1
z¯v R(2)(zv)
∣∣∣
z1,z¯1
(n ≥ 1) (3.303)
Given that in holomorphic normal coordinates purely (anti-)holomorphic derivatives of the
connection, Γz1z1z1(zv) = ∂zv ln ρI(zv), always vanish when evaluated at p1 (see the reasoning
leading up to (2.120) in Sec. 2.4.2) we learn that (3.303) can be written entirely in terms of
covariant quantities,
νzv(p1) = 0
∂nz1νzv(p1) = 0
∂nz¯1νzv(p1) = −
1
4∇
n−1
z¯v R(2)(zv)
∣∣∣
z1,z¯1
, (n ≥ 1) (3.304)
where in the first two relations we reproduce (3.301) for later reference. Crucially, the first
two relations in (3.304) imply that variations in zv preserve the gauge fixing associate to
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the choice of holomorphic normal coordinates. So as we shift a puncture across a general
Riemann surface the metric will remain ‘as flat as possible’ at the puncture.
Since the right-hand side of the third relation in (3.304) is explicitly independent of z1, z¯1
we will drop the fact that it is evaluated at fixed z1, z¯1 from the notation in what follows.
Written in this manner it is clear that the right-hand side of the third relation in (3.304)
is valid in any coordinate system, even though we chose to work in the specific coordinate
system introduced in Sec. 2.4.1 and Sec. 2.4.2. This is analogous to the use of Riemann normal
coordinates for real manifolds and is, consequently, particularly powerful. For example, local
operators written entirely in terms of covariant quantities such as (3.304) will transform as
(components of) conformal tensors (modulo U(1)) on patch overlaps.77
We must also verify that the left-hand sides in the first two relations in (3.304) also vanish
in every coordinate system, since this is not immediate (the second relation is not a tensor
equation). The first relation in (3.304) indeed holds in every coordinate system since νzv is
a globally-defined function on Σ (i.e. a scalar with respect to diffeomorphisms) as discussed
below (2.76), see also (2.80). The second relation also holds in every coordinate system since
in holomorphic normal coordinates it is true that ∂nz1νzv(p1) = ∇nz1νzv(p1), and since this
is the nth covariant derivative of a scalar and covariant derivatives of scalars are tensors,
it follows that the second relation in (3.304) indeed holds in every conformal coordinate
system. Summarising, all relations in (3.304) hold in a general coordinate system and lead
to a globally-defined construction.
Let us now consider the γzv(p1) factor in (3.290). Recall primarily that this was defined
in (2.106). This quantity will never contribute to the path integral provided: (1) we always
identify the phase of the frame coordinate, z1, with a modulus; or (2) when the vertex
operator on which Bˆzv acts is annihilated by (b
(z1)
0 − b˜(z1)0 )(p1) (when Bˆzv is associated to
translating an external state across the Riemann surface). In the first case, that the γzv(p1)
factor in (3.290) does not contribute is because in this case there is always an additional factor
of Bˆθ in the path integral measure, see (3.279), and (b(z1)0 − b˜(z1)0 )2 = 0 by the Grassmann-odd
77A complementary viewpoint is that the frame coordinates transform as scalars under reparametrisations
of an underlying auxiliary coordinate, σ, or reparametrisations of the base point, σ = σ1, in terms of which
what we have been calling z1 is identified with zσ1(σ) and z1 = 0 corresponds to zσ1(σ1) = 0. Moduli varia-
tions, δzv, are identical to −δzσ1(σ1). The relations (3.296) can also be used to replace ∇n−1z¯v R(2)(zv)
∣∣
z1,z¯1
in
(3.304) by ∇n−1z¯1 R(2)(z1 + zv)
∣∣
zv,z¯v
with the latter evaluated at z1 = 0. In terms of the auxiliary coordinate
the latter is equivalent to ∇n−1z¯σ1 R(2)(σ)
∣∣
σ=σ1
, where the covariant derivatives are with respect to z¯σ1(σ) and
then evaluated at σ = σ1. So on account of (2.10) and (2.139) reparametrisation invariance is perhaps clearer
in terms of an auxiliary coordinate system, see also the discussion in the following section. But the results
are equivalent.
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nature of these modes. In the latter case it is trivially true that the γzv(p1) drops out. We
may consequently drop this term from the following formulas.
Summarising, let us substitute (3.304) into (3.290) to find the following expression for
the Bˆzv operator, namely the measure contribution associated to translating pinches or local
operators across a Riemann surface with corresponding moduli zv, z¯v,
Bˆzv =
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
− 14
∑
n≥1
1
(n+ 1)!∇
n−1
z¯v R(2)(zv)b˜
(z1)
n (p1). (3.305)
It remains to evaluate the first term in this equation associated to the integral over Σ.
We evaluate this by introducing a partition of unity satisfying ∑m λm = 1, as discussed
extensively in Sec. 2.5 and then make use of (2.170) in order to write the integral over Σ as
a sum of integrals over cells, V = {Vm}. That is,
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
=
∑
m
1
2pi
∫
Um
d2zm
(
µ zmzv z¯m bzmzmλm + µ
z¯m
zvzm b˜z¯mz¯mλm
)
=
∑
m
1
2pi
∫
Vm
d2zm
(
µ zmzv z¯m bzmzm + µ
z¯m
zvzm b˜z¯mz¯m
)
.
(3.306)
We then consider every integral in the sum over cells, labelled by m, separately. In any one
such cell we will assume the Dolbeault-Grothendieck lemma holds so that the (components
of the) Beltrami differentials take the form:
µ zmzv z¯m = ∂z¯mv
zm
zvm, µ
z¯m
zvzm = ∂zmv
z¯m
zvm.
For the deformation of interest the local vectors vzmzvm, vz¯mzvm satisfy (3.288) and (3.289), so
that all terms in the sum over m in (3.306) vanish except for the chiral half of the m = 1
term,
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
= 12pi
∫
V1
d2z1 ∂z¯1v
z1
zv1bz1z1
= lim
r→0
1
2pi
∫
V1
d2z1 ∂z¯1θ(r − |z1|)bz1z1
(3.307)
We have also noted that we may take r → 0 after having evaluated the integral since Bˆzv is
independent of r as discussed extensively above.
A derivative of the Heaviside function appearing in (3.307) is by definition a delta func-
tion,
∂z¯1θ(r − |z1|) = −δ(r − |z1|)∂z¯1|z1| (3.308)
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To proceed further, when it is not immediate what the derivative of a complex-valued func-
tion, f(z, z¯), (in the sense of real analysis) of one complex variable is we always interpret it
in the sense of Pompeiu [92]:
(∂z¯f)(z0, z¯0) := lim
→0
1
2pii2
∮
∂∆(z0,)
dz f(z, z¯), (3.309)
where ∆(z0, ) is a disc in the z, z¯ coordinate system centred at z = z0 of radius  and
∂∆(z0, ) its boundary with the standard orientation so that
∮
∂∆(z0,) dz/(z − z0) = 2pii.
Applying this to the case of interest, we take f(z, z¯) = |z| and find,
∂z¯1|z1| =

0 if z1 = 0
1
2
z¯1
|z1| if z1 6= 0
(3.310)
Notice that (3.309) makes sense even where f(z, z¯) is not differentiable, but this plays no
role here since by (3.308) (and given that z1 in (3.307) is integrated) only the |z1| = r case
is of interest. In particular, (3.308) reads,
∂z¯1θ(r − |z1|) = −δ(r − |z1|)
1
2
z¯1
|z1| , (3.311)
and substituting this into (3.307) yields,
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
= − lim
r→0
1
2pi
∫
V1
d2z1 δ(r − |z1|)12
z¯1
|z1|bz1z1 . (3.312)
We next make use of the fact that bz1z1 has a Laurent expansion (within V1) centred at
z1(p1) ≡ 0,
bz1z1(z) =
∑
n∈Z
b(z1)n (p1)
zn+2
, with z := z1(p′1), (3.313)
where p′1 is a point on the manifold at which the local operator, bz1z1 , is evaluated, and
change the integration variables, (z1, z¯1) → (ρ, θ), by z1 = ρeiθ and z¯1 = ρe−iθ (with range
0 ≤ ρ ≤ r + Λ and 0 ≤ θ < 2pi, and Λ any positive constant). The measure takes the form
d2z1 ≡ idz1 ∧ dz¯1 = 2ρdρ ∧ dθ, so that the integral (3.312) is then trivially evaluated and
yields:
1
2pi
∫
Σ
d2z
(
µ zzv z¯ bzz + µ
z¯
zvz b˜z¯z¯
)
= − lim
r→0
∑
n∈Z
r−n−1δn+1,0b(z1)n (p1)
= −b(z1)−1 (p1).
(3.314)
We next substitute (3.314) into the expression for the Bˆzv operator given in (3.305)
to find that the final expression for the path integral measure contribution associated to
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the complex structure deformation δzv, δz¯v that translates fixed picture vertex operators to
integrated picture reads:
Bˆzv = −b(z1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
z¯v R(2)(zv)b˜
(z1)
n (p1)
Bˆz¯v = −b˜(z1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
zv R(2)(zv)b
(z1)
n (p1)
(3.315)
where in the second equality we also display the corresponding relation for the z¯v modulus
which is completely analogous.
Since bz1z1(dz1)2 transforms as a rank-2 conformal tensor under conformal transforma-
tions, when |z1| < r the relation to the J complex structure coordinates reads w1 = z1 + zv,
and is such that bz1z1(dz1)2 = bw1w1(dw1)2. Therefore, since dz1 = dw1 the corresponding
modes satisfy,
b(z1)n (p1) = b(w1)n (p1) ⇒ b(z1)n (0) = b(w1)n (zv), (3.316)
where,
b(w1)n (zv) =
∮ dw
2pii(w − zv)(w − zv)
n+2bw1w1(w), with w := w1(p′1),
and (according to (3.313)) p′1 is now interpreted as a point on the manifold along the contour
at which the integrand is evaluated, and the contour integral integrates over all such points.
(Note that we imagine taking the contour such that |z1| < r and then take r → 0.) In terms
of the J complex structure coordinates, taking into account (3.316), we could equivalently
have written (3.315) as,
Bˆzv = −b(w1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
z¯v R(2)(zv)b˜
(w1)
n (p1)
Bˆz¯v = −b˜(w1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
zv R(2)(zv)b
(w1)
n (p1)
(3.317)
The relations (3.315) are consistent with [10]. Here we have also discussed the detailed and
very subtle reasoning that leads to this result.
Let us also discuss how to apply this result (3.317) in explicit computations. When there
is a fixed-picture vertex operator, Aˆ (z1)a (p1), inserted at p1 in the z1 frame coordinate, and
when we wish to associate its location, p1, to a modulus, the measure contribution of the
path integral provides the integrated-picture vertex operator,
A (z1)a :=
∫
d2zvBˆzvBˆz¯vAˆ
(z1)
a (p1) (3.318)
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where the domain of integration depends on whether this vertex operator arises from cutting
open a handle of Σ or whether Aˆ (z1)a (p1) is an asymptotic state vertex operator, but in
general it also depends on the remaining features on the surface. Adhering to standard
convention [14], for integrated vertex operators, A (z1)a , we omit the hat ‘ˆ ’ from Aˆ (z1)a .
The quantity BˆzvBˆz¯vAˆ (z1)a (p1) is evaluated in the J complex structure where locally the
chart coordinates, (UJ1 , w1), are used and recall that:
z1(p1) = 0, and w1(p1) = zv.
So to make zv more explicit we could transform the z1 frame vertex operators, Aˆ (z1)a (p1), into
the corresponding w1 frame vertex operators, Aˆ (w1)a (p1). If we can show that these vertex
operators transform as conformal tensor components under rigid translations, z1 → w1 =
z1 + zv (for |z1|  r) then by the standard transformation law of a tensor78 under rigid
translations (since dw1 = dz1) (and making the coordinates, z1(p1), of the location, p1, at
which the vertex operator is evaluated explicit),
Aˆ (z1)a (p1) ≡ Aˆ (z1)a (z1(p1)) = Aˆ (z1)a (0) = Aˆ (w1)a (w1(p1)) = Aˆ (w1)a (zv) ≡ Aˆ (w1)a (p1).
It is indeed true that the handle operators we will consider transform as tensors under rigid
shifts of frame, because of the following two reasons: (1) they transform naively as such when
we neglect normal ordering; (2) the change induced by a change in normal ordering is zero for
rigid shifts – the latter follows from the general result for changes in normal ordering (4.373)
with (4.374) evaluated at w1(z) = z + zv (and similarly w1(z′) = z′ + zv), see (4.377). So
applying this to (3.318) we learn that given a set of fixed picture vertex operators, Aˆ (z1)a (p1),
the corresponding integrated-picture vertex operators are also given by:
A (w1)a :=
∫
d2zv1Bˆzv1 Bˆz¯v1 Aˆ
(w1)
a (zv1) (3.319)
where the ghost insertions are given by (3.317). (For later convenience we replaced zv by
zv1 .) Notice that the modes in Bˆzv1 , Bˆz¯v1 are centred at the vertex operator insertions, for
every value of the modulus, zv1 , z¯v1 .
78Recall that the defining property of a conformal tensor component, O(z)(p), is that under (anti-
)holomorphic transformations z → w(z) (and z¯ → w¯(z¯)),
O(z)(p)dzhdz¯h˜ = O(w)(p)dwhdw¯h˜
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We have set things up such that the modes hitting Aˆ (w1)a (zv1) in (3.319) remain centred
at the local vertex operator, and this remains true for all zv1 , z¯v1 . So this also remains true
while Aˆ (w1)a (zv1) is integrated over the entire Riemann surface of interest.
The result (3.319) is a general and important result (and the normalisation is precisely
that required by unitarity in our conventions, although we have not yet specified the nor-
malisation of Aˆ (w1)a (zv1)). Integrating over zv, z¯v corresponds to integrating over complex
structures J (with respect to the fixed I complex structure) keeping all remaining Riemann
surface moduli fixed. The subtlety of integrating infinitesimal complex structure deforma-
tions to corresponding finite deformations, from this viewpoint, corresponds to unravelling
the range of the integral over zv, z¯v in (3.319). Clearly, this will depend on the various
neighbouring features on the surface.
When the insertion (3.318) or (3.319) arises from cutting open a handle one must dis-
tinguish between two cases depending on whether the degeneration results in a separating
or a non-separating degeneration – the expressions (3.318) and (3.319) remain true in ei-
ther case since it is entirely local (it is the range of the zv integral and the corresponding
transition functions and cocycle relations that distinguish the two cases). When there are
also pinch and twist moduli for the cut handle there are additional differences, in that only
level-matched states propagate through separating degenerations, whereas for non-separating
degenerations also non-level-matched states propagate – we discuss this in detail in following
sections.
To the computation of Bˆzv (associated to choosing a slice in moduli space that associates
translations of points and handle operators to moduli variations) there corresponds an en-
tirely analogous expression for the energy-momentum tensor contribution (3.272), the only
difference being that the γzv(pm) term does not necessarily decouple unless what it acts on
is annihilated by L(z1)0 − L˜(z¯1)0 :
Dˆzv = −L(z1)−1 (p1) + iγzv(p1)
(
L
(z1)
0 − L˜(z¯1)0
)
(p1)− 14
∑
n≥1
1
(n+ 1)!∇
n−1
z¯v R(2)(zv)L˜
(z1)
n (p1)
Dˆz¯v = −L˜(z1)−1 (p1)− iγzv(p1)
(
L
(z1)
0 − L˜(z¯1)0
)
(p1)− 14
∑
n≥1
1
(n+ 1)!∇
n−1
zv R(2)(zv)L
(z1)
n (p1),
(3.320)
with similar relations for the J complex structure coordinates, w1.
Let us study the γzv(pm) term in further detail. We will show that it vanishes in a
given chart in holomorphic normal coordinates, but also that it is ambiguous since it is
not guaranteed to vanish in all charts. From the defining relation (2.106), identifying the
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modulus tzv with zv and setting m = 1, yields,
γzv(p1) = 2Im
(
∂z1v
z1
zv1
)
(p1).
The quantity ∂z1vz1zv1 in holomorphic normal coordinates is also equal to ∇z1vz1zv1, but notice
that this is not globally-defined since the quantity vz1zv1 is only defined in the chart (U I1 , z1)
(or in (UJ1 , w1)). Nevertheless, we can evaluate it locally in holomorphic normal coordinates
and we do so next. We take into account that vz1zv1 is a Heaviside function, see (3.289), and
learn that:
γzv(p1) = 2Im
(
∂z1θ(r − |z1|)
)
(p1)
= −2Im
(
δ(r − |z1|)∂z1|z1|
)
(p1).
(3.321)
The derivative is in turn given by,
∂z1 |z1| =

0 if z1 = 0
1
2
z1
|z1| if z1 6= 0.
(3.322)
which is derived using (3.309), see (3.310). Since we wish to evaluate (3.321) at p1 where
z1(p1) = 0, but we also need to take the limit r → 0, it seems there is a potential ambiguity
depending on whether we first take r → 0 and then set z1 = 0 or whether we first set z1 = 0
and then take r → 0. To resolve this we can imagine smoothing the delta function (since the
Heaviside function was used for convenience rather than necessity, we can imagine replacing
it by a smooth monotonic function). Then it is clear what the correct limit is for (3.321),
namely we should smooth out the delta function and set z1 = 0 since the delta function
singularity is removable. This then implies that in holomorphic normal coordinates:
γzv(p1) = 0, (3.323)
and we deduce that (3.320) on (U I1 , z1) reduces to,
Dˆzv = −L(z1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
z¯v R(2)(zv)L˜
(z1)
n (p1)
Dˆz¯v = −L˜(z1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
zv R(2)(zv)L
(z1)
n (p1).
(3.324)
Clearly though, since vz1zv1 is only defined in the chart (U I1 , z1), the statement (3.323) not guar-
anteed to be satisfied throughout the entire manifold. This is related to the U(1) ambiguity
discussed, e.g., in Sec. 2.5.2.
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It is also useful to have at hand the (anti-)commutator of Bˆzv with the BRST charge,
Q
(z1)
B . Using (A.673), namely,{
Q
(z1)
B , b
(z1)
n
}
= L(z1)n ,
{
Q
(z1)
B , b˜
(z1)
n
}
= L˜(z1)n , (3.325)
it is immediate to show that: {
Q
(z1)
B , Bˆzv
}
= Dˆzv (3.326)
where we made use of (3.324) and (3.315). That this relation follows immediately should
be clear since both Bˆzv and Dˆzv are linear in their respective generators. Note that this
operator acts on normal-ordered operators. In particular, the operator appearing on the
right-hand side in (3.326) will generate a derivative with respect to the base point of the
holomorphic normal coordinate that is outside the normal ordering, whereas L−1 generates
a normal-ordered derivative of the operator on which it acts. We show this in Sec. 5.5, see
also Sec. 5.6 and Sec. 6 for related comments.
3.10 Shifting Handles using Transition Functions
In the previous section we derived an explicit expression for the path integral measure that
determines (up to U(1)) a gauge slice in moduli space that translates a fixed-picture offshell
vertex operator to integrated-picture. We found it convenient to adopt holomorphic normal
coordinates, since this leads automatically to a globally well-defined measure (modulo U(1)).
This fixes Weyl invariance (since holomorphic normal coordinates do) but reparametrisation
invariance (generated by reparametrisations of the auxiliary real coordinates, σa1 , specifying
the location of the vertex operator) remains unbroken79. Furthermore, in the previous section
we worked exclusively in terms of a metric on Σ, leading to the explicit representation (3.317).
In particular, we derived this by making use of the first equality in (3.256). In this section we
discuss how to proceed when we work entirely in terms of holomorphic transition functions
on patch overlaps, namely the defining data of a Riemann surface when we think of the latter
as a complex manifold. That is, the starting point of interest is now the second equality in
(3.256). This latter approach is much more efficient as we will see.
So let us begin from the second equality in (3.256), and evaluate the right-hand side of
the latter in the case where the moduli, tk, of interest are identified with two worldsheet
translation moduli, zv, z¯v, namely:
Bˆzv =
∑
(mn)
1
2pii
∫
Cmn
(
dzm
∂fmn(zn; t)
∂zv
∣∣∣
zn
bzmzm − dz¯m
∂fmn(zn; t)
∂zv
∣∣∣
z¯n
b˜z¯mz¯m
)
, (3.327)
79This was not manifest in the previous section but will become manifest in the current section.
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with an analogous expression for Bˆz¯v , obtained from Bˆzv by replacing ∂zv by ∂z¯v . By definition
(recall Sec. 2 and in particular Sec. 2.1 and Sec. 2.2), the transition functions zm = fmn(zn; t)
are holomorphic in zn (for every m,n), but are not necessarily holomorphic in the moduli,
t = (zv, z¯v, . . . ). Following on from the discussion of Sec. 2.4.3, generically, every such
transition function can depend on various moduli, but we will pick a slice in moduli space
whereby the (m,n) = (σ′1, σ1) term with corresponding holomorphic transition function,
fmn(zn; t) = fσ′1σ1(zσ1(σ), σ1),
in the sum over m,n in (3.327) depends solely (in addition to zσ1(σ)) on the specific moduli
associated to the location of the base point, σ1, of the frame, zσ1(σ), which in terms of
complex coordinates is parametrised by zσ1(σ1) (or zv with δzv ≡ −δzσ1(σ1)) and their
complex conjugates and does not depend on any other moduli. Recall that zσ1(σ) are in
particular holomorphic normal coordinates. Furthermore, the gauge slice will be such that
all remaining transition functions with (m,n) 6= (σ′1, σ1) are independent of the translation
moduli zv, z¯v, at least for some finite range of the latter.
Up to an irrelevant overall phase (associated to the U(1) ambiguity discussed at various
points, e.g., Sec. 2.5.2), the transition function of interest takes the form (2.148), namely,
zσ′1(σ) = fσ′1σ1(zσ1(σ), σ1)
= zσ1(σ)− δzv1 − δz¯v1
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1zσ1 R(2)(σ)
)∣∣∣∣
σ=σ1
zσ1(σ)n+1,
(3.328)
so that in particular the ghost insertion (3.327) we need to evaluate takes the form,
Bˆzv =
1
2pii
∫
Cσ′1σ1
(
dzσ′1
∂fσ′1σ1(zσ1(σ), σ1)
∂zv
∣∣∣
zσ1
bzσ′1
zσ′1
− dz¯σ′1
∂fσ′1σ1(zσ1(σ), σ1)
∂zv
∣∣∣
z¯σ1
b˜z¯σ′1
z¯σ′1
)
.
(3.329)
To evaluate this we make a holomorphic change of variables, zσ′1(σ) → zσ1(σ), using the
transition function (3.328), taking into account that at fixed zv1 , z¯v1 ,(∂zσ′1
∂zσ1
∣∣∣∣
zv1 ,z¯v1
)−1
= ∂zσ1
∂zσ′1
∣∣∣∣
zv1 ,z¯v1
= 1.
This result relies on the explicit expression (3.328) (and does not hold for generic transition
functions). Furthermore, the contours before and after the change of variables are homo-
topically (or isotopically in Σ) equivalent, so that Cσ′1σ1 = Cσ1σ′1 , both of which encircle the
images (under the maps zσ′1 and zσ1) of both σ
′
1 and σ1. That is, the contour orientations are
150
the same before and after the change of variables, zσ′1(σ)→ zσ1(σ). So in particular (3.329)
can be rewritten as,
Bˆzv =
1
2pii
∫
Cσ1σ′1
(
dzσ1
∂fσ′1σ1(zσ1(σ), σ1)
∂zv
∣∣∣
zσ1
bzσ1zσ1 − dz¯σ1
∂fσ′1σ1(zσ1(σ), σ1)
∂zv
∣∣∣
z¯σ1
b˜z¯σ1 z¯σ1
)
.
(3.330)
The reason for making this change of variables is that now the integrand is explicitly a (anti-
)holomorphic function of zσ1(σ) (or z¯σ1(σ)). Evaluating the two contour integrals making
use of (3.328) and that the zσ1(σ) chart is centred at σ = σ1 the result is immediate,
Bˆzv = −b(zσ1 )−1 (σ1)−
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1z¯σ1 R(2)(σ)
)∣∣∣∣
σ=σ1
b˜(zσ1 )n (σ1)
Bˆz¯v = −b˜(zσ1 )−1 (σ1)−
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1zσ1 R(2)(σ)
)∣∣∣∣
σ=σ1
b(zσ1 )n (σ1)
(3.331)
where in the second line we also displayed the anti-chiral contribution associated to moduli
deformations δz¯v1 . This operator acts on local operators inserted at σ1 and constructed using
the frame zσ1(σ).
As discussed in the previous section, the product, BˆzvBˆz¯v , translates fixed-picture vertex
operators to integrated picture in the gauge slice associated to picking holomorphic normal
coordinates that leads to a slice that is “as flat as possible” where the local operator is
inserted. In particular, (3.318) continues to hold but perhaps it is useful to make explicit
that (taking (2.140) into account and that δzv = −δzσ1(σ1)) we can also write it as follows,
A (zσ1 )a :=
∫
d2σ12
√
det gab(σ1)BˆzvBˆz¯vAˆ (zσ1 )a (σ1) (3.332)
Since zσ1(σ1) transforms as a scalar under reparametrisations, σ1 → σˆ1(σ1), recall (2.139),
and since the quantity BˆzvBˆz¯vAˆ
(zσ1 )
a (σ1) is constructed entirely out of zσ1(σ1) so does the
quantity BˆzvBˆz¯vAˆ
(zσ1 )
a (σ1) transform as a scalar under such reparametrisations. So that this
operator is globally well-defined is from this viewpoint immediate.
Regarding the corresponding transformation rule under local Weyl rescalings,
gab(σ)→ eδφ(σ)gab(σ),
first note from Sec. 2.4.4 and in particular (2.162) that Weyl rescalings of the metric induce a
holomorphic change of coordinates, zσ1 → wσ1(zσ1). Up to an overall phase and for operators
inserted at σ = σ1 this transformation reads,
zσ1(σ)→ wσ1(σ) = zσ1(σ) +
∞∑
n=1
1
(n+ 1)!
(
∇nzσ1δφ(σ)
)∣∣∣
σ=σ1
zσ1(σ)n+1.
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Recall also that wσ1(σ1) = zσ1(σ1) = 0 by construction, so that these Weyl transformations
leave fixed the base point σ = σ1. But since the operators (3.332) are normal ordered such a
holomorphic change of coordinates does not correspond to the naive one, essentially because
of the change in normal ordering in addition to the naive change of coordinates. Choosing a
slice in moduli space by picking holomorphic normal coordinates centred at the local vertex
operator insertions spontaneously breaks (or fixes) the invariance under holomorphic changes
of coordinates. So in fact since we have chosen a slice in moduli space we do not need to
have invariance under holomorphic changes of coordinates. But it is useful nevertheless to
think carefully about how the operators we construct (and in particular the handle opera-
tors) transform under Weyl transformations since this allows us to keep track of this Weyl
dependence of amplitudes (which must of course explicitly cancel out of full amplitudes when
asymptotic vertex operators are taken onshell). So from the above comments it is useful to
primarily understand how to change normal ordering by a holomorphic change of coordinates
since this is what Weyl transformations induce. We study normal ordering and changes in
normal ordering in path integral language in Sec. 4. For more on Weyl transformations of
local operators defined using holomorphic normal coordinates see Sec. 5.8.
The result (3.331) is equivalent to that derived in the previous section, see (3.315), which
is a good consistency check, but the derivation here used only the defining properties of a
Riemann surface and a choice of holomorphic chart coordinates (which in turn fixes Weyl
invariance and leaves reparametrisation invariance intact). In the previous section we rather
took a metric viewpoint throughout the calculation. It is clearly more efficient (and perhaps
more transparent) to work in terms of holomorphic transition functions as done in this
section.
In Sec. 5 we apply the results of Sec. 2 and Sec. 3 on Riemann surfaces and the path
integral measure to cutting and gluing string amplitudes using an offshell coherent state
basis. The formalism we have developed enables us to proceed in a globally well-defined
manner, so that the corresponding analysis is exact.
3.11 Full Path Integral II: ‘Integrated Picture’
In this section we tie up a loose end which is associated to some exceptional cases related
to string amplitudes with “too few” external vertex operators here. This is not necessary for
most of the remaining document (except in Sec. 8) and unless specifically of interest can be
omitted on a first reading.
When the number, n, of external vertex operators is not sufficient to saturate the number
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of conformal Killing vectors (in particular the cases n = 0, 1, 2 for g = 0 and n = 0 for g = 1)
care is required, and it is safest to translate the external vertex operators in the path integral
into integrated-picture. In particular, the derivation leading to the path integral Sg,n in
(3.219) generically (but not always80) can break down in the cases S0,0, S0,1, S0,2 and S1,0. A
related observation (including a corresponding cure) for the tree-level two-point amplitude,
S0,2, was discussed in [73] in the Polyakov formalism. There is an easy trick (see Sec. 7.3
in [14]) to deal with the case (g,n) = (1, 0), and we will here generalise that derivation
(if only briefly) and present a procedure that allows one to compute all these amplitudes,
S0,0, S0,1, S0,2 and S1,0, in the BRST approach, provided the following two mild assumptions
are satisfied:
(A) The OPE’s of c, c˜ with the fixed-picture external vertex operators, Vˆj, vanish at coin-
cident points;
(B) The OPE’s of c, c˜ with the integrated-picture external vertex operators, Vj, are non-
singular.
If these OPE’s are singular the following procedure may work but this has not been shown.
Under these conditions, (A) and (B), we start from the full path integral (3.219), taking
the number of external vertex operators, n, to be initially greater or equal to the (complex)
number, κ, of conformal Killing vectors (CKV) on Σ,
κ := (#C CKV) =

3 if Σ = S2
1 if Σ = T 2
0 if Σ = Σg>1
(3.333)
The procedure then consists of the following steps:
1. Undo the conformal Killing group gauge fixing by translating all external vertex oper-
ators to integrated picture.
2. Then explicitly set n = 0, 1, 2, . . . , to the value of interest in the resulting expression.
3a. In some cases (such as for81 S1,0) it is possible to leave some of the residual symmetry
unfixed and rather divide explicitly by the corresponding volume. This works well
when the residual volume is finite. If this condition is not satisfied, proceed to step 3b.
80Examples where the standard gauge fixing does not break down so that one can directly apply (3.219)
is when one uses external offshell vertex operators, A (z1)a and their duals A a(z2), of indefinite ghost number,
such as those constructed in the current document. We compute S0,1, S0,2 and S1,0 explicitly using these
offshell vertex operators in Sec. 8.
81This was discussed in Sec. 7.3 in [14], and we will generalise that argument here.
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3b. Fadeev-Popov gauge fix using gauge fixing functions that are “appropriate” for the
specific amplitude of interest.
This procedure can be carried out for all amplitudes, Sg,n, (i.e. for any positive integers,
g,n = 0, 1, . . . ), and (unlike in [31]) also applies to cases where the kinematics is not nec-
essarily generic. To elaborate briefly on this last point, the obstruction discussed in [31] in
the case of exceptional kinematics is evaded by working with more general representatives in
the BRST cohomology class of interest that are not conformal primaries. The first step, 1.,
replaces the factor 1/nR in (3.219) by 1/VR, where VR is the volume of the resulting residual
unfixed symmetry. Regarding the use of the adjective ‘appropriate’ in 3b., note for example
that it does not make sense to pick gauge-fixing functions that fix the position of three vertex
operators when there are only two present [73].
The starting point is the full gauge-fixed (up to a residual discrete symmetry accounted
for by the factor 1/nR) path integral (3.219), repeated here for convenience:
Sg,n = e−χ(Σg)Φ
∫
Mg,n
d2mτ
nR
〈 m∏
k=1
BˆτkBˆτ¯k
n∏
j=1
Vˆ
(zσj )
j
〉
Σg
, (3.334)
where we here made explicit that the fixed-picture vertex operators, Vˆ (zσj )j , are defined using
frame coordinates, zσj , and inserted at σj at which zσj(σj) = 0. To implement the first step,
1., we pick a subset of vertex operators, {Vˆ (zσa )a } ⊂ {Vˆ
(zσj )
j }, such that a = 1, . . . , κ (taking
into account that we initially consider the case n ≥ κ), and observe that:
c˜
(zσa )
1 c
(zσa )
1 BzvaBz¯va = 1 +BzvaBz¯va c˜
(zσa )
1 c
(zσa )
1 +Bz¯va c˜
(zσa )
1 +Bzvac
(zσa )
1 , (3.335)
where we used the explicit expressions for the measure contributions (3.331) that translate
fixed-picture to integrated picture. The relation (3.335) holds as an operator statement inside
the path integral. Assumption (A) can then be used to infer that,
: Vˆ (zσa )a :zσa = : c˜
(zσa )
1 c
(zσa )
1 BzvaBz¯va Vˆ
(zσa )
a :zσa , (3.336)
since the three remaining terms on the right-hand side in (3.335) then vanish when acting
on Vˆ (zσa )a . We made explicit the normal ordering, and this relation holds for all external
vertex operators (and in particular the κ vertex operators labelled by ‘a’ out of the full set
{Vˆ (zσj )j } appearing in (3.334)). Assumption (B) then allows us to factorise the right-hand
side in (3.336),
: Vˆ (zσa )a :zσa = : c˜
(zσa )
1 c
(zσa )
1 :zσa :BzvaBz¯va Vˆ
(zσa )
a :zσa , (3.337)
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since the OPE’s are by assumption non-singular. In fact, given the OPE’s are non-singular
we can also use the operator-state correspondence to rewrite the quantity : c˜(zσa )1 c
(zσa )
1 :zσa as
a local operator,
: Vˆ (zσa )a :zσa = : c˜
(zσa )c(zσa ) :zσa :BzvaBz¯va Vˆ
(zσa )
a :zσa . (3.338)
The factor : c˜(zσa )c(zσa ) :zσa transforms as a (−1,−1) conformal primary under holomorphic
reparametrisations, zσa → wσa(zσa), in particular,
: c˜(zσa )c(zσa ) :zσa =
∣∣∣∣ ∂zσa∂wσa
∣∣∣∣2 : c˜(wσa )c(wσa ) :wσa .
This reparametrisation might simply correspond to a shift, and we do not require that the
wzσa frame is centred at σa. Making this change of variables in a product over a = 1, . . . , κ
in the above relation we learn that,
κ∏
a=1
: Vˆ (zσa )a :zσa =
( κ∏
a=1
∣∣∣ ∂zσa
∂wσa
∣∣∣2)( κ∏
a=1
: c˜(wσa )c(wσa ) :wσa
) ( κ∏
a=1
:BzvaBz¯va Vˆ
(zσa )
a :zσa
)
.
(3.339)
Let us denote conformal Killing vector (components) in the zσa frame by: ψ
(zσa )
i (σj), with a
corresponding expression for the wσa-frame expression, and i, j = 1, . . . , κ. These transform
in the same way as do the c-ghost insertions under holomorphic reparametrisations, and in
particular therefore:
κ∏
a=1
∣∣∣ ∂zσa
∂wσa
∣∣∣2 =
∣∣∣∣∣∣ detψ
(zσb )
a (σb)
detψ(wσb )a (σb)
∣∣∣∣∣∣
2
(3.340)
where the determinants are over the indices a, b.
Choosing a gauge slice for the integral over moduli in (3.334) such that we associate n−κ
of the measure contributions to promoting n−κ fixed-picture vertex operators to integrated
picture, we can rearrange the path integrand in (3.334) as follows,
m∏
k=1
BˆτkBˆτ¯k
n∏
j=1
Vˆ
(zσj )
j =
mg∏
k=1
BˆτkBˆτ¯k
n−κ∏
j=1
Bˆzvj Bˆz¯vj Vˆ
(zσj )
j
κ∏
a=1
Vˆ (zσa )a , (3.341)
where we defined:
mg =

0 when g = 0
1 when g = 1
3g− 3 when g > 1.
(3.342)
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We now substitute (3.340) into (3.339), which is in turn substituted into (3.341), leading
to the following representation for the path integrand,
m∏
k=1
BˆτkBˆτ¯k
n∏
j=1
Vˆ
(zσj )
j =
mg∏
k=1
BˆτkBˆτ¯k
n−κ∏
j=1
Bˆzvj Bˆz¯vj Vˆ
(zσj )
j
×
∣∣∣∣ detψ(zσb )a (σb)
detψ(wσb )a (σb)
∣∣∣∣2 ( κ∏
a=1
c˜(wσa )c(wσa )
) ( κ∏
a=1
BzvaBz¯va Vˆ
(zσa )
a
)
=
( mg∏
k=1
BˆτkBˆτ¯k
)∣∣∣∣ detψ(zσb )a (σb)
detψ(wσb )a (σb)
∣∣∣∣2 ( κ∏
a=1
c˜(wσa )c(wσa )
) ( n∏
j=1
BzvjBz¯vj Vˆ
(zσj )
j
)
(3.343)
where in the second equality we gathered the n integrated-picture vertex operators into a
single product. We now substitute (3.343) into the path integral expression (3.334), multiply
left- and right-hand sides in the resulting expression by nR|ψ(zσb )a (σb)|−2,
nR
∣∣∣ detψ(zσb )a (σb)∣∣∣−2Sg,n =
= e−χ(Σg)Φ
∫
Mg,n
d2mgτ
∫
d2(n−κ)zv
〈 mg∏
k=1
BˆτkBˆτ¯k
∏κ
a=1 c˜
(wσa )c(wσa )
| detψ(wσb )a (σb)|2
n∏
j=1
BzvjBz¯vj Vˆ
(zσj )
j
〉
Σg
,
(3.344)
and integrate left- and right-hand sides in (3.344) over the remaining κ vertex operators with
measure d2κzv. Rearranging the resulting expression we are led to the following result for
the full path integral in integrated picture:
Sg,n = e−χ(Σg)Φ
∫
Mg,n
d2mgτ
VR
〈mg∏
k=1
BˆτkBˆτ¯k
∏κ
a=1 c˜
(wσa )c(wσa )(σa)
| detψ(wσb )a (σb)|2
n∏
j=1
∫
Σ
d2zvjBzvjBz¯vj Vˆ
(zσj )
j
〉
Σg
(3.345)
where we defined the quantity VR which is precisely the residual volume of the conformal
Killing group (including the residual discrete symmetry factor, nR):
VR := nR
∫
Σ⊗κ
d2κzv
∣∣∣ detψ(zσb )a (σb)∣∣∣−2 (3.346)
where d2κzv ≡ d2zv1· · ·
∫
d2zvκ . Taking (2.140) into account, and that δzvj = −δzσj(σj), we
could have also written: d2zvj = d2σj2
√
det g(σj).
Notice that in order for this procedure to make sense the holomorphic reparametrisation,
wσa(zσa), for all a = 1, . . . , κ, must be such that it remains fixed under variations, δzva ≡
δzσa(σa). In particular, a general holomorphic reparametrisation that does not leave fixed
the base point at a generic point, σ in the auxiliary system of coordinates can be taken to
have the general form:
wσa(σ) = zσa(σ) +
∞∑
n=1
n(σa)zσa(σ)n+1 + va(σa), (3.347)
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for n(σa) (and for every n = 1, 2, . . . ) an unspecified function of σa. Then the necessary
requirement is δwσa(σa) = 0, i.e., δzσa(σa) = −δva(σa) since zσa(σ)|σ=σa ≡ 0. In particular,
this then ensures that under variations δzva ≡ −δzσa(σa),
δ
(∏κ
a=1 c˜
(wσa )c(wσa )(σa)
| detψ(wσb )a (σb)|2
)
= 0,
because the quantity in the parenthesis is constructed entirely out of the frame coordinates
wσa , w¯σa evaluated at σ = σa.
The main point now is that (3.345) makes sense for any number of external vertex operator
insertions, n = 0, 1, 2, . . . . This is to be contrasted with the path integral (3.334) with vertex
operators in fixed picture where the conformal Killing group symmetries were already gauge-
fixed.
If the residual volume, VR, is finite (such as in the case Σ = T 2) then it is convenient
to allow for the overcounting and compute VR explicitly. When VR is infinite one can again
take (3.345) as the starting point and evaluate it using the Fadeev-Popov method, which is
to choose a convenient set of κ (or 2κ for the real case) gauge-fixing functions, Fa, (subject
to the condition that these are not invariant under the group of the residual symmetries) and
insert the quantity:
1 = ∆
∫
Dg
2κ∏
a=1
δ(Fa) (3.348)
into the path integral (3.345), where one formally identifies VR (as given in (3.346)) with
∫ Dg,
corresponding to the integral over the volume of the residual gauge group. The quantity ∆
is then the Fadeev-Popov determinant (which is gauge-invariant) that can be calculated by
this defining equation (3.348) after specifying the gauge-fixing functions. This procedure was
discussed recently in [73] (in the Polyakov formalism) where it was shown that the S0,2 path
integral for onshell external states is equal to the covariant free particle result (3.222). Here
we have generalised this procedure to the more general BRST formalism and to arbitrary
amplitudes.
Let us consider the torus example in further detail, since we will be needing the result
in Sec. 8.3. So we wish to compute VR in the case Σ = T 2. The torus has one conformal
Killing vector, corresponding to rigid translations across the A and B cycles, so the residual
group is G =U(1)×U(1), and using the above notation κ = 1. Since the torus is flat we
can choose a basis for the corresponding conformal Killing vectors such that ψ(zσ1 )1 = α,
with α an arbitrary complex number. It is convenient (and permissible globally since the
torus is flat) to choose the holomorphic reparametrisation (3.347) such that all the n = 0,
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in which case the change of variables implies that ψ(zσ1 )1 = ψ
(wσ1 )
1 , since these transform as
vector components (and are hence invariant under rigid shifts). Adopting a convenient set
of coordinates with the usual identifications, zv ∼ zv + 1 and zv ∼ zv + τ , where τ = τ1 + iτ2
is the single modulus of T 2, we learn that:
VR = nR|α|−2
∫
d2zv = nR|α|−22τ2.
Substituting this into (3.345), noting that there is a residual discrete Z2 symmetry associated
to invariance under zv → −zv, which sets nR = 2 [93], that the Euler characteristic of the
torus, χ(T 2) = 0, and mg|g=1 = 1, we see that,
S1,n =
∫
M1,n
d2τ
4τ2
〈
Bˆτ Bˆτ¯ c˜
(wσ1 )c(wσ1 )
n∏
j=1
∫
Σ
d2zvjBzvjBz¯vj Vˆ
(zσj )
j
〉
T 2
(3.349)
where we also took into account (from the above discussion) that the explicit determinant
in (3.345) also equals | detψ(wσ1 )1 (σ1)|2 = |α|2. The path integral (3.350) is also valid when
n = 0, where it is customary to denote it by ZT 2 ,
ZT 2 =
∫
M1,0
d2τ
4τ2
〈
Bˆτ Bˆτ¯ c˜
(wσ1 )c(wσ1 )
〉
T 2
, (3.350)
and M1,0 is a fundamental domain of SL(2,Z)/Z2, e.g.,
M1,0 =
{
τ, τ¯
∣∣∣− 12 ≤ τ2 ≤ 12 , |τ | ≥ 1},
which corresponds to integrating over all tori with distinct complex structures. In Sec. 8.3
we evaluate (3.350) explicitly using an A-cycle handle operator insertion to rewrite it as
a correlator on S2, and demonstrate that the result is indeed modular invariant (which
corresponds to invariance of the integrand of (3.350) under τ → −1/τ and τ → τ + 1).
4 Normal Ordering of Composite Operators
In this subsection we will study how generic normal-ordered composite operators in a free
CFT change under finite changes of the normal-ordering prescription. To place the discussion
into context, if one wishes to construct a Riemann surface by gluing together charts using
holomorphic transition functions as discussed in Sec. 2.1.3, then one must confront the fact
that as local operators are translated across the surface one must transform these local
composite operators across patch overlaps. Since these composite operators are normal-
ordered there is also a (typically finite) change in the normal ordering prescription that is
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induced by this holomorphic transition function. As a result, the transformation properties
of composite operators are not the naive ones and it is non-trivial to ensure that one ends
up with a globally well-defined construction. In particular, these composite operators (e.g.,
handle operators) do not in general transform as tensors on patch overlaps, so how can one
ensure that one ends up with a globally well-defined construction?
One viewpoint that we adopt in this article is to adopt Polchinski’s resolution [10], which
is to consider an auxiliary (e.g. real) fixed coordinate system, σa, and glue together charts
using reparametrisations, σ → σˆ(σ). One then adopts holomorphic normal coordinates,
zσ1(σ), which have the property that they transform as scalars (modulo U(1)) on patch
overlaps, recall (2.10) and (2.139). One can then normal order using these coordinates and
then the corresponding composite local operators (which are constructed then entirely out
of zσ1(σ) and evaluated at σ = σ1) will also transform as scalars on patch overlaps (modulo
U(1)), thus enabling one to extend their definition to the entire Riemann surface in a globally
well-defined manner. The point of this is then that one does not need to change the normal
ordering prescription across patch overlaps, and so is a significant simplification. Using
holomorphic normal coordinates to normal order operators also has the effect of gauge fixing
invariance under Weyl transformations. And (much like Riemann normal coordinates on real
manifolds) it also preserves covariance, in that one can (and we will) proceed without making
a choice for the underlying 2D Riemannian or Ricci curvature.
Having said that, if one wishes (for whatever reason) to change the normal ordering
prescription of a given composite operator one would like to understand how to carry this
out, even if the change in normal ordering is finite. E.g., it may sometimes be desirable
to pullback the various handle operators onto a sphere using, e.g., SL(2,C), or it may be
desirable to study the transformation properties of the path integral measure and handle
operators, and/or of external offshell vertex operators, under Weyl transformations. In this
section we discuss how to change the normal ordering prescription (after defining such a
prescription) when it is desirable to do so; nevertheless, for the reasons mentioned in the
opening two paragraphs of this section the reader can perhaps skip this section upon a first
reading and revisit it as necessary.
We will adopt an approach that is perhaps somewhat different from the usual CFT
approach. In particular, emphasis will be placed on disentangling the following notions that
are usually combined into a single notion in standard CFT literature,
(a) Change of normal ordering keeping coordinates fixed
(b) Change of coordinates keeping normal ordering fixed
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(c) Change of coordinates
the first of which we will explore in detail in Sec. 4.3. This distinction between (a) and (b) is
closely related to the distinction between primary and non-primary operators. But in order
to set the groundwork let us briefly recall some standard material regarding normal ordering.
4.1 Preliminary Remarks and CFT Approach
Let us begin the discussion with a very simple example, that will in turn highlight some
relevant features as well as the relation to the usual CFT way of thinking. The general
prescription for normal ordering composite operators and finite changes in normal ordering
will be discussed in the following two subsections.
Suppose that we consider a local operator of the form:
A (z1) = :∂2x eip·x(0) :z1 (4.351)
This operator is certainly not primary and so one expects it will transform non-trivially
under a change of frame. We will deconstruct the notion of normal ordering here, before
making the transition to the CFT approach (which naturally generates infinitesimal changes
of normal ordering).
An elementary viewpoint is to primarily think of the depicted normal ordering in (4.351)
as the operator ∂2x eip·x(0) placed at z1 = 0 in the z1 frame coordinate minus all possible self
contractions using point-splitting and (A.668) for the subtractions [16]:
:∂2x eip·x(0) :z1≡ limz1→0
(
∂2x eip·x(0) − iα
′p
2
1
z21
eip·x(0)
)
e−
α′p2
4 ln z1 (4.352)
where the overall exponential factor subtracts the self contractions in the exponential, eip·x(0),
whereas the 1/z21 term subtracts the contractions of ∂2x with the exponential.
Let us then consider the infinitesimal holomorphic change of frame,
z1 → z′1 = z1 +
∞∑
n=0
εnz
n+1
1 , (4.353)
in terms of which we have similarly,
:
(
∂2x eip·x(0)
)′
:z′1≡ limz′1→0
((
∂2x eip·x(0)
)′ − iα′p2 1z′21
(
eip·x(0)
)′)
e−
α′p2
4 ln z
′
1 . (4.354)
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The primes denote that the corresponding quantities are evaluated using z′1 frame coordi-
nates. Using (4.353) that defines z′1 in terms of z1, we are to interpret the quantities appearing
explicitly on the right-hand side of (4.354) as follows,
(
eip·x(0)
)′
= eip·x(0)(
∂2x(0)
)′
= ∂2x(0)− 2ε0∂2x(0)− 2ε1∂x(0)
(4.355)
with corresponding relations for 1/z′21 and e−
α′p2
4 ln z
′
1 that are read off from (4.353) (and we
keep terms up to linear order in the εn). Notice that the quantity eip·x(0) in (4.355) transforms
as a scalar (which reflects the general principle that operators that are not normal ordered
transform naively, i.e. as their classical counterparts, under changes of coordinates). So sub-
stituting these four relations into (4.354), making use of (4.352) and the related expressions,
:∂x eip·x(0) :z1 ≡ limz1→0(∂x e
ip·x(0) − iα
′p
2
1
z1
eip·x(0))e−
α′p2
4 ln z1
:eip·x(0) :z1 = limz1→0 e
ip·x(0)e−
α′p2
4 ln z1 ,
(4.356)
yields the following result for the z′1-frame operator A (z
′
1) associated to the z1-frame operator
A (z1) in (4.351):
:
(
∂2x eip·x(0)
)′
:z′1 = :∂
2x eip·x(0) :z1 −ε0
(
α′p2
4 + 2
)
:∂2x eip·x(0) :z1
− ε12 :∂x eip·x(0) :z1 −ε2(−iα′p) :eip·x(0) :z1 .
(4.357)
Making use of the explicit expressions for the Virasoro generators in terms of contour
integrals involving the energy-momentum tensor, it is then a simple calculation to show that
the right-hand side in (4.357) is precisely equal to,
:∂2x eip·x(0) :z1 −
∞∑
n=0
(
εnL
(z1)
n + ε¯nL˜(z1)n
)
:∂2x eip·x(0) :z1 ,
Notice for example that the L(z1)0 eigenvalue of :∂2x eip·x(0) :z1 is the conformal weight h =
α′p2
4 + 2 as one also reads off from (4.357).
The above short calculation motivates the following general prescription [14] to calculating
how a local composite operator changes under an infinitesimal change of frame. Given a chart,
(U1, z1), with a local operator, Aˆ (z1)a , inserted at the origin z1 = 0, under a holomorphic
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change of frame that leaves the origin invariant we have the standard CFT result [14],
z1 → w1 = z1 +
∞∑
n=0
εnz
n+1
1 ,
:Aˆ (z1)a (p1) :z1→ Aˆ (w1)a (p1) :w1 = :Aˆ (z1)a (p1) :z1 −
∞∑
n=0
(
εnL
(z1)
n + ε¯nL˜(z1)n
)
:Aˆ (z1)a (p1) :z1
(4.358)
with εn small. Notice that this transformation changes both the coordinates and the nor-
mal ordering, and as mentioned above in the following subsections we will find it useful to
disentangle these notions.
Also, let us point out that (4.358) implies (since all quantities are evaluated at the origin
of the frame coordinates) the standard result that only primary fields of vanishing weights
are independent of frame. Another comment is that (4.358) remains true if we also extend
the sums over n appearing to all integers, and it also remains true if we replace p1 by a more
generic point p provided it is understood that the contours appearing in the mode operators
enclose z1(p) (or z¯1(p)).
What is also immediately evident is that the prescription (4.358) for a change of frame
is directly applicable only for infinitesimal changes; for finite changes one must either com-
pose such infinitesimal transformations and exponentiate or proceed differently. Since finite
changes of frame do play an important role (e.g., we can define Riemann surfaces using holo-
morphic transition functions, in which case changes of frame are generically not small on
patch overlaps) we will present a more general procedure below, in particular (4.373).
Indeed, looking ahead, the approach we present in Sec. 4.3 and in particular (4.373) leads,
under z1 → w1(z1) almost immediately to the much more general result,
:∂2z1x(z1)e
ik·x(z1)(z) :w1=
=
[
:∂2z1x(z1)e
ik·x(z1)(z) :z1 +
iα′k
6
(
∂3z1w1
∂z1w1
− 14
(
∂2z1w1
∂z1w1
)2)
:eik·x(z1)(z) :z1
]
(∂z1w1)−α
′k2/4,
(4.359)
which reduces to (4.357) when w1(z1) = z1 + ε0z1 + ε1z21 + ε2z31 + . . . (after setting z = 0 and
changing coordinates naively on the left-hand side using that when acting on scalars, ∂2z1 =
(∂2z1w1)∂w1 + (∂z1w1)2∂2w1). So this motivates the developments in the following subsections
where we generalise the usual CFT prescription (4.358) (which is best suited for infinitesimal
changes) to finite holomorphic changes of normal ordering.
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4.2 Conformal Normal Ordering
So as discussed with a simple example in the previous subsection, a normal ordering
prescription is a prescription for subtracting infinities arising from self contractions within
(usually one or more composite) operators. Of the various approaches (such as dimensional
regularisation, zeta function regularisation, reparametrisation-invariant short-distance cutoff,
etc.) there is a particularly convenient choice that works for arbitrary vertex operators while
preserving most of the naive reparametrisation-invariance of a “naively” constructed vertex
operator. This is the ‘conformal normal ordering’ scheme [16] (and the related notion [10]
of ‘Weyl normal ordering’ where a “preferred” frame or holomorphic coordinate is used, in
particular a holomorphic normal coordinate, see Sec. 2.4). So Weyl normal ordering is a
special case of CNO. A slight variant of CNO that will be appropriate for our purposes (and
which extends the analysis of [16] to the BRST context) is the following.
Let us recall from Sec. 2.1.2 the Beltrami equation (2.25),
(
∂z¯ − µ zz¯ ∂z
)
w(z, z¯) = 0, (4.360)
which defines what we mean by a conformal coordinate, w(z, z¯), associated to a complex
structure J , which is in turn given in terms of a coordinate, z. Notice that the coordinate z
is also a conformal (or holomorphic) coordinate but in a different (when ∂z¯w 6= 0) complex
structure that we have called I in Sec. 2.1.2. So a solution to the Beltrami equation allows
us to express the conformal coordinate of one complex structure in terms of the conformal
coordinate of a different complex structure.
As discussed in Sec. 2.1.2 the Beltrami equation (4.360) is invariant under the following
two independent sets of (anti-)holomorphic reparametrisations,
w → w′(w) ⇒ w′(z, z¯) = w′(w(z, z¯)), (4.361a)
z → z′(z) ⇒ w′(z′(z), z¯′(z¯)) = w(z, z¯). (4.361b)
Recall furthermore that invariance of the Beltrami equation under (4.361b) is the residual
gauge symmetry associated to going to conformal gauge, which is in turn a subset of the
full set of real reparametrisations, σ → σ′(σ). But in conformal gauge there is still a large
local symmetry, namely holomorphic reparametrisations (4.361a). Using holomorphic normal
coordinates fixes this latter invariance and the resulting normal ordering prescription was
termed Weyl normal ordering in [10]. We will develop both of these types of normal ordering
in parallel, since the defining equations are essentially of identical form.
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The idea underlying conformal normal ordering is to work with a Riemann surface in, say,
complex structure J , to normal order by subtracting self contractions using the conformal
coordinate w(z, z¯), and to associate the naive transformation property of the corresponding
vertex operator to holomorphic reparametrisations z → z′(z). Because (4.361b) then guar-
antees that the transformation properties of the normal ordered vertex operator will be the
same (possibly up to a Weyl rescaling) as the naive transformation property of the vertex
operator. So if a vertex operator is constructed to be naively invariant under holomorphic
reparametrisations z → z′(z) then so will the conformal normal-ordered vertex operator
be invariant (up to a Weyl rescaling). This in turn guarantees that if we use holomorphic
transition functions to glue charts together, i.e. to go from a local description to a global
description, then we will end up with a globally well-defined local operator (up to a Weyl
rescaling that in turn enables us to keep precise track of the Weyl dependence in intermediate
steps of the computation).
We take the relations (A.668) as our starting point, which we will call ‘z1 normal ordering
in z1 frame coordinates’,
xµ(z1)(p
′)xν(z1)(p) = −
α′
2 η
µν ln |z1(p′)− z1(p)|2+ :xµ(z1)(p′)xν(z1)(p) :z1
b(z1)(p′)c(z1)(p) = 1
z1(p′)− z1(p)+ :b
(z1)(p′)c(z1)(p) :z1
(4.362)
It is also possible to use the auxiliary coordinate system, σa, to specify the abstract notation
for the points p′, p, since then it becomes manifest (taking into account the comments in
Sec. 2.1.2) that since z1(σ) transforms as a scalar under general reparametrisations, σ →
σ′(σ), normal ordered operators can be extended to globally well-defined operators.
These relations (4.362) define what we mean by ‘z1 normal ordering in z1 frame coor-
dinates’. In a free theory, such as the case of interest here82, Wick’s theorem gives all the
self contractions and we therefore have, succinctly, that for any functional, Aˆ (z1)(x, b, c), of
82For the corresponding case for composite operators in interacting theories see [94,95] and [96].
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xµ(z1)(p), b
(z1)(p) and c(z1)(p),83
: Aˆ (z1)(x, b, c, b˜, c˜) :z1 = Aˆ (z1)(δK , δI , δJ , δI˜ , δJ˜)
× exp
(
− 12
∫
z′
∫
z
K(z1)(z′) ·K(z1)(z)G(z1)m (z′, z) +
∫
z
K(z1)(z)· x(z1)(z)
)
× exp
(∫
z′
∫
z
I(z1)(z′) · J (z1)(z)G(z1)g (z′, z) +
∫
z
I(z1)(z)b(z1)(z) +
∫
z
J (z1)(z)c(z1)(z)
)
× exp
(∫
z′
∫
z
I˜(z1)(z′) · J˜ (z1)(z) G¯(z1)g (z′, z) +
∫
z
I˜(z1)(z)b˜(z1)(z) +
∫
z
J˜ (z1)(z)c˜(z1)(z)
)∣∣∣∣∣
K=I=J=0
(4.363)
where we write
∫
z :=
∫
d2z
√
g, etc., and δK , δI and δJ then denote covariant functional
derivatives with respect to the corresponding sources with normalisation,
∫
z δI(z1)(z′)I
(z1)(z) =
1. The source K is commuting and transforms as a scalar under conformal transformations,
whereas I and J are anticommuting and transform as tensor components of weights (h, h˜) =
(−2, 0) and (1, 0) respectively. We have also defined the quantities:
G(z1)m (z′, z) := −
α′
2 ln |z1(p
′)− z1(p)|2
G(z1)g (z′, z) :=
1
z1(p′)− z1(p)
G¯(z1)g (z′, z) :=
1
z¯1(p′)− z¯1(p) , with z
′ = z1(p′), z = z1(p).
(4.364)
A comment on notation. Throughout this article we denote fixed-picture coherent state
vertex operators in the z1 frame as, Aˆ (z1)a (p1), (and similarly for their duals, Aˆ a(z2)(p2)),
more about which later. We could have also written the same quantity as : Aˆ (z1)a (p1) :z1 to
emphasise that normal ordering is also carried out in the z1 frame coordinates. In particular,
Aˆ (z1)a (p1) ≡ :Aˆ (z1)a (p1) :z1 , Aˆ a(z2)(p2) ≡ :Aˆ a(z2)(p2) :z2 (4.365)
So the notation is such that when the normal ordering is not explicitly exhibited (as in the
left-hand sides of (4.365)) then it is always carried out in the same frame as the frame of
the coordinates, namely z1 (or z2) in this example (as exhibited on the right-hand sides in
(4.365)). Since in this section we also discuss changes in the normal ordering prescription
with coordinates held fixed the more explicit notation on the right-hand side of (4.365) will
be more convenient.
83Note that this is equivalent to Polchinski’s conformal normal ordering [16], generalised here to include
ghost contributions; see also equation (2.2.7) in [14]. The relation between the two approaches stems from a
comment on p. 152 in Coleman’s book ‘Aspects of Symmetry’ and is elaborated on in [96].
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In the next section we discuss how to (and the effect of) changing the above normal
ordering prescription by a holomorphic reparametrisation.
4.3 Finite Change in Normal Ordering
The z1 coordinate used in the previous subsection (and throughout) is clearly not special,
and when there are multiple overlapping charts, {(Um, zm)}, this is particularly important. So
(as we have discuss at various points) in order to obtain a meaningful construction we should
provide an appropriate equivalence relation associated to holomorphic reparametrisations,
z1 → w1(z1), which in turn preserve complex structure. In particular, we could have used
any holomorphic coordinate, w1, to define normal ordering. That is, in direct analogy to
(4.362),
xµ(w1)(p
′)xν(w1)(p) = −
α′
2 η
µν ln |w1(p′)− w1(p)|2+ :xµ(w1)(p′)xν(w1)(p) :w1
b(w1)(p′)c(w1)(p) = 1
w1(p′)− w1(p)+ :b
(w1)(p′)c(w1)(p) :w1
(4.366)
Taking into account the transformation properties (A.665) of the various local tensor opera-
tors, namely,84 b(w1)(p)(∂z1w1)2 = b(z1)(p), c(w1)(p)(∂z1w1)−1 = c(z1)(p), and that x(w1)(p) (and
functionals thereof) transforms as a scalar, x(w1)(p) = x(z1)(p), when the normal ordering is
held fixed, we learn that (4.366) further implies:
xµ(z1)(p
′)xν(z1)(p) = −
α′
2 η
µν ln |w1(z1(p′))− w1(z1(p))|2+ :xµ(z1)(p′)xν(z1)(p) :w1
b(z1)(p′)c(z1)(p) = (∂z1w1(z1(p
′)))2(∂z1w1(z1(p)))−1
w1(z1(p′))− w1(z1(p)) + :b
(z1)(p′)c(z1)(p) :w1
(4.367)
The left-hand sides are independent of w1(z1), and we will take the transition from the re-
lations (4.362) to (4.367) to define what we mean by ‘change in normal ordering keeping
coordinates fixed’. This is a central notion when transitioning from a local to a global con-
struction, because the various charts required to describe the full Riemann surface are related
by holomorphic transition functions.
The analogue of (4.363) is immediate, namely we will define ‘w1 normal ordering in z1
84The generalisation of what we discuss here to general b, c systems with weights (λ, 1 − λ) is immediate
(with an appropriate minus sign for commuting fields [97, 98]). The case of interest here is bosonic string
theory where we have taken λ = 2 with b, c anticommuting.
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chart coordinates’ for any operator, Aˆ (z1)(x, b, c, b˜, c˜), by:
: Aˆ (z1)(x, b, c, b˜, c˜) :w1 = Aˆ (z1)(δK , δI , δJ , δI˜ , δJ˜)
× exp
(
− 12
∫
z′
∫
z
K(z1)(z′) ·K(z1)(z)G(w1;z1)m (z′, z) +
∫
z
K(z1)(z)· x(z1)(z)
)
× exp
(∫
z′
∫
z
I(z1)(z′) · J (z1)(z)G(w1;z1)g (z′, z) +
∫
z
I(z1)(z)b(z1)(z) +
∫
z
J (z1)(z)c(z1)(z)
)
× exp
(∫
z′
∫
z
I˜(z1)(z′) · J˜ (z1)(z) G¯(w1;z1)g (z′, z) +
∫
z
I˜(z1)(z)b˜(z1)(z) +
∫
z
J˜ (z1)(z)c˜(z1)(z)
)∣∣∣∣∣
K=I=J=0
(4.368)
where we read off the following quantities from (4.367):
G(w1;z1)m (z′, z) := −
α′
2 ln |w1(z
′)− w1(z)|2
G(w1;z1)g (z′, z) :=
(∂z′w1(z′))2(∂zw1(z))−1
w1(z′)− w1(z)
G¯(w1;z1)g (z′, z) :=
(∂z¯′w¯1(z¯′))2(∂z¯w¯1(z¯))−1
w¯1(z¯′)− w¯1(z¯) , with z
′ = z1(p′), z = z1(p).
(4.369)
We have derived (4.368) by simply replacing all z1 frame coordinates in the exponential in
(4.363) by w1 frame coordinates, and then transforming coordinates back to the z1 frame
taking into account the transformation properties of the measures and sources. This is
what we mean by ‘change in normal ordering keeping coordinates fixed’, and notice that
the operator Aˆ (z1)(δK , δI , δJ , δI˜ , δJ˜) is unaffected by this sequence of steps. Also, setting
w1(z1) = z1 yields the z1 normal ordering relations (4.363) since:
G(z1;z1)m (z′, z) = G(z1)m (z′, z), and G(z1;z1)g (z′, z) = G(z1)g (z′, z).
When explicitly applying the prescription (4.368) to general operators (e.g., to unravel
how offshell general coherent state vertex operators transform under finite changes of normal
ordering) one encounters expressions involving some number of derivatives of (4.369). The
relevant expressions for the matter sector (and the corresponding limits, z′ → z, if one uses
point splitting to define the local operators) may be extracted from:
∂nz′∂
m
z G
(w1;z1)
m (z′, z) =
n∑
k=1
m∑
`=1
(−)k(k + `− 1)!Bn,k
(
∂s
z′w1(z
′)
w1(z′)−w1(z)
)
Bm,`
(
∂szw1(z)
w1(z′)−w1(z)
)
∂nz′G
(w1;z1)
m (z′, z) =
n∑
k=1
(−)k(k − 1)!Bn,k
(
∂s
z′w1(z
′)
w1(z′)−w1(z)
)
∂mz G
(w1;z1)
m (z′, z) =
m∑
`=1
(`− 1)!Bm,`
(
∂szw1(z)
w1(z′)−w1(z)
)
,
(4.370)
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where n,m ≥ 1, and the quantities, Bn,k(as) := Bn,k(a1, a2, . . . , an−k+1), etc., are Bell poly-
nomials (with the useful properties Bn,k(asbsc) = bnckBn,k(as) and Bn,k(s!) =
(
n−1
k−1
)
n!
k! ).
There are corresponding expressions for the ghost sector (which can be calculated using
Faa´ di Bruno’s formula [60]). The relevant Taylor expansions around z′ = z are (for every
s = 1, 2, . . . ),
∂sz′w1(z′)
w1(z′)− w1(z) =
1
z′ − z
 1 +∑∞a=1 1a!(z′ − z)a ∂a+sz w1(z)∂zw1(z)
1 +∑∞b=1 1(b+1)!(z′ − z)b ∂b+1z w1(z)∂zw1(z)

∂szw1(z)
w1(z′)− w1(z) =
1
z′ − z
 ∂szw1(z)∂zw1(z)
1 +∑∞b=1 1(b+1)!(z′ − z)b ∂b+1z w1(z)∂zw1(z)

(4.371)
Finally, since the left-hand sides of (4.362) and (4.367) are actually equal so must the
right-hand sides be, in particular,
:xµ(z1)(p
′)xν(z1)(p) :w1 = :x
µ
(z1)(p
′)xν(z1)(p) :z1 +
α′
2 η
µν ln
∣∣∣w1(z1(p′))− w1(z1(p))
z1(p′)− z1(p)
∣∣∣2
:b(z1)(p′)c(z1)(p) :w1 = :b(z1)(p′)c(z1)(p) :z1 −
((∂z1w1(z1(p′)))2(∂z1w1(z1(p)))−1
w1(z1(p′))− w1(z1(p)) −
1
z1(p′)− z1(p)
)
(4.372)
So by analogy to the above, e.g. (4.368), we can directly write down how the same operators
are related in different normal ordering prescriptions (again keeping coordinates fixed),
: Aˆ (z1)(x, b, c, b˜, c˜) :w1 = :Aˆ (z1)(δK , δI , δJ , δI˜ , δJ˜) :z1
× exp
(
− 12
∫
z′
∫
z
K(z1)(z′) ·K(z1)(z) ∆(w1;z1)m (z′, z) +
∫
z
K(z1)(z)· x(z1)(z)
)
× exp
(∫
z′
∫
z
I(z1)(z′) · J (z1)(z) ∆(w1;z1)g (z′, z) +
∫
z
I(z1)(z)b(z1)(z) +
∫
z
J (z1)(z)c(z1)(z)
)
× exp
(∫
z′
∫
z
I˜(z1)(z′) · J˜ (z1)(z) ∆¯(w1;z1)g (z′, z) +
∫
z
I˜(z1)(z)b˜(z1)(z) +
∫
z
J˜ (z1)(z)c˜(z1)(z)
)∣∣∣∣∣
K=I=J=0
(4.373)
The exponentials on the right-hand side can be pulled inside the normal ordering without
obstruction. This generalises equation (2.7.14) on p. 60 in [14]. The quantities ∆m,∆g and
∆¯g are read off from (4.372) and explicitly read:
∆(w1;z1)m (z′, z) := −
α′
2 ln
∣∣∣∣w1(z′)− w1(z)z′ − z
∣∣∣∣2
∆(w1;z1)g (z′, z) :=
(∂z′w1(z′))2(∂zw1(z))−1
w1(z′)− w1(z) −
1
z′ − z
∆¯(w1;z1)g (z′, z) :=
(∂z¯′w¯1(z¯′))2(∂z¯w¯1(z¯))−1
w¯1(z¯′)− w¯1(z¯) −
1
z¯′ − z¯
(4.374)
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where as above, z′ = z1(p′), and z = z1(p). Notice that these three quantities are non-singular
at z′ = z.
In practice, when the local operators, Aˆ (z1), of interest are those associated to handle
operators then they involve exponentials. In applying the change in normal ordering identity
(4.373), the following relation is therefore useful:
e
∫
z
Y (z)δKeH(K) = e
∑∞
N=0
1
N !
∫
z1,...,zN
Y (z1)...Y (zN )δK1 ...δKNH(K). (4.375)
The quantity Y (z) could in general be identified with any Grassmann-even local operator
of interest, e.g., Yµ(z) = ipµδ2(z − z1(p)), or Yµ(z) = δ2(z − z1(p))∑nAnµ∂nz , etc. For Y (z)
and δK Grassmann-odd the same identity applies but we are to include an overall coefficient,
(−)N(N−1)2 in the summand of the right-hand side in (4.375),
e
∫
z
Y (z)δIeH(I) = e
∑∞
N=0
1
N ! (−)
N(N−1)
2
∫
z1,...,zN
Y (z1)...Y (zN )δI1 ...δINH(I). (4.376)
This is derived from (4.375) by first grouping together the Grassmann-even factors, Y δK ,
on the right-hand side and then promoting Y and δK to Grassmann-odd quantities and
rearranging (keeping track of the resulting minus signs). The relations (4.375) and (4.376)
(and combinations thereof) can be used, e.g., to change normal ordering prescription in any
coherent state.
If it so happens that the change in normal ordering, z1 → w1(z1), is such that the
quantities (4.374) vanish then (4.373) reduces to,
∆(w1;z1)m = ∆(w1;z1)g = 0 ⇒ : Aˆ (z1)(x, b, c, b˜, c˜) :w1 = : Aˆ (z1)(x, b, c, b˜, c˜) :z1 (4.377)
This is true, e.g., in the case of rigid shifts, w1(z1) = z1 + zv, so for rigid shifts arbitrary
normal-ordered local operators transform as do the corresponding local operators when one
neglects the normal ordering.
Another special case of (4.373) is when we wish to pullback handle operators to a stereo-
graphic projection of the sphere onto a plane, which may be accomplished by using SL(2,C).
Since a generic SL(2,C) transformation, z → w(z), is of the form,
w(z) = az + b
cz + d, with a, b, c, d ∈ C, ad− bc = 1,
it follows that the quantities (4.374) that are to be used in (4.373) to change normal ordering
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keeping coordinates fixed simplify to,
∆(w1;z1)m (z′, z) =
α′
2 ln
∣∣∣(cz′ + d)(cz + d)∣∣∣2
∆(w1;z1)g (z′, z) =
1
z′ − z
[(
cz + d
cz′ + d
)3
− 1
]
∆¯(w1;z1)g (z′, z) =
1
z¯′ − z¯
[(
c¯z¯ + d¯
c¯z¯′ + d¯
)3
− 1
] (4.378)
Notice that a and b (subject to ad− bc = 1) cancel out.
Disentangling holomorphic changes in normal ordering from holomorphic changes in co-
ordinates, namely the definition (4.368) or (4.373), is extremely useful in practice. Let us
discuss a few simple but illustrative examples next.
4.4 Simple Examples
In Sec. 4.3 we discussed how to change normal ordering keeping coordinates fixed. Let
us discuss some simple but illustrative examples.
Example 1: Energy-Momentum Operator
This is the most important case we will consider, since it is one of the simplest examples
of a local operator that is not a conformal tensor (unless the corresponding central charge
vanishes). And because coherent state vertex operators are not conformal tensors either,
by studying the energy-momentum operator under finite changes of frame we can learn
about the corresponding finite changes of frame for general local operators. This in turn is
important when considering vertex operators or handle operators in a global context since we
might wish to transform from one frame to another via a holomorphic transition function on
patch overlaps (see Sec. 2 and Sec. 3). As we have seen, these holomorphic transformations
generated by transition functions are typically not infinitesimal, so it is not particularly useful
to adopt the traditional viewpoint (in CFT literature) and use [14] the energy momentum
operator to generate the required change of frame on patch overlaps, since the latter generate
infinitesimal changes of frame. And to generate finite changes of frame we would need to
compose all such infinitesimal transformations. The approach discussed in Sec. 4.3 is much
simpler when finite changes of frame are of interest, as we will illustrate next.
So let us consider the matter and energy-momentum operators (A.670), namely:
T (z1)m = − 1α′ : (∂z1x(z1))2 :z1
T (z1)g = :c(z1)(∂z1b(z1)) + 2(∂z1c(z1))b(z1) :z1 ,
(4.379)
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where the left- and right-hand sides are evaluated at some point p ∈ U1 in the holomorphic
z1 chart coordinates. It will be convenient to write the left-hand sides as,
:T (z1)m :z1 , and :T (z1)g :z1 ,
respectively, since this will allow us to disentangle changes in normal ordering from holomor-
phic coordinate transformations. We can then change normal ordering keeping coordinates
fixed by making use of (4.368) or (4.373), according to which it is not hard to show that,
:T (z1)m :w1=:T (z1)m :z1 −
cm
12
[
∂3z1w1
∂z1w1
− 32
(
∂2z1w1
∂z1w1
)2]
(cm ≡ dcr) (4.380)
where we have also taken into account the following relations. The term in the brackets is
known as the Schwarzian derivative [14]. This term has the property that it vanishes when
z1 → w1(z1) is generated by SL(2,C), but we consider arbitrary holomorphic reparametrisa-
tions here. Let us briefly discuss the derivation of (4.380).
Since w1(z1) is by definition a holomorphic function of z1 this means it has a convergent
Taylor expansion. So let us Taylor expand the matter contribution in (4.369) around z′ = z,
G(w1;z1)m (z′, z) = −
α′
2 ln
∣∣∣w1(z′)− w1(z)∣∣∣2
= G(z1;z1)m (z′, z)−
α′
2 ln
∣∣∣∣ ∞∑
n=1
1
n! (z
′ − z)n−1∂nzw1(z)
∣∣∣∣2 (4.381)
We define local operators inside normal ordering by point splitting [96]. It is then not too
hard to show that for |z′ − z| small (the general formula is given in (4.370)),
∂z′∂z ln
∣∣∣∣ ∞∑
n=1
1
n! (z
′ − z)n−1∂nzw1(z)
∣∣∣∣2 =
= 212
[
∂3zw1
∂zw1
− 32
(
∂2zw1
∂zw1
)2]
+ 112
[
3
(
∂2zw1
∂zw1
)3
+ ∂
4
zw1
∂zw1
− 4∂
3
zw1 ∂
2
zw1
(∂zw1)2
]
(z′ − z) + . . . ,
(4.382)
where the ‘. . . ’ denote terms O((z′ − z)2). This follows directly by using the chain rule,
taking into account that only the (z′ − z)n−1 terms depend on z′ and that both (z′ − z)n−1
and ∂nzw1(z) depend on z. Since only the z′ → z limit is of interest we can drop all terms on
the right-hand side that vanish in this limit85. Now since, according to (4.368), the w1 and
85This is so for the energy-momentum operator, but for more general operators where there are higher
derivatives appearing one needs correspondingly higher order terms in the expansion in z′ − z. The reader
might notice that the coefficient of z′ − z is proportional to the first derivative of the Schwarzian derivative,
but it is not obvious whether the Schwarzian derivative plays a prominent role at higher order in z′ − z.
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z1 normal-ordered energy-momentum in z1 coordinates respectively are given explicitly by,
:T (z1)m :w1= lim
z′→z
[
− 1
α′
(
∂z′x(z1)(z′) · ∂zx(z1)(z)− ∂z′∂zG(w1;z1)m (z′, z)
)]
,
and,
:T (z1)m :z1= lim
z′→z
[
− 1
α′
(
∂z′x(z1)(z′) · ∂zx(z1)(z)− ∂z′∂zG(z1;z1)m (z′, z)
)]
,
the result (4.380) follows immediately.
A good exercise is to show that the corresponding result for the ghost sector, on account
of (4.379), is indeed precisely:
:T (z1)g :w1=:T (z1)g :z1 −
cg
12
[
∂3z1w1
∂z1w1
− 32
(
∂2z1w1
∂z1w1
)2]
(cg ≡ −26) (4.383)
where one makes use of the defining equations for z1 normal ordering (4.363) and that for
w1 normal ordering (in z1 coordinates) (4.368), and the second relation in (4.369). Then,
keeping normal ordering fixed one can change coordinates naively on the left-hand side of
the relation (4.383),
: (∂z1w1)2T (w1)g :w1 = :T (z1)g :z1 −
cg
12
[
∂3z1w1
∂z1w1
− 32
(
∂2z1w1
∂z1w1
)2]
, (4.384)
where we took into account that the energy-momentum transforms like a tensor when normal
ordering is held fixed. So as one expects, including both matter and ghost contributions,
the total energy-momentum is a tensor operator (since the total central charge vanishes in
critical string theory which is the only case we consider).
Notice that the total energy-momentum (with central charge in the critical dimension,
cT = cm + cg = 0) is invariant under changes in normal ordering keeping coordinates fixed,
T (z1) ≡ :T (z1):z1 ≡ :T (z1)m + T (z1)g :z1 = :T (z1)m + T (z1)g :w1 ,
which in turn implies one can change coordinates naively, namely:
(∂z1w1)2T (w1) = T (z1), (4.385)
which is precisely as one expects since the total energy-momentum is expected to transform
as a tensor (i.e. conformal primary) under holomorphic transformations.
We have shown that it is the change in normal ordering that is the obstruction to the
ghost or matter sector energy-momentum operator transforming as a tensor, not the change
in coordinates. Conversely, the transformation rule (4.385) can be applied to either the
matter or ghost sector independently provided we keep the normal ordering fixed,
(∂z1w1)2 :T (w1)m :z1 = :T (z1)m :z1 , and (∂z1w1)2 :T (w1)g :z1 = :T (z1)g :z1 . (4.386)
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Example 3: Ghost Current
Another simple example of a non-primary is the ghost current defined by,
j(z1)g (z) = − :b(z1)c(z1)(z) :z1 ,
with a corresponding charge,
Q(z1)g :=
1
2pii
∮ (
dz j(z1)g (z)− dz¯ j˜(z1)g (z¯)
)
.
This charge depends on the choice of normal ordering and it only has the usual interpretation
(where c and b have ghost charge 1 and −1 respectively) when normal ordering is carried
out in cylindrical coordinates, w1, with z1 = e−iw1 . According to the above procedure, the
change in normal ordering (keeping coordinates fixed), for a general holomorphic function,
w1(z1), is given by:
:j(z1)g (z) :w1=:j(z1)g (z) :z1 +
3
2
∂2z1w1
∂z1w1
, (4.387)
So given that inside the normal ordering we can change coordinates naively and that jg has
weight h = 1,
∂z1w1 :j(w1)g (w) :w1= :j(z1)g (z) :z1 +
3
2
∂2z1w1
∂z1w1
.
As always, when chart coordinates and normal ordering coordinates coincide we omit the
normal ordering symbol, e.g.,
j(w1)g (w) ≡ :j(w1)g (w) :w1 , and j(z1)g (z) ≡ :j(z1)g (z) :z1 ,
and similarly for corresponding charges, etc. In terms of cylindrical coordinates, the conven-
tional ghost charge is then given by:
Q(w1)g :=
1
2pii
∮ (
dw j(w1)g (w)− dw¯ j˜(w1)g (w¯)
)
= 12pii
∮ (
dz j(z1)g (z)− dz¯ j˜(z1)g (z¯)
)
− 3
= Q(z1)g − 3.
(4.388)
Example 3: Primaries
The energy-momentum example is particularly elucidating which is why we elaborated
on it in detail. Drawing from that we can, e.g., make a general statement about all primaries
173
with vanishing weights. These are invariant under changes in normal ordering when chart
coordinates are held fixed, that is:86
:O(z1)(p) :w1= :O(z1)(p) :z1 , h = h˜ = 0 primaries for w1(z1) holomorphic
Consequently, if such primaries are constructed to transform naively as scalars under confor-
mal changes of coordinates (with fixed normal ordering), then these operators will automat-
ically transform as scalars after normal ordering also:
:O(w1)(p) :w1 = :O(z1)(p) :w1= :O(z1)(p) :z1 ,
implying, in turn, that they can (after translating them to integrated picture) be integrated
on an arbitrary Riemann surface in a globally well-defined way. They are, in particular,
guaranteed to agree on patch overlaps when we glue with holomorphic transition functions.
This is ultimately why primaries are simple to work with on general Riemann surfaces.
Unfortunately, handle operators are offshell and are not primaries, so one must work harder.
Example 4: Rescalings, Rotations and Shifts
Building on what we have learnt, we can show immediately that all local operators,
Aˆ (z1)(p), (including offshell vertex operators, which might be associated to handle operators)
transform as (possibly linear superpositions of) primaries (i.e. tensors) under rigid rescalings,
rigid rotations and rigid shifts of coordinates (including corresponding changes in normal
ordering). In particular, making use of the notation we have developed, under:
z1 → w1(z1) = λz1 + a
according to (4.369), the change in normal ordering with fixed coordinates is entirely encoded
in the quantities:
G(λz1+a ;z1)m (z′, z) = G(z1)m (z′, z)−
α′
2 ln |λ|
2
G(λz1+a ;z1)g (z′, z) = G(z1)g (z′, z), with z′ = z1(p′), z = z1(p),
(4.389)
and derivatives thereof. Since λ is a constant, the shift in the first relation in (4.389) can
only affect a zero mode contribution in the matter sector of a general local vertex operator.
Since this zero mode usually resides in an overall exponential (with remaining factors being
independent of it), according to (4.373) or (4.368) and (4.389),
:exp
(
ik · x(z1)
)
:λz1+a = (λλ¯)−
α′
4 k
2 : exp
(
ik · x(z1)
)
:z1 (4.390)
86This relation is at the heart of the physical state conditions for primary vertex operators [16].
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where we made use of the functional identity (4.375). Therefore, any local operator that
depends on the matter zero modes as in (4.390) transforms as a tensor under rigid rescalings,
rotations and shifts, z1 → λz1 + a,
:Aˆ (z1)(x, b, c)eik·x(z1)(p) :λz1+a = (λλ¯)−
α′
4 k
2 :Aˆ (z1)(x, b, c)eik·x(z1)(p) :z1 , (4.391)
for any local operator, Aˆ (z1)(x, b, c), constructed out of x(z1)(p), b(z1)(p), c(z1)(p) (and deriva-
tives thereof) that is independent of the matter zero modes (so that x(z1)(p) only appears
differentiated). This is because the subtractions in either of the two frames are carried out
using the same propagator up to a constant shift, see (4.389). Equivalently, the quantities
∆(w1;z1)m =const. and ∆(w1;z1)g = 0 in (4.374) so that the change in normal ordering with fixed
coordinates (4.373) is almost trivial. The generalisation to local operators that are chirally
split [86], where x = xL +xR, and have well-defined chiral and anti-chiral scaling dimensions
is also immediate,
:Aˆ (z1)(x, b, c)eikL·x
(z1)
L +ikR·x
(z1)
R (p) :λz1+a =
= λ−α
′
4 k
2
Lλ¯−
α′
4 k
2
R :Aˆ (z1)(x, b, c)eikL·x
(z1)
L +ikR·x
(z1)
R (p) :z1
(4.392)
Generalising further, if we wish to remain agnostic about the zero mode dependence and
matter content, we have that for arbitrary operators (4.392) gets replaced by:
:Aˆ (z1/q+a)(p) :z1/q+a = qL
(z1)
0 q¯L˜
(z1)
0 :Aˆ (z1)(p) :z1 (4.393)
which we simply write as Aˆ (z1/q+a)(p) and Aˆ (z1)(p) respectively, so that as mentioned when
the explicit normal ordering symbols are absent it is always to be understood that normal
ordering is carried out in the frame depicted.
In the following section we begin to study handle operators, starting from general prop-
erties that are independent of the choice of matter CFT.
5 Handle Operators
In this section we apply what we have learnt in Sec. 2 and Sec. 3 to cutting open and gluing
full string amplitudes across arbitrary (trivial or non-trivial) homology cycles. When we cut
open a handle we end up with one (or two) Riemann surfaces with states on the resulting
two boundaries. Assuming these boundary states can be chosen to have well-defined (total)
scaling dimensions, we may quite generally (at fixed complex structure) map these to local
operators using the operator-state correspondence. In particular, making use of freedom in
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time-slicing the path integral in different ways, we can imagine having a boundary state and
then gluing in a disc with a local vertex operator at the centre. This local operator being
chosen such that it reproduces the boundary state we started from. It will be efficient to
work in a coherent state basis for the resulting local vertex operator(s). It is actually not
at all obvious a priori that such a local offshell coherent state vertex operator exists, and if
it does exist locally that it also extends to a globally well-defined operator, at least modulo
U(1) frame rotations.
5.1 Defining Properties of Coherent States
An appropriate definition for a string coherent state that is local87 on the world-
sheet (but in general non-local in spacetime) was put forward in [99–102]. Various types of
coherent states in the BRST formulation have been considered in the literature, e.g. [103].
Here we abstract away from the usual formulations88. Geometrically, we present a defini-
tion for a Riemann surface with fixed complex structure and we make moduli deformations
explicit (from a variety of viewpoints) in forthcoming sections. When placed into a general
(background-independent and superstring) context the definition is the following:
(1) continuity: it depends on a set of continuous (and possibly also discrete) quantum
numbers
(2) completeness: it produces a resolution of unity with respect to these quantum num-
bers, e.g.,
e−χ(Σ)Φ
〈
. . .1 . . .2
〉
Σ
=
∑∫
a
e−χ(Σ2)Φ
〈
. . .1 Aˆ
(z1)
a
〉
Σ1
e−χ(Σ2)Φ
〈
Aˆ a(z2) . . .2
〉
Σ2
, (5.394)
where the Aˆ (z1)a span the full string Hilbert space of interest, inserted at the origin
of a local coordinate frame labelled by89 z1 of a chart on Σ1, and Aˆ a(z2) is its dual
87The notion of locality on the worldsheet is quite subtle and potentially even ambiguous. To clarify, a
local insertion on the worldsheet may in general be constructed out of multiple operators that are inserted
and integrated over the remaining Riemann surface, at least in a subset of the full moduli space. So an
insertion that is interpreted as local from one viewpoint may have a non-local origin. (This follows from
properties of cutting and gluing path integrals across various cycles.) Then there is also the possibility of
constructing non-local coherent states, whereby the aforementioned insertions are manifest. Both of these
cases are interesting, as is the interplay between them. The definition given here makes worldsheet locality
manifest.
88(But as in [99–102] we still wish to identify them with local operators with well-defined scaling dimension,
even offshell.)
89Depending on context, the label z1 represents a full set of (Grassmann-even and possibly Grassmann-
odd) chiral and anti-chiral parameters required to specify a location on the corresponding (super-)Riemann
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(specified below) and inserted locally at the origin of coordinate frame z2 of a chart
on Σ2. The notation, Σ
∫
a
, is suggestive that we integrate over the continuous quantum
numbers (including those mentioned in (1)) and sum over any discrete ones. A ‘ˆ ’
on Aˆa denotes fixed-picture vertex operators, and the corresponding integrated-picture
vertex operators will be denoted by Aa.
(3) symmetries: it transforms correctly under all (super)string symmetries of interest
We next provide a very concise explanation of the various items in the above list before
entering into greater depth in the remaining article.
In (1) the notion of continuity may best be exhibited by an example: for coherent states
denoted by Aˆa (and their duals by Aˆ a) labelled by continuous quantum numbers {a} there
should exist a limit for the two-point sphere amplitude: lima→b e−2Φ〈Aˆ aAˆb〉S2 . This it to be
contrasted with, e.g., momentum quantum numbers (associated to momentum eigenstates)
where the overlap would be singular and such a limit does not exist. (Of course there
can and will generically also be momentum quantum numbers characterising the states.) So
momentum and position do not qualify [105] as continuous quantum numbers. An important
special case is when the sum/integral over quantum numbers {a} is interpreted as a path
integral over spacetime fields, but this will actually be a derived concept.
In (2) the dots in (5.394) denote arbitrary sets of (usually fixed-picture [31]) vertex
operator insertions and the (context-dependant) path integral measures and supermoduli
space are implicit (or we can think of (5.394) as a CFT axiom where one does not integrate
over supermoduli space). The expectation value with subscript Σ denotes carrying out the
path integral over all elementary matter and (super-)ghost fields on (super-)Riemann surface
Σ with an appropriate (implicit) ghost measure, as well as a finite-dimensional integral over
all worldsheet (super-)moduli. So the above definition is given for a Riemann surface with
fixed complex structure. Similar remarks hold for the expectation values associated to Σ1,
Σ2 on the right-hand side; the result and insertions factorise in the simple manner shown
(with an important detail related to Ramond (R) pinches where there is also an insertion “on
the pinch” and it is more precise to think in terms of divisors [31]). The formal parameter
surface in a local patch. There is also an implicit and context-dependant gluing condition relating z1 to z2.
In general we glue with (super)conformal transformations, but the corresponding coordinates do not usually
extend analytically beyond patch overlaps. In (super)string theory we also integrate over the (super)moduli
space of (super-)Riemann surfaces of interest, and with some care [21, 31] the corresponding measures also
factorise for separating degenerations as shown in (5.394). Branch cuts associated to Ramond sector handles
require particular care [17,31,104]. There are precisely analogous relations for non-separating degenerations
as we discuss later.
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Φ in (5.394) may, e.g., be identified with the zero mode of the dilaton (when a rigid shift
symmetry, Φ→ Φ + c, is present) but more generally has been included explicitly for book-
keeping purposes, the quantity χ(Σ) being the corresponding Euler characteristic of the
reduced Riemann surface Σred (obtained from Σ by setting all odd parameters to zero [31])
and one usually identifies gs = eΦ with the string coupling. For example, for closed genus-g
Riemann surfaces, χ(Σ) = 2− 2g.
Finally, item (3) is simply to be interpreted in the usual sense: any external vertex
operator should be BRST invariant if the corresponding amplitudes are to be physical or pure
gauge, and any string amplitude should be invariant under phase rotations of the coordinate
used to specify its location (because as we have discussed, see e.g. Sec. 2.5.2, this phase is
not globally defined, the obstruction being the Euler number [10]). One difference compared
to mass/momentum eigenstates is that coherent states are not required to transform as
irreducible representations of the Poincare´ group. As for states propagating through internal
cycles these are generically not BRST-invariant unless they are placed onshell, but the phase
of the corresponding centred chart coordinate used to specify their location will always be
integrated.
It is natural to conjecture that the three conditions (1)-(3) must be satisfied by any co-
herent state construction in (super)string theory that is local on the worldsheet (but perhaps
non-local in spacetime), by direct analogy with defining properties of coherent states in field
theory or quantum mechanics [105]. We state from the outset however that these definitions
clearly will not determine the coherent state basis uniquely; for example, the sum/integral
over a includes a sum over ghost numbers, and usually only a subset of all coherent states
survive due to ghost number conservation. For separating degenerations a single term in
this sum survives when asymptotic states have definite ghost number (see below for further
detail) whereas for non-separating degenerations the number is much larger (possibly count-
ably infinite). In general, in handle operators we sum over ghost number. Furthermore, we
can always add BRST exact terms (or powers thereof) to any given coherent state basis and
these need-not be equivalent (see for example the zero momentum case in [10]). In cuts,
consistency requires that only onshell coherent states should survive, and we shall demon-
strate this explicitly when we discuss the Virasoro-Shapiro amplitude derived by gluing two
three-point amplitudes. We discuss gauge invariance in the handle operator formalism in
Sec. 6.
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5.2 Cutting and Gluing in General CFT’s
It is convenient to begin by considering cutting and sewing in CFTs, where there are no
worldsheet moduli to integrate over.90 We will appeal to a standard conformal field theory
result [10, 13, 14, 106, 107], but which may also be regarded as an axiom, sometimes referred
to as the gluing axiom. For a fairly broad and modern discussion of two-dimensional CFT’s
see [108]. Before delving into detail, let us very briefly outline the procedure.
We consider a (trivial or non-trivial) homology cycle (or handle) (see Fig. 16 on p. 127)
and cut open the path integral across this handle (i.e. across the common boundary of the two
annuli shown in each of the two figures). If we associate two charts, (U ′1, z1) and (U ′2, z2), to the
(one or two) resulting surface(s) which now contains two holes we can perform a coordinate
transformation that sets the radius of either or both circles to one, |z1| = |z2| = 1, and glue
with transition function z1z2 = 1 on patch overlaps. Incidentally, by patch or chart overlaps
here we mean the chart overlaps inherited by the atlas of the original uncut surface, since
after it is cut open it may incorrectly seem that such overlaps are absent. (This comment is
directly related to Fig. 4 (on p. 25); note that Fig. 16 (on p. 127) depicts cell decompositions,
which are turn analogous to the solid lines in the second diagram in Fig. 4.) We then insert
a sum/integral over a complete set of boundary states, each of which is replaced by a disc
of unit radius with corresponding local operator insertions, Aˆ (z1)a , and Aˆ
(z2)
b , (on Σ1 and Σ2
respectively in the case of separating degenerations and Σ for non-separating degenerations),
and sum over all such operators. Finally, we (path) integrate out the fields that map the
boundary into field space. This is a standard procedure in quantum mechanics where it is
referred to as ‘time slicing the path integral’ and the corresponding freedom in time slicing in
different ways, all of which are equivalent. So by the basic principles of quantum mechanics
this procedure precisely reproduces the original path integral with fixed complex structure,
but we have replaced the smooth handle by a pair of local offshell vertex operators, and we
sum over all such operators.
To incorporate small moduli deformations we may then, e.g., pick a gauge slice in moduli
space such that we associate translation, pinch and twist moduli to this handle (and we can
proceed similarly for any remaining handles or cycles depending on the slice of interest and
subject to the number of ghost zero modes). This can be incorporated, effectively, by dressing
these local operators, Aˆ (z1)a , and Aˆ
(z2)
b , accordingly with the Bˆk-ghost contributions from
90This equivalently applies to degenerations to which we do not associate any moduli deformations. A
concrete example is the following: cut open a sphere two-point string amplitude and insert a resolution of
unity –clearly there will be no moduli associated to this degeneration.
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the path integral measure derived in Sec. 3 (by partitioning them appropriately). To then
transition from small to finite or large moduli deformations we must ensure that the resulting
integrand is globally well-defined in moduli space and modular invariant. This in turn ensures
that diffeomorphism invariance (which includes diffeomorphisms continuously connected to
the identity and large diffeomorphisms not continuously connected to the identity) of the
full amplitude remains intact and we end up with a well-defined path integral. (Recall from
above however that we fix the invariance associated to Weyl transformations when we use
holomorphic normal coordinates to define the handle operators.)
Since this procedure is composed of a multitude of subtle steps, to proceed it helps to break
it down into smaller chunks. Primarily, focusing on local properties of the aforementioned
cutting procedure, this is most easily carried out if the operators, Aˆ (z1)a , and Aˆ
(z2)
b , have
well-defined scaling dimensions (i.e. we will take as a minimum requirement that they be
eigenstates of L0 + L˜0, even offshell). If we are to identify Aˆ (z1)a and Aˆ
(z2)
b with general
offshell and local coherent state vertex operators (which is the objective) requiring that
Aˆ (z1)a , Aˆ
(z2)
b have well-defined scaling dimensions is a non-trivial constraint that we shall
study in great detail below. (That this is non-trivial is due to the fact that these operators
correspond to an infinite superposition of mass eigenstates, each one of which a priori have
different scaling dimension since they have different offshell momenta and masses.) In fact,
requiring Aˆ (z1)a have well-defined scaling dimension is not absolutely essential.
Let us assume that a coherent state basis for these vertex operators can be found, and
let the corresponding quantum numbers a, b contain the appropriate continuous subset (in
accordance with the definition in Sec. 5.1). In fact, the procedure we discuss holds for
arbitrary bases. Every operator is inserted at the origin of their corresponding coordinate
patches, namely at z1 = z2 = 0. Then, focusing primarily on a separating degeneration for
concreteness, the above procedure (described in a certain amount of detail in [10,13,14,106,
109]) leads to the following factorisation formula (which is independent of basis):
e−χ(Σ)Φ
〈
. . .1 . . .2
〉
Σ
=
∑∫
a,b
e−χ(Σ1)Φ
〈
. . .1 Aˆ
(z1)
a
〉
Σ1
G abe−χ(Σ2)Φ
〈
Aˆ (z2)b . . .2
〉
Σ2
, (5.395)
with gluing relation z1z2 = 1, and the labels a, b span a “complete” set of coherent states,
but they will not necessarily be BRST invariant (or primaries). The quantity χ is the
Euler characteristic of the corresponding uncut surfaces, so, e.g., if Σ is a genus g Riemann
surface with n vertex operator insertions and Σ1, Σ2 are Riemann surfaces of genus g1,
g2 = g−g1 with, say, n1 and n2 = n−n1 vertex operators respectively then χ(Σ) = 2− 2g,
χ(Σ1) = 2 − 2g1 and χ(Σ2) = 2 − 2g2. It is important to note that the sums over a, b are
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a priori independent and implicitly also contain a sum over ghost numbers.91 Ghost charge
conservation (which is discussed below) will eliminate most of these states. The easiest way to
keep track of this will be to glue with states of indefinite ghost number (as discussed below),
because then one can use the same states for all factorisations. Furthermore, the operators
Aˆ (z)a span all elements of all conformal families (each of which is labelled by one primary and
all of its descendants [110]). In the case of interest (where the total central charge vanishes)
there are also degenerate families [110] containing null states that nevertheless also satisfy
the primary state conditions, so care is needed: by the ‘no ghost’ theorem the BRST exact
and unphysical states will decouple when they are expected to (up to possible boundary
terms which require particular care) [13, 31]. We will discuss this appearance of boundary
terms in moduli space in detail in Sec. 6 on p. 204.
There will generically also be contributions from non-level-matched states, i.e. vertex
operators, Aˆ (z1)a , not annihilated by L
(z1)
0 − L˜(z1)0 , when the cycle we cut open corresponds
to a non-trivial homology cycle of Σ (due to global properties of the moduli space92), see
Fig. 16 on p. 127. For a trivial homology cycle degenerations the integral over the relevant
phase, z1/|z1|, actually does93 give rise to a Kronecker delta so that in fact only level-matched
states contribute. (Incidentally, this latter comment is related to why external state vertex
operators can be taken to be level-matched even when taken off the mass shell.)
Concerning the dilaton dependance in (5.395), note that for a genus-g compact oriented
Riemann surface the Euler number χ(Σ) = 2−2g, and the powers of the string coupling, gs ≡
eΦ, on the left- and right-hand sides will match if there is a factor e2Φ distributed implicitly
inside the operator AˆaG abAˆb, which is precisely the expected dilaton coupling for two closed
string vertex operators. So it is consistent to take the Aˆa to implicitly contain a factor of
gs, and similarly for Aˆb, so that the quantity G ab does not contain dilaton dependence. It is
91In the corresponding superstring summing also over picture number would be overcounting [17] (up to
possible boundary terms in moduli space), so one normally chooses a picture number (such as the canonical
one [31]) and sums over states of that picture number. For offshell states one is more or less forced to pick
the canonical picture number.
92The standard example where non-level-matched states are seen to contribute to the path integral is the
torus amplitude, where although the relevant phase, τ1, is integrated, there does not arise a Kronecker delta
since the lower limit of the τ2 integral depends on τ1 [93]. DPS thanks Edward Witten for highlighting an
implication of this and Ashoke Sen for a related discussion in the string field theory context. In closed string
field theory the non-level matched contributions are absorbed into string vertices (in the Feynman diagram
sense).
93This presumably follows from the explicit calculation of Sec. 8.4 combined with a locality argument.
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useful to absorb the (as of yet) undetermined quantity G ab into a redefinition:
Aˆ a(z2) :=
∑∫
b
G abAˆ (z2)b (5.396)
and we will call the new object Aˆ a(z2) the dual of Aˆ
(z2)
a [31]. Notice that we conventionally
“raise the index” by left multiplication. The dual, Aˆ a(z2), is [82] nor the BPZ nor the hermitian
conjugate94 of Aˆ (z2)a , (primarily because the ghost charges of Aˆa and Aˆ a generically differ)
and we derive explicitly its precise relation to Aˆ (z1)a below.
The matter sector in Aˆ a(z2) will be identified with the Euclidean adjoint of the matter sector
in Aˆ (z1)a . We will also see very explicitly why it is not necessary [31] to ever take the her-
mitian conjugate of a Grassmann-odd variable. (The point here is that the Grassmann-odd
quantum numbers associated to the ghost sector of the coherent state, Aˆ (z1)a , are completely
independent of the corresponding Grassmann-odd quantum numbers associated to the ghost
sector of the dual coherent state, Aˆ a(z2): the two sets of quantum numbers are coupled, or
entangled, only via the measure, Σa
∫
.)
Following [14], in order to identify G ab let us set Σ2 = S2 while replacing . . .2 in (5.395)
with a local operator, Aˆ (z3)c , in a patch coordinatised by z3 (and placed, say, at the origin
z3 = 0). We then glue to the remaining part of S2 by z2z3 = 1, so (5.395) reduces to:
e−χ(Σ)Φ
〈
. . .1 Aˆ
(z3)
c
〉
Σ
=
∑∫
a,b
e−χ(Σ)Φ
〈
. . .1 Aˆ
(z1)
a
〉
Σ
G abe−2Φ
〈
Aˆ (z2)b Aˆ
(z3)
c
〉
S2
. (5.397)
It is tempting to hence identify G ab with the “inverse” of the standard BPZ inner product,
Gab, [14, 82,110],
Gab := e−2Φ
〈
Aˆ (z2)a Aˆ
(z3)
b
〉
S2
, (5.398)
where z2z3 = 1. However, because we would like to be able to identify these states with
coherent states where the quantum numbers, a, b, c, . . . , contain a continuous subset, it is
not expected to be possible for an inverse to exist in the following strict sense,∑∫
b
G abGbc ≡ δac (naive inverse) (5.399)
More precisely, Kronecker delta (or delta function) overlap is inconsistent with the continuity
requirement of the defining property of coherent states (see (1) on p.176),
e−2Φ
〈
Aˆ a(z2)Aˆ
(z3)
b
〉
S2
6= δab, (5.400)
94More precisely, we are working on a Euclidean signature worldsheet so the notion of ‘hermitian conjugate’
is replaced by ‘Euclidean adjoint’ [14].
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where we have made use of (5.396), because a smooth or continuous limit lima→b δab does not
exist for Kronecker delta or Dirac delta function overlaps. Thankfully, we do not need to rely
on such an inverse (5.399) in order for the more fundamental consistency requirement (5.397)
to be satisfied. Adopting the notation (5.396), all that is necessary for consistent factorisation
(5.397) is that there exists the notion of a dual, Aˆ a(z2), such that for every operator labelled
by quantum numbers c:95
Aˆ (z3)c =
∑∫
a
Aˆ (z3)a e
−2Φ
〈
Aˆ a(z2)Aˆ
(z3)
c
〉
S2
(5.401)
We have taken into account that the gluing conditions, z1z2 = 1 and z3z2 = 1, are such
that we can extend z1 = z3 throughout the sewn region. This fundamental consistency
requirement (5.401) is to be interpreted as follows: inserting an operator Aˆ (z3)c into arbitrary
correlation functions is equivalent to inserting the operator Σ
∫
a Aˆ
(z3)
a e
−2Φ〈Aˆ a(z2)Aˆ (z3)c 〉S2 . This
is clearly a much more general statement than (5.399) and remains true for any basis of states
including coherent states, whether primaries or (more generally) BRST invariant or not.
Given that (5.401) is independent of a chosen basis, it also applies to mass (or momentum)
eigenstates. That is, denoting momentum eigenstate basis labels by i, j, . . . , and a coherent
state basis by a, b, . . . as above we can change basis (independently of whether they are
orthogonal or not) in string amplitudes by using the relations:
Aˆ (z3)i =
∑∫
a
Aˆ (z3)a e
−2Φ
〈
Aˆ a(z2)Aˆ
(z3)
i
〉
S2
Aˆ (z3)c =
∑
j
Aˆ (z3)j e
−2Φ
〈
Aˆ j(z2)Aˆ
(z3)
c
〉
S2
Aˆ (z3)i =
∑
j
Aˆ (z3)j e
−2Φ
〈
Aˆ j(z2)Aˆ
(z3)
i
〉
S2
(5.402)
In order to get a handle on how exactly we should identify the dual vertex operators,
Aˆ a(z2), given Aˆ
(z1)
a , let us primarily consider ghost charge96 conservation. When there exist97
moduli and for genus-g, total ghost charge [13, 31] of the inserted operators into correlation
95Incidentally, the two-point amplitude appearing here is not to be confused with that discussed in [73].
The latter and its conclusions rely crucially on the fact that the asymptotic states are onshell, whereas
here the relevant two-point amplitude is offshell. Then, the implicit indefinite ghost number of the various
coherent states makes this quantity non-zero.
96Recall [31] that c, c˜ each contribute ghost charge Ngh = 1, whereas b, b˜ contribute ghost charge Ngh = −1.
97It is also possible to cut open a cycle to which we do not associated any moduli, and this depends on
our choice of gauge slice in moduli space and on the specific diagram we cut open. For example, when we
cut open a sphere 2-point amplitude there are no moduli associated to this cycle.
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functions (including those of the corresponding Bˆk discussed below) must add up to 6− 6g,
and any terms for which total ghost charge does not add up to this number will give vanishing
contribution. This relates the ghost charge of the terms in Aˆ (z1)a that contribute to that of
the terms in the dual, Aˆ a(z2), that contribute. Recall that the operators, Aˆ
(z1)
a and Aˆ a(z2),
need not have definite ghost charge, and what we are saying is that of the various terms in
these operators the only terms that will contribute are those for which the ghost charges are
related in a manner that will be explained next.
Let us consider (5.401) (identical reasoning applies to (5.402)) and denote the total ghost
charge of the terms that contribute in Aˆc, Aˆa and Aˆ a by nc, na and na respectively. Ghost
charge conservation in (5.401) then tells us that na + nc = 6 and na = nc, the first relation
following from ghost charge conservation inside the two-point function (where g = 0) and
the second following from the fact that once the two-point sphere amplitude is evaluated it is
simply a c-number. Therefore, whatever the operators Aˆ a and Aˆa turn out to be, the only
terms that are going to contribute will be those whose total ghost charges are related by,
na = 6− na.
This relation between ghost numbers of dual vertex operators is general and holds for both
separating and non-separating degenerations of arbitrary genus amplitudes. If we denote the
Hilbert space associated to all ghost number na states by Hna , (so that there exist terms in
Aˆa belonging to Hna) then that of the dual space [31] will therefore be H∗na ∼= Hna = H6−na ,
(so that there exist terms in Aˆ a belonging to H6−na). The sum/integral over a in (5.401) or
(5.395) (on account of (5.396)) therefore contains a discrete sum:
⊕na∈ZHna ⊗H6−na . (5.403)
This justifies placing the Bˆk insertions associated, e.g., to pinch moduli (see below and also
the discussion following (3.277)) on either [10] Aˆa or Aˆ a (or indeed inside G ab which is also
a common choice [13]), and this must be the case as can be seen by a contour argument to
shuffle the relevant Bˆk around. These observations lead one to identify the two-point sphere
amplitude we have been discussing with the dual (and non-degenerate [31] when restricted
to the BRST cohomology) pairing, ω : H∗ ×H → C:
ω(Aˆ a, Aˆc) := e−2Φ
〈
Aˆ a(u)Aˆ
(z)
c
〉
S2
, with uz = 1, (5.404)
where recall that both operators are inserted at the origin of their respective coordinate
systems, u, z, that are in turn glued together on patch overlaps (an equatorial band) to form
a sphere by the indicated identification.
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Aˆ (z1)↵ Aˆ ↵(z2)
Figure 21: Schematic representation underlying the idea that inserting a handle operator on
a lower genus Riemann surface can represent (at fixed complex structure) a Riemann surface
with one additional loop (a non-trivial homology cycle), as defined in (5.406). There is an
analogous diagram for (5.405) whereby two Riemann surfaces, Σ1,Σ2, a glued by means of
the handle operator across a cycle which from the viewpoint of Σ is homologous to zero.
Summarising, the basic gluing formula associated to cutting open a separating handle, (a
trivial homology cycle) at fixed complex structure moduli takes the form:
e−χ(Σ)Φ
〈
. . .1 . . .2
〉
Σ
=
∑∫
a
e−χ(Σ1)Φ
〈
. . .1 Aˆ
(z1)
a
〉
Σ1
e−χ(Σ2)Φ
〈
Aˆ a(z2) . . .2
〉
Σ2
(5.405)
where we glue with transition function z1z2 = 1. When we integrate over moduli space there
is generically (and implicitly at this stage) also a sum over permutations of external vertex
operators on the right-hand side, determined by the condition that moduli space is covered
once (more about which later).
When cutting across a non-separating handle (associated to a non-trivial homology cycle)
similar reasoning applies. The corresponding formula at fixed complex structure moduli is
given by:
e−χ(Σg)Φ
〈
. . .
〉
Σg
= e−χ(Σg−1)Φ
〈
. . .
∑∫
a
Aˆ (z1)a Aˆ
a
(z2)
〉
Σg−1
(5.406)
and the gluing relation (transition function) is the same as above, z1z2 = 1. This corresponds
to cutting open a handle and replacing it by a bi-local operator insertion. So if the correlation
function on the left-hand side in (5.406) is over a genus-g surface, on the right-hand side it is
over a genus-(g− 1) surface with the additional bi-local insertion. To reconstruct the entire
amplitude we also need to provide the remaining transition functions and cocycle relations,
so that we obtain a globally well-defined construction. We emphasise that these formulas
(5.405) and (5.406) are exact. A pictorial representation of (5.406) is shown in Fig. 21.
One can then imagine using such handle operators to cut open the path integral in a
variety of ways related by duality (OPE associativity and modular invariance), see Fig. 22.
The resulting path integral will be exact provided: (a) we sum over the entire basis of
intermediate states; (b) we arrive at a globally well-defined construction (under complex
structure deformations); and (c) we cover moduli space once. In the current document we
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Figure 22: One can cut open the path integral using handle operators in a variety of ways,
many of which are related by OPE associativity and modular invariance. The insertions are
schematic, e.g., path integral measure contributions, Bˆk, are implicit.
will address steps (a) and (b). Step (c) is currently the least well understood, but tree-level
worldsheet duality and one-loop modular invariance are checked in Sec. 8.
In Sec. 5.9 we generalise the above to include deformations of complex structure moduli,
but let us elaborate on various consistency conditions that the fixed-complex structure handle
operators must satisfy, as well as a residual symmetry that this cutting procedure leaves
unfixed.
5.3 Gluing Consistency Condition
When the contour of the BRST charge encircles one of the two local operators, say Aˆ (z1)a ,
that comprise the bi-local handle operator it must be possible to deform the contour without
obstruction (at fixed complex structure) so that it encircles the dual local operator, Aˆ a(z2).
This of course must be the case if the full handle operator is to indeed represent a handle of
a Riemann surface. As we will elaborate much more fully in Sec. 7.1, this condition demands
that handle operators satisfy the following condition,(
Q
(z1)
B +Q
(z2)
B
)
·∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q) = 0, (5.407)
which is the local operator version of the statement that we can deform a BRST-charge
contour encircling A (z1)a to that encircling A a(z2) without obstruction, which is certainly nec-
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essary (at least at fixed complex structure) if the handle operator is to indeed represent a
handle. We rescaled the z2 coordinate by a complex number q, so that the gluing relation is
now:
z1z2 = q.
(The BRST charge is not affected by such rescalings, in particular Q(az1+b)B = Q
(z1)
B for any
z1-independent quantities a, b.) Similar remarks must also hold for the relevant Virasoro
generators (in the standard basis) and the corresponding condition that mode contours can
be deformed from one of the two local operators to the other is:(
L(z1)n − L(z2/q)−n
)
·∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q) = 0, (5.408)
where note that L(z2/q)−n = qnL(z2)−n and Aˆ a(z2/q) = q
L
(z2)
0 q¯L˜
(z2)
0 Aˆ a(z2). There is a similar relation for
the anti-chiral half. There are also similar relations for the ghost modes and matter modes –
although the matter modes depend on the choice of background. See also (7.499) and (7.500)
below, where these gluing conditions are discussed in much greater detail.
5.4 Residual Conformal Symmetry
We have used explicit holomorphic frames, z1, z2, in order to represent a handle by a
bi-local operator (or handle operator),∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q),
with corresponding transition functions, z1z2 = q.
Consider the set of holomorphic (for z1, z2 6= 0) reparametrisations,
z1 → z′1 = z1 +
∑
n∈Z
ε1nz
n+1
1
z2 → z′2 = z2 +
∑
n∈Z
ε2nz
n+1
2 ,
(5.409)
(with ε1n, ε2n infinitesimal) of the frame coordinates, z1, z2, that leave the gluing relation
invariant, and hence also the summand of the (fixed-complex structure) handle operator
invariant,
Aˆ (z
′
1)
a Aˆ
a
(z′2/q)
= Aˆ (z1)a Aˆ a(z2/q), when z
′
1z
′
2 = z1z2 = q. (5.410)
Substituting (5.409) into z′1z′2 = z1z2 we see that the subset of reparametrisations (5.409)
that leave the gluing relation invariant are precisely the “diagonal subgroup” generated by:
ε2n + q−nε1−n = 0, ∀n ∈ Z. (5.411)
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To show that the fixed-complex structure handle operator is indeed invariant under this
subset determined by (5.411) as stated in (5.410) we make use of a standard result that under
holomorphic reparametrisations (5.409) subject to (5.411), general operators transform as,
Aˆ (z1)a → Aˆ (z
′
1)
a = Aˆ (z1)a −
∑
n∈Z
(
ε1nL
(z1)
n + ε¯1nL˜(z1)n
)
Aˆ (z1)a
Aˆ a(z2/q) → Aˆ a(z′2/q) = Aˆ
a
(z2/q) +
∑
n∈Z
(
ε1nq
nL
(z2)
−n + ε¯1nq¯nL˜
(z2)
−n
)
Aˆ a(z2/q).
(5.412)
These relations in turn imply that to leading order in ε1n, ε¯1n,98
Aˆ (z
′
1)
a Aˆ
a
(z′2/q)
= Aˆ (z1)a Aˆ a(z2/q) −
∑
n∈Z
ε1n
[(
L(z1)n Aˆ
(z1)
a
)
Aˆ a(z2/q) − Aˆ (z1)a
(
qnL
(z2)
−n Aˆ
a
(z2/q)
)]
−∑
n∈Z
ε¯1n
[(
L˜(z1)n Aˆ
(z1)
a
)
Aˆ a(z2/q) − Aˆ (z1)a
(
q¯nL˜
(z2)
−n Aˆ
a
(z2/q)
)]
,
(5.413)
and therefore taking into account the gluing consistency condition (5.408) (and the corre-
sponding anti-chiral counterpart) we see that indeed the handle operator remains invariant
as stated in (5.410). (Recall that L(z2/q)−n = qnL(z2)−n ). Incidentally, the two-point amplitude
(5.404) is clearly also invariant under (5.409) subject to (5.411) (where to apply (5.413) we
can take q = 1).
The residual symmetry (5.409) subject to (5.411) is quite special. So before moving
on let us also briefly discuss yet another holomorphic change of coordinates that does not
(manifestly) leave the amplitude invariant. Consider in particular the set of holomorphic
reparametrisations,
z1 → z′1 = z1 +
∑
n≥0
ε1nz
n+1
1
z2 → z′2 = z2,
(5.414)
with ε1n infinitesimal, so that z2 remains fixed. The gluing relation, z1z2 = q, for |q|  1 is
now changed to:
z′1z
′
2 = q(1 + ε10) +O(q2), (5.415)
and so the holomorphic reparametrisation (5.414) induces a change in modulus,
q → q′ = q(1 + ε10) +O(q2).
One might not expect such a reparametrisation of q to be visible in string amplitudes,
but it is sometimes the case that the integral over q is IR divergent (as |q| → 0), so that
(when the cancelled-propagator argument does not apply) an appropriate cutoff, |q| > δ,
98There is a factor of qn missing in equation (9.4.9) on p. 303 in [14].
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must be introduced and then the limit δ → 0 taken. The reparametrisation q → q′ then
induces a corresponding change in the cutoff prescription, δ → δ′, and one must check that
physical amplitudes are independent of both the cutoff and of the cutoff prescription. For
example, in cases where the cancelled propagator argument does not apply, such as in the
case of non-vanishing tadpoles [21], one must deform the background (by inserting a local
operator perhaps smeared over a distance δ) in order to restore conformal invariance, and
then demonstrate cutoff-prescription independence by showing that there is a corresponding
change in normal ordering (as in (5.412)) of the background shift that precisely cancels the
ε10 dependence.
5.5 The Commutator ∂zv :A : − : ∂zvA :
Handle operators are comprised of a pair of local operators, Aˆ (z1)a (p1) and Aˆ a(z2/q)(p2).
In this section we will consider either one of these local operators, and in particular their
derivative with respect to the base point with respect to which the frames have been defined.
These base points p1, p2 will eventually be interpreted as moduli, and when one wishes to
show that BRST-exact states decouple from the path integral up to a total derivative in
moduli space one ends up having to be precise about whether the relevant derivative is
inside or outside the normal ordering defining these local operators, since it must be outside
the normal ordering in order to apply Stoke’s theorem and end up with a boundary integral
in moduli space.
In particular, derivatives generically do not commute with conformal normal ordering
unless the Ricci scalar and its derivatives vanish. In this section we derive the precise
commutator in the case that the derivative under consideration is with respect to the base
point at which a general local normal-ordered (vertex) operator is inserted. Such base points
are often associated to complex structure moduli. It will be efficient to take a transition
function approach to shifting punctures so the prerequisite for this section is Sec. 2.4.3.
Since we need to zoom in now on charts that are related by a shift of the base point we
will make the notation more explicit again and adopt an auxiliary coordinate system, σa. In
particular, we make use of the correspondence:
z1(p)↔ zσ1(σ), z1(p1) = 0↔ zσ1(σ1) = 0 (5.416)
So the point we have been denoting by p1 will now be associated to the coordinate value
σ = σ1 in the auxiliary coordinate, and a generic point, p, of the chart will be denoted by σ,
(see Sec. 2.4.3).
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From the chain rule and (2.149) we then learn that a derivative with respect to the
modulus, zσ1(σ1), at fixed σ can be expressed as:
∂
∂zσ1(σ1)
∣∣∣∣
σ
= ∂zσ1(σ)
∂zσ1(σ1)
∣∣∣∣
z¯σ1 (σ)
∂
∂zσ1(σ)
∣∣∣∣
σ
+ ∂z¯σ1(σ)
∂zσ1(σ1)
∣∣∣∣
zσ1 (σ)
∂
∂z¯σ1(σ)
∣∣∣∣
σ
= ∂
∂zσ1(σ)
∣∣∣∣
σ
− 14
∞∑
n=1
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1)
(
− z¯σ1(σ)n+1
∂
∂z¯σ1(σ)
)∣∣∣∣
σ
.
(5.417)
We now recognise the quantity in the parenthesis in the last term on the right-hand side
as being a standard basis representation of the Virasoro generator L˜(zσ1 )n based at σ = σ1
in chart coordinate, zσ1 , while the first term is −L(zσ1 )−1 , so that (5.417) can equivalently be
written in the form:
Dˆzv1 = −L
(zσ1 )−1 −
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1z¯σ1 R(2)(σ)
)∣∣∣∣
σ=σ1
L˜(zσ1 )n (5.418)
which was derived from an entirely independent viewpoint above, see (3.324) on p. 148.
When acting on operators there is a correspondence,
Dˆzv1 ∼ −
∂
∂zv1
≡ ∂
∂zσ1(σ1)
, (5.419)
see also (2.151). The correspondence in the first relation in (5.419) requires a certain amount
of care, because the derivative acts on every function of zv whereas as we see in (5.418),
acting with Dˆzv1 gives a non-vanishing result only when what it acts on is not annihilated
by the depicted Virasoro generators. Furthermore, the minus sign appearing in (5.419) is
convention-dependent and is included in order to be in agreement with the meaning of zv1 in
the remaining document. Related signs can be traced back to the definition (2.132) which
leads to the minus sign in (2.136). The relation (5.418) is essentially the result of interest,
written in terms of holomorphic normal coordinates, but let us elaborate further to become
entirely explicit.
Let us also write (5.418) in terms of σ1 and σ derivatives. From (2.137) and its complex
conjugate we primarily learn that,
∂
∂σa1
= ∂zσ1(σ1)
∂σa1
∂
∂zσ1(σ1)
+ ∂z¯σ1(σ1)
∂σa1
∂
∂z¯σ1(σ1)
= −ezσ1a (σ1)
∂
∂zσ1(σ1)
− ez¯σ1a (σ1)
∂
∂z¯σ1(σ1)
,
(5.420)
Substituting (5.418) into (5.420) leads to,
∂
∂σa1
=
(
ezσ1a (σ1)L
(zσ1 )−1 + ez¯σ1a (σ1)L˜
(zσ1 )−1
)
+ 14
∞∑
n=1
1
(n+ 1)!
(
ez¯σ1a (σ1)∇n−1zσ1 R(2)(σ1)L
(zσ1 )
n + ezσ1a (σ1)∇n−1z¯σ1 R(2)(σ1)L˜
(zσ1 )
n
)
.
(5.421)
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Let us show that (5.421) gives the commutator of a derivative with respect to the base
point, σ1, with the normal ordering operation [10]. Suppose that we let (5.421) act on a
general local normal-ordered operator, : Aˆ (zσ1 )(σ1) :zσ1 , that is inserted where the frame,
zσ1(σ), is based, namely at σ = σ1 where zσ1(σ1) ≡ 0. Then what (5.421) tells us is that:99
∂
∂σa1
: Aˆ (zσ1 )(σ1) :zσ1 − :
∂
∂σa
Aˆ (zσ1 )(σ)
∣∣∣
σ=σ1
:zσ1 =
= 14
∞∑
n=1
1
(n+ 1)!
(
e
z¯σ1
a (σ1)∇n−1zσ1 R(2)(σ1)L
(zσ1 )
n + ezσ1a (σ1)∇n−1z¯σ1 R(2)(σ1)L˜
(zσ1 )
n
)
:Aˆ (zσ1 )(σ1) :zσ1
(5.422)
We made use of the relation,
: ∂
∂σa
Aˆ (zσ1 )(σ)
∣∣∣∣
σ=σ1
:zσ1 =
(
ezσ1a (σ1)L
(zσ1 )−1 + ez¯σ1a (σ1)L˜
(zσ1 )−1
)
:Aˆ (zσ1 )(σ1) :zσ1 ,
the first equality in (2.137) (on p. 56), the chain rule, and also that when L(zσ1 )−1 acts on a
local normal-ordered operator it yields the normal-ordered derivative of that operator [14],
L
(zσ1 )−1 :Aˆ (zσ1 )(σ1) :zσ1 = :∂zσ1 Aˆ
(zσ1 )(σ)|σ=σ1 :zσ1
In Sec. 5.7 we will derive (5.418) and in particular the correspondence (5.419) from yet
another complementary conformal field theory viewpoint.
5.6 Wu-Yang Boundary Terms
Although different from the original context where these terms were perhaps first consid-
ered [63], Wu-Yang terms arise when integrals of total derivatives (in the absence of physical
boundaries) do not integrate to zero after applying Stoke’s theorem. An example was con-
sidered in [15,16], and what follows gives a closely related (but much more explicit) account.
These terms can arise when the integrand is not globally defined, in which case one can
rather proceed by considering a cell decomposition and examine how the contributions from
cell boundaries glue together to reconstruct the full integral. In conformal normal ordering
this is generic, integrals of total derivatives do not vanish, whereas in Weyl normal ordering
one can directly apply Stoke’s theorem provided one takes into account that in the latter case
derivatives do not commute with normal ordering, which in turn makes manifest the contri-
bution from the boundary of moduli space. So Weyl normal ordering (which is to conformal
normal order using holomorphic normal coordinates) in a sense localises the non-local (or
99Incidentally, it is perhaps useful to note that there is a sign typo in the coefficient of the Ricci scalar in
equation (A.3) in [10].
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global) information contained in the Wu-Yang terms, which in the general case are encoded
in the right-hand side of (5.422). To unravel the relevant points it will perhaps be clearest
to proceed by example.
The example of interest is to integrate the result (5.422) with : Aˆ (zσ1 )(σ1) :zσ1 identified
with the following local operator, :xµ∂bxν(σ1) :z1 , where normal ordering is carried out using
the z1 (which is shorthand for zσ1 , so that z1(σ1) = 0) holomorphic normal coordinate. A
short calculation using (5.422) yields (with α′ = 2),
gab(σ1)∂a
(
:xµ∂bxν(σ1) :z1
)
= gab(σ1) :∂a
(
xµ∂bx
ν(σ1)
)
:z1 −
1
2η
µνR(2)(σ1)
We keep the more explicit notation for derivatives given in (5.422) implicit here. Let us inte-
grate left- and right-hand sides over Σ using the natural diffeomorphism-invariant measure,
assuming there are no other insertions,∫
Σ
d2σ1
√
g(σ1)gab(σ1)∂a
(
:xµ∂bxν(σ1) :z1
)
=
=
∫
Σ
d2σ1
√
g(σ1)gab(σ1) :∂a
(
xµ∂bx
ν(σ1)
)
:z1 −
1
2η
µν
∫
Σ
d2σ1
√
g(σ1)R(2)(σ1).
(5.423)
Let us write this in terms of an integral over the base coordinates, zv, z¯v, using holomorphic
normal coordinates. See equations (2.136), (2.140), (2.141), and (2.151). In particular,
d2σ12
√
g(σ1) = d2zv, and (for any scalars f, h),
1
2g
ab∂a
(
:f∂bh :
)
(σ1) = ∂zv
(
:f∂z¯vh :
)
(σ1) + ∂z¯v
(
:f∂zvh :
)
(σ1),
and therefore (5.423) can be written as,∫
Σ
d2zv
[
∂zv
(
:xµ∂z¯vxν(σ1) :z1
)
+ ∂z¯v
(
:xµ∂zvxν(σ1) :z1
)]
=
=
∫
Σ
d2zv
[
:∂zv
(
xµ∂z¯vx
ν(σ1)
)
:z1 + :∂z¯v
(
xµ∂zvx
ν(σ1)
)
:z1
]
− 2piηµνχ(Σ),
(5.424)
where we took into account that the integral over the Ricci scalar yields the Euler charac-
teristic,
χ(Σ) = 14pi
∫
Σ
d2σ1
√
g(σ1)R(2)(σ1).
We can integrate by parts naively on the left-hand side of (5.424) (since the derivative is
outside the normal ordering) and in the absence of a boundary the left-hand side therefore
integrates to zero. So we learn that,
ηµνχ(Σ) = 12pi
∫
Σ
d2zv
[
:∂zv
(
xµ∂z¯vx
ν(σ1)
)
:z1 + :∂z¯v
(
xµ∂zvx
ν(σ1)
)
:z1
]
. (5.425)
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Let us check this result. In holomorphic normal coordinates derivatives do not commute
with normal ordering in the presence of non-vanishing curvature. Normal ordering using
holomorphic normal coordinates (which in turn fixes most of the residual symmetry of the
Beltrami equation) was termed ‘Weyl normal ordering’ in [10], to distinguish it from ‘con-
formal normal ordering’ [16] where derivatives do commute with normal ordering. So we can
also evaluate the right-hand side in (5.425) without using holomorphic normal coordinates,
and instead assume the frame coordinates, z1, are holomorphic in the base point, σ1. That
is we will evaluate (5.425) using conformal normal ordering [15,16], and this serves as a con-
sistency check of the various approaches. We will use the formalism developed in Sec. 2.5.1
and Sec. 2.1.3 and assume the reader is familiar with these sections.
So we consider a cell decomposition of Σ, with charts {(Um, zm)} and non-overlapping cells
{Vm} where every Vm ⊂ Um, for all m. On patch overlaps, Um∩Un 6= ∅, we have holomorphic
transition functions, zm = fmn(zn), corresponding cocycle relations, etc., recall the formalism
of Sec. 2.1.3. We then introduce a partition of unity, {λm} satisfying ∑m λm = 1, subordinate
to the open cover U = {Um, Un, . . . }, and then make use of the result (2.170) which in turn
allows us to write (5.425) as follows,
ηµνχ(Σ) = 12pi
∑
m
∫
Vm
d2zm
[
∂zm
(
:xµ∂z¯mxν(σ) :zm
)
− ∂z¯m
(
− :xµ∂zmxν(σ) :zm
)]
. (5.426)
We took into account that in conformal normal ordering derivatives commute with normal
ordering. Integrating by parts using Green’s theorem (C.696), grouping together pairs of
boundaries (denoted by (mn)) and changing variables keeping normal ordering fixed, we can
rewrite (5.426),
ηµνχ(Σ) = 12pii
∑
(mn)
∫
Cmn
dzm
(
:xµ∂zmxν(σ) :zm − :xµ∂zmxν(σ) :zn
)
− 12pii
∑
(mn)
∫
Cmn
dz¯m
(
:xµ∂z¯mxν(σ) :zm − :xµ∂z¯mxν(σ) :zn
)
.
(5.427)
Recall that the contour Cmn traverses the overlap Um ∩ Un counterclockwise with respect
to Um, so that Cmn may be identified with the common boundary of the sets Vm and Vn as
depicted in Fig. 9 on p. 72, see also Fig. 6.
We now make use of the results of Sec. 4.2 and Sec. 4.3 where we discussed conformal (or
Weyl) normal ordering and changes in normal ordering keeping coordinates fixed. Applying
the result (4.362) and (4.367) to the case of interest, a short calculation yields:
:xµ∂zmxν(σ) :zm − :xµ∂zmxν(σ) :zn= −
1
2η
µν∂zm ln
(
∂zmfnm(zm)
)
(5.428)
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The term on the right-hand side is reminiscent of Wu-Yang terms and encodes the contribu-
tion to the integral from patch overlaps. When we substitute the latter back into (5.427) we
find,
ηµνχ(Σ) = 12pii
∑
(mn)
∫
Cmn
dzm
(
− 12η
µν∂zm ln
(
∂zmfnm(zm)
))
− 12pii
∑
(mn)
∫
Cmn
dz¯m
(
− 12η
µν∂z¯m ln
(
∂z¯m f¯nm(z¯m)
))
.
(5.429)
The two terms in the first and second lines on the right-hand side are actually real and equal
to each other, so in fact we can rearrange the result into the following,
χ(Σ) = i2pi
∑
(mn)
∫
Cmn
dzm∂zm ln f ′nm(zm), (5.430)
and comparing finally with (2.168) we find precise agreement. Notice that the derivation here
is entirely independent of the derivation that led to (2.168) and is rather based on local com-
posite operator insertions into the path integral. As mentioned above, we have assumed for
simplicity that there are no other operators on the Riemann surface. Furthermore, although
there is a potential zero mode in xµ, it actually cancels out in (5.428).
The short calculation of this section demonstrates some aspects of the subtle interplay
between Weyl normal ordering (with non-holomorphic base point) and conformal normal
ordering (with holomorphic base point). In particular, and more generally, the right-hand
side in the relation (5.422) (which is a priori defined using Weyl normal ordering) encodes
all Wu-Yang terms for arbitrary operators in local information, as pointed out in [10]. The
same procedure discussed here can be carried out for arbitrary local operators: when we
integrate both left- and right-hand sides in (5.422) the first term on the left-hand side vanishes
after integration by parts (up to contributions from the boundary of moduli space) and the
remaining relation gives the Wu-Yang contributions associated to patch overlaps from the
viewpoint of conformal or Weyl normal ordering.
5.7 Shifting Local Operators with Transition Functions
Making use of the results of Sec. 2.4.3 (and keeping the comments associated to (5.416)
in mind), we next determine how an arbitrary local operator, A (zσ1 )(σ), evaluated at a point
σ transforms under a shift of base point,
σ1 → σ′1 = σ1 + δσ1, (5.431)
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with respect to which the holomorphic normal coordinate, zσ1(σ), is defined. Recall that by
definition, zσ1(σ1) ≡ 0.
We first consider the case where the operator, A (zσ1 )(σ), under consideration is a100 con-
formal primary, and we denote it by: O(zσ1 )(σ). Primaries are local operators that transform
as tensors under holomorphic changes of frame, zσ1(σ)→ f(zσ1(σ)), so we can perform some
important consistency checks using them before discussing the transformation property of a
general local operator under shifts.
In Sec. 2.4.3, see in particular (2.148), we showed that a shift of base point, σ1 → σ′1 =
σ1 + δσ1, induces a holomorphic change of frame coordinates, zσ1 → zσ′1 = zσ1+δσ1 , where:
zσ1+δσ1(σ) = zσ1(σ) + δzσ1(σ1) +
∞∑
n=1
(
δz¯σ1(σ1)
1
4(n+ 1)!∇
n−1
zσ1
R(2)(σ1)
)
zσ1(σ)n+1, (5.432)
and we neglect the overall arbitrary phase. This change of coordinates is holomorphic with
respect to σ (more precisely zσ1(σ)), but it is clearly not holomorphic with respect to σ1. The
question we would like to primarily address then is: given O(zσ1 )(σ) what is the corresponding
quantity O(zσ′1 )(σ) with σ′1 as in (5.431).
For any given primary O(z)(σ) of conformal weight (h, h˜) we know that under general
holomorphic transformations, z → w(z), O(w)(σ) = O(z)(σ)(∂zw)−h(∂z¯w¯)−h˜. In the case of
interest, where w = zσ′1 and z = zσ1 , we can (by definition) write this more explicitly as,
O
(zσ′1
)(zσ′1(σ)) = O
(zσ1 )(zσ1(σ))(∂zσ1zσ′1(σ))
−h(∂z¯σ1 z¯σ′1(σ))
−h˜ (5.433)
Before evaluating this it is convenient to rewrite (5.432) as follows,
zσ1 → zσ′1 = zσ1 +
∞∑
n=−1
εnz
n+1
σ1 , (5.434)
with identifications,
ε−1 = δzσ1(σ1), ε0 = 0, and εn≥1 = δz¯σ1(σ1)
1
4(n+ 1)!∇
n−1
zσ1
R(2)(σ1),
and analogous expressions for the complex conjugates.
100By ‘conformal primary’ we will always mean Virasoro primary, and reserve the terminology ‘SL(2,C)
primary’, etc., if the object under consideration transforms as a tensor under a subgroup of the local infinite-
dimensional conformal algebra.
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Let us now consider the left- and right-hand sides of (5.433) independently. Taylor ex-
panding the left-hand side on account of (5.434) yields,
O
(zσ′1
)(σ) ≡ O(zσ′1 )(zσ′1(σ))
' O(zσ′1 )(zσ1(σ)) +
∞∑
n=−1
(
εnzσ1(σ)n+1∂zσ1 + ε¯nz¯σ1(σ)
n+1∂z¯σ1
)
O(zσ1 )(zσ1(σ)) + . . .
(5.435)
where the derivative ∂zσ1 is with respect to zσ1(σ), whereas for the right-hand side of (5.433)
we make use of the expansion,
(∂zσ1zσ′1(σ))
−h =
[
∂zσ1 (σ)
(
zσ1(σ) +
∞∑
n=−1
εnzσ1(σ)n+1
)]−h
' 1− h
∞∑
n=1
(n+ 1)εnzσ1(σ)n + . . .
(5.436)
where the ‘. . . ’ in (5.436) and (5.435) denote terms of higher order in εn, ε¯n. There is
an entirely analogous expression for the complex conjugate of (5.436) with the replacement
h→ h˜. Substituting these results into (5.433) we learn that at a generic point σ,
O
(zσ′1
)(zσ1(σ)) = O(zσ1 )(zσ1(σ))−
(
δzσ1(σ1)∂zσ1 + δz¯σ1(σ1)∂z¯σ1
)
O(zσ1 )(zσ1(σ))
− δz¯σ1(σ1)
∞∑
n=1
1
4
1
(n+ 1)!∇
n−1
zσ1
R(2)(σ1)
(
h(n+ 1)zσ1(σ)n + zσ1(σ)n+1∂zσ1
)
O(zσ1 )(zσ1(σ))
− δzσ1(σ1)
∞∑
n=1
1
4
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1)
(
h˜(n+ 1)z¯σ1(σ)n + z¯σ1(σ)n+1∂z¯σ1
)
O(zσ1 )(zσ1(σ))
(5.437)
From a standard result in conformal field theory we can write the various terms on the
right-hand side in terms of Virasoro generators,[
L(zσ1 )n ,O
(zσ1 )(zσ1(σ))
]
=
(
h(n+ 1)zσ1(σ)n + zσ1(σ)n+1∂zσ1
)
O(zσ1 )(zσ1(σ)),
with an analogous relation for the anti-chiral half, and so in particular (5.437) can equivalently
be rewritten as follows,
O(zσ1+δσ1 )(zσ1(σ))− O(zσ1 )(zσ1(σ)) =
= δzv1
(
L
(zσ1 )−1 +
∞∑
n=1
1
4
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1) L˜(zσ1 )n
)
O(zσ1 )(zσ1(σ))
δz¯v1
(
L˜
(zσ1 )−1 +
∞∑
n=1
1
4
1
(n+ 1)!∇
n−1
zσ1
R(2)(σ1)L(zσ1 )n
)
O(zσ1 )(zσ1(σ))
(5.438)
where we defined:
δzv1 := −δzσ1(σ1), δz¯v1 := −δz¯σ1(σ1),
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and took into account that the generators L(zσ1 )n annihilate the SL(2,C) vacuum (i.e. the
unit operator) when n ≥ −1. This relation (5.438) in turn implies that,
∂
∂zv1
∣∣∣∣
zσ1 (σ)
O(zσ1 )(zσ1(σ)) =
(
L
(zσ1 )−1 +
∞∑
n=1
1
4
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1) L˜(zσ1 )n
)
O(zσ1 )(zσ1(σ)). (5.439)
Since the arguments of the two terms on the left-hand side in (5.438) are both evaluated
at zσ1(σ) it follows that the resulting derivative on the left-hand side of (5.439) is evaluated
at fixed zσ1(σ) as we indicate. In fact, we could have indicated more explicitly all of the
quantities (in addition to zσ1(σ)) that are held fixed while taking the derivative indicted on
the left-hand side, but we don’t want to overload the notation any further: more fully, we
are to keep zσ1(σ), z¯σ1(σ) fixed (which follows from the explicit arguments on the left-hand
side of (5.438)), and also z¯σ1(σ1) (which follows from the chain rule and the right-hand side
in (5.438)).
Comparing (5.439) to (5.418), we have reached an alternative derivation of the latter
in the specific case when the operands under consideration are conformal primaries. From
the more explicit expression (5.437) we see that inserting the operator at the origin of the
holomorphic normal coordinate (which is to take σ = σ1 at which zσ1(σ1) ≡ 0) the terms
associated to the sum over n vanish. The latter statement follows immediately from the
defining properties of a local primary operator, namely that,
L(zσ1 )n O
(zσ1 )(σ1) = 0, for n ≥ 1.
As a consistency check let us also consider the mode expansion of a chiral primary in
particular,
O(zσ1 )(σ) =
∑
m∈Z
O
(zσ1 )
m
zσ1(σ)m+h
.
It is easy to check that the above expressions, in particular (5.439), are consistent with the
mode operator results. The following standard relation is useful,[
L(zσ1 )n ,O
(zσ1 )
m
]
=
[
n(h− 1)−m
]
O
(zσ1 )
m+n .
We now generalise to arbitrary local operators, A (zσ1 )(σ). In fact, the result is immediate.
As the derivation of (5.418) shows this expression (5.439) holds for an arbitrary operator,
A (zσ1 )(zσ1(σ)) ≡ A (zσ1 )(σ), inserted at an arbitrary point σ using a frame, zσ1 , based at
σ = σ1 within the local chart of interest,
∂
∂zv1
∣∣∣∣
zσ1 (σ)
A (zσ1 )(σ) =
(
L
(zσ1 )−1 +
∞∑
n=1
1
4
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1) L˜(zσ1 )n
)
A (zσ1 )(σ) (5.440)
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A difference between (5.439) and (5.440) is that in the case of primaries the terms associated
to the sum over n (which might be thought of as “connection terms”) vanish when σ = σ1,
whereas for more general operators the connection terms generically contribute non-trivially.
Recall also equation (3.324) from p. 148, which in the notation of the current section
reads:
Dˆzv1 = −L
(zσ1 )−1 −
∞∑
n=1
1
4
1
(n+ 1)!
(
∇n−1z¯σ1 R(2)(σ)
)∣∣∣∣
σ=σ1
L˜(zσ1 )n .
What we have shown here is that when acting on operators A (zσ1 )(σ) the quantity Dˆzv1
generates a derivative with respect to zv1 ,
Dˆzv1A
(zσ1 )(σ) = − ∂
∂zv1
∣∣∣∣
zσ1 (σ)
A (zσ1 )(σ) (5.441)
Recalling also that
{
Q
(z1)
B , Bˆzv
}
= Dˆzv , the relation (5.441) plays a vital role when demon-
strating that BRST-exact states decouple from string amplitudes. This is discussed further
in Sec. 6.
5.8 Local Operators Under Weyl Rescalings
In this section we apply what we have learnt in Sec. 2.4.4 to understand the transfor-
mation of general local operators, Aˆ (zσ1 )a (σ1), under arbitrary Weyl rescalings of the metric,
gab(σ) → eδφ(σ)gab(σ), when we have adopted a slice in moduli space associated to picking
holomorphic normal coordinates, zσ1(σ), to define the frame with respect to which these gen-
eral local operators are defined. In particular, under a general infinitesimal (meromorphic)
reparametrisation of the form,
zσ1(σ)→ wσ1(σ) = zσ1(σ) +
∑
n∈Z
εnzσ1(σ)n+1 (5.442)
we have that,
Aˆ (zσ1 )a (σ1)→ Aˆ (wσ1 )(σ1) = Aˆ (zσ1 )(σ1)−
∑
n∈Z
(
εnL
(zσ1 )
n + ε¯nL˜(zσ1 )n
)
Aˆ (zσ1 )(σ1), (5.443)
recall (4.358). We can read off the relevant expressions for the εn by comparing (5.442) to
(2.162),
ε−n = 0, ε0 =
1
2(δφ+ iδβ)(σ1), εn =
1
(n+ 1)!∇
n
zσ1
δφ(σ)
∣∣∣
σ=σ1
, (n ≥ 1) (5.444)
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so we learn that under arbitrary Weyl rescalings of the underlying auxiliary metric compo-
nents, gab(σ),
gab(σ)→ eδφ(σ)gab(σ)
a general operator, Aˆ (zσ1 )a (σ1), inserted at σ = σ1 transforms according to:
Aˆ (wσ1 )(σ1) = e−
1
2 δφ(σ1)(L
(zσ1 )
0 +L˜
(zσ1 )
0 )− i2 δβ(σ1)(L
(zσ1 )
0 −L˜
(zσ1 )
0 )
{
Aˆ (zσ1 )(σ1)
−
∞∑
n=1
1
(n+ 1)!
[(
∇nzσ1δφ(σ1)
)
L(zσ1 )n +
(
∇nz¯σ1δφ(σ1)
)
L˜(zσ1 )n
]
Aˆ (zσ1 )(σ1)
}
(5.445)
and δβ(σ1) is the (effectively arbitrary) phase introduced in Sec. 2.4.4. This result can be
used to study the Weyl transformation properties of general handle operators.
As an aside, notice that weight-(h, h˜) conformal primaries, Oˆ(zσ1 )a (σ1), (inserted at σ = σ1
where the conformal frame zσ1 is based) transform very simply under Weyl rescalings since
the second term in (5.445) vanishes in this case,
Oˆ(wσ1 )(σ1) = e−
1
2 δφ(σ1)(h+h˜)− i2 δβ(σ1)(h−h˜)Oˆ(zσ1 )(σ1). (5.446)
Incidentally, holomorphic normal coordinates are invertible around the base point, in the
sense that we can interpret the argument, σ, of δφ(σ) as being a function of zσ1 , z¯σ1 , and σ1,
in particular σ = σ(zσ1 , z¯σ1 , σ1).
5.9 Gluing with Deformed Complex Structure
Let us now assemble the above ingredients in order to transition from CFT to string
theory. To glue and cut string amplitudes in the presence of complex structure deforma-
tions, e.g., to apply the factorisation formula (5.405) or (5.406), we simply insert the ghost
contributions,
m∏
k=1
BˆτkBˆτ¯k , (5.447)
associated to the path integral measure, see (3.219) and Sec. 3.3, and the appropriate mea-
sures of the corresponding moduli space integrals. We have a choice as to how to partition
these ghost contributions and vertex operator insertions, which corresponds to different fac-
torisations and different slices in moduli space. An essential rule is that we distribute (or
partition) these insertions such that the number of moduli is correct for each of the subam-
plitudes, and there is otherwise no distinguished way of carrying this out.
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Separating Degenerations
Let us focus on a separating degeneration, namely the factorisation formula (5.405). De-
pending on the gauge slice of interest, in the vicinity of the cut we can associate, say, three
complex moduli, namely the locations of the two vertex operators on either side of the cut
and the (twist and pinch) modulus of the cycle we are cutting open. Or we can instead as-
sociate, say, one complex modulus associated to pinching and twisting the cut cycle, leaving
the locations of the two vertex operators fixed. Etc. There is considerable freedom here, but
the important point is that the number of moduli (or Bˆk insertions) add up to the required
number determined by the Riemann-Roch index theorem. The Riemann-Roch theorem not
only applies to the full amplitude, but also to the sub-amplitudes after the cut. Rather than
go through every possibility, let us suppose that we indeed associate three complex moduli to
a given separating degeneration, the remaining cases being entirely analogous (and simpler).
So making these measure contributions in (5.405) explicit yields,
e−χ(Σ)Φ
〈
. . .1 . . .2
〉
Σ
=
∑∫
a
e−χ(Σ1)Φ
〈
. . .1A
(z1)
a
〉
Σ1
e−χ(Σ2)Φ
〈 ∫
q,q¯
[
BˆqBˆq¯A
a
(z2/q)
]
. . .2
〉
Σ2
(5.448)
where the vertex operators appearing are in integrated picture (which is why Aa and A a
appear rather than Aˆa and Aˆ a respectively) as defined in (3.318). Recall from Sec. 3.8 the
discussion associated to the ghost contributions to the path integral measure for pinching
moduli. Notice that in (5.405) we glued with q = 1, but we have found it more convenient here
to glue with general |q| < 1 so we redefined z2 → z2/q to reach (3.274), so that the relevant
transition function gluing the two surfaces, Σ1 and Σ2, together is, z1z2 = q. Associating the
insertions, BˆqBˆq¯, to A a(z2/q) rather than A
(z1)
a is just a matter of convention, as one can see
by a standard contour deformation argument.
The explicit measure contribution in turn reads,
∫
q,q¯
BˆqBˆq¯ =
∫
q,q¯
b
(z2)
0 b˜
(z2)
0
qq¯
, with
∫
q,q¯
≡
∫
idq ∧ dq¯, (5.449)
(we usually write d2q = idq ∧ dq¯) which, defining q ≡ reiθ, can also be equivalently written
in terms of r, θ moduli,∫
r,θ
BˆrBˆθ =
∫
r,θ
(
− 1
r
(
b
(z2)
0 + b˜
(z2)
0
))(
− i
(
b
(z2)
0 − b˜(z2)0
))
, with
∫
r,θ
≡
∫
idr ∧ dθ.
(5.450)
The two expressions are equal,
∫
r,θ BˆrBˆθ =
∫
q,q¯ BˆqBˆq¯. In fact, we could have just as well
written rha+h˜aA a(z2e−iθ) instead of A
a
(z2/q), but we have not yet shown that this is possible.
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(That it is possible is fundamental in order to be able to interpret these vertex operators
as local operators.) All in all, we have associated to the cutting procedure three complex
moduli.
We have kept q dependence implicit in the operator A a(z2/q) for the following reason. One
can show that (5.448) implies (and this is only true for separating degenerations) that it is
possible to choose a basis, Aˆ a(z2), for gluing satisfying:
(L(z2)0 − L˜(z2)0 )Aˆ a(z2) = 0, and (L(z2)0 + L˜(z2)0 )Aˆ a(z2) = (ha + h˜a)Aˆ a(z2), (5.451)
where ha + h˜a is the total weight, and identical relations hold also for Aˆ (z1)a . That this is
possible follows from the fact that for such degenerations the integral over twist moduli,
θ = −i ln(q/|q|), gives rise to a Kronecker delta that ultimately sets ha = h˜a. This remains
true when Aˆ a(z2) is in a coherent state basis. So when (5.451) holds we may effectively extract
the q, q¯-dependance from the correlators in (5.405) by choosing a basis for Aˆ a(z2) that is an
eigenstate of L0, L˜0, with eigenvalues (weights) ha, h˜a, which is in turn equivalent to the
statement:
Aˆ a(z2/q) = q
ha q¯h˜aAˆ a(z2) (separating degeneration) (5.452)
but we emphasise that this is only true in the context of coherent states when (5.451) holds.
So effectively ha = h˜a, in that non-level-matched terms do not contribute. These points are
automatically incorporated when we take (5.448) as our starting point.
Since we integrate over the phase of q, q¯, the range of the moduli integration is over an
open disc whose radius depends on the features on the surface outside the pinch (which in
turn depends on where in moduli space we are). For example, if the closest feature is an
external vertex operator then we integrate over the radius, r, from zero (modulo infrared
divergences that must be dealt with on a case-by-case basis [10, 21, 31]) up to this closest
other vertex operator (and this is also the radius of convergence of the OPE).101 Even for a
single such degeneration, (5.448) is strictly speaking not an equality, since the full moduli
space is not covered, and there are also implicit sums over permutations of the external
vertex operators. For instance, to reconstruct the Virasoro-Shapiro amplitude where there
are four external vertex operators and one modulus we can cover the full moduli space by
inserting two external fixed picture vertex operators on Σ1 and Σ2, i.e. we glue two three-point
101In fact this is not quite what we do (because the range depends on the neighbouring features on both
sides of the pinch via the transition function) but the idea is the same. We make a more precise statement
in Sec. 8.4.
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amplitudes, integrate q, q¯ over the indicated range (such that, say, the explicit propagator
associated to the pinch provides all s-channel poles) and add to this term an analogous term
after permuting any two of the vertex operators on opposite sides of the pinch (such that,
e.g., the propagator gives rise to all u-channel poles). By worldsheet duality this covers the
full moduli space [14], and the t-channel poles become manifest only after summing over all
states propagating through the pinches. We will demonstrate this explicitly in the case of
the Virasoro-Shapiro amplitude that will be derived by gluing two 3-point amplitudes using
a coherent state basis for the vertex operators in the handle operator. So this is a significant
point of departure from the standard closed string field theory where all channels, s, t, u,
are manifest, but where the price to be paid is the necessity to include a four-point vertex
associated to the bulk of moduli space. (Furthermore, the integration regions for moduli
integrals in closed string field theory are correspondingly much more complicated).
If the external vertex operators, . . .1 . . .2, are taken to have canonical ghost number
Ngh = 2, such as Vˆb = c˜cVb (as may be taken to be the case provided the vertex operator
momenta are non-vanishing [31] and provided the conditions spelt out in Sec. 3.2 are fullfilled)
with Vb the matter contribution, then the only terms in the sum over operators Aˆ (z1)a that
will contribute (in the sum over ghost numbers, see (5.403)) in (5.448) will also have Ngh = 2,
while the corresponding dual, Aˆ a(z2), according to (5.403) will have [31] ghost number Ngh = 4
in order to saturate the ghost number anomaly. We could just as well have taken the b0b˜0
factor to act on Aˆ (z1)a and the net result would be the same: in that case the sum over a
would have support only on the Ngh = 4 terms in Aˆ (z1)a and the Ngh = 2 terms in Aˆ a(z2).
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Applied to mass eigenstates, the factorisation property of amplitudes (5.448) is a standard
result in string theory. That it applies even when the states {Aˆa} constitute a coherent state
basis however, as we have claimed, is quite subtle. This is a good point to summarise what we
have learnt. From the coherent state defining properties laid out in Sec. 5.1 and demanding
consistent factorisation leads to the following three key differences in the case of coherent
states compared to mass eigenstates:
(a) coherent states are not orthogonal, see (5.400);
102If we indeed take the remaining asymptotic vertex operators to have ghost number Ngh = 2, one might
wonder why the path integral is not zero: couldn’t one use a contour argument to pull the b0b˜0 contours
away from z2 = 0 to enclose the remaining vertex operators? The answer is of course ‘yes’, but given the
b0b˜0 operators are based at z2 = 0 they will not annihilate the external vertex operators (as one can check
explicitly), so everything is consistent. This is why we include an index b0 → b(z2)0 to denote that the
corresponding operator is based at the origin of the z2 frame, b(z2)n ≡
∮
dz2
2piiz2 z
n+2
2 b(z2) (or even b
(z)
n (w) ≡∮
dz
2pii(z−w) (z − w)n+2b(z) when it is based at a point z = w in the z frame).
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(b) consistent factorisation requires that (5.401) (and the related statements (5.402)) is
satisfied;
(c) it is desirable that coherent states have well defined scaling dimensions ha + h˜a, even
offshell, in order to be able to apply the operator-state correspondence in a simple
manner, but generically spin, ha − h˜a, is not well-defined.
All these follow directly from the defining properties of coherent states (see Sec. 5.1) and
general factorisation formulas. In particular, property (a) is true by virtue of the coherent
state defining property (1): the continuity requirement of the associated quantum numbers
is not consistent with a Kronecker delta (or delta function)103 overlap. As a result, condition
(b) associated to consistent factorisation is non-trivial for coherent states, even though it
is almost trivial for momentum eigenstates where a Kronecker delta overlap is possible.
Condition (c), has not yet been elaborated on. In order to understand this point we primarily
need to understand the constraints on what states can propagate through a pinch on a
Riemann surface.
Non-Separating Degenerations
Let us mention briefly a few changes in the case of non-separating degenerations. Cutting
along a non-separating cycle (such as AI or BI homology cycles in a canonical intersection
basis [35] with I = 1, . . . ,g, see Fig. 29) where the factorisation formula (5.406) is of interest,
the situation is only slightly different as compared to the separating case. Here the best we
can hope for is that Aˆ a(z2) be an eigenstate of L0+L˜0, and it will generically not be annihilated
by L0 − L˜0.104 In general, being an eigenstate of both L0 + L˜0 and L0 − L˜0 as in (5.452) is
actually more than we need, in that to be able to apply the operator state correspondence
in a simple manner the crucial requirement is that it be an eigenstate of L0 + L˜0 (and not
necessarily of L0 − L˜0). Indeed, if we wish to use a coherent state basis for cut cycles non-
homologous to zero (such as an AI homology cycle for any I = 1, . . . ,g) the best we can
hope for is that it satisfies,
Aˆ a(z2/q) = r
ha+h˜aAˆ a(z2e−iθ), with q = re
iθ, (5.453)
103This does not exclude the possibility that there are additional quantum numbers (other than the con-
tinuous ones) that do have Kronecker delta or delta function overlap.
104We thank Edward Witten for a discussion on this point. Notice this is different from the situation in
string field theory where coherent state bases that are also eigenstates of L0, L˜0 can be chosen for both
separating and non-separating degenerations. The reason for this distinction is that in string field theory the
non-level-matched contributions are absorbed into internal vertices. We thank Ashoke Sen for a discussion
on the corresponding situation in string field theory.
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which replaces Aˆ a(z2) in (5.406) (where we had taken q = 1). We derive this (that (5.453)
is indeed valid for coherent states) explicitly for the case of flat backgrounds in (7.532), for
both separating and non-separating degenerations. We could also absorb the phase of q into
a redefinition of z2 (or z1), which is equivalent to gluing with transition function, z1z2 = r,
with r real and positive. (If we then wish to equip the cut cycle with pinch and twist moduli
we could identify these with r and the phase of either z1 or z2 respectively). The relation
(5.453) is the minimum requirement that a coherent basis will be required to satisfy. We
emphasise that the relation (5.453) is more or less forced upon us if we wish to replace
handles by bi-local operators, since otherwise the coherent states would change even in the
absence of interaction as they propagate forward in worldsheet time [111].
Keeping these differences in mind, we can associate again, say, three moduli to the vicinity
of the cut, namely the locations of the two vertex operators on either side and a (pinch and
twist) modulus. (As mentioned above there is a variety of possibilities depending on the gauge
slice of interest, and compatibility with the Riemann-Roch theorem.). The factorisation
formula for non-separating degenerations (5.406) is then,
e−χ(Σg)Φ
〈
. . .
〉
Σg
= e−χ(Σg−1)Φ
〈
. . .
∑∫
a
A (z1)a
∫
q,q¯
[
BˆqBˆq¯A
a
(z2/q)
]〉
Σg−1
(5.454)
Again, since the hats, ‘ˆ’, are absent these are generically integrated vertex operators. Of
course there can be situations where the underlying surface is such that some of these appear
at fixed rather than integrated, but this really depends on the gauge slice of interest or the
question one wishes to ask. We’d rather not write down explicitly every possibility since this
will most likely not add much to the discussion.
One can show that the relation (5.454) is indeed consistent for all genera, g ≥ 1, when
the number of asymptotic states is at least three, n ≥ 3. The remaining cases, n = 0, 1, 2,
are also easy to deal with but one needs to be careful with zero modes such as conformal
Killing vectors, and taking into account any unfixed automorphisms. How to deal with these
exceptional cases is discussed in Sec. 3.11.
6 Gauge Invariance
Spacetime gauge invariance (or target space gauge invariance in general) from a world-
sheet perspective corresponds to the statement that if an external vertex operator, Vˆj, is
shifted by a BRST-exact local operator,
Vˆj → Vˆj +QBWˆj,
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the full path integral (3.219) (on p. 93) is unchanged (when external states are BRST-
invariant). In this section we demonstrate how this decoupling of BRST-exact contributions
takes place when we use handle operators (associated to a non-separating cycle) to construct
higher genus Riemann surfaces, or when we use handle operators to glue Riemann surfaces
(associated to a separating cycle), or when we use general BRST-invariant (not necessar-
ily (1, 1) conformal primary) external vertex operators. (Understanding the formalism for
general BRST-invariant vertex operators for asymptotic states is also the necessary step for
an offshell formulation of string theory [13].) In particular, we demonstrate that BRST-
exact contributions decouple up to boundary terms in moduli space. Such boundary terms
must either vanish or cancel, and there is a variety of mechanisms (such as the cancelled-
propagator argument, the Fischler-Susskind mechanism and mass renormalisation) by which
this cancellation occurs.
As in all previous sections (except in some parts of Sec. 4), also here the discussion will
be general enough to apply to any 2D matter CFT provided the total central charge (matter
plus ghosts) adds up to zero. From Sec. 7 onwards we focus on an explicit matter CFT.
6.1 The General Case
Let us primarily review the general case [13, 82], and in particular show that the path
integral measure always contributes total derivatives when BRST-exact states are inserted
into the path integral. Since this is a rather formal and not particularly transparent argument
we will in the following subsections focus explicitly on the various types of contributions
(depending on the gauge slice of interest in moduli space) that arise from handle operators.
We begin by considering the quantity:
( m∏
k=1
Bˆk
)
QB, (6.455)
where we momentarily (implicitly) take all operators to be defined in the same chart co-
ordinates (say z1) so that we don’t have to worry about changing the orientation of the
BRST-charge contour as it is swept through the various patches of the Riemann surface. (In
fact, the only property that we need for the following is that the BRST current is a tensor, so
that the BRST charge is globally-defined and we only need to worry about flipping the con-
tour orientation as we move the contour across the Riemann surface. In what follows we keep
the contour orientation fixed, and then it can be flipped as appropriate in any given chart
where we wish to evaluate the contour integral.) Having said that, we then wish to commute
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the BRST charge through to the left, and this gives rise to various anticommutators,( m∏
k=1
Bˆk
)
QB = (−)mQB
( m∏
k=1
Bˆk
)
+
m∑
k=1
(−)m−kBˆ1 . . . Bˆk−1
{
QB, Bˆk
}
Bˆk+1 . . . Bˆm.
(6.456)
At this stage we have only made use of the fact that the Bˆk and QB are Grassmann-odd.
Since the quantity
{
QB, Bˆk
}
is proportional to linear superpositions of Virasoro generators,
Ln, L˜n, it is Grassmann-even, so we can pull it through to the left in the second term on
the right-hand side which in turn leaves behind various commutators, the relevant terms
according to (6.456) being (for k > 1, the k = 1 term being trivial),
Bˆ1 . . . Bˆk−1
{
QB, Bˆk
}
=
=
{
QB, Bˆk
}
Bˆ1 . . . Bˆk−1 +
k−1∑
`=1
Bˆ1 . . . Bˆ`−1
[
Bˆ`,
{
QB, Bˆk
}]
Bˆ`+1 . . . Bˆk−1.
(6.457)
Now since the quantity
{
QB, Bˆk
}
is a linear superposition of Virasoro generators, Ln, L˜n, and
the Bˆ` are linear superpositions of bn, b˜n ghost modes it follows from [Ln, bm] = (n−m)bn+m
that
[
Bˆ`,
{
QB, Bˆk
}]
simply anticommutes with the remaining Bˆk in (6.457). So we can pull
it through to the left at the only expense of picking up `− 1 minus signs,
Bˆ1 . . . Bˆk−1
{
QB, Bˆk
}
=
=
{
QB, Bˆk
}
Bˆ1 . . . Bˆk−1 −
k−1∑
`=1
(−)`
[
Bˆ`,
{
QB, Bˆk
}]
Bˆ1 . . . Bˆ`−1Bˆ`/ Bˆ`+1 . . . Bˆk−1.
(6.458)
Substituting this back into (6.456) we learn that,( m∏
k=1
Bˆk
)
QB = (−)mQB
( m∏
k=1
Bˆk
)
+
m∑
k=1
(−)m−k
{
QB, Bˆk
}
Bˆ1 . . . Bˆk−1Bˆk/ Bˆk+1 . . . Bˆm
− ∑
1≤`<k≤m
(−)m−k−`
[
Bˆ`,
{
QB, Bˆk
}]
Bˆ1 . . . Bˆ`−1Bˆ`/ Bˆ`+1 . . . Bˆk−1Bˆk/ Bˆk+1 . . . Bˆm,
(6.459)
and if we furthermore multiply left- and right-hand sides by (−)m−1 and rearrange we obtain:
QB
( m∏
k=1
Bˆk
)
− (−)m
( m∏
k=1
Bˆk
)
QB =
=
m∑
k=1
(−)k−1
{
QB, Bˆk
}
Bˆ1 . . . Bˆk−1Bˆk/ Bˆk+1 . . . Bˆm
+
∑
1≤`<k≤m
(−)k+`
[
Bˆ`,
{
QB, Bˆk
}]
Bˆ1 . . . Bˆ`−1Bˆ`/ Bˆ`+1 . . . Bˆk−1Bˆk/ Bˆk+1 . . . Bˆm
(6.460)
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Recall from (3.273) that
{
QB, Bˆk
}
= Dˆk, and on operators, Dˆk ∼ − ∂∂tk , where the operator
Dˆk associated to modulus tk is given explicitly in (3.258). Note that this generates a derivative
that is outside the normal ordering of the operators on which it acts (unlike L−1 which when
acting on local operators generates a normal-ordered derivative of the operator – see Sec. 5.5).
The relation (6.460) is a standard result (see equation (2.20) in [13]), and also [112]
and [31] for related discussions. As we have shown, see (3.256), the measure contributions,
Bˆk, can be expressed both in terms of transition functions (as in [13, 17]) or in terms of
a metric (as in [10]), see (3.315) (the transition function approach is more efficient). The
precise manner in which the gauge slice has been chosen in fact does not matter and we treat
both cases on equal footing. From (6.460), and independently of the explicit examples to
be discussed in the following subsections, using the standard identity for a global formula
for an exterior derivative (see, e.g., Th. 20.14, p. 233 in [27]) (as shown explicitly in [13])
the terms on the right-hand side in (6.460) lead precisely to a total derivative in moduli
space. Combining this with the fact that the BRST operator commutes through the identity
operator (6.461) (up to a minus sign that arises from the change of contour orientation of
the BRST charge since the BRST charge is defined with the standard orientation within
each chart), it follows that as we pass the contour of the BRST charge through a handle
operator it will always give rise to a total derivative in moduli space. The main objective in
the current section is to make this entirely manifest, so we discuss the various explicit cases
in the following subsections.
6.2 Handle Operators with No Moduli
Having reviewed the general argument that BRST-exact external vertex operators decou-
ple from physical amplitudes we now zoom in more closely on the precise manifestation of
this statement in terms of handle operators. We begin with a discussion of the trivial case
where there are no moduli associated to a given handle operator.
Recall that the BRST charge contour can be passed through the unit operator (7.555)
without obstruction leading to the statement (7.501),(
Q
(z1)
B +Q
(z2)
B
)
· ∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q) = 0, (6.461)
where we glue with z1z2 = q. This is because mode contours can be deformed without
obstruction across a handle, reflecting the fact that the transition function, z1z2 = q, imple-
menting the gluing is holomorphic on the (annular) patch overlap, U1 ∩ U2. For clarity, and
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taking into account that Q(z2)B = Q
(z2/q)
B , the relation (6.461) is equivalent to:∑∫
a
[
Q
(z1)
B Aˆ
(z1)
a
]
Aˆ a(z2/q) = −
∑∫
a
Aˆ (z1)a
[
Q
(z2/q)
B Aˆ
a
(z2/q)
]
, (6.462)
when the local operator, Aˆ (z1)a , is Grassmann-even (which is the only case we consider) as is
also Aˆ a(z2/q). It is helpful to have a visual representation in mind to make manifest that the
contour of the Q(z1)B and Q
(z2)
B charges encircle the full operators Aˆ (z1)a and Aˆ a(z2/q) respectively
(in the canonical counterclockwise sense with respect to the z1 and z2 frames respectively),
so that, e.g., one can unwrap the contour of the charge Q(z2)B off to the remaining surface
(where it might pick up additional contributions depending on whether other local operators
away from this handle are BRST-invariant or not).
6.3 Fixed-Picture Handle Operators with Pinch & Twists
We next consider the case when to the handle operator of interest we wish to associate
pinch and twist moduli, which corresponds to variations in the real and imaginary part of
the gluing parameter, ln q, respectively, where the relevant transition function is z1z2 = q.
The relevant handle operator with pinch and twist moduli reads:
Hˆ =
∑∫
a
Aˆ (z1)a
∫
d2q
[
BˆqBˆq¯Aˆ
a
(z2/q)
]
(6.463)
The BRST charge does not commute with the pinching and twisting moduli measure contri-
butions, Bˆq, Bˆq¯, associated to this cut (i.e. those associated to transition functions z1z2 = q
and variations δq, δq¯). This is because of the relation {QB, b0} = L0. So rather than (6.461)
we pick up a total derivative corresponding to a boundary contribution in moduli space.
Let us go through the derivation of this boundary contribution carefully, see also Fig. 23.
The starting point is the quantity:
∑∫
a
(
Q
(z1)
B Aˆ
(z1)
a
)(
BˆqBˆq¯Aˆ
a
(z2/q)
)
. (6.464)
Deforming the contour of the BRST charge through the handle using the transition function,
z1z2 = q, the fundamental relation (6.462) implies that (6.464) is equivalent to:
−∑∫
a
Aˆ (z1)a
[
BˆqBˆq¯
(
Q
(z2/q)
B Aˆ
a
(z2/q)
)]
, (6.465)
where we took into account that as the contour of the BRST charge passes from the z1 chart
to the z2/q chart it encounters A a(z2/q) before it encounters the measure contributions, Bˆq¯ and
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Figure 23: Schematic representation of the contour deformation of the BRST charge as it
is passed through a handle operator from the z1 chart to the z2 chart with transition function
z1z2 = 1 (in the main text we rescale z2 → z2/q and glue with transition function z1(z2/q) =
1), after deforming the latter with pinch and twist moduli. Notice that as the contour of the
BRST charge, Q(z1)B , is pulled through A (z1)a it first encounters A a(z2) and then the measure
contributions, Bˆq¯ and finally Bˆq. Consequently, the operator BˆqBˆq¯A az2 is encircled entirely by
the contour of the BRST charge, Q(z2)B , (as depicted in the sketch on the right) at the expense
of giving rise to a boundary term, see (6.469). Notice also a flip in the orientation fo the
BRST-charge contour and the corresponding relation (on chart overlaps), Q(z1)B +Q
(z2)
B = 0.
finally Bˆq. (More generally, if these measure contributions had odd Grassmannality there
would be an additional minus sign, a comment that is relevant in (6.494) below.) Recall now
that,
Bˆq = −b
(z2/q)
0
q
, Bˆq¯ = − b˜
(z2/q)
0
q¯
,
and also b(z2/q)0 = b
(z2)
0 and Q
(z2/q)
B = Q
(z2)
B . Then, we can commute the BRST charge
through to the left of the factor BˆqBˆq¯ in order to ensure that it encircles the entire operator
BˆqBˆq¯Aˆ a(z2/q) at the expense of picking up a commutator, [BˆqBˆq¯, Q
(z2)
B ]. That is, the expression
(6.465) is also equivalent to:∑∫
a
Aˆ (z1)a
{[
Q
(z2)
B , BˆqBˆq¯
]
Aˆ a(z2/q) −Q(z2)B
(
BˆqBˆq¯Aˆ
a
(z2/q)
)}
. (6.466)
By explicit computation, it is a simple exercise to then show that the relevant commutator
is given by, [
Q
(z2)
B , BˆqBˆq¯
]
= 1
qq¯
(
b˜
(z2)
0 L
(z2)
0 − b(z2)0 L˜(z2)0
)
, (6.467)
and therefore since,
Aˆ a(z2/q) = q
L
(z2)
0 q¯L˜
(z2)
0 Aˆ a(z2),
we see that after some elementary rearrangements,[
Q
(z2)
B , BˆqBˆq¯
]
Aˆ a(z2/q) =
1
qq¯
(
b˜
(z2)
0 L
(z2)
0 − b(z2)0 L˜(z2)0
)
qL
(z2)
0 q¯L˜
(z2)
0 Aˆ a(z2)
= ∂
∂q¯
(
BˆqAˆ
a
(z2/q)
)
− ∂
∂q
(
Bˆq¯Aˆ
a
(z2/q)
)
.
(6.468)
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Substituting this back into (6.466) and setting the resulting quantity equal to the quantity
we started from (6.464), including the integral over q, q¯ and rearranging we find that,∑∫
a
(
Q
(z1)
B Aˆ
(z1)
a
) ∫
d2q
(
BˆqBˆq¯Aˆ
a
(z2/q)
)
+
∑∫
a
Aˆ (z1)a
∫
d2q
(
Q
(z2)
B BˆqBˆq¯Aˆ
a
(z2/q)
)
=
=
∑∫
a
Aˆ (z1)a
∫
d2q
{
∂
∂q¯
(
BˆqAˆ
a
(z2/q)
)
− ∂
∂q
(
Bˆq¯Aˆ
a
(z2/q)
)}
.
(6.469)
Notice that the insertion on the z2 patch is precisely an integral of a total derivative in q, q¯.
It is natural to state the final result (6.469) in terms of the following forms,
Wˆa(z2) =
1
i
[
dq¯
(
qL0 q¯L˜0Bˆq¯Aˆ
a
(z2)
)
+ dq
(
qL0 q¯L˜0BˆqAˆ
a
(z2)
)]
Aˆa(z2) = d
2q
(
qL0 q¯L˜0BˆqBˆq¯Aˆ
a
(z2)
) (6.470)
The hats, ‘ˆ’, on these quantities, Wˆa(z2) and Aˆ
a
(z2), are meant to denote that they are associated
to fixed-picture vertex operators since in this gauge slice we do not integrate over the location
of the operators Aˆ (z1)a and Aˆ a(z2/q). There will be corresponding expressions in integrated
picture below where the hats absent. In terms of the quantities (6.470), the result (6.469)
can be written concisely as follows,
∑∫
a
(
Q
(z1)
B Aˆ
(z1)
a
) ∫
Aˆa(z2) =
∑∫
a
Aˆ (z1)a
∫
dWˆa(z2) −
∑∫
a
Aˆ (z1)a
∫ (
Q
(z2)
B Aˆ
a
(z2)
)
(6.471)
equivalently, (
Q
(z1)
B +Q
(z2)
B
)∑∫
a
Aˆ (z1)a
∫
Aˆa(z2) =
∑∫
a
Aˆ (z1)a
∫
dWˆa(z2) (6.472)
where on the right-hand side we wrote d = dq ∂q + dq¯ ∂q¯. The relations (6.471) and (6.472)
appear when these handle operators are associated to separating and non-separating degener-
ations respectively. In the former case the BRST-exact term on the left- and right-hand sides
are inserted on the Riemann surface Σ1 and Σ2 respectively, whereas in the latter case they
are inserted on the same Riemann surface, Σ. In both cases the obstruction to BRST-exact
decoupling generated by the insertion of the handle operator is a boundary term in moduli
space. The various boundary contributions are in turn generically determined by the oper-
ator product expansions of the operator Wˆa(z2) with all other operator insertions appearing.
It is perhaps useful to also make note of the following relations:
BˆqAˆ
a
(z2) =
c
(2)
0
q
Aˆ a(z2), and Bˆq¯Aˆ
a
(z2) =
c˜
(2)
0
q¯
Aˆ a(z2),
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which are obtained by explicit computation from the coherent state (7.528). These relations
can in turn be substituted back into (6.470), which in turn allows one to integrate out c(2)0 , c˜
(2)
0
in the sum/integral over a in (6.471) and (6.472) using the measure (7.525).
As discussed in the previous subsection, the appearance of a boundary term in the in-
tegral over moduli space as we commute the BRST operator through the ghost measure
contributions is generic. All such boundary terms must cancel. For example, when the cut
produces a tadpole then the Fischler-Susskind mechanism is at play, whereby this boundary
term is cancelled by a lower-genus contribution with an insertion associated to shifting the
background [78,79], see in particular [10,21,31]. For an explicit analysis of the combinatorics
of tadpole cancellation in a scalar field theory context (to all orders in perturbation theory)
see [96]. (In fact, the coherent states we have constructed do not apply at zero momentum as
already discussed in Sec. 7.1, since the change of variables (7.508) breaks down. Notice that
(7.502) however can be used at zero momentum, as can the states of Sec. 7.2.) Corresponding
statements exist when the cut singles out a two-point amplitude, in which case (and when
a non-renormalisation theorem does not set this contribution to zero from the outset) the
boundary term is cancelled by mass (and wavefunction) renormalisation of the singled out
external vertex operator [77].
Various other boundary terms can be cancelled by the standard ‘cancelled propagator’
argument, whereby the external momenta are analytically continued off the mass shell to
a regime where the boundary contribution vanishes identically and then we analytically
continue back to physical external momenta. When this is possible, by a famous theorem of
complex analysis such boundary contributions vanish identically.
6.4 Integrated-Picture Local Operators
It is well-known that physical closed-string fixed-picture vertex operators, Vˆ , are defined to
take values in the cohomology of the BRST charge, QB, while being annihilated by b0−b˜0 [15],
QBVˆ = 0 mod Vˆ = QBWˆ , and (b0 − b˜0)Vˆ = 0. (6.473)
In fact we will derive the constraint, b0−b˜0 = 0, below (see also Sec. 3.2 for related comments).
We will study here the decoupling of BRST-exact contributions when we commute the BRST
charge through a local vertex operator in integrated picture. Such a vertex operator can either
be associated to an external state or an internal handle operator.
Let us in particular apply the general result (6.460) to the case when we pass the BRST
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charge through the integrated vertex operator, Bˆzv1 Bˆz¯v1A
(z1)
a where m = 2. One finds,
Q
(z1)
B
(
Bˆzv1 Bˆz¯v1A
(z1)
a
)
− Bˆzv1 Bˆz¯v1
(
Q
(z1)
B A
(z1)
a
)
=
=
{
Q
(z1)
B , Bˆzv1
}
Bˆz¯v1 Aˆ
(z1)
a −
{
Q
(z1)
B , Bˆz¯v1
}
Bˆzv1 Aˆ
(z1)
a −
[
Bˆzv1 ,
{
Q
(z1)
B , Bˆz¯v1
}]
Aˆ (z1)a
(6.474)
Evaluating the (anti-)commutators of interest yields,
{
Q
(z1)
B , Bˆzv1
}
= −L(z1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
z¯v1
R(2)(zv1)L˜(z1)n (p1)
{
Q
(z1)
B , Bˆz¯v1
}
= −L˜(z1)−1 (p1)−
1
4
∑
n≥1
1
(n+ 1)!∇
n−1
zv1
R(2)(zv1)L(z1)n (p1)
[
Bˆzv1 ,
{
QB, Bˆz¯v1
}]
= −14R(2)(zv1)
(
b
(z1)
0 − b˜(z1)0
)
+ 14
∑
n≥1
1
(n+ 1)!∂z¯v1
(
∇n−1z¯v1 R(2)(zv)
)
b˜(z1)n (p1)
− 14
∑
n≥1
1
(n+ 1)!∂zv1
(
∇n−1zv1 R(2)(zv)
)
b(z1)n (p1).
(6.475)
Indeed, the right-hand sides of the first two relations in (6.475) were shown in (5.440), see
also (5.441), to generate precisely derivatives with respect to the moduli zv1 , z¯v1 respectively
via the correspondence,
{
QB, Bˆzv1
}
↔ − ∂
∂zv1
,
{
QB, Bˆz¯v1
}
↔ − ∂
∂z¯v1
, (6.476)
but care is needed because the left-hand sides of these latter relations commute through
local functions, such as ∇n−1zv1 R(2)(zv) whereas the right-hand sides do not. In particular,
derivatives of these local functions (coefficients of b(z1)n , b˜(z1)n in Bˆz¯v1 and Bˆzv1 in particular)
are generated by the last commutator in (6.475). All in all, the various derivatives combine
to yield the following result for the commutator of interest (6.474),
[
Q
(z1)
B ,Bˆzv1 Bˆz¯v1
]
Aˆ (z1)a =
1
4R(2)(zv1)
(
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a +
∂
∂z¯v1
(
Bˆzv1 Aˆ
(z1)
a
)− ∂
∂zv1
(
Bˆz¯v1 Aˆ
(z1)
a
)
(6.477)
Including the integration measure associated to moduli variations, δzv1 , δz¯v1 , we have shown
that the corresponding integral yields (up to the b(z1)0 − b˜(z1)0 term) an integral of a total
derivative,∫
Σ1
d2zv1Q
(z1)
B
(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
)− ∫
Σ1
d2zv1Bˆzv1 Bˆz¯v1
(
Q
(z1)
B Aˆ
(z1)
a
)
=
=
∫
Σ1
d2zv1Rzv1 z¯v1
(
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a +
∫
Σ1
d2zv1
[ ∂
∂z¯v1
(
Bˆzv1 Aˆ
(z1)
a
)− ∂
∂zv1
(
Bˆz¯v1 Aˆ
(z1)
a
)]
.
(6.478)
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Notice that since we are using holomorphic normal coordinates we have from (D.738) and
gz1z¯1 |zv1 = 1/2 that R(2)(zv1) = 4Rzv1 z¯v1 (zv1).
Also here, as in (6.470), the result (6.478) is most naturally written in terms of the
z1-frame (equivalently zσ1-frame and based at σ = σ1) normal-ordered forms:
W(z1)a =
1
i
[
dz¯v1
(
Bˆz¯v1 Aˆ
(z1)
a
)
+ dzv1
(
Bˆzv1 Aˆ
(z1)
a
)]
A(z1)a = d2zv1
(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
)
U(z1)a = d2zv1
[
Rzv1 z¯v1
(
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a
] (6.479)
but now the hats, ‘ˆ’, that appeared in (6.470) are omitted which is meant to denote that
these correspond to integrated-picture vertex operators, in that the location of the insertion
Aˆ (z1)a is identified with a modulus and integrated over the Riemann surface. In terms of
these quantities the relation (6.478) takes the form:
Q
(z1)
B A
(z1)
a = d2zv1Bˆzv1 Bˆz¯v1
(
Q
(z1)
B Aˆ
(z1)
a
)
+ U(z1)a + dW(z1)a (6.480)
where we omitted the integral signs,
∫
Σ1 , since this relation also holds at the level of the
integrand. This is of course an operator equation and as such holds inside the path integral.
Since the only moduli dependence of W(z1)a is associated to variations, δzv1 , δz¯v1 , the total
derivative appearing in (6.480) reads: d = dzv1∂zv1 + dz¯v1∂z¯v1 .
The right-hand side of (6.480) must not contribute to amplitudes. In fact, the first term
on the right-hand side is not yet in its final form since we need to specify whether the operator
Aˆ (z1)a is an external fixed-picture vertex operator or whether it is part of a handle operator.
In the latter case we can pull the BRST charge contour through the handle onto the z2 patch
using the transition function z1z2 = q and commuting the BRST charge through the various
remaining local operators from the measure and also its dual, A a(z2). (We discuss this in
the following section in detail.) And we can then finally pull the BRST charge contour off
the Riemann surface provided external vertex operators are BRST invariant and potential
anomalies (tadpoles, mass renormalisation, etc.) are dealt with.
If this integrated-picture operator A(z1)a is not part of a handle operator and is rather
associated to an external vertex operator then the quantity Aˆ (z1)a is identified with a fixed-
picture external vertex operator. As such, if it is physical it should be BRST-invariant,
Q
(z1)
B Aˆ
(z1)
a = 0, (6.481)
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and the first term on the right-hand side in (6.480) vanishes. Furthermore, the U(z1)a term on
the right-hand side of (6.480) must not contribute which is guaranteed if Aˆ (z1)a is annihilated
by b(z1)0 − b˜(z1)0 , (
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a = 0, (6.482)
which is a good way of seeing why external closed-string fixed-picture vertex operators are
required [10, 13, 15] to be annihilated by b(z1)0 − b˜(z1)0 . (This is discussed further in Sec. 3.2.)
That the factor b(z1)0 − b˜(z1)0 appears multiplied by the Ricci scalar (or tensor) is indicative of
the global origin of this constraint. When the two equations (6.482) and (6.481) hold, and
making use of the identity {QB, b0 − b˜0} = L0 − L˜0, we learn that the following relation is
automatic (
L
(z1)
0 − L˜(z1)0
)
Aˆ (z1)a = 0 ⇒ Aˆ (z1)a = Aˆ (e
iθz1)
a , (6.483)
for any angle θ. This in turn implies that we can also take an average:
Aˆ (z1)a =
∫ 2pi
0
dθ
2pi Aˆ
(z1/eiθ)
a (6.484)
which explicitly removes the U(1) ambiguity.
Let us add an isolated comment here, that when local operators, Aˆ (z1)a , and Aˆ a(z2) are
associated to handle operators that implement a trivial-homology cycle we can always average
over the corresponding U(1) phase as in (6.484), because in this case we always identify this
phase with a modulus and furthermore the domain of the moduli space integration is always
such that only states satisfying (6.483) propagate. We will make use of this in Sec. 8.4 where
we glue two three-point amplitudes to construct a four-point amplitude.
IfA (z1)a is part of a handle operator (associated to either a trivial or a non-trivial homology
cycle) the U(z1)a term will not contribute if the phase of the local coordinate is identified with
a modulus and taken to be integrated. Because if it is integrated then there is an additional
factor b(z2)0 −b˜(z2)0 from the measure (associated to identifying the phase with a modulus), recall
(3.279), and then the U(z1)a term in (6.480) vanishes because (b
(z1)
0 − b˜(z1)0 )(b(z2)0 − b˜(z2)0 ) = 0.
The dW(z1)a term in (6.480) is an integral of a total derivative, as expected on general
grounds, and will decouple from amplitudes up to possible boundary contributions in moduli
space that must be arranged to cancel (by shifting the background, by mass renormalisation,
etc.). We emphasise that the resulting derivatives are outside the normal ordering, a crucial
point if one is to use Stoke’s theorem to integrate by parts and hence localise the potential
anomaly onto the boundary of moduli space. In particular, our choice of using holomorphic
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normal coordinates [10] ensures there are no ‘Wu-Yang’ type terms on patch overlaps (of the
type encountered in the Appendix of [16] and also [15]), see also Sec. 5.6 for further detail.
Let us briefly note that we can also rewrite (6.478) as follows,∫
Σ1
d2σ12
√
gR(2)Q
(zσ1 )
B
(
Bˆzv1 Bˆz¯v1 Aˆ
(zσ1 )
a
)
(σ1)−
∫
Σ1
d2σ12
√
gR(2)Bˆzv1 Bˆz¯v1
(
Q
(zσ1 )
B Aˆ
(zσ1 )
a
)
(σ1)
= 14
∫
Σ1
d2σ12
√
gR(2)
(
b
(zσ1 )
0 − b˜(zσ1 )0
)
Aˆ
(zσ1 )
a (σ1) +
∫
Σ1
dW(z1)a
(6.485)
where we made use of (2.140) and (2.151). This makes reparametrisation invariance manifest:
recall that the frame coordinate zσ1(σ1) transforms as a scalar under reparametrisations,
σ1 → σˆ1(σ1), and that the operator Aˆ (zσ1 )a (σ1) is normal-ordered in the frame zσ1(σ) and
evaluated at σ = σ1.
Since we are incorporating the effects of arbitrary worldsheet curvature (that the “shape”
of the pinch changes as it is translated across the surface), and since the ill-defined U(1) phase
is integrated, and since reparametrisation invariance is manifest, the resulting integrated
vertex operator (whether it is identified with an asymptotic state or part of a handle operator)
is globally well-defined in moduli space.
In the following section we derive the corresponding expression for the obstruction to
BRST-exact decoupling associated to inserting a handle operator (to which we attach three
complex moduli). Also there the conclusion will be that the resulting handle operators are
globally well-defined in moduli space.
6.5 Integrated-Picture Handle Operators with Pinch & Twists
There is a similar story for the commutator of the BRST charge with a handle operator
to which we wish to associate three complex moduli, associated to shifting the two local
operators (with corresponding moduli variations, δzv1 and δzv2) and also pinching/twisting
the handle (with corresponding moduli variations, δq). The corresponding handle operator
reads:
Hˆ =
∫
d2zv1
∫
d2zv2
∫
d2q
∑∫
a
[
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a (p1)
] [
BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)(p2)
]
(6.486)
The measure d2zv1 (and similarly for zv2) might best be thought of as shorthand for the more
explicitly reparametrisation-invariant measure: d2σ12
√
g(σ1). Recall (2.140) and (2.151). A
corresponding sketch is shown in Fig. 24 (for the case of cutting across a non-trivial homology
cycle, but the expression (6.486) holds also for trivial-homology cycles). So we would like
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Figure 24: Pictorial representation of a handle operator to which we associated three com-
plex moduli, corresponding to the locations, p1, p2, of the two insertions and a corresponding
complex modulus, q, for the pinch/twist of the corresponding handle.
the analogue of (6.472) for this ‘handle operator’. The relevant term can be evaluated and
one finds,(
Q
(z1)
B +Q
(z2)
B
)∑∫
a
(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
)(
BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)(p2)
)
=
=
∑∫
a
{(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
)([
Q
(z2)
B , Bˆzv2 Bˆz¯v2
]
BˆqBˆq¯Aˆ
a
(z2/q)
)
+
(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
)(
[Q(z2)B , BˆqBˆq¯
]
Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
+
([
Q
(z1)
B , Bˆzv1 Bˆz¯v1
]
Aˆ (z1)a
)([
Q
(z2)
B , Bˆzv2 Bˆz¯v2
]
BˆqBˆq¯Aˆ
a
(z2/q)
)
+
([
Q
(z1)
B , Bˆzv1 Bˆz¯v1
]
Aˆ (z1)a
)(
[Q(z2)B , BˆqBˆq¯
]
Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
−
([
Q
(z1)
B , Bˆzv1 Bˆz¯v1
]
Aˆ (z1)a
)
Q
(z2)
B
(
BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)}
(6.487)
We made use of the relation, [
BˆqBˆq¯,
[
Q
(z2)
B , Bˆzv2 Bˆz¯v2
]]
= 0
as well as, ∑∫
a
[
Q
(z1)
B Aˆ
(z1)
a
]
Aˆ a(z2/q) = −
∑∫
a
Aˆ (z1)a
[
Q
(z2)
B Aˆ
a
(z2/q)
]
.
The remaining commutators on the right-hand side in (6.487) are also easily evaluated (taking
into account the results of the previous subsections) and we find:[
Q
(z1)
B , Bˆzv1 Bˆz¯v1
]
Aˆ (z1)a =
∂
∂z¯v1
(
Bˆzv1 Aˆ
(z1)
a
)− ∂
∂zv1
(
Bˆz¯v1 Aˆ
(z1)
a
)
+ 14R(2)(zv1)
(
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a[
Q
(z2)
B , Bˆzv2 Bˆz¯v2
]
BˆqBˆq¯Aˆ
a
(z2/q) =
∂
∂z¯v2
(
BˆqBˆq¯Bˆzv2 Aˆ
a
(z2/q)
)− ∂
∂zv2
(
BˆqBˆq¯Bˆz¯v2 Aˆ
a
(z2/q)
)
[
Q
(z2)
B , BˆqBˆq¯
]
Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q) =
∂
∂q¯
(
BˆqBˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)− ∂
∂q
(
Bˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
(6.488)
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Perhaps the last relation in (6.488) deserves some elaboration. Let us go through the
various steps. Making use of the commutator,[
Q
(z2)
B , BˆqBˆq¯
]
= 1
qq¯
(
b˜
(z2)
0 L
(z2)
0 − b(z2)0 L˜(z2)0
)
,
as well as the explicit expressions for Bˆzv2 , Bˆz¯v2 and also Bˆq, Bˆq¯, we learn that:[
Q
(z2)
B , BˆqBˆq¯
]
Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
= 1
qq¯
(
b˜0L0 − b0L˜0
)(
− b(z2/q)−1 −
∞∑
n=1
¯nb˜
(z2/q)
n
)(
− b˜(z2/q)−1 −
∞∑
n=1
nb
(z2/q)
n
)
Aˆ a(z2/q)
= 1
qq¯
(
b˜0L0 − b0L˜0
)(
qb
(z2)
−1 +
∞∑
n=1
¯nq¯
−nb˜(z2)n
)(
q¯b˜
(z2)
−1 +
∞∑
n=1
nq
−nb(z2)n
)
qL0 q¯L˜0Aˆ a(z2)
= 1
qq¯
(
b˜0L0 − b0L˜0
)
qL0 q¯L˜0
(
b
(z2)
−1 +
∞∑
n=1
¯nb˜
(z2)
n
)(
b˜
(z2)
−1 +
∞∑
n=1
nb
(z2)
n
)
Aˆ a(z2)
(6.489)
where in the second equality we extracted out the q, q¯ dependence by making use of the fact
that (independently of whether A a(z2) is an eigenstate of L0, L˜0):
Aˆ a(z2/q) = q
L0 q¯L˜0Aˆ a(z2), and b
(z2/q)
n = q−nb(z2)n ,
whereas in the third equality we commuted the factor qL0 q¯L˜0 through to the left using
[L0, bn] = −nbn and [L˜0, b˜n] = −nb˜n. The quantities n and ¯n are local functions, but
the relevant observation here is that they do not depend on q, q¯. Combining this observation
with the following,
1
qq¯
(
b˜0L0 − b0L˜0
)
qL0 q¯L˜0 = ∂
∂q¯
(
Bˆqq
L0 q¯L˜0
)
− ∂
∂q
(
Bˆq¯q
L0 q¯L˜0
)
,
the right-hand side of the third equality in (6.489) can be rewritten in terms of q, q¯ derivatives
with the result:[
Q
(z2)
B , BˆqBˆq¯
]
Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q) =
∂
∂q¯
(
BˆqBˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
− ∂
∂q
(
Bˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
, (6.490)
which is precisely the last equality in (6.488).
Let us now substitute the results (6.488) into (6.487), which yields:∑∫
a
Q
(z1)
B
(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
) (
BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)(p2)
)
=
=
∑∫
a
[
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a +Rzv1 z¯v1
(
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a +
∂
∂z¯v1
(
Bˆzv1 Aˆ
(z1)
a
)
− ∂
∂zv1
(
Bˆz¯v1 Aˆ
(z1)
a
)]
×
[
−Q(z2)B
(
BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
+ ∂
∂q¯
(
BˆqBˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
− ∂
∂q
(
Bˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2/q)
)
+ ∂
∂z¯v2
(
BˆqBˆq¯Bˆzv2 Aˆ
a
(z2/q)
)
− ∂
∂zv2
(
BˆqBˆq¯Bˆz¯v2 Aˆ
a
(z2/q)
)]
(6.491)
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To make manifest that the resulting relation on the right-hand side is really contributing
boundary terms in the integral over moduli, and to identify these boundary contributions,
recall that if we define, d = dx1∂1 + · · ·+ dxm∂m, and an m− 1 form,
W =
m∑
k=1
A1... k/ ...mdx
1 ∧ . . . dxk/ ∧ · · · ∧ dxm,
then dW is the following m form,
dW = dx1 ∧ · · · ∧ dxm
( m∑
k=1
(−)k−1∂kA1... k/ ...m
)
.
Let us apply this standard result to the case of interest (6.491). We define the following
quantities (the first three of which were defined above and repeated here for convenience),
W(z1)a =
1
i
[
dz¯v1
(
Bˆz¯v1 Aˆ
(z1)
a
)
+ dzv1
(
Bˆzv1 Aˆ
(z1)
a
)]
A(z1)a = d2zv1
(
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a
)
U(z1)a = d2zv1
[
Rzv1 z¯v1
(
b
(z1)
0 − b˜(z1)0
)
Aˆ (z1)a
]
Wa(z2) =
1
i
[
dq¯ d2zv2
(
qL0 q¯L˜0Bˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2)
)
+ dq d2zv2
(
qL0 q¯L˜0BˆqBˆzv2 Bˆz¯v2 Aˆ
a
(z2)
)
+ d2q dz¯v2
(
qL0 q¯L˜0BˆqBˆq¯Bˆz¯v2 Aˆ
a
(z2)
)
+ d2q dzv2
(
qL0 q¯L˜0BˆqBˆq¯Bˆzv2 Aˆ
a
(z2)
)]
Aa(z2) = d
2q d2zv2
(
qL0 q¯L˜0BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2)
)
(6.492)
in terms of which the relation (6.491) can be written as follows. Including also the measure
contribution, d2zv1d2q d2zv2 , the relation (6.491) which gives the obstruction to the decoupling
of BRST-exact terms generated by inserting a handle operator, Σa
∫
A(z1)a A
a
(z2), takes the form:
(
Q
(z1)
B +Q
(z2)
B
)∑∫
a
A(z1)a A
a
(z2) =
∑∫
a
[
A(z1)a dWa(z2) +
(
U(z1)a + dW(z1)a
)(
dWa(z2) −Q(z2)B Aa(z2)
)]
.
(6.493)
Again, the quantity d is an exterior derivative whose explicit form depends on what it acts
on. For example, when acting on W(z1)a (which only depends on the moduli zv1 , z¯v1) it reads:
d = dzv1∂zv1 + dz¯v1∂z¯v1 ,
whereas when it acts on Wa(z2) (which only depends on the moduli q, q¯, zv2 , z¯v2) it reads:
d = dq ∂q + dq¯ ∂q¯ + dzv2∂zv2 + dz¯v2∂z¯v2 .
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The result (6.493) is not quite in its most useful form. In particular, all terms on the right-
hand side are total derivatives, and so contribute at most boundary terms when integrated,
except for the following:
U(z1)a Q
(z2)
B A
a
(z2).
So we must either show that this term vanishes, or that it equals a total derivative. In fact
it vanishes since it is proportional to:(
b
(z1)
0 −b˜(z1)0
)
Aˆ (z1)a Q
(z2)
B
(
qL0 q¯L˜0BˆqBˆq¯Bˆzv2 Bˆz¯v2 Aˆ
a
(z2)
)
= −Aˆ (z1)a Q(z2)B
[
qL0 q¯L˜0BˆqBˆq¯Bˆzv2 Bˆz¯v2
(
b
(z2)
0 − b˜(z2)0
)
Aˆ a(z2)
]
= −Aˆ (z1)a Q(z2)B
[
qL0 q¯L˜0
b
(z2)
0
q
b˜
(z2)
0
q¯
(
b
(z2)
0 − b˜(z2)0
)
Bˆzv2 Bˆz¯v2 Aˆ
a
(z2)
]
= 0,
(6.494)
where in the first equality we followed similar reasoning as that leading from (6.464) to
(6.465), in particular the contours of the b0, b˜0 modes first encounter A a(z2) as they are passed
through the handle, and subsequently Bˆz¯v2 , then Bˆzv2 , and Bˆq¯ and finally Bˆq. Since the
latter two are proportional to b˜0 and b0 respectively, which are Grassmann-odd, the result
vanishes. (Recall that on chart overlaps, b(z1)0 = b
(z2)
0 .)
Taking this into account, we obtain the following result for the contribution from handle
operators when considering the decoupling of BRST-exact insertions. The most useful form
for non-separating degenerations is:
(
Q
(z1)
B +Q
(z2)
B
)∑∫
a
A(z1)a A
a
(z2) =
∑∫
a
[(
A(z1)a + dW(z1)a + U(z1)a
)
dWa(z2) − dW(z1)a
(
Q
(z2)
B A
a
(z2)
)]
(6.495)
whereas the most useful form for separating degenerations is:
∑∫
a
(
Q
(z1)
B A
(z1)
a
)
Aa(z2) =
∑∫
a
[(
A(z1)a + dW(z1)a + U(z1)a
)
dWa(z2) −
(
A(z1)a + dW(z1)a
)(
Q
(z2)
B A
a
(z2)
)]
(6.496)
In the latter case, namely (6.496), ifQ(z1)B A(z1)a is on Riemann surface Σ1 the quantityQ
(z2)
B A
a
(z2)
on the right-hand side is inserted on Riemann surface Σ2 (when the handle operator glues
Σ1 to Σ2). The BRST-charge contour can be freely pulled off the operator Aa(z2) and we
can apply the results we have already obtained in this and previous subsections to commute
it through any remaining insertions on Σ2. As we have shown this procedure will either
result in further boundary contributions in moduli space, or it will give explicitly vanishing
contribution.
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So combining all these observations, the commutator of the full handle operator with
the BRST charge indeed gives rise to a total derivative in moduli space of a local normal-
ordered quantity. This remains true for all moduli since the above derivation applies also to
external vertex operators, and the remaining moduli can all be associated to handle operators
with the gauge slice chosen as above. In particular, if there are multiple handles the BRST
charge can be passed through each one in precisely the same manner as above giving rise to
corresponding boundary terms. This is because the gauge slice we have chosen (in a vague
sense) “decouples moduli as much as possible”, by allowing one to vary a subset keeping the
remaining moduli fixed. In particular, it is only via the corresponding integration domains
that they remain coupled.
The various possible boundary contributions and in particular their cancellation consti-
tutes a large and interesting subject in its own right and we will not be able to delve deeper
into this in the current document.
7 Explicit Handle Operators
In this section we derive an explicit expression for handle operators, using an offshell basis
for string coherent states (and their duals) from defining Riemann surface data and general
CFT factorisation properties. In particular, we will derive an explicit expression for a com-
plete set of states propagating through a generic (homologically trivial or non-trivial) cycle
of a genus-g Riemann surface with any set of asymptotic vertex operator insertions. When
we restrict to the BRST-invariant subspace and mod out by BRST-exact contributions the
resulting vertex operators can (up to normalisation that will be discussed in detail) also be
interpreted as asymptotic states for string amplitudes. More generally, the coherent states
we construct can also be inserted into amplitudes as offshell external state vertex operators.
In the latter case there will be an explicit coordinate dependence, and inserting an external
coherent state using different local coordinate systems leads to different amplitudes. Thank-
fully, these seemingly different amplitudes are expected to be related by field redefinitions in
the corresponding field theory105, so this removes the apparent ambiguity. In fact, the vertex
operators we construct also form a natural and explicit basis for closed string fields when we
project onto the level-matched contributions.
105We thank Ashoke Sen for a discussion along these lines.
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7.1 The Derivation – Fixed Complex Structure
So we now zoom in to understand precisely the operators, Aˆ (z1)a and Aˆ a(z2), that arise
in (5.448) or (5.454) in the specific case of bosonic string theory in flat spacetime. It is
best however to begin from the fixed-complex structure expressions (5.405) and (5.406). The
operators Aˆ (z1)a and Aˆ a(z2) will in general be constructed out of the elementary fields of the
theory, x(z, z¯), b(z) and c(z), and derivatives thereof. The chiral half of the BRST current,
jB(z), that of the total stress tensor, Tzz, and the elementary fields
√
2
α′ i∂zx(z), b(z) and
c(z) are primaries of fixed conformal weights, h = 1, 2, 1, 2 and −1 respectively, so consider
one such primary, O, of weight h. In the local z1 and z2 frames respectively (see Appendix
A.3) it has mode expansions:
O(z1)(z1) =
∑
n
O(z1)n
zn+h1
, and O(z2)(z2) =
∑
n
O(z2)n
zn+h2
, (7.497)
where n spans integers or half integers depending on context, and106 z1 ≡ z1(p), where
p ∈ U1 ∩ U2 is the point where the field is evaluated and z1 is the coordinate chart used
to defined it. (Similar remarks hold for z2 ≡ z2(p), where notice that the corresponding
local operator, O(z2)(z2), is evaluated at the same point p ∈ U1 ∩ U2 but in the z2 chart
coordinates.) In order to relate the modes O(z1)n in the z1 frame to corresponding modes
O(z2)n in the z2 frame we recall that on patch overlaps we identify points z1 and z2 when they
are related by the gluing relation (or transition function),
z1(p)z2(p) = q, (for p ∈ U1 ∩ U2 6= ∅)
But the corresponding (tensor) operators, Oz1(z1) and O(z2)(z2), must then also be related
by a conformal transformation on patch overlaps, O(z1)(z1)dzh1 = O(z2)(z2)dzh2 , in particular,
O(z1)(z1)− (−)hq−hz2h2 O(z2)(z2) = 0 ⇔ O(z1)n − (−)hqnO(z2)−n = 0. (7.498)
This is essentially BPZ conjugation, but notice the non-standard powers of the pinch pa-
rameter, q. As an aside, commutation relations are preserved on both sides of the pinch up
to this power of q, which is as it must be because the modes are not invariant under dilata-
tions. To see that commutation relations are preserved one makes use of the fact that BPZ
conjugation, for which q = 1 and z1 → 1/z2, reverses the order with which the operators hit
the vacuum z2 = 0 compared to the order they hit the z1 = 0 vacuum [82], and switching
106Regarding notation, we can make manifest the auxiliary coordinates, σa, a = 1, 2, by using the corre-
spondence (5.416). Some further comments on notation and conventions that are useful here are provided in
Appendix A.
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Figure 25: Pictorial representation of the gluing consistency condition (7.499), or any of
the relations in (7.500). The two sketched configurations should in particular lead to identical
amplitudes. The depicted contour in the left diagram (and that in the right diagram) is to be
identified with the contours of the associated mode operators or charges on the z1 and (after
a change in contour orientation) on the z2 charts respectively.
back to the original ordering introduces some necessary signs in order to obtain the familiar
commutation relations (for both Grassmann-even and Grassmann-odd mode operators).
So we interpret the second relation in (7.498) as an operator statement that must hold
inside the path integral and consistent gluing (for fixed complex structure) then requires
that: (
O(z1)n − (−)hqnO(z2)−n
)
·∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q) = 0 (7.499)
which must be true for any basis, including a coherent state basis (since the operand is simply
a resolution of unity). The case of interest here is to identify O(z)n with the matter modes, α(z)n ,
ghost modes, c(z)n , b(z)n , as well as the stress tensor modes, L(z)n , and the chiral half of the BRST
charge, Q(z)B . Identical results apply for a general matter CFT that has a free-field mode
expansion, and the modes α(z)n are then to be replaced accordingly. (Similar reasoning applies
to the anti-chiral sector.) A pictorial representation of the gluing consistency condition
(7.499) is shown in Fig. 25, where the two diagrams correspond to the two additive terms in
(7.499).
A couple of comments: the explicit q parameter is redundant since it can be absorbed into
a rescaling of the frame coordinates, z1, z2, but we include it for later convenience. Secondly,
the relation (7.499) must hold independently of whether there is a modulus associated to
this factorisation, and hence there are no b0, b˜0 or b−1b˜−1, etc., insertions at this stage.
To be completely explicit, from (7.498) and the standard matter CFT of critical bosonic
string theory we learn that (for all n ∈ Z):
α(z1)n + qnα
(z2)
−n = 0, b(z1)n − qnb(z2)−n = 0, c(z1)n + qnc(z2)−n = 0,
L(z1)n − qnL(z2)−n = 0, and Q(z1)B +Q(z2)B = 0
(7.500)
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and all these must hold in the sense of (7.499), namely as operator equations inside the path
integral. (For the chiral half of the BRST charge we are to take n = 0 and h = 1 in (7.499).)
A crucial point now is that these relations (7.499) can be used to explicitly determine
what operators Aˆ (z1)a , Aˆ a(z2) can consistently propagate through the handle that has been cut
open and replaced by a bi-local operator insertion. But these operators will certainly not
be unique given that: (1) we can if we wish use different coordinate charts for the gluing
and the resulting physical amplitudes should be independent of this (which must be checked
explicitly); (2) we are free to choose a basis of states, and in the current document the basis
of interest that leads to a unified and simple formalism is a coherent state basis.
It is worth emphasising that the BRST charge contour can be smoothly deformed through
the cut independently (!) of whether the states Aˆ (z1)a , Aˆ a(z2) are BRST invariant, the gluing
consistency condition involving the BRST charge being:
(
Q
(z1)
B +Q
(z2)
B
)
·∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q) = 0. (7.501)
So stronger statements such as Q(z1)B · Aˆ (z1)a = 0 and/or Q(z2)B · Aˆ a(z2/q) = 0 are not enforced.
This is because strings propagating through loops or through intermediate propagators are
offshell (i.e. not BRST-invariant) unless these handles are pinched, or more precisely unless
the associated intermediate propagators are cut (in the Cutkosky sense [90,91]).
A solution to (7.499) and hence also (7.501) is well-known for mass eigenstates [10, 82]
and we write it down directly.107 When each of the remaining insertions on Σ1 and Σ2,
denoted by . . .1 and . . .2 in (5.448), have ghost number Ngh = 2 the sum (5.403) collapses
to a single contribution, na = 2 and na = 4. The b0, b˜0 term then projects onto the ghost
number-two part of Aˆ a(z2). In general the vertex operators Aˆ
(z1)
a , Aˆ
a
(z2) will not have definite
ghost number, especially when we cut open a loop across a cycle that is not homologous to
zero (a non-separating degeneration), so it will be useful to consider indefinite ghost number
vertex operators that automatically cover all cases of interest. A solution to (7.499) that
107The general solution to b(z1)0 − b(z2)0 = 0 in (7.500) is a linear combination of |1〉1 ⊗ |1〉2 and (c˜(z1)0 +
c˜
(z2)
0 )(c
(z1)
0 +c
(z2)
0 )|1〉1⊗|1〉2. However, the requirement for consistent factorisation (5.401) further implies that
only the terms (c˜(z1)0 + c˜
(z2)
0 )(c
(z1)
0 +c
(z2)
0 )|1〉1⊗|1〉2 survive. Nevertheless, if one wishes to make manifest that
handle operators are essentially density matrices it is clearest if one replaces (c˜(z1)0 + c˜
(z2)
0 )(c
(z1)
0 +c
(z2)
0 )]|1〉1⊗
|1〉2 by [1 + (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )|1〉1 ⊗ |1〉2, because then the sum, Σ
∫
a
= 1, which roughly corresponds
to the statement that the sum of probabilities equals 1. This is implemented by replacing (7.521) below by
(7.522).
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applies in all cases reads [10,82]:108
∑∫
a
Aˆ (z1)a |1〉1 ⊗ Aˆ a(z2/q)|1〉2 =
= α
′g2D
8pii
∫ dDk
(2pi)D e
ik·(x(z1)0 −x
(z2)
0 )(qq¯)α
′
4 k
2−1
× exp
[ ∞∑
n=1
qn
(
− 1
n
α
(z1)
−n · α(z2)−n + c(z1)−n b(z2)−n − b(z1)−n c(z2)−n
)]
× exp
[ ∞∑
n=1
q¯n
(
− 1
n
α˜
(z1)
−n · α˜(z2)−n + c˜(z1)−n b˜(z2)−n − b˜(z1)−n c˜(z2)−n
)]
× (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )c˜(z1)1 c(z1)1 c˜(z2)1 c(z2)1 |1〉1 ⊗ |1〉2.
(7.502)
An interesting related and early path integral approach to factorisation of amplitudes is [113].
Let us make a few comments/clarifications before proceeding with the calculation.
Notation-wise, we could (and will below) have written ‘1’ rather than |1〉1 (and similarly
for |1〉2) to indicate that the mode contours create vertex operators out of the vacuum and
that the vacuum corresponds to the absence of insertions. That is, we are really thinking of
the left- and right-hand sides in (7.502) as a sum/integral over bi-local vertex operators, but
by the state/operator correspondence there is no real distinction.
Secondly, strictly speaking the expression (7.502) is correct as it stands only if D = 26.
However, for simple (such as toroidal) compactifications and general constant background
fields the result can easily be generalised to any D ≤ 26. The essential difference is that
instead of having just an integral over kµ we would also have a (dimensionless) sum over all
momentum and winding modes which are in turn implemented by splitting x = xL +xR and
introducing chiral and anti-chiral momenta as given in equation (3.48) in [86]. This splitting
is justified when (in a canonical intersection homology basis) we also cut along all AI cycles of
the Riemann surface, i.e. for I = 1, . . . ,g, and introduce a corresponding resolution of unity
(7.502) for every such cut cycle. So in a sense the chiral-splitting theorem [84,86–89] here is
implicit. We neglect the case D < 26 in order to avoid cluttering the notation further, but
as mentioned the generalisation is easily implemented and essentially immediate. Also the
metric, ηµν , associated to mode contractions gets replaced accordingly, see [86] for details.109
108The normalisation is chosen such that S2 correlators are normalised by (7.505) and the relation to
the gravitational coupling is κD = 2pigD where gD is the D-dimensional (dimensionfull) string coupling,
with κ2D = 8piGD and GD Newton’s constant in D non-compact spacetime dimensions. E.g., in D = 4,
κ−14 = 2.4 × 1018 GeV is the reduced Planck mass. These conventions are consistent with [14]. Regarding
the spacetime length dimension of the coupling, [gD] = LD/2−1.
109(Even the normalisation factor α
′g2D
8pii survives this generalisation, and we have written gD rather than gc
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A third comment is that the similarity between (7.502) and boundary states [114] (see
also [104,115] for earlier work) is not accidental, as one can quickly convince oneself. In fact,
one should be able to make use of this similarity to derive corresponding closed offshell string
coherent state vertex operators that are sourced by D branes in precise analogy to the closed
string intermediate state vertex operators discussed here. This is because boundary states
are essentially unit operators that implement the correct boundary conditions on D-branes.
Incidentally, the usual boundary states are not coherent states since they do not satisfy the
defining properties (they do not depend on continuous quantum numbers). As mentioned,
the correct interpretation is that they represent unit operators. But the procedure outlined
below can be used to turn them into a linear superposition of coherent states, in the resolution
of unity sense.
Also, we have written the result (7.502) for general q, q¯ in order to keep track of the scaling
dimensions of the associated operators and also for later convenience. That this equation
solves (7.499) follows from a standard contour argument [14], and can be verified explicitly
by making use of the commutation relations. Also, we have singled out the c0, c˜0 and c1, c˜1
contributions (which lead to the variety of ghost vacua) since these will play a special role.
Another side remark is that if we had included measure insertions in (7.499) associated to
complex structure deformations (see Sec. 3), such as b(z2)0 b˜
(z2)
0 /(qq¯), then the aforementioned
contour argument applied to (7.501) would only hold up to a boundary term in the q, q¯ moduli
space integral due to the commutation relations (A.673), which must ultimately cancel. This
is a general property of all measure contributions, Bˆk, in that inserting a BRST-exact vertex
operator into an amplitude generically leads to boundary terms in moduli space due to the
commutators (A.673) and (3.326), this was discussed in Sec. 6.
The x(z1)0 and x
(z2)
0 in (7.502) are the zero modes of x(z, z¯) associated to Aˆ (z1)a and its
dual, Aˆ a(z2), respectively. The superscript on x
(z1)
0 for instance indicates that it is defined in
the z1 frame:
x
(z1)
0 =
1
2
∮ ( dz1
2piiz1
− dz¯12piiz¯1
)
x(z1)(z1, z¯1).
The vacua |1〉1 and |1〉2 are the unique (up to normalisation) SL(2,C) vacua defined by
choosing contours in the corresponding operators that can be contracted to a point without
as defined in [14] precisely for this reason. The two are related by g26|here = gc|there or gD|here = gc,d|there,
and note also the difference in convention, D|here = d|there.)
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obstruction,
α(z1)n |1〉1 = 0, n ≥ 1
c(z1)n |1〉1 = 0, n ≥ 2
b(z1)n |1〉1 = 0, n ≥ −1
L(z1)n |1〉1 = 0, n ≥ −1,
(7.503)
and similarly for quantities in the z2 frame. The first three relations in (7.503) define the anni-
hilation operators in terms of modes and the SL(2,C) ground state. Notice that the b(z1)−1 , b˜
(z1)
−1
correspond to annihilation operators, so normal ordering in (7.502) is not yet implemented.
Furthermore, given the x(z, z¯) · 1 OPE is non-singular there is the correspondence,
eik·x
(z1)
0 |1〉1 ↔ :eik·x(z1)(p1) :z1 ,
where : :z1 denotes normal ordering in the z1 frame, and the operator on the right-hand side is
inserted at p1 where z1(p1) = 0. The corresponding modes in (7.503) outside of the indicated
ranges of the integer n correspond to creation operators when acting on |1〉1. Notice that
all creation operators are contained in (7.502). From (7.500) corresponding statements exist
for the BPZ conjugate vacuum 1〈1|, obtained from (7.503) by z1 → 1/z1, where the mode
integer signs are flipped, n→ −n.
The normalisation factor α′g2D/8pii in (7.502) is convention dependent. Modulo a com-
ment in the footnote on p. 225, our conventions are in agreement with Polchinski [10, 14],
and in particular the matter and ghost path integral measures are normalised by:110
e−2Φ
〈
c˜(z1)(z¯3)c(z1)(z3) c˜(z1)(z¯2)c(z1)(z2) c˜(z1)(z¯1)c(z1)(z1) :eik·x
(z1)(z,z¯) :z1
〉
S2
=
= 8pii
α′g2D
∣∣∣z12z23z31∣∣∣2(2pi)DδD(k), (7.505)
and this is independent of whether we use a mass eigenstate or coherent state vertex operator
basis (the latter being a linear superposition of mass eigenstates). In particular, the overall
normalisation in (7.502) has been fixed by making use of the consistency condition (5.401):
we choose any vertex operator, such as Aˆ (z)c = gDc˜c eip·x(0,0) with p2 = 4/α′ (but we can
also take it offshell), and compute the right-hand side of (5.401) using (7.502) (with q = 1,
although this is immaterial as it can scaled away). To compute the resulting two-point
110A useful equivalent statement (when again all quantities are defined in the z1 frame) is the following:
e−2Φ
〈
1
2∂
2c ∂c c(z1) 12 ∂¯
2c˜ ∂¯c˜ c˜(z¯1) :eik·x(z,z¯) :
〉
S2
= 8pii
α′g2D
(2pi)DδD(k). (7.504)
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amplitude we use (7.505) for the zero modes and ghosts (here we Taylor expand in z32
around z3 = z2 and then take z2 → ∞ and z1 → 0) and compute the matter contractions
using Wick’s theorem. For general vertex operators (which may not in general be primaries,
or even SL(2,C) primaries), in computing (5.401) one can unwrap the mode contours off one
vertex operator onto the other and use commutation relations. We discuss this for general
vertex operators in, e.g., Sec. 8.2.
It will be convenient to rewrite the exponentials involving q, q¯: making use of the defining
relation for cycle index polynomials (of the symmetric group) (B.675) in (7.502) yields,∑∫
a
Aˆ (z1)a |1〉1 ⊗ Aˆ a(z2/q)|1〉2 =
= α
′g2D
8pii
∫ dDk
(2pi)D e
ik·(x(z1)0 −x
(z2)
0 )(qq¯)α
′
4 k
2−1
∞∑
n,m=0
qnq¯m
× Zn
(
− 1
s
α
(z1)
−s · α(z2)−s + c(z1)−s b(z2)−s − b(z1)−s c(z2)−s
)
× Zm
(
− 1
s
α˜
(z1)
−s · α˜(z2)−s + c˜(z1)−s b˜(z2)−s − b˜(z1)−s c˜(z2)−s
)
× (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )c˜(z1)1 c(z1)1 c˜(z2)1 c(z2)1 |1〉1 ⊗ |1〉2.
(7.506)
We next would like to exchange the order of the sum over n,m and the integral over kµ. The
ability to do this is certainly necessary for unitarity, and in particular if one is to be able
to isolate the contribution to a pinch from specific channels. This in turn will be possible
if there exists an analytic continuation for the k integral that leads to a finite answer, and
in turn such an analytic continuation will be possible provided k is not fixed by kinematics
(e.g., we would not be able to continue k if there appears a delta function δD(k), which
would in turn appear if we were to consider tadpoles111). Nevertheless, the convergence of
the sum over n,m should be guaranteed by general statements about the convergence of the
OPE (and according to Polchinski [10] it can be proven using a Cauchy-Schwarz inequality
argument). So (7.506) takes the form,∑∫
a
Aˆ (z1)a |1〉1 ⊗ Aˆ a(z2/q)|1〉2 =
=
∞∑
n,m=0
α′g2D
8pii
∫ dDk
(2pi)D e
ik·(x(z1)0 −x
(z2)
0 )q
α′
4 k
2+n−1q¯
α′
4 k
2+m−1
× Zn
(
− 1
s
α
(z1)
−s · α(z2)−s + c(z1)−s b(z2)−s − b(z1)−s c(z2)−s
)
× Zm
(
− 1
s
α˜
(z1)
−s · α˜(z2)−s + c˜(z1)−s b˜(z2)−s − b˜(z1)−s c˜(z2)−s
)
× (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )c˜(z1)1 c(z1)1 c˜(z2)1 c(z2)1 |1〉1 ⊗ |1〉2.
(7.507)
111For tadpole degenerations one can adopt the coherent state basis (7.536) on p. 239 which are valid at
zero momentum.
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If we were interested in a momentum eigenstate basis the exponents of q, q¯ would be
immediately identified with the conformal weights of these operators at level numbers n,m,
hj =
α′
4 k
2 + n− 1, h˜j = α
′
4 k
2 +m− 1,
since on the left-hand side of (7.507) we could also write112 Aˆ j(z2/q) = q
L0 q¯L˜0Aˆ j(z2) which in
turn enables us to simply read off the corresponding L0, L˜0 eigenvalues by comparing to
the right-hand side. In particular, momentum eigenstates can be taken to be eigenstates of
L0, L˜0. Coherent states however correspond to a linear superposition of mass or momentum
eigenstates. Coherent states associated to cutting along a non-separating degeneration can-
not in general be taken to have well-defined spin, ha − h˜a, (even though the total weight
ha + h˜a will be well-defined as we will show momentarily).
Let us change coordinates in the integral over kµ. We first switch to lightcone coordinates,
k± := 1√2(k
0 ± kD−1), and for every n,m make a change of variables kµ → pµ, with:113
k+ = p+, k− = p− + n+m
α′p+
ki = pi. (7.508)
and we are in Lorentzian signature, e.g., k2 = −2k+k− + k2. We state from the outset
that this change of variables (7.508) is not well-defined in general, and especially if the path
integrals on the right-hand side of (5.448):
1) produce a delta function δD(k) (because p+ in (7.508) appears in a denominator). In
Sec. 8.1 we will explicitly consider such a case (the one-point sphere amplitude) and
show that this ambiguity is in this case harmless;
2) produce a delta function δD(k − k). In Sec. 8.3 we will explicitly consider such an
example (the one-loop vacuum amplitude) and we will discuss a simple way to compute
the relevant amplitude.
In general, one should proceed carefully after having made the change of variables (7.508)
(e.g., one should study the domain of integration, corresponding analytic continuations, scal-
ing dimensions, in detail when integrating out p). Also, since p+ appears in the denominator
112Recall we are using labels i, j, . . . for momentum eigenstates and a, b, . . . (but also α, β, . . . , see below)
for coherent states.
113This is the same kind of change of variables that is used in the DDF operator approach to the construction
of vertex operators [50,101,116,117], the two differences here being that: (1) p2 is not restricted to the mass
shell value, p2 = 4/α′; (2) we do not have the L0− L˜0 = 0 constraint that would allow us to absorb n and m
into the chiral and anti-chiral halves respectively; the latter is the obstruction to chirally splitting the matter
zero modes when the handle operator implements a cut across a non-trivial homology cycle (which is in turn
related to modular invariance).
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one is introducing an apparent non-locality in spacetime. The reader may wonder what is the
advantage of making this change of variables. An advantage is that this change of variables
(as we will see) will produce vertex operators that are local on Σ. (In Sec. 7.2 we discuss
how to undo this change of variables when it is desirable to do so and obtain coherent states
that are valid at all momenta, but the price will be that rather than being local on Σ they
will be “smeared out” over a region determined by |q|.)
From (7.508) follow the relations,114
dDk = dDp, and α
′
2 k
2 = α
′
2 p
2 − (n+m)
If we do not want to specify a direction explicitly for the lightcone we can instead introduce
a null vector qµ and demand that the change of coordinates takes the form:
kµ = pµ − 12(n+m)q
µ, with p · q = 2/α′, q2 = 0. (7.509)
Choosing, e.g., q− = −2/(α′p+) reproduces the above choice (7.508), but any other choice of
qµ subject to the restrictions in (7.509) is just as good. Implementing this change of variables
in (7.507) we learn primarily that,
q
α′
4 k
2+n−1q¯
α′
4 k
2+m−1 = r α
′
2 p
2−2ei(n−m)θ, (7.510)
where we defined:
q ≡ r eiθ, q¯ ≡ r e−iθ (7.511)
Notice that this change of variables redefines the momentum at every mass level such that
the full tower of string states scale in the same way under rescalings, r → λr. In particular
therefore,
dDk
(2pi)D e
ik·(x(z1)0 −x
(z2)
0 )(qq¯)α
′
4 k
2−1qnq¯m =
=
dDp
(2pi)D e
ip·(x(z1)0 −x
(z2)
0 ) (qq¯)α
′
4 p
2−1 (eiθ e−iq · 12 (x(z1)0 −x(z2)0 ))n(e−iθ e−iq · 12 (x(z1)0 −x(z2)0 ))m.
(7.512)
To see that both left- and right-hand sides in (7.512) (and hence also in (7.513) below, have
the same scaling dimensions under q → λq one must take into account the gluing relation,
z1z2 = q, and also the scaling dimensions of the (normal-ordered) exponentials.
114As noted above, for the index contractions note that we are in Lorentzian signature where AµBµ =
−A−B+−A+B−+∑D−2i=1 AiBi. When explicitly integrating out momenta or moduli one should analytically
continue the relevant momenta to a regime of absolute convergence before analytically continuing back to the
physical regime, paying careful attention to cuts or pinch singularities (see [91,118,119] and also [120,121]).
(Due to modular invariance there should be no UV divergences at any fixed-loop order.)
229
Let us then take into account the cycle index polynomial scaling relation in (B.678), and
also the scaling relation (5.453), to discover that (7.507) can also be written as follows:
∑∫
a
rha+h˜aAˆ (z1)a |1〉1 ⊗ Aˆ a(z2e−iθ)|1〉2 =
=
∞∑
n,m=0
α′g2D
8pii
∫ dDp
(2pi)D e
ip·(x(z1)0 −x
(z2)
0 )r
α′
2 p
2−2
× Zn
(
eisθ
(
− 1
s
α
(z1)
−s · α(z2)−s + c(z1)−s b(z2)−s − b(z1)−s c(z2)−s
)
e−isq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
)
× Zm
(
e−isθ
(
− 1
s
α˜
(z1)
−s · α˜(z2)−s + c˜(z1)−s b˜(z2)−s − b˜(z1)−s c˜(z2)−s
)
e−isq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
)
× (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )c˜(z1)1 c(z1)1 c˜(z2)1 c(z2)1 |1〉1 ⊗ |1〉2.
(7.513)
As we will see from the discussion associated to (7.531) below, (7.513) is already telling
us something interesting: comparing left- and right-hand sides the entire r dependence is
factored out and explicit on both left- and right-hand sides, so the total weights of the states
propagating through the pinch are, for a given momentum p, all equal, even offshell, namely
the total scaling dimension, ∆a := ha + h˜a, is ∆a = α
′
2 p
2 − 2.
We next interchange the order of the sums and integrals in (7.513) again (subject again to
the assumption of existence of an analytic continuation that guarantees absolute convergence)
and sum over n,m by making use of the defining relation for cycle index polynomials (B.675):
∑∫
a
rha+h˜aAˆ (z1)a |1〉1 ⊗ Aˆ a(z2/eiθ)|1〉2 =
= α
′g2D
8pii
∫ dDp
(2pi)D e
ip·(x(z1)0 −x
(z2)
0 )r
α′
2 p
2−2
× exp
[ ∞∑
n=1
einθ
(
− 1
n
α
(z1)
−n · α(z2)−n + c(z1)−n b(z2)−n − b(z1)−n c(z2)−n
)
e−inq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
]
× exp
[ ∞∑
n=1
e−inθ
(
− 1
n
α˜
(z1)
−n · α˜(z2)−n + c˜(z1)−n b˜(z2)−n − b˜(z1)−n c˜(z2)−n
)
e−inq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
]
× (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )c˜(z1)1 c(z1)1 c˜(z2)1 c(z2)1 |1〉1 ⊗ |1〉2.
(7.514)
Comparing (7.514) to what we started with in (7.502), this procedure has removed all r
dependence from the exponential and exchanged it with plane-wave momentum-dependent
exponentials. What remains is to decouple the operators associated to the z1 and z2 frames as
much as possible, since this will allow us to read off the corresponding local vertex operators.
We do this by introducing integral representations for the various exponentials. For the chiral
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half of the matter sector,115
exp
[ ∞∑
n=1
einθ
(
− 1
n
α
(z1)
−n · α(z2)−n
)
e−inq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
]
=
( ∏
n>0,µ
∫
da∗µn ∧ daµn
2piin
)
exp
(
−
∑
n>0
1
n
an · a∗n
)
× exp
(∑
n>0
1
n
an · α(z1)−n e−inq ·
1
2x
(z1)
0
)
× exp
(
−
∑
n>0
1
n
einθa∗n · α(z2)−n einq ·
1
2x
(z2)
0
)
,
(7.516)
where the aµn are continuous (complex) quantum numbers (recall the definition of a coherent
state) and may be associated to polarisation tensors for the modes αµ−n. (There are no
transversality conditions for these.) The anti-chiral half is similarly given by,
exp
[ ∞∑
n=1
e−inθ
(
− 1
n
α˜
(z1)
−n · α˜(z2)−n
)
e−inq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
]
=
( ∏
n>0,µ
∫
da˜µ∗n ∧ da˜µn
2piin
)
exp
(
−
∑
n>0
1
n
a˜n · a˜∗n
)
× exp
(∑
n>0
1
n
a˜n · α˜(z1)−n e−inq ·
1
2x
(z1)
0
)
× exp
(
−
∑
n>0
1
n
e−inθa˜∗n · α˜(z2)−n einq ·
1
2x
(z2)
0
)
.
(7.517)
Notice that the second exponentials in the last line of either (7.516) or (7.517), i.e. the
terms associated to the z2 patch, are related to those in the z1 patch (i.e. the first exponential
in the last lines of the same equations) by explicit conjugation of all factors or i =
√−1 (recall
from the operator-state correspondence the creation operators, α−n, α˜−n, also have an explicit
factor of i). So the matter sector z2 patch vertex operators are precisely Euclidean adjoints
of the matter sector z1 patch vertex operators [10, 14], and it is satisfying to see this notion
derived directly from the defining properties of coherent states, the string path integral and
Riemann surface data. (For more on the Euclidean adjoint, including a subtle phase that
arises in non-trivial topologies, see [102].)
115For clarity, the integral representation of interest here is (for any Grassmann-even complex numbers
A1, A2, G, and the integral is over the entire complex plane):
eA1GA2 =
∫
dz¯ ∧ dz
2piiG e
−z¯G−1zezA1ez¯A2 (7.515)
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We can proceed in a similar way for the chiral half of the ghost sector,116
exp
[ ∞∑
n=1
einθ
(
c
(z1)
−n b
(z2)
−n − b(z1)−n c(z2)−n
)
e−inq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
]
=
( ∏
n>0
∫ [
dc(1)n db
(2)
n dc
(2)
n db
(1)
n
]
exp
(
b(1)n c
(2)
n + b(2)n c(1)n
))
× exp
[∑
n>0
(
c(1)n c
(z1)
−n + b(1)n b
(z1)
−n
)
e−inq ·
1
2x
(z1)
0
]
exp
[∑
n>0
einθ
(
c(2)n c
(z2)
−n + b(2)n b
(z2)
−n
)
einq ·
1
2x
(z2)
0
]
(7.519)
The quantities b(i)n , c(i)n , for i = 1, 2, are Grassmann-odd quantum numbers, whereas the
symbol
∫
[. . . dθ1dθ2 . . . ] is to be interpreted as in [122], namely it is odd under the interchange
dθ1 ↔ dθ2 (despite the fact that differentials of odd variables are even).
For the corresponding anti-chiral half we similarly have:
exp
[ ∞∑
n=1
e−inθ
(
c˜
(z1)
−n b˜
(z2)
−n − b˜(z1)−n c˜(z2)−n
)
e−inq ·
1
2 (x
(z1)
0 −x
(z2)
0 )
]
=
( ∏
n>0
∫ [
dc˜(1)n db˜
(2)
n dc˜
(2)
n db˜
(1)
n
]
exp
(
b˜(1)n c˜
(2)
n + b˜(2)n c˜(1)n
))
× exp
[∑
n>0
(
c˜(1)n c˜
(z1)
−n + b˜(1)n b˜
(z1)
−n
)
e−inq ·
1
2x
(z1)
0
]
exp
[∑
n>0
e−inθ
(
c˜(2)n c˜
(z2)
−n + b˜(2)n b˜
(z2)
−n
)
einq ·
1
2x
(z2)
0
]
.
(7.520)
Bowing to standard convention, barred quantities are obtained from unbarred ones by com-
plex conjugation whereas tilded quantities are associated to anti-chiral halves and are con-
sidered independent of untilded ones.
Finally, we factorise the vacuum terms by means of the following integral representation:
(
c˜
(z1)
0 + c˜
(z2)
0
)(
c
(z1)
0 + c
(z2)
0
)
=
=
∫ [
dc˜0dc0
]
exp
(
c0c
(z1)
0 + c˜0c˜
(z1)
0
)
exp
(
c0c
(z2)
0 + c˜0c˜
(z2)
0
)
=
∫ [
dc˜
(1)
0 dc
(1)
0 dc˜
(2)
0 dc
(2)
0
]
δ(c(2)0 − c(1)0 )δ(c˜(2)0 − c˜(1)0 )
× exp (c(1)0 c(z1)0 + c˜(1)0 c˜(z1)0 ) exp (c(2)0 c(z2)0 + c˜(2)0 c˜(z2)0 )
(7.521)
116Here we make use of the following integral representation; for any Grassmann-odd quantities
A1, B1, A2, B2, Grassmann-even numbers G,∆ (although the case G = ∆ = 1 is of interest in (7.519)
and (7.520)), and Grassmann-odd integration variables, θ1, θ2, η1, η2:
eA1G
−1B2+A2∆−1B1 = (G∆)−1
∫
[dθ1dη2dθ2dη1] eη
1∆θ2+η2Gθ1eθ
1A1+η1B1eθ
2A2+η2B2 (7.518)
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Let us also note that if replace (c˜(z1)0 + c˜
(z2)
0 )(c
(z1)
0 + c
(z2)
0 ) in (7.502) by 1 + (c˜
(z1)
0 + c˜
(z2)
0 )(c
(z1)
0 +
c
(z2)
0 ) then the relevant factorisation formula is:
1 + (c˜(z1)0 + c˜
(z2)
0 )(c
(z1)
0 + c
(z2)
0 ) =
=
∫
[dc˜0dc0]ec0c˜0 exp
(
c0c
(z1)
0 + c˜0c˜
(z1)
0
)
exp
(
c0c
(z2)
0 + c˜0c˜
(z2)
0
)
.
(7.522)
This relates to a comment in the footnote of p. 223. That the quantum numbers (the
coefficients) of the c(z1)0 and c
(z2)
0 are the same in this case (on the right-hand side of the
first equality in (7.521) or in (7.522)) can also be seen from the b(z1)0 − b(z2)0 = 0 gluing
constraint (and the fact that the latter (anti-)commute with the remaining modes), and
similarly for the anti-chiral half. In the second equality in (7.521) we inserted two delta
function constraints that enable one to fully factorise the last two exponentials and endow
the two vertex operators with independent quantum numbers (that become identical only
inside the resolution of unity) as shown, using
∫
dc δ(c − c′)f(c) = f(c′). This will be
convenient notation-wise. (Recall that δ(c − c′) = (c − c′) for Grassmann-odd variables,
c, c′.)
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Let us now collect the above results and substitute them back into (7.514),
∑∫
a
rha+h˜aAˆ (z1)a |1〉1 ⊗ Aˆ a(z2/eiθ) |1〉2 =
= α
′
8pii
∫
dDp
(2pi)D
( ∏
n>0,µ
∫
daµ∗n ∧ daµn
2piin
da˜µ∗n ∧ da˜µn
2piin
)
exp
[ ∞∑
n=1
(
− 1
n
an · a∗n −
1
n
a˜n · a˜∗n
)]
×
∫ [
dc˜
(1)
0 dc
(1)
0 dc˜
(2)
0 dc
(2)
0
]
δ
(
c
(2)
0 − c(1)0
)
δ
(
c˜
(2)
0 − c˜(1)0
)
×
( ∞∏
n=1
∫ [
dc(1)n db
(2)
n dc
(2)
n db
(1)
n dc˜
(1)
n db˜
(2)
n dc˜
(2)
n db˜
(1)
n
])
× exp
[ ∞∑
n=1
(
b(1)n c
(2)
n + b(2)n c(1)n + b˜(1)n c˜(2)n + b˜(2)n c˜(1)n
)]
r
α′
2 p
2−2
× gD exp
[∑
n>0
( 1
n
an · α(z1)−n + b(1)n b(z1)−n + c(1)n c(z1)−n
)
e−inq ·
1
2x
(z1)
0
]
× exp
[∑
n>0
( 1
n
a˜n · α˜(z1)−n + b˜(1)n b˜(z1)−n + c˜(1)n c˜(z1)−n
)
e−inq ·
1
2x
(z1)
0
]
× exp (c(1)0 c(z1)0 + c˜(1)0 c˜(z1)0 )c˜(z1)1 c(z1)1 eip·x(z1)0 |1〉1
⊗ gD exp
[∑
n>0
einθ
(
− 1
n
a∗n · α(z2)−n + b(2)n b(z2)−n + c(2)n c(z2)−n
)
einq ·
1
2x
(z2)
0
]
× exp
[∑
n>0
e−inθ
(
− 1
n
a˜∗n · α˜(z2)−n + b˜(2)n b˜(z2)−n + c˜(2)n c˜(z2)−n
)
einq ·
1
2x
(z2)
0
]
× exp (c(2)0 c(z2)0 + c˜(2)0 c˜(z2)0 )c˜(z2)1 c(z2)1 e−ip·x(z2)0 |1〉2
(7.523)
We have brought the factorisation formula into such a form that we can simply read off the
full set of (generically offshell) coherent states that can propagate through the cut handles,
their duals, as well as their weights and measure associated to summing over their quantum
numbers that characterise them. Onshell, these include physical, unphysical and BRST exact
contributions (we return to this point).
So we can finally specify precisely what we mean by ‘resolution of unity’ or ‘sum over
states’ and identify a correspondingly explicit coherent state basis for the vertex operators
comprising handle operators. In particular, we can rewrite the fixed-complex structure handle
operators (7.523) as follows:
∑∫
a
Aˆ (z1)a |1〉1 ⊗ qL
(z2)
0 q¯L˜
(z2)
0 Aˆ a(z2)|1〉2 =
α′
8pii
∫ dDp
(2pi)D
∫
dµabc Aˆ
(z1)
a |1〉1 ⊗ qL
(z2)
0 q¯L˜
(z2)
0 Aˆ a(z2)|1〉2
(7.524)
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where we glue with z1z2 = q, and we have defined the measure:∫
dµabc :=
( ∏
n>0,µ
∫ daµ∗n ∧ daµn
2piin
da˜µ∗n ∧ da˜µn
2piin
)
exp
[ ∞∑
n=1
(
− 1
n
an · a∗n −
1
n
a˜n · a˜∗n
)]
×
∫ [
dc˜
(1)
0 dc
(1)
0 dc˜
(2)
0 dc
(2)
0
]
δ(c(2)0 − c(1)0 )δ(c˜(2)0 − c˜(1)0 )
×
( ∞∏
n=1
∫ [
dc(1)n db
(2)
n dc
(2)
n db
(1)
n dc˜
(1)
n db˜
(2)
n dc˜
(2)
n db˜
(1)
n
])
× exp
[ ∞∑
n=1
(
b(1)n c
(2)
n + b(2)n c(1)n + b˜(1)n c˜(2)n + b˜(2)n c˜(1)n
)]
.
(7.525)
The (fixed-picture) coherent states in turn read,
Aˆ (z1)a |1〉1 := gD exp
∑
n>0
( 1
n
an · α(z1)−n + b(1)n b(z1)−n + c(1)n c(z1)−n
)
e−inq ·
1
2x
(z1)
0

× exp
∑
n>0
( 1
n
a˜n · α˜(z1)−n + b˜(1)n b˜(z1)−n + c˜(1)n c˜(z1)−n
)
e−inq ·
1
2x
(z1)
0

× exp
(
c
(1)
0 c
(z1)
0 + c˜
(1)
0 c˜
(z1)
0
)
c˜
(z1)
1 c
(z1)
1 e
ip·x(z1)0 |1〉1,
(7.526)
which are to be interpreted as being inserted at p1 where z1 = 0 in the z1 frame, that is, at
the origin of a local centred coordinate chart in the vicinity of the cut handle. The duals are
in turn given by:
Aˆ a(z2)|1〉2 := gD exp
∑
n>0
(
− 1
n
a∗n · α(z2)−n + b(2)n b(z2)−n + c(2)n c(z2)−n
)
einq ·
1
2x
(z2)
0

× exp
∑
n>0
(
− 1
n
a˜∗n · α˜(z2)−n + b˜(2)n b˜(z2)−n + c˜(2)n c˜(z2)−n
)
einq ·
1
2x
(z2)
0

× exp
(
c
(2)
0 c
(z2)
0 + c˜
(2)
0 c˜
(z2)
0
)
c˜
(z2)
1 c
(z2)
1 e
−ip·x(z2)0 |1〉2
(7.527)
which are to be interpreted as inserted at p2 where z2 = 0 in the z2 frame. Perhaps it is useful
to display explicitly the result of twisting and rescaling the frame coordinates, z2 → z2/q,
which is generated by acting with qL0 q¯L˜
(z2)
0 on (7.527),
qL
(z2)
0 q¯L˜
(z2)
0 Aˆ a(z2) = Aˆ
a
(z2/q),
with:
Aˆ a(z2/q)|1〉2 := gD exp
∑
n>0
einθ
(
− 1
n
a∗n · α(z2)−n + b(2)n b(z2)−n + c(2)n c(z2)−n
)
einq ·
1
2x
(z2)
0

× exp
∑
n>0
e−inθ
(
− 1
n
a˜∗n · α˜(z2)−n + b˜(2)n b˜(z2)−n + c˜(2)n c˜(z2)−n
)
einq ·
1
2x
(z2)
0

× (qq¯)α
′
4 p
2−1 exp
(
c
(2)
0 c
(z2)
0 + c˜
(2)
0 c˜
(z2)
0
)
c˜
(z2)
1 c
(z2)
1 e
−ip·x(z2)0 |1〉2
(7.528)
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So these are inserted on a local coordinate patch on the opposite or dual side of the cut
handle.
Let us make some observations:
• Scaling dimension: The vertex operators (7.528) have well-defined scaling dimension.
To see this notice primarily that although the (matter or ghost) modes, O(z2)−n , can be
pulled in and out of the normal ordering freely (see e.g., eqn (2.8.6) in [14]) (which
means that their scaling dimension inside vertex operators is the naive one determined
by (A.669)), the exponentials are more subtle. In particular, under z2 → z2/q,
: e−i(p−Nq)·x(z2/q) : =: (qq¯)α
′
4 (p−Nq)2e−i(p−Nq)·x
(z2) :
= :
(
(qq¯)α
′
4 p
2
e−ip·x
(z2)
)(
(qq¯)−NeiNq ·x(z2)
)
:,
(7.529)
where in going from the first to the second equality we made use of the last two relations
in (7.509), implying the somewhat counterintuitive effective “rule of thumb”,
e−ip·x
(z2/q) = (qq¯)α
′
4 p
2
e−ip·x
(z2)
= r α
′
2 p
2
e−ip·x
(z2)
einq ·
1
2x
(z2/q) = (qq¯)−n/2einq · 12x(z2)
= r−neinq · 12x(z2)
O(z2/q)−n e
inq · 12x(z2/q) =
(
qnO(z2)−n
)(
(qq¯)−n/2einq · 12x(z2)
)
= einθO(z2)−n einq ·
1
2x
(z2)
(effective rule) (7.530)
These effective rules can be used inside vertex operators, e.g., inside the arguments of
exponentials containing oscillators in the coherent states. The scaling of the exponential
is inherited from the general relation, : eik·x(z2/q) : ≡ qL(z2)0 q¯L˜(z2)0 :eik·x(z2) : = (qq¯)α′4 k2 :
eik·x
(z2) :. In particular, : eip·xeik·x : 6= : eip·x : : eik·x :, which in turn implies that the
two exponentials, e−ip·x(z2/q) and einq · 12x(z2) , do not scale independently. Crucially, we
learn that O(z2)−n einq ·
1
2x
(z2)
0 is effectively a scale-invariant combination, as will be arbitrary
integer powers of it also,
rL
(z2)
0 +L˜
(z2)
0
(
O(z2)−n e
inq · 12x(z2)
)a
=
(
O(z2)−n e
inq · 12x(z2)
)a
eiθ(L
(z2)
0 −L˜
(z2)
0 )
(
O(z2)−n e
inq · 12x(z2)
)a
=
(
einθO(z2)−n e
inq · 12x(z2)
)a (effective rule) (7.531)
for any positive integer a. The phase dependence on the right-hand side of the second
relation is inherited entirely from the phase dependence of the mode.
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The first relation in (7.531) is the primary reason as to why the resulting coherent state
vertex operators (7.528) have well-defined scaling dimension, allowing us to interpret
them as local operators. The precise statement is:
Aˆ a(z2/r) = r
L
(z2)
0 +L˜
(z2)
0 Aˆ a(z2) = r
∆aAˆ a(z2), with ∆a =
α′
2 p
2 − 2 (7.532)
with an identical relation for the z1 frame vertex operators. This provides a first
principles derivation of the fundamental assumption (5.453), see also (c) on p. 202. It
is saying that independently of the fact that coherent states are not mass eigenstates,
they have well-defined scaling dimension and it therefore makes sense to identify them
with local operators. The second relation in (7.531) is the obstruction to the resulting
coherent states not having a well-defined phase.
It is perhaps worth emphasising that the statement (7.532) is true independently of
whether the states are offshell or onshell. Furthermore, requiring that all coherent
state vertex operators be scale-invariant, ∆a = 0, is equivalent to the single condition
of placing the vacuum on which the tower of states is built onshell, p2 = 4/α′, which
the reader will recognise as the tachyon onshell condition of bosonic string theory.
BRST invariance however is not guaranteed if we choose to put these states onshell,
because of the relation {QB, b0 + b˜0} = L0 + L˜0 does not imply that QBA (z1)a = 0 when
(L0 + L˜0)A (z1)a = 0 (or even in addition when (b0 + b˜0)A (z1)a = 0).
• Duals: Notice that the matter “polarisation tensors” of the z2 patch dual vertex opera-
tors (7.527) are related by complex conjugation to those of the z1 patch vertex operators
(7.526) (and also the momenta are flipped), whereas there is no such relation for the
corresponding quantities in the ghost sector (as one would expect given the absence of
a notion of complex conjugation for Grassmann variables [31]), and it is satisfying to
see this derived.
• Ghost number: Although the left-hand side of the equality in (7.519) has definite
ghost number, either of the two exponentials of the mode operators on the right-hand
side do not have definite ghost number. A manifestly definite ghost number is restored
only after the Grassmann-odd quantum numbers have been integrated out. This is why
the vertex operators (7.526) and their duals (7.528) do not have definite ghost number.
It is also why (as claimed in Sec. 3.2) external vertex operators need not have definite
ghost number either.
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7.2 Handle Operators at Exceptional Momenta
The handle operators derived above associated to the states (7.526) and (7.527) are
valid at “sufficiently generic” momenta. So the question arises as to what states to use at
exceptional momenta, for example when we wish to study tadpole degenerations, or when
the exceptional cases 1) and 2) on p. 228 are realised.
As discussed above, the reason as to why the above basis breaks down at zero momentum
is because the change of variables, k → p, in (7.509) is not valid at p = 0. To consider handle
operators at exceptional momenta we must therefore undo this change of variables. This is
easily implemented, since from (7.512) we see that we can undo the change of variables,
k → p, determined by (7.509) by the replacements:
eiθ e−iq ·
1
2 (x
(z1)
0 −x
(z2)
0 ) → q
e−iθ e−iq ·
1
2 (x
(z1)
0 −x
(z2)
0 ) → q¯.
(7.533)
These replacements leave the resolution of unity invariant when we glue with z1z2 = q. The
precise statement is that we can rather glue with the following handle operator,
∑∫
α
Aˆ (z1)α |1〉1 ⊗ Aˆ α(z2/q)|1〉2 =
α′
8pii
∫ dDk
(2pi)D
∫
dµabc Aˆ
(z1)
α |1〉1 ⊗ Aˆ α(z2/q)|1〉2 (7.534)
with measure dµabc as above, repeated here for later reference,
∫
dµabc :=
( ∏
n>0,µ
∫ daµ∗n ∧ daµn
2piin
da˜µ∗n ∧ da˜µn
2piin
)
exp
[ ∞∑
n=1
(
− 1
n
an · a∗n −
1
n
a˜n · a˜∗n
)]
×
∫ [
dc˜
(1)
0 dc
(1)
0 dc˜
(2)
0 dc
(2)
0
]
δ(c(2)0 − c(1)0 )δ(c˜(2)0 − c˜(1)0 )
×
( ∞∏
n=1
∫ [
dc(1)n db
(2)
n dc
(2)
n db
(1)
n dc˜
(1)
n db˜
(2)
n dc˜
(2)
n db˜
(1)
n
])
× exp
[ ∞∑
n=1
(
b(1)n c
(2)
n + b(2)n c(1)n + b˜(1)n c˜(2)n + b˜(2)n c˜(1)n
)]
.
(7.535)
238
and the following explicit expressions for the coherent state, Aˆ (z1)α , and its dual, Aˆ α(z2/q),
Aˆ (z1)α |1〉1 := gD exp
[∑
n>0
( 1
n
an · α(z1)−n + b(1)n b(z1)−n + c(1)n c(z1)−n
)]
× exp
[∑
n>0
( 1
n
a˜n · α˜(z1)−n + b˜(1)n b˜(z1)−n + c˜(1)n c˜(z1)−n
)]
× exp
(
c
(1)
0 c
(z1)
0 + c˜
(1)
0 c˜
(z1)
0
)
c˜
(z1)
1 c
(z1)
1 e
ik·x(z1)0 |1〉1,
Aˆ α(z2/q)|1〉2 := gD exp
[∑
n>0
qn
(
− 1
n
a∗n · α(z2)−n + b(2)n b(z2)−n + c(2)n c(z2)−n
)]
× exp
[∑
n>0
q¯n
(
− 1
n
a˜∗n · α˜(z2)−n + b˜(2)n b˜(z2)−n + c˜(2)n c˜(z2)−n
)]
× (qq¯)α
′
4 k
2−1 exp
(
c
(2)
0 c
(z2)
0 + c˜
(2)
0 c˜
(z2)
0
)
c˜
(z2)
1 c
(z2)
1 e
−ik·x(z2)0 |1〉2
(7.536)
These states are valid at exceptional momenta. We are using labels ‘α’ on the left-hand
sides of these relations and in (7.534) rather than ‘a’ to distinguish this set from the set
defined in (7.527) and (7.528). The measure, dµabc, is as defined in (7.525). These states are
not yet normal-ordered (since b−1, b˜−1 appears which annihilates the SL(2,C) vacuum) – the
normal-ordered expressions are discussed in Sec. 7.4.
These coherent states do not have well-defined scaling dimension, and (roughly speaking)
Aˆ α(z2/q) is effectively smeared out over a region |z2| ≤ |q|, the point being that the “size”, |q|,
of the pinched region cannot be disentangled from both coherent states on both sides of the
pinch, so there is an associated non-locality on Σ associated to this. The price of demanding
locality on the worldsheet, as we can see in (7.526) and (7.528) (to which there are associated
local operators on Σ) is non-locality in spacetime. Because recall that q · p = 2/α′, so that
(in a convenient coordinate system) q− = −2/(α′p+). The fact that p+ appears in the
denominator in the argument of the exponential in (7.526) or (7.528) is suggestive of non-
locality in spacetime over distances L ∼ O(α′p+). This type of non-locality is complementary
to that associated to the extended nature of strings in spacetime. One should keep in mind
that these are coordinate-dependent statements.
The choice of basis depends on the question one wishes to ask. For example, the inter-
change of the sum and integral in going from (7.506) to (7.507) (which required an analytic
continuation in momenta) has not been carried out here. Therefore, the basis (7.536) can
also be used at exceptional momenta, for example for handle operators associated to tadpole
degenerations, see Fig. 26, which corresponds to cutting the path integral across a cycle that
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Aˆ (z1)↵ Aˆ ↵(z2)
Figure 26: The handle operator associated to the basis (7.536) is valid at zero momentum
and can therefore also be used to study tadpole degenerations (and corresponding background
shifts that cancel the corresponding BRST anomaly [10, 21]).
pinches of a Riemann surface with no external vertex operators. This is in turn useful in
studies of background shifts in relation to the Fischler-Susskind mechanism [10,11,21,78–80].
In what follows we usually make explicit reference to the handle operators of the previous
section, but the replacement (7.533) can be carried out when it is desirable to change basis to
that of the current section. It is worth pointing out that there are cases where we can work
with the handle operators of the previous section even at zero momentum as we demonstrate
with an explicit example in Sec. 8.1, because there the obstruction associated to the constraint
p · q = 2/α′ does not play a role.
7.3 Target Space Interpretation of Handle Operators
In this section we derive yet another explicit basis for handle operators, a basis in which
their target-space interpretation is immediate.
In (7.502) we adopted a momentum space approach to the construction of handle oper-
ators, but this is not necessary, and in fact obscures some of the underlying physics which
becomes clearer in position space. There is a long history about how position space con-
formal vertex operators have difficulties with satisfying physical state conditions when these
are associated to asymptotic states. This is because in order to transition to position space
one performs a Fourier transform, integrating over all momenta. But the physical state con-
ditions single out a specific subset of allowed momenta, so the resulting vertex operators
typically cannot easily be placed onshell [14].
Handle operators however are intrinsically offshell objects, so the above obstruction is
absent. Furthermore, if one wishes to understand how loop corrections might manifest them-
selves in terms of target space intuition it is useful to change basis and somewhat reorganise
the computation. Let us be specific.
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Consider again the explicit expression from which fixed-picture handle operators were
derived, namely (7.502),
∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q) =
= α
′g2D
8pii
∫ dDk
(2pi)D (qq¯)
α′
4 k
2−1eik·(x
(z1)
0 −x
(z2)
0 )
× exp
[ ∞∑
n=1
qn
(
− 1
n
α
(z1)
−n · α(z2)−n + c(z1)−n b(z2)−n − b(z1)−n c(z2)−n
)]
× exp
[ ∞∑
n=1
q¯n
(
− 1
n
α˜
(z1)
−n · α˜(z2)−n + c˜(z1)−n b˜(z2)−n − b˜(z1)−n c˜(z2)−n
)]
× (c˜(z1)0 + c˜(z2)0 )(c(z1)0 + c(z2)0 )c˜(z1)1 c(z1)1 |1〉1c˜(z2)1 c(z2)1 |1〉2,
(7.537)
and then focus on the spacetime momentum-dependent terms,
∫ dDk
(2pi)D (qq¯)
α′
4 k
2 : eik·x(z1) :z1 : e−ik·x(z2) :z2 (7.538)
We want to primarily integrate out k in this expression, but we wish to do so in a manner that
preserves the tensor product structure of the two local operators. The additional oscillator
and ghost contributions are to be considered implicitly present, but they will not add to the
story at this stage. The trick will be to integrate out k and then introduce a new integral
which (after some changes of variables) will physically correspond to the “centre of mass”
(target space) position of the two local operators. The reader can check that this can be
achieved by primarily rewriting (7.538) as follows (in Euclidean space),
∫ dDk
(2pi)D (qq¯)
α′
4 k
2 : eik·x(z1) :z1 : e−ik·x(z2) :z2
= (α′τ2)D/2
∫ D−1∏
µ=0
dλ¯µ ∧ dλµ
2pii e
−(2piα′τ2)λ·λ¯ : e−(4piα
′τ2)−1x2(z1)+λ·x(z1) :z1
× : e−(4piα′τ2)−1x2(z2)+λ¯·x(z2) :z2 ,
(7.539)
where q = e2piiτ and τ = τ1 + iτ2, and then (taking into account that τ2 > 0) defining new
variables of integration (corresponding to spacetime “centre of mass” position and momentum
respectively),
Yµ := 2piα′Re(λµ), kµ := Im(λµ), µ = 0, 1, . . . , D − 1,
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in terms of which the relation (7.539) takes the following guise,
∫ dDk
(2pi)D (qq¯)
α′
4 k
2 : eik·x(z1) :z1 : e−ik·x(z2) :z2=
=
∫
dDY
∫ dDk
(2pi)D e
−2piα′τ2k2(pi2α′τ2)−D/2
× : exp
[
− (x(z1) − Y )
2
4piα′τ2
+ ik · x(z1)
]
:z1 : exp
[
− (x(z2) − Y )
2
4piα′τ2
− ik · x(z2)
]
:z2
(7.540)
Although this is perhaps a subtle operator to work with (the two operators which produce
the handle do not have well-defined scaling dimension), the physics becomes nevertheless par-
ticularly transparent and so offers some additional physical intuition. In particular, (7.540)
is telling us that the dominant contribution associated to a handle insertion (at fixed com-
plex structure) will come from regions in the path integral over x (after inclusion of matter
and ghost oscillators and ghost zero modes) where the two local operators are “close by”
in spacetime (with respect to
√
α′τ2), where x(z1) ∼ x(z2) ∼ Y , and this position, Y , is in
turn integrated over. On the other hand, large k2 (i.e. the UV contribution) is exponentially
suppressed (after analytic continuation to Euclidean signature). Furthermore, contributions
coming from regimes where these operators are far apart in spacetime are exponentially sup-
pressed. Another point which provides additional intuition is the similarity of the Y depen-
dence in (7.540) with a corresponding exponential factor appearing in the one-loop partition
function in the presence of D-branes [123, 124]; this is not accidental. Finally, regarding
worldsheet moduli space it is evident that the dominant contribution (for fixed x(z1), x(z2), Y )
will come from large τ2, whereby the corresponding (trivial or non-trivial) homology cycle
of the handle degenerates. These properties should broadly remain qualitatively true after
including the tower of oscillators and for any finite number of handle operators insertions
(e.g., for any finite number of string loops).
7.4 Normal-Ordered Handle Operators
Normal ordering and changes in normal ordering are discussed in general terms in Sec. 4,
as is the link to Polchinski’s notion of ‘conformal/Weyl normal ordering’ [10, 16]. Here we
are interested in normal ordering the vertex operators used to construct handle operators.
One can show that conformal or Weyl (when we use holomorphic normal coordinates to fix
the frame) normal-ordered vertex operators in radial coordinates are equivalent to creation-
annihilation normal-ordered vertex operators where all annihilation operators are to the right
of creation operators in each of the two local operators. Since creation-annihilation normal
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ordering is more efficient we focus on this here.
We begin with the fixed-picture coherent states (7.526),
|Aˆ (z1)a 〉1 := gD exp
∑
n>0
( 1
n
an · α(z1)−n + b(1)n b(z1)−n + c(1)n c(z1)−n
)
e−inq ·
1
2x
(z1)
0

× exp
∑
n>0
( 1
n
a˜n · α˜(z1)−n + b˜(1)n b˜(z1)−n + c˜(1)n c˜(z1)−n
)
e−inq ·
1
2x
(z1)
0

× exp
(
c
(1)
0 c
(z1)
0 + c˜
(1)
0 c˜
(z1)
0
)
c˜
(z1)
1 c
(z1)
1 e
ip·x(z1)0 |1〉1,
(7.541)
where it is manifest that the exponentials contain not only creation operators but also the
annihilation operators b(z1)−1 and b˜
(z1)
−1 (which annihilate the SL(2,C) vacuum, |1〉1, not the
ghost vacuum), so the states are not explicitly normal-ordered.117 In making use of the
operator-state correspondence, that will in turn enable us to read off the corresponding
vertex operators from the states we may like to bring the annihilation operators into plain
view and commute them through to their respective vacua, so that the corresponding vertex
operators come out in normal-ordered form. We can accomplish this is various ways and we
will mention two.
For the first of the two, let us return to (7.523) and integrate out the various ghost quan-
tum numbers associated to the level number n = 1 terms, b(1)1 , b˜
(1)
1 , c
(1)
1 , c˜
(1)
1 , b
(2)
1 , b˜
(2)
1 , c
(2)
1 , c˜
(2)
1 .
One finds:∫ [
dc
(1)
1 db
(2)
1 dc
(2)
1 db
(1)
1 dc˜
(1)
1 db˜
(2)
1 dc˜
(2)
1 db˜
(1)
1
]
exp
(
b
(1)
1 c
(2)
1 + b
(2)
1 c
(1)
1 + b˜
(1)
1 c˜
(2)
1 + b˜
(2)
1 c˜
(1)
1
)
× exp
[(
b
(1)
1 b
(z1)
−1 + c
(1)
1 c
(z1)
−1
)
e−iq ·
1
2x
(z1)
0 +
(
b˜
(1)
1 b˜
(z1)
−1 + c˜
(1)
1 c˜
(z1)
−1
)
e−iq ·
1
2x
(z1)
0
]
c˜
(z1)
1 c
(z1)
1 |1〉1
× exp
[
eiθ
(
b
(2)
1 b
(z2)
−1 + c
(2)
1 c
(z2)
−1
)
eiq ·
1
2x
(z2)
0 + e−iθ
(
b˜
(2)
1 b˜
(z2)
−1 + c˜
(2)
1 c˜
(z2)
−1
)
eiq ·
1
2x
(z2)
0
]
c˜
(z2)
1 c
(z2)
1 |1〉2
=
(
c˜
(z1)
1 + e−iθ c˜
(z2)
−1 e
−iq · 12 (x
(z1)
0 −x
(z2)
0 )
)(
c
(z1)
1 + eiθc
(z2)
−1 e
−iq · 12 (x
(z1)
0 −x
(z2)
0 )
)
×
(
c˜
(z2)
1 + e−iθ c˜
(z1)
−1 e
−iq · 12 (x
(z1)
0 −x
(z2)
0 )
)(
c
(z2)
1 + eiθc
(z1)
−1 e
−iq · 12 (x
(z1)
0 −x
(z2)
0 )
)
|1〉1 ⊗ |1〉2
(7.542)
As a side remark, when proceeding in this manner (i.e. integrating out quantum numbers
characterising the states propagating through pinches) one generically ends up with effective
vertex operator descriptions, and the more quantum numbers one integrates out the less
information is retained in the remaining expressions (although there are large redundancies
117Incidentally, the reason these annihilation operators are present in (7.541) in the first place is because in
the resolution of unity (7.502) we see that if we are to include all creation operators, in particular c−1, we
must also include a corresponding b−1 since the two are coupled by the gluing conditions (7.500).
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associated to gauge invariance and the corresponding ability to add BRST-exact terms). In
the extreme case where one integrates over all quantum numbers one ends up with the identity
operator (which is precisely analogous to a boundary state in the presence of D-branes, but
here there are no true boundaries).
As one sees from (7.542) there are sixteen (distinct) terms, and one can read off the
various normal ordered vertex operators (and their duals) directly from (7.542) and (7.523).
This approach is useful for low mass levels (it was also adopted in [10] where the massless
case was examined in detail). E.g., when cutting across separating cycles it is often the
case [10] that only one of these sixteen terms will be contributing to the amplitude due to
ghost charge conservation. For massive states and/or for non-separating degenerations ghost
charge conservation is much less constraining and generically all terms will contribute, so
this way of proceeding is not efficient in the generic case.
A more useful approach to obtain explicitly normal-ordered vertex operators will be to
not integrate out the quantum numbers, b(1)1 , b˜
(1)
1 , c
(1)
1 , c˜
(1)
1 , b
(2)
1 , b˜
(2)
1 , c
(2)
1 , c˜
(2)
1 . This is the
second of the two approaches mentioned above and leads to the most compact and explicitly
normal-ordered vertex operators, Aˆ (z1)a and Aˆ a(z2).
Focusing on the n = 1 ghost contributions in (7.541), we expand the exponentials, shrink
the mode operator contours around z1 = z¯1 = 0 and evaluate the associated (singular and
non-singular) OPE’s. One finds (with the definitions (7.546) below):
exp
(
B(1)1 b
(z1)
−1 + C
(1)
1 c
(z1)
−1 + B˜
(1)
1 b˜
(z1)
−1 + C˜
(1)
1 c˜
(z1)
−1
)
c˜
(z1)
1 c
(z1)
1 |1〉1
= exp
(
C˜ (1)1 c˜
(z1)
−1 + C
(1)
1 c
(z1)
−1
)(
c˜
(z1)
1 + B˜
(1)
1
)(
c
(z1)
1 + B
(1)
1
)
|1〉1
(7.543)
Substituting this into the vertex operator expression (7.541) leads to the following explicitly
normal-ordered coherent state basis:
|Aˆ (z1)a 〉1 := gDU˜(1)U(1) eip·x
(z1)
0 |1〉1 (7.544)
where, noting that various terms exponentiate, we have defined,
U˜(1) := exp
(∑
n≥1
1
n
A˜ (1)n ·α˜(z1)−n +
∑
n≥2
B˜(1)n b˜
(z1)
−n +
∑
n≥0
C˜ (1)n c˜
(z1)
−n
)(
c˜
(z1)
1 + B˜
(1)
1
)
U(1) := exp
(∑
n≥1
1
n
A (1)n ·α(z1)−n +
∑
n≥2
B(1)n b
(z1)
−n +
∑
n≥0
C (1)n c
(z1)
−n
)(
c
(z1)
1 + B
(1)
1
) (7.545)
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We have found it convenient to condense the notation slightly and define the following quan-
tities (with the obvious Grassmannality):
A (1)n := ane−inq·
1
2x
(z1)
0 , A˜ (1)n := a˜ne−inq·
1
2x
(z1)
0
B(1)n := b(1)n e−inq·
1
2x
(z1)
0 , B˜(1)n := b˜(1)n e−inq·
1
2x
(z1)
0
C (1)n := c(1)n e−inq·
1
2x
(z1)
0 , C˜ (1)n := c˜(1)n e−inq·
1
2x
(z1)
0
(7.546)
We will abuse the notation slightly and use the same symbols (7.546) for the corresponding
vertex operators, but note that in the latter context we are to interpret the factors e−inq· 12x
(z1)
0
as e−inq· 12x(z1) (with of course similar remarks for the z2 frame vertex operator).
As a side remark, in Sec. 8.4 we will average over the phase of the local operator since
we will be cutting across a trivial homology cycle. This can be implemented by primarily
replacing z1 by z1/eiφ, and integrating over φ with measure
∫ 2pi
0 dφ/(2pi). This replacement
can in turn also be implemented by leaving z1 unchanged and rather replacing the quantum
numbers:
(an, bn, cn, a˜n, b˜n, c˜n) → (einφan, einφbn, einφcn, e−inφa˜n, e−inφb˜n, e−inφc˜n), (7.547)
in (7.546), and to be precise:
Aˆ (zσ1/e
iφ)
a (σ1) = Aˆ (zσ1 )a (σ1)
∣∣∣∣ (an,bn,cn) → einφ(an,bn,cn)
(a˜n,b˜n,c˜n) → e−inφ(a˜n,b˜n,c˜n)
(7.548)
Gathering the above, a complete (or rather over-complete) set of local offshell fixed-
picture normal-ordered coherent state vertex operators can be written down immediately,
Aˆ (z1)a (p1) := gD :U˜
(z1)
(1) U
(z1)
(1) e
ip·x(z1)(p1) :z1 (7.549)
where, taking into account the operator-state correspondence relations (A.674):
U˜(z1)(1) := exp
[∑
n≥2
( b˜(1)n
(n− 2)!∇¯
n−2b˜
)
e−inq ·
1
2x
(z1) +
∑
n≥0
( c˜(1)n
(n+ 1)!∇¯
n+1c˜
)
e−inq ·
1
2x
(z1)
]
× exp
[∑
n≥1
1
n
ia˜n
(n− 1)! ·
√
2
α′
∇¯nx e−inq · 12x(z1)
](
c˜+ b˜(1)1 e−iq ·
1
2x
(z1))(p1)
U(z1)(1) := exp
[∑
n≥2
( b(1)n
(n− 2)!∇
n−2b
)
e−inq ·
1
2x
(z1) +
∑
n≥0
( c(1)n
(n+ 1)!∇
n+1c
)
e−inq ·
1
2x
(z1)
]
× exp
[∑
n≥1
1
n
ian
(n− 1)! ·
√
2
α′
∇nx e−inq · 12x(z1)
](
c+ b(1)1 e−iq ·
1
2x
(z1))(p1)
(7.550)
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We have kept it implicit that the arguments of the various terms are to be evaluated in the
z1 frame and at p1 (where z1(p1) = 0). Furthermore, we have made use of the fact that this
vertex operator is defined using holomorphic normal coordinates where partial derivatives
can equivalently be replaced by covariant derivatives at p1, see Sec. 2.4.
The vertex operators (7.549) can be used to write down explicit expressions for fixed-
picture handle operators associated to cutting either trivial or non-trivial homology cycles
of any given Riemann surface associated to the standard matter CFT of bosonic string
theory [14]. We will use them in an explicit amplitude computations in Sec. 8.
7.5 Integrated Picture Local Operators
Let us briefly discuss how the above fixed-picture vertex operator, Aˆ (z1)a , is modified
when we translate it to integrated picture, A (z1)a , which corresponds to identifying a complex
structure deformation with a shift in the location of either one or both vertex operators out
of which any given handle operator is constructed. Adopting an auxiliary coordinate system
(see Sec. 2.4.3 and Sec. 3.10) the map from fixed- to integrated-picture is furnished by (3.332),
namely:
Aˆ (zσ1 )a (σ1) → A (zσ1 )a =
∫
d2σ12
√
g(σ1)BˆzvBˆz¯vAˆ (zσ1 )a (σ1) (7.551)
where g(σ1) ≡ det gab(σ1) and BzvB˜z¯v is the contribution from the path integral measure in
holomorphic normal coordinates, derived using a metric viewpoint in Sec. 3.9 and a holomor-
phic transition function viewpoint in Sec. 3.10 (the two are equivalent but the latter makes
reparametrisation invariance manifest).
We emphasise from the outset that the operator (7.551) makes sense as a path integral
insertion only if it is insensitive to the phase of the local frame coordinate, zσ1 , which will in
turn be the case either if it is part of a handle operator (in which case there will also be a
factor Bˆθ that elevates the phase, θ, to a modulus that is to be integrated), or if Aˆ
(zσ1 )
a (σ1)
is level-matched from the outset, which will be the case if it is associated to an asymptotic
state. For further elaboration see Sec. 3.2 and the discussion below.
The explicit expression for the measure that translates fixed-picture vertex operators to
integrated-picture using holomorphic normal coordinates is given, e.g., in (3.331), reproduced
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here for convenience,
Bˆzv = −b(zσ1 )−1 (σ1)−
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1z¯σ1 R(2)(σ)
)∣∣∣∣
σ=σ1
b˜(zσ1 )n (σ1)
Bˆz¯v = −b˜(zσ1 )−1 (σ1)−
1
4
∞∑
n=1
1
(n+ 1)!
(
∇n−1zσ1 R(2)(σ)
)∣∣∣∣
σ=σ1
b(zσ1 )n (σ1)
(7.552)
Explicitly evaluating the operator A (zσ1 )a making use of the normal-ordered fixed picture
vertex operator given in (7.549), the result exponentiates and we find,
BzvBz¯vAˆ
(zσ1 )
a (σ1) =
= gD : exp
∑
n≥2
(
b(1)n
(n− 2)!∇
n−2
zσ1
b
)
e−inq ·
1
2x
(zσ1 ) + c(1)0 ∇zσ1c
+
∑
n≥1
c(1)n
( 1
(n+ 1)!∇
n+1
zσ1
c− 14
1
(n+ 1)!∇
n−1
zσ1
R(2)(σ1)
(
c˜+ b˜(1)1 e−iq ·
1
2x
(zσ1 )
))
e−inq ·
1
2x
(zσ1 )
+
∑
n≥1
1
n
ian
(n− 1)! ·
√
2
α′
∇nzσ1x e
−inq · 12x(zσ1 )
eip· 12x(zσ1 )(σ1)
× exp
∑
n≥2
(
b˜(1)n
(n− 2)!∇
n−2
z¯σ1
b˜
)
e−inq ·
1
2x
(zσ1 ) + c˜(1)0 ∇z¯σ1 c˜
+
∑
n≥1
c˜(1)n
( 1
(n+ 1)!∇
n+1
z¯σ1
c˜− 14
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1)
(
c+ b1 e−iq ·
1
2x
(zσ1 )
))
e−inq ·
1
2x
(zσ1 )
+
∑
n≥1
1
n
ia˜n
(n− 1)! ·
√
2
α′
∇nz¯σ1x e
−inq · 12x(zσ1 )
eip· 12x(zσ1 )(σ1) :zσ1
(7.553)
Notice that the Ricci scalar contribution and matter zero modes provide the obstruction to
chiral splitting as expected on general grounds, and that the full vertex operator is at most
quadratic in R(2) since c, c˜ are Grassmann-odd.
When the above vertex operators are used to cut open trivial homology cycles only the
level-matched subset will propagate . So in this case we can also project onto the level-
matched subset from the outset by integrating over the phase of the frame coordinate,
BzvBz¯vAˆ
(zσ1 )
a (σ1) →
∫ 2pi
0
dφ
2piBzvBz¯vAˆ
(zσ1/eiφ)
a (σ1).
We can in turn make this phase explicit in (7.553) by noting that rotating the frame coor-
dinate by a phase, zσ1 → eiφzσ1 , can be undone by replacing the quantum numbers, an, b(1)n
and c(1)n by einφan, einφb(1)n and einφc(1)n respectively (and similarly for the anti-chiral halves
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where −φ rather than φ appears in the exponents). To be precise,
BzvBz¯vAˆ
(zσ1/eiφ)
a (σ1) =
= BzvBz¯vAˆ (zσ1 )a (σ1)
∣∣∣
(an,bn,cn,a˜n,b˜n,c˜n)→(einφan,einφbn,einφcn,e−inφa˜n,e−inφb˜n,e−inφc˜n)
(7.554)
As we have demonstrated on general grounds in Sec. 6, when the above integrated vertex
operator is used to construct a handle operator the resulting amplitudes are gauge invariant
up to a total derivative on moduli space provided this phase, φ, is identified with a modulus
and is integrated (which always attaches a ghost contribution (b0 − b˜0) to either the zσ1 or
the zσ2 frame vertex operator).
Finally, as we have already shown in (2.139) on p. 56, the quantity zσ1(σ1) transforms as
a scalar under reparametrisations, σ1 → σˆ1(σ1), and since all quantities appearing in (7.553)
depend on σ1 only implicitly via zσ1(σ1) (or zσ1(σ) evaluated at σ = σ1) it follows that the full
integrated vertex operator transforms as a scalar under reparametrisations of the underlying
auxiliary coordinate on patch overlaps, and is hence (modulo U(1) frame rotations that are
ambiguous) globally well-defined on the entire Riemann surface on which it is inserted. Since
we always take this U(1) to be integrated [10] the corresponding ambiguity is removed.
7.6 Fixed-Picture with Pinch and Twists
When we wish to associate to the cycle we cut open using a handle operator pinch and
twist moduli then the resolution of unity,
∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q), (7.555)
is dressed by path integral measure insertions,
BˆqBˆq¯ =
b
(z2/q)
0 b˜
(z2/q)
0
qq¯
, (7.556)
(acting on either of the two coherent states since b(z1)0 = b
(z2)
0 , note also that b
(z2/q)
0 = b
(z2)
0 ).
Since we are moving the ghost contributions in pairs there are no additional minus signs, the
precise reasoning was explained very clearly in [13] and applies also here, the only difference
being that our local operators have indefinite ghost number (but definite Grassmannality).
Provided however that we insert the correct number of path integral measure contributions
the result will always project onto the correct number of ghost insertions. (When cutting
non-trivial homology cycles this number is summed over, but this is automatic when using
248
the coherent state basis.) The handle operator (7.555) is then replaced by:
Hˆ =
∫
d2q
∑∫
a
Aˆ (z1)a (p1)
[
BˆqBˆq¯ Aˆ
a
(z2/q)(p2)
]
(7.557)
Let us now consider the quantity:
b
(z2)
0 b˜
(z2)
0 Aˆ
a
(z2/eiθ)(p2).
It is a simple exercise to show that when acting with the anti-ghosts, b(z2)0 b˜
(z2)
0 , on the coherent
state basis the sole effect is to remove the c0, c˜0 dependence from both vertex operators. To
see how this works in coherent state language notice primarily that applying b(z2)0 b˜
(z2)
0 to the
relevant factor in (7.528) gives,
b
(z2)
0 b˜
(z2)
0 · exp
(
c
(2)
0 ∂c+ c˜
(2)
0 ∂¯c˜
)
c˜c e−ip·x(0,0) = c(2)0 c˜
(2)
0 c˜c e
−ip·x(0,0). (7.558)
Since this is the only factor on which the b(z2)0 b˜
(z2)
0 term acts non-trivially in the vertex
operator Aˆ a(z2) in (7.528), and since there are integrals over the Grassmann-odd quantum
numbers setting c(1)0 = c
(2)
0 and c˜
(1)
0 = c˜
(2)
0 in the sum over states (7.557), seen explicitly in
(7.524) and (7.525), only the c(1)0 = c˜
(1)
0 = 0 terms can contribute in Aˆ (z1)a . So the overall
effect of the pinch and twist ghost moduli insertions is to effectively set c(1)0 = c˜
(1)
0 = c
(2)
0 =
c˜
(2)
0 = 0 in the vertex operators and multiply the overall result by c
(2)
0 c˜
(2)
0 which can then
freely be integrated out.
To be precise, if we focus on the sum/integral in (7.557) over c˜(1)0 , c
(1)
0 , c˜
(2)
0 , c
(2)
0 , according
to (7.558) and (7.525) we encounter the following integral,∫ [
dc˜
(1)
0 dc
(1)
0 dc˜
(2)
0 dc
(2)
0
]
δ(c(2)0 − c(1)0 )δ(c˜(2)0 − c˜(1)0 )c(2)0 c˜(2)0 = 1, (7.559)
so we see that we reach the same result for the handle operator, Hˆ, if we set c(1)0 = c˜
(1)
0 = 0
in (7.549), likewise set c(2)0 = c˜
(2)
0 = 0 in Aˆ a(z2/q), and also replace the corresponding measure
(7.525) by,∫
dµ′abc =
∫
dµabc c
(2)
0 c˜
(2)
0
=
( ∏
n>0,µ
∫ daµ∗n ∧ daµn
2piin
da˜µ∗n ∧ da˜µn
2piin
)
exp
[ ∞∑
n=1
(
− 1
n
an · a∗n −
1
n
a˜n · a˜∗n
)]
×
( ∞∏
n=1
∫ [
dc(1)n db
(2)
n dc
(2)
n db
(1)
n dc˜
(1)
n db˜
(2)
n dc˜
(2)
n db˜
(1)
n
])
× exp
[ ∞∑
n=1
(
b(1)n c
(2)
n + b(2)n c(1)n + b˜(1)n c˜(2)n + b˜(2)n c˜(1)n
)]
(7.560)
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in terms of which the handle operator (7.557) reads,
Hˆ =
∑∫
a
′
Aˆ
′(z1)
a (p1)
∫
d2q qL0−1q¯L˜0−1Aˆ
′a
(z2)(p2) (7.561)
where the prime in the sum/integral over a reminds us to replace dµabc by dµ′abc in (7.524),
and the prime on the fixed-picture vertex operators reminds us to set c(1)0 = c˜
(1)
0 = c
(2)
0 =
c˜
(2)
0 = 0, that is,
Aˆ
′(z1)
a (p1) ≡ Aˆ (z1)a (p1)
∣∣∣
c
(1)
0 =c˜
(1)
0 =0
, Aˆ
′a
(z2)(p2) ≡ Aˆ a(z2)(p2)
∣∣∣
c
(2)
0 =c˜
(2)
0 =0
. (7.562)
7.7 Integrated Picture with Pinch and Twists
Generalising the handle operator (7.557) to the case where the corresponding vertex
operators are in integrated- rather than fixed-picture follows immediately from the above so
we will be brief. The handle operator of interest is now:
Hˆ =
∫
d2zv1
∫
d2zv2
∫
d2q
∑∫
a
[
Bˆzv1 Bˆz¯v1 Aˆ
(z1)
a (p1)
] [
Bˆzv2 Bˆz¯v2 BˆqBˆq¯ Aˆ
a
(z2/q)(p2)
]
. (7.563)
The derivation that led to (7.561) applies here also, in particular comparing (7.563) to (7.557)
we see primarily that (7.563) can also be written as,
Hˆ =
∫
d2zv1
∫
d2zv2
∫
d2q
∑∫
a
′ [
Bˆzv1 Bˆz¯v1 Aˆ
′(zσ1 )
a (σ1)
] [
qL0−1q¯L˜0−1Bˆzv2 Bˆz¯v2 Aˆ
′a
(zσ2 )
(σ2)
]
,
(7.564)
where again recall that d2zv1 is really shorthand for d2σ12
√
g(σ1), and similarly for the zv2
measure. We can now simply write down the answer for the action of the remaining measure
contributions on the local operators by reading off the result obtained in (7.553). The only
difference is that we are to set c0 = c˜0 = 0 in both the zσ1 and zσ2 patch local operators, in
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particular,
BzvBz¯vAˆ
′(zσ1 )
a (σ1) =
= gD : exp
∑
n≥2
(
b(1)n
(n− 2)!∇
n−2
zσ1
b
)
e−inq ·
1
2x
(zσ1 )
+
∑
n≥1
c(1)n
( 1
(n+ 1)!∇
n+1
zσ1
c− 14
1
(n+ 1)!∇
n−1
zσ1
R(2)(σ1)
(
c˜+ b˜(1)1 e−iq ·xR
))
e−inq ·
1
2x
(zσ1 )
+
∑
n≥1
1
n
ian
(n− 1)! ·
√
2
α′
∇nzσ1x e
−inq · 12x(zσ1 )
eip·xL(σ1)
× exp
∑
n≥2
(
b˜(1)n
(n− 2)!∇
n−2
z¯σ1
b˜
)
e−inq ·xR
+
∑
n≥1
c˜(1)n
( 1
(n+ 1)!∇
n+1
z¯σ1
c˜− 14
1
(n+ 1)!∇
n−1
z¯σ1
R(2)(σ1)
(
c+ b1 e−iq ·
1
2x
(zσ1 )
))
e−inq ·xR
+
∑
n≥1
1
n
ia˜n
(n− 1)! ·
√
2
α′
∇nz¯σ1xR e
−inq ·xR
eip·xR(σ1) :zσ1
(7.565)
The corresponding explicit expression for the z2-frame vertex operator is obtained by re-
placing the z1-frame labels by z2, the z1-frame vertex operator quantum numbers by the
corresponding z2-frame quantum numbers (which are in turn obtained by comparing (7.526)
to (7.528)).
In the following section we present some explicit amplitude computations, the simplest
examples in particular that probe worldsheet duality, modular invariance, normalisations,
etc.
8 Explicit Amplitudes
In this section we will compute all sphere one-point and two-point amplitudes, we will
show that cutting open the path integral by cutting out a disc (with no insertions) and gluing
in a handle operator (to reattach the disc to the surface) produces the SL(2,C) vacuum, we
show that the handle operators constructed (at fixed complex structure) produce a resolution
of unity, and finally demonstrate that one-loop modular invariance and tree-level worldsheet
duality all remain intact in the handle operator formalism.
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8.1 Sphere 1-Point Amplitudes
We begin by computing all sphere one-point amplitudes using the offshell vertex operators
(7.549) or (7.545) with all quantum numbers generic. The quantity of interest is then:
e−2Φ
〈
Aˆ a(z2)
〉
S2
. (8.566)
Taking into account the normalisation (8.582) that we use throughout, we insert (7.549),
integrate out the matter and ghosts (including zero modes), and find:
e−2Φ
〈
Aˆ a(z2)
〉
S2
= 8pii
α′gD
(2pi)DδD(p − q)
(
c˜20c
2
0c˜
2
1c
2
1
)
(8.567)
The explicit argument of the delta function, p−q , is reminiscent of the fact that the one-point
amplitude only gets contributions from onshell massless states.
To see that the result (8.567) not only makes sense but that it is also fundamental for
overall consistency, let us next consider a generic string amplitude and focus on any patch
of the underlying Riemann surface, Σ, where there are no insertions. Then associate to that
patch a chart (U1, z1). We then cut out a disc, say of radius |z1| = 1 −  (with 0 <   1),
centred at z1 = 0, so that we end up with two disconnected surfaces, namely the original
Riemann surface but now with a boundary, Σ \D, and a disc, D. Let us think of the disc as
a sphere with a “tiny” hole cut out, and cover this surface with two charts. The first of these
two charts, (U2, z2), is centred at the “centre” of the “hole” (whose radius is |z2| = 1 − )
and extends beyond the equator, and the second chart, (U3, z3), covers the complement, but
also contains an overlap U2 ∩ U3 which is an equatorial band (and topologically an annulus)
with holomorphic transition function, z2z3 = 1.
We next insert a handle operator that glues the two boundaries. In particular, we can
implicitly imagine that we attach discs with punctures to the two boundaries and then
we insert the local operators, A (z1)a , and Aˆ a(z2) at these two punctures (associated to the
punctured Σ and S2 respectively). The relevant transition function that connects the two
local operators of the handle operator will be taken to be z1z2 = 1, and the sewn region
corresponds to 1−  < |z1| < 1 + . Since the disc (or once-punctured sphere) has no other
insertions, it must therefore be the case that the following equality holds:
e−χ(Σ)Φ
〈
. . .
〉
Σ
= e−χ(Σ)Φ
〈
. . .
∑∫
a
Aˆ (z1)a
〉
Σ
e−2Φ
〈
Aˆ a(z2)
〉
S2
(8.568)
The dots, ‘. . . ’, denote operator insertions that are “sufficiently far” from the operator in-
sertion, Aˆ (z1)a , which is in turn inserted z1 = 0. Indeed, it is a simple exercise to show that
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Figure 27: Schematic representation of (8.568), equivalently (8.569), namely the fact that
when we insert a handle operator that implements cutting open the path integral across a
cycle that is homotopic to the identity the resulting amplitudes are unchanged.
substituting (8.567) into (8.569) and tracing back the various definitions, see (7.524), (7.525)
and (7.549) or (7.545), yields:
1 =
∑∫
a
Aˆ (z1)a e
−2Φ〈Aˆ a(z2)〉S2 (8.569)
This is simply the SL(2,C) vacuum, which is really the ‘number’ 1 (as opposed to the unit
operator, 1). The underlying geometrical configuration is depicted in Fig. 27.
This elementary consistency check ensures that the vertex operator normalisation, the
explicit expression for the summation symbol over a, and the normalisation of correlators
(8.582) are all consistent. Furthermore, it ensures that pinching off a sphere with no insertions
leaves amplitudes invariant, as must clearly be the case.
8.2 Sphere 2-Point Amplitudes
In this subsection we compute all sphere 2-point amplitudes using the offshell vertex
operators (7.549) or (7.545) with all quantum numbers generic:
e−2Φ
〈
Aˆ a(z2)Aˆ
(z1)
a′
〉
S2
. (8.570)
Armed with the resolution of unity (7.523), this will then be used to explicitly check the
fundamental factorisation requirement (5.401),
Aˆ (z1)a′ =
∑∫
a
Aˆ (z1)a e
−2Φ
〈
Aˆ a(z2)Aˆ
(z1)
a′
〉
S2
, with z1z2 = 1, (8.571)
and its cousins (5.402). Given that coherent states can also be regarded as generating
functions for momentum eigenstates it is in fact sufficient to establish (8.571) in order to also
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Aˆ a(z2)
Aˆ (z1)a
Aˆ
(z1)
a0Aˆ
(z1)
a0
Aˆ
(z1)
a0
Figure 28: Schematic representation of three equivalent configurations, namely the gluing
consistency condition (8.571), which corresponds to the statement that we can cut open the
path integral across a given cycle which contains one (or more) puncture(s) provided we
sum/integrate over all boundary conditions (i.e. over all quantum numbers of the inserted
vertex operators which create the resolution of unity). The resulting amplitudes are identical
before (left-most diagram) and after the cut (right-most diagram). One can also use this to
change basis. The pinched-off two-point sphere amplitude is given precisely by (8.573) when
all insertions are in a coherent state basis.
establish the remaining relations in (5.402). In this section we will confirm that (8.571) is
indeed satisfied by the offshell coherent states (7.526) and (7.528) when the sum/integral ∑∫
a
is interpreted as in (7.524) and (7.525). The underlying geometrical configuration is depicted
in Fig. 28.
The operators in the two-point sphere amplitude (8.570) are inserted at the origin of their
respective coordinate charts (U1, z1) and (U2, z2), with transition function z1z2 = 1 on the
patch overlap, U1 ∩ U2, which corresponds to an equatorial band with the topology of an
annulus. We could imagine the operators Aˆ a(z2) and Aˆ
(z1)
a′ inserted at the north (N) and south
(S) poles respectively of a sphere, such that z1(S) = z2(N) = 0. We insert the normal-ordered
z1-frame offshell state (7.544) (with quantum numbers, {a′n, b′(1)n , c′(1)n , a˜′n, b˜′(1)n , c˜′(1)n , p′, q ′}
and frame modes {α(z1)−n , b(z1)−n , . . . }) and its dual in the z2 frame (obtained from the former
by replacing the aforementioned quantum numbers by {−a∗n, b(2)n , c(2)n ,−a˜∗n, b˜(2)n , c˜(2)n ,−p,−q}
while also replacing the frame labels of all modes, {α(z1)−n , b(z1)−n , . . . } → {α(z2)−n , b(z2)−n , . . . }) into
the two-point amplitude. Similar remarks hold for the zero modes. We then unwrap the
various mode contours off the sphere (using that on patch overlaps coordinate frames are
related by the transition function z1z2 = 1 so that (7.498) applies with q = 1) and use
commutation relations,
[α(z1)n , α(z1)m ] = nδn+m,0, {b(z1)n , c(z1)m } = δn+m,0. (8.572)
to bring the annihilation operators onto their respective SL(2,C) vacua where we in turn
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make use of (7.503). (The spacetime indices and metric ηµν on the left- and right-hand sides
respectively are of course implicit in the first relation, and there are similar relations for the
anti-chiral halves). We then translate all zero modes to the same frame (say z1) and use the
universal normalisation (7.505) that we use throughout. The result is very simple:
e−2Φ
〈
Aˆ a(z2)Aˆ
(z1)
a′
〉
S2
= 8pii
α′
(2pi)DδD(p − p′)δ
(
c
(2)
0 + c
′(1)
0
)
δ
(
c˜
(2)
0 + c˜
′(1)
0
)
× exp
{ ∞∑
n=1
( 1
n
a˜∗n · a˜′n + c˜(2)n b˜
′(1)
n − b˜(2)n c˜
′(1)
n
)}
× exp
{ ∞∑
n=1
( 1
n
a∗n · a′n + c(2)n b
′(1)
n − b(2)n c
′(1)
n
)} (8.573)
This holds for arbitrary offshell local operators of the form (7.545) (with generic quantum
numbers).
Let us work through the various steps leading to (8.573) in further detail. The zero modes
are fairly subtle, because coherent states correspond to an infinite superposition of momentum
eigenstates, and in computing (8.573) we therefore encounter an infinite superposition of delta
functions. Remarkably, these can all be rearranged so that the full two-point amplitude is
indeed proportional to δD(p−p′) as indicated in (8.573), so let us also discuss how this comes
about.
Focusing initially on the matter contributions118, recall (7.545) and (7.546), we will con-
sider the quantity:
e−2Φ
〈
:e−
∑∞
n=1
1
n
(A∗n·α(z2)−n +A˜∗n·α˜
(z2)
−n )e−ip·x
(z2)(p2) :z2 : e
∑∞
m=1
1
m
(A ′m·α(z1)−m+A˜
′
m·α˜(z1)−m )eip
′·x(z1)(p1) :z1
〉
S2
,
(8.574)
with ghosts implicit. Notice there are exponentials contained in:
A ′m := a′me−imq
′· 12x(z1) , A˜ ′m¯ := a˜′m¯e−im¯q
′· 12x(z1)
A∗n := a∗neinq·
1
2x
(z2) , A˜∗n¯ := a˜∗n¯ein¯q·
1
2x
(z2)
(8.575)
which as the reader may recall from the discussion in Sec. 7.2 are the price of requiring these
coherent states have well-defined scaling dimension. Unwrapping the modes off the z2 patch
and into the z1 patch (while preserving the definitions and frames in (8.575)) implies (8.574)
is also equal to,
e−2Φ
〈
:e
∑∞
n=1
1
n
(A∗n·α(z1)n +A˜∗n·α˜(z1)n )e−ip·x
(z2)(p2) :z2 : e
∑∞
m=1
1
m
(A ′m·α(z1)−m+A˜
′
m·α˜(z1)−m )eip
′·x(z1)(p1) :z1
〉
S2
(8.576)
118The mechanism underlying the ghost contribution is (modulo zero modes) identical, see below.
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where we made use of the fact that we can freely pull oscillator modes outside the normal
ordering, and therefore that we can also change their frame while formally “depicting” them
as being inside the original normal ordering. We then expand the exponentials and make
use of the definitions (8.575). Since the oscillators are now all in the z1 frame we can make
use of the commutators (8.572) to pass all annihilation operators to the right and onto the
SL(2,C) vacuum at p1, so that (8.577) is equivalent to:
∞∑
a=0
1
a!
∞∑
{n1,...,na}=1
( a∏
i=1
1
ni
a∗ni · a′ni
) ∞∑
b=0
1
b!
∞∑
{m1,...,mb}=1
( b∏
j=1
1
mj
a˜∗mj · a˜′mj
)
× e−2Φ
〈
:e−i(p−N+N˜2 q)·x(z2)(p2) :z2 :ei(p
′−N+N˜2 q ′)·x(z1)(p1) :z1
〉
S2
,
(8.577)
where we defined the positive integers N := ∑ai=1 ni and N˜ := ∑bj=1mj, and notice that
the same quantities, N, N˜ , appear in both exponentials in the remaining correlator as a
consequence of the commutation relations (8.572).
Focus next on the remaining correlator in (8.577). Since the inserted exponentials are
primaries of conformal weight α′4 k
2 where k = p − N+N˜2 q (and similarly for the insertion at
p2 with k′ = p′ − N+N˜2 q ′), we can transform the z2 frame insertion to the z1 frame using the
transition function, z1(p)z2(p) = 1, (by a slight abuse since strictly the two charts overlap at
neither p1 nor p2, but only on an annular equatorial band excluding these points, p 6= p1, p2),
:e−ik·x(z2)(p2) :z2 =
(
∂z1
∂z2
∂z¯1
∂z¯2
(p2)
)α′
4 k
2
:e−ik·x(z1)(p2) :z1
= |z1(p2)|α′k2:e−ik·x(z1)(p2) :z1
(8.578)
The quantity |z1(p2)| is formally infinite (for the above reason), but this will not be a problem
since this factor will cancel out as we will see momentarily. (If one prefers one can use that
these insertions transform as tensors under shifts to construct new charts that do overlap at
p1, p2, but the result is the same.)
We then insert (8.578) into the correlator, and decompose x(z1) into zero modes and
fluctuations (see [14]). Integrating out the fluctuations leads to the following result for the
remaining correlator in (8.577),
e−2Φ
〈
:e−ik·x(z2)(p2) :z2 :eik
′·x(z1)(p1) :z1
〉
S2
= e−2Φ|z1(p2)|α′k2
〈
|z1(p2)|−α′k2:e−ik·x(z1)(p2)eik′·x(z1)(p1) :z1
〉
S2
= e−2Φ
〈
:e−ik·x(z1)(p2)eik
′·x(z1)(p1) :z1
〉
S2
,
(8.579)
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where for the Wick contractions of the fluctuations (after translating all insertions to the z1
frame) we used the free-boson propagator, 〈xµ(z1)(p2)xν(z1)(p1)〉 = −α
′
2 η
µν ln |z1(p2)− z1(p1)|2,
taking into account that by definition z1(p1) = 0. (We could also make use of the fact that
the zero mode piece is independent of the location, p2, of the insertion, and therefore take
p2 → p1 in the remaining correlator. Since the remaining insertion is inside the one remaining
normal ordering it only receives zero mode contributions.)
Let us now include also the ghost contributions in (8.577). The following rearrangement
formula is useful,
exp
(
C˜ (2)0 c˜
(z2)
0 + C˜
(2)
1 c˜
(z2)
−1
)(
c˜
(z2)
1 + B˜
(2)
1
)
exp
(
C (2)0 c
(z2)
0 + C
(2)
1 c
(z2)
−1
)(
c
(z2)
1 + B
(2)
1
)
× exp (C˜ ′(1)0 c˜(z1)0 + C˜ ′(1)1 c˜(z1)−1 )(c˜(z1)1 + B˜ ′(1)1 ) exp (C ′(1)0 c(z1)0 + C ′(1)1 c(z1)−1 )(c(z1)1 + B ′(1)1 )
= δ
(
C (2)0 + C
′(1)
0
)
δ
(
C˜ (2)0 + C˜
′(1)
0
)
exp
(− B˜(2)1 C˜ ′(1)1 + C˜ (2)1 B˜ ′(1)1 )
× exp (− B(2)1 C ′(1)1 + C (2)1 B ′(1)1 )c(z1)−1 c(z1)0 c(z1)1 c˜(z1)−1 c˜(z1)0 c˜(z1)1 ,
(8.580)
where we unwrapped the z2 frame modes onto the z1 patch (using that on patch overlaps,
z1z2 = 1). Recall also (7.546) for the definitions of the various “capital-letter” quantities.
The remaining ghost commutators are precisely analogous to the matter commutators that
led to (8.577), which (taking (8.580) into account) in turn generalises to,
g2D δ
(
c
(2)
0 + c
′(1)
0
)
δ
(
c˜
(2)
0 + c˜
′(1)
0
)
×
∞∑
a=0
1
a!
∞∑
{n1,...,na}=1
a∏
i=1
( 1
ni
a∗ni · a′ni + c(2)n b
′(1)
n − b(2)n c
′(1)
n
)
×
∞∑
b=0
1
b!
∞∑
{m1,...,mb}=1
b∏
j=1
( 1
mj
a˜∗mj · a˜′mj + c˜(2)n b˜
′(1)
n − b˜(2)n c˜
′(1)
n
)
× e−2Φ
〈
:e−i(p−N+N˜2 q)·x(z1)(p2)c(z1)−1 c
(z1)
0 c
(z1)
1 c˜
(z1)
−1 c˜
(z1)
0 c˜
(z1)
1 e
i(p′−N+N˜2 q ′)·x(z1)(p1) :z1
〉
S2
,
(8.581)
where we also made use of (8.579), and included two powers of the string coupling, g2D,
associated to the two vertex operators. This is now equal to the full two-point amplitude
(8.570) we are aiming for.
The remaining correlator in (8.581) is entirely associated to matter and ghost zero modes
(since the entire insertion is inside the z1-frame normal ordering there are no remaining
matter fluctuations). We can compute this correlator by appealing to the normalisation of
the measure (7.505) used throughout, which is in particular equivalent to:
e−2Φ
〈
:e−ik·x(z1)(p2) c(z1)−1 c
(z1)
0 c
(z1)
1 c˜
(z1)
−1 c˜
(z1)
0 c˜
(z1)
1 e
ik′·x(z1)(p1) :z1
〉
S2
= 8pii
α′g2D
(2pi)DδD(k − k′).
(8.582)
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This in turn tells us that the two-point amplitude (8.581) is proportional to:
δD(k − k′) = δD
(
p −Mq − p′ +Mq ′
)
, with M = 12(N + N˜).
Taking into account that the relations q2 = 0 and p · q = 2/α′ are valid offshell as well as
onshell, and making use of the fact that we can therefore choose lightcone coordinates such
that,
(p −Mq)µ =

p− −Mq−, with q− = − 2
α′
1
p+
p+
pi
it follows that:
δD(k − k′) = δ(p− − p′− −Mq− +Mq ′−)δ(p+ − p′+)δD−2(p− p′)
= δ(p− − p′−)δ(p+ − p′+)δD−2(p− p′)
= δD(p − p′),
(8.583)
where in the second line we used the p+ = p′+ momentum conservation constraint. So the
q , q ′ dependence cancels out, entirely because of momentum conservation and independently
of any onshell conditions.
Incidentally, this is a fairly remarkable observation, because one might not expect to see
an overall D-dimensional momentum delta function unless the states under consideration
are momentum eigenstates, but clearly these coherent states are not momentum eigenstates
and yet they still have such an overlap. That this is possible is because p is not the actual
momentum of either one state (there is also q). This property (8.583) is in fact crucial for
there to exist an offshell resolution of unity, as we will discuss momentarily.
Substituting (8.583) into (8.582), which is in turn substituted back into the full result for
the two-point amplitude (8.581), we see that the various remaining sums and products can
all be carried out and exponentiate as shown in the final answer for the two-point amplitude
(8.573).
It is worth pointing out that we would have obtained precisely the same result (8.573) for
the two-point amplitude had we instead used the basis of states given in (7.2) (with q = 1),
which serves as a good consistency check.
Having computed the two-point sphere amplitudes (8.573) we next make use of the result
to check the basic factorisation requirement (8.571). Recall now that the interpretation for
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the sum/integral over states, Σ
∫
a, for this basis was derived above, see (7.524) and (7.525). So
we have the following representation for the right-hand side of (8.571),∑∫
a
Aˆ (z1)a e
−2Φ
〈
Aˆ a(z2)Aˆ
(z1)
a′
〉
S2
=
∫
dµabc Aˆ
(z1)
a δ
(
c
(2)
0 + c
′(1)
0
)
δ
(
c˜
(2)
0 + c˜
′(1)
0
)
× exp
{ ∞∑
s=1
(1
s
a∗s · a′s + c(2)s b
′(1)
s − b(2)s c
′(1)
s
)}
× exp
{ ∞∑
s=1
(1
s
a˜∗s · a˜′s + c˜(2)s b˜
′(1)
s − b˜(2)s c˜
′(1)
s
)}
(8.584)
where we used the momentum-conserving delta function to integrate out the momenta and
cancelled the factors α′/(8pii). The remaining integrals may be trivially carried out on
account of (7.515) and (7.518), with Aˆ (z1)a given in either (7.541) or (7.549), leading precisely
to the stated factorisation expression (8.571), namely,∑∫
a
Aˆ (z1)a e
−2Φ
〈
Aˆ a(z2)Aˆ
(z1)
a′
〉
S2
= Aˆ (z1)a′ , with z1z2 = 1.
This demonstrates that both vertex operators and our interpretation for the sum/inte-
gral over states are correctly normalised while showing that the coherent state basis indeed
provides a resolution of unity. In fact, as we discuss in the following section, the two-point
function (8.573) also plays a crucial role in demonstrating that the one-loop vacuum am-
plitude derived using the handle operator formalism is modular invariant, which is a highly
non-trivial (but easily derived) result.
8.3 One-Loop Modular Invariance
Computing string amplitudes using handle operators obscures manifest modular invari-
ance. For example, inserting a handle operator for a non-trivial homology cycle, say AI ,
singles out this cycle, whereas the 2g homology cycles get mixed under modular transforma-
tions. Let us elaborate further.
The first homology group (see e.g. [35]) of a compact Riemann surface is given by
H1(Σ,Z) = Z2g. Let us then choose a canonical homology basis and denote the corre-
sponding cycles by AI , BI , I = 1, . . . ,g. Denote by I(σ, γ) the intersection product of any
two cycles σ, γ (= nIAI + mIBI , with nI ,mI integers). Then, that the basis is canonical
corresponds to the statement,
I(AI , AJ) = I(BI , BJ) = 0, I(AI , BJ) = −I(BJ , AI) = δIJ (8.585)
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Figure 29: A sketch of the canonical intersection basis, AI , BI , with I = 1, . . . ,g, for 2g
(non-trivial) homology cycles of a genus-g closed and oriented Riemann surface.
See Fig. 29. The basis AI , BI is not unique; any basis A′I , B′I with
A′I = DIJAJ + CIJBJ , B′I = BIJAJ + AIJBJ , (8.586)
will satisfy (8.585) provided the 2g × 2g matrix
(
A B
C D
)
is an element of the symplectic (or
modular) group Sp(2g,Z):
(
A B
C D
)T( 0 1−1 0 )( A BC D ) = ( 0 1−1 0 ), as can be explicitly verified. This
is a residual symmetry not fixed by choosing a homology basis. One may think of the mod-
ular group as being generated by 2pi twists (referred to as Dehn twists) around the AI and
BI cycles, which are in turn associated to large diffeomorphisms of Σ that are not contin-
uously connected to the identity. For example, if we use handle operators to implement
cutting across the g AI-cycles we should obtain the same result for the corresponding am-
plitude if instead we cut along a different set of g cycles. In particular, amplitudes should
be invariant under the transformations (8.586), which is to say that amplitudes should be
modular-invariant.
So we should check that the resulting amplitudes are indeed modular invariant in the
presence of handle operators. Rather than present a general proof at arbitrary genus we
will focus on the simplest example where modular invariance plays a crucial role, namely
the torus, T 2, the one-loop vacuum amplitude. Regarding the generalisation of the proof of
modular invariance at arbitrary genus, there are general reasons to believe [14] that if one can
show that the one-loop one-point amplitude is modular invariant, so will arbitrary amplitudes
constructed by gluing be modular invariant. It would be nice to check this explicitly, but we
will nevertheless here focus on the slightly simpler case of the one-loop vacuum amplitude.
Let us think about the relevant worldsheet geometry. (The setup is similar to that
described in Sec. 3.8 with some minor changes.)
We primarily consider two coordinate charts (U1, z1) and (U2, z2) labelled by holomorphic
frame coordinates, z1 and z2. As usual then, to construct a handle we remove discs |z1| <
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(1− )|q|1/2 and |z2| < (1− )|q|1/2 with  a small parameter and glue by identifying pairs of
points z1, z2 if on U1 ∩h U2 they are related by:
z1z2 = q, (8.587)
as in (3.274). The overlap U1 ∩h U2 in turn is taken to correspond to the annular region:119
U1 ∩h U2 =
z1, z2
∣∣∣∣∣ (1− )|q|
1/2 < |z1| < (1 + )|q|1/2
(1− )|q|1/2 < |z2| < (1 + )|q|1/2
 (8.588)
as in (3.275). The complex parameter q = e2piiτ (with τ = τ1 + iτ2) will be identified with the
modulus of the torus, but we are not done yet. In order to create a torus we must specify
that the thus created handle is to be inserted, e.g., onto a sphere, so that we obtain an object
that is topologically a torus. This can be done, e.g., by pulling back the two charts onto a
sphere, or onto a plane (using stereographic projection), and subsequently pulling back the
two discs onto the plane with SL(2,C) transformations. We can then remove the two discs
as specified above and glue with (8.587) to create a handle. (This is essentially a Schottky
parametrisation of the torus.) Since handle operators are not invariant under SL(2,C) we
will also have to change coordinates which will also induce a corresponding change in normal
ordering as discussed above, see in particular (4.373) (on p. 168) with the choice (4.378) for
the subtractions.
But in fact there is a shortcut, because the specific calculation we are aiming to carry out
does not have any operator insertions on the remaining surface. We can use the fact that
the chart overlap (8.588) is restricted to the vicinity of the pinch, and therefore allow the
two charts to also overlap in a second annular region,
U1 ∩s U2 =
z1, z2
∣∣∣∣∣ (1 + ) < |z1| < (1 + 2)(1 + ) < |z2| < (1 + 2)
 (8.589)
and then glue on this chart overlap to create the sphere with:
z1z2 = 1,
which is to be interpreted that chart coordinates z1 and z2 are to be identified if on the chart
overlap (8.589) they are related by z1z2 = 1. (Here the letter ‘s’ (for sphere) on ∩s represents
the fact that from one viewpoint this patch overlap and gluing constructs a sphere. Of
course, due to the wonders of conformal field theory there is no real distinction as to which
part corresponds to the sphere and which corresponds to the handle.) The setup is shown in
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U1 \h U2U1 \h U2
U1 \s U2
U1
U2
Figure 30: Construction of a torus by using a cover with only two holomorphic charts,
(U1, z1) and (U2, z2). On U1 ∩h U2 we glue with z1z2 = q whereas on U1 ∩s U2 we glue with
z1z2 = 1.
Fig. 30. So since the full chart overlap,
U1 ∩ U2 =
{
U1 ∩h U2, U1 ∩s U2
}
is composed of two disconnected pieces, U1∩hU2 and U1∩sU2, and since furthermore neither
of these is diffeomorphic to a disc, the resulting cover is not a ‘good cover’. But we do not
need a good cover, and in fact with some care the above setup will be the most efficient
way to construct a torus using a handle operator insertion. (We could if we like introduce
additional charts but this will not be necessary here.) So we have completely specified the
relevant geometry.
The torus has one conformal Killing vector (associated to invariance under rigid coordi-
nate shifts in the two directions or homology cycles of the torus), so in the usual formulation
to compute a one-loop n-point amplitude we would insert one fixed-picture vertex operator
and n− 1 integrated-picture vertex operators. For the vacuum amplitude however there are
no vertex operator insertions, so we should specify how to fix the aforementioned invariance
under shifts.120 In particular, we cannot use the gauge-fixed path integral of Sec. 3.1 where
all vertex operators are in ‘fixed picture’, but we can instead use the ‘integrated-picture’ path
integral of Sec. 3.11. The latter explicitly unfixes the conformal Killing group symmetries
and in particular it also applies when the number, n, of external states is zero, n = 0. As
119We have placed a letter ‘h’ (for handle) on the set overlap symbol, ∩h, for a reason to become clear
momentarily.
120See also [73,74] for a related discussion.
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discussed there, a good starting point for evaluating the one-loop vacuum amplitude in the
BRST formalism is (3.350), namely:
ZT 2 =
∫
M1,0
d2q
4τ2
〈
BˆqBˆq¯ c˜
(w1)c(w1)
〉
T 2
. (8.590)
where we temporarily display the amplitude in terms of, q = e2piiτ (and τ = τ1 + iτ2), since
it is q that appears naturally in handle operators and the transition function (8.587), and
M1,0 is a fundamental domain of SL(2,Z)/Z2, such as,
M1,0 =
{
τ, τ¯
∣∣∣− 12 ≤ τ2 ≤ 12 , |τ | ≥ 1}, (8.591)
which corresponds to integrating over all tori with distinct complex structures.121
Using a handle operator approach enables us to compute this torus partition function,
ZT 2 , by computing a correlation function on a sphere, S2. The precise statement is (5.406),
in particular, 〈
. . .
〉
T 2
= e−2Φ
〈
. . .
∑∫
a
Aˆ (z1)a Aˆ
a
(z2/q)
〉
S2
, (8.592)
where the handle operator is constructed by gluing with z1z2 = q on the patch overlap
U1 ∩h U2. Regarding the ghost insertions, these are evaluated with the transition function
(8.587) leading to,
BˆqBˆq¯ = b(z2)0 b˜
(z2)
0 /(qq¯), (8.593)
where the mode contours encircle the annulus U1∩hU2 (and note that b(z2/q)0 b˜(z2/q)0 = b(z2)0 b˜(z2)0 ).
This was discussed in detail in Sec. 3.8 and Sec. 7.6. Finally, we need to also choose where to
insert the ghost operators, c˜(w1)c(w1)(p), and then change frame coordinates as appropriate.
We take p ∈ U1 ∩h U2. By looking back to the derivation of (8.590) in (3.350) we see that
the torus identification in terms of the w1 coordinate is w1 ∼ w1 + 1 and w1 ∼ w1 + τ , and
therefore the relevant holomorphic change of frame is122, w1(p) → z2(p) = e−iw1(p), so that
writing z ≡ z2(p),
c˜(w1)c(w1)(p) = c˜
(z2)(z¯)c(z2)(z)
zz¯
. (8.594)
Let us then substitute the results (8.594), (8.593) and (8.592) into (8.590),
ZT 2 =
∫
M1,0
d2q
4τ2
e−2Φ
〈∑∫
a
Aˆ (z1)a
(
b
(z2)
0 b˜
(z2)
0
qq¯
c˜(z2)(z¯)c(z2)(z)
zz¯
)
Aˆ a(z2/q)
〉
S2
. (8.595)
121This is equivalent to Polchinski’s trick of averaging over translations, see (7.3.3) in [14] (but in our
conventions the area of the torus is 2τ2 rather than 2(2pi)2τ2).
122The coefficient −i in the exponential is conventional [14] and we could also omit it without loss of
generality.
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It is convenient to pull the b0, b˜0 modes through the c, c˜ operators, and in particular evaluating
the relevant contour integrals yields,
b
(z2)
0 b˜
(z2)
0
c˜(z2)(z¯)c(z2)(z)
zz¯
= 1− c
(z2)(z)
z
b
(z2)
0 −
c˜(z2)(z¯)
z¯
b˜
(z2)
0 +
c˜(z2)(z¯)c(z2)(z)
zz¯
b
(z2)
0 b˜
(z2)
0 .
Noting furthermore that,
b
(z2)
0 Aˆ
a
(z2/q) = −c(2)0 Aˆ a(z2/q), b˜(z2)0 Aˆ a(z2/q) = −c˜(2)0 Aˆ a(z2/q),
it is seen that the effect of acting with the ghosts on Aˆ a(z2/q) in (8.595) leads to an exponen-
tiation, in particular,
ZT 2 =
∫
M1,0
d2q
4τ2
e−2Φ
qq¯
〈∑∫
a
Aˆ (z1)a
(
e−c
(2)
0 c
(z2)(z)/z−c˜(2)0 c˜(z2)(z¯)/z¯
)
Aˆ a(z2/q)
〉
S2
. (8.596)
Since the amplitude is independent of z, z¯ (recall the derivation in Sec. 3.11) we can simplify
the calculation further if we also average their location across the A-cycle:
c(z2)(z)
z
→
∮
A
dz
2piiz
c(z2)(z)
z
=
∮
A
dz
2piiz
∑
n∈Z
c(z2)n
zn
= c(z2)0 , (8.597)
and similarly for the anti-chiral half (note that the A cycle traverses the patch overlap
U1 ∩h U2). Therefore, (8.596) reduces to,
ZT 2 =
∫
M1,0
d2q
4τ2
e−2Φ
qq¯
〈∑∫
a
Aˆ (z1)a
(
e−c
(2)
0 c
(z2)
0 −c˜
(2)
0 c˜
(z2)
0
)
Aˆ a(z2/q)
〉
S2
, (8.598)
and by looking back at the explicit expression for the local operator Aˆ a(z2/q) it is seen why the
specific averaging (8.597) was chosen: the explicit exponential in the correlator in (8.598)
precisely cancels a corresponding exponential in Aˆ a(z2/q). In particular,
ZT 2 =
∫
M1,0
d2q
4τ2
1
qq¯
∑∫
a
[
e−2Φ
〈
Aˆ (z1)a Aˆ
a
(z2/q)
〉
S2
∣∣∣∣
c˜
(2)
0 =c
(2)
0 =0
]
. (8.599)
Let us now compute the correlator in (8.599). This is almost the same two-point amplitude
(8.573) that was computed in Sec. 8.2, but let us in this section rather use the basis of states
given in (7.536) on p. 239, which after normal ordering and an appropriate rescaling z2 → z2/q
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read:
Aˆ (z1)α := gD exp
[∑
n≥1
1
n
a˜n · α˜(z1)−n +
∑
n≥2
b˜(1)n b˜
(z1)
−n +
∑
n≥0
c˜(1)n c˜
(z1)
−n
]
× exp
[∑
n≥1
1
n
an · α(z1)−n +
∑
n≥2
b(1)n b
(z1)
−n +
∑
n≥0
c(1)n c
(z1)
−n
]
×
(
c˜
(z1)
1 + b˜
(1)
1
)(
c
(z1)
1 + b
(1)
1
)
eik·x
(z1) ,
Aˆ α(z2/q) := gD exp
[
−∑
n≥1
qn
1
n
a∗n · α(z2)−n +
∑
n≥2
qnb(2)n b
(z2)
−n +
∑
n≥0
qnc(2)n c
(z2)
−n
]
× exp
[
−∑
n≥1
q¯n
1
n
a˜∗n · α˜(z2)−n +
∑
n≥2
q¯nb˜(2)n b˜
(z2)
−n +
∑
n≥0
q¯nc˜(2)n c˜
(z2)
−n
)]
× (qq¯)α
′
4 k
2(
q¯−1c˜(z2)1 + b˜
(2)
1
)(
q−1c(z2)1 + b
(2)
1
)
e−ik·x
(z2)
(8.600)
The same calculation that led to (8.573) in the two-point amplitude computation of the
previous section can also be carried out here. One subtle point is that even though q 6= 1 in
the present section we unwrap the modes through the overlap U1 ∩s U2, where the relevant
transition function is z1z2 = 1 (rather than through the handle, U1∩hU2). This is just saying
that having inserted the handle operator we are really to think of the resulting object as a
two-point sphere amplitude, which is in turn constructed by gluing with z1z2 = 1 on U1∩sU2.
So, e.g., when we unwrap the modes we make use of O(z1)−n = (−)hO(z2)n .
Evaluating the two-point amplitude with the above insertions and taking into account
the above comments we find:
e−2Φ
〈
Aˆ (z1)α Aˆ
α
(z2/q)
〉
S2
= 8pii
α′
VDδ
(
c
(1)
0 + c
(2)
0
)
δ
(
c˜
(1)
0 + c˜
(2)
0
)
(qq¯)α
′
4 k
2−1
× exp
{ ∞∑
n=1
q¯n
( 1
n
a˜∗n · a˜n + c˜(2)n b˜(1)n − b˜(2)n c˜(1)n
)}
× exp
{ ∞∑
n=1
qn
( 1
n
a∗n · an + c(2)n b(1)n − b(2)n c(1)n
)}
,
(8.601)
where VD := (2pi)DδD(k − k), and we made use of the usual normalisation of the measure
given in (8.582). Notice that according to (8.599) we are to set c˜(2)0 = c
(2)
0 = 0.
Incidentally, it is also possible to carry out this computation with the handle operator
associated to local vertex operators (7.526) and (7.528) (or in fact their normal-ordered
counterparts), but it is more subtle because one must correctly account for the scaling under
z2 → z2/q of the zero modes in relation to the change of variables, k → p, that was discussed
on p. 228.
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Substituting (8.601) into (8.599), we then integrate out the various quantum numbers
using the definition for the sum/integral over α given in (7.534) and (7.535). The calculation
is very simple, in fact the formulas (7.515) and (7.519) make the computation immediate.
From the latter one finds that for every integer n the matter integrals produce D factors
of (1 − qn)−1, whereas the ghost integrals produce correspondingly a factor of (1 − qn)2
respectively. Setting D = 26 (which is the only case where the explicit results are valid
since we have not explicitly included a compactification manifold or an internal CFT more
generally), we find the result:
ZT 2 = iV26
∫
M1,0
d2τ
4τ2
(4piα′τ2)−13|η(τ)|−48, (8.602)
where we have written the result in terms of τ = τ1 + iτ2 (recall q = e2piiτ ), and η(τ) is the
Dedekind eta function, η(τ) = q 124 ∏∞n=1(1− qn). Note that the overall factor of i = √−1 can
be attributed to Wick rotating the time-like component of the momentum integral (the factor
of i appearing explicitly in (8.601) is cancelled by a corresponding factor in the sum/integral
over a).
The relation (8.602) is of course the standard result for the one-loop partition function of
bosonic string theory. Since this is explicitly modular invariant (i.e. invariant under τ → τ+1
and τ → −1/τ), the integration domain, M1,0, should indeed be restricted to a fundamental
domain in order to avoid overcounting, as advertised already in (8.591).
This is an important and non-trivial consistency check. We have shown that although
handle operators break manifest invariance under the modular group, they do in fact lead to
modular-invariant amplitudes. Presumably this remains true at arbitrary loop order, but this
has not been shown. Furthermore, the tree-level normalisation we have employed throughout
the document automatically leads to the correct normalisation for one-loop amplitudes, which
is also a highly non-trivial consistency check.
8.4 Sphere 4-Point Amplitude
In this section we will perform yet another elementary consistency check of the formal-
ism we have developed associated to gluing string amplitudes using handle operators. The
focus will be on using a handle operator to cut across a trivial homology cycle (which is
complementary to the one-loop partition function computed in Sec. 8.3 where we cut across
a non-trivial homology cycle). The simplest non-trivial amplitude (in particular one that
probes worldsheet duality) is the Virasoro-Shapiro amplitude which corresponds to a sphere
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4-point amplitude associated to tachyon-tachyon scattering with onshell asymptotic states.
We will construct this amplitude by gluing two 3-point amplitudes using the handle operators
we have constructed.
Although somewhat tangential, let us also make contact with closed string field theory
(CSFT). In closed string field theory one constructs a four-point amplitude by decomposing
the moduli space integrals in such a way that the full amplitude is expressed as a sum of s-, t-
and u-channel contributions plus a contribution from a four-point vertex [125], see also [126].
The correspondence with field theory is then immediate. Such a decomposition is however
not necessary – arguments based on associativity of the operator-product expansion (OPE),
on bootstrap CFT, or worldsheet duality, all suggest that one should be able to reconstruct
arbitrary string amplitudes by gluing the following elementary building blocks [10,14]: sphere
3-pt amplitudes and torus 1-pt amplitudes.
In fact, handle operator insertions into sphere amplitudes should presumably be sufficient
to reconstruct arbitrary closed string amplitudes also. In the previous section we demon-
strated one-loop modular invariance (where the cut was across a non-trivial homology cycle),
so in order to be able to suggest that handle operator insertions are sufficient we should also
demonstrate that cutting across a trivial homology cycle using a handle operator reproduces
the correct result. Showing this will be the main objective of the current section.
In particular, focusing on a specific example of reconstructing a four-point amplitude by
gluing two three-point amplitudes, we should be able [14] to reconstruct the full amplitude
by adding only “s- and u-channel” contributions, the t-channel contribution then being im-
plicitly contained in the infinite sums over intermediate states in the s- and u-channel terms.
Similarly, the four-point vertex of CSFT is then also implicitly contained in the sum of s- and
u-channel terms. In the traditional string perturbation theory approach one can either show
this directly by working backwards from the known result (in terms of gamma functions) for
the Virasoro-Shapiro amplitude, or one can show it directly by explicitly decomposing the
moduli space integrals in a appropriate manner. We will discuss both of these before get-
ting to the main objective which is to derive the full four-point amplitude by adding s- and
u-channel contributions that are in turn constructed by gluing two three-point amplitudes
using a handle operator for gluing. We will then see that the expression obtained from glu-
ing does indeed reproduce the full amplitude non-ambiguously, the coordinate dependence
used for gluing cancels out of the full amplitude, BRST-exact states decouple as shown on
general grounds in Sec.6, and the handle operators constructed are correctly normalised and
consistent with unitarity.
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8.4.1 The Standard Story
Let us now briefly recall some standard results regarding the Virasoro-Shapiro amplitude
[14] since this will allow us to compare to the result obtained from gluing. The full tree-level
S matrix for the scattering of four onshell tachyon primaries (without kinematic factors [101])
reads (using standard notation [14]):123
SS2(1; 2; 3; 4) = g4De−2Φ
∫
C
d2z4
〈 3∏
j=1
: c˜ceikj ·x(zj, z¯j) : :eik4·x(z4, z¯4) :
〉
S2
= 8piig
2
D
α′
(2pi)DδD(k)
2piΓ(−1− α′4 s)Γ(−1− α
′
4 t)Γ(−1− α
′
4 u)
Γ(2 + α′4 s)Γ(2 +
α′
4 t)Γ(2 +
α′
4 u)
,
(8.603)
where we defined k := k1+· · ·+k4. So the standard approach is to use the SL(2,C) invariance
of the amplitude to fix three of the four vertex operator locations using the c-ghosts delta
function support, with the single complex structure modulus captured by integrating over
the position of the one remaining vertex operator. After computing the contractions, one
evaluates the resulting integral by analytically continuing the Mandelstam variables to a
regime of absolute convergence (which is the region, Re(s) < −4/α′, Re(t) < −4/α′ and
Re(u) < −4/α′, or, e.g., Re(s) < −4/α′, Re(t) < −4/α′ and Re(s+ t) < −12/α′, where our
conventions for s, t, u are given below) and then define the physical amplitude by analytic
continuation to Lorentzian signature physical momenta.
We note primarily that constructing amplitudes by gluing breaks manifest worldsheet
duality, since one makes a choice as to which cycle to cut open (and there is no explicit
symmetrising as in CSFT [125]). Consequently, e.g., the amplitude one obtains from gluing
is not obviously invariant under arbitrary permutations of the (s, t, u) Mandelstam variables.
To make contact with the results obtained from gluing it is therefore useful to primarily
make the pole structure of (8.603) manifest. We will do this in two ways: first make explicit
the s and u pole structure manifest on the right-hand side of the second equality in (8.603);
secondly, we decompose the moduli space integral on the right-hand side of the first equality
in (8.603) explicitly in terms of s plus u channel contributions (with the t channel implicit),
hence showing that one can cover moduli space exactly once by gluing two three-point am-
plitudes and associating the one complex modulus of the four-point sphere amplitude with
the plumbing fixture pinch modulus, q, used to glue the two surfaces.
123(The dimensionless S-matrix elements are obtained by supplying a factor 1/
√
2k0jVD−1 for every one
of the external vertex operators, j = 1, . . . , 4 and VD−1 := (2pi)DδD(0) is the formal non-compact spatial
volume which cancels out of observables, allowing one to take the physical limit VD−1 → ∞. With these
kinematic factors included, the sum symbol over states is dimensionless also.)
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So we start from the gamma function representation on the right-hand side of the second
equality in (8.603). It is convenient to work in terms of the invariant amplitude, AS2(s, t, u),
SS2(1; 2; 3; 4) = i(2pi)DδD(k)AS2(s, t, u). (8.604)
We will now expose the s- and u-channel poles and write the full amplitude correspond-
ingly as a sum of two terms. The t-channel poles will be implicit in the infinite sum over
intermediate states. To make this explicit, we start off by presenting our convention for the
Mandelstam variables (recall we adopt (−+ + . . . ) spacetime metric signature):
s = −(k1 + k2)2, t = −(k1 + k3)2, u = −(k1 + k4)2, (8.605)
with the momentum conservation (k1 + · · · + k4 = 0) and onshell conditions (k2j = 4/α′,
j = 1, . . . , 4) implying:
s+ t+ u = −16
α′
.
We now make use of the following gamma function identity,
Γ(z)
Γ(z + w) =
∞∑
n=0
(−)n
n!Γ(w − n)
( 1
z + n
)
, (8.606)
in (8.603), twice, once with z = −1− α′4 s and w = −1− α
′
4 t (with z+w = 2 +
α′
4 u), and once
with z = −1 − α′4 u and w = −1 − α
′
4 t (with z + w = 2 +
α′
4 s). Upon using some additional
standard gamma function identities124 the full amplitude can be written as a sum of a term
containing only explicit s-channel poles and a term containing only explicit u-channel poles,
AS2(s, t, u) = AsS2(s, t, u) +AuS2(s, t, u), (8.608)
124In particular, for integers n and complex numbers z,
Γ(z + n)Γ(1− z − n) = (−)n+1Γ(−z)Γ(1 + z), Γ(1− z)Γ(z) = pisin piz . (8.607)
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with:
AsS2(s, t, u) =
(8pigD
α′
)2 ∞∑
n,m=0
( Γ(2 + n+ α′4 t)
Γ(n+ 1)Γ(2 + α′4 t)
)( Γ(2 +m+ α′4 t)
Γ(m+ 1)Γ(2 + α′4 t)
)
× (−)n+m sin[pi(−1 +m−
α′
4 u)]
pi(−α′4 u+m− 1)
· cos[pi(−1 + n−
α′
4 s)]
−s+ 4
α′ (n− 1)− i
(8.609a)
AuS2(s, t, u) =
(8pigD
α′
)2 ∞∑
n,m=0
( Γ(2 + n+ α′4 t)
Γ(n+ 1)Γ(2 + α′4 t)
)( Γ(2 +m+ α′4 t)
Γ(m+ 1)Γ(2 + α′4 t)
)
× (−)n+m sin[pi(−1 +m−
α′
4 s)]
pi(−α′4 s+m− 1)
· cos[pi(−1 + n−
α′
4 u)]
−u+ 4
α′ (n− 1)− i
(8.609b)
where the u-channel contributions, AuS2 , are obtained from AsS2 by interchanging s ↔ u,
AuS2(s, t, u) = AsS2(u, t, s). Of course (8.609) is not the most economical way of presenting
the result since either one or both of the sums over n,m can be carried out, and also further
gamma function identities can be used to write it in a more compact form even for fixed
n,m. But we have presented the result in the form (8.609) to make the pole structure
explicit, i.e. that the summand in AsS2 for given n,m only has explicit poles in s,
α′s = −4, 0, 4, 8, . . . , (8.610)
and likewise for AuS2 where the only explicit poles occur at α′u = −4, 0, 4, 8, . . . . We also
included the Feynman prescription appropriate for a Minkowski process.
Now that the pole structure has been brought to plain view it is useful to sum over m in
both AsS2 and AuS2 in (8.609). On account also of the identities in (8.607) one finds:
AsS2(s, t, u) =
(8pigD
α′
)2 ∞∑
n=0
( Γ(2 + n+ α′4 t)
Γ(n+ 1)Γ(2 + α′4 t)
)2
× Γ(−1− n−
α′
4 t)Γ(1 + n)
Γ(−2− α′4 s− α
′
4 t)Γ(2 +
α′
4 s)
cos[pi(−1 + n− α′4 s)]
−s+ 4
α′ (n− 1)− i
(8.611a)
AuS2(s, t, u) =
(8pigD
α′
)2 ∞∑
n=0
( Γ(2 + n+ α′4 t)
Γ(n+ 1)Γ(2 + α′4 t)
)2
× Γ(−1− n−
α′
4 t)Γ(1 + n)
Γ(−2− α′4 u− α
′
4 t)Γ(2 +
α′
4 u)
cos[pi(−1 + n− α′4 u)]
−u+ 4
α′ (n− 1)− i
(8.611b)
It is an elementary exercise to check that the sum of these two (s and u channel) expressions
reproduces the gamma function representation on the right-hand side of the second equality
in (8.603) upon including the momentum-conserving delta function.
Let us state from the outset that the decomposition into s- and u-channel contributions
depicted in (8.611) is certainly not unique, and in fact there are various ways of representing
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the same amplitude AS2 as a sum over s- and u-channels, e.g., AS2 = A′sS2 + A
′u
S2 , where
A′sS2 6= AsS2 (and similarly for u) but nevertheless the sum still adds up to yield the same
expression125 for the full amplitude AS2 . This will indeed become crucial when we compare
the result for the VS amplitude obtained from gluing to the expression derived directly from
the known result.
We will also be interested in extracting the imaginary part of the amplitude, since by
unitarity this should only get contributions from onshell propagating states through the
intermediate propagator and BRST exact contributions should also decouple. Let us consider
the case where taking the imaginary part commutes with the sum over n in AS2 expressed in
terms of (8.611). A necessary and sufficient condition for these two operations to commute
is that α′t 6= −4, 0, 4, 8, . . . since according to (8.603) the sums in (8.611) must diverge on
the t-channel poles because the summands for fixed n are holomorphic in t. So away from
the t-channel poles, to extract the corresponding imaginary parts, denoted by ImAsS2(s, t, u)
and ImAuS2(s, t, u), we can use the above observations (that the only poles in (8.611a) and
(8.611b) for fixed n are associated to the explicit propagators with resonances at s = 4
α′ (n−1)
and u = 4
α′ (n − 1) respectively), and hence make use of the standard identity 2piiδ(x) =
1
x−i− 1x+i according to which Im 1x−i = piδ(x). So the imaginary parts for α′t 6= −4, 0, 4, 8, . . .
take the form:
ImAsS2(s, t, u) =
(8pigD
α′
)2 ∞∑
n=0
( Γ(2 + n+ α′4 t)
Γ(n+ 1)Γ(2 + α′4 t)
)2
piδ
(
s− 4
α′ (n− 1)
)
(8.612a)
ImAuS2(s, t, u) =
(8pigD
α′
)2 ∞∑
n=0
( Γ(2 + n+ α′4 t)
Γ(n+ 1)Γ(2 + α′4 t)
)2
piδ
(
u− 4
α′ (n− 1)
)
(8.612b)
These relations have been derived here from the known gamma function representation of
the VS amplitude. In the following section we carry out the corresponding computation of
VS by gluing two 3-point amplitudes using offshell coherent states for the gluing.
Having shown that it is indeed possible to express the full VS amplitude as a sum of
only s- and u-channel pole contributions we will next show this directly by decomposing
the moduli space integral starting from an integral representation such as that given in the
first equality in (8.603), which for four generic primary fixed-picture (of ghost number 2)
or integrated-picture vertex operators, Vˆj = c˜cVj or Vj respectively (where the latter is
125DS thanks Ashoke Sen for an extensive discussion and for emphasising this crucial fact.
271
constructed solely out of matter contributions), for j = 1, . . . , 4, generalises to,126
SS2(1; 2; 3; 4) = g4De−2Φ
∫
C
d2z4
〈
Vˆ (z)1 (z1, z¯1) Vˆ
(z)
2 (z2, z¯2) Vˆ
(z)
3 (z3, z¯3)V
(z)
4 (z4, z¯4)
〉
S2
(8.613)
The superscript z indicates that all vertex operators appearing are defined in the same
coordinate chart, (Uz, z), in particular: zj := z(pj), where pj ∈ Uz ⊂ S2 for j = 1, . . . , 4
denote marked points in S2.
The expression (8.613) is a standard way of representing a four-point closed string ampli-
tude. However, there is now a small detail that is hard to avoid, namely that there does not
exist a single coordinate system for S2. This is a minor point for the above sphere amplitude,
and can often be ignored without trouble, but since we will eventually be cutting open the
path integral across a specific cycle making explicit the various coordinate systems will be
inevitable. So let us write down a slightly more precise expression for SS2(1; 2; 3; 4).
It will be convenient to primarily translate all vertex operators to fixed-picture,
SS2(1; 2; 3; 4) = g4De−2Φ
∫
C
d2z4
〈
Vˆ (z)(z1, z¯1) Vˆ (z)(z2, z¯2)
b
(z)
0 b˜
(z)
0 (p3)
z4z¯4
Vˆ (z)(z3, z¯3) Vˆ (z)(z4, z¯4)
〉
S2
(8.614)
where b(z)0 (p3) is a mode constructed in the z coordinate chart and centred at the vertex
operator insertion at p3, the contour being such that it encloses both p3 and p4. Identical
remarks apply to the anti-chiral half, b˜(z)0 (p3).
Let us cover S2 with two coordinate charts, (Uw, w) and (Uv, v), constructed such that
they overlap on an equatorial band, so that Uw ∩ Uv is topologically an annulus. We can
extend the patch overlap to include almost the entire sphere except for the north and south
poles, pN , pS ∈ S2, at which the w and v coordinates respectively are centred,
w(pN) := 0, v(pS) := 0.
Away from the poles, pN , pS ∈ S2, the two charts overlap and we can adopt a transition
function of the form:
wv = 1, on Uw ∩ Uv.
That is, any point p ∈ Uw ∩ Uv (which excludes pN and pS) now has two coordinate repre-
sentations w(p) and v(p) related via w(p)v(p) = 1. (Notice that the transition function is
126Note that the integration domain is written (somewhat imprecisely) as C rather than C ∪ {∞}. In the
usual approach to computing this amplitude the distinction is immaterial, but we will make a more precise
statement below.
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holomorphic since the marked points pN , pS ∈ S2 are omitted, in accordance with the general
analysis of Sec. 2.1.3.) At any such point p a given fixed-picture primary vertex operator
defined in the w chart, Vˆ (w)(p), of conformal weight (hj, h˜j) transforms as a tensor, namely:
Vˆ (w)j (w(p), w(p)) = Vˆ
(v)
j (v(p), v(p))(∂wv)hj(∂w¯v¯)h˜j .
When all external vertex operators in a given string amplitude are onshell and primaries
then (hj, h˜j) = (0, 0), and we have that on patch overlaps,
Vˆ (w)j (w(p), w(p)) = Vˆ
(v)
j (v(p), v(p)).
8.4.2 Outline of the Gluing Approach
We wish to derive the Virasoro-Shapiro amplitude (8.603) by gluing two three-point
amplitudes using the handle operators derived above for the gluing. If we cut along the
s-channel we (naively) expect to recover (8.609a), whereas if we cut along the u-channel we
(naively) expect to recover (8.609b).
For the external states we use fixed picture primary vertex operators (of ghost number
Ngh = 2), and in particular:
Vˆj(zj, z¯j) = gD : c˜ceikj ·x(zj, z¯j):, j = 1, . . . , 4.
Given a 4-point sphere amplitude has one complex modulus we can associate that modulus
with a separating degeneration. The s-channel contribution (in particular) obtained from
gluing is then given by:
S∞sS2 (1; . . . ; 4) = g
4
D
∑∫
a
e−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a
〉
S2
×
∫
d2q qha−1q¯h˜a−1e−2Φ
〈[
b
(u)
0 b˜
(u)
0 · Aˆ a(u)
] ∏
j=3,4
: c˜ceikj ·x(uj, u¯j) :
〉
S′2
(8.615)
The integral over the coherent state quantum numbers appearing in (8.615) has been defined
in (7.524) and (7.525). The conformal weights, (ha, h˜a), of the coherent state vertex operators
are given in (7.532), with ∆a = ha = h˜a on account of (6.484) (and the comment following the
latter), see also below. It is also convenient to define the analogue of the invariant amplitude
associated explicitly to the s-channel (8.604):
S∞sS2 (1; . . . ; 4) = i(2pi)
DδD(k1 + · · ·+ k4)A∞sS2 (s, t, u). (8.616)
Adopting notation similar to that introduced in [85], a superscript ‘∞’ indicates a result
inherited from gluing two otherwise disconnected amplitudes (a separating degeneration) to
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distinguish it from AsS2(s, t, u) in (8.609) that was derived directly from the full amplitude
(8.603). (Non-separating degenerations might be denoted correspondingly by ‘8’.)
Regarding the specifics of the worldsheet coordinates in the gluing construction, recall
primarily that the gluing condition in one convenient set of coordinates is:
zu = q, (8.617)
we place the vertex operators on S2 at z1 ≡ z(p1), z2 ≡ z(p2) and the coherent state at
z(p0) ≡ 0, and the p1, p2 and p0 indicate marked points on Uz ⊂ S2. (We initially denote
the coordinate at which the coherent state is inserted by z3 = z(p0) and subsequently set
z3 = 0.) So we place all vertex operators in the (first of the two) 3-point sphere path integrals
in (8.615) in a single coordinate chart127 (Uz, z). It is to be understood that the two external
vertex operators are placed outside of the sewing circle, |z1|, |z2| > |q|1/2, and given these are
fixed vertex operators we may take advantage of the SL(2,C) invariance of S2 which allows
us to take z1 → ∞ and z2 → 1, but we will keep z2 explicit in order to track some of the
coordinate (in)dependence of the result. The coordinates for the S ′2 3-point amplitude in
(8.615) are as follows: we place the vertex operators at128 u3 ≡ u(p′3), u4 ≡ u(p′4) and the
coherent state at u(p′0) ≡ 0. (Similarly here, we initially denote the coordinate at which this
coherent state is inserted by u2 and subsequently set u2 ≡ 0.) Again, we choose to place
all three vertex operators on a single coordinate chart (Uu, u) without loss of generality, and
p′3, p
′
4 and p′0 indicate marked points on Uu ⊂ S ′2. As in the case of S2, also here it is to
be understood that the external vertex operators are placed outside of the sewing circle,
|u3|, |u4| > |q|1/2, and we may take in particular u3 → ∞ and u4 → 1 (although again we
keep u4 explicit throughout) by appealing to the SL(2,C) invariance of S
′2.
Concerning the range of the q, q¯ moduli integrals in (8.615), given the above comments,
the natural integration domain for the q integral is
|q| < |z2u4|,
(
or |q| < |z2|2 = |u4|2 if we set |z2| = |u4|
)
(8.618)
This says that the pinch can only grow to a radius as large as the closest other vertex operator.
If |q| violated this inequality then the coordinates z2, u4 of the two vertex operators would
be identified (because we have the gluing condition, q = zu) and the sewing would be
127Even though we cannot cover the whole sphere with a single coordinate chart we nevertheless have the
freedom to place the vertex operators on a single chart since their locations are fixed.
128The choice of subscripts is such that they correspond to the corresponding subscripts of the external
vertex operator momenta.
274
inconsistent. So the indicated range is the largest consistent range for the |q| integral and
precisely [14,111] covers the full moduli space when the corresponding u-channel contribution
is included as well. Notice that we can always absorb the factor |z2u4| into rescalings of the
frame coordinates, e.g.,
z → z′ = z|z2| , u→ u
′ = u|u4| , with z
′u′ = q′, q′ := q/|z2u4|. (8.619)
Taking also into account that the local operators used to construct the handle operator have
well-defined scaling dimension, the integration range (8.618) is then replaced by,
|q′| < 1,
in which case we are to use handle operators, Aˆ (z′)a and Aˆ a(u′), defined in the z′ and u′ frames
respectively in (8.615). This is a general result, and (at least for separating degenerations)
this can always be taken to be the range of integration of the gluing parameter. But we will
work with q instead of q′ in order to see explicitly how the corresponding scale cancels out
of the final answer for the amplitude.
The natural range of the corresponding phase, θ, where q = |q|eiθ, is [0, 2pi). (Note that
SL(2,C) invariance allows us to set |z2| = |u4|, in which case we have the second inequality
in (8.618).) Therefore, given (8.618) the integral over θ will project onto level-matched
contributions only, which in turn implies we can project onto level-matched contributions
in the vertex operators associated to the handle operator without loss of generality. This is
generic when one cuts along trivial homology cycles (whereas for non-trivial homology cycles
non-level matched contributions also contribute). This will be implemented by taking the
phases of the z and u coordinates to be integrated (denoted by the φ integral in (8.631), see
also (7.532)).
8.4.3 The Two 3-Point Amplitudes
A complete set of offshell normal-ordered coherent states was derived above, see (7.544).
We primarily compute the sphere 3-point amplitude appearing in (8.615),
g2De
−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a (z3, z¯3)
〉
S2
=
= g3D
∫ 2pi
0
dφ
2pie
−2Φ
〈
: c˜ceik1·x(z1, z¯1) : : c˜ceik2·x(z2, z¯2) : U˜(1)U(1) eip·x(z3, z¯3)
〉
S2
(8.620)
where the integral over φ is to be interpreted as arising from averaging over the U(1) phase
of the local operator, Aˆ (z)a , as indicated in (6.484). (We will also include a corresponding
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average for the dual operator, Aˆ a(u).) So in fact the operators U˜(1)U(1) appearing on the
right-hand side of (8.631) should be interpreted as in (7.544) but with the quantum numbers
appearing in (7.546) rescaled accordingly as indicated in (7.547). This of course does not
affect the value of the full four-point amplitude we are aiming for since these phases can all
be reabsorbed into redefinitions of θ, the phase of the pinch modulus q = |q|eiθ (see above).
Given the coherent state is offshell the quantity pµ does not satisfy any mass-shell con-
dition (but given any vector pµ we are to choose qµ that is contained in U˜(1),U(1) such
that q2 = 0 and p · q = 2/α′ as discussed on p. 229). Let us primarily discuss the ghost
contributions to the above path integral.
Ghost Contributions
The ghost path integrals on S2 that we will be needing (or higher point/genus when
the latter are constructed by gluing) can be derived from repeated functional differentiation
(with respect to Grassmann-odd sources J(z, z¯), I(z, z¯)) of the generating function:
Zg(I, J ; I˜ , J˜) :=
∫ S2
D(b, c, b˜, c˜) e− 12pi
∫
(b∂¯c+b˜∂c˜)+
∫
(Ib+Jc)+
∫
(I˜ b˜+J˜ c˜)
= CgS2
∫
Jψ1
∫
Jψ2
∫
Jψ3 e
−
∫
I(z,z¯)J(w,w¯) 1
z−w
×
∫
J˜ ψ¯1
∫
J˜ ψ¯2
∫
J˜ ψ¯3 e
−
∫
I˜(z,z¯)J˜(w,w¯) 1
z¯−w¯
(8.621)
provided the sources I, J, I˜, J˜ only have compact support in a single coordinate chart. The
path integral determinant/normalisation, CgS2 , in (8.621) is precisely equivalent to that in [14],
and only its combined value with the matter normalisation and dilaton (when it has a zero
mode) is determined and required. The effective worldsheet measure d2z = idz∧dz¯ in (8.621)
is kept implicit (and the exponents on the right-hand side of the second equality are double
integrals with respect to z and w). The ψa(z), a = 1, 2, 3, are the conformal Killing vectors
on S2, i.e. the three linearly-independent globally defined holomorphic vectors on S2,
ψ1(z) = 1, ψ2(z) = z, and ψ3(z) = z2, (8.622)
where we have picked an orthonormal basis with unit norm with respect to the natural
inner product. These are in turn related to the c-ghost zero modes via the orthogonal
decomposition,
c(z) =
∑
a
caψa(z) + c′(z), (8.623)
where the {ca} are Grassmann-odd and a prime denotes quantum fluctuations. The b-
ghosts have no zero modes on S2 so the path integral measure decomposes as D(b, c) =
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D(b′, c′)∏a dca. Quantities with an overbar, such as ψ¯a and z¯, are obtained by complex
conjugation from ψa and z, whereas a tilde, such as I˜ , J˜ , denotes anti-chiral quantities that
are independent of the corresponding un-tilded quantities, I, J . In the case of coherent states
the sources, I, J, . . . , are physical and can be read off from equations such as (7.550) or some
combination thereof.
We first make contact with standard results [14]. The bc path integral (8.621) chirally
factorises [89], so it is convenient to define chiral and anti-chiral contributions,
Zg(I, J ; I˜ , J˜) ≡ CgS2
〈
e
∫
(Ib+Jc)
〉
bc
〈
e
∫
(I˜ b˜+J˜ c˜)
〉
b˜c˜
(8.624)
where: 〈
e
∫
(Ib+Jc)
〉
bc
≡
∫
Jψ1
∫
Jψ2
∫
Jψ3 e
−
∫
z
∫
w
I(z,z¯)J(w,w¯) 1
z−w , (8.625)
and a corresponding equation for the anti-chiral half (that is read off from (8.621)). Notice
in particular that this effective chiral correlator computes expectation values of the full ghost
fields (i.e. including zero modes). Furthermore, (8.625) defines the notation 〈. . . 〉bc for chiral
path integrals (equivalently, chiral correlators). We could write more fully 〈. . . 〉S2,bc for the
same quantity (8.625) to emphasise this is a correlator on S2, but this will not be necessary
here.
As mentioned above, we have implicitly assumed that the sources, I, J , only have support
in a single coordinate chart. This is actually all one needs, in that when more charts are
required one may use the corresponding (holomorphic) transition functions on chart overlaps
in order to place operators on different charts. Sometimes one has to work a little harder and
add ‘Wu-Yang’-type terms depending on whether the corresponding integrands are globally
well-defined (which in the current context means that they transform as tensors under con-
formal transformations) or not. We will not analyse this point in detail here, but rather only
consider the cases we will be needing. We refer the interested reader to [16,41,43,63,127–129]
for some discussion of the relevant points (albeit, except for [16], in different contexts).
As an example and to make contact with standard results, the simplest application of
(8.625) is the basic ghost correlator:〈
c(z1)c(z2)c(z3)
〉
bc
= δJ1δJ2δJ3Zg(I, J)
∣∣∣
I=J=0
= detψa(zb)
= z12z13z23,
(8.626)
where z2, z2, z3 are all considered to be in the (Uz, z) chart and δJa ≡ δ/δJ(za, z¯a) is odd and
denotes functional differentiation. Note that this result is consistent (as is the full generating
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function, Zg(I, J ; I˜ , J˜)) with our normalisation condition (7.505) that is adopted throughout.
Now, we need two patches to cover S2, call them Uz, Uu and corresponding charts (Uz, z)
and (Uu, u), such that on patch overlaps, Uu ∩ Uz, we have the gluing relation zu = 1. The
above chiral path integral could be written more precisely as
〈
c(z)(z1)c(z)(z2)c(z)(z3)
〉
S2
, so
that c(z)(z1) is inserted at the point z = z1 in the holomorphic coordinate chart (Uz, z), with
z : Uz → C.
Let us use the above to compute the following ghost path integral:〈
c(z1)c(z2) :e
∫
Ib+Jc(c+ B1)(z3) :
〉
bc
, (8.627)
where all insertions are placed on a single chart (Uz, z). When we regard the local insertion
at z3 as being associated to a coherent state, see (7.550), we can read off the relevant sources
from the latter directly:
I(z, z¯) = δ2(z − z3)
∑
n≥2
Bn
(n− 2)!∂
n−2
z
J(z, z¯) = δ2(z − z3)
∑
n≥1
Cn
(n+ 1)!∂
n+1
z ,
(8.628)
and we are using the short-hand notation (7.546) for Bn,Cn (and we have dropped the
superscripts that distinguish one coherent state from another as there is only one coherent
state in this amplitude).
We use standard field theory techniques to evaluate (8.627). Namely, we rewrite it as an
operator acting on the generating function given in (8.625), δJ1δJ2(δJ3 +B1)〈e
∫
Ib+Jc〉bc|(8.628).
It is to be understood that this is an equality only when we drop self-contractions (since the
coherent state is normal-ordered). Carrying out the functional derivatives and substituting
the explicit expressions (8.628) for the sources into the final result leads to:〈
c(z1)c(z2) :e
∫
Ib+Jc(c+ B1)(z3) :
〉
bc
= z12z13z23 exp
[ 1
z12
∑
n≥1
(C1Bn
zn13
− C1Bn
zn23
)]
(8.629)
Recall that the quantities (7.546) contain matter contributions that are to be integrated out
when we carry out the matter path integral (see below).
Referring back to (7.545), we have derived a useful and general result:
〈
c(z)(z1)c(z)(z2)U(z)(1)(z3)
〉
bc
= z12z13z23 exp
[ ∑
n≥1
( 1
n
A(1)n ·α(z)−n(z3) +
C (1)1 B
(1)
n
z12zn13
− C
(1)
1 B
(1)
n
z12zn23
)]
.
(8.630)
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Matter Contributions
We next bring the amplitude to a form appropriate to make use of the ghost path integral
(8.630),
g2De
−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a (z3, z¯3)
〉
S2
= g3DC
g
S2
∫ 2pi
0
dφ
2pie
−2Φ
〈
:eik1·x(z1, z¯1) :
× :eik2·x(z2, z¯2) : :
〈
c(z1)c(z2)U(1)(z3)
〉
bc
〈
c˜(z¯1)c˜(z¯2)U˜(1)(z¯3)
〉
b˜c˜
eip·x(z3, z¯3) :
〉
x
,
(8.631)
where 〈. . . 〉x denotes a path integral over the matter fields, xM(z, z¯), including zero modes,
the normalisation (and path integral determinant that will be absorbed into an overall nor-
malisation). According to (8.630) and general properties of string path integrals [84, 86–89]
the path integral (8.631) factorises into chiral and anti-chiral halves when we factor out the
zero mode integral (including the factor of i =
√−1 from the analytic continuation of x00
back to Minkowski spacetime),
g2De
−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a (z3, z¯3)
〉
S2
= g3De−2ΦC
x
S2C
g
S2|z12z13z23|2
∫ 2pi
0
dφ
2pi i
∫
dDx0
〈
:eik1·xL(z1) : :eik2·xL(z2) : : exp
∑
n≥1
( 1
n
A (1)n ·α(z)−n(z3) +
C (1)1 B(1)n
z12zn13
− C
(1)
1 B(1)n
z12zn23
)
eip·xL(z3) :
〉
+〈
:eik1·xR(z¯1) : :eik2·xR(z¯2) : : exp
∑
n≥1
( 1
n
A˜ (1)n ·α˜(z¯)−n(z¯3) +
C˜ (1)1 B˜(1)n
z¯12z¯n13
− C˜
(1)
1 B˜(1)n
z¯12z¯n23
)
eip·xR(z¯3) :
〉
−
(8.632)
and we denote the aforementioned normalisation by [14,86] CxS2 . The following decomposition
is to be understood, x(z, z¯) = xL(z) + xR(z¯), with:
xL(z) =
1
2x0 + x+(z), xR(z¯) =
1
2x0 + x−(z¯), (8.633)
in which case the path integral (associated to non-zero modes) is carried out using the
effective rule [84, 86,87]: compute all Wick contractions using the following correlators,
〈xµ+(z1)xν+(z2)〉+ = −
α′
2 η
µν ln z12, 〈xµ−(z¯1)xν−(z¯2)〉− = −
α′
2 η
µν ln z¯12.
We adopt the standard [14] notation and result for the overall normalisation:
CS2 ≡ e−2ΦCxS2CgS2 =
8pi
α′g2D
, (8.634)
which holds for path integrals involving coherent states as well as mass eigenstates. In
particular, tracing through the relevant definitions one confirms that the second equality in
(8.634) is fixed by our normalisation condition (7.505) that we adopt throughout.
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Let us primarily consider the following term in the chiral half on the right-hand side of
(8.632) in detail. A variation of a standard path integral trick that makes its evaluation
immediate is to rewrite it as follows,〈
:eik1·xL(z1) : :eik2·xL(z2) : : exp
∑
n≥1
( 1
n
A (1)n ·α(z)−n(z3)
)
eip·xL(z3) :
〉
+
=
∞∑
n=0
einφei(k1+k2+p−nq)·
1
2x0
∮
0
du
2piiu u
−n
〈
exp
(
i
∫
d2z J(z, z¯) · x+(z)
)〉
+
(8.635)
with the definition,
J(z, z¯) := δ2(z − z1)k1 + δ2(z − z2)k2 + δ2(z − z3)
(
(p− nq) +
∞∑
s=1
us
s
as
√
2
α′
1
(s− 1)!∂
s
z
)
In arriving at this representation for the correlator we made use of the explicit expression for
A (1)n in (7.546), the decompositions (8.633) and the cycle index polynomial relations (B.675)
and (B.676a) in order to rearrange the exponential and extract out all zero modes. Finally, to
make sense of (8.635) it is to be understood that we (implicitly) subtract all self contractions
(all vertex operators are normal-ordered), and it is only then that the depicted equality holds.
The remaining Wick contractions are readily calculated, see, e.g., [86]:〈
exp
(
i
∫
d2z J(z, z¯) · x+(z)
)〉
+
= exp
(
α′
4
∫
d2z
∫
d2z′J(z, z¯) · J(z′, z¯′) ln(z − z′)
)
.
(8.636)
Substituting the explicit expression for the source, J , rearranging, plugging back into (8.635)
and making use again of the cycle index polynomial relations (B.675) and (B.676a) leads to,
〈
:eik1·xL(z1) : :eik2·xL(z2) : : exp
∑
n≥1
( 1
n
A (1)n ·α(z)−n(z3)
)
eip·xL(z3) :
〉
+
=
∞∑
n=0
einφei(k1+k2+p−nq)·
1
2x0z
α′
2 k1·k2
12 z
α′
2 k1·(p−nq)
13 z
α′
2 k2·(p−nq)
23 Zn
(√
α′
2
k1·as
zs13
+
√
α′
2
k2·as
zs23
) (8.637)
A similar calculation leads to the following expression for the terms involving ghost quan-
tum numbers,〈
:eik1·xL(z1) : :eik2·xL(z2) : : exp
∑
n≥1
( 1
n
A (1)n ·α(z)−n(z3)
) ∑
m≥1
(C (1)1 B(1)m
z12zm13
− C
(1)
1 B(1)m
z12zm23
)
eip·xL(z3) :
〉
+
=
∑
m≥1
∞∑
n=0
ei(n+m+1)φei(k1+k2+p−(n+m+1)q)·
1
2x0
(c(1)1 b(1)m
z12zm13
− c
(1)
1 b(1)m
z12zm23
)
× z
α′
2 k1·k2
12 z
α′
2 k1·(p−(n+m+1)q)
13 z
α′
2 k2·(p−(n+m+1)q)
23 Zn
(√
α′
2
k1·as
zs13
+
√
α′
2
k2·as
zs23
)
(8.638)
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The full chiral half of the path integral, denoted by 〈. . . 〉+ in (8.632), is equal to the sum of
(8.638) and (8.637); recall that C (1)1 (in particular c
(1)
1 ) squares to zero.
The evaluation and result for the anti-chiral correlator, denoted by 〈. . . 〉− in (8.632), is
entirely analogous to the evaluation of the full chiral correlator, 〈. . . 〉+, we just discussed. In
particular, to obtain the anti-chiral correlator we are to replace all chiral quantities visible
in (8.638) to (8.637) by the corresponding anti-chiral quantities while also flipping the sign
of φ.
We may proceed directly from (8.637) and (8.638), but it is useful to perform some
elementary manipulations first that will make the structure of the full amplitude more trans-
parent, while also allowing us to introduce some additional tricks that are useful in more
general coherent state path integrals. Let us first substitute (8.637) and (8.638) into (8.632).
After some tedious but straightforward manipulations we arrive at the following expression
for the full three-point amplitude:
g2De
−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a (z3, z¯3)
〉
S2
=
(8piigD
α′
)
(2pi)DδD(k)
∫ 2pi
0
dφ
2pi
∫ 2pi
0
dθ
2pi e
−iθα′2 (s+p2)
(
z12
z13z23
)−α′4 s−1( z¯12
z¯13z¯23
)−α′4 s−1
exp
∞∑
n=1
ein(φ+θ)
n
√
α′
2
(
k1 · an
zn13
+ k2 · an
zn23
)
+ ei(n+1)(φ+θ)
(c(1)1 b(1)n
z12zn13
− c
(1)
1 b(1)n
z12zn23
)
exp
∞∑
n˜=1
ein˜(θ−φ)
n˜
√
α′
2
(
k1 · a˜n˜
z¯n˜13
+ k2 · a˜n˜
z¯n˜23
)
+ ei(n˜+1)(θ−φ)
( c˜(1)1 b˜(1)n˜
z¯12z¯n˜13
− c˜
(1)
1 b˜
(1)
n˜
z¯12z¯n˜23
)
(8.639)
For clarity purposes we have displayed the result (8.639) for generic z3, but when we
substitute this into the factorisation formula our gluing condition, zu = q, demands that we
take z3 = 0, so we take z3 = 0 in what follows.
The only step in arriving at (8.639) that does not come down to straightforward algebraic
manipulations is the matter zero mode contribution which is dealt with as follows. The
integral over zero modes leads to an infinite superposition of delta functions (for given sets
of integers, N, N˜ , that are summed over, and in fact the φ integral sets N = N˜ for each term
in the summand) which can be rewritten in the form:
δD
(
k1 + k2 + p − 12(N + N˜)q
)
= δD(k)
∫ 2pi
0
dθ
2pi e
−iθα′2 (s+p2)eiθ(N+N˜), (8.640)
k := k1 + k2 + p − α
′
4 (s+ p
2)q . (8.641)
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Notice the θ integral is a Kronecker delta constraint, and we have made use of the kinematic
constraints (valid both onshell and offshell): q2 = 0 and p · q = 2/α′. Recall also that p2
is unconstrained offshell, whereas onshell (in particular, for all onshell coherent states) p2 =
4/α′. This enables us to factor out a single overall delta function, δD(k), which is independent
of N, N˜ , as indicated in (8.639). (Incidentally, these kind of momentum-conserving delta
function manipulations are very convenient for coherent state amplitudes.) Note that we
may rewrite this relation by introducing integral representation for these delta function on
the left-hand side,∫
dDx0 e
i(k1+k2+p−12 (N+N˜)q)·x0 = (2pi)DδD(k)
∫ 2pi
0
dθ
2pi e
−iθα′2 (s+p2)eiθ(N+N˜),
and now it becomes manifest that provided we ultimately integrate over x0 we can effectively
replace:
e−i(N+N˜)q ·
1
2x0 → e−iα
′
4 (s+p
2)q ·x0
∫ 2pi
0
dθ
2pi e
−iθα′2 (s+p2)eiθ(N+N˜). (8.642)
This is the only non-trivial step that has been adopted in deriving the result for the full 3-
point path integral (8.639). The various factors of eiθN , eiθN˜ combine with remaining terms
and exponentiate as seen. (A note of caution: when we make use of these results in the
factorisation relation (8.615) there will be an integral over pµ, and it is important that we
integrate out θ before integrating out pµ – the two integrals do not commute. Nevertheless,
the prescription presented in this paragraph is useful (also for more general amplitudes) in
that it allows for compact manipulations in intermediate steps leading up to the computation
of the 4-point amplitude.)
As a quick consistency check notice that if we set the continuous quantum numbers of
the coherent state to zero in (8.639) we precisely recover the 3-point tachyon amplitude with
the correct normalisation when we use the onshell condition p2 = 4/α′. Furthermore, the
fact that there remains worldsheet coordinate dependence is as expected: this is the ampli-
tude for two onshell tachyons and one offshell and generic coherent state vertex operator.
Nevertheless, this coordinate dependence will drop out when asymptotic states are onshell
as expected on general grounds [13] and as we shall demonstrate momentarily in the gluing
formula (8.615) that is going to reproduce the Virasoro-Shapiro amplitude.
We next integrate out θ and φ in (8.639). We can proceed in various ways and we choose
the most efficient that is to use the SL(2,C) invariance of S2 to take one of the primary
tachyon vertex operators to infinity, say z1 → ∞, while keeping the coherent state vertex
operator offshell. Then, integrating out θ and φ in (8.639) becomes a simple exercise when one
rewrites the exponentials in terms of cycle index polynomials using the defining generating
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function (B.675). Note that after taking the limit z1 →∞ only the arguments
√
α′
2 k2 ·anz−n2
and
√
α′
2 k2 · a˜n˜z¯−n˜2 survive in the exponents. After integrating out θ, φ we make use of the
scaling relation for cycle index polynomials in (B.678). Taking these considerations into
account the full 3-point amplitude reduces to:
g2De
−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a
〉
S2
=
(8piigD
α′
)
×
∞∑
n=0
(2pi)DδD(k1 + k2 + p − nq)(z2z¯2)α
′
4 s−n+1Zn
(√
α′
2 k2 · as
)
Zn
(√
α′
2 k2 · a˜s
) (8.643)
Incidentally, this result is only simple because we have adopted a coherent state basis.
This is important to emphasise: the amplitude (8.643) encodes the interaction of two onshell
tachyons and any other offshell vertex operator in the string spectrum on S2. The corre-
sponding expression for a generic mass eigenstate replacing the coherent state is prohibitively
difficult to write down explicitly, since the rank of the associated polarisation tensors would
be countable but increases all the way up to infinity, and one also has to prescribe a pre-
scription for summing over such polarisation tensors. The expression (8.643) is also more
general than a corresponding mass eigenstate amplitude, in that we may also view (8.643) as
a generating function (associated to tachyon+tachyon→ mass eigenstate) by differentiating
with respect to the coherent state quantum numbers and using the derivative relation in
(B.678).
The amplitude computation associated to the S ′2 sphere in (8.615) proceeds in an entirely
analogous manner. Recall that here we are to place all vertex operators in the (Uu, u) chart,
the coherent state being at the origin. The result analogous to (8.639) is:
g2D e
−2Φ
〈[
b0b˜0 · Aˆ a(u)
] ∏
j=3,4
: c˜ceikj ·x(uj, u¯j) :
〉
S
′2
=
(8piigD
α′
)
(2pi)DδD(k′)
∫ 2pi
0
dϕ
2pi
∫ 2pi
0
dθ′
2pi e
−iθ′ α′2 (s+p2)
(
u34
u3u4
)−α′4 s−1( u¯34
u¯3u¯4
)−α′4 s−1
exp
∞∑
n=1
ein(θ′+ϕ)
n
√
α′
2
(
− k3 · a
∗
n
un3
− k4 · a
∗
n
un4
)
+ ei(n+1)(ϕ+θ′)
(c(2)1 b(2)n
u34un3
− c
(2)
1 b(2)n
u34un4
)
exp
∞∑
n˜=1
ein˜(θ′−ϕ)
n˜
√
α′
2
(
− k3 · a˜
∗
n˜
u¯n˜3
− k4 · a˜
∗
n˜
u¯n˜4
)
+ ei(n˜+1)(θ′−ϕ)
( c˜(2)1 b˜(2)n˜
u¯34u¯n˜3
− c˜
(2)
1 b˜
(2)
n˜
u¯12u¯n˜4
),
(8.644)
wit the definition
k := k3 + k4 − p + α
′
4 (s+ p
2)q , (8.645)
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and going through the same manipulations as above (taking u3 → ∞) we integrate out ϕ
and θ′ and obtain the analogue of (8.643),
g2D e
−2Φ
〈[
b0b˜0 · Aˆ a(u)
] ∏
j=3,4
: c˜ceikj ·x(uj, u¯j) :
〉
S′2
=
(8piigD
α′
)
×
∞∑
m=0
(2pi)DδD
(
k3 + k4 − p +mq
)
(u4u¯4)
α′
4 s−m+1Zm
(
−
√
α′
2 k4 · a∗s
)
Zm
(
−
√
α′
2 k4 · a˜∗s
)
(8.646)
Of course we may use momentum conservation to write the result more symmetrically in k3
and k4 (following standard manipulations [14]) but this just introduces unnecessary clutter
that doesn’t affect the result for the amplitude A∞sS2 that we are heading towards.
8.4.4 Gluing 3-Point Amplitudes
We next substitute the 3-point sphere amplitude results (8.643) and (8.646) into the
amplitude gluing equation (8.615),
S∞sS2 (1; . . . ; 4) = g
4
D
∑∫
a
e−2Φ
〈 ∏
j=1,2
: c˜ceikj ·x(zj, z¯j) : Aˆ (z)a
〉
S2
×
∫
d2q qha−1q¯h˜a−1e−2Φ
〈[
b0b˜0 · Aˆ a(u)
] ∏
j=3,4
: c˜ceikj ·x(uj, u¯j) :
〉
S′2
=
(8piigD
α′
)2 ∞∑
n,m=0
∫
dDp(2pi)DδD(k1 + k2 + p − nq)δD
(
k3 + k4 − p +mq
)
× α
′
8pii
∫
d2q q(α
′p2/4−1)−1q¯(α
′p2/4−1)−1(z2z¯2u4u¯4)−
α′
4 p
2+1
×
∫
dµabcZn
(√
α′
2 k2 · as
)
Zn
(√
α′
2 k2 · a˜s
)
Zm
(
−
√
α′
2 k4 · a∗s
)
Zm
(
−
√
α′
2 k4 · a˜∗s
)
,
(8.647)
where we made use of the definitions (7.524) and (7.525).
The ghost quantum numbers in the measure, dµabc, can immediately be integrated out
trivially and give unit contribution. The matter quantum numbers can be integrated out by
making use of the cycle index polynomial expression (B.676a) for all cycle index polynomials
appearing in (8.647). The explicit integrals simply boil down to a product of Gaussian
integrals of the form: ∫ dz¯ ∧ dz
2piiG e
−z¯G−1zezA1ez¯A2 = eA1GA2 . (8.648)
Using the scaling relation in (B.678) and repackaging the result back into cycle index poly-
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nomials on account of (B.676a) leads to,∫
dµabcZn
(√
α′
2 k2 · as
)
Zn
(√
α′
2 k2 · a˜s
)
Zm
(
−
√
α′
2 k4 · a∗s
)
Zm
(
−
√
α′
2 k4 · a˜∗s
)
= δn,mZn
(
− α′2 k2 · k4
)2
= δn,m
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2
,
(8.649)
where in the last equality we made use of the gamma function relation in (B.678), and
according to our convention (8.605), −α′2 k2 · k4 = 2 + α
′
4 t.
For the moduli integral, recalling the discussion associated to the range of q, q¯ integration
(8.618), analytically continuing p2 from a domain where the integral is finite we immediately
have the following result (including the Feynman i prescription):
α′
8pii
∫
|q|<|z2u4|
d2q q(α
′p2/4−1)−1q¯(α
′p2/4−1)−1(z2u4z¯2u¯4)−
α′
4 p
2+1 = −i
p2 − 4
α′ − i
. (8.650)
The zero mode momentum integrals are a little bit subtle, because one must take into
account the constraints, p ·q = 2/α′ and q2 = 0, but the result is simple also: for any function
f(p2), ∫
dDp(2pi)DδD(k1 + k2 + p − nq)δD(k3 + k4 − p +mq)f(α′4 p2)δn,m =
= (2pi)DδD(k1 + k2 + k3 + k4) f(−α′4 s+ n)δn,m.
(8.651)
Now let us substitute these results back into (8.647), leading to the following expression
for the s-channel contribution to the Virasoro-Shapiro invariant amplitude (when we glue
with a general basis of states):
A∞sS2 (s, t, u) =
(8pigD
α′
)2 ∞∑
n=0
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2 1
−s+ 4
α′ (n− 1)− i
(8.652)
The corresponding result for the u-channel contribution is simply obtained by interchanging
s↔ u in (8.652):
A∞uS2 (s, t, u) =
(8pigD
α′
)2 ∞∑
n=0
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2 1
−u+ 4
α′ (n− 1)− i
(8.653)
These expressions are the best starting points for extracting the imaginary part of the am-
plitude (away from t-channel poles). Indeed, it is immediate that:
ImA∞sS2 (s, t, u) = ImAsS2(s, t, u), and ImA ∞uS2 (s, t, u) = ImAuS2(s, t, u),
where we made use of (8.612) and the standard result Im 1
x−i = piδ(x).
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In order to demonstrate that also the real part of the amplitude is captured correctly
by this gluing procedure let us manipulate these expressions further. We primarily simply
rewrite (8.652) and (8.653) (dropping the i since this is irrelevant for the real part) as
follows,
A∞sS2 (s, t, u) =
(8pigD
α′
)2α′
4
∞∑
n=0
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2 1
1− (2 + α′4 s) + n
A∞uS2 (s, t, u) =
(8pigD
α′
)2α′
4
∞∑
n=0
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2 1
1− (2 + α′4 u) + n
(8.654)
We then multiply and divide by Γ(1−2− α′4 t−n) in both expressions in (8.654) and make use
of the first gamma function identity in (8.607) with the identification z = 2 + α′4 t, according
to which (taking into account also that Γ(v + 1) = vΓ(v)):
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2
=
Γ(−1− α′4 t)
Γ(2 + α′4 t)
(−)nΓ(2 + α′4 t+ n)
Γ(n+ 1)2Γ(1− 2− α′4 t− n)
. (8.655)
Since the first fraction on the right-hand side is precisely that found in the full result for
the VS amplitude in (8.603), the remaining terms will most naturally be written entirely in
terms of s and u. It proves efficient to work in terms of the following quantities:
a := 2 + α
′
4 t, b
:= 2 + α
′
4 s, and c
:= 2 + α
′
4 u, (8.656)
in terms of which, taking into account that s + t + u = −16/α′ (or a + b + c = 2), (8.655)
reads,
( Γ(2 + α′4 t+ n)
Γ(2 + α′4 t)Γ(n+ 1)
)2
=
Γ(−1− α′4 t)
Γ(2 + α′4 t)
(−)nΓ(2− 2− α′4 s− 2− α
′
4 u+ n)
Γ(n+ 1)2Γ(−1 + 2 + α′4 s+ 2 + α
′
4 u− n)
= Γ(1− a)Γ(a)
(−)nΓ(2− b− c+ n)
Γ(n+ 1)2Γ(−1 + b+ c− n) .
(8.657)
Adding the resulting s and u channel contributions in (8.654), denoting the resulting quantity
by A∞S2(s, t, u) = A∞sS2 (s, t, u) + A∞uS2 (s, t, u), and taking (8.656) and (8.657) into account
yields,
A∞S2(s, t, u) =
(8pig2D
α′
)
2piΓ(1− a)Γ(a)
∞∑
n=0
(−)nΓ(2− b− c+ n)
Γ(n+ 1)2Γ(−1 + b+ c− n)
[ 1
1− b+ n +
1
1− c+ n
]
(8.658)
The remaining sum over n can now be performed and yields generalised hypergeometric
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functions,
∞∑
n=0
(−)nΓ(2− b− c+ n)
Γ(n+ 1)2Γ(−1 + b+ c− n)
[ 1
1− b+ n +
1
1− c+ n
]
= Γ(2− b− c)Γ(−1 + b+ c)
( 1
1− b F3 2
(
1−b,2−b−c,2−b−c
1,2−b ; 1
)
+ 11− c F3 2
(
1−c,2−b−c,2−b−c
1,2−c ; 1
))
(8.659)
and although we have not managed to show this analytically,129 according to Mathematica
numerical evaluation of the right-hand side of the latter equation yields precise agreement
with:
Γ(1− b)Γ(1− c)
Γ(b)Γ(c) . (8.660)
That is, the full result for the tree-level S-matrix for four tachyons (8.658) obtained by gluing
two three-point amplitudes is,
A∞S2(s, t, u) =
(8pig2D
α′
)2piΓ(1− a)Γ(1− b)Γ(1− c)
Γ(a)Γ(b)Γ(c) , (8.661)
which according to the definitions (8.656) is equivalent to:
A∞S2(s, t, u) =
(8pig2D
α′
)2piΓ(−1− α′4 s)Γ(−1− α′4 t)Γ(−1− α′4 u)
Γ(2 + α′4 s)Γ(2 +
α′
4 t)Γ(2 +
α′
4 u)
, (8.662)
which is indeed precisely the full standard result for the Virasoro-Shapiro amplitude [14].
9 Discussion
We have discussed how to cut Riemann surfaces and corresponding string amplitudes
across trivial and non-trivial homology cycles. This is accomplished by appropriate insertion
of bi-local operators called handle operators, an idea that can be traced back to work by
Ooguri and Sakai [8] and Tseytlin [11, 12] among others. Our overall underlying motivation
underlying the construction is the hope that these handle operators can now be used to
sum loops and perhaps provide the necessary link to a non-perturbative definition of string
theory.
We have followed Polchinski’s approach [10], where one takes full advantage of the BRST
machinery, including manifest gauge invariance for arbitrary worldsheet Ricci curvature (sub-
ject to the topological Euler number constraint). This allows one, e.g., to glue string am-
plitudes together, or to represent higher genus string amplitudes as lower-genus amplitudes
129Since the residues of the full amplitude have been shown to be identical it suffices to show that the
asymptotic expansions of (8.659) and (8.660) are identical. One might then appeal to uniqueness theorems
of analytic continuation to deduce that (8.659) and (8.660) are equal. But this will not be pursued here any
further.
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with appropriate handle operator insertions. E.g., all loop amplitudes may thus be reduced
to sphere amplitudes, and in particular OPE associativity or worldsheet duality and mod-
ular invariance should suffice to ensure one can cover the entire moduli space. To ensure
one covers moduli space once one needs to unravel the various domains of integration of the
moduli space integrals, and we have demonstrated this explicitly in some simple examples.
The construction is globally well-defined in moduli space and exact.
We have demonstrated explicitly that the resulting amplitudes are gauge invariant (at ar-
bitrary loop order), in that BRST-exact insertions decouple up to boundary terms in moduli
space. Although modular invariance is not manifest, we have also demonstrated explicitly
that the resulting amplitudes are modular-invariant at one loop. It will be important to
demonstrate modular invariance at arbitrary loop order; this should presumably be auto-
matic but this has not been shown. We have also paid careful attention to various boundary
terms that arise when one cuts open a handle, which are required in order for the resulting
amplitudes (or moduli integrands) to depend only on complex structure and not on a specific
choice of coordinates or metric.
The first six sections are (modulo parts in Sec. 4) entirely background-independent,
whereas in the remaining Sec. 7 and Sec. 8 we focused on vanilla bosonic string theory
to demonstrate a simple and explicit realisation of handle operators. Most of the results are
expected to generalise immediately to the superstring. Two additional complications worth
pointing out will come from specifying a globally well-defined gauge slice for the world-
sheet gravitino (so that one can avoid Wu-Yang type boundary contributions associated to
patch overlaps [13, 41]), and also the Ramond sector we expect will present some additional
subtleties due to branch cuts [31], although in principle it is understood how to proceed.
Regarding the worldsheet gravitino, the price to pay for a suitably covariantised slice will
be to depart from the traditional PCO approach [13, 41]. But this might be necessary if
one wishes to go beyond perturbation theory. The approach discussed in this document can
presumably also be applied to odd moduli (or supermoduli more generally), and it will be
interesting to do so.
Since handle operators (and their complex structure deformations) represent string loops
or separating handles, they are comprised of offshell operators. In order to ensure that
the resulting operators can be patched together consistently we have adopted Polchinski’s
suggestion [10] which is to normal order them using holomorphic normal coordinates. These
coordinates are required to solve the Beltrami equation, and moreover the residual invariance
under holomorphic reparametrisations of the Beltrami equation is fixed. Consequently, us-
288
ing holomorphic normal coordinates to normal order handle operators gauge fixes invariance
under Weyl transformations. These coordinates also have the property that they preserve
covariance, and they transform as scalars with respect to reparametrisations of an underly-
ing auxiliary coordinate system while allowing one to proceed without making an explicit
choice for the local Ricci curvature. A crucial property is that operators constructed out
of holomorphic normal coordinates transform as scalars on patch overlaps modulo a U(1)
ambiguity. This ambiguity is in turn removed [10] by considering combinations of operators
that are independent of this phase, or by taking this phase to be integrated (by identifying
it with a modulus).
Although holomorphic normal coordinates are not holomorphic with respect to shifts in
the base point at which they are centred, their virtue is that Wu-Yang boundary terms
are not required, in that the information contained in Wu-Yang terms is localised. So in
particular one can use Stoke’s theorem for integrals of total derivatives and end up with
contributions coming entirely from the boundary of moduli space, as opposed to boundary
terms coming from the interface of patch boundaries. Since the entire construction has been
developed for surfaces with generic Ricci curvature, one can also partition and distribute the
curvature as desirable (such as at a point or uniformly, etc., subject to the topological Euler
number constraint).
We have found that it is particularly efficient to adopt a coherent state basis for the
construction of handle operators. These coherent states have, remarkably, well-defined total
scaling dimension, even offshell. They are also local on the worldsheet, and can be considered
to be a complete (or over-complete) basis for string fields when non-level-matched contribu-
tions are projected out. But since we are not adopting the string field theory partitioning of
moduli space also non-level matched terms contribute when the corresponding handle oper-
ator is associated to a non-trivial homology cycle. These vertex operators can also be placed
onshell whereby they can be interpreted as vertex operators associated to asymptotic states
or to states produced in cuts.
One-loop modular invariance was checked by explicitly computing a one-loop vacuum
amplitude by appropriate insertion of a handle operator onto a sphere, and showing perfect
agreement with the standard result [93]. This checks the consistency of the use of handle
operators for cutting across non-trivial homology cycles. To check consistency of the use
of handle operators when cutting across trivial homology cycles we have demonstrated how
to glue two three-point amplitudes and reconstruct the expected four-point amplitude. The
result is again precisely in agreement with the standard result [14] and worldsheet duality is
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present. In particular, gluing across s- and u-channels implicitly contains the infinite sum
over t-channel poles and (in contrast to string field theory [125]) a four-point vertex is not
required in this formulation. A further consistency check has been to show that the coherent
states out of which handle operators (at fixed-complex structure) are constructed indeed
provide a resolution of unity, with the related computation of all one- and two-point sphere
amplitudes. Again, the normalisation is precisely that required by unitarity, and in fact we
have been particularly careful throughout to ensure that all normalisations are in agreement
with factorisation and unitarity [14].
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A Notation and CFT Conventions
In this Appendix we collect some conventions on notation and elementary CFT results
that we adopt throughout the text.
A.1 Charts and Coordinates
Let us consider a Riemann surface with fixed complex structure and focus on some of
the local data on a single chart, (U1, z1), (see Sec. 2). So given any two points p, p′ ∈ U1 we
have the coordinate representations, z1(p), z1(p′), with z1 : p 7→ C, etc. We refer to z1 as the
holomorphic coordinate or the frame coordinate of the chart (U1, z1). The choice of frame
coordinate also depends on the point at which it vanishes (i.e. at which it is centred). We
consider centred coordinates throughout and place the centre of our coordinate system at
p1 ∈ U1, we have by definition: z1(p1) := 0. So the subscript on z1, in addition to labelling
the chart, is really a reminder that holomorphic coordinate z1(p) is based or centred at p1,
and we could more fully write:
z1(p) ≡ zp1(p), and z1(p1) ≡ zp1(p1) ≡ 0
Analogous relations are adopted in all charts, {(Um, zm)}, in particular, zm(pm) ≡ zpm(pm) ≡
0, for all m. But note that a point p can have multiple holomorphic coordinate represen-
tations, e.g., if p ∈ Um ∩ Un 6= ∅, then zm(p) and zn(p) both represent the same point in
different chart coordinates (with appropriate transition functions relating them, more about
which below). The points p, p1, . . . denote abstract points on the underlying Riemann sur-
face.
It will occasionally be useful to introduce an auxiliary real coordinate system, σa, a = 1, 2,
with σ : p 7→ R2, and perhaps also endow the underlying Riemann surface with a metric,
gab(σ)dσadσb, thus turning it into a Riemannian manifold. In this case we denote z1(p)
by zσ1(σ), with zσ1(σ1) := 0, etc. Working in terms of an auxiliary underlying coordinate
system will make certain aspects of reparametrisation invariance, complex structure and
deformations thereof (such as shifts of the base point, σ1 → σ′1) entirely manifest.
We will adopt a phrasing appropriate for the (U1, z1) chart in the remaining subsection,
but everything can immediately be generalised to any chart (Um, zm) by simply replacing
z1 → zm.
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A.2 Local Operators
Let us denote a generic local field or operator by:
A (z1)(p),
where z1 in the superscript denotes the frame or chart coordinate used to define the field
and p ∈ U1 is the location where the field is evaluated. So according to the above comments,
the operator A (z1)(p) is defined using frame coordinate, z1 = zp1 , and so depends implicitly
also on the point p1 ∈ U1 where the frame is based (in the radial quantisation sense). When
the explicit argument of a local operator is omitted it will always mean that the operator is
evaluated at p = p1 (where recall that z1(p1) = 0):
A (z1) ≡ A (z1)(p1) ≡ A (zp1 )(p1) ≡ A (zp1 ).
Occasionally, instead of making manifest the location p ∈ U1 we sometimes make manifest
its coordinate representation instead, so that:
A (z1)(z, z¯) ≡ A (z1)(p), with z = z1(p), z¯ = z¯1(p),
and therefore when inserted at p = p1 we might also write,
A (z1)(0, 0) ≡ A (z1)(p1).
In terms of the auxiliary real coordinate system, σa, a = 1, 2, with σ : p 7→ R2, introduced
above, we can also write A (zσ1 )(σ) for the same object A (z1)(p), when the frame is centred
at σ = σ1 (where zσ1(σ)|σ=σ1 = 0) and in particular,
A (z1) ≡ A (z1)(σ1) ≡ A (zσ1 )(σ1) ≡ A (zσ1 ),
and,
A (z1)(p) ≡ A (z1)(σ) ≡ A (zσ1 )(σ).
Working in terms of an auxiliary underlying coordinate system make certain aspects of
reparametrisation invariance, complex structure and deformations thereof (such as shifts of
the base point, σ1 → σ′1) entirely manifest.
We denote generic (not necessarily primary) local operators by A throughout (usually
with subscripts/superscripts to distinguish one such operator or frame from another as well
as with appropriate arguments to denote where the operator is evaluated). When these
operators have well-defined chiral and anti-chiral scaling dimension, denote it by (h, h˜), the
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corresponding OPE with the chiral half of the total energy momentum tensor, T (z1)(z), takes
the generic form:
T (z1)(z′)A (z1)(z, z¯) =
= · · ·+ h(z′ − z)2A
(z1)(z, z¯) + 1
z′ − z∂zA
(z1)(z, z¯)+ :T (z1)(z′)A (z1)(z, z¯) :z1 .
(A.663)
For primaries the ‘. . . ’ are absent whereas for more general local operators they correspond
to more singular contributions.
Incidentally, this OPE with the energy-momentum tensor gives the transformation of the
local operator A (z1)(z, z¯) under a change of coordinates and implicitly includes a correspond-
ing change of normal ordering. Sometimes it is useful to disentangle these two notions, since
all operators (in particular primary and non-primary operators) transform under changes of
coordinates whereas only primaries with vanishing weights are invariant under changes of
normal ordering (when coordinates are held fixed). This is a subtle but important point, so
we will discuss it in detail in Sec. 4.3.
A.3 Primaries and Mode Operators
Remarks similar to the above for operators A (z1)(p) apply to primaries and (anti-)chiral
primaries which we denote throughout by O(z1)(p). Suppose O(z1)(p) is a chiral primary (so
that it depends on z1(p) but not the complex conjugate, z¯1(p)) and its associated conformal
weight is h. That it is a chiral primary is equivalent to the statement that under conformal
changes of frame, z1 → w1(z1),
O(z1)(p)dz1(p)h = O(w1)(p)dw1(p)h, or O(z1)(z)dzh = O(w1)(w)dwh, (A.664)
for the same quantities, with z = z1(p) and w = w1(p). These transformations implicitly
include a change in normal ordering (discussed in Sec. 4.3). When p = p1 (where z1(p1) = 0
and if also w1(p1) = 0) we might write instead,
O(z1)dzh1 = O(w1)dwh1 . (A.665)
For any given chiral primary, O(z1)(p), we define an infinite set of modes, O(z1)n , as the Laurent
coefficients in the expansions around the base point, p1, in the z1 frame:
O(z1)(z) =
∑
n∈Z
O(z1)n
zn+h
, with z = z1(p), (A.666)
and we express the corresponding modes as contour integrals,
O(z1)n :=
∮ dz
2piiz z
n+hO(z1)(z), n ∈ Z. (A.667)
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We emphasise that also the mode operators depend on the coordinate frame (z1) and hence
also the base point (p1) around which they are expanded. In the standard string theory
literature [14, 31] these quantities are often denoted by O(z) and On respectively, but we
need to be more explicit in order to be able to transition from a local to a global construc-
tion that works for generic Riemann surfaces. (The contour integrals circle z = z1(p1) = 0
counterclockwise and we adopt the standard normalisation,
∮
dz/z = 2pii, throughout.) Oc-
casionally, when it is not necessary to exhibit the specific frame with respect to which local
operators are defined, and when we would rather make manifest the tensor transformation
properties of tensor components we might write, e.g., b = bzzdz2 or b˜ = b˜z¯z¯dz¯2, where in a
specific frame z1 the quantities bzz and b˜z¯z¯ might otherwise be denoted by b(z1)(z) and b˜(z1)(z¯)
respectively.
The various chiral primary operators, modes and conformal weights relevant to the
bosonic string in flat spacetime are listed, respectively, in Table 1.
O(z1)(z) O(z1)n h√
2
α′ i∂z1x
µ
(z1)(z) α
(z1)
n 1
c(z1)(z) c(z1)n −1
b(z1)(z) b(z1)n 2
T (z1)(z) L(z1)n 2
j
(z1)
B (z) Q
(z1)
B 1
Table 1: The elementary chiral primary operators that appear in the bosonic string, their
corresponding modes and conformal weights respectively. The
√
2
α′ i∂x
µ(z) denote standard
matter fields, b(z), c(z) reparametrisation ghosts, T (z) the energy-momentum tensor (includ-
ing matter and ghost contributions such that the total central charge vanishes), and jB(z)
the BRST current. Any one of these primaries is denoted generically by O(z1)(z). They are
related as in (A.666) and (A.667). (For the BRST charge which does not depend on n one
should take n = 0 in (A.667), see (A.671).)
The corresponding operator product expansions (OPE) for the case of bosonic strings in
flat spacetime read:
b(z1)(p′)c(z1)(p) = 1
z1(p′)− z1(p)+ :b
(z1)(p′)c(z1)(p) :z1
xµ(z1)(p
′)xν(z1)(p) = −
α′
2 η
µν ln |z1(p′)− z1(p)|2+ :xµ(z1)(p′)xν(z1)(p) :z1
(A.668)
These relations define what we mean by ‘z1 normal ordering in z1 frame coordinates’, and z1
normal ordering (independently of which coordinates are used) is denoted by : :z1 , a concept
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that was made precise in [16]. This corresponds to subtracting precisely the singular terms
in (A.668). There are also important related notions that we introduce in Sec. 4.3, which is
to ‘change normal ordering keeping coordinates fixed’, and conversely to ‘change coordinates
keeping normal ordering fixed’.
Under rigid rescalings, rotations and shifts, z1 → w1 = λz1 + zv, according to (A.667)
and (A.664) the modes transform as follows,
O(λz1+zv)n (p1) = λnO(z1)n (p1) ⇒ O(λz1+zv)n (zv) = λnO(z1)n (0)
O˜(λz1+zv)n (p1) = λ¯nO˜(z1)n (p1) ⇒ O˜(λz1+zv)n (zv) = λ¯nO˜(z1)n (0)
(A.669)
where in the second line we also wrote down the corresponding expressions for the anti-chiral
halves. These follow from the fact that the corresponding local fields transform as conformal
tensors, and are therefore derived from (A.664) and (A.667). The relations on the right-
hand side in (A.669) take into account that when evaluated at p1 ∈ U1 the coordinates read
z1(p1) ≡ 0 and w1(p1) = λz1(p1) + zv ≡ zv, and we will use the two notations (corresponding
to the two “columns” in (A.669)) interchangeably depending on what property we wish to
emphasise.
The quantity T (z1)(z) in the previous subsection is the chiral component of the matter plus
ghost energy-momentum tensor, T = T (z1)(z)dz2 + T˜ (z1)(z¯)dz¯2, in particular T = Tm + Tg.
In the case of strings in Minkowski spacetime (or toroidal compactifications thereof),
T (z1)m = − 1α′ : (∂z1x(z1))2 :z1
T (z1)g = :c(z1)(∂z1b(z1)) + 2(∂z1c(z1))b(z1) :z1
(A.670)
Since [10, 16] normal ordering often depends on the frame (see Sec. 4.3) with respect
to which the subtractions are carried out, one must take (usually finite) changes in normal
ordering into account when gluing together charts to construct global objects that can be
integrated over a Riemann surface. (Indeed, requiring that local vertex operators be inde-
pendent of the normal ordering prescription leads precisely to the usual Virasoro conditions.
Notice these conditions are stronger than simply requiring BRST invariance.)
Our convention for the BRST charge (based at p1 in the above sense and as indicated by
the superscript, ‘ (z1)’) is:
Q
(z1)
B =
1
2pii
∮ (
dz j
(z1)
B − dz¯ j˜(z1)B
)
, (A.671)
where the chiral half of the (weight (h, h˜) = (1, 1) primary) BRST current reads,
j
(z1)
B (z) = :c(z1)(z)
(
T (z1)m (z) +
1
2T
(z1)
g (z)
)
+ 32∂
2
zc
(z1)(z) :z1 (A.672)
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with a similar expression for the anti-chiral half. Let us make note of two relations that are
useful for demonstrating decoupling of BRST-exact states from string amplitudes:{
Q
(z1)
B , b
(z1)
n
}
= L(z1)n[
L(z1)n ,O
(z1)
m
]
=
[
n(h− 1)−m
]
O(z1)n+m
{
Q
(z1)
B , b˜
(z1)
n
}
= L˜(z1)n ,[
L˜(z1)n , O˜
(z1)
m
]
=
[
n(h˜− 1)−m
]
O˜(z1)n+m,
(A.673)
for any primary operator modes (A.667). These follow directly from the above and the
usual [130] CFT interpretation for (anti-)commutators of generic modes,
{A,B] =
∮
0
dw
∮
w
dz a(z)b(w), with A =
∮
dz a(z), B =
∮
dz b(z).
A crucial property that follows immediately from the fact that (A.672) transforms as a
(1, 0) primary is that the BRST operator is invariant under holomorphic changes of coordi-
nates. To be more precise, it is invariant up to a sign since within a given coordinate chart
the orientation of the contour in (A.671) is always the canonical one and we might need to
flip the orientation to map the BRST charge of one chart to that of another. For example,
we can cover a sphere with two coordinate charts, (U1, z1) and (U2, z2) (centred at p1 and p2
respectively), such that U1 ∩ U2 consists of an equatorial band on which z1 and z2 represent
the same point provided they are related by the transition function z1z2 = 1. On either
chart we can define a BRST operator, namely Q(z1)B and Q
(z2)
B , which are centred at p1 and p2
respectively. When the corresponding contour of the Q(z1)B charge is deformed into the region
U1 ∩ U2 we can change coordinates using the transition function, but since the orientation
of the contour of Q(z2)B is opposite to that of Q
(z1)
B we pick up a minus sign: Q
(z1)
B = −Q(z2)B .
Similar reasoning holds for any Riemann surface defined by a set of holomorphic transition
functions and corresponding cocycle relations.
We next list some useful mode operator results (annihilation operators and state-operator
correspondence, all of which follow directly from (A.667)):
α(z1)n (p1) · 1 = 0, n ≥ 0; α(z1)−n (p1) · 1 =
√
2
α′
i
(n− 1)!∂
n
z1x(z1)(p1), n ≥ 1
(A.674a)
b(z1)n (p1) · 1 = 0, n ≥ −1; b(z1)−n (p1) · 1 =
1
(n− 2)!∂
n−2
z1 b
(z1)(p1), n ≥ 2
(A.674b)
c(z1)n (p1) · 1 = 0, n ≥ 2; c(z1)−n (p1) · 1 =
1
(n+ 1)!∂
n+1
z1 c
(z1)(p1), n ≥ −1
(A.674c)
L(z1)n (p1) · 1 = 0, n ≥ −1; L(z1)−n (p1) · 1 =
1
(n− 2)!∂
n−2
z1 T
(z1)(p1), n ≥ 2
(A.674d)
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where ‘1’ indicates the unique (up to normalisation) SL(2,C) vacuum. In the main text we
write |1〉 for the corresponding state representation for the SL(2,C) vacuum.
B Cycle Index Polynomials
Cycle index polynomials play a fundamental role in studies of coherent states in string
theory. In this section we provide a brief review of cycle index polynomials, starting from
their definition, after which we present various useful properties and identities.
B.1 Definition
A fundamental role in discussions of string coherent states is played by cycle index polyno-
mials, ZN(as) ≡ Z(SN ; a1, . . . , aN), of the symmetric group, SN , defined (for any arguments
as = {a1, a2, . . . }) by the generating function:
∞∑
n=0
Zn(as)un ≡ exp
( ∞∑
s=1
1
s
asu
s
)
(B.675)
The {as} are by definition independent of u so we may take a contour integral of both sides
leading to explicit expressions,
ZN(as) =
∮
0
du
2piiu u
−N exp
( N∑
s=1
1
s
asu
s
)
, ∀N ∈ Z (B.676a)
=
∑
k1+2k2+···+NkN=N
1
k1!
(
a1
1
)k1
. . .
1
kN !
(
aN
N
)kN
, ∀N ∈ Z+, (B.676b)
where the sum in the second equality is over all partitions of N , that is over non-negative
integers, {k1, . . . , kN}, subject to k1 + 2k2 + · · · + NkN = N . The expression (B.676b) can
be derived directly from (B.675) by taking the N th derivative of both sides with respect
to u, making use of Faa` di Bruno’s formula for derivatives of composite functions [60] for
the right-hand side, and finally setting u = 0. From (B.676a) it follows immediately that
ZN<0(as) = 0 (so that the definition of ZN(as) can be extended to negative integers, N , by
means of (B.676a)) and Z0(as) = 1, ZN(0) = δN,0, whereas from (B.676b) or (B.676a), the
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first few explicit expressions are:
Z0(as) = 1
Z1(as) = a1
Z2(as) =
1
2a
2
1 +
1
2a2
Z3(as) =
1
3!a
3
1 +
1
2a1a2 +
1
3a3
Z4(as) =
1
4!a
4
1 +
1
4a
2
1a2 +
1
8a
2
2 +
1
3a1a3 +
1
4a4
Z5(as) =
1
5!a
5
1 +
1
12a
3
1a2 +
1
8a1a
2
2 +
1
6a
2
1a3 +
1
6a2a3 +
1
4a1a4 +
1
5a5
(B.677)
Notice that the coefficients in each of these explicit expressions add up to 1, reminiscent
of the general result ZN(1) = 1 (which follows, e.g., from the integer shift relation derived
below and ZN(0) = δN,0).
B.2 Essential Relations
In most applications in string theory, for fixed N all terms in the explicit sum in (B.676b)
contribute at the same order so we must keep them all. This is easily dealt with as there are
a number of useful relations that follow from the above definition (for N > 0), to the extent
that one hardly ever needs to use the explicit expansion (B.676b):
ZN(bsas) = bNZN(as) (scaling relation)
ZN(as) =
1
N
N∑
m=1
amZN−m(as) (recursion relation)
ZN(as + bs) =
N∑
m=0
ZN−m(as)Zm(bs) (multiplication theorem)
ZN(as) =
1
N !BN(0!a1, 1!a2, . . . , (N − 1)!aN), (complete Bell polynomial relation)
ZN(a) =
Γ(a+N)
Γ(a)Γ(N + 1) (Γ-function relation)
∂
∂z
ZN(as) =
N∑
m=1
1
m
ZN−m(as)
∂am
∂z
(derivative relation)
ZN(as + 1) =
N∑
m=0
ZN−m(as) (integer shift relation)
Zng(δs,nas) =
1
g!
(
an
n
)g
(Kronecker delta relation)
(B.678)
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where BN(c1, . . . , cN) is a complete Bell polynomial [60, 61], and as, bs, cs, b are arbitrary.
Given the importance of the properties (B.678) in string amplitude computations, we briefly
discuss their derivations next.
The scaling relation follows immediately from (B.676b). Differentiating the scaling
relation with respect to b and making use of (B.676a) on the left-hand side then yields the
recursion relation in (B.678). The multiplication theorem of (B.678) follows upon
replacing as → as + bs in (B.676a), replacing the resulting two exponentials in the integrand
using the generating function (B.675) and carrying out the contour integral. The complete
Bell polynomial relation in (B.678) follows from inspecting the defining series expansion
[60, 61] of complete Bell polynomials and (B.676b). To derive the Γ-function relation of
(B.678) we consider the quantity ZN(a), use the complete Bell polynomial relation of (B.678)
leading to ZN(a) = 1N !BN(0!a, 1!a, . . . , (N − 1)!a). This is then decomposed in terms of
Bell polynomials using the relation, BN(a1, . . . , aN) =
∑N
k=1BN,k(a1, . . . , aN−k+1). The latter
polynomial has the scaling property BN,k(ca1, . . . , caN−k+1) = BN,k(a1, . . . , aN−k+1)ck, which
when applied to the case of interest yields: ZN(a) = 1N !
∑N
k=1BN,k(0!, 1!, . . . , (N − k)!)ak.
But the coefficient BN,k(0!, 1!, . . . , (N −k)!) is in turn precisely the unsigned Stirling number
of the first kind [60], c(N, k) ≡ (−)N−ks(N, k), and so noting that the resulting sum over k
is by definition the rising factorial130 [60], the stated Γ-function relation of (B.678) follows
immediately. The derivative relation follows immediately from (B.676a). The integer
shift relation follows immediately from the multiplication theorem and the result Zm(1) = 1
(for any integer m ≥ 0) which in turn follows easily from the integral representation (B.676a)
with as = 1. Finally, the Kronecker delta relation follows immediately from the integral
representation (B.676a).
Let us also list a couple of complete Bell polynomial relations,
exp
( ∞∑
n=1
1
n!anz
n
)
=
∞∑
n=0
1
n!Bn(a1, . . . , an)z
n
δBN(a1, . . . , aN) =
∞∑
n=1
(
N
n
)
BN−n(a1, . . . , aN−n)δan
(B.679)
130Recall that the equality:
N∑
k=1
c(N, k)ak ≡ Γ(N + a)Γ(a)
is the defining generating function of unsigned Stirling numbers of the first kind [60].
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B.3 Additional Identities
Let us consider the factorisation relation in (B.678), replace as → aseisθ, bs → bse−isθ and
integrate out θ with measure
∫ 2pi
0
dθ
2pi . Making use of the generating function (B.675) on the
left-hand side and the scaling relation on the right-hand side gives:
∫ 2pi
0
dθ
2pi exp
∞∑
n=1
( 1
n
ane
inθ + 1
n
bne
−inθ
)
=
∞∑
n=0
Zn(as)Zn(bs). (B.680)
There is also a useful relation for nth derivatives of an exponential of a function in terms
of cycle index polynomials, 1
n!e
−g(z)∂nz e
g(z) = Zn(∂
s
zg(z)
(s−1)! ), which follows from Faa di Bruno’s
formula and the complete Bell polynomial relation given above. This relation is a useful
representation for Taylor series; suppose eg(z) has a Taylor series expansion around z = 0
with a non-zero radius of convergence. Then,
eg(z) =
∞∑
n=0
znZn
(
∂szg(0)
(s−1)!
)
eg(0).
Some additional identities that follow from the above relations in Appendices B.2and B.1
are the following,
∞∑
n=0
Zn(bas) =
( ∞∑
n=0
Zn(as)
)b
(sum-power relation)
∞∑
n=0
Zn(as + bs) =
( ∞∑
n=0
Zn(as)
)( ∞∑
m=0
Zm(bs)
)
(factorisation relation)
Zn(12a2s) = Z2n
(
1+(−)s
2 as
)
(projection relation)
Z2n+1
(
1+(−)s
2 as
)
= 0 (vanishing theorem)
Zn
(
−
m∑
j=1
λsj
)
= en(−λ1, . . . ,−λm) (elementary symmetric polynomial relation)
(B.681)
and we leave their derivation to the reader.
B.4 Matrix Identities
Let us also list a number of fundamental identities involving matrices, traces of matrices
and cycle index polynomials. Suppose that A and B are N ×N matrices. We have following
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identities:
∞∑
n=0
Zn(TrAs) = det−1(1− A) (1st determinant relation)
∞∑
n=0
Zn(−TrBs) = det(1−B) (2nddeterminant relation)
Zn(−TrAs) = 0 (when n > N)
ZN(−TrAs) = (−)NdetA
ZN−n(−TrAs) = Zn(−TrA−s)ZN(−TrAs)
det
(
B
A
)
=
∞∑
n=0
Zn(Tr(1 + A)s − Tr(1 +B)s)
lim
`→∞
∞∑
n=0
Zn(TrAs − TrBs)`n =
∞∑
n=0
Zn(Tr(1 + A)s − Tr(1 +B)s)
(B.682)
A,B are general matrices of any finite rank131.
It is not hard to derive the above identities and we leave most of the derivations to the
reader. Let us though elaborate on the last two identities. Multiply left- and right-hand
sides respectively of the 1st and 2nd determinant relations in (B.682),
det
(
1−B
1−A
)
=
( ∞∑
n=0
Zn(TrAs)
)( ∞∑
m=0
Zm(−TrBs)
)
,
and make use of the factorisation relation,
det
(
1−B
1−A
)
=
∞∑
n=0
Zn(TrAs − TrBs). (B.683)
Next rescale A,B by a c-number, `, and use the scaling relation,
det
(
1−`B
1−`A
)
=
∞∑
n=0
Zn(TrAs − TrBs)`n. (B.684)
On the other hand, if we shift B → B + 1 and A→ A+ 1 in (B.683) we learn that,
det
(
B
A
)
=
∞∑
n=0
Zn(Tr(1 + A)s − Tr(1 +B)s), (B.685)
which is the second to last relation in (B.682). Also, by continuity of the determinant,
lim
`→∞
det
(
1−`B
1−`A
)
= det
(
B
A
)
, (B.686)
which enables us to restate this in terms of the right-hand sides of (B.684) and (B.685) which
yields the last relation in (B.682):
lim
`→∞
∞∑
n=0
Zn(TrAs − TrBs)`n =
∞∑
n=0
Zn(Tr(1 + A)s − Tr(1 +B)s). (B.687)
131If A is an N ×N matrix then the 2nd determinant relation implies Zn(−TrAs) = 0 for all n > N .
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B.5 Integer Arguments
There are a number of useful relations for cycle index polynomials of integer arguments,
beginning from:
Zn−r(−n) = (−)n−r
(
n
r
)
, and Zm+r(−m) = 0, ∀ integers n,m, r ≥ 1, (B.688)
which follow immediately from the gamma function relation (and elementary manipulations
using the identity Γ(z)Γ(1− z) = (sin piz)/pi); we also require the following double sum,
n′∑
r=1
n∑
s=1
(r + s− 1)!
(r − 1)!(s− 1)!Zn′−r(−n
′)Zn−s(−n)
= (−)n′+n
n′∑
r=1
n∑
s=1
(−)r+s(r + s− 1)!
(r − 1)!(s− 1)!
(
n′
r
)(
n
s
)
= nδn′,n.
(B.689)
This double sum was computed numerically for explicit integers, n, n′, and (conjecturally)
extrapolated to all positive integers. Furthermore there are useful relations such as,
n∑
r=1
rZn−r(−n) = δn,1
n∑
r=1
Zn−r(−n) = (−)n−1
n∑
r=1
rZm+r(m)Zn−r(n) =
2
m+ n
Γ(2n)
Γ(n)2
Γ(2m)
Γ(m)2 .
(B.690)
C Some Elementary Complex Analysis
C.1 Green’s Theorem
Suppose D is a simply connected region in Σ bounded by a sufficiently smooth curve
Γ = ∂D with the standard orientation as depicted in the first diagram in Fig. 31. The
Green’s (or 2-d Stoke’s) theorem then reads,∮
Γ
dx v + dy u =
∫
D
dx ∧ dy
(
∂xu− ∂yv
)
, (C.691)
where u(x, y) and v(x, y) real C1 functions.
Let us go to complex coordinates, z, z¯, by defining the quantities:
z = x+ iy, z¯ = x− iy
∂z =
1
2(∂x − i∂y), ∂z¯ =
1
2(∂x + i∂y)
w(z, z¯) = u(x, y) + iv(x, y), w¯(z, z¯) = u(x, y)− iv(x, y).
(C.692)
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Figure 31: Integration contours associated to various simply-connected domains.
Writing furthermore d2z := idz ∧ dz¯, this change of variables in (C.691) leads to:∮
Γ
dz w + dz¯w¯ = i
∫
D
d2z
(
∂z¯w − ∂zw¯
)
. (C.693)
Note that in this derivation the quantities w(z, z¯) and w¯(z, z¯) are C1 complex functions
related by complex conjugation. However, we can also make the stronger statement:∮
Γ
dz w(z, z¯) = i
∫
D
d2z ∂z¯w(z, z¯) (C.694)
To see this we again make use of (C.692) in (C.694) and equate real and imaginary parts.
This now yields two relations:∮
Γ
(udx− vdy) = −
∫
D
dx ∧ dy(∂yu+ ∂xv)∮
Γ
(vdx+ udy) =
∫
D
dx ∧ dy(∂xu− ∂yv),
(C.695)
either of which is precisely Green’s theorem (C.691) in real coordinates, and so (C.694) holds
true independently of the complex conjugate appearing in (C.693). Therefore, we can replace
w¯(z, z¯) by a new complex function w˜(z, z¯) (which is not necessarily the complex conjugate
of w(z, z¯)) and hence obtain a more general version of Green’s theorem (C.693),132
∮
Γ
dz w + dz¯w˜ = i
∫
D
d2z
(
∂z¯w − ∂zw˜
)
(C.696)
C.2 Generalised Cauchy Integral Formula
In this subsection we prove the ‘generalised Cauchy integral formula’, see (C.699). We first
recall the ‘Cauchy integral theorem’. Consider Green’s theorem (C.694) and take w(z, z¯)→
132Of course, this is in agreement with the more general expression,
∫
∂D
ϕ =
∫
D
dϕ, if we take ϕ = wdz+w˜dz¯
and note that d = dz∂z + dz¯∂z¯.
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w(z) to be holomorphic z. Green’s theorem then reduces immediately to the Cauchy integral
theorem: ∮
Γ
dzw(z) = 0 (C.697)
We apply this to the closed contour Γ + Γ′ enclosing D−D′ shown in the second diagram in
Fig. 7 with integrand w(z)→ w(z)/(z − ζ) (which is holomorphic in D −D′). After taking
the radius of the disc D′ centred at z = ζ to zero and using holomorphicity of w(z) to Taylor
expand it, the Cauchy integral theorem (C.697) yields the Cauchy integral formula:
w(ζ) = 12pii
∮
Γ
dz
w(z)
z − ζ . (C.698)
We took the radius of D′ to zero but the result (C.697) is independent of this radius because
w(z) is holomorphic in D.
In the present subsection we generalise the Cauchy integral formula (C.698) and show
that any C1 function w(ζ, ζ¯) (not necessarily holomorphic) in a domain D bounded by Γ (as
in133 the first diagram in Fig. 31) can be given the integral representation:
w(ζ, ζ¯) = 12pii
∮
Γ
dz
w(z, z¯)
z − ζ −
1
2pi
∫
D
d2z
∂z¯w(z, z¯)
z − ζ (C.699)
We refer to this as the generalised Cauchy integral formula. Notice that the first term in
(C.699) is analytic in ζ and the second encodes the departure from analyticity. Let us also
display the conjugate relation, obtained from (C.699) by taking the complex conjugate and
replacing w(z, z¯) by w(z, z¯),
w(ζ, ζ¯) = − 12pii
∮
Γ
dz¯
w(z, z¯)
z¯ − ζ¯ −
1
2pi
∫
D
d2z
∂zw(z, z¯)
z¯ − ζ¯ (C.700)
Following Bers [23] or Chern [24], to prove (C.699) we consider the version of Green’s
theorem given in (C.694) applied to the domain D − D′ shown in Fig. 7 and with the
replacement:
w(z, z¯)→ 12pii
w(z, z¯)
z − ζ .
We choose the inner disc D′ such that the point z = ζ is at the centre of this disc in Fig. 7
and denote the radius of D′ by r. Then consider the following integral,∫
D−D′
d2z
2pi
∂z¯w(z, z¯)
z − ζ =
∫
D−D′
d2z
2pi ∂z¯
(
w(z, z¯)
z − ζ
)
= 12pii
∮
∂D
dz
w(z, z¯)
z − ζ −
1
2pii
∮
∂D′
dz
w(z, z¯)
z − ζ
(C.701)
133Note that the cross cuts in the second and third diagrams cancel out and hence give vanishing contribu-
tion.
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where in the first equality we took into account that the pole at z = ζ is absent from the
region of integration allowing us to pull out the derivative ∂z¯. In the second equality we
applied Green’s theorem (C.694) to the annulus D − D′. Let us now consider the second
integral on the right-hand side of (C.701) in the limit r → 0,
lim
r→0
1
2pii
∮
∂D′
dz
w(z, z¯)
z − ζ = limr→0
1
2pii
∮
∂D′
dz
w(z + ζ, z¯ + ζ¯)
z
= lim
r→0
1
2pii
∮
∂D′
d(reiθ)w(re
iθ + ζ, re−iθ + ζ¯)
reiθ
= lim
r→0
1
2pi
∫ 2pi
0
dθ w(reiθ + ζ, re−iθ + ζ¯)
= w(ζ, ζ¯),
(C.702)
where in the first and second equality we changed variables of integration, and the last
equality follows from the assumption of continuity of w(z, z¯) in D. (Recall that every C1
function is continuous, and w(z, z¯) is by assumption at least C1 in D.) Therefore, in the
limit r → 0 the relation (C.701) takes the form,
lim
r→0
1
2pi
∫
D−D′
d2z
∂z¯w(z, z¯)
z − ζ =
1
2pii
∮
∂D
dz
w(z, z¯)
z − ζ − w(ζ, ζ¯). (C.703)
Since the right-hand side is non-singular in this limit so must the left-hand side be and we
learn that (since ∂D = Γ):
1
2pi
∫
D
d2z
∂z¯w(z, z¯)
z − ζ =
1
2pii
∮
∂D
dz
w(z, z¯)
z − ζ − w(ζ, ζ¯). (C.704)
which is (C.699), what we set out to show. That the left-hand side in (C.704) is non-singular
in the limit r → 0 is in any case guaranteed since the pole of the integrand is suppressed by
the integration measure.
C.3 Dolbeault-Grothendieck Lemma
The Dolbeault-Grothendieck lemma states the following. Consider Cm with coordinates
zk, 1 ≤ k ≤ m, and let D be the polydisc |zk| < rk and D′ the smaller polydisc |zk| < r′k
such that r′k < rk. Let µ be a (p, q)-form (with q ≥ 1) in D such that ∂¯µ = 0. Then there
exists a (p, q − 1)-form v in D such that µ = ∂¯v in D′. That is,
∂¯µ = 0 ⇔ µ = ∂¯v in D′ (C.705)
We present the proof for the special case q = m = 1, since this is the case of interest in
this document (the general result then follows by induction [23–26]). So we consider the case
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where µ is a (possibly vector-valued) (0, 1)-form,
µ = f(z, z¯)dz¯.
For a given f(z, z¯) let us define the quantity v(z, z¯) via,
v(z, z¯) := 12pii
∫
D′
dζ ∧ dζ¯ f(ζ, ζ¯)
z − ζ , (C.706)
and in what follows we will (for notational simplicity) write f(z) and v(z) for the same
quantities (i.e. we omit the anti-chiral coordinates from the notation). Consider now:
d
(
dζ¯f(ζ) ln |ζ − z|2
)
= (dζ∂ζ + dζ¯∂ζ¯)
(
dζ¯f(ζ) ln |ζ − z|2
)
= dζ ∧ dζ¯ ∂ζf(ζ) ln |ζ − z|2 + dζ ∧ dζ¯f(ζ)∂ζ ln |ζ − z|2,
(C.707)
and introduce a disc ∆(z, ) ⊂ D′ centred at ζ = z of radius  and integrate both sides of
this equation over D −∆(z, ),
∫
D′−∆(z,)
d
(
dζ¯f(ζ) ln |ζ − z|2
)
=
∫
D′−∆(z,)
dζ ∧ dζ¯ ∂ζf(ζ) ln |ζ − z|2 +
∫
D′−∆(z,)
dζ ∧ dζ¯ f(ζ)
ζ − z
(C.708)
For the left-hand side we can use Green’s theorem (C.694) (in fact its complex conjugate),
according to which,
∫
D′−∆(z,)
d
(
dζ¯f(ζ) ln |ζ − z|2
)
=
∫
D′−∆(z,)
dζ ∧ dζ¯∂ζ
(
f(ζ) ln |ζ − z|2
)
=
∮
∂D′
dζ¯f(ζ) ln |ζ − z|2 −
∮
∂∆(z,)
dζ¯f(ζ) ln |ζ − z|2︸ ︷︷ ︸
:=I
.
(C.709)
Next focus on the second term on the right-hand side, call it I. We want to explore the limit
 → 0 and for this purpose assume that within D′ there exists a ζ-independent quantity B
such that
|f(ζ)| < B. (C.710)
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Then,
|I| =
∣∣∣∣ ∮
∂∆(z,)
dζ¯f(ζ) ln |ζ − z|2
∣∣∣∣
=
∣∣∣∣− ∫ 2pi0 idθe−iθf(z + eiθ) ln 2
∣∣∣∣
= 2 ln 
∣∣∣∣ ∫ 2pi0 dθ e−iθf(z + eiθ)
∣∣∣∣
≤ 2 ln 
∫ 2pi
0
dθ
∣∣∣f(z + eiθ)∣∣∣
< 2 ln 
∫ 2pi
0
dθB
= 4piB ln 
(C.711)
That is,
lim
→0 |I| < lim→0 4piB ln  = 0,
and (C.709) then implies that:
lim
→0
∫
D′−∆(z,)
d
(
dζ¯f(ζ) ln |ζ − z|2
)
=
∮
∂D′
dζ¯f(ζ) ln |ζ − z|2. (C.712)
According to (C.708) we may rewrite the left-hand side of (C.712) to obtain
lim
→0
 ∫
D′−∆(z,)
dζ ∧ dζ¯ ∂ζf(ζ) ln |ζ − z|2 +
∫
D′−∆(z,)
dζ ∧ dζ¯ f(ζ)
ζ − z
 = ∮
∂D′
dζ¯f(ζ) ln |ζ − z|2.
(C.713)
Now since the right-hand side has a finite limit as  → 0 so must the left-hand side have a
finite limit. Indeed, since the integrands have at most a simple pole any such singularity is
suppressed by the measure, allowing us to take the limit:
∫
D′
dζ ∧ dζ¯ ∂ζf(ζ) ln |ζ − z|2 +
∫
D′
dζ ∧ dζ¯ f(ζ)
ζ − z =
∮
∂D′
dζ¯f(ζ) ln |ζ − z|2, (C.714)
Now recall the definition of v(z) in (C.706), on account of which (C.714) takes the form,
2piiv(z) = −
∮
∂D′
dζ¯f(ζ) ln |ζ − z|2 +
∫
D′
dζ ∧ dζ¯ ∂ζf(ζ) ln |ζ − z|2. (C.715)
We then take a ∂z¯ derivative of both sides, and we may pull the derivative into the integral
(since the resulting integrals exist) with the result:
2pii∂z¯v(z) = −
∮
∂D′
dζ¯
f(ζ)
z¯ − ζ¯ +
∫
D′
dζ ∧ dζ¯ ∂ζf(ζ)
z¯ − ζ¯ . (C.716)
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According to (C.700) however, we know that we can express any C1 complex-valued f(z) as:
2piif(z) = −
∮
∂D′
dζ¯
f(ζ)
z¯ − ζ¯ +
∫
D′
dζ ∧ dζ¯ ∂ζf(ζ)
z¯ − ζ¯ , (C.717)
and therefore from (C.716) and (C.717) there exists a function v(z) for any given f(z)
satisfying the properties stated above such that
f(z) = ∂z¯v(z) (C.718)
which is what we set out to show. A special case of this result is when µ is a vector-valued
(0, 1) form, that is, a Beltrami differential,
µ = µ zz¯ dz¯ ⊗ ∂z, (C.719)
in which case v(z) = vz(z)∂z and we have shown that µ zz¯ is locally of the form:
µ zz¯ = ∂z¯vz (C.720)
Unfortunately, this derivation excludes some interesting cases. For example, it is some-
times useful to consider the case where µ zz¯ becomes singular along a contour or at isolated
points. Such cases are excluded by (C.710). We will treat one such case separately below.
C.4 Delta Function Singularities
As pointed out at the end of the last subsection, the proof of the Dolbeault-Grothendieck
lemma presented above excludes some interesting cases, where (the component of) a Beltrami
differential µ zz¯ becomes singular along a certain contour or at isolated points. We will treat
one of these special cases here in detail, in order to expose underlying assumptions.
The case of interest is when:
µ zz¯ = 2piδ2(z − ζ)
for some fixed complex number ζ. (There is something analogous that happens in the super-
string for the usual choice of worldsheet gravitino gauge slice.) This corresponds to taking
the worldsheet metric to become singular at some isolated point z = ζ. It is a standard
result that there indeed exists a function vz such that µ zz¯ = ∂z¯vz, namely:
vz = 1
z − ζ + holomorphic
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but let us consider the derivation of this standard result in detail, if only to highlight the
underlying assumptions.
The proof is again based on the generalised Cauchy integral formula (C.699), repeated
here for convenience,
w(ζ, ζ¯) = 12pii
∮
Γ
dz
w(z, z¯)
z − ζ −
1
2pi
∫
D
d2z
∂z¯w(z, z¯)
z − ζ . (C.721)
Since the relevant integrals appearing are convergent (and taking into account that the first
term on the right-hand side of (C.721) is analytic),
∂ζ¯w(ζ, ζ¯) =
1
2pi∂ζ¯
∫
D
d2z
∂z¯w(z, z¯)
ζ − z
= 12pi
∫
D
d2z∂z¯w(z, z¯)
(
∂ζ¯
1
ζ − z
)
.
(C.722)
The term in the parenthesis is analytic everywhere except at ζ = z, so the form of the left-
and right-hand sides of (C.722) suggests the identification:
∂ζ¯
1
ζ − z = 2piδ
2(ζ − z) (C.723)
which is a standard and important result. Since we assumed that we can pull the ∂ζ¯ derivative
through the integral in going from the first to the second equality in (C.722) we will also
provide a more careful derivation of (C.723) next.
To see why it is justified to pull the derivative through the integral consider again (C.721),
w(ζ, ζ¯)− 12pii
∮
Γ
dz
w(z, z¯)
z − ζ = −
1
2pi
∫
D
d2z
∂z¯w(z, z¯)
z − ζ
= − 12pi
∫
D
d2z ∂z¯
(
w(z, z¯)
z − ζ
)
+ 12pi
∫
D
d2z w(z, z¯)
(
∂z¯
1
z − ζ
)
(C.724)
Since the first integral on the right-hand side is, by Green’s theorem (C.694),
− 12pi
∫
D
d2z ∂z¯
(
w(z, z¯)
z − ζ
)
= − 12pii
∮
Γ
dz
w(z, z¯)
z − ζ ,
substituting this into (C.724) we are left with:
w(ζ, ζ¯) = 12pi
∫
D
d2z w(z, z¯)
(
∂z¯
1
z − ζ
)
(C.725)
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We also have by definition of the Dirac delta function, δ2(z − ζ), that for ζ in D:
w(ζ, ζ¯) =
∫
D
d2z w(z, z¯)δ2(z − ζ).
Combining the preceding two equations yields:∫
D
d2z w(z, z¯)
(
∂z¯
1
z − ζ − 2piδ
2(z − ζ)
)
= 0. (C.726)
Since the quantity ∂z¯( 1z−ζ ) vanishes everywhere except possibly at z = ζ, and equation
(C.726) must hold for any C1 function w(z, z¯), we learn that:
∂z¯
1
z − ζ = 2piδ
2(z − ζ),
which is precisely (C.723). Therefore, the assumption that we can pull the derivative ∂ζ¯
through the integral that led to the first (quick) derivation of (C.723) is fully justified. One
can also argue that this is nevertheless justified since the resulting integrals exist, and this
latter comment may be viewed as a consistency check.
D Complex Analysis on Curved Surfaces
Any two-dimensional Riemannian manifold is locally conformally flat, see e.g. [23,38]. In
this section we consider a local chart such that the corresponding conformally-flat metric
takes the form gI = ρ(z, z¯)dzdz¯, with ρ(z, z¯) := 2gzz¯. Notice that gzz¯gzz¯ = 1 and
√
g = gzz¯,
and we use the following convention throughout: d2z ≡ idz ∧ dz¯.
D.1 Complex Tensors
We define a complex tensor ϕ of conformal weight (h, h˜) by:
ϕ = ϕz...z¯...(dz)h(dz¯)h˜ ∈ K(h,h˜), (D.727)
where it is to be understood that the components, ϕz...z¯..., carry h lower z indices and h˜ lower
z¯ indices. The quantity K(h,h˜) is the space of complex tensors of weight (h, h˜).
It is convenient to define Kn := K(n,0). The space K1 (which is usually denoted by K or
T ∗Σ) is the canonical bundle or cotangent bundle whose local sections are spanned by 1-forms.
Using the metric gzz¯ to raise and lower indices there is an isomorphism Kn−m ∼= K(n,m) and
one may therefore express all tensors in terms of holomorphic indices only, e.g. we may write,
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ϕzz¯z = gzz¯ϕzzz in which case the corresponding tensor ϕzzz∂z takes values in K−1, which is
precisely the tangent bundle TΣ and we could have equivalently written ϕzzz∂z for the same
object.134 We will denote tensors in Kn by,
ϕ = ϕzz...dzn ∈ Kn (D.728)
where ϕzz... carries n lower z indices.
To tensors of weight (1, 1) there correspond top forms, ϕzz¯(z, z¯)dz ∧ dz¯, that can be
integrated over Σ, ∫
Σ
d2z ϕzz¯(z, z¯)
since this object is invariant under local conformal transformations z → w(z). It is hence
intrinsically defined and can be integrated over the entire surface. This latter point follows
from the fact that we can cover the entire Riemann surface with conformal coordinate charts
such that on patch overlaps the transition functions are holomorphic, and then use a partition
of unity [25] to glue together the various contributions into a globally well-defined integral.
Using the metric to raise the anti-holomorphic index we can also rewrite the above integral,∫
Σ
d2z
√
g ϕ zz (z, z¯),
and indeed any tensor with an equal number of upper and lower z indices (i.e. any tensor
in K0 with components ϕ z...z... (z, z¯)) is a scalar and can therefore be integrated with measure
d2z
√
g over the entire Riemann surface.
D.2 Covariant Derivatives
To define covariant derivatives note that there is enough freedom to identify the Cauchy-
Riemann operator ∂z¯ (when acting on tensors in Kn) with the covariant derivative ∇(n)z¯
without use of a connection; in particular, ∇(n)z¯ : Kn → Kn,1, so that:
∇(n)z¯ ϕ = dz¯∂z¯ϕ ≡ ∂¯ϕ. (D.729)
According to the above identification we could also have written the Cauchy-Riemann oper-
ator as ∇z(n) : Kn → Kn−1, with
∇z(n)ϕ = (dz)−1gzz¯∂z¯ϕ (D.730)
134(Incidentally, one advantage of using dz−1 over ∂z for basis elements is that it is convenient to use the
same symbol dzn for both n > 0 and n < 0. But this is not always convenient, e.g., commutators of tangent
vectors are less transparent. So we use the notation ∂z and dz−1 interchangeably depending on context.)
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which transforms as a tensor of rank n− 1.
Taking the complex conjugate of (D.729), replacing n → −n, and lowering (or raising if
n < 0) the resulting n indices using the metric as discussed above, it follows that covariant
derivatives are maps ∇(n)z : Kn → Kn+1, given by:
∇(n)z ϕ = dz(∂z − nΓzzz)ϕ
= dz(gzz¯)n ∂z
[
(gzz¯)−n ϕ
]
,
(D.731)
Indeed, the choice (D.729) together with a conformally-flat metric gI = ρ(z, z¯)dzdz¯ defines
the connection uniquely:
ω := dzΓzzz = ∂ ln ρ(z, z¯), ω¯ := dz¯Γz¯z¯z¯ = ∂¯ ln ρ(z, z¯), (D.732)
where recall that ρ = 2gzz¯. The remaining components of the connection not appearing
explicitly in (D.732) vanish.
We usually drop the index (n) from covariant derivatives when there is no ambiguity
about the type of tensor it acts on. Also, we shall not in general display the differentials dz
(dz¯) in ∇z (∇z¯) but include them in the definitions for concreteness.
D.3 Laplacians
We can also construct two, in general distinct, Laplacians using the differential operators
(D.731) and (D.729),
∆+(n) = −2∇z(n+1)∇(n)z
∆−(n) = −2∇(n−1)z ∇z(n).
(D.733)
Explicit calculation yields:
∆+(n) = −2gzz¯∂z∂z¯ − n
(
− 2gzz¯∂z∂z¯ ln gzz¯
)
+ 2nΓzzzgzz¯∂z¯
∆−(n) = −2gzz¯∂z∂z¯ + 2nΓzzzgzz¯∂z¯
(D.734)
These two Laplacians are equal when acting on scalars, in which case n = 0, so we define:
∆(0) ≡ ∆+(0) = ∆−(0) = −2gzz¯∂z∂z¯.
The factor of −2 in the definitions (D.733) is conventional and is included so as to agree
with the definition of the conventional Laplacian ∆(0) = − 1√g∂α(
√
ggαβ∂β), which according
to (D.734) indeed reduces to −2gzz¯∂z∂z¯ in the conformal metric gI = ρ(z, z¯)dzdz¯. Finally, as
discussed below, the quantity −2gzz¯∂z∂z¯ ln gzz¯ appearing in (D.734) is the Ricci scalar, R(2).
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D.4 Curvature
On two-dimensional manifolds the Riemannian curvature has only one independent com-
ponent and so it will be completely specified by the Ricci scalar, R(2). We define the latter
by:
[∇z,∇z](n)ϕ ≡ n2R(2)ϕ (D.735)
for ϕ ∈ Kn, and the commutator, when acting on elements in Kn, is defined by,
[∇z,∇z](n) := ∇z(n+1)∇(n)z −∇(n−1)z ∇z(n).
Explicit calculation using the definitions in Sec. D.2 yields:
R(2) = −2gzz¯∂z∂z¯ ln gzz¯ (D.736)
From (D.734) it follows that we can also express the Ricci scalar in terms of the Laplacians
defined in (D.733):
∆+(n) −∆−(n) = −nR(2). (D.737)
Our conventions are such that there is a close parallel with the notion of curvature in
real manifolds. In particular, in the standard (+ + +) conventions in the classification of
Misner, Thorne and Wheeler [131]:
R(2) = gαβRαβ = 2gzz¯Rzz¯ = 2gzz¯Rαzαz¯ = 2gzz¯Rzzzz¯, (D.738)
but we are in Euclidean space. In particular, in the (+ + +) conventions the components of
Riemann curvature tensor in terms of the Christoffel symbol read,
Rαβγδ = ∂γΓαβδ − ∂δΓαβγ + ΓασγΓσβδ − ΓασδΓσβγ,
and taking into account that the only non-vanishing Christofel symbols are those depicted
in (D.732),
Rzzzz¯ = −∂z¯Γzzz
= −∂z¯∂z ln gzz¯,
(D.739)
the other non-vanishing components of the Riemann curvature tensor being related to Rzzzz¯
by the symmetries of the indices and complex conjugation. According to (D.738) the com-
ponent Rzzzz¯ is also identified with the corresponding Ricci tensor component,
Rzz¯ = −∂z∂z¯ ln gzz¯ (D.740)
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so that indeed all information about the curvature of a Riemann surface can be derived from
the Ricci scalar R(2) and the metric component gzz¯, and there is a clear parallel between
complex and real manifolds in two dimensions.
The curvature tensor, R, is defined in terms of the connection one-form ω in (D.732) for
a rank-1 complex vector bundle E = K−1 over a local patch U :
R := dω − ω ∧ ω
= (∂ + ∂¯) ∧ ∂ ln gzz¯ − (∂ ln gzz¯) ∧ (∂ ln gzz¯)
= dz ∧ dz¯(−∂z¯∂z ln gzz¯).
(D.741)
As an example let us consider a sphere Σ = S2 and search for a gzz¯ such that,
R(2) = +k, with k > 0 a constant (D.742)
Setting (D.738) equal to (D.742) with Rzz¯ given by (D.740) yields a differential equation for
gzz¯,
k = 2gzz¯(−∂z¯∂z ln gzz¯),
whose solution reads,
gzz¯ =
4
k
1
(1 + zz¯)2 ⇔ R(2) = +k. (D.743)
This metric is normalised such that it is equivalent to that of the standard metric on the
sphere,
ds2 = r2(dθ2 + sin2 θdϕ2),
which is seen by defining z = eiϕ tan θ2 , and taking k = 2/r
2. The reparametrisation-invariant
area of the worldsheet reads
Area =
∫
S2
d2z
√
g = 8pi/k = 4pir2,
where the relevant integral may be computed, e.g., by exponentiating the denominator of
the integrand using the gamma function integral representation, 1
Aa
= 1Γ(a)
∫∞
0
dy
y
yae−Ay, with
A = 1 + zz¯ and a = 2 (recalling that d2z = idz ∧ dz¯).
D.5 Inner Product and Adjoint
The natural inner product between tensors ϕ1,2 ∈ Kn with respect to the metric g is
(ϕ1, ϕ2)g =
∫
Σ
d2z
√
g (gzz¯)n ϕ∗1 ϕ2 (D.744)
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and we define the adjoint operators ∇(n)†z and ∇z†(n) with respect to this,
(ϕ1,∇(n)†z ϕ2)g ≡ (∇(n)z ϕ1, ϕ2)g
We use the inner product (D.744) to define a norm: ‖ϕ‖2g = (ϕ, ϕ)g. Using the definitions
it follows that
∇(n)†z = −∇z(n+1), ∇z†(n) = −∇(n−1)z . (D.745)
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