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Resumo
Neste trabalho, sa˜o estudadas duas propostas de me´todos de imputac¸a˜o de dados
para o ajuste do modelo de treˆs paraˆmetros em estudos de teoria de resposta ao item.
O primeiro me´todo proposto consiste em utilizar como probabilidade de resposta po-
sitiva para imputac¸a˜o de resposta o valor fornecido pela curva de regressa˜o log´ıstica
das respostas certas e erradas do indiv´ıduo como func¸a˜o das estimativas do paraˆmetro
de dificuldade para os itens respondidos pelo indiv´ıduo. Obtida a curva log´ıstica, a
probabilidade de resposta positiva para um item que o indiv´ıduo na˜o tenha respon-
dido e´ obtida pela curva log´ıstica ajustada calculada no valor estimado do paraˆmetro
de dificuldade do item na˜o respondido. A partir desta probabilidade, imputa-se uma
resposta correta ou na˜o. O segundo me´todo e´ similar ao primeiro, mas utiliza para
imputac¸a˜o a probabilidade de resposta correta dada pelo valor da curva suavizada
via kernel fornecida pela regressa˜o isotoˆnica das respostas corretas e incorretas (1
e 0) como func¸a˜o decrescente das estimativas do paraˆmetro de dificuldade do itens
respondidos. Num estudo de simulac¸a˜o, as estimativas dos paraˆmetros dos itens e da
proficieˆncia obtidas a partir dos dados imputados pelos dois me´todos e tambe´m sem
imputac¸a˜o de dados sa˜o comparadas com os valores reais e com aqueles obtidos para
os dados completos.
Palavras Chave: Palavras-chave: teoria de resposta ao item, dados faltantes,
imputac¸a˜o, regressa˜o log´ıstica, regressa˜o isotoˆnica, kernel..
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Abstract
In this work we have studied two imputation procedures for missing data when
fitting the three parameters model in item response theory studies. The first proposed
method uses as the probability of imputation of correct response the value obtained
from the logistic regression of the correct (1) and incorrect (0) answers as a function
of the difficulty parameter estimates for the items with responses. We take the fitted
logisitic curve and calculate the probability of imputation of positive response as
a function of the value of the difficulty parameter estimates for the non responded
items. The second method is similar to the first one, but we use the probability of
imputation of a positive response provided by the kernel smoothed isotonic regression
obtained taking the probability of positive response as a decreasing function of the
estimated difficulty parameter for each item with a response. In a simulation study,
the estimates of the item parameters and proficiency were compared to the real values
and also to the estimates obtained for the data with no missing responses.
key words: Keywords: item response theory, missing data, imputation, logistic
regression, isotonic regression, kernel..
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Motivac¸a˜o
Os sistemas de bancos de dados surgiram na de´cada de 60 com o objetivo de for-
necer recursos capazes de armazenar, organizar, manipular e recuperar dados. Atu-
almente, existe um grande armazenamento das informac¸o˜es em bancos de dados de
domı´nio pu´blico. Na a´rea da educac¸a˜o, va´rios indicadores educacionais foram coloca-
dos a` disposic¸a˜o dos especialistas, promotores de pol´ıticas pu´blicas e do pu´blico em
geral. Contudo, existe a necessidade de que esses indicadores sejam capazes de sinte-
tizar as informac¸o˜es de forma eficaz e assim surgem, a cada dia, pesquisas e te´cnicas
que objetivam resumir as informac¸o˜es.
Avaliac¸o˜es educacionais em grande escala ganharam grande importaˆncia em
todas as esferas de governo, que passaram a usar cada vez mais seus resultados com
o objetivo de melhorar seus investimentos e obter melhores resultados de rendimento
escolar, buscando a qualidade da educac¸a˜o.
Ao aplicar uma avaliac¸a˜o para testar as habilidades dos alunos, e compara´-las,
um estudo essencial envolve as diversas interac¸o˜es entre os alunos e os itens (quesi-
tos) do questiona´rio. Procedimentos iniciais para ana´lises de dados das avaliac¸o˜es
educacionais foram baseados em me´todos discut´ıveis, como a contagem do nu´mero de
respostas corretas em um conjunto de itens de um teste. A suposic¸a˜o era de que pes-
soas com maior nu´mero de acertos tinham maior habilidade que aqueles que tinham
menos respostas corretas. Responder uma questa˜o corretamente era equivalente a res-
ponder qualquer outra questa˜o corretamente. Pore´m, analistas de testes entenderam
que alguns itens sa˜o mais dif´ıceis do que outros.
Medidas de poder de discriminac¸a˜o do item, proporc¸a˜o de pessoas que esco-
lheram cada alternativa e outros indicadores estat´ısticos foram enta˜o coletados para
descrever func¸o˜es de itens de um teste. Me´todos de teoria de resposta ao item (unidi-
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mensionais) tambe´m foram desenvolvidos. Estes me´todos descrevem o funcionamento
dos itens do teste para as pessoas em diferentes n´ıveis de uma classificac¸a˜o cont´ınua
de habilidade ou conhecimento.
Contudo, um dos grandes problemas recorrentes nos bancos de dados que
armazenam os resultados das avaliac¸o˜es sa˜o os dados faltantes (missing). Geralmente,
os dados faltantes podem surgir tanto pela falta do aluno ao teste - nesse caso, nenhum
quesito desse aluno e´ respondido - quanto pela falta de resposta a um ou mais itens
do questiona´rio respondido pelo aluno que respondeu o teste.
O problema da na˜o resposta pode estar relacionado a uma se´rie de fatores:
alunos faltam, sa˜o avisados para ficarem em casa, professores na˜o levarem muito a
se´rio, pois a avaliac¸a˜o na˜o e´ para nota, falta de tempo para realizar a prova, falta de
motivac¸a˜o, entre outros. Um caso especial de dados faltantes e´ citado por Rose, von
Davier e Wu (2010) onde, em uma avaliac¸a˜o de desempenho internacional, o problema
da na˜o resposta de alguns itens do aluno pode estar ligado a`s diferentes tradic¸o˜es de
cada pa´ıs. Nesse caso, a tendeˆncia de omitir respostas na˜o e´ independente.
Como muitas te´cnicas estat´ısticas foram feitas para analisar dados completos, e´
frequente ignorar os alunos que na˜o responderam todos os itens. Se esses respondentes
retirados da ana´lise possuem caracter´ısticas diferentes dos demais, a infereˆncia fica
prejudicada. Por isso, me´todos de imputac¸a˜o de dados foram desenvolvidos para lidar
com o problema. Por estes me´todos os dados faltantes sa˜o preenchidos com valores
plaus´ıveis, de acordo com a ana´lise do perfil dos respondentes e diante das respostas
aos itens. Estes dados faltantes geralmente sa˜o tratados ou como observac¸o˜es ausentes
(ou seja, os dados faltantes sa˜o ignorados e as ana´lises sa˜o feitas utilizando apenas
os dados preenchidos) ou os dados faltantes sa˜o considerados como respostas erradas
(como se toda a prova tivesse sido respondida e como se o aluno na˜o tivesse habilidade
suficiente para responder ao quesito que deixou em branco).
Segundo Rubin (Rubin, 1976; Rubin e Little, 2002) existem treˆs tipos de
dados faltantes: completamente aleato´rio (MCAR), quando o dado faltante na˜o esta´
relacionado a nenhuma resposta dos sujeitos; aleato´rio (MAR), quando o dado perdido
e´ previs´ıvel atrave´s de outras varia´veis do banco de dados; e na˜o aleato´rio (MNAR),
quando o dado faltante esta´ relacionado com valores na˜o observados. Dados MCAR e
MAR na˜o comprometem as infereˆncias e podem ser considerados como ignora´veis. No
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entanto, dados MNAR implicam na violac¸a˜o do princ´ıpio da ignorabilidade e exigem
medidas adequadas para dar conta de seus efeitos na estimac¸a˜o dos paraˆmetros dos
itens e nas proficieˆncias dos respondentes.
Esta dissertac¸a˜o tem por objetivo estudar me´todos de correc¸a˜o do efeito da
na˜o resposta na estimac¸a˜o dos paraˆmetros dos itens e da proficieˆncia (habilidade)
dos respondentes, para dados faltantes na˜o ignora´veis. Simulac¸o˜es sera˜o conduzi-
das para demonstrar os efeitos de diferentes tratamentos de dados faltantes. As
omisso˜es que sa˜o relacionadas a`s caracter´ısticas dos respondentes sa˜o o alvo do pre-
sente estudo. Sera˜o observados os efeitos de diferentes tratamentos de dados faltantes
na˜o ignora´veis, onde os dados faltantes sa˜o considerados como respostas incorretas,
sa˜o ignorados ou sa˜o tratados em duas etapas: ignorados na fase de estimac¸a˜o dos
paraˆmetros dos itens e tratados como resposta incorreta na fase da estimac¸a˜o da
profcieˆncia. Para imputac¸a˜o dos dados, consideraremos dois modelos: modelo de
regressa˜o log´ıstica e modelo de regressa˜o isotoˆnica suavisada.
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Revisa˜o da Literatura
Existem va´rios me´todos para lidar com dados faltantes No entanto, a maioria foi
desenvolvida fora do contexto da Teoria de Resposta ao Item (TRI). Alguns me´todos
foram aplicados e analisados utilizando modelos tradicionais da TRI. Finch (2008)
comparou o desempenho de va´rias te´cnicas de imputac¸a˜o, utilizando um conjunto de
dados simulados em um modelo log´ıstico de treˆs paraˆmetros. Ele observou que va´rios
destes me´todos exibiram diferentes graus de eficieˆncia. Sua investigac¸a˜o se limitou a
escores ausentes para os mesmos quatro itens de um conjunto de 20 itens. Sheng e
Carrie`re (2005) tambe´m analisaram as implicac¸o˜es de estrate´gias para tratar dados
faltantes, utilizando o modelo de Rasch para dados de resposta ao item sob va´rios
mecanismos de dados faltantes. A te´cnica bootstrap foi utilizada para imputac¸a˜o e
observou-se que, para o caso de 20% de dados faltantes, este me´todo parece ser a me-
lhor estrate´gia para produc¸a˜o eficiente de estimadores consistentes e suas variaˆncias.
O me´todo bootstrap, no entanto, na˜o funciona bem quando e´ grande a proporc¸a˜o
dos dados faltantes, mesmo quando se tem um grande nu´mero de itens a serem ex-
plorados. Ale´m disso, Sheng e Carrie`re limitaram suas investigac¸o˜es em medic¸o˜es
cont´ınuas. Huisman (2000) investigou os efeitos de va´rios me´todos determin´ısticos de
imputac¸a˜o naive sobre as estimativas de habilidade latente dos entrevistados e utilizou
o alfa de Cronbach como medida de confiabilidade do teste. Me´todos determin´ısticos,
no entanto, assumem que todas as condic¸o˜es que levam a escores dos itens ausentes
sa˜o perfeitamente conhecidos, uma afirmac¸a˜o que nem sempre e´ va´lida. Sijtsma e
van der Ark (2003) discutiram alguns me´todos simples e propuseram dois me´todos de
imputac¸a˜o u´nica na˜o parame´tricos, um dos quais parecia ser superior em recuperar
va´rias propriedades estat´ısticas dos dados completos originais de um conjunto de da-
dos incompletos. Ale´m disso, van Ginkel, van der Ark, e Sijtsma (2007) mostraram
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que verso˜es de imputac¸a˜o mu´ltipla de alguns me´todos discutidos por Sijtsma e van
der Ark produziram pouca discrepaˆncia em relac¸a˜o a`s propriedades estat´ısticas dos
dados completamente observados. No entanto, as proporc¸o˜es de escores dos itens
ausentes estudadas foram pequenas, entre 1% e 15%.
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Cap´ıtulo 1
Conceitos Ba´sicos de Teoria de
Resposta ao Item
1.1 Introduc¸a˜o
A teoria de resposta ao item (TRI) surgiu na de´cada de 50 substituindo a teoria
cla´ssica dos testes (TCT) como uma pra´tica mais eficiente para medir caracter´ısticas
de indiv´ıduos que na˜o podem ser medidas diretamente. Ou seja, apo´s a aplicac¸a˜o
de um teste (ou pesquisa) a um conjunto de pessoas, a TRI busca um caminho para
descrever as interac¸o˜es entre essas pessoas e os itens desse teste, considerando que
as pessoas variam de acordo com suas caracter´ısticas. Estas caracter´ısticas sa˜o co-
mumente denominadas de trac¸o latente ou construto e podem ser medidas atrave´s
de instrumentos de pesquisa, como questiona´rios de desempenho para medir conhe-
cimento e inteligeˆncia (por exemplo, medir a proficieˆncia em matema´tica) e tambe´m
questiona´rios de atitude para medir personalidade e valores (por exemplo, medir o
n´ıvel de qualidade de vida).
O uso da TRI em avaliac¸o˜es educacionais teve in´ıcio no Brasil com o Sistema
de Avaliac¸a˜o da Educac¸a˜o Ba´sica (Saeb), em 1995, e, posteriormente, foi implemen-
tado no Exame Nacional para Certificac¸a˜o de Competeˆncias de Jovens e Adultos
(Encceja), na Prova Brasil e, por u´ltimo, no ENEM. No aˆmbito internacional, a
TRI vem sendo utilizada largamente por diversos pa´ıses: Estados Unidos, Franc¸a,
Holanda, Core´ia do Sul, China e pa´ıses participantes do Programa Internacional
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de Avaliac¸a˜o de Estudantes (Pisa). Um dos grandes exemplos de avaliac¸a˜o que
utiliza a TRI e´ o exame de proficieˆncia em l´ıngua inglesa (TOEFL) (trecho Dis-
pon´ıvel em: http://download.inep.gov.br/educacaobasica/enem/manuais/2012/guia-
do-participante?Notas.pdf.Acessoem : 09jun.2013).
1.1.1 Teoria Cla´ssica dos Testes e a Teoria de Resposta ao
Item
Na TCT, apo´s a definic¸a˜o do trac¸o latente (ou construto), e´ feita uma escolha
sensata de itens e de escalas que devem representar bem o construto a ser medido.
O construto medido pelos itens pode ser uma proficieˆncia acadeˆmica ou de aptida˜o,
ou pode ser uma atitude ou crenc¸a. As escalas dos respondentes aos itens podem
ser dicotoˆmicas (duas categorias), como certo ou errado, sim ou na˜o, concordar ou
discordar. Ou podem ser politoˆmicas (mais de duas categorias) como um conjunto
ordenado de respostas, numa escala de resposta tipo Likert, por exemplo. Na teoria
cla´ssica, a submissa˜o de testes piloto e o ca´lculo das qualidades psicome´tricas do
instrumento de pesquisa (validade, fidedignidade, α de Cronbach, etc.) servem para
validar o instrumento de pesquisa e eliminar itens ruins (por exemplo, itens muito
simples ou muito complicados, pois esses itens na˜o diferenciam um respondente do
outro).
Apo´s a construc¸a˜o do teste e´ realizada a padronizac¸a˜o dos escores brutos.
Os escores brutos sa˜o as somas das respostas codificadas. Para itens dicotoˆmicos as
respostas podem ser codificadas em 0 e 1, sendo 0 a resposta errada e 1 a resposta
correta. Para itens politoˆmicos, as respostas podem ser codificadas, por exemplo,
de 1 a 5 numa escala likert de 5 pontos. Ao somar todas as respostas dos itens do
teste, os respondentes podem ser classificados de acordo com a soma total. Maiores
somas significam maiores proficieˆncias (ou maiores n´ıveis de qualidade de vida), por
exemplo.
O escore padronizado e´ um nu´mero que normaliza o escore bruto de cada res-
pondente em func¸a˜o do resultado da aplicac¸a˜o do teste (ou pesquisa) para o conjunto
de respondentes que o realizaram. Por isso mesmo, esta normalizac¸a˜o e´ efetuada com
base na me´dia e o desvio padra˜o encontrados. Por exemplo, todo o respondente que
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obtiver um nu´mero de acertos (escore bruto) igual a me´dia do teste (ou pesquisa),
recebera´ um escore padronizado de 500 pontos. A partir da´ı, a cada desvio padra˜o,
acima ou abaixo da me´dia, sera˜o acrescidos ou retirados 100 pontos.
A ana´lise cla´ssica dos itens baseia-se em seus paraˆmetros descritivos, os quais
auxiliam na interpretac¸a˜o da distribuic¸a˜o das respostas para cada alternativa. As
caracter´ısticas dos itens de um teste correspondem aos seguintes paraˆmetros: ı´ndice
de dificuldade (proporc¸a˜o de participantes que responderam ao item corretamente);
ı´ndice de discriminac¸a˜o, que mede a capacidade do item de diferenciar os participan-
tes de maior habilidade (27 % dos respondentes com pontuac¸o˜es mais altas) daqueles
de menor habilidade (27 % dos respondentes com pontuac¸o˜es mais baixas), corres-
pondendo ‘a diferenc¸a entre a proporc¸a˜o de acertos do primeiro grupo e a do segundo
grupo; e correlac¸a˜o bisserial entre a resposta numa dada categoria do item e o escore
total do teste.
As principais estat´ısticas calculadas na TCT sa˜o:
- Escore total (respondente) = nu´mero de acertos. Varia de 0 a I (I=nu´mero de
acertos);
- ı´ndice de dificuldade (item) = proporc¸a˜o ou porcentagem de acerto. Varia de 0 a 1;
- ı´ndice de discriminac¸a˜o (item) = diferenc¸a entre a porcentagem de acerto do grupo
superior (27 % dos respondentes com os escores mais altos) e a porcentagem de acerto
do grupo inferior (27 % dos respondentes com os escores mais baixos). Varia de 0 a
1;
- Coeficiente de correlac¸a˜o ponto bisseriral (item) (rpbiss): coeficiente de correlac¸a˜o
de Pearson entre o escore total e a resposta ao item (1 = acerto, 0 = erro) de cada
um dos respondentes. Em outras palavras, e´ uma medida de associac¸a˜o entre o
desempenho no item e o desempenho na prova - estima a correlac¸a˜o entre a varia´vel
de desempenho no teste e uma varia´vel latente (na˜o observa´vel) com distribuic¸a˜o
normal que, por hipo´tese, representa a habilidade que determina o acerto ou erro do
item. Varia de -1 a 1. A transformac¸a˜o do coeficiente de correlac¸a˜o ponto bisserial
varia de 0 a 1.








Sendo M+ a me´dia da medida de desempenho para os alunos que acertaram o
item, M− a me´dia da medida de desempenho no teste para os alunos que erraram
o item, S o desvio-padra˜o da medida de desempenho no teste para todos os alunos,
p o percentual de respostas e h(p) o valor da densidade da distribuic¸a˜o normal com
me´dia 0 e variaˆncia 1 no ponto em que a a´rea da curva a` esquerda deste ponto e´ igual
a p.











Onde I e´ o nu´mero de itens, pi e´ a proporc¸a˜o de acertos ao item i e s
2 e´ a variaˆncia
dos escores.





- Assim, os dados da TCT sa˜o ajustados atrave´s do modelo:
Υjt = τj + jt (1.4)
Onde:
Yjt e´ escore do respondente j no teste t.
tj e´ o escore verdadeiro do respondente j (conhecimento).
j e´ o componente de erro para o respondente j no teste t.
Suposic¸a˜o usual:
A TCT, pore´m, cria problemas importantes para as ana´lises das interac¸o˜es
entre as caracter´ısticas das pessoas e as dos itens, tais como: os resultados encontrados
dependem de um particular conjunto de itens (questo˜es) que compo˜em o teste, ou
seja, os resultados finais que medem um determinado construto esta˜o associados ao
teste aplicado como um todo (mudando o teste, mudam-se os resultados); a definic¸a˜o
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do n´ıvel de dificuldade dos itens - por exemplo, em itens mais fa´ceis, me´dios ou dif´ıceis
- depende exclusivamente da “qualidade da amostra coletada” dos respondentes, na˜o
da qualidade “intr´ınseca” dos itens; a escolha do itens com melhor discriminac¸a˜o
entre os respondentes e´ muito questiona´vel ja´ do ponto de vista conceitual; forc¸ar as
respostas de todos os respondentes a seguir uma distribuic¸a˜o perfeitamente gaussiana
desnatura o sentido da variaˆncia e do escore; etc.
A TRI e´ um conjunto de modelos matema´ticos onde a probabilidade de um
indiv´ıduo acertar um item de um teste esta´ expressa em func¸a˜o dos paraˆmetros do
item e da habilidade do respondente. Em outras palavras, os modelos da teoria da
resposta ao item mostram o relacionamento entre a habilidade ou o trac¸o latente do
indiv´ıduo (simbolizado por θ) e a probabilidade de uma resposta positiva ao item de
um teste.
Enquanto a TCT utiliza o escore do teste como refereˆncia de medida - tornando
invia´vel a comparac¸a˜o entre indiv´ıduos que na˜o foram submetidos ao mesmo teste (ou
pesquisa) - a TRI tem como foco principal o item e na˜o o teste como um todo. O escore
da TRI e´ frequentemente chamado de habilidade, trac¸o ou proficieˆncia e leva em conta
o grau de dificuldade do item, a discriminac¸a˜o (capacidade do item em distinguir o
n´ıvel de proficieˆncia do aluno) e a probabilidade de acerto ao acaso (chute). A TRI foi
desenvolvida para resolver o problema da TCT em relac¸a˜o a dependeˆncia que a medida
da proficieˆncia tem em relac¸a˜o ao teste aplicado e a dependeˆncia que os paraˆmetros
do item teˆm em relac¸a˜o ao conjunto de respondentes. Em outras palavras, um item
deve medir um determinado conhecimento e isso na˜o pode depender de quem o esta´
respondendo. Assim como a proficieˆncia do respondente na˜o pode depender dos itens
que esta˜o sendo apresentados a ele.
A grande importaˆncia de se usar TRI esta´ em colocar todos os alunos na
mesma me´trica e a comparabilidade entre diferentes testes:
“A TRI possibilita a comparabilidade entre provas diferentes. Existem ins-
trumentos para medir peso, altura, distaˆncia. Mas na˜o ha´ um instrumento
que mec¸a, de forma direta, o conhecimento. Enta˜o, para medir o conhe-
cimento de uma pessoa ha´ que fazeˆ-lo de forma indireta e essa forma e´ a
avaliac¸a˜o. Com a TRI, o que se pretende e´ criar uma unidade de medida
para o conhecimento. Se voceˆ medir a altura de uma pessoa com uma trena
ou com uma fita me´trica, ela tera´ a mesma altura. Assim deve ser com o
conhecimento: qualquer que seja a prova, uma vez que o participante car-
rega o mesmo conhecimento, ele deve obter a mesma nota.(Dispon´ıvel em:
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http://www.pioxi.com.br/downloads/Enem/Enem20011novo.pdf.Acesso : 09jun.2013).”
Resumindo, a TRI, atrave´s de um nu´mero grande de questo˜es (itens) respon-
didas por uma amostra de indiv´ıduos, obte´m valores fixos para os paraˆmetros do item
(probabilidade de acerto ao acaso, dificuldade e discriminac¸a˜o do item), atrave´s de
te´cnicas de estimac¸a˜o (Ma´xima verossimilhanc¸a marginal, estimac¸a˜o bayesiana, etc),
montando assim um banco de itens (questo˜es). A partir do conhecimento dos valo-
res desses paraˆmetros, as questo˜es sa˜o posicionadas numa escala, permitindo, dessa
forma, sua interpretac¸a˜o. O posicionamento de cada questa˜o nos n´ıveis da escala se
da´ a partir de crite´rios probabil´ısticos, os quais garantem que somente participantes
com proficieˆncia igual ou maior que a daquele n´ıvel possuem alta probabilidade de
responder corretamente as questo˜es que esta˜o nesse n´ıvel e em n´ıveis inferiores. Itens
que conseguem discriminar entre os respondentes com maiores habilidades e aqueles
com menores habilidades sa˜o muito mais confia´veis. Assim, os escores da TRI podem
ter maior confiabilidade do que os escores dos itens utilizados na Teoria Cla´ssica. Se
diferentes examinados fazem diferentes testes, os escores da TRI sa˜o ajustados para
as diferentes dificuldades. Os itens do teste sa˜o selecionados para corresponder a
cada proficieˆncia dos examinados, de modo que os examinados na˜o fiquem entediados
com itens fa´ceis, ou frustrados com itens muito dif´ıceis. A TRI coloca os escores de
diferentes testes na mesma me´trica, de modo que cada examinado pode ter um teste
personalizado. O Conhecimento da dificuldade do item e´ usado na construc¸a˜o dos
testes para igualar os n´ıveis das caracter´ısticas da populac¸a˜o. Por exemplo, os itens
do teste de cieˆncia da quarta se´rie na˜o podem ser ta˜o fa´ceis que um aluno me´dio da
quarta se´rie responda todos os itens corretamente, ou na˜o pode ser ta˜o dif´ıcil que esse
aluno responda todos os itens incorretamente. O ı´ndice de discriminac¸a˜o dos itens e´
usado para selecionar itens que diferenciem bem entre examinados com baixo e alto
n´ıvel de proficieˆncia. A TRI tambe´m fornece um indicador de precisa˜o dos escores do
teste: o erro padra˜o para cada examinado. Juntos, dificuldade e discriminac¸a˜o podem
ser usadas para calcular o erro padra˜o da medida ou a confiabilidade do escore. Estes
ı´ndices ba´sicos fornecidos pela TRI tem analogias com os testes da teoria cla´ssica
(CTC).
Assim, a teoria de resposta ao item fornece uma estrutura u´til para a resoluc¸a˜o
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de uma grande variedade de problemas de medic¸a˜o. Como a TRI e´ empregada atrave´s
de um modelo matema´tico, a vantagem em utiliza´-la depende fundamentalmente da
escolha adequada do modelo atrave´s da adequac¸a˜o (ajuste) dos dados ao modelo
escolhido e seus pressupostos.
1.1.2 Pressupostos da Teoria de Resposta ao Item
Segundo Reckase (2009), a metodologia da TRI define func¸o˜es matema´ticas que
sa˜o usadas para relacionar a localizac¸a˜o de uma pessoa em um espac¸o multidimen-
sional com uma resposta correta para um item de um teste. A relac¸a˜o e´ medida
pelas caracter´ısticas do item (como a dificuldade, a discriminac¸a˜o e a probabilidade
de chute), apresentadas por valores (paraˆmetros) que sa˜o estimados a partir dos da-
dos de resposta ao item. O desenvolvimento da func¸a˜o matema´tica baseia-se em uma
se´rie de pressupostos.
O primeiro pressuposto e´ que as pessoas em um espac¸o de coordenadas car-
tesianas multidimensional na˜o mudam durante o processo de respostas ao teste (uma
questa˜o respondida na˜o pode auxiliar na resposta a outra questa˜o).
O segundo pressuposto e´ de que as caracter´ısticas de um item de um teste
permanecem constantes sempre que o teste e´ aplicado. Por exemplo, um teste em
ingleˆs aplicado numa regia˜o que domina a l´ıngua na˜o funciona ta˜o bem em uma regia˜o
onde a linguagem dominante e´ o espanhol, ou seja, ha´ uma ha´ variac¸a˜o na populac¸a˜o
examinada.
Uma terceira suposic¸a˜o e´ que as respostas de uma pessoa para um item sa˜o in-
dependentes de suas respostas a outros itens do teste. Esta hipo´tese esta´ relacionada
com a primeira suposic¸a˜o. Na˜o pode ser esperado que itens possam dar informac¸o˜es
que podem melhorar o desempenho em itens posteriores. Da mesma forma, as res-
postas geradas por uma pessoa sa˜o assumidas na˜o influenciar as respostas de outra
pessoa.
Uma quarta suposic¸a˜o e´ de que a relac¸a˜o entre localizac¸o˜es no espac¸o mul-
tidimensional e as probabilidades de uma resposta correta para um item pode ser
representada como uma func¸a˜o matema´tica cont´ınua. Isto significa que, para cada lo-
cal no espac¸o multidimensional, na˜o ha´ nenhuma descontinuidade. Este pressuposto
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e´ importante para as formas matema´ticas de modelos que representam as interac¸o˜es
entre pessoas e itens de um teste.
Uma suposic¸a˜o final e´ que a probabilidade de resposta correta ao item au-
menta, ou pelo menos na˜o diminui, com o aumento da localizac¸a˜o dos examinados
nas coordenadas, em qualquer uma das dimenso˜es. Isto e´ a suposic¸a˜o de ‘mono-
tonicidade’ e parece razoa´vel para os itens de teste projetados para a avaliac¸a˜o de
habilidades e conhecimentos.
1.2 Modelos Unidimensionais da Teoria de Res-
posta ao Item
A ideia dos modelos unidimensionais e´ dispor de uma escala de medic¸a˜o que mec¸a
o trac¸o latente. Uma escala arbitra´ria e´ definida e assume-se que, independente da
habilidade do respondente, ela pode ser medida numa escala que tem um ponto central
zero, uma unidade de medida igual a um, e um intervalo de valores poss´ıveis variando
de menos infinito a mais infinito. Assim, e´ poss´ıvel verificar qual a habilidade de uma
pessoa e comparar a de va´rias pessoas (e ordena´-las). Apesar de a habilidade poder
assumir valores de menos infinito a mais infinito, na pra´tica costumam limitar de -3 a
+3 (o valor encontrado na escala para cada respondente tambe´m e´ chamado de escore
da pessoa). Reckase (2009) chama o escore da pessoa de continuum:
O conceito de continuum que esta´ sendo utilizado aqui e´ similar ao conceito de
“construc¸a˜o hipote´tica” utilizado na literatura da psicologia (MacCorquodale e
Meehl 1948). Isto e´, um continuum e´ uma escala ao longo da qual os indiv´ıduos
podem ser ordenados. Distaˆncias ao longo deste continuum teˆm sentido uma
vez que uma origem para a escala e as unidades de medida sa˜o especificadas.
Acredita-se que o continuum exista, mas na˜o e´ diretamente observa´vel. Sua
existeˆncia e´ inferida a partir dos dados observados, neste caso, as respostas
aos itens de um teste. O nu´mero de continuums necessa´rios para descrever
as diferenc¸as entre as pessoas e´ assumido ser finito, mas grande. Em geral, o
nu´mero de continuums em que um grupo de pessoas se diferem e´ muito grande
e muito maior do que podia ser medido com qualquer teste atual. (Reckase,
2009).
Juntamente com a suposic¸a˜o de um paraˆmetro u´nico de pessoa, a maioria
dos modelos unidimensionais supo˜e que a probabilidade de selecionar ou produzir a
resposta correta para um item aumenta com o aumento de θ.
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Modelos matema´ticos ajudam a fornecer um meio de quantificar os fenoˆmenos
de interesse. A teoria de Resposta ao Item propo˜e modelos matema´ticos para carac-
ter´ısticas do indiv´ıduo que na˜o podem ser observadas diretamente (trac¸o latente).
As interac¸o˜es entre as caracter´ısticas dos itens e das pessoas podem ser expressas
de diversas formas, por infinitos modelos, dependendo das caracter´ısticas dos dados.
Alguns modelos sera˜o citados a seguir:
1.2.1 Modelos Dicotoˆmicos
O item e´ dito dicotoˆmico ou na˜o de acordo com a recodificac¸a˜o dada ‘as respostas.
Quando o item e´ dicotoˆmico, o indiv´ıduo recebe um valor 1 para resposta correta ao
item e para uma resposta incorreta recebe uma pontuac¸a˜o 0. Itens dicotoˆmicos sa˜o
tambe´m chamados de itens bina´rios.
Os modelos dicotoˆmicos sa˜o os mais utilizados. Para a maior parte dos itens
com escores dicotoˆmicos, e´ necessa´ria uma func¸a˜o que relaciona os paraˆmetros da
probabilidade de resposta correta de modo a que a hipo´tese de monotonicidade seja
satisfeita. Isto e´, com o aumento de θ, a forma funcional do modelo deve especificar
que a probabilidade de resposta correta aumenta. Como so´ existem apenas duas
categorias, os modelos dicotoˆmicos mostram a probabilidade apenas do escore 1. A
probabilidade do escore 0 e´ um menos a probabilidade do escore 1.
Modelo Log´ıstico de um paraˆmetro
O modelo log´ıstico de um paraˆmetro foi criado por Rasch (1960) e posteriormente
descrito por um modelo log´ıstico por Wright (1977). Ale´m de ter a propriedade da
monotonicidade, o modelo possui a vantagem da simplicidade. E´ definido por:




i=1,. . . ,I e j=1,. . .,J
bi e´ o paraˆmetro de dificuldade do item i. Ele e´ medido na mesma escala da
habilidade.
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D e´ um fator de escala, constante e igual a 1. Utiliza-se o valor 1,7 quando
deseja-se que a func¸a˜o log´ıstica fornec¸a resultados semelhantes ao da func¸a˜o ogiva
normal.
Uij e´ uma varia´vel dicotoˆmica que assume os valores 1, quando o indiv´ıduo j
responde corretamente o item i, ou 0 quando o indiv´ıduo j na˜o responde corretamente
ao item i.
Note que P (Uij = 1|θj) pode ser vista como a proporc¸a˜o de respostas corretas
ao item i dentre os indiv´ıduos com habilidade θj. A relac¸a˜o existente entre P (Uij =
1|θj) e os paraˆmetros do modelo pode ser visualisada pela figura 1.1 (a).
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Figura 1.1: Curva Caracter´ıstica do Item: [a] item 1: b=0 [b] item 1: b=-1, item 2:
b=0 e item 3: b=1
A suposic¸a˜o existente em um modelo log´ıstico e´ que cada examinado que
responde a um item do teste possui certa quantidade da habilidade subjacente. Assim,
pode-se considerar que cada examinado tem um valor nume´rico (escore ou continuum)
que coloca ele num lugar da escala de habilidade, simbolizado por θ. Em cada n´ıvel
de habilidade, havera´ certa probabilidade P(θ) de um examinado com habilidade θ
dar uma resposta correta para o item. Quanto mais baixa a habilidade, mais baixa
a probabilidade (mais P(θ) se aproxima de 0) e quanto mais alta a habilidade, mais
alta sera´ a probabilidade (mais P(θ) se aproxima de 1). Cada item em um teste tera´
a sua pro´pria curva caracter´ıstica do item.
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O modelo e´ denominado log´ıstico de um paraˆmetro porque o u´nico paraˆmetro
considerado e´ a dificuldade do item (b). Apesar de receber a mesma denominac¸a˜o da
Teoria Cla´ssica, o paraˆmetro de dificuldade do item na˜o e´ medido por uma proporc¸a˜o
(valor entre 0 e 1), ele pode receber qualquer valor entre −∞ a +∞. Na teoria de
resposta ao item, a dificuldade de um item descreve onde esta´ a func¸a˜o do item ao
longo da escala de habilidade. Para o modelo log´ıstico de um paraˆmetro, todos os
itens possuem o valor de bi quando P (θ)= 0,5. Observe na figura 1.1 (b) que todos
os valores b produzem a mesma linha horizontal, com um valor de P (θ)= 0,5.
Na figura 1.1 (b), a curva do lado esquerdo com b = -1 representa um item
mais fa´cil, porque a probabilidade de resposta correta e´ alta para os examinandos de
baixa habilidade e se aproxima de 1 para examinados com alta habilidade. A curva
central representa um item de dificuldade me´dia com b = 0, porque a probabilidade
de resposta correta e´ baixa nos n´ıveis mais baixos de habilidade, em torno de 0,5 no
meio da escala de habilidade e pro´ximo de 1 nos mais altos. Observe que quando a
dificuldade do item e´ inferior a 0, a maior parte da curva caracter´ıstica item tem uma
probabilidade de resposta correta, que e´ maior do que 0,5. Quando a dificuldade do
item e´ maior que 0, a maior parte da curva caracter´ıstica do item tem uma probabi-
lidade de resposta correta inferior a 0,5. O paraˆmetro b divide a func¸a˜o ao meio e
esta´ centrado entre a ass´ıntota inferior e a ass´ıntota superior da func¸a˜o.
Modelo Log´ıstico de dois paraˆmetros
O modelo log´ıstico de dois paraˆmetros e´ definido por:




i=1,. . . ,I e j=1,. . .,J
Uij e´ uma varia´vel dicotoˆmica que assume os valores 1, quando o indiv´ıduo j
responde corretamente o item i, ou 0 quando o indiv´ıduo j na˜o responde corretamente
ao item i.
ai e´ o paraˆmetro de discriminac¸a˜o (ou de inclinac¸a˜o) do item i, com valor
proporcional ‘a inclinac¸a˜o da curva caracter´ısticas do Item - CCI no ponto bi.
27
bi e´ o paraˆmetro de dificuldade do item i. Ele e´ medido na mesma escala da
habilidade.
D e´ um fator de escala, constante e igual a 1. Utiliza-se o valor 1,7 quando
deseja-se que a func¸a˜o log´ıstica fornec¸a resultados semelhantes ao da func¸a˜o ogiva
normal.
O modelo log´ıstico de dois paraˆmetros se difere do de um paraˆmetro por ter
o paraˆmetro de discriminac¸a˜o (a) incluso na fo´rmula. O paraˆmetro a e´ proporcional
a` derivada da tangente da curva no ponto de inflexa˜o. Este paraˆmetro na˜o e´ uma
correlac¸a˜o (na˜o recebe um valor entre -1 e 1 como na teoria cla´ssica dos testes).
Ele pode receber qualquer valor entre + ∞ a - ∞. Pore´m, itens com valores de
a negativos na˜o sa˜o esperados nesses modelos, pois a curva mudaria de crescente
para decrescente e indicaria que a probabilidade de responder corretamente ao item
diminui com o aumento da habilidade. Quanto mais baixo o valor de a menor o poder
que o item tem de diferenciar os indiv´ıduos com baixa habilidade dos indiv´ıduos com
alta habilidade. Valores muito altos de a indicam itens com curvas muito “ingremes”,
que discriminam os alunos em basicamente dois grupos: os que possuem habilidades
abaixo do valor do paraˆmetro b e os que possuem habilidades acima do paraˆmetro b.
Enquanto a maioria dos itens do teste deve discriminar de forma positiva, ou
seja, a probabilidade de resposta correta aumenta com o aumento do n´ıvel de ha-
bilidade, alguns itens teˆm discriminac¸a˜o negativa. Nesses itens, a probabilidade de
resposta correta diminui a medida que o n´ıvel de habilidade aumenta. Isto pode ocor-
rer por erro na codificac¸a˜o dos itens (respostas incorretas ganharem valores positivos),
ou ha´ alguma desinformac¸a˜o predominante entre os indiv´ıduos com alta habilidade.
De qualquer forma, esses itens necessitam de alguma atenc¸a˜o.
A figura 1.2 (a) ilustra treˆs itens com paraˆmetro de dificuldade me´dio b = 0
e diferentes paraˆmetros de discriminac¸a˜o: 0.2, 1 e 3, para os itens 1, 2 e 3, respec-
tivamente. Observe que o item 1 (com a = 0.2) possui baixo valor de discriminac¸a˜o
e a diferenc¸a e´ pequena entre a probabilidade de acerto P (Uij = 1|θj) dos diferentes
n´ıveis de habilidades (θ). Ja´ no item, com a = 3, os indiv´ıduos com habilidades um
pouco abaixo de b = 0 possuem probabilidade bem menor do que aqueles que esta˜o
localizados acima do ponto b = 0, ou seja, este item discrimina bastante entre os
respondentes com proficieˆncia abaixo do ı´ndice de dificuldade do item daqueles que
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esta˜o com proficieˆncia acima do valor de b.
Na figura 1.2 (b), o ı´ndice de dificuldade dos itens 2 e 4 e´ mais baixo, b = -1,
do que os itens 1 e 3 (b = 1). Os itens 2 e 4 (assim como 1 e 3) se diferenciam quanto
ao ı´ndice de discriminac¸a˜o do item, onde os itens 2 e 3 sa˜o mais discriminativos, pois
possuem maior diferenc¸a entre a probabilidade de acerto P (Uij = 1|θj) dos indiv´ıduos
que esta˜o com habilidades θ abaixo e acima de b.
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Figura 1.2: Curva Caracter´ıstica do Item : [a] item 1: a = 0; 2 e b = 0, item 2: a =
1 e b = 0, item 3: a = 3 e b = 0 [b] item 1: a = 1 e b = 1, item 2: a = 3 e b = -1,
item 3: a = 3 e b = 1, item 4: a = 1 e b = -1
Modelo Log´ıstico de treˆs paraˆmetros
O modelo log´ıstico de treˆs paraˆmetros e´ definido por:




i=1,. . . ,I e j=1,. . .,J
Uij e´ uma varia´vel dicotoˆmica que assume os valores 1, quando o indiv´ıduo j
responde corretamente o item i, ou 0 quando o indiv´ıduo j na˜o responde corretamente
ao item i.
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ai e´ o paraˆmetro de discriminac¸a˜o (ou de inclinac¸a˜o) do item i, com valor
proporcional ‘a inclinac¸a˜o da curva caracter´ısticas do Item - CCI no ponto bi.
bi e´ o paraˆmetro de dificuldade do item i. Ele e´ medido na mesma escala da
habilidade.
ci e´ a probabilidade do indiv´ıduo i acertar o item ao acaso (chute).
D e´ um fator de escala, constante e igual a 1. Utiliza-se o valor 1,7 quando
deseja-se que a func¸a˜o log´ıstica fornec¸a resultados semelhantes ao da func¸a˜o ogiva
normal.
[a]




































































Figura 1.3: Curva Caracter´ıstica do Item: [a] item 1: a = 1 e b =0, item 2: a = 1 e
b = 0, item 3: a = 3 e b = 0 [b] item 1: a = 1, b = 1 e c = 0:3; item 2: a = 3, b =
-1 e c = 0:1; item 3: a = 3 e b = 1 e c = 0:1; item 4: a = 1, b = -1 e c = 0:3
E´ importante notar que, por definic¸a˜o, o valor de c na˜o varia em func¸a˜o do
n´ıvel de habilidade. Assim, os examinandos com habilidade menor e maior teˆm a
mesma probabilidade de obter o item correto chutando. O paraˆmetro c tem um
alcance teo´rico de 0 ate´ 1 (ja´ que e´ uma probabildiade), mas, na pra´tica, os valores
acima de 0,35 na˜o sa˜o considerados aceita´veis. Um efeito da utilizac¸a˜o do paraˆmetro
do chute recai sobre a definic¸a˜o do paraˆmetro de dificuldade. Nos modelos log´ısticos
de um e dois paraˆmetros, o valor de b corresponde ao valor na escala de habilidade (θ)
no qual a probabilidade de resposta correta e´ 0,5. No modelo de treˆs paraˆmetros, a
definic¸a˜o do paraˆmetro de dificuldade e´ alterada. O valor fixado para b esta´ situado na
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escala de habilidade (θ) onde a probabilidade de resposta correta esta´ na metade do
valor entre c e 1, isto e´, (1 + c)/2. Isto porque o limite inferior da curva caracter´ıstica
item e´ o valor de c, em vez de zero.
O paraˆmetro de discriminac¸a˜o, nesse modelo, ainda pode ser interpretado
como sendo proporcional a inclinac¸a˜o da curva caracter´ıstica do item no ponto de θ
= b. No entanto, sob o modelo de treˆs paraˆmetros, a inclinac¸a˜o da curva caracter´ıstica
do item em θ = b e´ dada por (1 - c) / 4. Observe que, com a inclusa˜o de c, a func¸a˜o
deixa de ser log´ıstica, apesar de ser chamada assim por convenc¸a˜o.
1.2.2 Modelos Na˜o Dicotoˆmicos
A maioria dos testes utilizados em teoria de resposta ao item e´ composta de itens
de mu´ltipla escolha. Enquanto os modelos dicotoˆmicos consideram as respostas de
uma questa˜o de mu´ltipla escolha em certo e errado, codificando em 1 para a escolha
correta e zero para qualquer outra escolha do item, os modelos na˜o dicotoˆmicos levam
em conta toda a informac¸a˜o contida na questa˜o, tentando obter mais informac¸a˜o
das respostas dos indiv´ıduos do que simplesmente se eles deram respostas corretas
ou incorretas. Itens politoˆmicos possuem modelos espec´ıficos, onde na˜o consideram
apenas se o indiv´ıduo respondeu corretamente ou na˜o, mas tambe´m levam em conta
qual foi a resposta dada por ele. Modelos nominais podem ser aplicados a todas as
categorias de resposta escolhidas em um teste de mu´ltipla escolha e na˜o considera a
ordenac¸a˜o das alternativas. Modelos Graduais levam em contam todas as categorias
de resposta e tambe´m a ordenac¸a˜o das alternativas (como numa escala likert, por
exemplo).
Modelo de Resposta Nominal (Nominal Categories Model)
O Modelo de Resposta nominal foi baseado no modelo log´ıstico de dois paraˆmetros
e pode ser aplicado a todas as categorias de resposta escolhidas em um teste de
mu´ltipla escolha. O propo´sito desse modelo e´ melhorar a precisa˜o da habilidade esti-
mada utilizando toda a informac¸a˜o contida nas respostas dos indiv´ıduos, e na˜o apenas
se o item foi respondido corretamente ou na˜o. O modelo assume que a probabilidade
com que um indiv´ıduo j selecionar uma particular opc¸a˜o k (de mi opc¸o˜es existentes)
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Figura 1.4: Curva Caracter´ıstica de dois Itens para o Modelo Nominal








com i = 1, 2,, I, j = 1, 2, , n e k = 1, 2, , mi. Em cada θj, a soma das
probabilidades sobre as mi opc¸o˜es e´ igual a 1. A quantidade a
+
i,k e´ um paraˆmetro
do item i relacionados a k-e´sima opc¸a˜o. O modelo assume que na˜o ha´ nenhuma
ordenac¸a˜o a priori das opc¸o˜es de resposta.
Modelo de Resposta Gradual (Graded Response Model)
Diferentemente do modelo nominal, o modelo de resposta gradual de Samejima
(1969) assume que existe uma ordenac¸a˜o entre as categorias de respostas de um item.
Se os escores das categorias de um item i sa˜o ordenados do menor para o maior (como
em uma escala Likert, por exemplo) na˜o e´ adequado codifica´-las em certo e errado.
Considere a categoria k, k=0,1, , mi onde (mi + 1) e´ o nu´mero de categorias do i-
e´simo item. A probabilidade de um indiv´ıduo j escolher uma particular categoria ou







bi,k e´ o paraˆmetro de dificuldade da k-e´sima categoria do item i. Os demais
paraˆmetros ja´ foram definidos nos outros modelos. Diferentemente dos modelos di-
cotoˆmicos, a discriminac¸a˜o de uma categoria espec´ıfica de resposta depende tanto
do paraˆmetro de inclinac¸a˜o (como nos modelos dicotoˆmicos), comum a todas as ca-
tegorias do item, quanto da distaˆncia das categorias de dificuldade adjacentes. E´
importante se assegurar que a ordenac¸a˜o entre os n´ıveis de dificuldade das catego-
rias de um dado item exista, de acordo com a classificac¸a˜o dos seus escores, ou seja,
bi,1 ≤ bi,2 ≤ ... ≤bi,mi.




se P+i,0(θj) e P
+
i,mi+1
(θj) forem definidos de forma que:




Enta˜o P+i,0(θj) = P
+
i,0(θj)− P+i,1(θj) = 1− P+i,1(θj) e
Pi,m(θj) = P
+








Note que em um item com (mi + 1) categorias, mi valores de dificuldade
necessitam ser estimados, ale´m do paraˆmetro de inclinac¸a˜o do item. Assim, para
cada item, o nu´mero de paraˆmetros a serem estimados sera´ dado pelo seu nu´mero de
categoria de resposta. Se, por exemplo, tivermos um teste com I itens, cada um com






Modelo de Escala Gradual (Rating Scale Model)
E´ um caso particular do modelo de resposta gradual de Samejima. Esse modelo
tambe´m e´ adequado para itens com categorias de resposta ordenadas. No entanto, e´
feita a suposic¸a˜o de que os escores das categorias sa˜o igualmente espac¸ados.








com i = 1, 2, ..., I, j = 1, 2, ..., n e k = 0, 1, ...,m.
onde: bi e´ agora o paraˆmetro de locac¸a˜o do item i e dk e´ o paraˆmetro de
categoria.
Como P+i,j(θj)− P+i,k+1(θj) ≥ 0.
Devemos ter: d1 ≥ d2 ≥ ... ≥ dm
A maior difetenc¸a entre o Modelo de Resposta Gradual e o Modelo de Escala
Gradual esta´ na hipo´tese de nesse u´ltimo os escores das categorias de resposta devem
ser equidistantes. Assim, no Modelo de Escala Gradual o paraˆmetro bi,k e´ decomposto
em um paraˆmetro bi de locac¸a˜o do item e num paraˆmetro de categoria dk , isto e´:
bi,k = bi − dk.
Cabe ressaltar que os paraˆmetros de categoria dk na˜o dependem do item, isto
e´, sa˜o comuns a todos os itens do teste. Logo, se os itens que compo˜em o teste tiverem
suas pro´prias categorias de resposta, que podem diferir no nu´mero, enta˜o este modelo
na˜o e´ adequado. Em um teste composto por itens com (m + 1) categorias de resposta
cada um, m paraˆmetros de categoria necessitam ser estimados, ale´m dos paraˆmetros
de inclinac¸a˜o e de locac¸a˜o de cada item. Logo, se o teste tiver I itens, teremos [2I+m]
paraˆmetros a serem estimados.
























































Figura 1.5: Curva Caracter´ıstica do Item para o Modelo de Escala Gradual
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Modelos envolvendo mais de uma Populac¸a˜o
Alguns modelos foram desenvolvidos para serem aplicados quando o teste envolve
mais de uma populac¸a˜o. E´ pelo processo de amostragem do estudo que se identifica
quantas (e quais) sa˜o as populac¸o˜es envolvidas. Por exemplo, se o estudo em questa˜o
e´ dos alunos de uma determinada se´rie de ensino de uma determinada UF, toma-se
uma amostra de alunos dessa populac¸a˜o (e sera´ composta por alunos do diurno e do
noturno). Nesse caso, tem-se apenas uma populac¸a˜o de respondentes. Se o estudo
considera os alunos do diurno diferentes dos alunos do noturnos, seriam enta˜o ne-
cessa´rias duas amostras e seriam enta˜o duas populac¸o˜es a serem avaliadas. Exemplos
que usualmente sa˜o consideradas como populac¸o˜es distintas: se´ries distintas; turnos
distindo; mesma se´rie em anos distintos, etc. Assim, existem modelos de teoria de
resposta ao item diferentes quanto ao nu´mero de populac¸o˜es estudadas.
Geralmente, indiv´ıduos de diferentes populac¸o˜es na˜o sa˜o submetidos aos mes-
mos itens a serem testados. No entanto, para comparar diferentes populac¸o˜es e´ ne-
cessa´rio que haja pelo menos alguns itens comuns entre elas. Assim, sendo I o nu´mero
total de itens distintos apresentados, o modelo proposto por Bock e Zinmowski (1997)
e´ dado por:




Uijk e´ uma varia´vel dicotoˆmica que assume os valores 1, quando o indiv´ıduo
j da populac¸a˜o k responde corretamente o item i, ou 0 quando o indiv´ıduo j na˜o
responde corretamente ao item i.
θjk representa a habilidade do j-e´simo indiv´ıduo da populac¸a˜o k.
P (Uijk = 1|θjk) e´ a probabilidade de um indiv´ıduo j da populac¸a˜o k, com
habilidade θjk, responder corretamente ao item i. Os demais paraˆmetros sa˜o descritos
como os anteriores.
Estimac¸a˜o dos Paraˆmetros da Teoria de Resposta ao Item
Na Teoria de Resposta ao Item unidimensional, a probabilidade de uma resposta
correta a um determinado item depende somente da habilidade do indiv´ıduo e dos
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paraˆmetros que caracterizam o item. Mas, apenas as respostas ao item sa˜o conhecidas.
Assim, tem-se um problema de estimac¸a˜o que envolve dois tipos de paraˆmetros: os
paraˆmetros dos itens e o paraˆmetro da habilidade do indiv´ıduo. Na TRI, o processo
de estimac¸a˜o dos itens se chama calibrac¸a˜o.
A TRI nos possibilita analisar individualmente os itens de um teste fornecendo
paraˆmetros referentes aos itens e aos indiv´ıduos. Bem interpretados, esses paraˆmetros
fornecem uma grande quantidade de informac¸a˜o necessa´ria para a ana´lise dos itens,
identificando itens por sua dificuldade e por seu poder de discriminac¸a˜o entre os
indiv´ıduos de maior ou menor n´ıvel de habilidade.
Existem treˆs situac¸o˜es para estimativas dos paraˆmetros: conhecer as habilida-
des e estimar apenas os paraˆmetros do item - tem apenas cara´ter teo´rico e e´ solucio-
nado usando o me´todo da ma´xima verossimilhanc¸a; conhecer os paraˆmetros dos itens
e estimar apenas as habilidades - Nesse caso a soluc¸a˜o e´ dada empregando o me´todo
da ma´xima verossimilhanc¸a ou me´todos bayesianos, ambos atrave´s da aplicac¸a˜o de
procedimentos iterativos, como, por exemplo, o me´todo de Newton-Raphson ou Sco-
ring de Fisher; e na˜o conhecer nem os paraˆmetros dos itens e nem as habilidades.
Quando ambos os paraˆmetros devem ser estimados tambe´m pode ser usado o me´todo
da ma´xima verossimilhanc¸a ha´ duas abordagens usuais: estimac¸a˜o conjunta (dos
paraˆmetros dos itens e das habilidades), ou em duas etapas, primeiro a estimac¸a˜o dos
paraˆmetros dos itens e, posteriormente, das habilidades.
O ajuste do modelo escolhido aos dados deve ser comprovado pelos paraˆmetros
estimados e comec¸a na construc¸a˜o do instrumento de medida. Trata-se da definic¸a˜o
rigorosa da dimensa˜o que se pretende avaliar, seguida da elaborac¸a˜o dos itens que
representem adequadamente essa dimensa˜o.
O segundo passo e´ a aplicac¸a˜o dos itens a uma amostra representativa da
populac¸a˜o para a qual se constro´i o instrumento, com a finalidade de verificar a
unidimensionalidade dos itens. Nessa fase, escolhe-se o modelo que melhor ajusta-se
aos dados, por exemplo, se a discriminac¸a˜o dos itens na˜o e´ constante, escolhe-se o
modelo de dois paraˆmetros. Se houver probabilidade de acerto ao acaso, os dados
se ajustam melhor ao modelo de tres paraˆmetros. Por exemplo, se os itens sa˜o de
mu´ltipla escolha, e´ poss´ıvel o acerto ao acaso, entretanto, se utilizar um modelo de
um paraˆmetro, o res´ıduo gerado pode ser ta˜o inexpressivo que o uso desse modelo
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podera´ ser apropriado nesse caso.
A partir das respostas dos sujeitos aos itens, se inicia a estimac¸a˜o dos paraˆmetros.
Um dos me´todos usados e´ chamado Ma´xima Verossimilhanc¸a no qual os valores sa˜o
aqueles que maximizam a probabilidade de ocorreˆncia dos dados. Os valores esti-
mados sa˜o aqueles que se fazem mais plaus´ıveis para os dados obtidos. O problema
da estimac¸a˜o dos paraˆmetros dos itens na TRI e´ que conhece-se apenas as respostas
dadas aos itens. Como os paraˆmetros sa˜o desconhecidos, e´ necessa´rio realizar um
processo interativo, como, por exemplo, assumir valores iniciais hipote´ticos para os
paraˆmetros dos itens, estimar as habilidades dos sujeitos, considerar esses novos va-
lores proviso´rios para reestimar os paraˆmetros dos itens de maneira um pouco mais
acurada e assim sucessivamente ate´ que na˜o se consiga melhorar mais os ajustes das
curvas teo´ricas aos dados emp´ıricos.
Os procedimentos de estimac¸a˜o para esse me´todo podem assumir duas formas
distintas. A primeira consiste em fixar valores para os paraˆmetros dos itens e se
realizar sucessivas estimac¸o˜es para diferentes valores poss´ıveis de θ, ate´ que o valor que
melhor explique a ocorreˆncia do padra˜o emp´ırico de respostas seja encontrado. Sa˜o
testadas todas as possibilidades. Esta forma e´ conhecida por estimac¸a˜o condicional
como uma refereˆncia a` condic¸a˜o do conhecimento pre´vio dos paraˆmetros dos itens. A
segunda forma consiste em se calcular ao mesmo tempo tanto os paraˆmetros dos itens
quanto o θ de cada sujeito e e´ conhecida como estimac¸a˜o conjunta. Primeiramente, se
estima os valores de θ para cada sujeito, supondo os paraˆmetros dos itens tal como na
estimac¸a˜o condicional, indicando um valor inicial, apo´s os valores de θ conhecidos se
retorna calculando os paraˆmetros dos itens para aqueles valores. A diferenc¸a entre os
procedimentos e´ que, no primeiro caso, se estimam as habilidades de todos os sujeitos
para depois se corrigir o valor dos paraˆmetros e no segundo caso, as estimac¸o˜es da
habilidade e dos paraˆmetros dos itens sa˜o feitas concomitantemente (Mun˜iz, 1990).
Alguns passos para ilustrar a estimac¸a˜o de paraˆmetros utilizando o me´todo
de Ma´xima Verossimilhanc¸a: sejam n indiv´ıduos que respondem I itens de um teste.
Supoem-se que a u´nica informac¸a˜o dispon´ıvel seja as respostas aos itens. Enta˜o o
primeiro passo consiste em separar os sujeitos em grupos ao longo de uma escala de
habilidade hipote´tica, cada grupo tem Z sujeitos de habilidades iguais. A probabili-
dade de os sujeitos de cada grupo responderem adequadamente a um item espec´ıfico
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sera´ dada pelo quociente entre o nu´mero de sujeitos que realmente acertaram ao item
e o nu´mero total de sujeitos daquele grupo. Dessa forma as probabilidades de acerto
em cada n´ıvel de habilidade ao longo da escala podem ser calculadas, isto e´, tem-se
uma curva emp´ırica para cada item. A partir disso tenta-se manipular os paraˆmetros
do item, produzindo uma curva teo´rica que mais se aproxime da emp´ırica. O processo
de estimac¸a˜o dos paraˆmetros se encerra quando os valores estimados convergirem, ou
seja, quando a partir de n interac¸o˜es na˜o se consegue produzir mais melhorias na
reproduc¸a˜o dos dados emp´ıricos por meio das variac¸o˜es nos valores dos paraˆmetros
dos itens (Wright e Stone, 2004; Baker, 2001; Mun˜iz, 1990).
Apo´s a estimac¸a˜o dos paraˆmetros do modelo os valores encontrados devem ser
confrontados com os resultados emp´ıricos, ou seja, as respostas dos sujeitos, e verificar
se existem diferenc¸as estatisticamente significativas. Existem va´rios procedimentos
estat´ısticos usados para a comprovac¸a˜o do ajuste do modelo aos dados, mas nenhum
e´ totalmente satisfato´rio, o que acaba por se tornar o ponto fraco da TRI no seu
momento atual de desenvolvimento (Mun˜iz, 1990; Baker, 2001; Wright e Stone, 2004).
Informac¸o˜es mais detalhadas sobre a estimac¸a˜o dos paraˆmetros podem ser
encontradas em [Baker (1987), Baker (1992), Lord (1980), Birnbaum (1968), Swami-
nathan e Gifford (1983), Hambleton e Swaminathan (1985), Hambleton et al. (1991),
Hambleton e Van Der Linden (1996)].
1.2.3 Me´todos de Estimac¸a˜o dos Paraˆmetros
Os principais pressupostos para estimac¸a˜o de paraˆmetros da Teoria de Resposta
ao Item sa˜o: Independeˆncia entre as respostas dos indiv´ıduos e independeˆncia entre
as respostas dadas aos itens, para uma proficieˆncia espec´ıfica (local ou condicional).
Nessa sec¸a˜o sera˜o descritos alguns me´todos de estimac¸a˜o para uma populac¸a˜o, dado
que os pressupostos sa˜o seguidos:
Estimac¸a˜o por Maxima Verossimilhanc¸a Conjunta














uijlogPij + (1− uij)log(1− Pij) (1.14)
Onde U = (uij) e´ a matriz das respostas (NxI) e ξ e´ o vetor (qIx1) dos
paraˆmetros dos itens. Para o modelo log´ıstico de 3 paraˆmetros, q=3
E´ necessa´rio encontrar os valores de θ e ξ que maximizam logL atrave´s de uma
te´cnica iterativa, por exemplo, Newton-Raphson. Sa˜o necessa´rias as derivadas parcias
de primeira e segunda ordem de logL com respeito a θ e ξ. Indeterminac¸a˜o: existem
diferentes valores de θ e b que fornecem o mesmo valor de Pij. Uma soluc¸a˜o: θs com
me´dia 0 e desvio padra˜o 1, escala (0,1). Uma outra te´cnica e´ a de verossimilhanc¸a
marginal.
Estimac¸a˜o por Ma´xima verossimilhanc¸a marginal
A ide´ia ba´sica e´ “libertar o processo de estimac¸a˜o dos paraˆmetros dos itens de
sua dependeˆncia de θ”. O primeiro passo e´ a estimac¸a˜o dos paraˆmetros dos itens.
O segundo passo e´: assumindo que as estimativas dos paraˆmetros dos itens sa˜o seus
verdadeiros valores, estimados os θs.





ij (1− Pij)(1− uij) (1.15)
P (Uj|θ, η) =
∮
<
P (uj|θ, ξ)g(θ, η)dθ (1.16)
L(ξ, η) = P (U |ξ, η) =
n∏
j=1
P (Uj|ξ, η) (1.17)
Onde: g(θ|η) e´ a distribuic¸a˜o de θ, com paraˆmetros η = (µ, σ2)1. Em geral,
consideramos a normal padra˜o (µ = 0 e σ = 1).
As estimativas dos paraˆmetros dos itens sa˜o os valores de ξ que maximizam
L(ξ, η). O Algoritmo EM pode ser utilizado, onde: U e θ sa˜o os dados completos,




Diferente da estimac¸a˜o por ma´xima verossimilhanc¸a, a estimac¸a˜o bayesiana for-
nece estimativas para todos os itens com u = 1 ou u = 0. Geralmente, as func¸o˜es a
‘priori’ utilizadas sa˜o:
- Distribution a priori para a: Lognormal
- Distribuic¸a˜o a priori para b: Normal
- Distribuic¸a˜o a priori c: Beta
Duas ou mais populac¸o˜es
Caso 1: Estimac¸a˜o para cada populac¸a˜o em separado: requer uma “equalizac¸a˜o
a posteriori” para ter todos os resultados na mesma escala (me´trica).
Caso 2: Estimac¸a˜o envolvendo todas as populac¸o˜es ao mesmo tempo. Enfoque
de Grupos Mu´ltiplos: Estabelecemos uma das populac¸o˜es (grupos) como a refereˆncia,
e obtemos todos os resultados na mesma escala. Por exemplo, estabelecemos a escala
(0,1) para a populac¸a˜o 1, e todos os resultados das outras populac¸o˜es estara˜o na
mesma escala.
1.2.4 Teoria de Resposta ao Item Multidimensional
Na TRI, a habilidade e´ observada atrave´s de um conjunto de itens, onde cada
item deve medir algum aspecto do construto de interesse. Essa relac¸a˜o e´ de tal forma
que quanto maior a habilidade, maior a probabilidade de acerto no item. Pore´m,
mais de uma habilidade podem interagir com os itens respondidos. Quando apenas
uma habilidade e´ considerada no modelo, esse denomina-se unidimensional e quando
ha´ mais de uma habilidade o modelo chama-se multidimensional.
Os modelos atuais de TRI consideram que as avaliac¸o˜es medem apenas um
trac¸o latente (habilidade), ou seja, podem ser representado em apenas uma dimensa˜o.
Mas, pela pro´pria construc¸a˜o dos itens, isto pode na˜o ser verdade (como exemplo,
a redac¸a˜o do ENEM 1 que e´ estruturada em 5 compenteˆncias). Por isso, te´nicas
1No caso da redac¸a˜o, cinco competeˆncias sa˜o avaliadas: I- Demonstrar domı´nio da norma padra˜o
da l´ıngua escrita. II- Compreender a proposta de redac¸a˜o e aplicar conceitos das va´rias a´reas de
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multidimensionais sa˜o propostas, atrave´s de ana´lises fatoriais, a fim de verificar a
dimensionalidade dos testes aplicados.
A utilizac¸a˜o de Modelos Multidimensionais da TRI iniciou-se a partir dos anos
70, baseada nos trabalhos de Horst (1965), McDonald (1967), Muthe´n (1978), Same-
jima (1974), entre outros. A histo´ria e o desenvolvimento destes modelos baseiam-se
principalmente em duas a´reas: a ana´lise factorial (Horst, 1965; Christoffersson, 1975;
Muthe´n, 1978; McDonald, 1967 e 1985; Bock e Aitkin, 1981 e Bejar, 1977) e a ex-
tensa˜o dos modelos de resposta ao item unidimensionais (Rasch, 1962; Lord e Novick,
1968 e Samejima, 1974).
Dimensionalidade e independeˆncia local
O valor dado a` proficieˆncia (continuum) de um determinado indiv´ıduo, que
pode ser definido atrave´s de um conjunto de respostas ao item, depende da variac¸a˜o
da amostra de indiv´ıduos examinados e das caracter´ısticas do item do teste. Os itens
devem ser constru´ıdos de modo que a determinac¸a˜o da localizac¸a˜o de pessoas em um
espac¸o multidimensional consiga diferenciar essas pessoas.
Supo˜em-se que: ou a pessoa que o acerta ao item tem todas as habilidade
e conhecimentos necessa´rios para respondeˆ-lo corretamente ou a pessoa e´ deficiente
em algum componente do item. Esse componente poderia ser a habilidade de leitura
ou conhecimento do vocabula´rio, ou o conhecimento do processo de teste de mu´ltipla
escolha com itens ou ate´ mesmo o tempo que o aluno tem para realizar o teste,
pois se o tempo foi curto e a resposta pode nem mesmo ser respondida. Para a
construc¸a˜o do item, espera-se que esse componente tenha a ver com o construto a
ser medido. Por exemplo, se esta´ medindo a proficieˆncia em matema´tica espera-se
que o indiv´ıduo erre ou acerte de acordo com seus conhecimentos em matema´tica. A
princ´ıpio, o respondente precisa entender a linguagem do teste, o formato da pergunta,
o significado das palavras que sa˜o alternativas de resposta, entre outas coisas. Por
isso, os itens devem ser cuidadosamente desenvolvidos para na˜o serem sens´ıveis a
conhecimento para desenvolver o tema, dentro dos limites estruturais do texto dissertativo- argu-
mentativo III- Selecionar, relacionar, organizar e interpretar informac¸o˜es, fatos, opinio˜es e argu-
mentos em defesa de um ponto de vista. IV- Demonstrar conhecimento dos mecanismos lingu´ısticos
necessa´rios para a construc¸a˜o da argumentac¸a˜o. V- Elaborar proposta de soluc¸a˜o para o problema
abordado, respeitando os valores humanos e considerando a diversidade sociocultural.
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diferenc¸as irrelevantes.
Os modelos mais utilizados sa˜o os unidimensionais, por na˜o serem ta˜o com-
plexos como os modelos multidimensionais, e assumem que ha´ apenas uma habilidade
responsa´vel pelas respostas ao item. Parece pac´ıfico assumir que qualquer desempe-
nho humano e´ sempre multideterminado ou multimotivado, dado que mais de um
construto entre na execuc¸a˜o de qualquer tarefa. Enta˜o, para admitir a unidimensio-
nalidade, aceita-se que ha´ um fator dominante responsa´vel pelo conjunto de itens de
um teste. E esse fator e´ o que se supo˜e estar sendo medido pelo teste. Pore´m, na
pro´pria construc¸a˜o dos itens, ou pela finalidade da aplicac¸a˜o, na˜o existe apenas uma
habilidade a ser testada, ou seja, na˜o devem ser considerados unidimensionais (como
o caso do Exame Nacional do Ensino Me´dio (ENEM), que foi estruturado segundo
uma matriz de 5 competeˆncias.
Ale´m das caracter´ısticas de dificuldade e discriminac¸a˜o do item apresentadas
tanto na TCT e na TRI (e de probabilidade de acertar ao acaso, em alguns modelos
da TRI), o pressuposto de que o conjunto dos itens representam apenas o construto
a ser avaliado deve ser questionada. Esse pressuposto chama-se unidimensionalidade,
isto e´, a homogeniedade do conjunto de itens que supostamente devem estar medindo
um u´nico trac¸o latente. Isso porque ao descrever as interac¸o˜es entre as pessoas e os
itens de um teste, deve-se considerar que as pessoas variam de acordo com as suas
caracter´ısticas. Enta˜o, se por um lado algumas dessas caracter´ısticas (ou habilidades)
sa˜o importantes para testar o desempenho em um item espec´ıfico do teste, por outro
lado os itens do teste podem exigir mu´ltiplas habilidades para chegar a‘ resposta
correta (Reckase, 2009).
Se o objetivo e´ o de determinar a habilidade do indiv´ıduo em um teste va´rias
conhecimentos e fatores devem ser considerados, como por exemplo: o conhecimento
da linguagem utilizada pra resolver o teste (se o objetivo e´ testar a habilidade em
matema´tica, apenas, um teste com questo˜es de interpretac¸o˜es pode conter um vo-
cabula´rio que o respondente ignora e, apesar de ter conhecimento matema´tico para
acertar a questa˜o ele pode responder incorretamente); a tendeˆncia de adivinhar (‘chu-
tar) quando se esta´ em du´vida sobre as respostas; a rapidez em responder as questo˜es
(se um teste for muito longo e o prazo para respondeˆ-lo for curto, pode acontecer
de alguns respondentes com conhecimento necessa´rio na˜o consiga demonstrar o seu
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conhecimento, deixando questo˜es sem respostas); o estado emocional do respondente
pode ser uma dimensa˜o a mais ao testar seu conhecimento (muitos respondentes
podem ter conhecimento das questo˜es do teste e por nervosismo na˜o conseguem re-
solveˆ-las); a homogeniedade da amostra (se um teste de matema´tica e´ aplicado aos
alunos do ENEM2, aqueles que ainda na˜o terminaram o ensino me´dio se diferem
daqueles que conclu´ıram e mais ainda dos que ja´ cursaram o ensino superior, as-
sim, uma questa˜o de ca´lculo, por exemplo, sera´ mais vantajosa para aqueles que ja´
fizeram um curso de cieˆncias exatas); dentro de um mesmo conhecimento testado po-
dem existir diversas habilidades (num teste de matema´tica, por exemplo, pode esta´
sendo testado Ca´lculo, Geometria Anal´ıtica, Vetores, Desenho, Ca´lculo Nume´rico,
A´lgebra, F´ısica entre outras); dentro de um mesmo item pode estar sendo medido
va´rias habilidades (reconhecer, no contexto social, diferentes significados e repre-
sentac¸o˜es dos nu´meros e operac¸o˜es naturais, inteiros, racionais ou reais; Identificar
padro˜es nume´ricos ou princ´ıpios de contagem; Resolver situac¸a˜o-problema envolvendo
conhecimentos nume´ricos, etc):
“Um teste consiste em colec¸o˜es de itens. Cada um dos itens do teste e´ complexo
por sua pro´pria natureza. As pessoas que fazem um teste igualmente consistem
nos mais diversos indiv´ıduos. Mesmo geˆmeos ideˆnticos ira˜o mostrar algumas
diferenc¸as em seus conhecimentos e habilidades, porque suas experieˆncias de
vida na˜o sa˜o exatamente o mesmo depois de seu nascimento. As interac¸o˜es
entre examinandos e os itens de um teste em resultam em um conjunto de
respostas que representam processos muito complexos.(Reckase, 2009)”.
Ale´m da dimensionalidade, outro pressuposto a ser verificado e´ o de inde-
pendeˆncia local, ou independeˆncia condicional, onde assume-se que para uma dada
habilidade as respostas aos diferentes itens da prova sa˜o independentes. Essa su-
posic¸a˜o e´ fundamental para estimac¸a˜o dos paraˆmetros do modelo. Como unidimen-
2Segundo o ministe´rio da educac¸a˜o, Podem participar do Enem 2013, todos aqueles que con-
clu´ıram ou na˜o o Ensino Me´dio e que possuam CPF e documento de identidade. A finalidade
primordial do Enem e´ a avaliac¸a˜o do desempenho escolar e acadeˆmico ao fim do Ensino Me´dio. As
informac¸o˜es obtidas a partir dos resultados do Enem sa˜o utilizadas para acompanhamento da quali-
dade do Ensino Me´dio no Pa´ıs, na implementac¸a˜o de pol´ıticas pu´blicas, criac¸a˜o de refereˆncia nacional
para o aperfeic¸oamento dos curr´ıculos do Ensino Me´dio, desenvolvimento de estudos e indicadores
sobre a educac¸a˜o brasileira e estabelecimento de crite´rios de acesso do participante a programas
governamentais. O ENEM serve, tambe´m, para a constituic¸a˜o de paraˆmetros para a auto-avaliac¸a˜o
do participante, com vistas a` continuidade de sua formac¸a˜o e a` sua inserc¸a˜o no mundo de trabalho.
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sionalidade implica independeˆncia, verificar a unidimensionalidade ja´ e´ suficiente.
Hambleton, Swaminathan Roger dicutem as consequencias da utilizac¸a˜o de modelos
inadequados aos dados e apresenta me´todos para verificac¸a˜o do ajuste e dos pressu-
postos do modelo utilizados. Um bom ajuste pode garantir a obtenc¸a˜o de itens e
habilidades invariantes.
“Independeˆncia local significa que, quando as habilidades que influenciam o
desempenho no teste sa˜o mantidas constantes, as respostas dos examinandos
para dois itens quaisquer sa˜o estatisticamente independentes. Em outras pa-
lavras, apo´s considerar as habilidades dos examinados nenhuma relac¸a˜o existe
entre as respostas dos examinados para diferentes itens. Simplificando, isso
significa que as habilidades especificadas no modelo sa˜o os u´nicos fatores que
influenciam as respostas dos examinados aos itens do teste. Este conjunto de
habilidades representa o espac¸o latente completo. Quando a suposic¸a˜o de uni-
dimensionalidade dete´m, o espac¸o latente completo e´ composto de apenas uma
habilidade. (Rambleton, Swaminathan e Roger, 1991)”.
1.2.5 Modelos Multidimensionais da Teoria de Resposta ao
Item
A TRI multidimensional pode ser considerada um tipo de ana´lise fatorial para
dados observados na˜o cont´ınuos (dicotoˆmicos ou politoˆmicos). Pore´m, na ana´lise
fatorial procura-se um pequeno nu´mero de fatores capazes de explicar a variabilidade
das varia´veis observadas, ou seja, busca-se a reduc¸a˜o da dimensa˜o. Enquanto que na
TRI busca-se determinar as caracter´ısticas dos indiv´ıduos e dos itens que influenciam
nas respostas observadas.
Basicamente existem dois tipos de Modelos Multidimensionais na Teoria da
Resposta ao Item, que sa˜o utilizados para respostas dicotoˆmicas: Modelos compen-
sato´rios e modelos na˜o-compensato´rios. Um modelo e´ dito compensato´rio quando a
mesma probabilidade de acerto do item e´ mantida quando a diminuic¸a˜o do valor de
um trac¸o latente e´ compensada pelo aumento no valor de outro trac¸o latente.
Modelo de Ogiva Normal de treˆs paraˆmetros
Os modelos de ogiva normal sa˜o muito utilizados e encontram-se implementados
em diversos programas existentes, onde estimam-se os paraˆmetros pelos me´todos dos
mı´nimos quadrados, me´todo da ma´xima verossimilhanc¸a, me´todos bayesianos e moda
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a posteriori.








Onde i = 1,2, , I, sendo I o nu´mero de itens na prova, e k= 1, 2, , p, sendo p a
dimensa˜o do vetor de trac¸os latentes. O paraˆmetro bi e´ denominado dificuldade do i-
e´simo item e cada componente do vetor ai = (a1i, ..., api) e´ a discriminac¸a˜o do i-e´simo
item sobre o k-e´simo trac¸o latente. Quando as habilidades sa˜o baixas, incorpora-se
uma probabilidade de acerto casual ci, i = 1, ..., I.
Modelo Log´ıstico Compensato´rio de treˆs paraˆmetros
McKinley e Reckase (1980) propo˜em o modelo log´ıstico compensato´rio de treˆs paraˆmetros
dado pela expressa˜o:





Onde os paraˆmetros sa˜o definidos como o modelo anterior.
Modelos na˜o compensato´rios
O Modelo log´ıstico na˜o compensato´rio de treˆs paraˆmetros proposto por Whitely
(1980) e Simpson (1977) e´ dado por:






Onde a, ci e θ sa˜o definidos como o modelo anterior e b = (bi1, ..., bpi) representa





Perda de informac¸o˜es e´ um problema frequente em diversas a´reas do conhecimento
cient´ıfico. Pesquisadores se deparam com dados incompletos (isto e´, conjuntos de
dados que conte´m dados faltantes) por diferentes motivos. A na˜o resposta pode
ocorrer durante a realizac¸a˜o da pesquisa ou avaliac¸a˜o, como a falta cooperac¸a˜o do
entrevistado; questiona´rios ou testes muito longos e cansativos; tempo curto para
responder aos quesitos; falta de conhecimento para responder aos itens; questo˜es mal
formuladas, etc... Os dados ausentes tambe´m podem surgir na coleta dos dados (por
exemplo, erro de digitac¸a˜o ao fazer o registro dos dados).
Com a excec¸a˜o de McKnight et. al. (2007, cap´ıtulo 4), livros sobre dados
faltantes na˜o mencionam a prevenc¸a˜o. No entanto, prevenir e´ o ataque mais direto
sobre os problemas gerados pela auseˆncia de resposta. Alguns procedimentos podem
melhorar a pesquisa, diminuindo a incideˆncia de dados faltantes, sa˜o eles: minimizar
o uso de medidas invasivas; usar incentivos para estimular a resposta; tentar igualar
o entrevistador e entrevistado na mesma idade e etnia; adaptar o modo da pesquisa
(por telefone, cara a cara, questiona´rio web, e assim por diante) para a populac¸a˜o em
estudo; usar um design diferente para diferentes grupos em seu estudo; procurar os
na˜o respondentes e pedir que preencham os itens na˜o respondidos; se poss´ıvel, tentar
recuperar os dados faltantes por outras fontes, etc...
Outros procedimentos podem ser tomados antes da aplicac¸a˜o da pesquisa ou
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teste para evitar a na˜o resposta: em estudos experimentais, tentar minimizar a carga
e intensidade dos tratamentos sempre que poss´ıvel; preparar um bom questiona´rio,
que explique a finalidade e utilidade do estudo; tentar organizar a coleta de dados
por meio de uma autoridade, por exemplo, o pro´prio me´dico do paciente, no caso de
pesquisas me´dicas; realizar um estudo piloto para detectar e atenuar os problemas,
etc.
Procedimentos de ponderac¸a˜o: E´ um me´todo para reduzir o vie´s quando
a probabilidade de seleca˜o no levantamento difere entre os entrevistados. Em pesqui-
sas por amostragem, os respondentes sa˜o ponderados por pesos do design, que sa˜o
inversamente proporcionais a` sua probabilidade de serem selecionados na pesquisa. Se
faltarem dados, os casos completos sa˜o reponderados de acordo com pesos do design,
que sa˜o ajustados para combater os efeitos de selec¸a˜o produzidos por na˜o-resposta.
O me´todo e´ muito utilizado em estat´ısticas oficiais. Indicac¸o˜es importantes incluem
Cochran (1977), Sa¨rndal et al. (1992) e Bethlehem (2002).
A presenc¸a de observac¸o˜es faltantes complica as ana´lises estat´ısticas dos dados,
pois muitos testes estat´ısticos sa˜o aplicados apenas em matriz de dados completos (isto
e´, banco de dados sem nenhuma perda de informac¸a˜o). Ale´m disso, uma abordagem
adequada para bancos de dados com observac¸o˜es incompletas e´ uma questa˜o bastante
delicada, pois a utilizac¸a˜o de me´todos inadequados pode levar a concluso˜es erradas
sobre o conjunto de dados. Treˆs tipos de problemas esta˜o associados aos valores
faltantes: perda de eficieˆncia, complicac¸o˜es na manipulac¸a˜o e ana´lise dos dados, e
vie´s, resultante das discrepaˆncias entre os valores atribu´ıdos aos dados faltantes e
os valores reais desconhecidos (Farhangfar et al., 2007). O na˜o tratamento ou o
tratamento inadequado dos dados faltantes tambe´m pode afetar a generalizac¸a˜o dos
resultados da ana´lise (Mcknight et al., 2007; Colantonio et al., 2010).
Para contornar esse problema, surgiram te´cnicas estat´ısticas que envolvem a
substituic¸a˜o dos dados faltantes por estimativas de valores plaus´ıveis a serem impu-
tados aos dados faltantes. Estas te´cnicas teˆm por objetivo completar os bancos de
dados e possibilitar a ana´lise com todos os dados em estudo. As primeiras te´cnicas de
imputac¸a˜o desenvolvidas envolviam me´todos relativamente simples, tais como substi-
tuic¸a˜o dos dados faltantes pela me´dia ou pela mediana da varia´vel, por interpolac¸a˜o
ou ate´ por regressa˜o linear. Entretanto existem desvantagens na utilizac¸a˜o desses
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me´todos, como a subestimac¸a˜o da variabilidade e a impossibilidade da utilizac¸a˜o de
outras varia´veis do pro´prio conjunto de dados para melhorar o processo de imputac¸a˜o.
Para definir o melhor me´todo de imputac¸a˜o a ser utilizado e´ importante co-
nhecer o mecanismo de na˜o resposta, pois a partir dele pode se ter a ide´ia a respeito
do relacionamento entre a perda da informac¸a˜o e os valores das varia´veis presentes
na matriz de dados.
2.1.1 Mecanismos de Dados Faltantes
Todos os trabalhos envolvendo complementac¸a˜o de dados faltantes levam inevita-
velmente em conta o mecanismo que causou a auseˆncia dos dados. Respostas aos itens
podem ser classificadas como dados faltantes completamente aleato´rios (MCAR), da-
dos faltantes aleato´rios (MAR), ou dados faltantes na˜o aleato´rios (MNAR).
Os dados faltantes completamente aleato´rios (MCAR) ocorrem quando a pro-
babilidade de um item ter respostas ausentes na˜o depende de qualquer das quantida-
des, observadas ou na˜o observadas. Ou seja, a probabilidade de ocorreˆncia do dado
ausente e´ a mesma para todos os casos. Isso significa efetivamente que as causas
dos dados faltantes na˜o esta˜o relacionadas aos dados. Diferencia-se dos outros me-
canismos, onde os valores ausentes na˜o esta˜o distribu´ıdos aleatoriamente. Uma vez
que esta pressuposic¸a˜o se mante´m, o processo que gera os valores faltantes pode ser
ignorado durante a ana´lise e estimadores de uma ana´lise de caso completo pode ser
na˜o tendenciosos (Horton & Kleinman, 2007; Molenberghs & Verbeke, 2005), mas
podem ter substanciais perdas de eficieˆncia (Little & Rubin, 2002).
No entanto, dados faltantes completamente aleato´rios (MCAR) e´ uma hipo´tese
forte e pouco realista, pois na maioria dos experimentos de pesquisa, quase sempre
existe algum grau de relac¸a˜o entre os valores em falta e algumas das informac¸o˜es
das co-varia´veis. Assim, pode ser mais razoa´vel afirmar que os dados sa˜o faltantes
aleato´rios (MAR), que ocorre quando um item faltante depende apenas de algumas
quantidades observadas, que podem ser alguns resultados e/ou co-varia´veis. Este me-
canismo e´ considerado mecanismo de perda previs´ıvel, em que os dados sa˜o perdidos
por um processo aleato´rio, quando a probabilidade de na˜o resposta depende dos dados
presentes (mas na˜o dos ausentes).
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Se os dados na˜o podem ser considerados faltantes completamente aleato´rios
(MCAR) e nem faltantes aleato´rios (MAR), enta˜o os itens faltantes dependem dos
dados na˜o observados e sa˜o ditos faltantes na˜o aleato´rios (MNAR). Por exemplo,
respostas faltantes para um item podem ser devidas ao alto grau de dificuldade do
item. Dados faltantes na˜o aleato´rios MNAR significa que a probabilidade de se ter
um dado faltante varia por razo˜es que sa˜o desconhecidas. Neste mecanismo, um valor
ausente pode depender do pro´prio valor ausente.
As classificac¸o˜es de Rubin sa˜o importantes para entender por que alguns
me´todos na˜o funcionam. Sua teoria estabelece as condic¸o˜es sob as quais um me´todo de
dados ausentes pode fornecer infereˆncias estat´ısticas va´lidas. Correc¸o˜es mais simples
so´ funcionam sob a suposic¸a˜o de MCAR, que e´ restritiva e muitas vezes irreal. Se
MCAR e´ implaus´ıvel, tais me´todos podem fornecer estimativas tendenciosas.
Apesar dos mecanismos de dados ausentes precisarem ser levados em consi-
derac¸a˜o durante a modelagem estat´ıstica, para produzir estimativas eficientes e na˜o
tendenciosas, segundo Molenberghs e Verbeke (2004), nenhuma modelagem abordada,
seja por MAR ou por MNAR, pode compensar totalmente a perda de informac¸a˜o que
ocorre, devido ao cara´cter incompleto dos dados.
O primeiro mecanismo (MCAR) possui uma suposic¸a˜o muito forte e raramente
e´ satisfeito na pra´tica. Quando ele ocorre, os dados na˜o observados constituem uma
sub amostra aleato´ria. O segundo mecanismo (MAR) tambe´m e´ denominado de
Ignora´vel. O termo Ignora´vel e´ usado para indicar que na˜o e´ necessa´rio especificar
um modelo para a na˜o-resposta.
E´ importante ressaltar que o mecanismo de dados ausentes e´ que pode ser
ignorado e na˜o os dados ou as unidades com dados ausentes. O terceiro mecanismo
de auseˆncia e´ na˜o-ignora´vel devido a` falta de aleatoriedade da na˜o-resposta. Portanto,
nesta situac¸a˜o torna-se necessa´rio especificar um modelo para a na˜o resposta.
2.1.2 Me´todos de Imputac¸a˜o de dados faltantes
Obviamente, a melhor forma de tratar dados faltantes e´ na˜o teˆ-los (Orchard e
Woodbury, 1972, p.697). Embora haja muita verdade nesta afirmac¸a˜o, esse ideal
na˜o e´ atingido na pra´tica. O modo padra˜o de tratar dados faltantes e´ exclu´ı-los.
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Assim, me´todos de exclusa˜o, como Listwise, sa˜o utilizados e na˜o sa˜o mencionados nas
pesquisas. A presenc¸a de dados faltantes muitas vezes nem sa˜o expl´ıcitas no texto,
gerando diferentes tabelas, baseadas em diferentes tamanhos de amostras. Mesmo os
estudos mais cuidadosamente projetados e executados produzem valores faltantes. A
questa˜o que realmente interessa e´ a forma como lidamos com dados incompletos. Os
tipos de imputac¸a˜o a seguir foram extra´ıdos do livro Flexible Imputation of Missing
Data, Van Buuren (2012):
Exclusa˜o listwise:
Ana´lise de caso completo listwise e´ o defaut para lidar com dados incompletos em
muitos pacotes estat´ısticos, incluindo SPSS, SAS e Stata. A func¸a˜o na.omit () faz o
mesmo no S-PLUS e R. O procedimento elimina todos os casos com um ou mais valores
ausentes nas varia´veis de ana´lise. A grande vantagem do processo de ana´lise completa
e´ a convenieˆncia. Se os dados sa˜o MCAR, a exclusa˜o listwise produz estimativas na˜o
viesadas sobre as me´dias, variaˆncia e os pesos da regressa˜o. Sob MCAR, exclusa˜o
listwise produz erros padra˜o e n´ıveis de significaˆncia que esta˜o corretos para a reduc¸a˜o
do subconjunto de dados, mas que sa˜o muitas vezes maiores em relac¸a˜o a todos os
dados dispon´ıveis.
Uma desvantagem de exclusa˜o listwise e´ que e´, potencialmente, um des-
perd´ıcio. Na˜o e´ raro que em aplicac¸o˜es reais mais de metade da amostra original
seja perdida, especialmente se o nu´mero de varia´veis e´ grande. King et al. (2001)
estimaram que o porcentual de registros incompletos em cieˆncias pol´ıticas ultrapas-
sou os 50% em me´dia, havendo alguns estudos que teˆm mais de 90% de registros
incompletos. E´ evidente que uma subamostra menor poderia degradar seriamente a
capacidade para detectar os efeitos de interesse.
Ale´m disso, se os dados na˜o sa˜o MCAR, exclusa˜o listwise pode severamente
enviesar estimativas de me´dias, coeficientes de regressa˜o e correlac¸a˜o. Little e Rubin
(2002, pp 41-44) mostraram que o vie´s da me´dia estimada aumenta com a diferenc¸a
entre as me´dias dos casos observados e ausentes, e com a proporc¸a˜o dos dados au-
sentes. Schafer e Graham (2002) relataram um estudo de simulac¸a˜o que demonstra o
vie´s da exclusa˜o listwise sob MAR e MNAR. No entanto, as ana´lises de caso completo
nem sempre sa˜o ruins. As implicac¸o˜es dos dados ausentes sa˜o diferentes, dependendo
de onde eles ocorrem (resultados ou preditores) e tambe´m depende dos paraˆmetros e
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do modelo utilizado na ana´lise dos dados completos. No contexto da ana´lise de re-
gressa˜o, exclusa˜o listwise possui algumas propriedades u´nicas que a torna atraente em
ambientes particulares. Ha´ casos em que exclusa˜o listwise pode fornecer estimativas
melhores do que ate´ mesmo os procedimentos mais sofisticados.
A Exclusa˜o listwise pode introduzir inconsisteˆncias no relato´rio final. Uma
vez que essa exclusa˜o e´ aplicada automaticamente para o conjunto ativo de varia´veis,
diferentes ana´lises sobre os mesmos dados sa˜o muitas vezes baseadas em subamos-
tras diferentes. A princ´ıpio, e´ poss´ıvel produzir uma subamostra utilizando todas
as varia´veis globais ativas. Na pra´tica, esta e´ pouco atrativa, a subamostra global
tera´ sempre menos casos que cada uma das sub-amostras locais, por isso e´ comum
criar subconjuntos diferentes para diferentes tabelas. E´ evidente que isto complica a
comparac¸a˜o e generalizac¸a˜o para a populac¸a˜o em estudo.
Em alguns casos, a exclusa˜o listwise pode levar a subamostras sem sentido.
Seria muito mais dif´ıcil, se na˜o imposs´ıvel, fazer ana´lises que envolvem o tempo, por
exemplo, para identificar padro˜es semanais ou para ajustar modelos autoregressivos
que predizem os dias anteriores.
Os autores l´ıderes na a´rea esta˜o, no entanto, com medo de fornecer conselhos
sobre a percentagem de casos ausentes abaixo da qual e´ aceita´vel fazer excluso˜es
listwise. Little e Rubin (2002) argumentam que e´ dif´ıcil formular ‘regras de ouro’
uma vez que as consequ¨eˆncias do uso de excluso˜es listwise dependem mais do que
apenas da taxa de dados ausentes. Vach (1994, p 113) manifestou o seu desagrado
pelas regras simplistas, como segue:
‘Costuma-se supor que existem algumas coisas, como a taxa cr´ıtica de dados
ausentes, em que os valores ausentes na˜o sejam muito danosos. A crenc¸a em dados
faltantes com uma taxa ta˜o global e´ bastante estu´pida.’
Excluso˜es Pairwise:
As excluso˜es Pairwise, tambe´m conhecidas como ana´lise de casos dispon´ıveis, sa˜o
tentativas para resolver o problema das perda de dados das excluso˜es listwise . O
me´todo calcula as me´dias e as (co) variaˆncias em todos os dados observados. Assim,
a me´dia da varia´vel X e´ baseada em todos os casos com os dados observados em X,
a me´dia da varia´vel Y utiliza todos os casos com valores de Y observados, e assim
por diante. Para as correlac¸o˜es e covariaˆncia, todos os dados sa˜o tomados em que
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ambos X e Y teˆm escores na˜o ausentes. Posteriormente, a matriz das estat´ısticas
suma´rias e´ alimentada em um programa de ana´lise de regressa˜o, ana´lise fatorial ou
outros procedimentos de modelagem.
Os softwares SPSS, SAS e Stata conteˆm muitos procedimentos com opc¸a˜o para
exclusa˜o pairwise. O me´todo e´ simples, utiliza todas as informac¸o˜es dispon´ıveis e pro-
duz estimativas consistentes de me´dias, correlac¸o˜es e covariaˆncias sob MCAR (littLer
e Rubin, 2002, p.55). No entanto, quando tomadas em conjunto, estas estimativas
teˆm grandes deficieˆncias. As estimativas podem ser tendenciosas, se os dados na˜o sa˜o
MCAR. Ale´m disso, existem problemas computacionais. A matriz de correlac¸a˜o pode
na˜o ser positiva definida, que e´ requisito para a maioria dos procedimentos multiva-
riados. Correlac¸o˜es fora do intervalo [-1, 1] podem ocorrer, um problema que surge
a partir de diferentes subconjuntos utilizados para as variaˆncias e covariaˆncias. Tais
problemas sa˜o mais graves para as varia´veis altamente correlacionadas (Little, 1992).
Outro problema e´ que na˜o e´ claro qual o tamanho da amostra deve ser usado para
calcular os erros padro˜es. Tomando o tamanho me´dio de amostra, produz-se erros
padro˜es que sa˜o demasiado pequenos (Little, 1992).
A ide´ia por tra´s da imputac¸a˜o pairwise e´ utilizar toda a informac¸a˜o dispon´ıvel.
Embora esta ide´ia seja boa, a ana´lise adequada da matriz pairwise requer te´cnicas de
otimizac¸a˜o sofisticadas e fo´rmulas especiais para calcular o erro padra˜o (Van Praag
et al, 1985;. Marsh, 1998).
Imputac¸a˜o pela me´dia
Imputac¸a˜o pela me´dia e´ uma soluc¸a˜o ra´pida e simples para os dados em falta. No en-
tanto, podem ocorrer os seguintes problemas: subestimac¸a˜o da variaˆncia; perturbac¸a˜o
nas relac¸o˜es entre as varia´veis; vie´s em quase qualquer estimativa diferente da me´dia
e vie´s na estimativa da me´dia quando os dados na˜o sa˜o MCAR. A imputac¸a˜o pela
me´dia so´ devera´ ser utilizada como uma correc¸a˜o ra´pida quando um pequeno nu´mero
de valores esta˜o faltanto , e deve ser evitada em geral.
Imputac¸a˜o via Regressa˜o
Imputac¸a˜o via regressa˜o incorpora conhecimento de outras varia´veis com a ide´ia de
produzir imputac¸o˜es mais inteligentes. A primeira etapa envolve a construc¸a˜o de
um modelo a partir dos dados observados. Previso˜es para os casos incompletos sa˜o,
enta˜o, calculadas de acordo com o modelo ajustado, e servem como substitutos para
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os dados faltantes.
A imputac¸a˜o via regressa˜o produz estimativas na˜o viesadas das me´das sob
MCAR, assim como a imputac¸a˜o pela me´dia, e dos pesos de regressa˜o do modelo
de imputac¸a˜o, se as varia´veis explicativas sa˜o completas. Ale´m disso, os pesos de
regressa˜o sa˜o na˜o viesados sob MAR, se os fatores que influenciam a falta completa
fazem parte do modelo de regressa˜o. Por outro lado, a variabilidade dos dados impu-
tados e´ sistematicamente subestimada. O grau de subestimac¸a˜o depende da variaˆncia
explicada e da proporc¸a˜o de casos em falta (Littler e Rubin, 2002, p. 64).
Imputar valores previstos pode render imputac¸o˜es realistas se a previsa˜o e´
perto da perfeic¸a˜o. Se assim for, o me´todo reconstro´i os dados faltantes a partir dos
dados dispon´ıveis. Na maioria das aplicac¸o˜es, e´ improva´vel surgir este tipo de dados
faltantes.
Imputac¸a˜o via regressa˜o estoca´stica
Imputac¸a˜o via regressa˜o estoca´stica e´ um refinamento da imputac¸a˜o pela
regressa˜o, pois acrescenta ru´ıdo para as previso˜es. Isso tera´ um efeito descendente
sobre as correlac¸o˜es.
Nota-se que algumas novas complexidades surgem. Existem va´rias imputac¸o˜es
com valores negativos. Tais valores podem ser na˜o plaus´ıveis. A Imputac¸a˜o via re-
gressa˜o estoca´stica e´ um importante passo. Em particular, na˜o so´ mante´m a regressa˜o,
mas tambe´m a correlac¸a˜o entre as varia´veis. Imputac¸a˜o via regressa˜o estoca´stica na˜o
resolve todos os problemas e constitui a base de te´cnicas de imputac¸a˜o mais avanc¸adas.
Imputac¸a˜o via u´ltima observac¸a˜o realizada (LOCF) e observac¸a˜o da
linha de base transitadas (BOCF)
A U´ltima observac¸a˜o realizada (LOCF) e a observac¸a˜o da linha de base transi-
tadas (BOCF) requerem dados longitudinais . A ide´ia e´ levar o u´ltimo valor observado
como um substituto para os dados em falta.
LOCF e´ conveniente porque gera um conjunto de dados completo . O me´todo
e´ utilizado em ensaios cl´ınicos. Nos EUA, Food and Drug Adminstration (FDA) tem
tradicionalmente visto LOCF como o me´todo preferido de ana´lise, considerando-o
conservador e menos propenso a selec¸a˜o de exclusa˜o listwise . No entanto, Molen-
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berghs e Kenward (2007 , pp 47-50) mostram que o vie´s pode operar em ambos os
sentidos , e que LOCF pode render estimativas tendenciosas, mesmo sob MCAR .
LOCF deve ser seguido por um me´todo de ana´lise estat´ıstica adequado, que distingue
entre os dados reais e imputados. Isto geralmente na˜o e´ feito , no entanto.
Me´todo do indicador
Suponha que se quer utilizar uma regressa˜o, mas faltam valores em uma das
varia´veis explicativas. O me´todo do indicador (Miettien, 1985, p. 232) substitui cada
valor em falta por um zero e prolonga-se o modelo de regressa˜o pelo indicador de
resposta. O procedimento e´ aplicado a cada varia´vel incompleta.
Este me´todo e´ popular em sau´de pu´blica e epidemiologia. Uma vantagem e´
que o me´todo do indicador conserva o conjunto de dados completo. Ale´m disso, ele
permite as diferenc¸as sistema´ticas entre os dados observados e na˜o observados, pela
inclusa˜o do indicador de resposta. No entanto, o me´todo pode produzir estimativas
de regressa˜o severamente viesadas, mesmo sob MCAR e para baixas quantidades de
dados em falta (Vaˆch e Blettner, 1991; Greenland e Finkle, 1995;. Knol et al, 2010).
Em contrapartida, White e Thompson (2005) apontam que o me´todo pode ser
u´til para estimar o efeito do tratamento em ensaios cl´ınicos randomizados, quando
a covaria´vel base e´ parcialmente observada. Se os dados faltantes sa˜o restritos a` co-
varia´vel, se o interesse e´ apenas restrito a` estimativa do efeito do tratamento, se a
adereˆncia ao tratamento alocado e´ perfeita e se o modelo e´ linear, sem interac¸o˜es,
enta˜o utiliza-se o me´todo do indicador, para que a covaria´vel produza um estimativa
na˜o tendenciosa do efeito do tratamento. Isto e´ verdade mesmo que a falta completa
dependa da pro´pria covariaˆncia. Estas condic¸o˜es sa˜o muitas vezes dif´ıceis de con-
seguir na pra´tica. O me´todo na˜o permite a falta de dados nos resultados, os quais
ocorrem com frequ¨eˆncia em dados reais. Enquanto o me´todo do indicador pode ser
conveniente em alguns casos especiais, fica aque´m, de um modo geral, para tratar os
dados faltantes.
A Imputac¸a˜o via regressa˜o e a imputac¸a˜o via regressa˜o estoca´stica podem
produzir estimativas imparciais em MAR. Para funcionar, o modelo precisa ser cor-
retamente especificado. LOCF e o me´todo do indicador sa˜o incapazes de fornecer
estimativas consistentes, mesmo sob MCAR.
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Exclusa˜o listwise produz erros padra˜o que sa˜o corretos para o subconjunto
de casos completos, mas, em geral, muito grande para o conjunto de dados reais. O
ca´lculo de Erros padra˜o em exclusa˜o pairwise e´ complicado. Os erros padro˜es apo´s
imputac¸a˜o sa˜o muito pequenos ja´ que os ca´lculos padro˜es na˜o fazem distinc¸a˜o entre os
dados observados e os dados imputados. Fatores de correc¸a˜o para algumas situac¸o˜es
teˆm sido desenvolvidos (Shafer e Schenker, 2000), mas uma soluc¸a˜o mais conveniente
e´ imputac¸a˜o mu´ltipla.
Imputac¸a˜o Mu´ltipla:
A Imputac¸a˜o mu´ltipla cria m > 1 conjuntos de dados completos. Cada
um destes conjuntos de dados sa˜o analisados por software em ana´lises padro˜es. Os
m resultados sa˜o agrupados em uma estimativa pontual final acrescidos do desvio
padra˜o, por regras de agrupamento simples (”regras de Rubin”). Existem treˆs etapas
principais na imputac¸a˜o mu´ltipla: imputac¸a˜o, ana´lise e agrupamento.
A ana´lise comec¸a com dados observados, dados incompletos. A imputac¸a˜o
mu´ltipla cria va´rias verso˜es completas dos dados, substituindo os valores em falta por
valores de dados plaus´ıveis. Estes valores plaus´ıveis sa˜o extra´ıdos de uma distribuic¸a˜o
modelada especificamente para cada entrada de dados faltantes. Os conjuntos de
dados imputados sa˜o ideˆnticos para as entradas de dados observados, mas diferem
nos valores imputados. A magnitude destas diferenc¸as reflete nossa incerteza sobre o
valor a imputar.
O segundo passo e´ estimar os paraˆmetros de interesse de cada conjunto de da-
dos imputados. Isso geralmente e´ feito atrave´s da aplicac¸a˜o do me´todo de ana´lise que
ter´ıamos usado se os dados fossem completos. Os resultados sera˜o diferentes porque
os seus dados de entrada sa˜o difentes. E´ importante perceber que essas diferenc¸as sa˜o
causadas apenas por causa da incerteza sobre o valor a imputar.
O u´ltimo passo e´ a associac¸a˜o dos m paraˆmetros estimados em uma estima-
tiva, e a estimac¸a˜o da variaˆncia. A variaˆncia combina a variaˆncia de amostragem
convencional (variaˆncia intra-imputac¸a˜o) e a variaˆncia adicional causada pela falta
de dados (variaˆncia entre imputac¸a˜o). Sob as condic¸o˜es adequadas, as estimativas
combinadas sa˜o na˜o viesadas e teˆm as propriedades estat´ısticas corretas.
A Imputac¸a˜o mu´ltipla (Rubin, 1987a, 1996) resolve o problema de erros
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padro˜es muito pequenos. Imputac¸a˜o mu´ltipla e´ u´nica no sentido de que ela fornece
um mecanismo para lidar com a incerteza inerente das pro´prias imputac¸o˜es.
O n´ıvel de confianc¸a em um valor imputado particular e´ expresso como a
variac¸a˜o entre os m conjuntos de dados completos. Por exemplo, em uma pesquisa
sobre deficieˆncia , suponha que o entrevistado respondeu o item se ele podia andar,
mas suponha que o entrevistado respondeu o item se ele poderia se levantar de uma
cadeira. Se a pessoa pode andar, enta˜o e´ altamente prova´vel que a pessoa tambe´m
vai ser capaz de se levantar da cadeira. Assim, para as pessoas que podem andar,
podemos tirar um ”sim”para a falta de ”se levantar de uma cadeira ”, com uma
alta probabilidade , digamos 0,99, e usar o valor como o valor imputado . Em casos
extremos, se estamos realmente certos, sempre iremos atribuir o mesmo valor para
essa pessoa. De modo mais geral, que esta˜o menos confiantes sobre o verdadeiro valor.
Suponha-se que, em um estudo de crescimento , altura esta´ ausente para um sujeito
. Se no´s so´ sabemos que essa pessoa e´ uma mulher, isso fornece algumas informac¸o˜es
sobre os valores poss´ıveis, mas nem tanto. Assim, o intervalo de valores plaus´ıveis
e´ muito maior aqui. A imputac¸a˜o e´ capaz de lidar com ambas as situac¸o˜es de alta
confianc¸a e baixa confianc¸a igualmente bem.
Imputac¸a˜o de dados faltantes para dados catego´ricos
A Imputac¸a˜o de dados faltantes catego´ricos e´ poss´ıvel sob uma ampla classe de
modelos lineares generalizados (McCullagh e Nelder, 1989). Para varia´veis bina´rias
incompletas usa-se a regressa˜o log´ıstica. Como a regressa˜o logig´ıstica sera´ utilizada
como proposta
2.1.3 Dados Faltantes em Teoria de Resposta ao Item
Em pesquisas educacionais, dados faltantes sa˜o sempre presentes em respostas a
itens de um teste. Pesquisadores mostraram que ignorar tais dados faltantes pode
criar problemas na estimac¸a˜o de paraˆmetros. Consequentemente, surgiram va´rios
me´todos de imputac¸a˜o de dados faltantes e va´rios estudos investigaram a tendencio-
sidade das estimativas dos paraˆmetros na TRI.
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O uso da TRI combina as dificuldades do item com a proficieˆncia das pessoas
(Wauters, Desmet, e Van den Noortgate, 2010). Um nu´mero elevado de repostas
faltantes apresenta problemas para utilizac¸a˜o da TRI. Por exemplo, os problemas
de na˜o convergeˆncia na estimativa dos paraˆmetros do modelo da TRI, ao estimar
as dificuldades de itens e as habilidades da pessoa. Ale´m disso, durante a ana´lise
estat´ıstica dos dados ausentes, mecanismos que conduzem a respostas com itens au-
sentes precisam ser identificados, a fim de evitar estimativas tendenciosas (Little e
Rubin, 2002).
Inicialmente, nas equac¸o˜es de verossimilhanc¸a para a curva caracter´ıstica do
item (ICC) descrita (Lord, 1953), parecia haver treˆs grandes obsta´culos nas aplicac¸o˜es
pra´ticas:
• Soluc¸o˜es das equac¸o˜es de verossimilhanc¸a para os dados reais pareciam impra-
tica´veis de um ponto de vista computacional (Torgerson, 1958, p.388);
• A teoria na˜o leva em considerac¸a˜o que alguns examinados sa˜o impedidos de
finalizar o teste, por causa da limitac¸a˜o do tempo dispon´ıvel para responder aos
quesitos (speededness);
• A teoria foi inicialmente desenvolvida para itens dicotoˆmicos, enquanto que na
verdade existem treˆs tipos distintos de resposta: resposta correta, resposta in-
correta e auseˆncia de resposta (dados faltantes). Diversas investigac¸o˜es conclui-
ram que respostas omitidas na˜o devem ser tratadas como erradas nas equac¸o˜es
de verossimilhanc¸a.
Mais tarde, Lord (1968), Bock & Lieberman (1970) e Bock (1972) conseguiram
resolver as equac¸o˜es nume´ricas para as equac¸o˜es de verossimilhanc¸a com sucesso. Ate´
mesmo a estimativa do paraˆmetro que representa a ass´ıntota inferior da CCI (chamado
de probabilidade de acerto ao acaso) poˆde ser obtida por ma´xima verossimilhanc¸a
(Wingersky & Lord, 1973), desde que haja dados suficientes para determinar esta
parte da curva. A partir da´ı, muitos estudos tentaram resolver os problemas de
dados faltantes e speedeness.
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Speededness:
Se um examinando na˜o alcanc¸a um item por causa do limite de tempo, este
fato na˜o conte´m nenhuma informac¸a˜o u´til para inferir sobre o seu n´ıvel de habilidade
θ da curva caracter´ıstica do item (CCI). O modelo unidimensional CCI na˜o fornece
nenhuma maneira de fazer uso de qualquer relacionamento (normalmente curvil´ıneo)
que possa existir entre a velocidade de resposta e θ.
Um teste com limite de tempo, para alguns examinados, esta´ medindo a veloci-
dade, diferente da medida de habilidade que seria obtida se o teste fosse administrado
sem limite de tempo. A teoria de Resposta ao item na˜o esta´ preparada para lidar
com a dimensa˜o da velocidade, mas pode ser usada para analisar as respostas obtidas
nas administrac¸o˜es de testes cronometrados. Para isso ser poss´ıvel e´ necessa´rio que
os examinados respondam os itens seguindo a sequeˆncia, do primeiro ate´ o u´ltimo
item que e´ poss´ıvel responder naquele intervalo de tempo predeterminado. Para cada
examinando, os itens seguintes a sua u´ltima resposta registrada (este item e´ chamado
o u´ltimo item tentado) sa˜o ignorados durante o processo de estimativa. Na pra´tica,
pode-se eliminar das ana´lises examinados que respondam menos de um terc¸o, por
exemplo, dos n itens. Assim, a habilidade θ do examinado e´ estimada a partir de suas
respostas aos itens presumidamente alcanc¸ados e os paraˆmetros dos itens sa˜o calcu-
lados a partir das respostas dos examinados que se presume ter atingido os itens.
Isso na˜o complica as equac¸o˜es de verossimilhanc¸a ou o processo de resolveˆ-las. Uma
propriedade fundamental da teoria da TRI e´ que os paraˆmetros dos itens na˜o depen-
dem do grupo de examinados testado, dentro de limites razoa´veis, e que o examinado
com habilidade θ na˜o depende dos itens administrados, assumindo que todos os itens
medem a mesma dimensa˜o psicome´trica. Assim, ignorar va´rios examinados e va´rios
itens na˜o deve ter efeitos graves. E´ certo que o θ estimado desta forma aproxima a ha-
bilidade do examinado apenas se as respostas dele aos itens realmente tentados teriam
sido o mesmo na falta de um limite de tempo. Independentemente disso, o θ estimado
desta forma reflete adequadamente n´ıveis de habilidade eficazes do examinando, se





Dados faltantes prejudicam as ana´lises e podem ocorrer devido a va´rios mecanis-
mos e fatores. Por exemplo, pessoas podem deixar em branco itens que se mostraram
muito dif´ıceis, podem perder o interesse no meio do teste, pular algumas sec¸o˜es, inad-
vertidamente, ou podem recursar-se a responder assuntos delicados. Uma grande
quantidade de dados faltantes tambe´m podem surgir quando os respondentes na-
vegam livremente nos itens e so´ respondem um nu´mero relativamente pequeno de
exerc´ıcios de um vasto nu´mero que normalmente sa˜o fornecidos dentro de ambientes
de aprendizagem (Wauters et al. 2010).
Enquanto na˜o se sabe os verdadeiros motivos para a presenc¸a de dados faltan-
tes, e´ comum ignora´-los ou trata´-los como respostas incorretas. Ambas as abordagens
parecem ser problema´ticas, uma vez que a primeira ignora todos os dados faltantes e
a segunda assume, com certeza, que a resposta correta e´ desconhecida, independente
da habilidade do entrevistado. Em alguns estudos as respostas ausentes sa˜o tratadas
de maneiras diferentes em diferentes fases das ana´lises. Por exemplo, ao utilizar a
TRI, e´ comum tratar os dados faltantes como ignora´veis, na fase de estimac¸a˜o dos
paraˆmetros dos itens, e, posteriormente, trata´-los como resposta incorreta, na fase da
estimac¸a˜o da proficieˆncia.
Nesta dissertac¸a˜o, analisaremos treˆs efeitos de tratamentos de dados faltantes
nas estimativas dos paraˆmetros da TRI unidimensional de treˆs paraˆmetros:
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1. Ignorar os dados faltantes;
2. Assumir que os dados faltantes sa˜o respostas incorretas;
3. Em duas fases: ignorar os dados faltantes no processo de calibrac¸a˜o e considera´-
los como resposta incorreta no processo de estimac¸a˜o das proficieˆncias.
Teorias, metodologias e softwares para lidar com problemas de dados incom-
pletos foram vastamente ampliados e aperfeic¸oados ao longo das u´ltimas de´cadas. Os
principais pacotes de ana´lise estat´ıstica, atualmente, possuem procedimentos para a
realizac¸a˜o das ana´lises apropriadas. Nesta dissertac¸a˜o, sa˜o sugeridas simulac¸o˜es para
avaliar o efeito de dados faltantes na˜o ignora´veis na estimac¸a˜o dos paraˆmetros dos
itens e da proficieˆncia, utilizando modelos da TRI.
Para o exemplo simulado, o ajuste do modelo e a estimac¸a˜o dos paraˆmetros
foram realizados utilizando as func¸o˜es “tpm”, “eap”, “coef” e “factor.scores” da bi-
blioteca “irtoys” do software R (Andrade & Anjos, 2012).
Neste cap´ıtulo, foram simulados quatro casos:
1. Simulac¸a˜o sem dados faltantes
2. Simulac¸a˜o utilizando dados faltantes ignorados
3. Simulac¸a˜o com dados faltantes como respostas incorretas
4. Simulac¸a˜o considerando os dados faltantes: como ignorados, no processo de
calibrac¸a˜o e como respostas incorretas, nas estimativas das proficieˆncias.
No pro´ximo cap´ıtudo, sera˜o propostos dois modelos para imputac¸a˜o de dados
faltantes, em que a auseˆncia de resposta e´ tratada como na˜o ignora´vel:
1. Imputac¸a˜o de dados via regressa˜o log´ıstica;
2. Imputac¸a˜o de dados via regressa˜o isotoˆnica suavizada;
3.1.1 Metodologia para simulac¸a˜o
Para simulac¸a˜o foram utilizados os paraˆmetros gerados (valores reais dos paraˆmetros)
e os paraˆmetros estimados.
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Os paraˆmetros gerados (ou paraˆmetros reais) foram gerados aleatoriamente
da seguinte forma:
1. Paraˆmetro de discriminac¸a˜o do item gerado: 50 valores gerados aleatoriamente
a partir de uma distribuic¸a˜o uniforme no intervalo [0.2, 3].
2. Paraˆmetro de dificuldade do item gerado: 50 valores distribu´ıdos de forma equi-
distante no intervalo [-2, 2].
3. Valor do paraˆmetro de acerto ao acaso: igual a 0.2 para os 50 itens.
4. Proficieˆncia gerada : 1000 valores gerados atrave´s de uma distribuic¸a˜o N(0,1).
Utilizando os valores dos paraˆmetros gerados (valores reais dos paraˆmetros),
foram simuladas duas matrizes: uma matriz de dados completos e uma matriz de
dados incompletos, da seguinte forma:
Foram geradas respostas bina´rias (certo=1, errado=0) utilizando o modelo
de TRI de treˆs paraˆmetros, com 50 colunas (itens) e 1000 linhas (respondentes),
utilizando um valor (semente), que possa ser usado para produzir a mesma matriz em
outras simulac¸o˜es. Esta matriz e´ completa (na˜o conte´m dados faltantes). Utilizando-
se a matriz de ‘zeros’ e ‘uns’ simulada, foram estimados, atrave´s do modelo de TRI
de treˆs paraˆmetros:
1. Paraˆmetro de discrimac¸a˜o do item estimado: 50 valores foram estimados.
2. Paraˆmetro de dificuldade do item estimado: 50 valores foram estimados
3. Proficieˆncia estimada: 1000 valores foram estimados.
4. Neste capitulo, o paraˆmetro de acerto ao acaso (c) foi mantido fixo com va-
lor igual a 0.2, na˜o sendo estimado. No pro´ximo cap´ıtulo, para as propostas
de imputac¸a˜o de dados, os 50 valores do paraˆmetro de acerto ao acaso foram
estimados.
A matriz incompleta foi constru´ıda com a retirada de cerca de 25 % de dados
da matriz completa de ‘zeros’ e ‘uns’ simulada, da seguinte forma: os dados faltantes
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foram gerados aleatoriamente sendo que a probabilidade de na˜o resposta foi direta-





Esta probabilidade foi multiplicada por um fator r no intervalo [0,1]. Consi-
derando r = 0.5, obtivemos cerca de 25 % de dados faltantes. Este procedimento faz
com que os dados faltantes na˜o se caracterizem como “dados faltantes completamente
ao acaso”.
As simulac¸o˜es foram realizadas considerando os paraˆmetros gerados (valores
reais dos paraˆmetros) e os estimados e, tambe´m, a matriz completa e a incompleta.































































Caso 1: Sem dados faltantes





















Figura 3.1: Caso 1: Simulac¸a˜o sem dados faltantes. Diagrama de dispersa˜o en-
tre o paraˆmetro de discriminac¸a˜o do item gerado (valores reais dos paraˆmetros) e o














































Caso 1: Sem dados faltantes




















Figura 3.2: Caso 1: Simulac¸a˜o sem dados faltantes. Diagrama de dispersa˜o entre o
paraˆmetro de dificuldade do item gerado (valores reais dos paraˆmetros) e o paraˆmetro
de dificuldade do item estimado
O caso 1 trata da simulac¸a˜o de dados a partir de um modelo de TRI uni-
dimensional, usando a matriz de dados completos (isto e´, na˜o ha´ nenhuma resposta
faltante) e sera´ utilizado para fornecer um padra˜o para comparac¸o˜es com os outros
casos analisados.
Para o caso 1 foram utilizados os paraˆmetros gerados e os paraˆmetros estima-
dos a partir da matriz completa de dados.
Os valores de discriminac¸a˜o do item, de dificuldade do item e de proficieˆncia,
estimados a partir da matriz completa de ‘zeros’ e ‘uns’ simulada (matriz de dados
campletos), foram ‘plotados’ no eixo vertical dos 3 gra´ficos correspondentes a`s figuras
3.1, 3.2 e 3.3, respectivamente. No eixo ‘horizontal’ foram plotados os valores que
foram gerados aleatoriamente (valores reais dos paraˆmetros). Uma linha de tendeˆncia
linear foi introduzida em cada um dos treˆs gra´ficos, para servir de indicac¸a˜o do grau
de igualdade entre valores nos dois eixo.
A figura 3.1 apresenta, no eixo vertical, os 50 valores dos paraˆmetros de



































































































































































































































































































































































































































































































































































































































Figura 3.3: Caso 1: Simulac¸a˜o sem dados faltantes. Diagrama de dispersa˜o entre a
proficieˆncia gerada e a proficieˆncia estimada
‘zeros’ e ‘uns’ (dados completos), utilizando o modelo de TRI para treˆs paraˆmetros.
No eixo horizontal esta˜o os 50 paraˆmetros de discriminac¸a˜o do item gerado, que
foram gerados aleatoriamente a partir de uma distribuic¸a˜o uniforme no intervalo
[0.2, 3]. Nota-se uma leve tendeˆncia de subestimac¸a˜o dos valores dos paraˆmetros de
discriminac¸a˜o.
A figura 3.2 apresenta, no eixo vertical, os 50 valores dos paraˆmetros de
dificuldade do item estimados atrave´s da matriz de ‘zeros’ e ‘uns’, utilizando o modelo
de TRI para treˆs paraˆmetros. No eixo horizontal esta˜o os 50 valores dos paraˆmetros
de dificuldade do item gerado, distribu´ıdos de forma equidistante no intervalo [-2,
2]. Observa-se que as estimativas de dificuldade dos itens esta˜o pro´ximos dos valores
reais gerados para os paraˆmetros.
A figura 3.3 apresenta, no eixo vertical, os 1000 valores de proficieˆncia esti-
mada. Os valores foram estimados atrave´s da matriz de ‘zeros’ e ‘uns’, utilizando o
modelo de TRI para treˆs paraˆmetros. No eixo horizontal, esta˜o os 1000 valores de pro-
ficieˆncia gerada (valores reais de proficieˆncias individuais). Os valores foram gerados
atrave´s de uma distribuic¸a˜o N(0,1). Observa-se, tambe´m, que os valores estimados
64
distribuem-se em torno dos valores reais.
Conclui-se que, para o caso 1, todas os paraˆmetros estimados esta˜o bem ajus-
tados aos paraˆmetros gerados (valores reais dos paraˆmetros), exceto para o paraˆmetro
de discriminac¸a˜o, que esta˜o levemente subestimados.























































Caso 2: dados faltantes ignorados





















Figura 3.4: Caso 2: Simulac¸a˜o com dados faltantes ignorados. Diagrama de dispersa˜o
entre o paraˆmetro de discriminac¸a˜o do item gerado (valores reais dos paraˆmetros) e
o paraˆmetro de discriminac¸a˜o do item estimado
O caso 2 considera o modelo TRI unidimensional onde os dados faltantes sa˜o
tratados como ignorados. As especificac¸o˜es do modelo sa˜o as mesmas utilizadas no
caso 1.
As figuras 3.4, 3.5 e 3.6 apresentam, nos eixos horizontais, os mesmos valo-
res gerados aleatoriamente no caso 1: 50 paraˆmetros de discriminac¸a˜o do item, 50
paraˆmetros de dificuldade do item 1000 valores de proficieˆncias. No eixo vertical de
cada gra´fico esta˜o os paraˆmetros de discriminac¸a˜o e de dificulade dos itens e as pro-




















































Caso 2: dados faltantes ignorados




















Figura 3.5: Caso 2: Simulac¸a˜o com dados faltantes ignorados. Diagrama de dispersa˜o
entre o paraˆmetro de dificuldade do item gerado (valores reais dos paraˆmetros) e o
paraˆmetro de dificuldade do item estimado
uma matriz incompleta, formada pela retirada aleatoria de cerca de 25 % de dados da
matriz completa de ‘zeros’ e ‘uns’, a mesma gerada no caso 1, conforme a metodologia
apresentado anteriormente.
De acordo com a figura 3.4, o tratamento dos dados faltantes como ignorados
tendem a superestimar levemente os paraˆmetros de discriminac¸a˜o a de menor valor.
Verifica-se uma maior dispersa˜o das estimativas para valores maiores de a.
Na figura 3.5, verifica-se que praticamente todos os valores estimados dos
paraˆmetros de dificuldades ficaram superestimados em relac¸a˜o aos valores reais dos
paraˆmetros.
Os valores das proficieˆncias da figura 3.6 na˜o apresentam a mesma dispersa˜o
dos valores encontrados no caso 1, pois esta˜o menos concentrados em torno da linha
de tendeˆncia, principalmente nos casos de proficieˆncias com valores mais baixos, onde
nota-se uma tendeˆncia a superestimac¸a˜o.
Conclui-se que tratar os dados faltantes tratados como ignorados causa vie´s









































































































































































































































































































































































































































































































































































































































































































































Figura 3.6: Caso 2: Simulac¸a˜o com dados faltantes ignorados. Diagrama de dispersa˜o
entre a proficieˆncia gerada (valores reais dos paraˆmetros) e a proficieˆncia estimada
3.1.4 Caso 3: Simulac¸a˜o com dados faltantes como respostas
incorretas
No caso 3 o modelo TRI unidimensional e´ ajustado usando dados onde respos-
tas omitidas foram tratadas como incorretas, tendo, assim, uma matriz de dados
completa. A especificac¸a˜o de modelo e´ equivalente aos casos 1 e 2, mas as estima-
tivas baseiam-se em dados recodificados, onde os dados faltantes da mesma matriz
incompleta do modelo 2 sa˜o preenchidos por ‘zeros’.
As figuras 3.7, 3.8 e 3.9 apresentam, nos eixos horizontais, os mesmos valores
utilizados nos casos 1 e 2, ou seja, os 50 valores de discriminac¸a˜o do item, 50 valores
de dificuldade do item e os 1000 valores das proficieˆncias, gerados aleatoriamente
atrave´s de uma distribuic¸a˜o uniforme [0.2,3], de forma equidistante no intervalo [-2,2] e
atrave´s de uma distribuic¸a˜o normal N(0, 1), respectivamente, conforme a metodologia
apresentada.
No eixo vertical dos gra´ficos 3.7, 3.8 e 3.9 esta˜o as 50 estimativas de discri-

























































Caso 3: dados faltantes como resposta incorreta





















Figura 3.7: Caso 3: Simulac¸a˜o com dados faltantes como respostas incorretas. Dia-
grama de dispersa˜o entre o paraˆmetro de discriminac¸a˜o do item gerado (valores reais
dos paraˆmetros) e o paraˆmetro de discriminac¸a˜o do item estimado
profieˆncia, respectivamente. Estas estimativas foram feitas atrave´s de utilizac¸a˜o da
TRI de treˆs paraˆmetros, sobre os mesmos valores da matriz de ‘zeros’ e ‘uns’ do caso
1, com 50 colunas (itens) e 1000 linhas (respondentes), sendo que os mesmos 25%
dos dados foram apagados, da mesma forma que o caso 2, e foram recodificados como
respostas incorretas (zeros).
Na figura 3.7, observa-se que as estimativas dos paraˆmetros de discriminac¸a˜o
a dos itens esta˜o mais superestimados do que nos casos 1 e 2 apresentados. Assim
como no caso 2, os menores valores de a esta˜o mais concentrados em torno da linha
de tendeˆncia do que os valores maiores, para os quais estimativas apresentam maior
variabilidade.
Assim como no caso 2, a figura 3.8 apresenta praticamente todos os paraˆmetros
de dificuldade dos itens superestimados, ao utilizar dados faltantes como respostas
incorretas.
Ja´ os valores estimados das proficieˆncias, na figura 3.9, na˜o ficaram prejudi-
















































Caso 3: dados faltantes como resposta incorreta




















Figura 3.8: Caso 3: Simulac¸a˜o com dados faltantes como respostas incorretas. Dia-
grama de dispersa˜o entre o paraˆmetro de dificuldade do item gerado e o paraˆmetro
de dificuldade do item estimado
no caso 1.
Conclui-se que, tratar dados faltantes como respostas erradas causa vie´s das
estimativas dos paraˆmetros de dificuldade e de discriminac¸a˜o dos itens. Pore´m, as es-
timativas dos valores da proficieˆncia ficam pro´ximas dos aos valores reais (proficieˆncia
gerada).
3.1.5 Caso 4: Simulac¸a˜o ignorando dados faltantes no pro-
cesso de calibrac¸a˜o e estimativas das proficieˆncias con-
siderando os dados faltantes como respostas incorretas.
O caso 4 tambe´m tem as mesmas especificac¸o˜es dos casos 1 a 3. Os paraˆmetros
dos itens foram tomados como fixos, com os mesmos valores do caso 2. Este modelo
reproduz os procedimentos utilizados em muitas avaliac¸o˜es que utilizam Teoria de
Resposta ao Item. Ou seja, na fase de calibrac¸a˜o dos itens os dados faltantes sa˜o





















































































































































































































































































































































































































































































































































































































































Figura 3.9: Caso 3: Simulac¸a˜o com dados faltantes como respostas incorretas. Di-
agrama de dispersa˜o entre a proficieˆncia gerada (valores reais dos paraˆmetros) e a
proficieˆncia estimada
pessoa e sua distribuic¸a˜o sa˜o estimados, considerando os paraˆmetros do item fixados
atrave´s da calibragem de item, os dados faltantes sa˜o tratados como incorretos (como
no caso 3).
As figuras 3.10, 3.11 e 3.12 apresentam, nos eixos horizontais, os mesmos
valores utilizados nos casos 1 e 2 e 3, ou seja, os 50 valores de discriminac¸a˜o do
item, 50 valores de dificuldade do item e os 1000 valores das proficieˆncias, gerados
aleatoriamente atrave´s de uma distribuic¸a˜o uniforme [0.2, 3]; atrave´s de uma forma
equidistante no intervalo [-2,2] e atrave´s de uma distribuic¸a˜o normal N(0, 1), respec-
tivamente.
No eixo vertical das figuras 3.10, 3.11 e 3.12 esta˜o as 50 estimativas de discri-
minac¸a˜o do itens, as 50 estimativas de dificuldade dos itens e as 1000 estimativas de
profieˆncia, respectivamente. Estas estimativas foram feitas atrave´s da utilizac¸a˜o da
TRI de treˆs paraˆmetros, sobre os mesmos valores da matriz de ‘zeros’ e ‘uns’ do caso
1, com 50 colunas (itens) e 1000 linhas (respondentes), sendo que os mesmos 25% dos

























































Caso 4: calibração com dados faltantes
proficiências considerando faltantes como incorreta





















Figura 3.10: Caso 4: Simulac¸a˜o com dados faltantes ignorados no processo de cali-
brac¸a˜o dos itens e com dados faltantes como respostas incorretas na estimac¸a˜o das
proficieˆncias. Diagrama de dispersa˜o entre o paraˆmetro de discriminac¸a˜o do item ge-
rado (valores reais dos paraˆmetros) e o paraˆmetro de discriminac¸a˜o do item estimado
dos itens foram realizados considerando os dados faltantes como ignorados (como no
caso 2) e sa˜o fixadas. Apo´s a fixac¸a˜o dos paraˆmetros dos itens, os dados faltantes
sa˜o recodificados como respostas incorretas e, enta˜o, os valores da proficieˆncia sa˜o
estimados.
Na figura 3.10, observa-se que os paraˆmetros estimados de discriminac¸a˜o dos
itens esta˜o distribu´ıdos como no caso 3, ou seja, as estimativas dos paraˆmetros de
discriminac¸a˜o do item esta˜o mais superestimadas do que nos casos 1 e 2.
Na figura 3.11, observa-se que a estimac¸a˜o dos paraˆmetros de dificuldade dos
itens apresentam tendeˆncia a subestimac¸a˜o.
Na figura 3.12, observa-se que os valores de proficieˆncia estimados esta˜o mais
dispersos que no caso 1, sendo que a dispersa˜o e´ maior para menores valores de θ,
apresentando tendeˆncia de superestimac¸a˜o para estes valores.

















































Caso 4: calibração com dados faltantes
proficiências considerando faltantes como incorreta




















Figura 3.11: Caso 4: Simulac¸a˜o com dados faltantes ignorados no processo de cali-
brac¸a˜o dos itens e com dados faltantes como respostas incorretas na estimac¸a˜o das
proficieˆncias. Diagrama de dispersa˜o entre o paraˆmetro de dificuldade do item gerado



















































































































































































































































































































































































































































































































































































































































































































Caso 4: calibração com dados faltantes
















Figura 3.12: Caso 4: Simulac¸a˜o com dados faltantes ignorados no processo de cali-
brac¸a˜o dos itens e com dados faltantes como respostas incorretas na estimac¸a˜o das
proficieˆncias. Diagrama de dispersa˜o entre a proficieˆncia gerada (valores reais dos
paraˆmetros) e a proficieˆncia estimada
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Cap´ıtulo 4
Propostas para probabilidade de
imputac¸a˜o
E´ correto supor que, para cada indiv´ıduo, quanto maior for o grau de dificuldade
do item, menor sera´ a probabilidade de resposta positiva (resposta correta). Sendo
assim, apresentamos dois procedimentos para imputac¸a˜o de dados faltantes, utizando
como base os valores estimados do paraˆmetro de dificuldade do item (b): imputac¸a˜o
via regressa˜o log´ıstica e imputac¸a˜o via regressa˜o isotoˆnica suavizada. Apesar de
utilizar o paraˆmetro de dificuldade dos itens para ca´lculo da probabilidade de resposta
positiva (resposta correta), nosso objetivo e´ melhorar as estimativas das proficieˆncias.
Dos casos de estimac¸a˜o dos paraˆmetros apresentados no cap´ıtulo 3, o caso
4 e´ o mais utilizado em muitas avaliac¸o˜es que utilizam teoria de resposta ao item
para determinar as proficieˆncias dos alunos em pesquisas educacionais. Portanto, na˜o
apresentaremos simulac¸o˜es de imputac¸a˜o para os casos 2 e 3, mas apenas para o caso
4, que e´ o mais utilizado na pra´tica.
No caso 4, do cap´ıtulo 3, foi realizada uma simulac¸a˜o com dados faltantes
ignorados no processo de calibrac¸a˜o dos itens e com dados faltantes como respostas
incorretas na estimac¸a˜o das proficieˆncias (com o paraˆmetro de acerto ao acaso fixo
em 0.2). Ou seja, os dados faltantes foram tratados sem imputac¸a˜o, na calibrac¸a˜o
dos itens e com imputac¸a˜o de ‘zeros’, na estimac¸a˜o das proficieˆncias. Neste cap´ıtulo,
apresentamos dois procedimentos que, ao inve´s de tratar os dados faltantes como igno-
rados e depois como respostas incorretas, utilizaram imputac¸a˜o de dados, que fizeram
74
com que as estimativas dos paraˆmetros fossem feitas atrave´s de uma matriz completa
de dados. As estimativas dos dados faltantes tratados sem imputac¸a˜o serviram para
comparar com os dois procedimentos sugeridos de imputac¸a˜o de dados (pore´m, os 50
valores do paraˆmetro de acerto ao acaso c foram estimados, e na˜o fixados em 0.2,
como no cap´ıtulo anterior).
Neste cap´ıtulo, utilizando o caso 4 do cap´ıtulo 3, foram feitas comparac¸o˜es
entre as estimativas da proficieˆncia, da dificuldade do item e da discriminac¸a˜o do
item, entre o modelo sem imputac¸a˜o com os modelos com imputac¸a˜o via regressa˜o
log´ıstica e via regressa˜o isotoˆnica suavizada.
Para cada um dos treˆs procedimentos (sem imputac¸a˜o, com imputac¸a˜o via
regressa˜o log´ıstica e com imputac¸a˜o via regressa˜o isotoˆnica suavizada), os valores
estimados dos paraˆmetros de proficieˆncia, dificuldade do item e discriminac¸a˜o do
item foram comparados com os valores dos paraˆmetros gerados aleatoriamente (dados
reais) e com os valores dos paraˆmetros estimados atrave´s da matriz completa de
‘zeros’ e ‘uns’ ja´ citada. Os valores estimados do paraˆmetro de acerto ao acaso, das
estimativas com imputac¸a˜o, foram comparados com os valores das estimativas sem
imputac¸a˜o e com os valores das estimativas feitas a partir da matriz completa de
dados.
Tambe´m foram estimados o erro e o erro quadra´tico me´dio, como func¸a˜o da
proficieˆncia para os treˆs me´todos considerados (sem imputac¸a˜o, com imputac¸a˜o via
regressa˜o log´ıstica e com imputac¸a˜o via regressa˜o isotoˆnica suavizada).
Para as ana´lises deste cap´ıtulo, utilizaremos os mesmos paraˆmetros reais ge-
rados aleatoriamente e a mesma matriz de dados com mil respondentes gerada no
cap´ıtulo 3 e, tambe´m, uma matriz gerada com 2000 respondentes, para analisar os
vieses das estimativas dos paraˆmetros com aumento do tamanho da amostra. Pore´m,
no cap´ıtulo 3 o valor do paraˆmetro de acertos ao acaso foi fixado em 0.2 e, neste
cap´ıtulo, ele foi estimado, para cada um dos 50 itens.
A seguir, sera˜o apresentados treˆs procedimentos a serem comparados, utili-
zando o modelo do caso 4, do cap´ıtulo 3: estimac¸a˜o sem imputac¸a˜o (aqui, o paraˆmetro
c foi estimado, portanto, os valores na˜o sera˜o os mesmos do cap´ıtulo anterior), es-
timac¸a˜o com imputac¸a˜o via regressa˜o log´ıstica e via regressa˜o isotoˆnica suavisada.
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4.1 Estimac¸a˜o sem imputac¸a˜o
Foram estimados 50 paraˆmetros de dificuldade do item , 50 paraˆmetros de discri-
minac¸a˜o, 50 paraˆmetros de acerto ao acaso (no cap´ıtulo 3, este paraˆmetro foi fixado
em 0.2) e 1000 valores de proficieˆncia, utilizando a matriz incompleta de dados (com
cerca de 25% de dados faltantes), citada no cap´ıtulo 3. O modelo utilizado foi o
mesmo do caso 4, do cap´ıtulo 3, um modelo de TRI de treˆs paraˆmetros, com dados
faltantes ignorados - no processo de calibrac¸a˜o dos itens - e com dados faltantes como
respostas incorretas - na estimac¸a˜o das proficieˆncias. Ou seja, utilizando a matriz de
dados incompleta, os paraˆmetros foram estimados sem utilizar me´todos de imputac¸a˜o.
Apo´s a estimac¸a˜o dos paraˆmetros, os valores encontrados foram comparados
com os valores dos paraˆmetros gerados aleatoriamente (valores reais): 50 valores da
distribuic¸a˜o uniforme [0.2,3], 50 valores distribu´ıdos de forma equidistante no intervalo
[-2,2] e 1000 valores da distribuic¸a˜o normal N(0,1), os mesmos valores do cap´ıtulo 3.
Ale´m de comparar com os valores reais, os valores dos paraˆmetros estimados
sem imputac¸a˜o tambe´m foram comparados com os valores estimados da matriz com-
pleta de dados, ou seja, a mesma matriz utilizada, pore´m, sem a retirada de cerca de
25% de dados.
As estimativas dos paraˆmetros sem imputac¸a˜o sera˜o comparadas a`s duas pro-
postas para imputac¸a˜o de dados faltantes a seguir, sendo que, apo´s a imputac¸a˜o,
teremos uma matriz de dados completa para estimac¸a˜o dos paraˆmetros, sem ter que
codificar os dados faltantes como resposta incorreta na fase de estimac¸a˜o das pro-
ficieˆncias.
4.1.1 Estimac¸a˜o sem imputac¸a˜o para os valores da proficieˆncia
A figura 4.1 [a] apresenta um gra´fico similar ao gra´fico visto no cap´ıtulo 3, caso
4, figura 3.12. Pore´m, ao inve´s de tornar fixo o paraˆmetro de acerto ao acaso, fo-
ram estimados os 50 valores desse paraˆmetro, interferindo nas estimativas dos demais
paraˆmetros. Na figura, tem-se que: no eixo horizontal esta˜o 1000 valores de pro-
ficieˆncias reais geradas aleatoriamente atrave´s de uma distribuic¸a˜o normal N(0,1) e
no eixo vertical esta˜o as estimativas das proficieˆncia, considerando a mesma matriz









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 4.1: [a] Diagrama de dispersa˜o entre a proficieˆncia gerada (valores reais do
paraˆmetro) e a proficieˆncia estimada sem imputac¸a˜o (com dados faltantes ignorados
no processo de calibrac¸a˜o dos itens e com dados faltantes como respostas incorretas
na estimac¸a˜o das proficieˆncias). [b] diagrama de dispersa˜o do erro entre os valores da
proficieˆncia gerada e a proficieˆncia estimada.








Estimativas das proficiência sem imputação versus
estimativas das proficiências para dados completos




















Figura 4.2: Diagrama de dispersa˜o entre a proficieˆncia estimada, atrave´s da matriz com-
pleta de dados, e a proficieˆncia estimada sem imputac¸a˜o (com dados faltantes ignorados
no processo de calibrac¸a˜o dos itens e com dados faltantes como respostas incorretas na
estimac¸a˜o das proficieˆncias).
simulac¸a˜o com dados faltantes ignorados no processo de calibrac¸a˜o dos itens e com
dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias. A figura
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4.1 [b] apresenta um gra´fico de dispersa˜o do erro entre entre os dois eixos. Do mesmo
modo apresentado no cap´ıtulo anterior, verifica-se a tendeˆncia a superestimac¸a˜o para
os menores valores de θ.
A figura 4.2 mostra as estimativas da proficieˆncia obtidas sem imputac¸a˜o
versus as estimativas obtidas para dados completos, no caso de 1000 respondentes.
Ha´ alto grau de concordaˆncia entre as estimativas, especialmente para os casos de
proficieˆncia mais alta.
4.1.2 Estimac¸a˜o sem imputac¸a˜o para os valores do paraˆmetro
de dificuldade dos itens










Estimativas do parâmetro de dificuldade
sem imputação de dados



















Figura 4.3: Diagrama de dispersa˜o entre a dificuldade do item gerado (valores reais do
paraˆmetro) e a dificuldade do item estimado sem imputac¸a˜o (com dados faltantes ignorados
no processo de calibrac¸a˜o dos itens e com dados faltantes como respostas incorretas na
estimac¸a˜o das proficieˆncias).
A figura 4.3 mostra as estimativas do paraˆmetro de dificuldade do item obtidas
sem imputac¸a˜o, no eixo vertical, para o caso de mil respondentes, e, no eixo horizontal,
o valor real do paraˆmetro gerado aleatoriamente. O gra´fico mostra alta concordaˆncia
entre os valores para os itens de maior dificuldade.
A figura 4.4 mostra as estimativas do paraˆmetro de dificuldade sem imputac¸a˜o,
com dados faltantes ignorados no processo de calibrac¸a˜o dos itens e com dados faltan-
tes como respostas incorretas na estimac¸a˜o das proficieˆncias (com c estimado) versus
os valores das estimativas atrave´s da matriz completa de dados, no caso de 1000 res-
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Figura 4.4: Diagrama de dispersa˜o entre os valores das estimativas dos paraˆmetros de
dificuldade do item estimado atrave´s da matriz completa de dados, e as estimativas do
paraˆmetro de dificuldade do item sem imputac¸a˜o (com dados faltantes ignorados no processo
de calibrac¸a˜o dos itens e com dados faltantes como respostas incorretas na estimac¸a˜o das
proficieˆncias).
pondentes. A discrepaˆncia nos valores estimados e´ pequena para quase todos os itens.
Observa-se para valores reais (figura 4.3) maior discrepaˆncia do que as estimativas
para dados completos.
4.1.3 Estimac¸a˜o sem imputac¸a˜o para os valores do paraˆmetro
de discriminac¸a˜o dos itens
A figura 4.5 e´ ana´logo a` figura 4.3, mas para o paraˆmetro de discriminac¸a˜o.
Mostra pequena discrepaˆncia entre as estimativas do paraˆmetro de discriminac¸a˜o do
item, obtidas sem imputac¸a˜o, em relac¸a˜o aos valores reais do paraˆmetro.
A figura 4.6 mostra as estimativas do paraˆmetro de discriminac¸a˜o, sem im-
putac¸a˜o de dados, versus os valores das estimativas para os dados completos, no caso
de 1000 respondentes. A discrepaˆncia nos valores estimados e´ pequena para quase
todos os itens.
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Figura 4.5: Diagrama de dispersa˜o entre a discriminac¸a˜o do item gerado (valores reais do
paraˆmetro) e a discriminac¸a˜o do item estimado sem imputac¸a˜o (com dados faltantes igno-
rados no processo de calibrac¸a˜o dos itens e com dados faltantes como respostas incorretas
na estimac¸a˜o das proficieˆncias).






Estimativas do parâmetro de discriminação
sem imputação e para dados completos




















Figura 4.6: Diagrama de dispersa˜o entre a discriminac¸a˜o do item estimado atrave´s da
matriz completa de dados, e a discriminac¸a˜o do item estimado sem imputac¸a˜o (com dados
faltantes ignorados no processo de calibrac¸a˜o dos itens e com dados faltantes como respostas
incorretas na estimac¸a˜o das proficieˆncias).
4.2 Exemplo de proposta para probabilidade de
imputac¸a˜o utilizando regressa˜o log´ıstica
Essa sec¸a˜o apresenta uma proposta de probabilidade de imputac¸a˜o utilizando a
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exemplo de proposta para probabilidade de imputação












































Exemplo: probabilidade de imputação
de resposta positiva via regressão logística






















Figura 4.7: Exemplos de ajuste da curva log´ıstica para ca´lculo das probabilidades de
imputac¸a˜o.
As figuras 4.7 [a] e 4.7 [b] mostram dois exemplos de ajuste da curva log´ıstica
para ca´lculo das probabilidades de imputac¸a˜o para um indiv´ıduo. Os pontos no gra´fico
correspondem a`s respostas corretas (1) e incorretas(0) do indiv´ıduo. As marcas no
eixo das abscissas correspondem aos valores estimados do paraˆmetro de dificuldade
b dos itens na˜o respondidos pelo indiv´ıduo e para os quais a resposta sera´ imputada
com a probabilidade pij de imputac¸a˜o de resposta correta para o item na˜o respondido






= β0 + β1bˆk (4.1)
onde bˆk e´ o valor estimado do paraˆmetro de dificuldade bk para o k-e´simo item para
o qual o indiv´ıduo forneceu uma resposta. O ajuste da curva log´ıstica foi elaborado
utilizando as func¸o˜es “tpm”, “eap”, “coef” e “factor.scores”, dispon´ıveis na biblio-
teca “irtoys”do software R. Estas mesmas func¸oes sera˜o utilizadas nos estudos de
simulac¸a˜o. A proposta de probabilidade de resposta correta a ser utilizada para
imputac¸a˜o de dados faltantes foi obtida atrave´s da func¸a˜o “glm” do software R.
Utilizando-se o modelo log´ıstico, a probabilidade de imputac¸a˜o de resposta




1 + edj b̂i
(4.2)
onde:
pij = probabilidade de imputac¸a˜o de resposta positiva (ou correta) do j-e´simo
indiv´ıduo para acertar o i-e´simo item.
dj = coeficiente de regressa˜o log´ıstica para o j-e´simo indiv´ıduo.
bˆi = estimativa do paraˆmetro de dificuldade do i-e´simo item.
Para gerar a resposta imputada U (0 ou 1, zendo 0 resposta errada e 1 resposta
correta), utilizou-se a distribuic¸a˜o uniforme, onde:
Gerou-se o valor aleato´rio y ∼ uniforme(0, 1),
se y ≤ pij ⇒ U = 1,
se y > pij ⇒ U = 0.
O processo de imputac¸a˜o foi repetido m = 10 vezes e adotamos como estima-
tiva da proficieˆncia θj do j− e´simo indiv´ıduo a me´dia das m estimativas obtidas apo´s
cada imputac¸a˜o.
Apo´s a imputac¸a˜o dos valores, na matriz incompleta de dados do cap´ıtulo
3, encontrados via o modelo de regressa˜o log´ıstica, foram estimados 50 valores do
paraˆmetro de dificuldade do item, 50 valores do paraˆmetro de discriminac¸a˜o, 50 va-
lores do paraˆmetro de acerto ao acaso e 1000 valores de proficieˆncia. Esses valores
foram comparados com os valores dos paraˆmetros gerados aleatoriamente: 50 valo-
res da distribuic¸a˜o uniforme [0.2,3], 50 valores distribu´ıdos de forma equidistante no
intervalo [-2,2] e 1000 valores da distribuic¸a˜o normal N(0,1), os mesmos do cap´ıtulo
3. Atrave´s da matriz completa de ‘zeros’ e ‘uns’, citada no cap´ıtulo 3, caso 1, foram
estimados 50 valores do paraˆmetro de dificuldade do item , 50 valores do paraˆmetro
de discriminac¸a˜o, 50 valores do paraˆmetro de acerto ao acaso e 1000 valores de pro-
ficieˆncia. Esses valores tambe´m foram comparados com as estimativas encontradas
apo´s imputac¸a˜o de dados via regressa˜o log´ıstica.
Outra comparac¸a˜o realizada foi entre os valores encontrados nas estimativas
com imputac¸a˜o via regressa˜o log´ıstica e os valores encontrados sem imputac¸a˜o, onde
foram estimados, atrave´s do modelo do caso 4, do cap´ıtulo 3, 50 valores do paraˆmetro
de dificuldade do item , 50 valores do paraˆmetro de discriminac¸a˜o, 50 valores do
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paraˆmetro de acerto ao acaso e 1000 valores de proficieˆncia, utilizando a matriz in-
completa de dados (com cerca de 25% de dados faltantes) citada anteriormente.
4.2.1 Estimac¸a˜o com imputac¸a˜o via regressa˜o log´ıstica para
os valores da proficieˆncia
Apo´s a imputac¸a˜o dos valores via regressa˜o log´ıstica, utilizando-se a matriz com-
pleta dos dados, foram estimados os valores das proficieˆncias dos indiv´ıduos. A figura
4.8 [a] apresenta, no eixo horizontal, as proficieˆncias geradas aleatoriamente atrave´s
de uma distribuic¸a˜o normal N(0, 1), a mesma utilizada no cap´ıtulo 3, e no eixo ver-
tical apresenta as proficieˆncias estimadas apo´s imputac¸a˜o via regressa˜o log´ıstica de
uma matriz incompleta, a mesma simulada anteriormente com a retirada aleato´ria
de cerca de 25% dos dados, no cap´ıtulo 3. A figura 4.8 [b] apresenta o gra´fico dos
erros entre os eixos verticais e horizontais. Com a imputac¸a˜o via regressa˜o log´ıstica,
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proficiência estimada menos proficiência real





Figura 4.8: [a] Diagrama de dispersa˜o entre os valores estimados da proficieˆncia via
regressa˜o log´ıstica e a proficieˆncia gerada (valores reais do paraˆmetro) [b] diagrama
de dispersa˜o do erro entre os valores estimados da proficieˆncia via regressa˜o log´ıstica
























































































































































































































































































































































Efeito da imputação via regressão logística
em relação aos dados completos para a proficiência






















Figura 4.9: Diagrama de dispersa˜o entre as estimativas da proficieˆncia com imputac¸a˜o
via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro da proficieˆncia estimado
atrave´s da matriz completa de dados.
A figura 4.9 mostra as estimativas da proficieˆncia obtidas via imputac¸a˜o utilizando
regressa˜o log´ıstica e as estimativas obtidas para dados completos. Ha´ alto grau de
concordaˆncia entre as estimativas, especialmente para os casos de proficieˆncia mais
alta.
4.2.2 Estimac¸a˜o com imputac¸a˜o via regressa˜o log´ıstica para
os valores dos paraˆmetros de dificuldade dos itens
A figura 4.10 mostra as estimativas dos paraˆmetros de dificuldade obtidas com
imputac¸a˜o via regressa˜o log´ıstica (ordenadas) e os valores reais do paraˆmetro (abscis-
sas), mostrando alta concordaˆncia entre os valores para os itens de maior dificuldade.
Os valores mais baixos de dificuldade esta˜o mais discrepantes.
O diagrama de dispersa˜o (figura 4.11) apresenta as estimativas dos paraˆmetros
sem imputac¸a˜o e com imputac¸a˜o via regressa˜o log´ıstica. Apresenta alta concordaˆncia
entre quase todos os valores.
A figura 4.12 e´ ana´loga a` figura 4.4 e mostra maior discrepaˆncia entre os
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Efeito da imputação via regressão logística
sobre as estimativas do parâmetro de dificuldade



















Figura 4.10: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de dificuldade com
imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de dificuldade
gerado (valores reais do paraˆmetro.










Efeito da imputação via regressão logística















Figura 4.11: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de dificuldade com
imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de dificuldade
sem imputac¸a˜o (com dados faltantes ignorados no processo de calibrac¸a˜o dos itens e com
dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias).
valores estimados do paraˆmetro de dificuldade com imputac¸a˜o via regressa˜o log´ıstica
em relac¸a˜o a`s estimativas para dados completos.
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Efeito da imputação via regressão logística
sobre as estimativas do parâmetro de dificuldade














Figura 4.12: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de dificuldade com
imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de dificuldade
estimado atrave´s da matriz completa de dados.







Efeito da imputação via regressão logística
sobre as estimativas do parâmetro de discriminação




















Figura 4.13: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de discriminac¸a˜o
com imputac¸a˜o via regressa˜o log´ıstica e o paraˆmetro de discriminac¸a˜o gerado (valores reais
do paraˆmetro).
4.2.3 Estimac¸a˜o com imputac¸a˜o via regressa˜o log´ıstica para
os valores dos paraˆmetros de discriminac¸a˜o dos itens
A figura 4.13 mostra as estimativas do paraˆmetro de discriminac¸a˜o apo´s im-
putac¸a˜o de dados via regressa˜o log´ıstica versus os valores reais do paraˆmetro utilizados
para gerac¸a˜o dos dados, para o caso com 1000 respondentes.
A figura 4.14 mostra as estimativas dos paraˆmetros de discriminac¸a˜o obtidas
com imputac¸a˜o via regressa˜o log´ıstica (ordenadas) e as estimativas dos paraˆmetros de
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Figura 4.14: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de discriminac¸a˜o
com imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de discri-
minac¸a˜o sem imputac¸a˜o (com dados faltantes ignorados no processo de calibrac¸a˜o dos itens
e com dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias).






























































Efeito da imputação via regressão logística
sobre as estimativas do parâmetro de discriminação














Figura 4.15: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de discriminac¸a˜o
com imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de discri-
minac¸a˜o estimado atrave´s da matriz completa de dados.
A figura 4.15 mostra discrepaˆncia entre os valores estimados do paraˆmetro de
discriminac¸a˜o com imputac¸a˜o via regressa˜o log´ıstica em relac¸a˜o a`s estimativas para
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dados completos.
As treˆs estimativas (sem imputac¸a˜o, com imputac¸a˜o via regressa˜o log´ıstica e
para dados completos) apresentam valores pro´ximos para a maioria dos itens.
4.2.4 Estimac¸a˜o com imputac¸a˜o via regressa˜o log´ıstica para
os valores dos paraˆmetros de acerto ao acaso











Efeito da imputação via regressão logística















Figura 4.16: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de acerto ao acaso
com imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de acerto
ao acaso sem imputac¸a˜o (com dados faltantes ignorados no processo de calibrac¸a˜o dos itens
e com dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias).
A figura 4.16 mostra as estimativas do paraˆmetro de acerto ao acaso obtidas
apo´s imputac¸a˜o de dados via regressa˜o log´ıstica (ordenadas) e as estimativas obtidas
sem imputac¸a˜o (abscissas) para cada um dos 50 itens, com 1000 respondentes. As
estimativas obtidas sem imputac¸a˜o apresentam maior discrepaˆncia em relac¸a˜o ao valor
real (0.2) do que as estimativas apo´s imputac¸a˜o.
A figura 4.17 mostra as estimativas para o paraˆmetro de acerto ao acaso apo´s


























































Efeito da imputação via regressão logística
sobre as estimativas do parâmetro de acerto ao acaso














Figura 4.17: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de acerto ao acaso
com imputac¸a˜o via regressa˜o log´ıstica e os valores das estimativas do paraˆmetro de acerto
ao acaso estimado atrave´s da matriz completa de dados.
4.3 Regressa˜o isotoˆnica
A regressa˜o isotoˆnica de uma funca˜o g observada nos pontos x1, . . . , xn e´ a funca˜o
g∗ que minimiza a soma de quadrados
∑n
i=1[g(xi) − f(xi)]2 no conjunto das func¸o˜es
f na˜o decrescentes em x (assumimos x1 < x2 < . . . < xn).
A regressa˜o isotoˆnica g∗ no ponto xi e´ dada pela derivada a` esquerda do ponto
i da func¸a˜o minorante convexa ma´xima do diagrama das somas acumuladas formado
pelos pontos (0, 0) e pi = (i,
∑i
j=1 g(xj)) i = 1, . . . , n (figura 4.18[a]). Em nosso caso,
para cada respondente, calculamos a regressa˜o isotoˆnica da func¸a˜o bina´ria g indica-
dora de resposta positiva observada nos pontos dados pela estimativa do paraˆmetro
de dificuldade em cada item. A probabilidade de resposta positiva deve decrescer
quanto maior for o grau de dificuldade do item. Por este motivo, adotamos como pro-
babilidade de imputac¸a˜o de resposta positiva a regressa˜o isotoˆnica obtida utilizando
como func¸a˜o g as respostas aos itens em ordem inversa ao valor dos paraˆmetros de
dificuldade dos itens.














Exemplo: diagrama de soma acumulada
e função minorante convexa máxima

























































Exemplo: probabilidades de imputação
via regressão isotônica suavizada
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Figura 4.18: Exemplos de ajuste da curva isotoˆnica para ca´lculo das probabilidades
de imputac¸a˜o
estimadores) para obter probabilidades de imputac¸a˜o de resposta positiva para os
itens na˜o respondidos pelo indiv´ıduo como func¸a˜o do grau de dificuldade dos itens
na˜o respondidos (figura 4.18[b]). A probabilidade de imputac¸a˜o de resposta positiva











, l = 1, . . . , no ,
onde Φ(·) representa a func¸a˜o de distribuic¸a˜o de probabilidade acumulada da distri-
buic¸a˜o normal padra˜o, g∗(bˆ0) = 0, nr e´ o nu´mero de itens respondidos pelo indiv´ıduo
e no e´ o nu´mero de itens na˜o respondidos pelo indiv´ıduo. O valor do paraˆmetro de
suavidade e´ dado por h = 1.1/n0.2.
Assim como o modelo de regressa˜o log´ıstica, apo´s a imputac¸a˜o dos valores na
matriz incompleta atrave´s do modelo de regressa˜o isotoˆnica suavizada, os paraˆmetros
foram estimados e comparados com os valores dos paraˆmetros gerados (valores reais
dos paraˆmetros) e com os valores estimados atrave´s da matriz completa de dados.
Tambe´m foram comparados com os valores dos paraˆmetros da estimac¸a˜o sem im-
putac¸a˜o.
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4.3.1 Estimac¸a˜o com imputac¸a˜o via regressa˜o isotoˆnica sua-
vizada para os valores dos paraˆmetros da proficieˆncia
Apo´s a imputac¸a˜o dos valores via regressa˜o isotoˆnica foram estimados os valores
das proficieˆncias dos indiv´ıduos utilizando-se do modelo de TRI proposto no caso 4
do cap´ıtulo 3. A figura 4.19[a] apresenta, no eixo vertical, as mesmas proficieˆncias
geradas aleatoriamente para uma matriz completa de dados do caso 1 e no eixo ho-
rizontal esta˜o as estimativas das proficieˆncias apo´s imputac¸a˜o via regressa˜o isotoˆnica
de uma matriz incompleta, a mesma simulada com a retirada aleato´ria de cerca de
25% dos dados no cap´ıtulo 3. A figura 4.19 [b] apresenta o gra´fico dos erros entre os
eixos verticais e horizontais. Com a imputac¸a˜o via regressa˜o isotoˆnica, observa-se a






















































































































































































































































































































































































































































Proficiência estimada após imputação





























































































































































































































































































































































































































































































































































































































































































































proficiência estimada menos proficiência real





Figura 4.19: [a] Diagrama de dispersa˜o entre os valores estimados da proficieˆncia via
regressa˜o isotoˆnica suavizada e a proficieˆncia gerada (valores reais do paraˆmetro) [b]
diagrama de dispersa˜o do erro entre os valores os valores estimados da proficieˆncia
via regressa˜o isotoˆnica suavizada e a proficieˆncia gerada (valores reais do paraˆmetro).
A figura 4.20 mostra as estimativas da proficieˆncia obtidas via imputac¸a˜o uti-
lizando regressa˜o isotoˆnica suavizada e as estimativas obtidas para dados completos.





































































































































































































































































































































































































































Efeito da imputação via regressão isotônica suavizada
em relação aos dados completos para a proficiência






















Figura 4.20: Diagrama de dispersa˜o entre as estimativas da proficieˆncia com imputac¸a˜o via
regressa˜o isotoˆnica suavizada e os valores das estimativas de proficieˆncia estimado atrave´s
da matriz completa de dados.
proficieˆncia mais alta. Nestes casos, a concordaˆncia entre as estimativas obtidas apo´s
imputac¸a˜o de dados via regressa˜o isotoˆnica suavizada e as estimativas para dados
completos parece maior que o observado quando utilizamos a regressa˜o log´ıstica para
imputac¸a˜o.
4.3.2 Estimac¸a˜o com imputac¸a˜o via regressa˜o isotoˆnica su-
avizada para os valores dos paraˆmetros de dificuldade
dos itens
Na figura 4.21, no eixo das ordenadas, esta˜o as estimativas do paraˆmetro de
dificuldade obtidas apo´s imputac¸a˜o de dados via regressa˜o isotoˆnica suavizada, para
o caso com 1000 respondentes. Mostra maior grau de concordaˆncia para os itens com
maior dificuldade. Para valores menores, observa-se maior dispersa˜o dos dados.
O diagrama de dispersa˜o 4.22 apresenta as estimativas dos paraˆmetros sem
imputac¸a˜o e com imputac¸a˜o via regressa˜o isotoˆnica suavizada.
A figura 4.23 mostra as estimativas do paraˆmetro de dificuldade apo´s a im-
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Efeito da imputação via regressão isotônica suavizada
sobre as estimativas do parâmetro de dificuldade



















Figura 4.21: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de dificuldade com
imputac¸a˜o via regressa˜o isotoˆnica suavizada e a dificuldade do item gerado (valores reais
do paraˆmetro).










Efeito da imputação via regressão isotônica suavizada















Figura 4.22: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de dificuldade com
imputac¸a˜o via regressa˜o isotoˆnica suavizada e os valores das estimativas do paraˆmetro de
dificuldade sem imputac¸a˜o (com dados faltantes ignorados no processo de calibrac¸a˜o dos
itens e com dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias).
putac¸a˜o via regressa˜o isotoˆnica suavizada versus os valores das estimativas para os
dados completos no caso de 1000 respondentes. A discrepaˆncia nos valores estimados























































Efeito da imputação via regressão isotônica suavizada
sobre as estimativas do parâmetro de dificuldade














Figura 4.23: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de dificuldade com
imputac¸a˜o via regressa˜o isotoˆnica suavizada e os valores das estimativas do paraˆmetro de
dificuldade estimado atrave´s da matriz completa de dados.
4.3.3 Estimac¸a˜o com imputac¸a˜o via regressa˜o isotoˆnica sua-
vizada para os valores dos paraˆmetros de discriminac¸a˜o
dos itens.











Efeito da imputação via regressão isotônica suavizada
sobre as estimativas do parâmetro de discriminação




















Figura 4.24: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de discriminac¸a˜o
com imputac¸a˜o via regressa˜o isotoˆnica suavizada e discriminac¸a˜o do item gerado (valores
reais do paraˆmetro).
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A figura 4.24 mostra as estimativas do paraˆmetro de discriminac¸a˜o apo´s a
imputac¸a˜o via regressa˜o isotoˆnica suavizada versus o valor real do paraˆmetro utilizado
na gerac¸a˜o da matriz de respostas para o caso de 1000 respondentes. Mostra uma
maior dispersa˜o das estimativas dos valores mais altos, comparada com as estimativas
obtidas sem imputac¸a˜o, com tendeˆncia de subestimac¸a˜o dos valores dos paraˆmetros
para itens com maior grau de discriminac¸a˜o.











Efeito da imputação via regressão isotônica suavizada















Figura 4.25: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de discriminac¸a˜o
com imputac¸a˜o via regressa˜o isotoˆnica suavizada e os valores das estimativas do paraˆmetro
de discriminac¸a˜o sem imputac¸a˜o (com dados faltantes ignorados no processo de calibrac¸a˜o
dos itens e com dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias).
A figura 4.25 e´ ana´logo a` figura 4.22, mas para o paraˆmetro de discriminac¸a˜o
com 1000 respondentes. Mostra baixa discrepaˆncia para as estimativas mais baixas
e maior para os itens com maiores estimativas para os valores do paraˆmetro, com as
estimativas obtidas apo´s imputac¸a˜o via regressa˜o isotoˆnica suavizada apresentando
valores levemente menores do que os obtidos sem imputac¸a˜o.
A figura 4.26 mostra as estimativas do paraˆmetro de discriminac¸a˜o apo´s im-
putac¸a˜o via regressa˜o isotoˆnica suavizada versus as estimativas para dados completos
para o caso de 1000 respondentes. Ha´ maior discrepaˆncia entre os valores para os





























































Efeito da imputação via regressão isotônica suavizada
sobre as estimativas do parâmetro de discriminação














Figura 4.26: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de discriminac¸a˜o
com imputac¸a˜o via regressa˜o isotoˆnica suavizada e os valores das estimativas do paraˆmetro
de discriminac¸a˜o estimado atrave´s da matriz completa de dados.







Efeito da imputação via regressão isotônica suavizada















Figura 4.27: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de acerto ao acaso
com imputac¸a˜o via regressa˜o isotoˆnica suavizada e os valores das estimativas do paraˆmetro
de acerto ao acaso sem imputac¸a˜o (com dados faltantes ignorados no processo de calibrac¸a˜o
dos itens e com dados faltantes como respostas incorretas na estimac¸a˜o das proficieˆncias).
4.3.4 Estimac¸a˜o com imputac¸a˜o via regressa˜o isotoˆnica su-
avizada para os valores dos paraˆmetros de acerto ao
acaso.
A figura 4.27 mostra as estimativas do paraˆmetro de acerto ao acaso obtidas apo´s



























































Efeito da imputação via regressão isotônica suavizada
sobre as estimativas do parâmetro de acerto ao acaso














Figura 4.28: Diagrama de dispersa˜o entre as estimativas do paraˆmetro de acerto ao acaso
com imputac¸a˜o via regressa˜o isotoˆnica suavizada e os valores das estimativas do paraˆmetro
de acerto ao acaso estimado atrave´s da matriz completa de dados.
obtidas sem imputac¸a˜o (abscissas) para cada um dos 50 itens para o caso de 1000
respondentes. Mostra uma tendeˆncia a obtermos valores menores do paraˆmetro apo´s
a imputac¸a˜o de dados via regressa˜o isotoˆnica suavizada. O valor 0.2 representa o
valor real do paraˆmetro utilizado na gerac¸a˜o dos dados simulados.
A figura 4.28 mostra as estimativas para o paraˆmetro de acerto ao acaso apo´s
imputac¸a˜o via regressa˜o isotoˆnica suavizada versus estimativas para dados completos
no caso de 1000 respondentes. O padra˜o de discrepaˆncia em relac¸a˜o aos valores reais
e´ similar nos dois casos.
97
4.4 Comparac¸a˜o entre os me´todos de estimac¸a˜o
das proficieˆncias: sem imputac¸a˜o, com imputac¸a˜o























































Figura 4.29: Regressa˜o via kernel: [a] para o erro [b] desvio quadra´tico.
Para descrever o comportamento do erro e do erro quadra´tico na estimac¸a˜o
da proficieˆncia ao se utilizar os treˆs me´todos (sem imputac¸a˜o, com imputac¸ca˜o via
regressa˜o log´ıstica, e com imputac¸a˜o via regressa˜o isotoˆnica suavizada via kernel),
utilizamos a regressa˜o na˜o parame´trica via kernel de Nadaraya-Watson. A figura 4.29














onde φ(·) representa a func¸a˜o densidade de probabilidade da distribuic¸a˜o normal
padra˜o, n e´ o nu´mero de respondentes, e o valor do paraˆmetro de suavidade e´ dado
por h = 1.1/n0.2 (Ramsay,1991).
Aqui, θˆj representa o valor estimado da proficieˆncia do j-e´simo respondente con-
siderando cada um dos me´todos utilizados na estimac¸a˜o (sem imputac¸a˜o, com im-
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putac¸a˜o via regressa˜o log´ıstica, e com imputac¸a˜o via regressa˜o isotoˆnica suavizada
via kernel). Sendo assim, temos treˆs curvas, que mostram que o erro das estimativas
obtidas sem imputac¸a˜o de respostas faltantes mostra-se com melhor comportamento
do que aquelas obtidas apo´s imputac¸a˜o, com as estimativas via regressa˜o isotoˆnica
suavizada apresentando melhor comportamento em relac¸a˜o a` regressa˜o log´ıstica para
valores de θ maiores.














Podemos notar que as estimativas obtidas apo´s imputac¸a˜o de respostas positivas
apresenta melhores resultados, especialmente para a faixa de valores de proficieˆncia
acima de −1, que tende a ser de maior interesse, sendo que a imputac¸a˜o via regressa˜o
isotoˆnica suavizada apresenta curva mais pro´xima de zero do que a curva correspon-
dente a`s estimativas obtidas com imputac¸a˜o via regressa˜o log´ıstica.




















Figura 4.30: Regressa˜o na˜o parame´tica via kernel para o erro.
As figuras 4.30 e 4.31 sa˜o equivalentes a`s figuras 4.29 [a] e 4.29 [b], considerando
2000 respondentes. Mostram que o erro e o erro quadra´tico tendem a diminuir de
magnitude para os treˆs procedimentos com o aumento do tamanho do nu´mero de
respondentes, como esperado. Nos dois casos, a imputac¸a˜o via regressa˜o isotoˆnica
suavizada mostrou um padra˜o de valores mais baixos para o erro quadra´tico para os
respondentes com maior proficieˆncia.
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Figura 4.31: Regressa˜o na˜o parame´tica via kernel para o devio quadra´tico.
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Cap´ıtulo 5
Concluso˜es e Trabalhos Futuros
5.1 Concluso˜es
Os estudos de simulac¸a˜o mostraram que, para a estimac¸a˜o das proficieˆncias, a
utilizac¸a˜o dos me´todos de imputac¸a˜o de dados considerados apresentam erro de mag-
nitude superior a` estimac¸a˜o com dados faltantes, para amostra de tamanho 1000.
No entanto, para amostras de 2000 respondentes, a magnitude do erro e´ pequena,
sugerindo que os processos de imputac¸a˜o estudados podem ser adotados para casos
com tamanho de amostras maiores. Com relac¸a˜o ao erro quadra´tico, as estimativas
das proficieˆncias apresentam valores menores do que para as estimativas com dados
faltantes, especificamente para proficieˆncias superiores a -1 (na escala da distribuic¸a˜o
normal padra˜o), com o me´todo de imputac¸a˜o via regressa˜o isotoˆnica suavizada apre-
sentando os menores valores para o erro quadra´tico.
Quando na˜o procedemos imputac¸a˜o de dados, os paraˆmetros de discrimac¸a˜o dos
itens tendem a ser superestimados, enquanto os paraˆmetros de dificuldade sa˜o le-
vemente subestimados. As proficieˆncias tendem a ser superestimadas no caso das
proficieˆncias de menor valor.
Quando utilizamos imputac¸a˜o de dados via regressa˜o log´ıstica e regressa˜o isotoˆnica
suavizada via kernel, os paraˆmetros de discrimac¸a˜o e de dificuldade dos itens apre-
sentam maior precisa˜o em seus maiores valores. Ale´m disso, as estimativas apo´s
imputac¸a˜o sa˜o muito similares a`s obtidas para dados completos.
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5.2 Trabalhos Futuros
Outros estudos podem ser realizados utilizando-se amostras maiores. Sugere-se o
estudar os procedimentos para o caso do modelo de 2 paraˆmetros.
Outra sugesta˜o e´ a imputac¸a˜o via modelos politoˆmicos, adontando a uti-
lizac¸a˜o do modelo de resposta gradual para dados politoˆmicos onde uma categoria
intermedia´ria entre certo e errado e´ usada para na˜o resposta.
Deve-se considerar, ainda, utilizar uma distribuic¸a˜o da proficieˆncia com maior
peso na cauda esquerda para obter melhores estimativas do paraˆmetro de acerto ao
acaso na etapa de calibrac¸a˜o dos itens, considerando-se posteriormente a populac¸a˜o
com distribuic¸a˜o normal para as proficieˆncias, como e´ feito em estudos de avaliac¸a˜o
educacional. Este procedimento deve melhorar as estimativas das proficieˆncias.
102
Andrade, D. F. de; Anjos, A. dos. (2012). Teoria da Resposta ao Item com uso do R.
20 SINAPE. Dispon´ıvel em: http://www.people.ufpr.br/ aanjos/CE095/RTRIsinape.pdf.
Acesso em: 30/01/2014.
Andrich, D. (1978). A rating formulation for ordered response categories. Psycho-
metrika, 43, 561-573.
Baker, F. B. (1992), Item Response Theory - Parameter Estimation Techniques.,
New York: Marcel Dekker, Inc.
Baker, F.B. (2001). The basics of item response theory. Washington, DC: ERIC
Clearinghouse on Assessment and Evaluation.
Baker, R. (1987), Classical Test Theory and Item Response Theory in Test Analysis.,
Special Report n.2: Language Testing Update. University of Edinburgh.
Bejar, I. I. (1977). An application of the continuous response level model to perso-
nality measurement. Applied Psychological Measurement, 1, 509-521.
Bethlehem, J. G (2002). Weighting adjustments for ignorable nonresponse. In
Groves, R. M., Dillman, D. A., Eltinge, J. L., and Littler, R. J. A, editiors,
Survey Nonresponse, chapter 18, pages 275-287. John Wiley and Sons, New
York.
Birnbaum, A. (1968), Some latent trait models and their use in infering an examinees
ability. in f.m. lord & m. r. novick., in Statistical Theories of Mental Test
Scores, Reding, MA: Addison-Wesley.
Bock, R. D. & Lieberman, M. (1970). Fitting a response model for n dichotomousty
scored items. Psychomelrika, 35, 179-197.
Bock, R. D. and Zimowski, M. F. (1997). Multiple Group IRT. In Handbook of
Modern Item Response Theory. W.J. van der Linder e R.K. Hambleton Eds.
New York: Spring-Verlag.
Bock, R.D. e Aitkin M. (1981). Marginal Maximum Likelihood Estimation of Item
Parameters: Application of an EM Algorithm. Psychometrika, 46, n. 4, 443-
459.
103
Book, R. D. (1972) Estimating item parameters and latent ability when responses
are scored lit two or more nominal categories. Psychometrika, 37, 29-51.
Christoffersson, A. (1975). Factor analysis of dichotomized variables. Psychome-
trika. 40, 5-32.
Cochran, W. G. (1977). Sampling Techniques. John Wiley and Sons, New York,
3rd edition.
Colantonio, R. D. Pietro, A. Ocello, N. V. Verde. (2010). ABBA: Adaptive Bicluster-
Based approach to impute missing values in binary matrices. Proceedings of
the 2010 ACM Symposium on Applied Computing, pp. 1026-1033.
Farhangfar, A.; Kurgan, L.; Pedrycz, W. (2007). A Novel Framework for Impu-
tation of Missing Values in Databases. IEEE Transactions on Systems, Man,
and Cybernetics - Part A: Systems and Humans, 37(5): 692709.
Finch, H. (2008). Estimation of item response theory parameters in the presence of
missing data. Journal of Educational Measurement, 45, 225245. doi:10.1111/j.1745-
3984.2008.00062.x.
Greenland, S. and Finkle, W. D. (1995). A critical look at methods for handling
missing covariates in epidemiologic regression analyses. American Journal of
Epidemiology, 142(12): 1255-1264.
Hambleton, R. K. & Swaminathan, H. (1985), Item Response Theory: Principles
and Applications., Boston: Kluwer Academic Publishers.
Hambleton, R. K. & Van Der Linden, W. J. (1996), Modern Item Response Theory.,
Springer.
Hambleton, R. K., Swaminathan, H. & Rogers, H. J. (1991), Fundamentals of item
response theory, Newbury Park, CA: SAGE Publications.
Horst, P. (1965). Factor analysis of data matrices. New York: Holt, Rinehart &
Winston.
104
Horton, N. J., & Kleinman, K. P. (2007). Much ado about nothing: A comparison
of missing data methods and software to fit incomplete data regression models.
The American Statistician, 61, 7990. doi:10.1198/000313007X172556
Huisman, M. (2000). Imputation of missing item responses: Some simple techniques.
Quality and Quantity, 34, 331351. doi:10.1023/A:1004782230065
king, G., Honaker, J., Joseph, A. Scheve, K. (2001). Analysing incomplete politi-
cal science data: an alternative algorithm for multiple imputation. American
Political Science Review 95, 49-69.
Knol, M. J., Janssen, K. J. M., Donders, A. R. T., Donders, A. R. T., Egbert,
A. C. G., Heerdink, E. R., Grobees, D. E., Moons, K. G. M., and Geerlings,
M. I. (2010). Unpredictable bias when using the missing indicator method or
complete case analysis for missing confounder values: an empirical example.
Journal of Clinical Epidemiology, 63:728-736.
Little, R. J. A. & Rubins, D.B (2002). Statistical analysis with missing data. 2 ed.
New York: John Wiley & Sons.
Lord, F. M. (1980), Aplications of item response theory to practical testing problems,
New Jersey: Lawrence Erlbaum Associates.
Lord, F. M. (1968). An analysis of the Verbal Scholastic Aptitude Test using Birn-
baum’s threeparameter logistic model. Educational and Psychological Measu-
rement, 28, 989-1020.
Lord, F. M. (1953). An application of confidence intervals and of maximum like-
lihood to the estimation of an examinee’s ability. Psychometrika, 18, 57-76.
Lord, F.M. e Novick, M.R. (1968). Statistical Theories of Mental Test Scores. New
York: Addison-Wesley.
MacCorquidale K, Meehl PE (1948) On a distinction between hypothetical cons-
tructs and intervening variables. Psychological Review 55:95107.
105
Marsh, H. W. (1998). Pairwise deletion for missing data in structural equation
models: Nonpositive definite matrices, parameter estimates, goodness of fit,
and adjusted sample size. Structural Equation Modeling, 5(1):22-36.
McDonald, R.P. (1967). Nonlinear factor analysis. Psychometric Monograph, n. 15,
1-167.
McDonald, R.P. (1985). Factor analysis and related methods. Hillsdale NJ: Erl-
baum.
McKinley, R. L. and Reckase, M. D. The use of the general rasch model with mul-
tidimensional item response data. Technical report, Iowa City, IA: American
College Testing, 1980.
McKnight PE, McKnight KM, Sidani S, Figueredo AJ (2007). Missing data: A
gentle introduction. New York: Guilford.
Miettien, O. S (1985). Theoretical Epidemiology: Principles of Occurrence Research
in Medicine, John Wiley & Sons, New York.
Molenberghs, G. and Kenward, M. G. (2007). Missing Data in Clinical Studies.
John Wiley & Sons, Chichester, UK.
Molenberghs, G., & Verbeke, G. (2004). An introduction to (generalized) (non)linear
mixed models. In P. De Boeck & M. Wilson (Eds.), Explanatory item response
models: A generalized linear and nonlinear approach (pp. 111153). New York:
Springer
Molenberghs, G., & Verbeke, G. (2005). Models for discrete longitudinal data. New
York: Springer
Mun˜iz, J. (1990). Teor´ıa de respuesta a los ı´tens: Un nuevo enfoque en la evolucio´n
psicolo´gica y educativa. Madri: Ediciones Pira´mide, S. A.
Muthe´n, B. (1978). Contributions to factor analysis of dichotomous variables. Psy-
chometrika, 43, 551-560.
106
Orchard, T. Woodbury, M. A. ( 1972). A Missing Information Principle: Theory and
Applications, Proceedings of the Sixth Berkeley Symposium on Mathematical
Statistics and Probability, v. 1, pp. 697-715.
Rasch, G. (1960). Probabilistic Models for Some Intelligence and Attainment Tests.
Copenhagen : Danish Institute for Educational Research.
Rasch, G. (1962). On general laws and the meaning of measurement in psychology.
Proceedings of the Fourth Berkeley Symposium on Mathematical Statistics and
Probability, 4, 321-334.
Reckase MD. (2009). Multidimensional item response theory. New York, NY: Sprin-
ger.
Rose, N., von Davier, M., & Wu, X. (2010). Modeling nonignorable missing data
with item response theory (IRT) (ETS Research Report ETS-RR-10-11).
Rubin, D. B (1996). Multiple imputation after 18+ years. Journal of the American
Statistical Association, 91(43):473-489.
Rubin, D. B. (1976). Inference and missing data. Biometrika, 63(3), 581592.
Rubin, D. B. (1987a). Multiple Imputation for Nonresponse in Surveys. John Wiley
& Sons, New York.
Samejima, F. (1974). Normal ogive model on the continuous response level in the
multidimensional space. Psychometrika, 39, 111-121.
Samejima, F. A. (1969). Estimation of latent ability using a response pattern of
graded scores. Psychometric Monograph, 17.
Sa¨rndal, C. E., Swensson, B., and Wretman, J. (1992). Model Assisted Survey
Sampling. Springer-Verkag, New York.
Schafer, J. L. e Graham, J. W. (2002). Missing data: our view of the state of the
art. Psychological Methods, 7, 147-177.
Shafer, J. L. and Schenker, N. (2000). Inference with imputed conditional means.
Journal of the American Statistical Association, 95(449):144-154.
107
Sheng, X., & Carrie`re, K. C. (2005). Strategies for analyzing missing item response
data with an application to lung cancer. Biometrical Journal, 47, 605615.
Sijtsma, K., & van der Ark, L. A. (2003). Investigation and treatment of missing
item scores in test and questionnaire data. Multivariate Behavioral Research,
38, 505528.
Swaminathan, H. & Gifford, J. A. (1983), Estimation of Parameters in the Three-
Prameter Latent Trait Model. In D. Weiss (Ed.), New York: Academic Press.
Torgerson, W. S. (1958). Theory and methods of scaling. New York: Wiley.
Vach, W. (1994). Logistic regression with missing values in the covariates. New
York: Springer-Verlag.
Vach, W. and Blettner, M. (1991). Biased estimation of the odds ration in case-
control studies due to the use of ad hoc methods of correcting for missing values
for confounding variables. American Journal of Epidemiology, 134(8):895-907.
Van Buuren, S. (2012). Flexible Imputation of Missing Data. Boca Raton, Florida:
Chapman and Hall/CRC Press.
van Ginkel, J. R., van der Ark, L. A., & Sijtsma, K. (2007). Multiple imputation
of item scores in test and questionnaire data, and influence on psychometric re-
sults. Multivariate Behavioral Research, 42, 387413. doi:10.1080/00273170701360803.
Van Praag, B. M. S., Dijktra, T. K., and Van Velzen, (1985). Least-squares theory
based on general distributional assumptions with an application to the incom-
plete observations problem. Psychometrica, 98(1):86-90.
Wauters, K., Desmet, P., & Van den Noortgate, W. (2010). Adaptive item-based
learning environments based on the item response theory: Possibilities and chal-
lenges. Journal of Computer Assisted Learning, 26, 549562. doi:10.1111/j.1365-
2729.2010.00368.x.
White, I. R. and Thompson, S. G. (2005). Adjusting for partially missing baseline
measurements in randomized trial. Statistics in Medicine, 24(7):993-1007.
108
Wingersky, M. S. & Lord, F. M. (1973). A computer program for estimating exa-
minee ability and item characteristic curve parameters when there are omitted
responses. Research Memorandum 73-2. Princeton, N. J.: Educational Testing
Service.
Wright, B.D. Stone, M. H. (2004). Making measures. Chicago: Phaneron Press.
Wright. 9. D. (1977). Solving measurement problems with the Rasch model. Jour-




No modelo log´ıstico a varia´vel resposta Yi e´ bina´ria. Uma varia´vel bina´ria assume
dois valores, como por exemplo, Yi = 0 e Yi = 1, denominados ”fracasso”e ”sucesso”,
respectivamente. Neste caso, ”sucesso”e´ o evento de interesse.
No modelo linear temos:
Yi = β0 + β1xi + εi (5.1)
Assumindo que E(εi) = 0, obtemos que
E(Yi) = β0 + β1xi. (5.2)
A varia´vel resposta Y tem distribuic¸a˜o Bernoulli (pi), com probabilidade de sucesso
P (Yi = 1) = pii e de fracasso P (Yi = 0) = 1− pii. Desta forma
E(Yi) = pii. (5.3)
Igualando (2.2) e (2.3), temos
E(Yi) = pii = β0 + β1xi. (5.4)
Essa igualdade viola as suposic¸o˜es do modelo linear. De fato,
i) Os erros na˜o sa˜o normais, pois:
yi = 1 ⇒ εi = 1 − β0 − β1xi, e yi = 0 ⇒ εi = 0 − β0 − β1xi Assim na˜o faz
sentido assumirmos a normalidade dos erros.
ii) Na˜o homogeneidade da variaˆncia.
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Temos que Var(Yi) = pii(1− pii) = (β0 + β1xi)(1− β0 − β1xi) enta˜o a variaˆncia de
Yi depende de xi, e consequentemente, na˜o e´ constante.
iii) Restric¸a˜o para a resposta me´dia E(Yi). Como a resposta me´dia e´ obtida em
probabilidades, temos que 0 ≤ β0+β1xi ≤ 1. Entretanto, esta restric¸a˜o e´ inapropiada
para resposta em um modelo linear, que assume valores no intervalo (−∞,∞). Uma
forma de resolver esse problema e´ utilizar o modelo log´ıstico.
Muitas func¸o˜es foram propostas para a ana´lise de varia´veis com respostas di-
cotoˆmicas. Dentre elas a mais simples e´ a que da´ origem ao modelo log´ıstico. Do
ponto de vista estat´ıstico, este modelo e´ bastante flex´ıvel e de fa´cil interpretac¸a˜o.
Modelo Estat´ıstico Um modelo de regressa˜o log´ıstica simples e´ usado para
o caso de regressa˜o com uma varia´vel explicativa.
Suponha uma amostra de n observac¸o˜es independentes da terna (xi,mi, yi), i =
1, 2, . . . , n, sendo que:
xi e´ o valor da varia´vel explicativa; mi e´ a quantidade de itens verificados na
amostra ; yi nu´mero de ocorreˆncia de um evento em mi ensaios; e n e´ o tamanho da
amostra. Com isso, assumimos que a varia´vel resposta tem distribuic¸a˜o de probabi-
lidade binomial (Yi ∼ B(mi, pii)), tal que





piyii (1− pii)mi−yi . (5.5)




, i = 1, . . . , n, (5.6)






= β0 + β1xi. (5.7)
Utiliza-se o me´todo da ma´xima verossimilhanc¸a para estimar os paraˆmetros (β0, β1).
De forma gene´rica, o me´todo de ma´xima verossimilhanc¸a nos fornece valores para os
paraˆmetros desconhecidos que maximizam a probabilidade de se obter determinado
conjunto de dados.
Assumindo que (x0,m0, y0), . . . , (xn,mn, yn) sa˜o independentes, a func¸a˜o de veros-
similhanc¸a e´ da seguinte forma
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, que na˜o depende de β0 e β1, e tomando o
logaritmo (ln) em ambos os lados da expressa˜o anterior, temos





+ ln (1− pii)mi




































Assim a expressa˜o, pode ser reescrita como:








































yi (β0 + β1xi)−
n∑
i=1
mi ln(1 + e
β0+β1xi)
Portanto,
 L (β0, β1|(xi;mi; yi)) =
n∑
i=1
yi (β0 + β1xi)−
n∑
i=1
mi ln(1 + e
β0+β1xi)
Para simplificar a notac¸a˜o faremos  L (β0, β1|(xi;mi; yi)) =  L (β0, β1).
Estimac¸a˜o dos Paraˆmetros do modelo Para ajustar um modelo de re-
gressa˜o devemos estimar os paraˆmetros β0 e β1 do modelo. Os estimadores de ma´xima
verossimilhanc¸a para os paraˆmetros β0 e β1 sa˜o os valores de β̂0 e β̂1 que maximizam
o logaritmo da func¸a˜o de verossimilhanc¸a. A func¸a˜o de verossimilhanc¸a tem ma´ximo,
ja´ que 0<P [Yi = yi | xi]<1, pois a func¸a˜o logaritmo e´ estritamente crescente.
Para maximizar a func¸a˜o de verossimilhanc¸a basta derivarmos em relac¸a˜o aos
paraˆmetros do modelo, da seguinte forma
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∂β0




















Igualando estas derivadas a zero e substituindo os paraˆmetros (β0, β1) pelos estima-





















. Pore´m, estas equac¸o˜es sa˜o na˜o-lineares nos paraˆmetros e para resolveˆ-las e´ preciso
recorrer a me´todos nume´ricos iterativos, como Newton-Raphson (Gourieroux e Mon-
fort, 1995). Este me´todo e´ definido expandindo-se a func¸a˜o U(β) em torno do ponto
inicial β (0), tal que
U(β) ≈ U(β (0)) + U ′(β (0))(β − β (0)),
sendo que U(β) e´ o vetor de derivadas de primeira ordem do logaritmo da func¸a˜o de
verossimilhanc¸a em relac¸a˜o aos paraˆmetros do modelo e U ′(β) e´ a matriz de derivadas
de ordem 2 do logaritmo da func¸a˜o de verossimilhanc¸a.
Se repetirmos o processo chegaremos ao processo iterativo
β (m+1) = β (m) + [−U ′(β (m))]−1U ′(β (m)),
sendo que m = 0, 1, . . .
Como a matriz −U ′(β) pode na˜o ser positiva definida, e portanto na˜o invers´ıvel,
ela e´ substitu´ıda pela matriz de informac¸a˜o de Fisher. Assim
β (m+1) = β (m) + [-I(β (m))−1]U ′(β (m)), m = 0, 1, . . .
A matriz de informac¸a˜o de Fisher, para o modelo log´ıstico com uma varia´vel, tem a
seguinte forma:
I(β̂) = −
 ∂2∂β20 ln  L(β0, β1) ∂2∂β0∂β1 ln  L(β0, β1)
∂2
∂β0β1
ln  L(β0, β1)
∂2
∂β21
































Interpretac¸a˜o dos paraˆmetros do modelo A interpretac¸a˜o dos paraˆmetros
de um modelo de regressa˜o log´ıstica e´ obtida comparando a probabilidade de sucesso
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com a probabilidade de fracasso, usando a func¸a˜o odds ratio - OR (raza˜o de chances).





























= ln [g(xj+1)]− ln [g(xj)]
= β0 + β1xj+1 − β0 − β1xj = β1(xj+1 − xj).
Fazendo xj+1 − xj = 1 unidade, enta˜o
ln(OR) = ln(eβ1) = β1.
Assim, temos o qua˜o prova´vel o resultado ocorrera´ entre os indiv´ıduos xj+1 em relac¸a˜o
aos indiv´ıduos xj, fazendo, portanto, algumas ana´lises:
β1>0 ⇒ OR>1⇒ pi(xj+1) > pi(xj)
β1<0 ⇒ OR<1⇒ pi(xj+1) < pi(xj)
Estimativa dos desvios padra˜o No modelo de regressa˜o log´ıstico o desvio
padra˜o dos estimadores e´ obtido a partir da matriz de informac¸a˜o de Fisher. Podemos
ainda obter a matriz de informac¸a˜o de Fisher I(β̂) para o modelo log´ıstico a partir
dos dados, da seguinte forma, I(β̂) = X
′









 , V = diag[m1pˆi1(1− pˆi1), . . . ,mnpˆin(1− pˆin)],
mi e´ o nu´mero de repetic¸o˜es para cada elemento da amostra, i = 1, . . . , n.
As variaˆncias e covariaˆncias dos estimadores β̂ = (β̂0, β̂1) sa˜o obtidos invertendo
a matriz de informac¸a˜o de Fisher, isto e´, calculando Σ̂ = I−1(β̂).
O j-e´simo elemento da diagonal principal da matriz Σ̂ e´ a variaˆncia do estimador
β̂j, denominada σ̂
2(β̂j). Os demais elementos da matriz Σ̂ sa˜o as covariaˆncias entre
(β̂j; β̂u), j 6= u.




Infereˆncia em um modelo log´ıstico simples Apo´s estimar os coeficientes,
temos interesse em assegurar a significaˆncia das varia´veis no modelo. Isto geralmente
envolve formulac¸a˜o e teste de uma hipo´tese estat´ıstica para determinar se a varia´vel
independente no modelo e´ significativamente relacionada com a varia´vel resposta.
Para isso, temos os testes de hipo´teses. Os testes de hipo´teses mais utilizados sa˜o os
testes da Raza˜o da Verossimilhanc¸a, Wald e Escore.
Teste de Wald O teste de Wald e´ obtido por comparac¸a˜o entre a estimativa
de ma´xima verossimilhanc¸a do paraˆmetro (β̂1) e a estimativa de seu erro padra˜o. A
raza˜o resultante, sob a hipo´tese H0 : β1 = 0, tem distribuic¸a˜o normal padra˜o.




O p-valor e´ definido como P (|Z|>|Wj|), sendo que Z denota a varia´vel aleato´ria
da distribuic¸a˜o normal padra˜o.
Hauck e Donner examinaram o desempenho do teste de Wald e discobriram que
ele se comporta de maneira estranha, em determinadas situac¸o˜es frequentemente na˜o
rejeitando a hipo´tese nula quando o coeficiente e´ significativo. Eles recomendam a
utilizac¸a˜o do teste da raza˜o de verossimilhanc¸a para testar se realmente o coeficiente
na˜o e´ significativo quando o teste de Wald na˜o rejeita a hipo´tese nula.
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Teste da Raza˜o de Verossimilhanc¸a Na regressa˜o linear o interesse esta´ no
valor da SQR. Um valor alto da SQR sugere que a varia´vel independente e´ importante,
caso contra´rio, a varia´vel independente na˜o e´ u´til na predic¸a˜o da varia´vel resposta.
Na regressa˜o log´ıstica a ideia e´ a mesma: comparar os valores observados da
varia´vel resposta com os valores preditos obtidos dos modelos com e sem a varia´vel
em questa˜o. A comparac¸a˜o dos observados com os valores preditos e´ baseado no log
da verossimilhanc¸a. Para entender melhor essa comparac¸a˜o, e´ u´til pensar em um
valor observado da varia´vel resposta tambe´m como sendo um valor predito resultante
de um modelo saturado. Um modelo saturado e´ aquele que conte´m tantos paraˆmetros
quanto observac¸o˜es.
A comparac¸a˜o dos observados com os valores preditos usando a func¸a˜o de veros-
similhanc¸a e´ baseada na seguinte expressa˜o:
D = −2ln
[
(verossimilhanc¸a do modelo ajustado)
(verossimilhanc¸a do modelo saturado)
]
.
Com o propo´sito de assegurar a significaˆncia de uma varia´vel independente, compa-
ramos o valor da D com e sem a varia´vel na equac¸a˜o. A mudanc¸a em D devido a
inclusa˜o da varia´vel no modelo e´ obtida da seguinte maneira:
G = D(modelo sem a varia´vel)−D(modelo com a varia´vel).
Podemos enta˜o escrever a estat´ıstica G como:
G = −2ln
[
(verossimilhanc¸a sem a varia´vel)




G = −2ln(Ls) + 2ln(Lc),
em que Ls e´ a verossimilhanc¸a do modelo sem a covaria´vel e Lc e´ a verossimilhanc¸a
do modelo com a covaria´vel.
Queremos testar:
 H0 : β1 = 0H1 : β1 6= 0
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Sob a hipo´tese nula, a estat´ıstica G tem distribuic¸a˜o chi-quadrado com 1 grau de
liberdade.
Teste Score A estat´ıstica teste para o Teste Score e´:
ST =
∑n
i=1 xi(yi − y¯)
[y¯(1− y¯)∑ni=1(xi − x¯)2]1/2 ,
em que y¯ = pˆi (proporc¸a˜o de sucessos na amostra).
No Teste Score tambe´m temos o interesse em testar:
 H0 : β1 = 0H1 : β1 6= 0
O p-valor e´ definido como P (|Z|>|ST |), sendo que Z denota uma varia´vel aleato´ria
com distribuic¸a˜o normal padra˜o.
Intervalo de Confianc¸a para os paraˆmetros
A base da construc¸a˜o do intervalo de confianc¸a para os paraˆmetros e´ a mesma
teoria estat´ıstica que usamos para os testes de significaˆncia do modelo. Em particu-
lar, um intervalo de confianc¸a para a inclinac¸a˜o e intercepto sa˜o baseados em seus
respectivos testes de Wald. O intervalo de confianc¸a de 100(1−α)% para o paraˆmetro
β1 e´:
IC(β1, 1− α) = [βˆ1 − z1−α/2DP (βˆ1); βˆ1 + z1−α/2DP (βˆ1)].
E para o intercepto:
IC(β0, 1− α) = [βˆ0 − z1−α/2DP (βˆ0); βˆ0 + z1−α/2DP (βˆ0)],
em que z1−α/2 e´ o ponto da normal padra˜o correspondente a 100(1− α/2)%.
Intervalo de Confianc¸a para Logito
A logito e´ a parte linear do modelo de regressa˜o log´ıstica. O estimador para logito
e´:
gˆ(x) = βˆ0 + βˆ1x.
O estimador da variaˆncia do estimador da logito requer a obtenc¸a˜o da variaˆncia da
soma. No caso e´:
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ˆV ar[gˆ(x)] = ˆV ar(βˆ0) + x
2 ˆV ar(βˆ1) + 2xCov(βˆ0, βˆ1).
O intervalo de confianc¸a para a logito e´:
IC(g(x), 1− α) = [gˆ(x)− z1−α/2DP (gˆ(x)); gˆ(x) + z1−α/2DP (gˆ(x))],
em que DP (gˆ(x)) e´ a raiz quadrada e z1−α/2 e´ o ponto da normal padra˜o.
Intervalo de Confianc¸a para os valores ajustados
O estimador do logito e seu intervalo de confianc¸a fornece o estimador dos valores
ajustados. O intervalo de confianc¸a dos valores ajustados e´ dado por:
IC(pi, 1− α) =
[
egˆ(x)−z1−α/2DP (gˆ(x))
1 + egˆ(x)−z1−α/2DP (gˆ(x))
;
egˆ(x)+z1−α/2DP (gˆ(x))
1 + egˆ(x)+z1−α/2DP (gˆ(x))
]
.
4.1.4.4 Intervalo de Confianc¸a para a Odds Ratio
Sejam os limites do intervalo de confianc¸a para β1:
βI = βˆ1 − z1−α/2DP (βˆ1) e βS = βˆ1 + z1−α/2DP (βˆ1).
O intervalo de confianc¸a para a Odds Ratio e´:
IC(Odds Ratio, 1− α) = [eβI ; eβS ].
Regressa˜o Log´ıstica Mu´ltipla Apresentamos na Sec¸a˜o anterior o modelo
de regressa˜o log´ıstica considerando apenas uma varia´vel explicativa. Assim como
no modelo de regressa˜o linear, podemos ajustar um modelo para a varia´vel resposta
levando em conta mais de uma varia´vel explicativa (covaria´vel), o que chamamos de
Modelo de Regressa˜o Log´ıstica Mu´ltipla.
Assim, um modelo de regressa˜o log´ıstica mu´ltipla e´ usado para o caso de regressa˜o
com mais de uma varia´vel explicativa.
Considere um conjunto de p varia´veis independentes denotadas como um vetor






= β0 + β1X1 + β2X2 + . . .+ βpXp
e
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Estimativas dos paraˆmetros do modelo Para obter as estimativas para
vetor β = (β0, β1, . . . , βp) dos paraˆmetros do modelo e a matriz de covariaˆncias sera´
utilizado o me´todo de ma´xima verossimilhanc¸a, da seguinte forma:
 L (β0, β1, . . . , βp|(xi;mi; yi)) =
n∑
i=1
[yi g(X)−mi ln(1 + g(X))]
Derivando em relac¸a˜o aos paraˆmetros, temos:
∂
∂β0








































A soluc¸a˜o dessas equac¸o˜es fornece as estimativas dos paraˆmetros do modelo, utili-
zando processo iterativo, ana´logo a` estimac¸a˜o dos paraˆmetros do modelo de regressa˜o
log´ıstica simples.







gˆ(Xi) = βˆ0 + βˆ1X1i + . . .+ βˆpXpi.
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Estimativa do desvio padra˜o O me´todo de estimar as variaˆncias e co-
variaˆncias dos coeficientes estimados segue a teoria da estimac¸a˜o de ma´xima verossi-
milhanc¸a. Essa teoria assegura que os estimadores sa˜o obtidos da matriz de segundas
















para j,l=0,1,...,p em que pii simplifica pi(xi). Seja a matriz (p+1)x(p+1) que conte´m
os termos negativos denotada por I(β) que e´ matriz de informac¸a˜o de Fisher. As
variaˆncias e covariaˆncias dos coeficientes estimados sa˜o obtidos da inversa da matriz:
V ar(β) = I−1(β). A variaˆncia de βj, V ar(βj), e´ o jth elemento da diagonal da matriz
e a Cov(βj, βl) e´ obtida atrave´s do elemento da matriz referente a linha de βj e coluna
de βl ou vice-versa, ja´ que Cov(βj, βl) = Cov(βl, βj). Os estimadores das variaˆncias e
covariaˆncias, ˆV ar(βˆ), sa˜o obtidos de V ar(β) em βˆ.




1 x11 . . . x1p
1 x21 . . . x2p
...






m1pi1(1− pi1) 0 . . . 0





0 0 . . . mnpin(1− pin)

n×n





Infereˆncia no modelo de regressa˜o log´ıstica mu´ltipla Assim como na
Infereˆncia em um modelo de regressa˜o log´ıstica simples, podemos testar a significaˆncia
dos paraˆmetros pelo teste de Wald, score e Raza˜o de Verossimilhanc¸a (TRV).
Teste da Raza˜o de Verossimilhanc¸a
O teste da raza˜o de verossimilhanc¸a para a significaˆncia dos p coeficientes das
varia´veis independentes do modelo e´ realizado da mesma maneira que no modelo de
regressa˜o log´ıstica simples. A estat´ıstica teste G e´ dada por:
G = −2ln
[
(verossimilhanc¸a sem a varia´vel)




G = −2ln(Ls) + 2ln(Lc),
em que Ls e´ a verossimilhanc¸a do modelo sem a covaria´vel e Lc e´ a verossimilhanc¸a
do modelo com a covaria´vel.
No caso da regressa˜o mu´ltipla, temos o interesse em saber se pelo menos uma
varia´vel e´ significativa para o modelo. Sob a hipo´tese nula, os p coeficientes sa˜o
iguais a zero , assim, a estat´ıstica G tem distribuic¸a˜o Qui-Quadrado com p graus de
liberdade. Nesse caso Lc e´ a verossimilhanc¸a do modelo com as p varia´veis explicativas
e Ls e´ a verossimilhanc¸a do modelo apenas com o intercepto.
Teste de Wald
Vamos considerar a seguinte hipo´tese:
 H0 : βj = 0H1 : βj 6= 0





onde o desvio padra˜o e´ obtido como acima. Se na˜o rejeitarmos H0, temos que a
varia´vel Xj na˜o explica a varia´vel resposta.
De forma equivalente, teste Wald tambe´m pode ser obtido pela multiplicac¸a˜o dos
seguintes vetores:
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W = β̂′ [̂(β̂)]−1β̂ = β̂′(X ′V X)β̂.
Em que Iˆ(β) e´ a matriz da informac¸a˜o de Fisher estimada, apresentada na estimativa
do desvio padra˜o do modelo de regressa˜o log´ıstica simples.
Intervalos de Confianc¸a na Regressa˜o Log´ıstica Mu´ltipla Discutimos
intervalos de confianc¸a para os paraˆmetros, logito, valores ajustados e odds ratio no
modelo de regressa˜o log´ıstica simples. Os me´todos utilizados no caso de apenas uma
covaria´vel sa˜o os mesmos no caso da regressa˜o mu´ltipla.
Intervalo de Confianc¸a para os paraˆmetros
O intervalo de confianc¸a para um paraˆmetro βj e´ baseado em seu respectivo teste
de Wald. O intervalo de confianc¸a de 100(1− α)% para o paraˆmetro βj e´:
IC(βj, 1− α) = [βˆj − z1−α/2DP [(βˆj)]; βˆj + z1−α/2DP [(βˆj)]].
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