the solution (i.e., have a power singularity) in a neighborhood of a corner. In the first case it is rather difficult to obtain the coefficient for increasing derivatives with sufficient accuracy. In the second case, to effectively solve the integral equation and obtain the coefficient of the singularity it is necessary to explicitly distinguish the singular character of the desired density at corners of the contour; this is impeded by insufficient study of the equation itself and hence of the smoothness of its solution. Therefore, as far as is known to the author, the second method has not been adequately applied to problems in domains with a nonregular boundary.
In this paper the solution of the Dirichlet problem is sought in the form of a nontraditional integral representation in terms of an angular potential, while a solution of the problem with a skew derivative is sought in the form of a generalized logarithmic potential. This makes it possible to reduce both problems to a single integral equation on the contour Γ with a density of the order of the derivatives of the solution of the original problem; here the kernel of the equation has strong stationary singularities at the corners. This type of equation was considered in [7] and [8] . A formula is then obtained for the Fredholm radius of the equation obtained, and its solvability and uniqueness in the case of a finite or infinite multiply connected domain D are investigated. For the case where the equation lies on the spectrum a perturbing operator is introduced which removes the equation from the spectrum and leads to an equation whose solution coincides with one of the solutions of the original equation. The spectral properties of the perturbed equation are studied, and a perturbing operator of a certain special form is proposed which leads to an equation whose solution can be expanded in a convergent Neumann series for any right-hand side.
§2. Reduction to an integral equation
Let s be the arc length of the contour Γ oriented so that in passing around it in a positive direction the domain D lies to the left. We consider the Dirichlet problem M lr =/ι(Ό e W r \T) and the problem with a skew derivative du/d7\ T = f 2 (s) e L r (T), 1 < r < oo, where at smooth points of Γ the unit vector /makes a constant angle, distinct from zero and 2 π, with the tangent to the contour. Let ζ = χ + iy be the complex coordinate of a point of the plane, let ί = t(s) be the complex coordinate of a point of the contour Γ, let k(s) = dt/ds = β' φ(ί) , where φ is the angle between the tangent to the contour and the axis Ox, and let kj(s) = dz/dl(s)\ T = k(s)fi, where β is a complex constant with \β\ = 1 and Im/? < 0. We henceforth do not distinguish functions of the arguments t and s, i.e.,
We seek a solution of the Dirichlet problem in the form u(x, y) = Rej JTUZJ + £ ^T^K and a solution of the problem with a skew derivative in the form
Here ζ 0 is an arbitrary fixed point in D, the a t , i = l,...,m, are arbitrary fixed points within the contours Γ ( ·, the A t , i = 0,... ,m, are real constants which will be determined in §4, and C is an arbitrary constant.
We seek the analytic function Φ(ζ) in the Smirnov classes E p , ρ > 1 [3] , and we require that Φ(οο) = 0 if the domain D contains the point ζ = οο. After substitution into the boundary conditions (and differentiating them with respect to s in the Dirichlet problem) for Φ(ζ) we obtain the Riemann-Hilbert problem Re[*(0<&
where for the Dirichlet problem and/(?) = / 2 (i) for the problem with a skew derivative. Any solution of (2.3) in E p for ρ > 1 on the basis of (2.1) and (2.2) generates a solution of the original problems in the class u e C 2 (D) (Ί C(D) (with an appropriate choice of the constants A i in the Dirichlet problem) if the function u thus obtained is single-valued and also bounded at infinity for an infinite domain D. Since solutions of the original Dirichlet problem and the Neumann problem (as a special case of the problem with a skew derivative) are known to exist for the boundary conditions described (see [2] and [3] ), while the choice of them in the form (2.1), (2.2) can only restrict the class of functions admissible as a solution, in order to not miss a solution, we consider Φ(ζ) e E p with the smallest possible/? > 1.
A solution of (2.3), in turn, is sought in the form
Here the real function μ e L p (T), 1 < ρ < oo; then Φ(ζ) e E p (D). If we substitute (2.4) into (2.2), then we obtain a representation of the solution of the problem with a skew derivative which practically coincides with the generalized logarithmic potential introduced by Gabov [9] and with the ordinary simple-layer potential if β = -i, and the problem with a skew derivative goes over into the Neumann problem. Substitution of (2.4) into (2.1) shows that (2.1) and (2.4) essentially constitute an integral representation of the solution of the Dirichlet problem with density μ and a kernel which is an integral along the contour of a double-layer potential, i.e., simply the angle subtended by the segment of the path of integration from the point (x, y), with the addition of some logarithmic terms (in the case of a multiply connected domain) and an additive constant. This representation can also be exressed in terms of the angular potential used in [9] for simply connected domains with a smooth boundary. In [10] the smoothness of the angular potential in a domain bounded by a curve of bounded variation is investigated.
Substituting (2.4) into (2.3), we arrive at an integral equation for /j(s') (λ = 1): For λ = 1, (2.5) coincides with the equation corresponding to the Neumann problem for the domain D, while for λ = -1 it coincides with the equation corresponding to the Neumann problem for a domain exterior relative to D if its solution is sought in the form of a simple-layer potential with density ju(.$). Equation (2.6) for λ = -1 coincides with the equation corresponding to the Dirichlet problem for the domain D, and for λ = 1 it coincides with the equation corresponding to the problem for a domain exterior relative to D if its solution is sought in the form of a double-layer potential with density v(s). We note that in our formulation λ = 1 both for finite and infinite domains, but the function k(s) in the case of a simply connected domain changes sign on passing to the exterior problem, since the positive direction changes.
The kernels of equations (2.5) and (2.6) are bounded if s Φ s 0 , while on the diagonal at points of Lyapunov smoothness they have no more than an integrable singularity. When s and s 0 tend to a corner point from different sides the kernel has a strong singularity. Equations of this type were considered by Lopatinskii [7] in the space -^(Γ) with a power weight on a simple, closed, piecewise smooth contour, and by Shelepov [8] in the spaces L p , 1 < ρ < oo, on a simple contour of bounded rotation without cusps. In those notes formulas are obtained for the index of the equation which, as is easily seen from the arguments of [7] , remain valid for a finite collection of simple, closed, nonintersecting contours of bounded rotation. In [8] the Fredholm radius of the operator K* in the space L q (T), 1 < q < oo, is also presented, and it is equal to
The minimum is taken over all corner points; u k is the magnitude of the interior angle. In [2] equation (2.5) with μ ds replaced by dM is investigated in a space of functions Μ which are absolutely additive set functions on Γ, and (2.6) is investigated in a space of continuous functions on a simple contour of bounded rotation without cusps. The Fredholm radius of the operators Κ and K*, respectively, in these spaces is equal to Ω(οο) = ηιίη Α (π/|77 -u k \) > Q,*(q). Since in these spaces for |λ| < Ω*(#), 1 < q < oo, the equations in question are Fredholm, while the spaces L p (T) are contained in the first set and contain the second, the spectrum and eigenfunctions of the operator (2.5) in the space L p , 1 < ρ < oo, and of the operator (2.6) in L q , 1 < q < oo, in the regions |λ| < Ώ(ρ) = Ώ*(ρ/(ρ -1)) and |λ| < Q*(q), respectively, coincide with those obtained in [2] . Further, as for equations on a smooth contour [11] , [6] , all remaining properties of equations (2.5) and (2.6) are proved in the usual way, and this carries over directly to multiply connected domains. The results can be formulated in the following manner. 
is Fredholm in L 2 (T).
It is easy to see by direct verification that v o (s) = 1 is a solution of the homogeneous equation (2.6) in the case where Γ ο is present and λ = 1. We shall also write out a solution of the homogeneous equation (2.5) for this case.
Let ζ = ω(ξ) be a conformal mapping of the disk ||| < 1 onto the exterior of Γ ο such that ω(0) = oo. The contour Γ ο thus goes over into a contour L. A solution of the homogeneous equation (2.5) is then given by Ψ('ο) = -Here we assume that at the corners the modulus of the jump |arg k* -arg k~\ < π, and for 1η[ιτΑ:(ί)] any branch is taken which under this condition is single-valued on the contour L. This expression is obtained by formal use of the methods of [1] for smooth contours in solving the homogeneous Riemann-Hilbert problem in the exterior of Γ ο . The expression (2.7) is the limit value of the function holomorphic outside Γ ο
multiplied by k(t 0 ). This implies that the piecewise holomorphic function Φ(ζ) generated by (2.4) with density ju o (s) is equal to zero inside Γ ο and is hence a solution of the homogeneous problem (2.3), while μ ο (ί) is a solution of the homogeneous equation (2.5) for λ = 1. Direct verification shows that μ ο (δ) * S a rea l function. It is further necessary that /i o (s) <= L p (T 0 ). This result follows from § §19.2-19.8 of [3] . Thus, (2.7) actually represents a solution of the homogeneous equation (2.5) for λ = 1 in the spaces L p , 1 < ρ < p 0 . Application of the results of [2] and [3] enables us to generalize the methods of [11] and show that the homogeneous equations (2.5) and (2.6) for λ = 1 have no other solutions in the spaces -ί^(Γ), 1 < ρ < p 0 , and L q (T), p o /(p o -1) < q < 00, respectively (in [3] , for example, this assertion is proved for the case of a simply connected domain D). We have the following result. by some general method which does not take account of its connection with the integral equation and the spectral properties of the latter. Suppose that there is no contour Γ ο , i.e., the domain D is infinite; in this case λ = 1 is not a pole, while λ = -1 is a simple pole of the resolvent of (2.5). Then for λ = 1 the Neumann series, generally speaking, will not converge, but the series obtained by expanding the resolvent multiplied by the function (λ + 1) in powers of λ will converge [11] (see also [6] <=o Suppose now that the contour Γ ο is present, i.e.,the domain D is bounded. The resolvent of (2.5) has a pole for λ = 1, and if D is not simply connected it also has a pole for λ = -1. If the solvability condition (2.9) for equation (2.5) with λ = 1 is satisfied, then, as described in [11] , a solution of it could be represented in the form of an ordinary Neumann series for a simply connected domain or its modification (3.1) for a domain not simply connected. However, in this case the solution of (2.5) is not stable relative to small changes of the right side which violate condition (2.9); these are always possible in numerical computation.
We consider the linear operator equation If the solvability conditions xf(y) = 0 for (3.2) are satisfied, then the solution χ of (3.4) is the one of the solutions of (3.2) such that <p,(x) = 0, / = 1,... ,n.
In somewhat different terms this lemma is proved in [12] (see also [13] ). It makes it possible to take equation (3.2) off the spectrum in the presence of rather little available information regarding solutions of the homogeneous equations (3.2) and (3. suppose that again A m x = Σΐψ,φ,(.χ). We introduce the notation R x and R X1 for the respective resolvents of (3.6) and (3.7), i.e., R X (I -XA 0 ) = I and Λ λ1 [/ -X(A 0 + A m )] = I. We shall express R X1 in terms of R x . For this we act with the operator R x on (3.7) and obtain as a result
x-*i(Rx*jhj(x) = Rxy-(3-8)
We now act on (3.8) with the functionals <p,; as a result, we have a system of linear algebraic equations for determining the constants φ,(χ): We now attempt to choose the elements <p, and ψ ; so that the resolvent R XI is regular at the poiont λ = λ 0 where R x has a pole and, moreover, so that it does not acquire additional singular points as compared with R x in the finite part of the λ plane. , which is impossible, since Δ(λ) = λ" 0 (λ 0 -λ)". Invoking Lemma 2, we obtain the desired result. When ψ 7 = x y and <p i -(x ·) = -\~Q8JJ, the lemma is proved similarly. REMARK 2. To prove the applicability of the method of successive approximations it is frequently sufficient that all the zeros of Δ(λ) be greater than some number in modulus, say, |λ,| > |λ ο |. Naturally, to satisfy this inequality the conditions of Lemma 3 can be considerably relaxed.
We return to the integral equation (2.5) for λ = 1 corresponding to a bounded domain D, i.e., in the presence of the contour Γ ο , and we replace this equation by
(T).
If / Γ ψ 1 (ί)Α^0 and / Γ φ χ (ί)μ 0 (5·) ds Φ 0, where μ ο («) is given by (2.7), then the conditions of Lemma 1 are satisfied, and (3.11) is unconditionally and uniquely solvable for λ = 1; its solution coincides with one of the solutions of (2.5). For example, it is possible to take \p 1 (s) = Ε and φ^ί) = 1, s e Γ, i.e., to represent Κ λ in the form
where Ε is a nonzero constant. Integrating (2.7) with consideration of (2.8), we find that the condition / Γ φ 1 (ί)μ 0 (ί) ds Φ 0 is satisfied with the function φ 1 (ί) so chosen. If, moreover, in (3.12) we take Ε = ~(j T ds)~l, then the conditions of Lemma 3 are satisfied, and the characteristic numbers of equation (3.11) are the same as those of (2.5) with the exception of the point λ = 1. We have thus proved the following result. From this we immediately find that the solution of (3.11) with the operator K l for λ = 1 indicated in Theorem 3 can be represented as an ordinary Neumann series for a simply connected domain and as the modified series (3.1) with Κ replaced by Κ + K x for a domain that is not simply connected, and these series converge stably for any right side of (2.5). We further note that for the solution of the boundary value problems in question it is immaterial which of the solutions of (2.5) (λ = 1) is obtained, since by Theorem 2 they all yield the same function Φ(ζ). .5) is solvable, and the theorem is proved. If Γ ο is present, then for the solvability of (2.5) by Theorem 2 it is further necessary that condition (2.9) be satisfied, and for this it is required that f T f 2 (s) ds = 0. The theorem is proved. 
= -Imf f 2 (s)ds =
and for the solvability of (2.5) in the case of a bounded domain it is only necessary that condition (2.9) be satisfied. Therefore, condition (2.9) is sufficient for the solvability of the Neumann problem and for its representation in the form (2.2), (2.4) in a bounded domain, while in an unbounded domain it is unconditionally solvable.
We proceed to the Dirichlet problem. For fixed constants A t the representation (2.1) is single-valued if fi(s) e W^-{T) for any A t and a t , since in this case However, if the constants A i are fixed in some arbitrary manner, then the representation (2.1), (2.4) gives a solution only of the altered Dirichlet problem [1] , i.e., of the Dirichlet problem with boundary conditions coinciding with the given conditions up to constants which may be different for each contour. To determine the A t providing the solution of the original Dirichlet problem we carry out a procedure close to that used in [1] in solving the Dirichlet problem by means of a double-layer potential. We impose the following conditions on the function u(x, y) given by (2.1) and (2.4) where μ(ί) is a solution of (2.5) for λ = 1:
Here the j,. are arbitrary points of the respective contours Γ,. If there is no contour Γ ο , then in place of condition (4.2) for i = 0 we add the condition Thus, it has been possible to reduce the original boundary value problems to integral equations solvable by the method of successive approximations.
On the basis of our results it is further possible to investigate the smoothness of the solution of the integral equations obtained and to show that it can be represented as the product of a known weight function having singularity at the corners and an unknown smooth function whose values at the corners give the desired values of the coefficients of the power singularity in the derivatives of the solution of the original problems. A detailed exposition of these propositions goes beyond the framework of the present paper and will form the subject of a separate work.
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