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In the present work, the problem of an all-coupling analytic description for the optical conductivity
of the Fro¨hlich polaron is treated, with the goal being to bridge the gap in validity range that exists
between two complementary methods: on the one hand the memory function formalism and on
the other hand the strong-coupling expansion based on the Franck-Condon picture for the polaron
response. At intermediate coupling, both methods were found to fail as they do not reproduce
Diagrammatic Quantum Monte Carlo results. To resolve this, we modify the memory function
formalism with respect to the Feynman-Hellwarth-Iddings-Platzman (FHIP) approach, in order
to take into account a non-quadratic interaction in a model system for the polaron. The strong-
coupling expansion is extended beyond the adiabatic approximation, by including into the treatment
non-adiabatic transitions between excited polaron states. The polaron optical conductivity that we
obtain by combining the two extended methods agree well, both qualitatively and quantitatively,
with the Diagrammatic Quantum Monte Carlo results in the whole available range of the electron-
phonon coupling strength.
I. INTRODUCTION
The polaron, first proposed as a physical concept by
L. D. Landau1 in the context of electrons in polar crys-
tals, has become a generic notion describing a particle
interacting with a quantized bosonic field. The polaron
problem has consequently been used for a long time as a
testing ground for various analytic and numerical meth-
ods with applications in quantum statistical physics and
quantum field theory. In condensed matter physics, the
polaron effect coming from the electron-phonon interac-
tion is a necessary ingredient in the description of the DC
mobility and the optical response in polar crystals (see
Ref.2). Polaronic effects are manifest in many interesting
systems, such as magnetic polarons3, polarons in semi-
conducting polymers4, and complex oxides6,7 which are
described in terms of the small-polaron theory5. Large-
polaron theory has recently been stimulated by the pos-
sibility to study polaronic effects using highly tunable
quantum gases: the physics of an impurity immersed in
an atomic Bose-Einstein condensate8 can be modeled on
the basis of a Fro¨hlich Hamiltonian. Another recent de-
velopment in large-polaron physics stems from the ex-
perimental advances in the determination of the band
structure of highly polar oxides9, relevant for supercon-
ductivity, where the optical response of complex oxides
explicitly shows the large-polaron features10,11.
Diagrammatic Quantum Monte Carlo (DQMC) meth-
ods have been applied in recent years to numerically cal-
culate the ground state energy and the optical conduc-
tivity of the Fro¨hlich polaron12,13. Advances in computa-
tional techniques such as DQMC inspired renewed study
of the key problem in polaron theory – an analytic de-
scription of the polaron response. For the small-polaron
optical conductivity, the all-coupling analytic theory has
been successfully developed14 showing good agreement
with the numeric results of the DQMC. However, the
optical response problem for a large polaron is not yet
completely solved analytically.
Asymptotically exact analytic solutions for the polaron
optical conductivity have been obtained in the limits of
weak19,20 and strong coupling18,21. A first proposal for an
all-coupling approximation for the polaron optical con-
ductivity has been formulated in Ref.16 (below referred
to as DSG), further developing the Feynman-Hellwarth-
Iddings-Platzman theory22 (FHIP) and using the Feyn-
man variational approach23. However, in Ref.16, it was
already demonstrated that FHIP at large α is inconsis-
tent with the Heisenberg uncertainty relations. This in-
consistency is revealed in Ref.16 through extremely nar-
row peaks of the optical conductivity at large α. Nev-
ertheless, the peak positions for the polaron optical con-
ductivity as obtained in Ref.16 have been confirmed with
high accuracy21 by the DQMC calculation13. This in-
spired further attempts to develop analytical methods
for the polaron optical response, especially at interme-
diate and strong coupling. Among these analytic meth-
ods, an extension of the DSG method has been proposed
in Ref.18 introducing an extended memory function for-
malism with a relaxation time determined from the ad-
ditional sum rule for the polaron optical conductivity.
Alternatively, for the strong coupling regime, the strong
coupling expansion (SCE) based on the Franck-Condon
scheme for multiphonon optical conductivity has been
developed in Refs.18,21.
The extended memory-function formalism and the
strong coupling expansion of Ref.18 are complementary
to each other. The memory-function formalism is well-
substantiated for small and intermediate values of α,
and the strong coupling expansion adequately describes
the opposite limit of large α. However these two meth-
ods only qualitatively agree with each other and with
the DQMC data in the range of intermediate coupling
strengths. On one hand, the memory function formalism
disagrees with DQMC at large α. On the other hand,
the strong-coupling expansion only qualitatively repro-
2duces the shape of the optical conductivity and fails at
intermediate α. The main aim of the current paper is
to extend both the memory function formalism and the
strong coupling expansion in order to bridge the gap that
remains between their regions of validity, such that the
combination of both methods allows to find analytical
results in agreement with the numeric DQMC results at
all coupling.
We have added the following new elements in the the-
ory which lead to an overlapping of the areas of appli-
cability for two aforesaid analytic methods. For weak
and intermediate coupling strengths, an extension of the
Feynman variational principle and the memory-function
method for a polaron with a non-quadratic trial ac-
tion has been developed. As distinct from the mem-
ory function formalism of Ref.18, we do not use addi-
tional sum rules and relaxation times, and perform the
calculation ab initio. For intermediate and strong cou-
pling strengths, the strong coupling expansion of Ref.21
is extended beyond the adiabatic approximation account-
ing for non-adiabatic transitions between excited polaron
states. This leads to a substantial expansion of the
range of validity for the strong-coupling expansion to-
wards smaller α and to an overall improvement of its
agreement with DQMC.
The paper is organized as follows. In Sec. II we de-
scribe an all-coupling analytic description for the polaron
optical conductivity within the extended memory func-
tion formalism with a non-parabolic trial action and the
non-adiabatic strong-coupling expansion. Sec. III con-
tains the discussion of the obtained optical conductivity
spectra and their comparison with results of other meth-
ods and with the DQMC data. The discussion is followed
by conclusions, Sec. IV.
II. ANALYTIC METHODS FOR THE
POLARON OPTICAL CONDUCTIVITY
A. Memory function formalism with a
non-parabolic trial action
To generalize the memory function formalism, we start
by extending Feynman’s variational approach to transla-
tion invariant non-Gaussian trial actions. The electron-
phonon system is described by the Fro¨hlich Hamiltonian,
using the Feynman units with ~ = 1, the LO-phonon
frequency ωLO = 1, and the band mass mb = 1,
Hˆ =
pˆ2
2
+
∑
q
(
aˆ+q aˆq +
1
2
)
+
1√
V
∑
q
√
2
√
2piα
q
(
aˆq + aˆ
+
−q
)
eiq·rˆ, (1)
where rˆ is the position operator of the electron, pˆ is its
momentum operator; aˆ†q and aˆq are, respectively, the cre-
ation and annihilation operators for longitudinal optical
(LO) phonons of wave vector q. The electron-phonon
coupling strength is described by the Fro¨hlich coupling
constant α. As this Hamiltonian is quadratic in the
phonon degrees of freedom, they can be integrated out
analytically in the path-integral approach23. The remain-
ing electron degree of freedom is described via an action
functional where the effects of electron-phonon interac-
tion are contained in an influence phase:
S[re(τ)] =
1
2
β∫
0
r˙2e(τ)dτ − Φ[re(τ)]. (2)
Here re(τ) is the path of the electron, expressed in imag-
inary time so as to obtain the euclidean action, and
β = 1/(kBT ) with T the temperature. The influence
phase corresponding to (1) is
Φ[re(τ)] =
√
2piα
∫
dq
(2pi)3
β∫
0
dτ
β∫
0
dτ ′
cosh
(
|τ − τ ′| − β2
)
sinh(β/2)
× eiq·[re(τ)−re(τ ′)]. (3)
This depends on the difference in electron position at dif-
ferent times, resulting in a retarded action functional. In
the path-integral formalism, thermodynamic potentials
(such as the free energy) are calculated via the partition
sum, which in turn is written as a sum over all possible
paths re(τ) of the electron that start and end in the same
point, weighted by the exponent of the action:
e−βF = Z =
∫
Dree−S[re(τ)]. (4)
Feynman’s original variational method considers a
quadratic trial action where the phonon degrees of free-
dom are replaced a fictitious particle with coordinate
rf (τ),
Squad [re(τ), rf (τ)] =
β∫
0
[
mr˙2e
2
+
mf r˙
2
f
2
+ V (rf − re)
]
dτ, (5)
interacting with the electron through a harmonic poten-
tial:
V (rf − re) = mfω
2
2
(rf − re)2 . (6)
The partition sum corresponding to this model is
Zquad =
∫
Dre
∫
Drf e−Squad[re(τ),rf (τ)]. (7)
3Expectation values of of functionals F [re(τ)] of the elec-
tron path are given by
〈F [re(τ)]〉quad =
1
Zquad
∫
Dre F [re(τ)]
×
∫
Drf e−Squad[re(τ),rf(τ)]. (8)
In the above formula, it is clear that performing the path
integral over rf exactly may simplify the result. The
result of this integration still depends on the path re(τ)
and is written in terms of an influence phase,
∫
Drf exp

−
β∫
0
[
mf r˙
2
f
2
+
mfω
2
2
(rf − re)2
]
dτ


= Zf exp {Φquad[re(τ)]} , (9)
where Zf is a constant independent of re(τ). The influ-
ence phase corresponds to a quadratic, retarded interac-
tion for the electron. The model system partition sum
becomes
Zquad = Zf
∫
Dre exp

−
β∫
0
mr˙2e
2
dτ +Φquad[re(τ)]

 .
(10)
Feynman restricted his trial action to a quadratic action,
since only for case one can calculate the influence phase
analytically, and obtain
Φquad[re(τ)] = −mfω
3
4
β∫
0
dτ
β∫
0
dτ ′ [re(τ) − re(τ ′)]2
×
cosh
[
ω
(
|τ − τ ′| − β2
)]
sinh(βω/2)
. (11)
The essence of the Feynman variational method con-
sists in writing the partition function of the true electron-
phonon system (2) as
Z = 1Zf
∫
Dre exp {Φ[re(τ)] − Φquad[re(τ)]}
×
∫
Drf exp {−Squad[re(τ), rf (τ)]} . (12)
Indeed, performing the path integration for the fictitious
particle via (9) cancels Φquad[re(τ)] as well as the factor
Zf , and leaves the kinetic energy contribution, restoring
the action function of the true system. The usefulness of
the above expression lies in the fact that it can also be
interpreted as an expectation value with respect to the
model system:
Z = ZquadZf 〈exp {Φ[re(τ)] − Φquad[re(τ)]}〉quad . (13)
Now using Jensen’s inequality〈
eF [re(τ)]
〉
> e〈F [re(τ)]〉, (14)
and taking the logarithm of the resulting expression leads
to
F 6 F0 +
1
β
〈Φquad[re(τ)] − Φ[re(τ)]〉quad , (15)
which is the Jensen-Feynman variational inequality. Here
we introduce the notation Zquad/Zf = e−βF0 . Note that
when we write the above expression in terms of the ac-
tions rather than the influence phases, one gets the more
familiar form of the Jensen-Feynman inequality:
F 6 F0 +
1
β
〈S[re(τ)] − Squad[re(τ)]〉quad . (16)
Using the Feynman variational approach with the Gaus-
sian trial action, excellent results are obtained for the po-
laron ground-state energy, free energy, and the effective
mass. Moreover, this approach has been effectively used
to derive the DSG all-coupling theory for the polaron op-
tical conductivity, Ref.16. However, as mentioned in the
introduction, the DSG and DQMC results contradict to
each other in the range of large α. The most probable
source of this contradiction is the Gaussian form of the
trial action used in the DSG theory. Indeed, the model
system contains only a single frequency, leading to un-
physically sharp peaks in the spectrum, subject to ther-
mal broadening only24,25. Extensions to the formalism18
have tried to overcome this problem by including an ad-
hoc broadening of the energy level, chosen in such as way
as to comply with the sum rules. A remarkable success
in the problem of the polaron optical response has been
achieved in the recent work26, where the all-coupling po-
laron optical conductivity is calculated using the general
quadratic trial action instead of the Feynman model with
a single fictitious particle. The resulting optical conduc-
tivity is in good agreement with DQMC results13 in the
weak- and intermediate-coupling regimes and is qualita-
tively in line with DQMC even at extremely strong cou-
pling, resolving the issue of the linewidth in the FHIP
approach.
In the literature, there are attempts to re-formulate
the Feynman variational approach avoiding retarded trial
actions. For example, Cataudella et al.27 introduce an
extended action which contains the coordinates of the
electron, the fictitious particle, and the phonons. This
action, however, is not exactly equivalent to the action
of the electron-phonon system, and hence the results ob-
tained in27 need verification. In Ref.28, we introduced an
extended action/Hamiltonian for an electron-phonon sys-
tem and reformulated the Feynman variational method
in the Hamiltonian representation. This method leads
to the same result as the Feynman variational approach.
However the method of Ref.28 reproduces the strong cou-
pling limit for the polaron energy only when using a
Gaussian trial action.
In the current work, we propose to extend the Feynman
variational approach to trial systems with non-parabolic
interactions between an electron and a fictitious parti-
cle. The difficulty with using non-Gaussian trial actions
4is that the influence phase (here Φquad) can only be com-
puted analytically for quadratic action functionals. How-
ever, quantum-statistical expectation values (such as the
one in the Jensen-Feynman inequality) can be calculated
for non-quadratic model systems by other means, in par-
ticular if the spectrum of eigenvalues and eigenfunctions
can be found. So, what we propose is to focus on keep-
ing the influence phase for a quadratic model system in
the expressions, while at the same time allowing for non-
Gaussian potentials for the expectation values.
Consider a (non-quadratic) variational trial action
Svar [re(τ), rf (τ)] =
β∫
0
[
mr˙2e
2
+
mf r˙
2
f
2
+ U (rf − re)
]
dτ (17)
with a general potential U . Since
Squad [re(τ), rf (τ)] = Svar [re(τ), rf (τ)]
+
β∫
0
[V (rf − re)− U (rf − re)] dτ,
(18)
we can rewrite (12) to:
Z = 1Zf
∫
Dre
∫
Drf exp {Φ[re(τ)]− Φquad[re(τ)]}
× exp

−
β∫
0
[V (rf − re)− U (rf − re)] dτ


× exp {−Svar [re(τ), rf (τ)]} . (19)
Expectation values of functionals of re(τ) and rf (τ) with
respect to the non-quadratic variational model system
are given by
〈F [re, rf ]〉var =
1
Zvar
∫
Dre
∫
DrfF [re, rf ]
× exp {−Svar [re(τ), rf (τ)]} . (20)
This allows to interpret expression (19) as
Z = ZvarZf 〈exp {Φ[re(τ)] − Φquad[re(τ)]
−∫ β
0
[V (rf − re)− U (rf − re)] dτ
}〉
var
(21)
With Zvar/Zf = e−βFvar and using again Jensen’s in-
equality, we arrive at:
F 6 Fvar +
1
β
〈Φquad[re(τ)]− Φ[re(τ)]〉var
+ 〈V (rf − re)− U (rf − re)〉var (22)
We have used that for time-independent potentials,
1
β
∫ β
0
dτ = 1. When U = V , and we choose a quadratic
interaction potential, this restores the original Jensen-
Feynman variational principle. However, deviations from
a quadratic potential result in two changes. Firstly, there
is an additional term corresponding to the expectation
value of the difference between the chosen variational po-
tential and the quadratic one. Secondly, the expectation
values are to be calculated with respect to the chosen
variational potential U rather than with respect to the
quadratic potential. We again emphasize that the cal-
culation of such expectation values does not require a
quadratic potential. Thus the new variational inequality
(22) is an extension of the Feynman – Jensen inequality.
It is important for the calculations that Svar is trans-
lation invariant but non-retarded action, so that all ex-
pressions in the variational functional (22) have the same
form in both representations – path integral and stan-
dard quantum mechanics. Apart from the parameters
appearing in the trial action Svar, the inequality (22) still
contains as variational parameters mf and ω, inherited
from the “auxiliary” quadratic action Squad and appear-
ing in Φquad and V (rf − re). These do not depend on
the parameters of the electron-phonon interaction at all,
and therefore the minimization of the free energy with
respect to mf and ω can be performed before the mini-
mization of the whole variational functional with respect
to the remaining parameters of the non-Gaussian trial
action Svar.
The extended Jensen-Feynman inequality (22), despite
having more variational parameters, does not lead in gen-
eral to a substantially lower polaron free energy than the
original Feynman result, except in the extremely strong
coupling regime, where the present variational functional
analytically tends (for T = 0) to the exact strong cou-
pling limit obtained by Miyake29. However, its advantage
with respect to the original Feynman treatment is in cal-
culating the optical conductivity. A physically reasonable
choice of the trial interaction potential U (rf − r) is no
longer restricting to a single frequency oscillator. Accord-
ing to Refs.29,30, the self-consistent potential for an elec-
tron induced by the lattice polarization is parabolic near
the bottom and Coulomb-like at large distances. There-
fore, for the calculation of the optical conductivity, we
choose a trial potential in the piecewise form, stitching
together a parabolic and a Coulomb-like potential in a
continuous way. The spectrum of internal states of the
model system with this potential necessarily consists of
an infinite number non-equidistant energy levels with the
energies En < 0 (counted from the potential energy at
the infinity distance from the polaron) and a continuum
of energies E > 0. Accounting for transitions between all
these levels, one must expect a significant broadening of
the peak absorption.
The polaron optical conductivity is calculated using
the memory-function formalism which differs from that
applied in Refs.16,18,33 by using the non-quadratic trial
action described above. The optical conductivity of a
5gas of interacting polarons within the memory-function
technique, is given by the formula which is structurally
similar to the polaron optical conductivity16,
σ (Ω) =
e2n0
mb
i
Ω− χ (Ω) /Ω , (23)
where n0 = N/V is the carrier density. The memory
function in the non-quadratic setting is given by
χ (Ω) =
2
3~mb
∫
dq
(2pi)
3 q
2 |Vq|2
∫ ∞
0
dt
(
eiΩt − 1)
× Im

cos
[
ω0
(
t+ i~β2
)]
sinh
(
β~ω0
2
) 〈eiq·r(t)e−iq·r〉
var

 ,
(24)
where ω0 is the LO phonon frequency, and the corre-
lation function
〈
eiq·r(t)e−iq·r
〉
var
is calculated with the
quantum states of the trial Hamiltonian corresponding
to Svar. In the particular case T = 0 we apply the for-
mula following from (24)
χ (Ω) =
1
3pi2~mb
lim
δ→0+
∫ ∞
0
dq |Vq|2 q4
∞∫
0
dt e−δt
× (eiΩt − 1) Im(e−iω0t 〈eiq·r(t)e−iq·r〉
var
)
. (25)
Rather than computing the correlation function〈
eiq·r(t)e−iq·r
〉
var
as a path integral through (20), we
choose to evaluate it in the equivalent Hamiltonian for-
malism. In this Hamiltonian framework, (25) is written
as a sum over the eigenstates of the trial Hamiltonian
for the electron and the fictitious particle interacting
through the potential U ,
Hˆvar =
pˆ2
2
+
pˆ2f
2mf
+ U (rˆf − rˆ) . (26)
Thus the correlation function is given by:
〈
eiq·r(t)e−iq·r
〉
var
=
∑
k′;l′,n′,m′
e
i t
~
[
(ε0,0−εl′,n′)−
~
2(k′)2
2M
]
× ∣∣〈ψ0;0,0,0 ∣∣eiq·r∣∣ψk′;l′,n′,m′〉∣∣2 , (27)
where M = 1 +mf is the total mass of the trial system
and |ψk;l,n,m〉 are the wave functions of the trial system.
The wave function |ψk;l,n,m〉 is factorized as a product of
a plane wave for the center-of-mass motion (with center-
of-mass coordinate R) and a wave function for the rela-
tive motion |ϕl,n,m〉 (with the coordinate vector ρ of the
relative motion),
|ψk;l,n,m〉 = 1√
V
eik·R |ϕl,n,m〉 , (28)
|ϕl,n,m〉 = Rl,n (ρ)Yl,m (θ, ϕ) . (29)
The quantum numbers for the Hamiltonian Hˆvar are the
momentum k, the quanta l,m related to to angular mo-
mentum, and a nodal quantum number n for the relative
motion wavefunction. The quantum numbers l, n deter-
mine the energy εl,n associated with the relative motion
between electron and fictitious particle (including both
the discrete and continuous parts of the energy spec-
trum). When substituting (27) into the memory function
we arrive at the result
χ (Ω) =
1
3pi2~mb
∫ ∞
0
dq |Vq|2 q4
∞∫
0
dte−δt
×
∑
k′;l′,n′,m′
∣∣〈ψ0;0,0,0 ∣∣eiq·r∣∣ψk′;l′,n′,m′〉∣∣2
× (eiΩt − 1) Im
(
e
−i t
~
[
(εl′,n′−ε0,0)+
~
2(k′)2
2M
+~ω0
])
,
(30)
with δ → +0. Further, the Feynman units are used,
where ~ = 1, ω0 = 1, and the band mass mb = 1. In
these units, the squared modulus |Vq|2 is
|Vq|2 = 2
√
2piα
q2
The memory function is then given by the formula
χ (Ω) =
2
√
2α
3pi
∫ ∞
0
dq q2
×
∑
k′;l′,n′,m′
∣∣〈ψ0;0,0,0 ∣∣eiq·r∣∣ψk′;l′,n′,m′〉∣∣2
×
∞∫
0
dte−δt
(
eiΩt − 1)
× Im
(
e
−it
[
(εl′,n′−ε0,0)+ 12M (k
′)
2
+1
])
. (31)
The matrix element in (31) is a product of two matrix
elements:
〈
ψk;l,n,m
∣∣eiq·r∣∣ψk′;l′,n′,m′〉
=
1
V
〈
e−ikR
∣∣eiq·R∣∣ eik′R〉 〈ϕl,n,m ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉 ,
(32)
where µ is the reduced mass of the trial system. The first
matrix element is
1
V
〈
e−ikR
∣∣eiq·R∣∣ eik′R〉 = δk′,k−q. (33)
This eliminates the integration over the final electron mo-
mentum k′ and reduces the memory function to the ex-
6pression
χ (Ω) =
2
√
2α
3pi
∫ ∞
0
dq q2
∞∫
0
dte−δt
×
∑
l′,n′,m′
∣∣〈ϕ0,0,0 ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2
× (eiΩt − 1) Im(e−it( q22M +εl′,n′−ε0,0+1)) . (34)
The summation over m′ is performed explicitly:∑
m,m′
∣∣〈ϕl,n,m ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2
=
(2l+ 1) (2l′ + 1)
2
∫ ∞
0
ρ2dρ
∫ ∞
0
dρ′ (ρ′)
2
×Rl,n (ρ)Rl′,n′ (ρ)Rl,n (ρ′)Rl′,n′ (ρ′)
×
∫ 2pi
0
sin (µq |ρ− ρ′|)
µq |ρ− ρ′|
× Pl (cos θ)Pl′ (cos θ) sin θdθ. (35)
The modulus |ρ− ρ′| is expressed as
|ρ− ρ′| =
√
ρ2 + (ρ′)
2 − 2ρρ′ cos θ. (36)
Hence we can use the expansion of
sin(µq|ρ−ρ′|)
µq|ρ−ρ′| through
the Legendre polynomials:
sin (µq |ρ− ρ′|)
µq |ρ− ρ′| =
∞∑
l′′=0
(2l′′ + 1)
× jl′′ (µqρ) jl′′ (µqρ′)Pl′′ (cos θ) . (37)
The integral of the product of three Legendre polynomi-
als is expressed through the 3j-symbol:∫ 2pi
0
Pl′′ (cos θ)Pl (cos θ)Pl′ (cos θ) sin θdθ
= 2
(
l l′ l′′
0 0 0
)2
. (38)
Therefore we find that∑
m,m′
∣∣〈ϕl,n,m ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2
=
∞∑
l′′=0
(2l + 1) (2l′ + 1) (2l′′ + 1)
×
(
l l′ l′′
0 0 0
)2
S2q (l, n |l′′| l′, n′) , (39)
where Sq (l, n |l′′| l′, n′) is the matrix element with radial
wave functions for the trial system,
Sq (l, n |l′′| l′, n′)
≡
∫ ∞
0
Rl,n (ρ)Rl′,n′ (ρ) jl′′ (µqρ) ρ2dρ. (40)
For l = 0 the result of the summation over intermediate
states is reduced to the formula∑
m′
∣∣〈ϕ0,n,0 ∣∣eiµq·ρ∣∣ϕl′,n′,m′〉∣∣2
= (2l′ + 1)S2q (0, 0 |l′| l′, n′) . (41)
After this summation and the integration over time, the
memory function takes the form
χ (Ω) =
√
2α
3pi
∫ ∞
0
dq q2
∑
l,n
(2l + 1)S2q (0, 0 |l| l, n)
×
(
1
Ω− Ωq,l,n + iδ
− 1
Ω + Ωq,l,n + iδ
+
2
Ωq,l,n
)
. (42)
(δ → +0)
with the transition frequency for transitions between the
ground and excited states of the trial system accompa-
nied by an emission of a phonon:
Ωq,l,n ≡ q
2
2M
+ εl,n − ε0,0 + 1. (43)
Expression (42) is used for the numerical calculation
of the polaron optical conductivity within the extended
memory function formalism.
B. Non-adiabatic strong coupling expansion
Next, we describe the strong coupling approach and its
extension beyond the adiabatic approximation, denoted
below as the non-adiabatic SCE. Here, the goal is to take
non-adiabatic transitions between different excited levels
of a polaron into account in the formalism. The notations
in this subsection are the same as in Ref.21. The polaron
optical conductivity in the strong coupling regime is rep-
resented by the Kubo formula,
Reσ (Ω) =
Ω
2
∫ ∞
−∞
eiΩtfzz (t) dt, (44)
with the dipole-dipole correlation function
fzz (t) =
∑
n,l,m,
∑
n′,l′,m′,
∑
n′′,l′′,m′′
〈ψn,l,m |zˆ|ψn′′,l′′,m′′〉
× 〈ψn′,l′,m′ |zˆ|ψ0〉
×
〈
0ph
∣∣∣〈ψ0 ∣∣∣eitHˆ′ ∣∣∣ψn,l,m〉
×
〈
ψn′′,l′′,m′′
∣∣∣e−itHˆ′ ∣∣∣ψn′,l′,m′〉∣∣∣ 0ph〉 . (45)
where |ψn,l,m〉 are the polaron states as obtained within
the strong coupling ansatz in Ref.21. The transformed
Hamiltonian Hˆ ′ of the electron-phonon system after the
strong coupling unitary transformation21 takes the form
Hˆ ′ = Hˆ ′0 + Wˆ (46)
7with the terms
Hˆ ′0 =
pˆ2
2
+
∑
q
|fq|2 + Va (rˆ) +
∑
q
(
bˆ+q bˆq +
1
2
)
, (47)
Wˆ =
∑
q
(
wˆqbˆq + wˆ
∗
qbˆ
+
q
)
. (48)
Here, wq are the amplitudes of the renormalized electron-
phonon interaction
wˆq =
√
2
√
2piα
q
√
V
(
eiq·rˆ − ρq,0
)
, (49)
where ρq,0 is the expectation value of the operator e
iq·rˆ
with the trial electron wave function |ψ0〉:
ρq,0 =
〈
ψ0
∣∣eiq·rˆ∣∣ψ0〉 , (50)
and Va (rˆ) is the self-consistent potential energy for the
electron,
Va (rˆ) = −
∑
q
4
√
2piα
q2V
ρ−q,0e
iq·rˆ. (51)
The eigenstates of the Hamiltonian Hˆ ′0 are the prod-
ucts of the electron wave functions and those of the
phonon vacuum |ψn,l,m〉 |0ph〉. The dipole-dipole correla-
tion function fzz (t) given by (66) is simplified within the
adiabatic approximation for the ground state and using
the selection rules for the dipole transition matrix ele-
ments and the symmetry properties of the polaron Hamil-
tonian, as in Ref.21. The correlation function, using the
interaction representation, takes the form,
fzz (t) =
∑
n′,n
〈ψ0 |zˆ|ψn,1,0〉 〈ψn′,1,0 |zˆ|ψ0〉 e−iΩn,0t
× 〈ψn,1,0 |〈0ph |U (t)| 0ph〉|ψn′,1,0〉 , (52)
with the Franck-Condon transition frequency,
Ωn,0 ≡ εn,1 − ε1,0, (53)
and the evolution operator
U (t) = T exp
[
−i
∫ t
0
dsWˆ (s)
]
, (54)
where T is the time-ordering symbol, and Wˆ (s) is the in-
teraction Hamiltonian in the interaction representation,
Wˆ (s) = eiHˆ
′sWˆe−iHˆ
′s. (55)
As found in early works on the strong-coupling Fro¨hlich
polaron (see, for review, Refs.30,31), the energy differ-
ences between different excited FC states for a strong
coupling polaron are much smaller than the energy dif-
ference between the ground and lowest excited FC state.
Therefore we keep here the adiabatic approximation for
the ground state and, consequently, for the transition be-
tween the ground and excited states. On the contrary,
the adiabatic approximation for the transitions between
different excited states is not applied in (52), as distinct
from the calculation in Ref.21.
The matrix elements for the dipole transitions from the
ground state to other excited states than |ψ1,1,0〉 (i. e.,
〈ψ0 |z|ψn,1,0〉 with n 6= 1) have small relative oscillator
strengths with respect to 〈ψ0 |z|ψ1,1,0〉 (of order ∼ 10−2).
Therefore further on we consider the next-to-leading or-
der nonadiabatic corrections for the contribution to (52)
with n = n′ = 1 and the adiabatic expression for the
contribution with the other terms. In this approxima-
tion, (52) takes the form
fzz (t) =
∑
n
|〈ψ0 |zˆ|ψn,1,0〉|2 e−iΩn,0t
× 〈ψn,1,0 |〈0ph |U (t)| 0ph〉|ψn,1,0〉 . (56)
The exact averaging over the phonon variables is per-
formed by the disentangling of the evolution operator (in
analogy with34). As a result, we obtain the formula
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2 e−iΩn,0t
×
〈
ψn,1,0
∣∣∣Te exp(Φˆ)∣∣∣ψn,1,0〉 (57)
with the “influence phase” (assuming ~ = 1 and ω0 = 1)
Φˆ = −
∫ t
0
ds
∫ s
0
ds′e−i(s−s
′)
∑
q
wˆq (s) wˆ
+
q (s
′) , (58)
and Te the time-ordering symbol with respect to the elec-
tron degrees of freedom. The correlation function (57) is
the basis expression for the further treatment.
The next approximation is the restriction to the
leading-order semi-invariant expansion:
〈
ψn,1,0
∣∣∣Te exp(Φˆ)∣∣∣ψn,1,0〉
≈ exp
〈
ψn,1,0
∣∣∣Te (Φˆ)∣∣∣ψn,1,0〉 . (59)
As shown in Ref.21, this approximation accounts of the
static Jahn-Teller effect, and it works well, because the
dynamic Jahn-Teller effect appears to be very small. The
influence phase is invariant under spatial rotations so
that
〈
ψn,1,0
∣∣∣Te (Φˆ)∣∣∣ψn,1,0〉
=
〈
ψn,1,1
∣∣∣Te (Φˆ)∣∣∣ψn,1,1〉
=
〈
ψn,1,−1
∣∣∣Te (Φˆ)∣∣∣ψn,1,−1〉 . (60)
8Hence the correlation function (57) can be simplified to
fzz (t) =
∑
n
|〈ψ0 |zˆ|ψn,1,0〉|2
× exp
(
−iΩn,0t
− 1
3
∑
q
∑
n′,l′,m′,m
|〈ψn,1,m |wˆq|ψn′,l′,m′〉|2
×1− iωn′,l′;n,1t− e
−iωn′,l′;n,1t
ω2n′,l′;n,1
)
. (61)
with the notation
ωn′,l′;n,1 ≡ 1 + εn′,l′ − εn,1. (62)
In our previous treatments of the strong coupling po-
laron optical conductivity, we neglected the matrix el-
ements for wˆq between the electron energy levels with
different energies. Physically, this approximation corre-
sponds to the adiabatic approximation. Here, we go be-
yond this approximation, taking into account the transi-
tions between different excited states but still assuming
(as before) that the adiabatic approximation holds for
the transitions between the ground and excited states.
In other words, we keep in the sum
∑
n′,l′,m′,m in (61)
only the excited states.
Introducing parameters related to the extension of the
Huang-Rhys parameter used in Ref.21:
Sn′,l;n,1 ≡ 1
3ω2n′,l;n,1
∑
q
∑
m′,m
|〈ψn,1,m |wˆq|ψn′,l,m′〉|2 ,
(63)
the correlation function is rewritten as follows:
fzz (t)
=
∑
n
|〈ψ0 |z|ψn,1,0〉|2 exp

−iΩn,0t−∑
n′,l
Sn′,l;n,1
× (1− iωn′,l;n,1t− e−iωn′,l;n,1t)] . (64)
The states |ψn′,l,m′〉 can be subdivided to two groups:
(1) the states |ψ1,1,m′〉 with the energy level ε1,1, (2) the
higher energy states with (n′, l) 6= (1, 1). The first group
of states were already taken into account in our previ-
ous treatments and in Ref.21. Taking into account the
second group of states provides the step beyond the adi-
abatic approximation – this is the focus of the present
treatment. We denote the parameters corresponding to
the adiabatic approximation by
Sn ≡ Sn,1;n,1 ≡ 1
3
∑
q
∑
m′,m
|〈ψn,1,m |wˆq|ψn,1,m′〉|2 . (65)
Correspondingly, the correlation function (64) takes the
form
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2
× exp
[
−iΩn,0t− Sn
(
1− it− e−it)
−
∑
(n′,l) 6=(n,1)
Sn′,l;n,1
× (1− iωn′,l;n,1t− e−iωn′,l;n,1t)] . (66)
Following Refs.18,21, the factor
(
1− it− e−it) is ex-
panded in powers of t:
1− it− e−it = 1
2
t2 +O
(
t3
)
. (67)
This approximation is appropriate in the strong coupling
regime, where the phonon frequency is small with re-
spect to other frequencies, such as the Franck-Condon
frequency Ω1,0, which increases as Ω1,0 ∝ α2 at large
α. In the case when non-adiabatic terms are non taken
into account, the expansion (67) provides an envelope
of the optical conductivity spectrum obtained in18,21.
The other factor,
(
1− iωn′,l;n,1t− e−iωn′,l;n,1t
)
, should
not be expanded in the same way, because the frequen-
cies ωn′,l;n,1 (n
′, l) 6= (1, 1) also increase in the strong
coupling limit as α2. Therefore we keep this factor as is,
without expansion. As a result, in the strong coupling
regime the correlation function fzz (t) is:
fzz (t) =
∑
n
|〈ψ0 |z|ψn,1,0〉|2
× exp
(
−δSn − iΩ˜n,0t− 1
2
Snt
2
+
∑
(n′,l) 6=(n,1)
Sn′,l;n,1e
−iωn′,l;n,1t

 . (68)
with the parameters:
δSn ≡
∑
(n′,l) 6=(1,1)
Sn′,l;n,1, (69)
δΩn ≡
∑
(n′,l) 6=(1,1)
Sn′,l;n,1ωn′,l;n,1, (70)
Ω˜n,0 ≡ Ωn,0 − δΩn. (71)
The parameter δSn plays a role of the Debye-Waller fac-
tor and ensures the fulfilment of the f -sum rule for the
optical conductivity. The parameter δΩn is the shift
of the Franck-Condon frequency to a lower value due
to phonon-assisted transitions to higher energy states.
The exponent can be expanded, yielding a description in
9terms of multiphonon processes:
exp

 ∑
(n′,l) 6=(n,1)
Sn′,l;n,1e
−iωn′,l;n,1t


=
∑
{pn′,l≥0}

 ∏
(n′,l) 6=(n,1)
S
pn′,l;n,1
n′,l;n,1
pn′,l;n,1!


× e−i
∑
n′,l
pn′,l;n,1ωn′,l;n,1t, (72)
where the sum
∑
{pn′,l} is performed over all combina-
tions {pn′,l ≥ 0}.
With the expansion (72), the polaron optical conduc-
tivity takes the form:
Reσ (Ω)
= Ω
∑
n
|〈ψ0 |z|ψn,1,0〉|2 e−δSn
√
pi
2Sn
×
∑
{pn′,l;n,1≥0}

 ∏
(n′,l) 6=(n,1)
S
pn′,l;n,1
n′,l;n,1
pn′,l;n,1!


× exp

−
(
Ω˜n,0 +
∑
n′,l pn′,l;n,1ωn′,l;n,1 − Ω
)2
2Sn

 . (73)
In formula (73), the term where all pn′,l;n,1 = 0 corre-
sponds to the adiabatic approximation and exactly re-
produces the result of Ref.21. The other terms represent
the non-adiabatic contributions to Reσ (Ω), and are cor-
rection terms to the previously found results.
III. RESULTS AND DISCUSSIONS
The polaron optical conductivity derived in the above
section is in line with the physical understanding of the
underlying processes for the polaron optical response,
achieved in early works15,16 and summarized in Ref.17.
It is based on the concept of the polaron excitations of
three types:
• Relaxed Excited States (RES)15 for which the lat-
tice polarization is adapted to the electronic distri-
bution;
• Franck-Condon states (FC) where the lattice polar-
ization is “frozen”, adapted to the polaron ground
state;
• Scattering states characterized by the presence of
real phonons along with the polaron.
The polaron RES can be formed when the electron-
phonon coupling is strong enough, for α ' 4.5. At weak
coupling, the polaron optical response at zero tempera-
ture is due to transitions from the polaron ground state to
scattering states. In other words, the optical absorption
spectrum of a weak-coupling polaron is determined by
the absorption of radiation energy, which is re-emitted in
the form of LO phonons. At stronger couplings, the con-
cept of the polaron relaxed excited states first introduced
in Ref.15 becomes of key importance. In the range of suf-
ficiently large α when the polaron RES are formed, the
absorption of light by a polaron occurs through transi-
tions from the ground state to RES which can be accom-
panied by the emission of different numbers n ≥ 0 of free
phonons. These transitions contribute to the shape of a
multiphonon optical absorption spectrum. At very large
coupling, lattice relaxation processes become to slow and
the Franck-Condon states determine the optical response.
We analyze polaron optical conductivity spectra both
with the memory function formalism and with the strong-
coupling expansion, and compare these to the DQMC
numerical data13. Within the framework of formalisms
based on the memory function (MF), we compare the
following theories:
• The original DSG method of Ref.16, where the ex-
pectation value in 31 is calculated with respect to
a Gaussian trial action. This will be denoted by
MF-1 in the figures.
• The extended MF formalism of18, where an ad-hoc
broadening with a strength determined from sum
rules is included in (23). This will be denoted by
MF-2.
• The current non-quadratic MF formalism, based
on the extension of the Jensen-Feynman inequality
introduced in this paper, denoted by MF-new.
Among the strong-coupling expansions (SCE), we distin-
guish:
• The strong-coupling result in the adiabatic approx-
imation, as obtained in Ref.18. This will be denoted
here by SCE-1.
• The adiabatic approximation of Ref.21, which uses
more accurate trial polaron states. This will be de-
noted by SCE-2.
• The current non-adiabatic strong coupling expan-
sion, denoted by SCE-new.
The subsequent figures show the results for increas-
ing α. In Figure 1, the optical conductivity is shown for
small coupling, α = 1,and for α = 3, 5.25 which corre-
spond to the dynamic regime where the RES starts to
play a role. In this regime, analytic solutions are pro-
vided by the various memory function formalisms listed
above, and we compare them to DQMC numeric data13.
At weak coupling (α = 1 , panel (a)), all the approaches
based on the memory function give results in agreement
with DQMC. For α = 3 (panel (b)), the current method
gives a better fit to the DQMC result that the other two
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FIG. 1: Polaron optical conductivity calculated for α = 1 (a),
α = 3 (b) and α = 5.25 (c) within the present non-quadratic
MF formalism (denoted in the figure as MF-new), compared
with the polaron optical conductivity calculated within the
extended memory-function formalism (MF-2) of Ref.18, the
results of the memory-function approach using the Feynman
parabolic trial action16 (MF-1), and the diagrammatic quan-
tum Monte Carlo (DQMC)13,18.
methods. For a stronger coupling, α = 5.25 (panel (c))
the MF-2 approach substantially improves the original
result MF-1, but the optical conductivity spectrum cal-
culated within the new non-quadratic MF formalism lies
closer to the DQMC data than either of the other two.
Fig. 2 demonstrates the behavior of the polaron op-
tical conductivity spectra in the intermediate coupling
regime, for α = 6.5 and α = 7. In this regime, the ex-
isting memory function approaches (MF-1,MF-2 ) as well
as the existing strong coupling expansions (SCE-1,SCE-
2 ) do not provide satisfactory results. The new memory
function approach and the new strong coupling expansion
are in much better agreement with the DQMC data.
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FIG. 2: Polaron optical conductivity calculated for α = 6.5
(a) and α = 7 (b) using different analytic approaches:
the non-quadratic MF formalism (MF-new), the extended
memory-function formalism of Ref.18 (MF-2), the memory-
function approach with the Feynman parabolic trial action16
(MF-1), the non-adiabatic strong-coupling expansion (de-
noted at the figure as SCE-new), the adiabatic strong-
coupling expansions of Refs.18,21 (SCE-1 and SCE-2). The
results are compared to DQMC data of Refs.13,18.
This range of coupling parameters is where one would
want to cross over from using a memory function based
approach to a strong coupling expansion. Whereas the
existing methods do not allow to bridge this gap at in-
termediate coupling, the extensions that we have pro-
posed here are suited to implement such a cross-over.
The present memory-function approach with the non-
parabolic trial action leads to a relatively small exten-
sion of the range of α where the polaron optical conduc-
tivity compares well with the DQMC data, namely from
α ≈ 4.5 to α ≈ 6.5. For α / 6.5, thememory-function
approach with the non-parabolic trial action provides
a better agreement with DQMC than all other known
approximations. Remarkably, the optical conductivity
spectra as given by the non-quadratic MF formalism and
the non-adiabatic SCE are both in better agreement with
the Monte Carlo data than any of the preceding analyti-
cal methods. For α = 6.5, the polaron optical conductiv-
ity calculated within non-quadratic MF formalism and
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the non-adiabatic SCE lie rather close to each other. We
can conclude therefore that the ranges of validity of those
two approximations overlap, despite the fact that these
approximations are based on different assumptions.
The maximum of the optical conductivity spectrum
provided by the non-quadratic MF formalism for α = 6.5
is positioned at slightly lower frequency than that for
the maximum of the optical conductivity obtained in the
strong coupling approximation with non-adiabatic cor-
rections. They lie remarkably close to two features of
the DQMC optical conductivity spectrum: the higher-
frequency peak, which is the maximum of the spectrum,
and the lower-frequency shoulder. The similar compara-
tive behavior of the memory-function and strong coupling
results was noticed in Ref.18, where it was suggested that
these two features in the DQMC spectra can correspond
physically to the dynamic (RES) and the Franck-Condon
contributions. The present results are in line with that
physical picture.
In Fig. 2 (b), the arrows indicate the FC transition
frequency for the transition to the first excited FC state
Ω1,0 ≡ ΩFC and the RES transition frequency ΩRES for
a strong coupling polaron as calculated in Ref.15. We
can see that both the shape and the position of the max-
imum of the optical conductivity band obtained within
the adiabatic approximation in Refs.18,21 are rather far
from those for the DQMC data. Taking into account
non-adiabatic transitions drastically improves the agree-
ment of the strong coupling approximation with DQMC,
even for α = 7, which, strictly speaking, is not yet
the strong coupling regime. The value α = 7 can be
rather estimated as an intermediate coupling. However,
even at this intermediate coupling strength, the results
of present approach lie much closer to the DQMC data
than those obtained within all other aforesaid analytic
methods. Also a substantial improvement of the agree-
ment between the strong coupling expansion and DQMC
is clearly expressed in Fig. 3, where the polaron optical
conductivity spectra are shown for the strong coupling
regime for α = 8 to α = 9. For strong couplings, the
non-adiabatic SCE accurately reproduces both the peak
position and the overall shape of the DQMC spectra. Fi-
nally, we see that the results of the non-adiabatic SCE
remain accurate also in the extremely strong coupling
regime, as shown in Fig. 4.
IV. CONCLUSIONS
In the present work, we have modified two basic an-
alytic methods for the polaron optical conductivity in
order to extend their ranges of applicability for the
electron-phonon coupling constant in such a way that
these ranges overlap. The memory function formalism
using a trial action for a model two-particle system has
been extended to work with non-quadratic interaction
potentials in the model system. This method combines
the translation invariance of the trial system, which is
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FIG. 3: Polaron optical conductivity calculated for α = 8 (a),
α = 8.5 (b) and α = 9 (c) within several analytic strong cou-
pling approaches and compared to DQMC data of Refs.13,18.
The notations are the same as in Fig. 2.
one of the main advantages of the Feynman variational
approach, with a more realistic interaction between the
electron and the fictitious particle. This extension leads
to a substantial improvement of the polaron optical con-
ductivity for small and intermediate coupling strengths
with respect to the preceding known versions of the mem-
ory function approach.
The other method is the strong-coupling expansion,
and we have extended it beyond the Franck-Condon
adiabatic approximation by taking into account non-
adiabatic transitions between different excited polaron
states. As a result, the modified non-adiabatic strong-
coupling expansion appears now to be in good agreement
with the numerical DQMC data in a wide range of α
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FIG. 4: Polaron optical conductivity in the extremely strong
coupling regime, for α = 13 (a) and α = 15 (b). The notations
are the same as in Fig. 2.
from intermediate coupling strength to the strong cou-
pling limit. For the intermediate coupling value α = 6.5,
the two methods that we propose, i.e. the non-quadratic
MF formalism and the non-adiabatic SCE, result in op-
tical conductivity spectra which are remarkably close to
each other and to the DQMC results. Thus, both meth-
ods can be combined to provide all-coupling, accurate
analytic results for the polaron optical absorption.
For larger α the agreement between the results of the
non-adiabatic SCE and DQMC becomes gradually bet-
ter. At very strong coupling, even the preceding adi-
abatic SCE21 is already sufficiently good, so that the
improvement due to the non-adiabatic transitions, e. g.,
for α = 15, is relatively small. However, for a slightly
weaker coupling, e. g., for α = 9, we can observe
a drastically improved agreement with DQMC for the
present non-adiabatic SCE as compared to the adiabatic
approximation. We can conclude that at present, the
strong coupling approximation taking into account non-
adiabatic contributions provides the best agreement with
the DQMC results for α ' 6.5 with respect to all other
known analytic approaches for the polaron optical con-
ductivity. We find that the non-adiabatic transitions lead
to a substantial change of the spectral shape with re-
spect to the optical conductivity derived within the adi-
abatic approximation. The non-adiabatic effects are non-
negligible in the whole range of the coupling strength, at
least for α ≤ 15, available for DQMC.
In summary, extending the MF and SCE formalisms
leads to an overlapping of the areas of α where these two
analytic methods are applicable. These analytic methods
have been verified, appearing to be in good agreement
with numeric DQMC data at all α available for DQMC.
We therefore possess the analytic description of the po-
laron optical response which embraces the whole range
of the coupling strength.
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