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Abstract
We consider semiclassical self-adjoint operators whose symbol, de-
fined on a two-dimensional symplectic manifold, reaches a non-degenerate
minimum b0 on a closed curve. We derive a classical and quantum nor-
mal form which allows us, in addition to the complete integrability of
the system, to obtain eigenvalue asymptotics in a window (−∞, b0 + )
for  > 0 independent on the semiclassical parameter. These asymp-
totics are obtained in two complementary settings: either a symmetry
of the system under translation along the curve, or a Morse hypothesis
reminiscent of Helffer-Sjöstrand’s “miniwell” situation.
1 Wells on closed loops
Let (M,ω) be a symplectic surface without boundary. When introducing
quantization, we will assume for simplicity that M = T ∗R or M = T ∗S1.
Let γ ⊂ M be a smooth embedded closed loop. We say that a smooth
function p ∈ C∞(M) admits a non-degenerate well on the loop γ if there
exists a neighborhood Ω of γ in M such that
1. pΩ is minimal on γ:
p−1(b0) ∩ Ω = γ, where inf
Ω
p = min
Ω
p = b0; (1)
2. and this minimum is Morse-Bott non-degenerate: at each point m ∈ γ,
the restriction of the Hessian p′′(m) to the transversal direction to γ
does not vanish.
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Thus by the Morse-Bott lemma, there exists a neighborhood Ω˜ ⊂ Ω of γ, and
coordinates (x, t) : Ω˜→ γ×[−δ, δ] such that γ = {t = 0} and p = b0 +t2q(x),
for some smooth, non-vanishing function q on γ.
An example of such a p can be obtained in the following way. Let f :
M → R be smooth and proper, and let c ∈ R be a regular value of f . Let γ
be a connected component of f−1(c). Then define p = (f − c)2. We see that
γ is a non-degenerate well for p.
As we will see below, this is actually the universal form of a non-degenerate
well. However, this normal form is not sufficient to describe the semiclassical
quantization of our setting, because assumption (1) is not stable under per-
turbation. In fact, generic perturbations of p create isolated local extrema
along γ. Local minima are called mini-wells and local maxima mini-saddles.
The quantization of the classical universal form will introduce such pertur-
bations.
Theorem 1.1. Let I0 be the first Bohr-Sommerfeld invariant of γ (see Sub-
section 2.2). There exists a neighborhood Ω of γ,  > 0, and a Fourier integral
operator U : L2(X)→ L2(S1) such that
1. U is microlocally unitary from Ω to {(θ, I) ∈ T ∗S1, |I − I0| < }.
2. Q = UPU∗ = b0 +(g~(~i
∂
∂θ ))
2 +~V~(θ)+R, where V~ is an ~-dependent
potential on S1 with an asymptotic expansion
V~(θ) = V0(θ) + ~V1(θ) + · · · ,
g~ ∈ C∞0 (R) is supported on an ~-independent set, with
g~(I) = g0(I) + ~g1(I) + · · · ,
and g0 is a local diffeomorphism from a neighborhood of I = I0 to
a neighborhood of 0 ∈ R. Here, R is such that, for every u~ with
WF~(u~) ⊂ {(θ, I) ∈ T ∗S1, |I−I0| < }, one has ‖Ru~‖ = O(~∞)‖u~‖.
The first systematic treatment of quantum mini-wells was proposed in
[11], where P~ = −~2∆ + V is a Schrödinger operator in several dimensions,
and the potential V is Morse-Bott and minimal on a compact submanifold.
Then, under a non-degeneracy assumption on the mini-wells, one has a com-
plete expansion, as well as sharp decay estimates, for the lowest energy eigen-
function of P~. This result generalizes to any Morse-Bott principal symbol
which reaches its minimum on a compact isotropic submanifold, see [4] for a
treatment in the Berezin-Toeplitz setting.
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Other settings in which the principal symbol vanishes in a Morse-Bott
way include magnetic Laplacians, where the minimal set is the zero set of the
kinetic energy of the classical charged particle. In the two-dimensional case,
under the assumption that the magnetic field does not vanish, the minimal
set is symplectic, and one obtains an effective 1D quantum Hamiltonian by
viewing the minimal set as the reduced phase space. This gives rises to spec-
tral asymptotic to all orders, see [14]. In the three-dimensional case, under
the assumption of a maximal rank magnetic 2-form, and a non-degenerate
minimum for the magnetic intensity, one obtains a more intricate reduction,
which contains half-integer powers of the semiclassical parameter ~, see [10].
In this paper, we focus on the 1D case. Despite the critical points, we
are able to to formulate Bohr-Sommerfeld conditions (in a folded covering)
for the eigenvalues in a macroscopic window [minSp(P~),minSp(P~) + c]
for c small, see Propositions 5.7 and 5.10. The invariant I0 appears in the
low-lying eigenvalues under a symmetry hypothesis.
Proposition 1.2. Let k ≥ 0. Suppose that, in Theorem 1.1, the k + 1 first
terms V0, V1, . . . , Vk of the potential do not depend on θ. Suppose also that
P~ − b0 is elliptic at infinity. Then the following is true.
1. There exists f : S1 → R non-constant such that the first eigenvalue e~0
of P~ satisfies:
e~0 = b0 + ~V0(0) + ~2f
(
I0
~
mod Z
)
+O(~max(k+2,3)).
2. Let e~1 similarly denote the second eigenvalue of P~ (with multiplicity).
There exists a sequence (~j)j∈N → 0 such that
e
~j
1 − e~j0 = O(~k+2).
This oscillatory behaviour of the first eigenvalue was remarked in recent
work on the magnetic Laplacian [9]. It is related to the topological nature
of the problem: low-energy eigenfunctions are microsupported on a non-
contractible set (here, γ). In previous works by one of the authors [16, 15]
, quantum maps between open sets of non-trivial topology were already dis-
cussed.
In the generic case where V0 is a Morse function, this oscillatory be-
haviour disappears at the bottom of the spectrum: because of these sub-
principal effects, eigenfunctions with energies smaller than b0 + ~max(V0)
3
will microlocalise on a contractible set, and one can build a quantum normal
form independent of I0.
This paper is organized as follows: Section 2 contains a classical normal
form for functions admitting a non-degenerate well on a closed loop and a
reminder on the invariant I0. In preparation for the quantum normal form,
Section 3 contains a treatment of formal perturbations of the normal form
above. Then, in Section 4 we derive a corresponding quantum normal form,
microlocally near the non-degenerate well. In Section 5 we apply this quan-
tum normal form to obtain asymptotics of the low-lying eigenvalues.
2 Reduction of Morse-Bott functions
2.1 Local symplectic normal form
The Morse-Bott condition on p near γ amounts to the following: there exist a
neighbourhood Ω1 of γ and (non necessarily symplectic) smooth coordinates
(t, x) : Ω˜→ [−1, 1]× S1, such that
p = b0 + t
2.
In particular, γ = {t = 0} is a regular level set of the function t.
By the action-angle theorem, there exists a possibly smaller open neigh-
borhood of γ, Ω2, equipped with symplectic coordinates (θ, I) ∈ T ∗S1, such
that t = g(I) for some smooth function g, with
1. γ = {I = 0};
2. g′(0) 6= 0.
Thus we obtain
Proposition 2.1. If p admits a non-degenerate well along a closed curve
γ, then there exists “folded action-angle” coordinates (θ, I) near γ that are
adapted to p, in the sense that
p = b0 + (g(I))
2,
for some smooth function g : (R, 0)→ (R, 0) with non-vanishing derivative.
Remark 2.2. It follows that the set of leaves defined by p, i.e. the space
of connected components of levels sets of p, is a smooth one-dimensional
manifold C (parameterized by I or I˜ := g(I)) , and the induced map p¯− b0 :
C → R is a simple fold: I˜ 7→ I˜2.
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For any δ ∈ C, and h ∈ C∞(Ωˆ), we define
〈h〉δ := 1
2pi
∫ 2pi
0
h(θ, I(δ))dθ.
Let us denote by ϕtH the hamiltonian flow of the function H at time t. We
notice that, for all m ∈ δ,
〈h〉δ = 1
2pi
∫ 2pi
0
(ϕtI)
∗h(m)dt =
1
Tδ
∫ Tδ
0
(ϕtf )
∗h(m)dt,
where Tδ = 2pig′(I(δ)) is the period of the Hamiltonian flow of f on δ. This
defines a map m 7→ 〈h〉δ ∈ C∞(Ωˆ), that we denote by 〈h〉.
2.2 The first Bohr-Sommerfeld invariant
Let us recall, in this context, the appearance of an invariant associated to γ
when quantizing the symplectic change of variables of Proposition 2.1.
Definition 2.3. Suppose that either M = R2 or M = T ∗S1. We define
I0(γ) ∈ R as follows:
1. If γ is contractible, it is the boundary of a close, compact surface Σ ⊂
M . Let I0 = 12pi
∫
Σ ω.
2. If γ is not contractible, then M = T ∗S1 and γ is a curve with winding
number 1 with respect to θ. For K ∈ N large enough, γ ∪ {ξ = −K} is
the boundary of a close, compact surface Σ ⊂ M . Let I0 = 12pi (−K +∫
Σ ω).
The following proposition is well known.
Proposition 2.4. I0 is a Hamiltonian invariant of γ.
Proof. In case 1, I0 is clearly a symplectic invariant.
In case 2, (and in fact the same reasoning applies to case 1 as well) let
α = Idθ be the canonical Liouville 1-form of T ∗S1; then we have I0(γ) =
∫
γ α
(because both sides of this equality vanish when γ is {I = 0}.) If X is a
Hamiltonian vector field, then by Cartan’s formula, LXα is an exact 1-form
and hence acts on the cohomology class of α restricted to γ (known as the
Liouville class of γ). Therefore, a Hamiltonian flow preserves the Liouville
class. On T ∗S1 this means that it preserves the integral
∫
γ α.

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Remark 2.5. In the case 2 above, I0 is not a symplectic invariant of γ;
indeed any curve of the type {ξ = C}, for C ∈ R can be sent to {ξ = 0}
by the symplectic change of variables (θ, I) 7→ (θ, I − C). However, for this
curve, I0 = C.
Remark 2.6. Note that the Liouville class I0 is the first Bohr-Sommerfeld
invariant, i.e. the principal term in the Bohr-Sommerfeld cocycle defined
in [15] (the subprincipal terms involve Maslov indices and the 1-form induced
by the subprincipal symbol of P~). In the case of Berezin-Toeplitz quantiza-
tion, I0 can be defined using parallel transport along γ on the prequantum
bundle [1]. In this case, I0 is defined up to a sign and modulo Z, but the
choice does not impact the oscillations in Proposition 1.2 since, for Toeplitz
quantization, ~−1 takes integer values.
In the rest of this section, we use Proposition 2.1 to build normal forms
given by Hamiltonian diffeomorphisms.
Proposition 2.7. Let p : R2 → R admitting a non-degenerate well along a
curve γ.
There exists  > 0 and a symplectic change of variables σ : R2 → R2,
equal to the identity outside of a compact set, such that, for all (x, ξ) ∈ R2,
|x|2 + |ξ|2 ∈ (2I0 − , 2I0 + )⇒ p ◦ σ(x, ξ) = b0 + (g(|x|2 + |ξ|2 − 2I0))2.
Proof. Let r0 =
√
2I0.
By Proposition 2.1, there exists a symplectic change of variables σ0 from
a neighbourhood Ω0 of γ to a neighbourhood of {|x|2 + |ξ|2 = 2I0} such that
p ◦ σ0(x, ξ) = (g(|x|2 + |ξ|2 − 2I0))2.
Let Ωi be a neighbourhood of the compact component of R2 \ Ω0, such
that Ωi is delimited by a connected component of a level set of p. The open
set Ωi is contractible; let φi : Ωi → B(0, ri) be a diffeomorphism smooth up
to the boundary, where ri is fixed by a scaling and such that vol(Ωi) = pir2i .
The map φi ◦ σ−10 is a smooth diffeomorphism from the boundary {x2 +
ξ2 = r2i } to itself, and is the boundary value of an orientation-preserving,
smooth map. Hence it has winding number 1 and is smoothly isotopic to
the identity. This allows us to correct φi into φ˜i, which satisfies the same
conditions, and such that φi ◦ σ−10 is the identity near {x2 + ξ2 = r2i }.
We apply the same strategy to a neighbourhood Ωe of the infinite com-
ponent of R2 \Ω0, and obtain a smooth diffeomorphism φ˜e, equal to identity
outside a very large ball.
Now the three smooth functions φ˜i, φ˜e, and σ0, coincide on the inter-
sections of their domains of definition, so that gluing them yields a smooth
diffeomorphism φ satisfying the following conditions.
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• There exists a neighbourhood Ω1 of γ on which φ is a symplectomor-
phism and
p = [(x, ξ) 7→ (g(x2 + ξ2 − 2I0))2] ◦ φ.
• The volume of the compact component Ki of R2 \ Ω1 is equal to the
volume of its image by φ.
• φ is identity outside a large ball B(0, R)
• The volume of Ke, the infinite component of R2 \ Ω1 intersected with
B(0, R), is equal to the volume of its image by φ.
It only remains to modify φ into a volume-preserving transformation. To this
end, we will apply the Moser trick.
On φ(Ki), consider the standard volume form ωst, and the pushed-forward
volume form φ∗ωst. These two forms coincide on a neighbourhood of the
boundary and have same integral. The interpolation
[0, 1] 3 t 7→ ωt = tωst + (1− t)φ∗ωst
yields a family of exact symplectic forms: every (closed) 2-form with zero
integral is exact. By Moser’s argument, there exists a diffeomorphism ψi :
φ(Ki) → φ(Ki), sending φ∗ωst to ωst, and equal to identity near the bound-
ary. In particular, one can correct φ into a symplectic change of variables on
Ki, without modifying φ near the boundary of Ki.
To conclude, we play the same game on φ(Ke). 
Remark 2.8. In the previous Proposition, if a ball B(0, c) lies inside the
compact component of R2 \ γ, one can impose that σ is equal to identity on
B(0, c − ). Indeed, in this case, one can prescribe that φi is the identity on
B(0, c − /2), and the corrections in the rest of the proof preserve the fact
that φi is the identity on B(0, c− ).
Proposition 2.9. Let p : T ∗S1 → R admitting a non-degenerate well along
a curve γ. Suppose that γ is non-contractible.
Then there exists  > 0 and a Hamiltonian diffeomorphism σ : T ∗S1 →
T ∗S1, equal to the identity outside of a compact set, such that, for all (x, ξ) ∈
T ∗S1,
ξ ∈ (I0 − , I0 + )⇒ p ◦ σ(x, ξ) = b0 + (g(ξ − I0))2.
Proof. Let R > 0; consider the following symplectomorphism from S1 ×
[−2R, 2R] to {(x, ξ) ∈ R2, R ≤ x2 + ξ2 ≤ 9R}:
(θ, I) 7→ {(
√
2(I + 5R/2) cos(θ),
√
2(I + 5R/2) sin(θ))}.
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Through this symplectomorphism, we are reduced to Proposition 2.7: be-
cause of the volume considerations, one can extend the symplectic normal
form given by Proposition 2.1 to a hamiltonian change of variables, equal to
identity outside of {(x, ξ) ∈ R2, R ≤ x2 + ξ2 ≤ 9R}. 
The symplectic change of variables at the beginning of the last proof can
be quantized; this will allow us in Section to quantize the normal form 2.1
into a unitary operator, up to O(~) error, but where I is replaced with I−I0.
Improving this O(~) error is the topic of the next section.
3 Formal perturbations
Suppose that p admits a non-degenerate well along γ, with p(γ) = b0, and let
p := p+ p1,
where p1 is smooth. We consider infinitesimal Hamiltonian deformations
of p, i.e. functions of the form exp(ada)p = p + {a, p} + O(2), where
the generator of the deformation is the smooth function a (and ada(h) :=
{a, h} = −adp(a)). We have
exp(ada)p = p+ (p1 + {a, p}) +O(2).
This leads to the study of the cohomological equation {a, p} = r where r is
given and a is unknown. As in the previous section, we let f be the smooth
branch of
√
p− b0.
Lemma 3.1. There exists a neighborhood Ωˆ of γ on which, for any h ∈
C∞(Ωˆ), the following holds.
1. h ∈ ker adp if and only if h = q ◦ f for some smooth function q.
2. h ∈ adp(C∞(Ωˆ)) if and only if
(a) for all δ ∈ C, 〈h〉δ = 0 and
(b) hγ = 0.
Proof.
1. In the action-angle variables of Proposition 2.1 one has
p : (θ, I) 7→ b0 + (g(I))2,
where g : (R, 0)→ (R, 0) is a smooth diffeomorphism.
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On Ω2, one has
{p, h} = 2g′(I)g(I)∂θh(θ, I).
In particular, {p, h} = 0 if and only if h depends only on I, that is,
h = q ◦ f for some f ∈ C∞(R,R).
2. Let us decompose h ∈ C∞(Ω2,R) in Fourier series in θ:
h : (θ, I) 7→
∑
k∈Z
hk(I)e
ikθ.
We search for a ∈ C∞(Ω2,R), of the form
a : (θ, I) 7→
∑
k∈Z
ak(I)e
ikθ.
such that
{a, p} = h.
One can compute
{ak(I)eikθ, p} = ikg′(I)g(I)ak(I)eikθ.
The action of adp is diagonal with respect to the Fourier series decom-
position; h belongs to its image if and only if h0 = 0 and for every
k 6= 0, hk belongs to the ideal generated by g, that is, hk(0) = 0. This
concludes the proof.

Let piθ : Ωˆ → γ be given by (θ, I) 7→ θ. The space of functions that
depend only on θ is then denoted pi∗θC
∞(γ).
Inside ker adp, let (ker adp)0 denote the subspace of functions vanishing
on γ.
Corollary 3.2. There is a direct sum decomposition
C∞(Ωˆ) = (ker adp)0 ⊕ adp(C∞(Ωˆ))⊕ pi∗θC∞(γ).
Proof. Let us write again h as a Fourier series in θ:
h : (θ, I) 7→
∑
k∈Z
hk(I)e
ikθ.
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We decompose h = h1 + h2 + h3, where
(ker adp)0 3 h1 : (θ, I) 7→ h0(I)− h0(0)
adp(C
∞(Ω2)) 3 h2 : (θ, I) 7→
∑
k∈Z∗
(hk(I)− hk(0))eikθ
pi∗θC
∞(γ) 3 h3 : (θ, I) 7→
∑
k∈Z
hk(0)e
ikθ.
This concludes the proof. 
In particular, we obtain the following:
Proposition 3.3. Given any r ∈ C∞(Ωˆ), there exists a ∈ C∞(Ωˆ), q ∈
C∞(R, b0) with q(0) = 0, and V ∈ pi∗θC∞(γ), such that
{p, a} = r − q ◦ f − V.
By induction, this leads to the following Birkhoff normal form.
Theorem 3.4. Let p be a formal deformation of p:
p ∼ p+ p1 + 2p2 + · · ·
There exists a symplectic diffeomorphism ϕ in a neighborhood of γ, depend-
ing smoothly on , such that
ϕ∗p = b0 + (g ◦ f)2 + V +O(∞),
where g ∈ C∞(R, 0), V = pi∗θ V˜ for some V˜ ∈ C∞(γ); moreover both g and
V˜ (and hence V) admit an asymptotic expansion in integer powers of  (for
the C∞ topology), and moreover g = g +O() and g(0) = g(0).
In other words, there exists canonical coordinates (θ, I) ∈ T ∗S1 in which
p(θ, I) = b0 + (g(I))
2 + V(θ) +O(∞).
Proof. By the classical normal form we may assume that p = b0 + (g ◦ f)2.
Suppose by induction that
ϕ∗p = b0 + (g ◦ f)2 + V + Nr,
for some N ≥ 1 (if N = 1 we choose g = g and V = 0).
Let (a, q, V ) be as in Proposition 3.3. We have
exp(Nada)ϕ
∗
p = ϕ
∗
p + 
N{a, ϕ∗p}+O(2N ).
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Hence
exp(Nada)ϕ
∗
p = b0 + (g ◦ f)2 + V + N (r + {a, p}) +O(N+1),
with
r + {a, p} = q ◦ f + V
where q(0) = 0.
Hence
exp(Nada)ϕ
∗
p = b0 + (g ◦ f)2 + Nq ◦ f + (V + N−1V ) +O(N+1) (2)
= b0 +
[(
g + 
N 1
2
q
)
◦ f
]2
+ (V + 
N−1V ) +O(N+1)
Finally if we assumed that ϕ was the time-one flow of a Hamiltonian a,
we see that the left-hand side of (2) is the flow of the Hamiltonian a + Na
modulo O(N+1). This proves the induction step. 
4 Semiclassical normal form
4.1 Quantum maps
In order to quantize the results of Section 2, we need a proper notion of
quantum map corresponding to a symplectic change of variables.
In the whole of this section, to simplify notation, we will use the sub-
script ~ to denote that an object depends on a parameter ~ belonging to a
punctured neighbourhood of zero within a closed subset of R+.
Definition 4.1. Let (M1, σ1, H1~ , Op
1
~) and (M
2, σ2, H2~ , Op
2
~) be two quan-
tization procedures: for i = 1, 2, (M i, σi) are symplectic manifolds, H i~ are
(~-dependent) Hilbert spaces and Opi~ : C∞c (M,C) → B(H i~) realise formal
deformations of the Poisson algebras C∞c (M i,C). The functors Opi~ yield
natural notions of ~-wave front set for families of elements of H i~.
A quantum map consists of data (U~,Ω1,Ω2, σ), where Ω1,Ω2 are re-
spectively open subsets of M1 and M2, σ : Ω1 → Ω2 is a smooth and proper
symplectomorphism, and U~ : H1~ → H2~ satisfies the following properties:
1. For everyK ⊂⊂ Ω1, for every u~ ∈ H1 with ‖u~‖H1 = 1 andWF~(u~) ⊂
K, one has
‖U~u~‖H2 = 1 +OK(~∞).
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2. For everyK ⊂⊂ Ω2, for every v~ ∈ H2 with ‖v~‖H2 = 1 andWF~(v~) ⊂
K, one has
‖U∗~ v~‖H1 = 1 +OK(~∞).
3. For every a ∈ C∞c (M2,R), there exists a sequence (bk)k≥0 ∈ [C∞c (M1,R)]N0 ,
such that b0 = a ◦ σ and for all K ⊂⊂ Ω2, for every v~ ∈ H2 with
‖v~‖H2 = 1 and WF~(v~) ⊂ K, one has
U~Op
2
~(a)U
∗
~ v =
∞∑
k=0
~−kOp1~(bk)v +O(~∞).
A linear operator U~ satisfying conditions 1 and 2 above will be called a
microlocal unitary transform.
A broad class of examples of quantum maps is given by the Egorov
Theorem (see [18]). Indeed, if (M1, ω1) = (M2, ω2) = T ∗X where X is
a smooth, compact manifold, if Op is the Weyl quantization, and if σ is
a global Hamiltonian transformation (corresponding to a time-dependent
Hamiltonian H(t) for t ∈ [0, 1]), then one can construct U~ as follows: for
u0 ∈ L2(X), U~u0 is the solution at time t = 1 of the differential equation
i~∂tu(t) = OpW~ (H(t))u(t) with initial value u(0) = u0. This procedure also
works in more general quantization contexts.
In this section, we will use two particular quantum maps from T ∗S1 to
R2, which we define now.
Definition 4.2. Let Ω1 = S1 × R+∗ and Ω2 = R2 \ {0} be respectively open
sets of T ∗S1 and R2. Let σ : Ω1 → Ω2 be defined as
(θ, I) 7→ (
√
2I cos(θ),
√
2I sin(θ)).
For ~ > 0 and k ∈ N0, let φk,~ ∈ L2(R) denote the k-th Hermite eigen-
function of the ~-harmonic oscillator, defined by the following induction re-
lation:
φ0,~ : x 7→ 1√
2pi~
e−
x2
2~
φk+1,~ =
1
~
√
2(k + 1)
(−~∂ + x)φk,~ for k ≥ 0.
The toric quantum map (T~,Ω1,Ω2, σ) is defined by its action on the
Fourier basis as
T~(θ 7→ eikθ) =
{
φk,~ if k ≥ 0
0 if k < 0.
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Proposition 4.3. The toric quantum map is indeed a quantum map.
Proof. By definition, one has, for k ≥ 0,
T ∗~ (−~∂ + x)T~(θ 7→ eikθ) = (θ 7→
√
2~
√
k + 1ei(k+1)θ).
In other terms, if Op1~ denotes left quantization [18],
T ∗~ (−~∂ + x)T~ = Op1~(
√
2I1I≥0eiθ).
Weyl quantization and left quantization are equivalent for smooth symbols.
Hence, there exists (bk)k∈N>0 ∈
[
C∞(S1 × R∗+,R)
]N>0 such that, for all
K ⊂⊂ S1 × R∗+, for all u~ ∈ L2(S1) normalised with WF~(u~) ⊂ K, one
has
T ∗~ (−~∂ + x)T~u = OpW~
(√
2I1I≥0eiθ +
+∞∑
k=1
~−kbk(θ, I)
)
u+OK(~∞).
Taking the symmetric and antisymmetric part yields, with the same hy-
potheses,
T ∗~ OpW~ (x)T~u = Op~W
(√
2I cos(θ) +
+∞∑
k=1
~−k Re(bk)(θ, I)
)
u
T ∗~ OpW~ (ξ)T~u = Op~W
(√
2I sin(θ) +
+∞∑
k=1
~−k Im(bk)(θ, I)
)
u.
Then, by the Weyl calculus, one can determine T ∗~ Op~(P (x, ξ))T~ for any
polynomial P , and eventually of any smooth function. 
Definition 4.4. Let (x0, ξ0) ∈ R2 and let r < pi. Let
Ω1 = {(θ, I) ∈ S1 × R, dist(θ + 2piZ, x0)2 + (I − ξ0)2 < r}
Ω2 = {(x, ξ) ∈ R2, (x− x0)2 + (ξ − ξ0)2 < r}.
Let σx0,ξ0,r : Ω1 → Ω2 be defined by (θ, I) 7→ (xθ, I) where xθ ∈ θ + 2piZ
and dist(xθ, x0) = dist(θ+ 2piZ, x0). Let χ : R 7→ [0, 1] be a smooth function
equal to 1 on a neighbourhood of [−r, r] and to 0 on a neighbourhood of
R \ [−pi, pi].
We then define Wx0,ξ0,r : L
2(S1)→ L2(R) as follows: for u ∈ L2(S1),
Wx0,ξ0,ru : x 7→ χ(x− x0)OpW~ (1(θ,I)∈Ω1)u(x mod 2piZ),
and we define the unrolling quantum map as (Wx0,ξ0,r,Ω1,Ω2, σ).
The unrolling quantum map is a quantum map by definition of OpW on
T ∗S1.
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4.2 Quantization of the normal form
From now on, M = T ∗X, with X = R or X = S1; our semiclassical analysis
will be concerned with Weyl quantization. The results can be transported
to other geometrical settings (manifolds with asymptotically conic or hyper-
bolic ends, Berezin-Toeplitz quantization of compact manifolds, ...) as long
as one has a good notion of ellipticity at infinity and a microlocal equivalence
with Weyl quantization, and provided that one can make sense of the invari-
ant I0 above. One should note, however, that the Morse condition of Section
5.3 is not invariant under a change of quantization.
Let P be a semiclassical pseudo-differential operator onX with a classical
symbol in a standard class,
p~(x, ξ) = p0(x, ξ) + ~p1(x, ξ) + · · ·
We assume that the principal symbol p0 admits a non-degenerate well on a
loop γ.
We are now ready to prove Theorem 1.1
Proof. One proceeds as in Theorem 3.4. The starting point is a quantization
U0 of the symplectic normal form given by Proposition 2.1.
In our setting, there are three possible topological situations for γ, and
we give the three corresponding constructions of U0.
1. If M = R2, then γ is contractible and one can apply Proposition 2.7.
Let H be a (time-dependent) Hamiltonian satisfying the conditions of
Proposition 2.7 (in particular, H is constant near infinity, so it belongs
to the symbol class S0). We let exp(−i~−1Hˆ) be the corresponding
quantum evolution. We now let, for  > 0 small enough,
U0 = T ∗~ exp(i~−1Hˆ).
2. If M = T ∗S1 and γ is contractible, we let Σ be the compact connected
component of M \γ, and we let (B((θi, ξi), ri))i∈I be a finite covering of
a contractible neighbourhood of Σ by disks of radius < pi, and (χi)i∈I
be an associated partition of unity. We then let (xi)i∈I be a family of
real numbers such that [xi] = θi and (B((xi, ξi), ri))i∈I is a covering of
a connected preimage Σˆ of Σ by the rolling map. Then, we define
W =
∑
i∈I
Wxi,θi,riOp
~
W (χi).
Near Σˆ, one can apply Proposition 2.7 as in the previous case, and we
let
U0 = T ∗~ exp(−i~−1Hˆ)W.
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3. If M = T ∗S1 and γ is not contractible, then we apply Proposition 2.9;
ifH is a (time-dependent) Hamiltonian satisfying Proposition 2.9, then
we let
U0 = exp(−i~−1Hˆ).
In all cases, by the Egorov theorem, there exists a sequence (qk)k≥1 of sym-
bols such that, for all u microlocalised in a neighbourhood of {ξ = I0}, one
has
Q0u := U0PU
∗
0u = b0u+
(
g0
(
~
i
∂
∂θ
))2
u+
∞∑
k=1
~−kOpW~ (qk)u+O(~∞).
It remains to correct U0 by induction, in order to get an O(~∞) remain-
der. To this end, we proceed exactly as in Theorem 3.4, replacing exp(~Nada)
with exp(i~N−1Op~W (a)) which acts the same way up to a next-order error.

5 Low-energy spectrum under global ellipticity
If γ is a global minimum for p, then from Theorem 1.1 one can hope to
describe the spectrum of P~ at low energies. This section is devoted to the
spectral study of Q~ under two different assumptions.
1. Case where V0 is constant. When ~ varies, the eigenvalues are located
on smooth branches (parabolas) and the smallest eigenvalue regularly
“jumps” from one branch to the other (See Figure 1). In the case of
Schrödinger operators with a strong magnetic field, this oscillatory ef-
fect is known as “Little-Parks”, see Figure 1 in [12] and [8].
2. Generic subprincipal symbol. Then we can reduce to a Schrödinger-like
operator with Morse potential V , but after a
√
~ zoom in the variable
I. We consider the two following interesting cases.
(a) local mimina of the potential: we get “mini-wells”;
(b) local maxima: we can describe the concentration on hyperbolic
trajectories.
Before studying these assumptions, we recall that the microlocal knowledge
of P near γ is sufficient to treat low-energy eigenvalues if the symbol is elliptic
at infinity.
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Figure 1: Small eigenvalues for the operator Op~W ((x
2 + y2 − 1)2) acting on
L2(R), as a function of 1/~. The first eigenvalue jumps branches when 1/~ is
a multiple of 1I0 = 2.
5.1 Microlocal confinement
From now on, we make the following assumption:
Assumption 1. The curve γ is a global minimum for p. Moreover, p − b0
is elliptic at infinity in a scattering symbol class Sm,` with m ≥ 0 and ` ≥ 0.
That is,
∀(j, k) ∈ N2, ∃Cjk ∈ R,∀(x, ξ) ∈ T ∗M, |∂jx∂kξ p(x, ξ)| < Cjk(1+|x|)`−j(1+|ξ|)m−k.
Proposition 5.1. Suppose Assumption 1 holds. Then there exists E0 > b0
and h0 > 0 such that, for any ~ < h0 and any eigenpair (u,E) of P with
E < E0 and ‖u‖L2(X) = 1, one has ‖Uu‖L2(S1) = 1 +O(~∞) and
‖QUu− Uu‖L2(S1) = O(~∞).
Proof. Let E0 > p(γ) be such that
{p ≤ E0} ⊂⊂ Ω φ−10 ({p ≤ E0}) ⊂⊂ {|I − I0| ≤ η}.
By standard elliptic estimates (see Appendix E in [7], for instance), u is
O(~∞) outside {p ≤ E0}, so that ‖Uu‖L2 = 1+O(~∞) by item 1 in Theorem
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1.1; moreover the characteristic of U is the graph of φ−10 , so that WF~(Uu) ⊂
{|I − I0| ≤ η}. Thus, one can apply item 2 in Theorem 1.1. 
The Sρ,1−ρ-calculus for ρ < 12 then leads to the following, more precise
localisation estimate.
Proposition 5.2. Suppose Assumption 1 holds. Let δ > 0 and δ′ > 0.
For every ~1−δ ≤ E ≤ E0, where E0 is as in Proposition 5.2, for every unit
eigenfunction v ofQ with eigenvalue E, vˆ isOδ,δ′(h∞) on {|I−I0| ≥ ~
1−δ−δ′
2 }.
Here, for v ∈ L2(S1), vˆ is the semiclassical discrete Fourier transform of
v, which we view as an element of `2(~Z).
5.2 Case with a symmetry
In this section we suppose that V0 is constant, and we prove Proposition 1.2.
We first give a proof in the simpler case when one has also V1 constant.
Proposition 5.3. Suppose that Assumption 1 holds and that V~ does not
depend on θ modulo ~N . Let E0 be as in Proposition 5.1. The eigenvalues of
P in the window (−∞, b0 + E) are given up to a uniform O(~N+1) error by
{b0 + ~V~(0) + g~(~k)2 ∩ [0, c), k ∈ Z}.
Proof . From Proposition 5.1, the eigenvalues of P in the window above
are exactly given by eigenvalues of Q in the same window, up to an O(~∞)
error. Reciprocally, since low-energy eigenfunctions of Q are themselves mi-
crolocalised in {|ξ − I0| < }, small eigenvalues of Q are O(~∞)-close to the
spectrum of P .
If V~ does not depend on θ up to some error, thenQ is a Fourier multiplier
(up to this error), whose eigenvalues are the values at I ∈ ~Z. 
Proposition 5.4. Suppose that Assumption 1 holds and that V0 does not
depend on θ.
Then the first eigenvalue of P~ is given, up to O(~3), by b0 + ~(g1(I0) +
V0) + ~2f(I0~−1), where f is a non-constant, 1-periodic function.
Proof. For all k ∈ Z, let
λk = (k − I0~−1)g′1(I0) + (k − I0~−1)2g′0(I0).
Let us also write a Fourier decomposition of V1 as
V1 : θ 7→
∑
l∈Z
vle
ilθ.
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Then, by the ellipticity assumption, the first eigenvalue of P~ coincides, mod-
ulo O(~3), with the first eigenvalue of
b0 + ~(V0 + g1(I0)) + ~2A
where A is the following operator on `2(Z):
∀(k, l) ∈ Z2, Ak,l =
{
λk + v0 if k = l
vl−k if k 6= l.
The spectrum of the operator A is 1-periodic as a function of σ = I0~−1.
Indeed,
λk(σ) = λk+1(σ + 1).
In particular, the first eigenvalue of P~ has the requested form, but it
remains to prove that f is not constant.
To this end, observe that A has compact resolvent and analytic depen-
dence on σ, so that if its first eigenvalue is constant, the corresponding
eigenspace E0 is also constant.
However, we observe that ∂2σA = g
′
0(I0)
2Id, with g′0(I0) 6= 0. In partic-
ular, since E0 does not depend on σ, ∂2σA|E0 = g′0(I0)2Id, so that the first
eigenvalue cannot be constant. This concludes the proof.
Remark 5.5. Since g20 reaches a non-degenerate minimum at I0, the first
eigenvalue of P is, in this case,
b0 + ~g1(I0) + ~(~k~ − I0)g′1(I0) + (~k~ − I0)2g′0(I0)2 +O(~3),
where
k~ =
⌊
I0
~
− 1
2
g′1(I0)−
1
2
⌋
,
for typical values of ~ (unless I0~ − 12g′1(I0)− 12 is ~-close to an integer, in which
case it might be k~ + 1 or k~ − 1). In particular, this proves Proposition 1.2.
The function V0 is the pseudodifferential equivalent of the “Melin value”
µ introduced and studied in [4]. In particular, if the subprincipal symbol p1
of the original operator is identically zero, then so is V0. However, the term
V1 is, in general, non-zero.
Example 5.6. Let S ∈ 12N>0. Consider the normalized spin operator
S2z =
1
4(S + 1)2

(−S)2
(−S + 1)2
. . .
(S − 1)2
S2
 .
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This operator is the Berezin-Toeplitz quantization of the symbol (x, y, z) 7→
z2 − ~ on S2, where the semiclassical parameter is ~ = 12S . This symbol
vanishes on the equator in a Morse-Bott way; here I0 = 12 . In this rotational
invariant case, one has V = 0.
Even though ~ is a discrete parameter, the oscillation phenomenon of
Figure 1 is also found here: for integer values of S, the lowest eigenvalue of
S2z is 0; whereas for half-integer values of S it is
1
8(S+1)2
.
Spin operators are models for magnetism in solids. In some contexts, the
behaviour of a spin system is expected to strongly depend on whether the
spin is integer or half-integer (Haldane conjecture). These effects may be
related to the model case above.
5.3 Morse case
In this section we make Assumption 2. We give Bohr-Sommerfeld quanti-
zation rules in two overlapping regimes: the first one consists of energies
smaller than b0 + C~ for any fixed C > 0. The second consists of energies in
the window [b0 +C~, b0 + c] for C > 0 large enough and c > 0 small enough.
Propositions 5.7 and 5.10 yield together the spectrum of P0 up to energies
b0 + c.
5.3.1 Small energies
Proposition 5.7. Let the following operators act on L2(S1):
H0 = g
′
0(I0)
2
(√
~
i
∂
∂θ
)2
+ V0(θ)
H1 = 2g
′
0(I0)
[
g1(I0) + g
′
0(I0)
(
I0
~
−
⌊
I0
~
⌋)] √
~
i
∂
∂θ
.
Let C > 0 and  > 0. Then there exists C1 > 0 such that the spectrum of
P~, in the interval [b0, b0 +C~], is the spectrum of H0 +
√
~H1 in the interval
[0, 2C], composed by the affine function λ 7→ b0 + ~λ, and up to an error
uniformly bounded by C1~2−.
Remark 5.8. The operator H0 +
√
~H1 is the quantization of a symbol on
L2(S1), with semiclassical parameter
√
~; H0 corresponds to the principal
part and H1 to the subprincipal part. The spectrum of this operator, on
fixed intervals, can be described by Bohr-Sommerfeld rules if V is Morse: we
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refer to [5] for the regular case, [2] for the elliptic case (a), and [3] for the
hyperbolic case (b).
In particular, away from the critical values of V0, for instance on [maxV0+
c, C], the principal symbol of H0 is regular and consists of two connected
components. On each of these components, the Bohr-Sommerfeld rule yield
O(~)-quasimodes for H0 +
√
~H1, whose associated eigenvalues are sepa-
rated by 
√
~ for  small enough depending on c. Eigenmodes correspond-
ing to different components are microlocalized on disjoint regions of phase
space (respectively {ξ > c} and {ξ < −c} so that they do not interact up
to O(~∞). In conclusion, for ~ small enough, by a perturbative argument,
one can construct O(~∞)-quasimodes for Q in this spectral region, yielding
O(~∞)-quasimodes for P in the region [b0 + ~(maxV0 + c), b0 + ~C].
Proof. First, by Proposition 5.1 we are reduced to the study of the spectrum
Q in the same interval [b0, b0 + C~].
By Proposition 5.2, any eigenfunction v of Q in this interval is localised
in frequency in {|ξ − I0| ≤ C~ 12−} for all  > 0. In particular, if the Taylor
expansion of g0 and g1 around I0 are
g0(I) = g
′
0(I0)(I − I0) +
g′′0(I0)
2
(I − I0)2 +O((I − I0)3)
g1(I) = g1(I0) +O(I − I0),
then[
g0
(
~
i
∂
∂θ
)
+ ~g1
(
~
i
∂
∂θ
)]2
v
=
[
g′0(I0)
(
~
i
∂
∂θ
− I0
)
+
g′′0(I0)
2
(
~
i
∂
∂θ
− I0
)2
+ ~g1(I0) +O(~ 32−3)
]2
v
= ~
[
g′0(I0)
2D2~ +
√
~g′0(I0)
(
2g1(I0) + g
′′
0(I0)D
2
~
)
D~ +O(~1−3)
]
v
where we introduce
D~ =
√
~
i
∂
∂θ
− I0√
~
.
Notice that, the unitary conjugation on L2(S1) given by multiplication
by
x 7→ exp
(
i
⌊
I0
~
⌋)
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amounts to replacing D~ with
D˜~ =
√
~
i
∂
∂θ
−
√
h{I0}~
where
{I0}~ = I0~ −
⌊
I0
~
⌋
= O~→0(1).
In conclusion, the eigenvalues of Q in the interval [b0, b0 + C~] are given,
up to O(~2−3), by the eigenvalues of[
g′0(I0)
2D˜~
2
+ V0(θ)
]
+ ~
1
2 g′0(I0)
[
2g1(I0) + g
′′
0(I0)D˜
2
~
]
D˜~
in the window [0, C], pushed by the map λ 7→ b0 + ~λ. This concludes the
proof. 
Remark 5.9. If V0 is Morse, the smallest eigenvalue of P admits an expan-
sion in powers of
√
~ [4]. The oscillations in Figure 1, of order O(~2), are
destroyed by the perturbation induced by V0, which at this scale is of order
~3/2.
This fact stresses out again the topological nature of the invariant I0. If
V0 is Morse, the lowest-energy eigenfunctions of P will microlocalise near the
minimal points of V0, so that a quantum normal form only needs to be built
in a neighbourhood of these points, instead of in a whole neighbourhood of
γ.
5.3.2 Large energies
It remains to study the spectrum of Q in the window [b0 +C~, b0 + c1] for C
large enough.
To this end, let E ∈ [2C~, c1]; we will determine the eigenvalues of Q in
the window [b0 + E2 , b0 + 2E] up to an error O(~2) uniform in E.
Since g0(I0) = 0 and g0 ∈ C∞([I0 − c, I0 + c],R), there exists g˜0 ∈
C∞([−c, c],R) such that
g0(I) = (I − I0)g˜0(I).
In particular, the following function belongs to C∞([−c, c]× [−c, c],R):
f : (x, y) 7→ 1
x
g0(xy + I0) = yg˜0(xy + I0).
In particular, f(0, y) = (g′0(I0)y).
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The function
hE,t0 : (θ, η) 7→ f2(
√
E, η) + tV0(θ),
is then a continuous deformation of h0,00 = f
2(0, η), whose Hamiltonian tra-
jectories are circles.
We also let
hE1 : (θ, η) 7→ 2f(
√
E, η)g1(η
√
E + I0).
We let c1 > 0, c2 > 0 be such that, for 0 ≤ E ≤ c1 and 0 ≤ t ≤
c2, the hamiltonian trajectories of h
E,t
0 of energies in the window
[
1
3 , 3
]
are
nondegenerate circles.
Now
1
E
(Q~−b0) = 1
E
g0
(
~
i
∂
∂θ
)2
+2
~
E
g0
(
~
i
∂
∂θ
)
g1
(
~
i
∂
∂θ
)
+
~
E
V0(θ)+O
(
~2
E
)
where
1
E
g0
(
~
i
∂
∂θ
)2
+
h
E
V0(θ) = Op
~√
E
W
(
h
E, h
E
0
(
θ, η − I0√
E
))
and
2
~
E
g0
(
~
i
∂
∂θ
)
g1
(
~
i
∂
∂θ
)
=
~√
E
Op
~√
E
W
(
hE1
(
θ, η − I0√
E
))
.
As previously, after unitary conjugation with x 7→ exp (−ix ⌊ I0~ ⌋), one can
replace I0√
E
with ~√
E
{I0}~.
Proposition 5.10. Let E ∈
[
1
c2
~, c1
]
. The eigenvalues of P~ in the window[
b0 +
E
2 , b0 + 2E
]
are given by the eigenvalues of
Op
~√
E
W
(
h
E, ~
E
0
)
+
~√
E
Op
~√
E
W
(
hE1
)
in the window
[
1
2 , 2
]
, by the transformation
λ 7→ b0 + λ
E
,
up to an error O(~2), uniform in E.
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By definition of c2, the Hamiltonian trajectories of h
E, ~
E
0 are non-degenerate
circles, so that the eigenvalues and eigenfunctions of the model operator are
given by the Bohr-Sommerfeld rules.
Again, the error O(~2) is very small compared to the spectral gap of the
model operator in each branch, which is ~
√
E, as long as ~ is small enough.
Hence, in practical cases one can determine O(~∞)-quasimodes for P .
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