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The performance of a quantum error-correction process is determined by the likelihood that a
random configuration of errors introduced to the system will lead to the corruption of encoded
logical information. In this work we compare two different variants of the surface code with a
comparable number of qubits: the surface code defined on a square lattice and the same model on a
lattice that is rotated by pi/4. This seemingly innocuous change increases the distance of the code
by a factor of
√
2. However, as we show, this gain can come at the expense of significantly increasing
the number of different failure mechanisms that are likely to occur. We use a number of different
methods to explore this tradeoff over a large range of parameter space under an independent and
identically distributed noise model. We rigorously analyze the leading order performance for low
error rates, where the larger distance code performs best for all system sizes. Using an analytical
model and Monte Carlo sampling, we find that this improvement persists for fixed sub-threshold
error rates for large system size, but that the improvement vanishes close to threshold. Remarkably,
intensive numerics uncover a region of system sizes and sub-threshold error rates where the square
lattice surface code marginally outperforms the rotated model.
I. INTRODUCTION
The physics of the quantum error correction process [1–
6], where we aim to correct a random configuration of
errors incident to a system, is naturally captured by its
free energy; a quantity specified by an energetic and an
entropic contribution. Broadly speaking, the likelihood
that the environment can introduce an error that will
corrupt encoded logical information corresponds to the
configurational energy, and the number of configurations
which will lead the system to failure – the entropic con-
tribution to the free energy. Characterising both of these
quantities will enable us to establish the performance of
a given quantum error-correction procedure precisely.
A number of studies have been conducted where
threshold error rates of topological codes have been deter-
mined under a variety of noise models by mapping max-
imum likelihood decoding onto the partition function of
a statistical mechanical Hamiltonian. Under such map-
pings thresholds have been found to correspond to phase
transitions in the statistical mechanical model which can
be estimated both analytically [4, 7] and numerically [8–
16]. More generally, it is interesting to explore how the
competition between energy and entropy is manifest at
low error rates. For instance, such studies [17] have
shown that certain models with a divergent code distance
such as the Bacon-Shor code [18] do not present a finite
error threshold due to entropic considerations that arise
over the error-correction procedure. Indeed, we hope that
we can develop quantum hardware [19–24] that functions
with error rates far below threshold such that the logical
failure rate of the system decays rapidly as we increase
the number of physical degrees of freedom. To this end
it is important to characterise the energetic and entropic
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FIG. 1: Square lattice surface codes on the torus with two
different orientations. (Left) The square-lattice surface code
with n = 72 and d = 6. A star and plaquette operator are
shown at the top of the figure. A least-weight error is shown
along the red path at the bottom of the lattice. The red line
supports an uncorrectable error of dephasing flips with weight
d/2. (Right) The rotated diamond-lattice surface code with
n = 144 and d = 12. The coloured lines indicate the low-
weight support of different low-weight logical operators, and
the yellow points indicate right turns in the red path.
contribution of the free energy of different quantum error
correction processes to better understand the shortcom-
ings of their performance, and to help us design better
quantum error-correcting codes in the future.
We present new insights into the statistical mechan-
ics of topological quantum error correction by exploring
the following observation, depicted in Fig. 1. The sur-
face code [3, 4], first defined by Kitaev with qubits lying
on the edges of a square lattice has a code distance of
d =
√
n/2 where n is the number of physical qubits in
the system. In contrast, [25–27] the model [28] where
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2the same lattice geometry is rotated by pi/4 [29, 30]
has an increased code distance; d =
√
n. Conventional
wisdom may lead us to suppose that that the rotated
variant of the surface code will have a better qubit econ-
omy than the original square lattice model. However,
to compare these two codes accurately, we must account
for intricate combinatorial effects that emerge over the
error-correction process. In fact, we find that the better
logical error rate of these two models is a complicated
function of their system size and error rate.
In Fig. 2, we summarize the results of the paper on
a diagram that maps out parameter space over system
size and noise strength, indicating which analysis tools
apply to what regimes, and the area of parameter space
where we might prefer to employ the code with the infe-
rior distance. In Sec. II we introduce the surface code, the
error model, the decoding algorithm we use for numeri-
cal studies, and we define the free energy of the quantum
error correction procedure. In Sec. III we study both
models analytically in the limit of low error rate, where
energy dominates entropy and the rotated code outper-
forms the original. We review the failure rate calculation
of the original model [4] in this limit and derive a new
formula for the rotated model. In Sec. IV we use numeri-
cal methods to observe that the two codes behave almost
identically close to the threshold error rate. Remark-
ably, for finite system sizes up to n . 2500, we find that
the unrotated variant of the code has a marginally lower
logical error rate. We also use sophisticated numerical
methods [31, 32] to verify our analysis in the low error
rate regime. In Sec. V we generalise the path counting
calculations for the low error rate regime to gain insight
into the numerical results for finite error rate.
II. ERROR CORRECTION WITH THE
SURFACE CODE
We first describe the surface code, the error model
and the minimum-weight matching decoding algorithm
we use to obtain our results. A detailed description of
these concepts are found in the seminal references [3, 4]
and in recent review articles [5, 6].
A. The surface code
The surface code is defined on a graph embedded on a
topologically non-trivial two-dimensional manifold with
qubits on its edges. Encoded states of the surface code,
|ψ〉, lie in the common +1 eigenspace of elements of its
stabilizer group, S ⊆ Pn, where Pn is the Pauli group
acting on n qubits which is generated by the Pauli oper-
ators Xe, Ye and Ze acting on the qubit of edge e [33].
The stabilizers of the surface code, commonly known as
star and plaquette operators, Sv, Sf ∈ S, are associated
to vertices, v, and faces, f , of the graph. Specifically,
we have star operators Sv =
∏
∂e3vXe and plaquette op-
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FIG. 2: Summary of results. The failure probability P (p, n)
of the two orientations depends on the number of qubits n,
and physical error rate p. Surprisingly, we find at error rates
greater than about half the threshold error rate pth for system
sizes
√
n . 50, that the code with smaller distance outper-
forms the rotated variant due to entropic effects. We hatch
this region in parameter space. We use a number of ap-
proaches to explore the different parts of parameter space that
are shown with different colors in the figure. In Sec. III we find
closed expressions for p→ 0 (green). For large n, these have
the form P (p, n)→ (γ0)
√
npd/2, with γ0 = 2
1√
2 ≈ 1.6325 and
3.4142 ≈ 2 +√2 ≤ γ♦0 ≤
√
27/2 ≈ 3.6742. In Sec. IV we use
Monte Carlo sampling to study the finite error rate regime
numerically (blue). We use the splitting method (red), intro-
duced for topological codes by Bravyi and Vargo in Ref. [32],
to numerically interpolate between the Monte-Carlo studies
and the analytic path counting results which verifies our anal-
ysis in the low error rate regime. Finally, in Section V we in-
troduce an analytical model that can be regarded as a gener-
alisation of the path-counting method that accurately models
a number of features seen in the numerical studies (yellow).
erators Sf =
∏
e∈∂f Ze, where ∂e(∂f) denote the set of
vertices(edges) in the boundary of e(f). See Fig. 1 for
examples of star and plaquette operators.
The logical operators that generate the rotations about
the encoded states of the surface code, Zj (Xj), are the
tensor product of Pauli-Z(Pauli-X) operators supported
along non-trivial cycles of the graph(dual-graph). Ex-
amples of non-trivial cycles of the graph are shown by
colored lines in Fig. 1. Closed cycles of Pauli-operators
that form contractable loops are elements of the stabilizer
group.
Important to our study is the code distance, d which is
the weight of the least-weight non-trivial logical operator.
In this paper, we only consider codes with even distance.
The lattice shown on the left of Fig. 1, i.e. the square-
lattice code, has a code distance d =
√
n/2, and the
lattice on the right, the rotated-lattice model, has code
distance d =
√
n, where n, the code length, is the number
of qubits in the system. Where there is ambiguity, we use
3symbols ‘’ and ‘♦’ to distinguish the square(rotated)
lattice surface codes shown to the left(right) of Fig. 1.
To the best of our knowledge, the first appearance of the
surface code with the square(rotated)-lattice was due to
Kitaev(Wen) in Refs. [3] and [28], respectively.
B. Error model
Stabilizer measurements project local noise onto an en-
coded state that has been acted upon by some Pauli er-
ror. We thus focus our attention on Pauli errors E ∈ Pn.
Given that the surface code identifies Pauli-Z(Pauli-X)
errors separately in an equivalent manner, and the group
Pn is generated by operators Xe and Ze, we can exclu-
sively study Pauli-Z errors that are identified by star op-
erators. An equivalent discussion holds for Pauli-X errors
that are identified by plaquette operators. We therefore
consider errors of the form
E =
∏
e∈Q
Zxee , (1)
where xe = 1 with constant probability p and xe = 0
otherwise. We can concisely write the probability that
an error, E, is drawn from the independent and identi-
cally distributed dephasing noise model pi(E) with the
expression
pi(E) = (1− p)n−wt(E)pwt(E) = (1− p)ne−βwt(E), (2)
where wt(E) =
∑
e xe is the weight of error operator E.
It will also be helpful to denote by piw the probability
that an error of weight w occurs, i.e. piw = pi(E) for
wt(E) = w.
C. The minimum-weight matching decoder
Let |φ〉 = E|ψ〉 be a code state which has suffered error
E. For the surface code, it is helpful to interpret errors
as strings that lie along edges of the lattice. We mea-
sure defects, i.e. stabilizer measurements that return the
−1 outcome, to determine a correction operator C where
CE ∈ S such that C|φ〉 = |ψ〉. The defects from the sta-
bilizer measurements are associated with end points of
error strings. Assuming E is low weight, we seek to find
an operator C that connects pairs of defects via strings
of low weight. We evaluate C with minimum-weight
matching [4, 34, 35]. The algorithm takes a complete
graph where vertices represent defects and the edges are
assigned weights according to the separation of the de-
fects by Manhattan distance. The algorithm returns a
bipartite graph whose edges correspond to a least-weight
correction.
It is instructive to view error correction with the sur-
face code from a homological perspective. Given that C
and E must have the same boundary that is indicated
by the locations of stabilizer defects, the product of CE
necessarily forms a closed cycle on the graph. Error cor-
rection fails if and only if CE produces a non-trivial cy-
cle as this operator will correspond to a logical operator.
Otherwise we have that CE ∈ S such that error correc-
tion does not introduce a logical error to the system. For
an introduction to homology theory see Ref. [36] or Ap-
pendix A of Ref. [37] for an introduction that connects
topological error correction with homology.
D. The entropic contribution to failure rates
We analyse and compare the the logical failure rates of
the square-lattice and rotated-lattice surface codes. We
denote the logical failure probability
P (p, n) =
∑
E∈F
pi(E), (3)
where F is the set of all errors that will cause the logi-
cal failure of a code and we append a superscript  or
♦ symbol where there is ambiguity which model we are
discussing.
By expressing the likelihood of error pi(E) with
wt(E) = w occurring as pi(E) = (1−p)n exp(−βw) where
β = log [(1− p)/p] plays the role of an inverse tempera-
ture, we can express the logical failure rate as follows
P (p, n) = (1− p)n
n∑
w=d/2
Nfail(w)e
−βw, (4)
where the Nfail(w) is the number of weight-w elements of
F . We remark that the summation begins at w = d/2 as
in the model of interest this is the least-weight error that
will cause the minimum-weight matching decoder to fail.
Finally, by defining entropy Sfail = log[Nfail(w)] we have
the logical failure rate in terms of free energy such that
P (p, n) = (1− p)n
n∑
w=d/2
e−βF (w), (5)
where
F (w) = w − Sfail(w)/β, (6)
and the weight of the error w can be regarded as the
energy term of the free energy.
Ubiquitous in the behaviour of physical systems is the
competition between the energy term and the entropy
term of their free energy. For a given β, there will be an
energy 〈w(β)〉 which minimizes the free energy F , and
this dominates the performance P ∼ (1−p)ne−βF (〈w(β)〉).
For two different error correction schemes, the scheme
which has the largest minimum free energy will have bet-
ter performance. As we have already discussed, the dis-
tance of the surface code embedded on the rotated lat-
tice is greater than that of the square lattice model, and
therefore has an energetic advantage. However, the dif-
ference in the performance of the two models becomes less
4clear when the entropy term is also taken into account.
As we summarise below, we use a number of different
methods to compare the entropy for the square-lattice
and diamond lattice surface-code models as a function of
the available number of physical qubits and the physical
error rate.
III. LOW PHYSICAL ERROR RATES
We first consider the regime of asymptotically low error
rate. In this regime we can restrict our consideration to
logical failures caused by errors of minimal weight, d/2.
Specifically, we take the following limit
P low-p(p, n) := lim
p→0
P (p, n) ∼ Nfail(d/2) pd/2. (7)
We now focus on finding analytical expressions for
Nfail(d/2) for each of the models.
A. The square lattice model at low error rates
Path counting has already been well-studied with the
square-lattice variant of the surface code [4, 38] where
the code distance is d =
√
n/2. Logical failures can oc-
cur when the error incident to the system is supported
on at least half of the qubits of a horizontal or a vertical
path through the lattice. There are 2d such paths; we
illustrate one of them in red to the left of Fig. 1. We can
therefore count the number of least-weight errors by mul-
tiplying the number of minimal-weight non-trivial cycles
by the number of error configurations of weight d/2 that
lie on each given cycle. The number of configurations on
a given path is just the binomial coefficient Cdd/2 where
Cab = a!/b!(a− b)!, yielding
Nfail(d/2) =
1
2
· 2d · Cdd/2. (8)
The factor of 1/2 comes from the fact that we have as-
sumed d is an even integer whereby each syndrome will
occur for exactly two possible errors, E1 and E2, such
that E1E2 is a non-trivial logical operator. Supposing
then that the decoder is deterministic, and the correc-
tion operator for the given syndrome is, say C = E1,
then the decoder will decode this syndrome correctly in
half of the instances where this syndrome appears under
the error model. Indeed, on average, half of the times
this syndrome occurs will be due to incident error E1,
and the other half will be due to error E2.
In the limit of large d we can make use of Stirling’s
approximation to obtain Cdd/2 ≈
√
2
pid2
d. Dropping terms
polynomial in n yields the large n expression
Nfail(d/2) ∼ (γ0 )
√
n, (9)
where
γ0 = 2
1√
2 ≈ 1.6325. (10)
B. The rotated lattice at low error rates
It is instructive to compare the rotated code to the
square lattice model in the low error rate regime because
we observe that, although the rotated lattice has an in-
creased distance, d♦ =
√
2d, it also has a considerably
larger number of least weight errors. Indeed, consider
moving from the left point to the right point of the gray
diamond on the lattice on the right of Fig. 1. For a given
starting point in Fig. 1, there are Cdd/2 distinct paths
within the diamond. Given that up to Cdd/2 errors can
be arranged along each path, we find an upper bound
on the number of least-weight errors N♦fail(d/2) on the
rotated lattice to be
√
n · 22
√
n. Before launching into
an involved calculation of N♦fail(d/2) we consider some
general arguments.
We remark that there are also logical error paths of
length d that wrap around a diagonal of the lattice. We
focus only on the paths that wrap horizontally or verti-
cally around the lattice as there are significantly more of
these, and for large n the contribution of the failures due
to d/2 errors lying on these diagonal paths is negligible
by comparison.
This upper-bound over-estimates the number of least
weight errors that will cause a logical failure with the
rotated lattice. To see why this is the case, recall that
we are interested in the number of least-weight errors,
not the number of least-weight paths that can support a
least-weight error.
Some of the paths we have considered in the calculation
so far can overlap, see for instance, the blue and green
paths at the right of Fig. 1. Indeed, with the counting
given above, we have counted an error of weight d/2 that
lies entirely on both the blue path and the green path
twice. In fact, this same error could have appeared on
any of C
d/2
d/4 different paths. Supposing that all the errors
have been over counted C
d/2
d/4 ∼ 2
√
n/2 times, we can lower
bound the number of least weight errors to n1/4 · 23
√
n/2,
where we have divided by the largest possible number of
non-trivial cycles that every error may have come from
by which we may have over counted. To this end, we
anticipate a large n expression for the number of failing
configurations
N♦fail(d/2) ∼ (γ♦0 )
√
n, (11)
where 2.8284 ≈ 2√2 ≤ γ♦0 ≤ 4. In Sec. III C and in
the associated Appendix B we tighten these bounds on
N♦fail(d/2) giving
3.4142 ≈ 2 +
√
2 ≤ γ♦0 ≤
√
27/2 ≈ 3.6742. (12)
These bounds hold for any choice of minimum weight
matching decoder for the rotated lattice, although as we
describe in Appendix A, the path counting performance
of different decoders can vary. We conjecture that the
upper bound is tight for any minimum weight decoder.
5With these ranges of γ0 and γ
♦
0 we compare the two
models by studying the ratio P
♦
low-p/P

low-p ∼ ∆(p)
√
n
where
∆(p) =
γ♦0
γ0
· p d
♦−d
2
√
n .
Written in this form it is clear that in the regime of low p,
∆(p) < 1 meaning that the smaller entropic contribution
of the square lattice compared with the rotated lattice is
not enough to make up for the its smaller distance. We
therefore observe that the toric code on the rotated lat-
tice has a smaller asymptotic logical failure rate than on
the square lattice for the same n. However, this formula
for ∆(p) is greater than one for p > 0.7%, suggesting that
the square lattice could outperform the rotated lattice in
spite of its reduced distance for some values of p below
threshold. Caution must be taken with this conclusion
since we are using path counting results (valid only for
asymptotically small p) to reason about a finite p regime.
In Sections IV and V we analyze the finite p regime nu-
merically and analytically, and find that this crossover
survives for finite size lattices up to n ∼ 2500.
C. Tighter bounds for path counting with the
rotated lattice
We now set out to derive the tighter bounds of Eqn.
(12) for the number of minimum weight failing errors
N♦fail(d/2). To do so, we define a map from each weight-
d/2 error configuration either to a weight-d logical opera-
tor containing the error, or to ‘null’ when no such logical
operator exists. Then we step through each weight-d logi-
cal operator, which can be enumerated straightforwardly,
and count the number of errors in its pre-image. This al-
lows us to enumerate every weight-d/2 error which can
cause a minimum weight decoder to fail, without count-
ing the same error multiple times (as each error is only
in the pre-image of one logical operator).
We start by enumerating all horizontal logical opera-
tors, that we will also be refer to as paths, which pass
through the left and right corners of the gray diamond
depicted to the right of Fig. 1. Note that any minimal
weight path passing through these two points will be in
the gray diamond. We denote the vertices within the
gray area with a coordinate system (x, y) where the ori-
gin lies to the left of the figure and the axes are shown
in white.
The principle insight we use to calculate the number of
least-weight errors that can lead to logical failure is the
characterisation of the paths by the vertices a given path
turns on. Indeed, turns come in two types — left turns
and right turns — where a left(right) turn is a vertex
where the direction of the path changes to move along
the y−axis(x-axis). The right turns made by the red
path in Fig. 1(right) are marked with yellow spots. Left
turns are unmarked.
Given this labeling, we now define a map from a
weight-d/2 error to a horizontal weight-d logical oper-
ators CE containing E. We define the map by imagining
a deterministic decoder that returns a correction C which
contains no right turns. With this particular decoder, we
are able to count the number of errors that give rise to
a particular path uniquely with the following observa-
tion: The path CE contains a right turn if and only if
there is at least one error lying on the path on an edge
adjacent to every vertex that supports that right turn.
We can therefore count the number of least-weight errors
that maps to a particular path by counting the number
of configurations where all right turns of a given path
are adjacent to an edge that supports an error. It is easy
to check that non-trivial cycles of length d are such that
every right turn is preceded by a left turn and vice versa.
We count the number of configurations that lie on a
path with T right turns by first separating the segments
of the path into two sets; those that are adjacent to right
turns and those that are not. We first focus on those
adjacent to the right turns. Each of the T right turns
must have an error on one of its adjacent edges, and we
suppose that 0 ≤ w ≤ wmax ≡ min(T, d/4) of the right
turns support two errors. Of the set of all right turns the
subset of w right turns that are occupied by two errors
can be configured in any of CTw ways. Now, given that
right turns with only one adjacent error can take two
configurations determined by which edge the error lies on,
and the remaining w right turns with both edges occupied
by an error can take only one configuration we find that
the edges adjacent to right turns can take CTw × 2T−w
configurations if w of the right turns have errors on both
of their adjacent edges.
The remaining d/2−w− T errors that lie on the path
can be distributed arbitrarily along the remaining d−2T
edges of the path. We therefore obtain an expression,
#(T, d), for the number of error configurations that give
rise to a path with T right turns using this specialised
decoder. We find
#(T, d) =
wmax∑
w=0
2T−wCTwC
d−2T
d/2−T−w. (13)
It remains to count the number of paths around the
torus with T right turns. We can specify any path of
length d containing t right turns by listing the coordi-
nates of the right turns of the path that lie in the red-
dashed square in Fig. 1. We denote these with coordi-
nates {(x1, y1), (x2, y2), . . . , (xt, yt)} . Every choice of t
coordinates such that xj and yj take integer values and
are strictly increasing (such that 0 ≤ x1 < x2 < · · · <
xt ≤ d/2−1 and 1 ≤ y1 < y2 < · · · < yt ≤ d/2) will spec-
ify a valid path. There are therefore
(
C
d/2
t
)2
length-d
paths with t right turns from (0, 0) to (d/2, d/2).
Finally, to determine the number of paths that include
T right turns exactly we must look to the boundary,
which may also include a right turn. The paths with
an extra right turn will be precisely those which do not
6have x1 = 1 and do not have yT = d/2 − 1. There are(
C
d/2−1
T
)2
such paths with T + 1 turns if we include the
right turn at the boundary. We therefore subtract this
number that accounts for the paths that include an extra
right turn at the boundary. To complete this calculation,
we then add the terms with T right turns including one
on the boundary. These must have T − 1 turns in the
bulk arranged such that x1 6= 1 and yT−1 6= d/2 − 1.
We find there are CT−1d−1 such paths. We therefore ar-
rive at
(
C
d/2
T
)2
−
(
C
d/2−1
T
)2
+
(
C
d/2−1
T−1
)2
different paths
with T right corners. We finally sum over paths with
0 ≤ T ≤ d/2 right turns to obtain at the bound
N♦fail
(
d
2
)
≤ d
d
2∑
T=0
[(
C
d
2
T
)2
−
(
C
d
2−1
T
)2
+
(
C
d
2−1
T−1
)2]
#(T, d) +
+ d · Cdd/2 − 2d2. (14)
The sums pre-factor d accounts for the number of initial
points a path can begin from, where we have considered
non-trivial cycles along both the horizontal and vertical
directions, and the function #(T, d) is given in Eqn. (13).
The term d · Cdd/2 accounts for the errors which can fail
to diagonal paths. Note however that there are d2 er-
rors that have been counted three times that run along
d/2 contiguous edges with a common direction. We have
therefore subtracted 2d2 paths to account for this.
In Appendix B we consider Eqn. (14) in the large n
limit and calculate γ♦0 ≤
√
27/2 ≈ 3.6742 in the expres-
sion N♦fail(d/2) ∼ (γ♦0 )
√
n. It is possible to further tighten
the upper bound in Eq. (14) by making use of the fact
that any minimum-weight decoder must correct at least
one error for a given syndrome, but this does not change
the bound on (γ♦0 ). In the same appendix we also prove
the lower bound γ♦0 ≥ 2 +
√
2 ≈ 3.4142. We believe the
upper bound to be tight.
IV. A NUMERICAL STUDY
Using a low-p approximation we have predicted that
for p & 0.4% it pays to minimise the entropy of the code,
and not its distance. However, this prediction is unreli-
able since it is based on results that only rigorously hold
in the limit p → 0. We next turn to numerical methods
to determine the failure rates of the two models at higher
error rates, up to threshold. In what follows we describe
our simulations. We find that close to threshold, both
models behave almost identically for a given n. This is
in stark contrast with the low-p behavior. Furthermore,
we identify a region where the original lattice marginally
outperforms the rotated model. We find that this region
does not persist for system sizes greater than
√
n ∼ 50 or
for error rates below p ∼ 0.05. We also use the method
due to Bravyi and Vargo [32] to verify our low-p formu-
las given in the previous section. Finally, we fit our data
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FIG. 3: The logical failure rate for the square lattice model
with n = 1152(d = 24), shown in blue, compared with
that of the rotated lattice with n♦ = 1156(d♦ = 34) in yellow,
calculated using η ∼ 108–109 samples. The inset shows the
ratio of the failure rates of the two models, where the ratio
in excess of unity marks the region where the square lattice
model outperforms the rotated model using four fewer qubits.
to a two paramter ansatz, which helps characterise the
behavior of the two orientations for small system sizes.
Our numerical results are summarised in Fig. 2.
Monte-Carlo sampling proceeds by generating η in-
stances of error operators E to estimate
P = 1− prob(CE ∈ S). (15)
where errors E are drawn from the distribution deter-
mined by the error model defined above for a given p,
and the correction operator C is evaluated using the
minimum-weight matching decoder for the syndrome of
each error.
We begin by identifying a point where the original lat-
tice outperforms the rotated lattice. In Fig. 3 we com-
pare the logical failure rates of the unrotated model with
distance d = 24 and the rotated model with d♦ = 34
with Monte-Carlo sampling. We choose these two sys-
tem sizes as they each use a similar number of qubits,
n = 1152 compared with n♦ = 1156. Error bars are
determined according to ∆P =
√
(1− P )P/η where we
collect η ∼ 108–109 samples. In the inset we take the
ratio of the error rates of the two models, P
♦
/P

.
Although the logical failure rate is almost identical for
both models, remarkably, the inset shows that the ratio
exceeds 1 at around p ∼ 5%. Not forgetting that the
two models are equivalent up to their orientation, this
is surprising result given that the original lattice has a
smaller distance and four fewer qubits than the rotated
lattice. We have thus identified a location in parameter
space where the distance is not the determining feature of
the logical failure rates. We mark this area of parameter
space with the hatched region in Fig. 2. It now remains
to explore the extent of this behaviour. In what follows
7*
*
*
* *
*40 45 50 55 60 65 n
-7
-6
-5
-4
-3
-2
-1
log10(P)
5 6 7 8 9 10
40
45
50
55
p/%
n*1/
2
FIG. 4: Monte Carlo data comparing large system sizes of
the original(blue) and rotated(yellow) lattice for error rates
p = 4.5%, 5%, 5.5%, 6%, 7%, 8%, 9%, 10% running from the
bottom fitting to the top fittings. The inset shows the system
size, L∗, where the linear fittings of the two different mod-
els cross for each value of p. These crossing points mark the
top of the hatched region in Fig. 2, above which, the rotated
lattice begins to outperform the original square lattice model.
we look to determine the boundaries of this region in
parameter space.
A. Large system sizes
We next use Monte-Carlo sampling to look at large
system sizes at error rates p & 4.5% to determine the
relative performance of the two models as n diverges.
We find that at system sizes larger than
√
n ∼ 50
the rotated model again outperforms the square-lattice
model. In Fig. 4 we show logical failure rates for system
sizes with 40 . √n . 64 for physical error rates p =
4.5%, 5%, 5.5%, 6%, 7%, 8%, 9%, 10% where the small-
est error rates are shown by the steep straight lines fitting
at the bottom of the figure, and the square(rotated) lat-
tice data and fittings are shown in blue(yellow). Like in
Fig. 3, the data in Fig. 4 shows that the performance of
the two models are almost indistinguishable. The sepa-
ration in the two models becomes more apparent when
p is small. Indeed, the difference in the gradients of the
fittings is appreciable at p = 4.5%, but this difference
rapidly vanishes as p increases.
To determine the smallest system size above which the
rotated model outperforms the square lattice model we
find the system size at which the linear fittings shown in
the graph cross. We mark the crossing points with small
black crosses in the main plot, and the inset shows the
crossing points as a function of p. The crossing points
numerically estimate the location of the top boundary of
the hatched region shown in Fig. 2.
The numerical results that we have described to this
point indicate that, in contrast to the regime of low error-
rates given in the previous section, the behaviour of the
two models is very similar for p ≥ 5% with a region of
parameter space where the square lattice model slightly
outperforms the rotated model. To understand the ex-
tent of the difference between the two models it is illu-
minating to extrapolate the fitting found in Fig. 4 to get
an optimistic sense of the magnitude of the difference
between the two models using our idealised error model.
We use the following Ansatz [39] to fit the data in the
figure
PAnsatz = A(p) exp
(
α(p) log
(
p
pth
)√
n
)
, (16)
where α(p) and A(p) are free parameters that depend on
p and pth. is the threshold error rate. Unsurprisingly, we
find identical threshold error rates
pth. ∼ 0.1035± 0.0002, p♦th. ∼ 0.1035± 0.0002, (17)
for the two models. We evaluate the threshold and we
plot α(p) and log10A(p) for the two models in App. C.
As an example, we extrapolate the fittings found above
with Eqn. (16) at p = 5%. For this error rate we find
log10A
 = −0.61± 0.04, α = −0.323± 0.003,
and
log10A
♦ = −0.47± 0.04, α♦ = −0.335± 0.003.
With this extrapolation we find that number of qubits
at which the logical failure rate of the rotated model is
one half of that of the square lattice model at system is√
n ∼ 116. At this point where we have in excess of ten-
thousand physical qubits operating at an error rate below
half threshold the logical failure rate of the two models
is of the order ∼ 10−12 which is a relevant error rate for
large-scale quantum algorithms [40]. On the logarithmic
scale that we use to measure failure rate, a factor of one
half is relatively inconsequential. Our results thus indi-
cate that, unless we have a very large number of qubits, it
may be more valuable to optimise over factors such as the
performance of the two different models when performing
logical gates [41] instead of code distance at high error
rates below threshold.
B. Low error rates
We now verify the calculations made in the previ-
ous section for low error rates. We adopt the method
of Bravyi and Vargo [32] to probe logical failure rates,
P (n, p0), for low physical error rates, p0, that are in-
tractable by regular Monte Carlo sampling. The method
proceeds by spliting [42] the logical failure rate into a
series of ratios Rj = P (n, pj)/P (n, pj+1) such that
P (n, p0) = P (n, pΛ)
Λ−1∏
j=0
Rj , (18)
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FIG. 5: Logical failure rates obtained using the numerical
method due to Bravyi and Vargo [32] compared with the low
physical error rate bound given in Eqn. (14) as a function
of physical error rate p for system sizes
√
n = 10, 12, . . . , 22.
The inset shows the ratio of the failure rates that we obtained
numerically and the low error rate bound. The convergence
to unity as p vanishes shows good agreement with the approx-
imation.
where P (n, pΛ) is a failure rate that can be easily deter-
mined by, say, Monte Carlo methods. Then, we evaluate
ratios Rj using the acceptance ratio method due to Ben-
nett [31]. The acceptance ratio method expresses Rj as
the fraction of two expectation values that can be eval-
uated efficiently via the Metropolis-Hastings algorithm.
Details of the algorithm and its implementation are given
in App. D.
In Fig. 5 we show the logical failure rates for the ro-
tated model at system sizes
√
n = 10, 12, . . . , 22 to er-
ror rates as low as p = 2 · 10−4. As we explain in de-
tail in App. D, we evaluate each expectation value us-
ing the Metropolis-Hastings algorithm where we propose
N = 109 new trials for each expectation value, and find
that at least ∼ 5·105 different error configurations are ac-
cepted for each calculation for distributions at the lowest
p values we investigate. For larger values of p we find that
as many as ∼ 108 different error configurations of the 109
configurations that are proposed during the Metropolis
Hastings algorithm are accepted for a given expectation
value.
We use the method to compare the data with the low
error rate limit we obtained in Eqn. (14). Our results
show that the data converges onto our limit, thus veri-
fying the predictions made in the previous section. To
better illustrate the convergence of the data, the inset of
Fig. 5 shows the ratio of the numerically evaluated failure
rates and the analytical expression. The inset shows the
ratio P
♦
/P
♦
low-p approaches 1 from above as the physical
error rate vanishes. This behaviour is to be expect as
higher order terms in the logical error rate become less
appreciable as p decreases.
Together with an explanation of the method due to
Bravyi and Vargo, we provide an equivalent analysis us-
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FIG. 6: The function α(p) from the fitting Ansatz using
Monte Carlo samples for p > 0.05 and the splitting method
otherwise. We collect data for system sizes 10 ≤ n ≤ 22 as
shown in Figs. 16 and 17. The square(rotated)-lattice model
is shown in blue(yellow). We observe slow convergence of α to
1/23/2(1/2) for the square(rotated)-lattice models as we have
predicted using the path-counting formulae presented in the
previous Section. We also observe a crossing in the functions
α(p) and α♦(p) at around p ∼ 2%.
ing the square-lattice model in App. D. The compari-
son with the well-established expression for logical fail-
ure rate demonstrates the accuracy of the method at low
error rates.
We finally examine more closely the logical failure rates
as the error rate vanishes. In Fig. 6 we plot the fitting
function α(p) of Eqn. (16) for the two models for sys-
tem sizes in the interval 10 . √n . 22 over an exten-
sive range of p. The logical failure rates for intermedi-
ate error rates for the square-lattice and rotated-lattice
models that have not been presented explicitly so far in
the text are shown in Figs. 16 and 17, respectively in
Appendix. D. The plot shows that α(p) tends towards
1/2
√
2 and α♦(p) tends towards 1/2 as p vanishes, as ex-
pected from the low error rate analysis given previously.
We observe that the values of α(p) for the two models
cross at around p ∼ 2% in Fig. 6 such that the square-
lattice model will outperform the rotated lattice model
if we extrapolate the system size. This is in contrast to
conclusion obtained with the Monte-Carlo analysis where
we study larger system sizes, see Fig. 11. Indeed, we
find that, in fact, α(p) varies slowly with n. As such,
the Ansatz given in Eqn. (16) needs to be modified to
account for the n dependence of the functions A and α.
Here we have implicitly assumed that the drift in these
values is slow in n such that we can use a linear fit for
log10 P in
√
n, provided we only study a small interval of
n, see Figs. 16 and 17.
We finally compare the logical failure rates of the two
models within the smaller system sizes where 10 . √n .
22. Indeed, due to discrepancies in log10A(p), we find
that for system sizes
√
n . 16, the rotated-lattice model
outperforms the square lattice model. We show the val-
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FIG. 7: The system sizes at which the square-lattice model
begins to outperform the rotated-lattice model as n increases.
We also mark
√
n = 10 and
√
n = 22 by black dashed lines to
indicate where the range of system sizes for which we collect
data. These data points mark the lower boundary of the
hatched region shown in Fig. 2. The plot of logA shown
as a function of p between the path-counting regime and the
threshold error rate for the square-lattice model(blue) and the
rotated-lattice model(yellow) is shown in the inset.
ues of log10A(p) in the inset of Fig. 7, where these values
are evaluated using the intersect of the fitting with n = 0
found in Figs. 16 and 17. We mark the points where
the linear fittings for the square-lattice model and the
rotated-lattice model cross in the main plot in Fig. 7.
These data points mark the bottom boundary of the
hatched region, thus completing our numerical estimate
of the location of the boundary of the parameter regime
where the square-lattice model outperforms the rotated
model. It will be interesting to explain the change in
α(p) as n increases throughout the hatched region.
V. MODELING FINITE PHYSICAL ERROR
RATES
In Sec. III, we considered the first-order analytical
approximation for asymptotically low error rate regime
for arbitrarily large system size. Here we generalise path
counting methods to model topological quantum error
correction at intermediate error rates. We will argue that
the following expression
Pmodel =
n∑
l=d
Ncon(l) ξ(p)
l p
l
2 (1− p) l2 , (19)
provides a qualitatively accurate expression for the fail-
ure rate, where Ncon(l) is the number of non-self inter-
secting paths of length l that wrap around the torus. The
model can be interpreted as a statistical mechanics model
of a string wrapping around the torus in the presence of
a ‘background gas’. The ξ(p) term in Eqn. (19) describes
the interaction which can be seen as a ‘negative friction’
term encouraging the string to fluctuate.
A. Upper bounding the failure probability, and
recovering a lower bound of the threshold
The following discussion applies to either orientation
of the surface code on n qubits. As described in Sec-
tion II D, the probability of a logical error is
P (p, n) = (1− p)n
n∑
w=d/2
Nfail(w)
(
p
1− p
)w
, (20)
where Nfail(w) is the number of weight-w elements of the
failing error set F . To obtain a more transparent expres-
sion for P , we need to characterize which bit strings are
contained in F . The product of an error operator and
its subsequent correction, C(E)E, is supported on closed
paths on the lattice in the form of stabilizer operators or
of logical operators. When a failure occurs, at least one
of the closed paths in C(E)E must be non-contractible
– we call the subset of edges that form this single non-
contractible closed path L.
Suppose that C(E)E contains some specific non-
contractible closed path L such that a logical error oc-
curs. It must be that L∩E has weight greater than |L|/2,
since otherwise the minimum weight decoder would have
yielded a lower weight correction C ′(E) = C(E)L, where
L is absent in C ′(E)E. We can use this to help construct
the following bound,
P ≤ (1− p)n
∑
L
|L|∑
u=
|L|
2
n−|L|∑
v=0
C |L|u C
n−|L|
v
(
p
1− p
)u+v
. (21)
The outer sum is over all non-contractible, self-avoiding
closed paths in the lattice. Given such a closed path
L, the inner sums add up the probability that an error
occurs which has support on more than half of the edges
of L. To do this, we divide the lattice into the |L| edges in
the non-contractible closed path L and the n− |L| edges
in its compliment. There are C
|L|
u choices of u edges along
the closed path, and C
n−|L|
v choices of v edges outside it.
The probability of any error configuration with a total
u+ v errors is pu+v(1− p)n−u−v.
It is useful to define Ncon(l), the number of length-
l non-contractible closed paths in the lattice, con-
strained by the requirement that they can have no self-
intersections. We then rewrite the bound as
P ≤ (1− p)n
n∑
l=d
Ncon(l)
l∑
u= l2
n−l∑
v=0
CluC
n−l
v
(
p
1− p
)u+v
,
≤
n∑
l=d
Ncon(l) 2
l p
l
2 (1− p) l2 . (22)
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We have used an explicit computation of the sum over v,
n−l∑
v=0
Cn−lv
(
p
1− p
)v
= (1− p)−n+l , (23)
and we also used the following bound for the sum over u,
l∑
u= l2
Clu
(
p
1− p
)u
≤ 2l
(
p
1− p
)l/2
, (24)
which holds for all l and 0 < p < 1/2.
Our formula in Eqn. (22) for an upper bound on the
failure probability can be used to give a lower bound on
the error correction threshold similar to that in [4]. First,
we use the bound that Ncon(l) < N0c
l (for a constant N0
and with c = 2.638 . . . ). c is the expansion constant for
self-avoiding walks on the square lattice [43]. Then we
use Stirling’s bound to group terms that are exponential
in l. Finally, we find the maximum p below which the
upper bound of P approaches zero for large n.
P ≤
n∑
l=d
Ncon(l, n) 2
l p
l
2 (1− p) l2 ,
≤
n∑
l=d
N0 ·
(
2c
√
p(1− p)
)l
. (25)
For sufficiently large n, the right-hand side will approach
zero with p→ 0 provided that the parenthesis is less than
1 in Eqn. (25). This gives a lower bound on the threshold
of pth > pbound = 0.0373, which is the same as the bound
in Ref. [4].
The sum in Eqn. (22) over-counts in two ways: some
error configurations which are not present in F are in-
cluded, and some error configurations are included more
than once. Indeed, some distributions of u > l/2 in
Eqn. (22) can be associated to several strings, and these
are counted several times. Our goal in the following sub-
sections will be to remove terms from the sum, and to
estimate Ncon(l, n) to get closer to the true value of P .
In doing so, we will lose the guarantee that we overesti-
mate P .
B. Counting closed paths
An important quantity in Eqn. (22) is Ncon(l, n),
the number of length-l, non-contractible, self-avoiding
closed paths on the lattice. In this section we estimate
log[Ncon(l, n)] in the limit of large n as shown in Fig. 8.
1. Number of unconstrained paths
We can gain insight into the behaviour of Ncon(l, n)
by considering a closely related quantity, the number of
unconstrained paths Nunc(l;x, y), which is much easier
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l
n/20.0
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FIG. 8: The logarithm of the number of paths, normalized
by
√
n/2 in the limit of large n. The dashed curves represent
our estimates of Ncon(l, n) and N
♦
con(l, n), and the solid curves
are the exact limit of Nunc(l;x, y) for (x, y) = (
√
n/2, 0) and
(x, y) = (
√
n/2,
√
n/2) as calculated using Eq. (E6). Note
that the two curves asymptotically approach one another for
large l/
√
n/2. The blue and yellow curves are for the square
diamond lattice respectively. The number of constrained
and unconstrained paths match for l = d for both square
and diamond lattice orientations. The black line which both
Ncon(l, n) and N
♦
con(l, n) appear to be approaching is N = c
l
where c = 2.638 . . . is the square-lattice connective constant.
to calculate. We define Nunc(l;x, y) to be the number
of length-l paths from the origin to the coordinate (x, y)
on an infinite square lattice, where the axes are aligned
along the edges of the respective lattices, see Fig. 1.
When l = x+y = d, the path is perfectly tight, and the
function N(l;x, y) can be precisely related to Ncon(l, n)
Ncon(d, n) = 2 · d ·Nunc(d; d, 0), (26)
N♦con(d, n) = 2 ·
d
2
·Nunc(d; d/2, d/2) + d. (27)
To see why these relations hold, first note that
Nunc(d; d, 0) = 1, i.e. there is just one length-d path
from the origin to the point (d, 0). The multiplicative
factor of 2 accounts for the fact that in addition to
the horizontal cycle on the torus, there is also a ver-
tical cycle. The factor of d accounts for translations;
the horizontal path could go through the point (0, j) for
j = 1, 2, . . . d− 1 rather than (0, 0). Similarly, the factor
of d/2 for the rotated lattice accounts for the fact that
the horizontal paths could go through the point (−j, j)
for j = 1, 2, . . . d/2 rather than (0, 0). The additional
constant contribution d for the rotated lattice counts the
non-contractible closed paths which wind simultaneously
both horizontally and vertically around the torus. For
l larger than d, we do not know of any clean relation
like Eqn. (26) and Eqn. (27) between the number of con-
strained and unconstrained paths.
We assume in the following that l is even. To calcu-
late Nunc(l;x, y) we assign an orientation; up, down, left
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or right, denoted {↑, ↓,←,→}, to each of the edges in
the sequence of l contiguous edges on a path from the
origin to the point (x, y). The direction of each edge is
determined by the direction the path follows through the
edge towards its terminal point. Obviously, the differ-
ence between the number of right edges and the number
of left edges must equal x, i.e. n→ − n← = x. Likewise,
the difference between the number of up edges and down
edges must equal y. Again, expressed as an equation
we have n↑ − n↓ = y. By definition, we also have that
n↑+n↓+n→+n← = l. Using these three conditions, we
can rewrite n↓, n→ and n← in terms of n↑ such that
Nunc(l;x, y) =
(l+y−x)/2∑
n↑=y
l!
n↑!n↓(n↑)!n→(n↑)!n←(n↑)!
. (28)
In Appendix E we find a closed form expression for
log[Nunc(l;x, y)], which we plot in Figure 8. Defining
r and θ by x = r cos θ and y = r sin θ expanding the
expression in powers of r/l yields
log[Nunc]
l
= log[4]− r
2
l2
+
(cos[4θ]−3)r4
12l4
+O
(
r6
l6
)
.(29)
This is quite informative as it suggests that for loose
strings where l r the two lattice orientations have the
same Nunc(l). We know that for tight strings, for which
l ≈ x + y, the behaviour of Nunc(l) is very different for
the two lattice orientations. This phenomenon can be
regarded as a way of recovering the Euclidean distance
from the Manhattan distance. Indeed, the degeneracy of
the paths to reach one point from another restores a Eu-
clidean like metric over a square lattice that would oth-
erwise respect the square lattice geometry. We suggest
that this feature is responsible for our numerical results
that show that the logical error rate for both orientations
are similar at threshold.
2. Estimating the number of constrained paths
Although we cannot calculate Ncon(l, n) exactly in the
large n limit, we can estimate it in two stages. First, we
estimate Ncon(l, n) for a sequence of system sizes by ran-
domly sampling unconstrained paths that contribute to
Nunc(l;x, y) and counting what fraction happen to satisfy
the non-self intersection property. Second, we extrapo-
late Nunc(l;x, y) by fitting to a functional form that al-
lows us to estimate the limit for asymptotically large n.
We provide further details in Appendix F. The results
are shown for the square and diamond lattice in Fig. 8.
We summarize some key features.
(i) Ncon(l, n) = 0 for l <
√
n/2 and N♦con(l, n) = 0
for l <
√
n, implying that if the term multiplying
Ncon(l, n) in Eqn. (21) is strongly suppressed when
l >
√
n, then the failure rates will be very different.
(ii) Both Ncon(l, n) and N
♦
con(l, n) approach c
l in the
limit l/
√
n/2 → ∞ from numerical studies [43],
where c ≈ 2.638 is the expansion constant. This
should be contrasted with the unconstrained case
in which Nunc(l;x, y) ∼ 4l. The asymptotic scal-
ing also appears to be reached more rapidly for the
unconstrained paths than for the constrained ones.
(iii) N♦con(l, n) < N

con(l, n) for l =
√
n, and although
our estimates indicate that the two functions cross,
it is hard to conclusively claim this with our data.
C. Estimating the failure probability
Our goal here is to justify and further analyse the
model of Eqn. (19). Note that the rigorous upper bound
in Eqn. (25) dramatically over counts the failure modes,
since many of the Cll/2 ∼ 2l configurations of errors along
a given path are counted multiple times as they are also
found as configurations on other paths. In Eqn. (19), we
have corrected for this by replacing 2l by ξ(p)l. This is
no longer a rigorous bound, but forms a relatively simple
model applicable for all p and arbitrarily large n. There
are two limits of 1 ≤ ξ(p) ≤ 2. The limit ξ(p) = 2 im-
plies that any of the Cll/2 ∼ 2l configurations of errors
along a particular string of length-l will result in a cor-
rection to that specific string. On the other hand, the
limit ξ(p) = 1 implies that every string of length-l is as-
sociated with just a single configuration of errors along
the string.
The intuition for the introduction of the phenomeno-
logical term ξ(p) comes from our analysis of the low er-
ror rate regime in Section III. In that regime, all errors
of a failing configuration lie along the non-contractible
closed path which results after correction, and we were
able to identify precisely which configurations of d/2 er-
rors along a particular length-d path would correct to
that path. We found that all configurations along a
completely straight path resulted in a correction to in-
clude that path, whereas only configurations with errors
in some of the corners of curved paths would do so. From
this perspective, it would make sense to include an ex-
plicit dependence of ξ on l/d, since larger l/d corresponds
to paths with more curves. However, for a given p, the
main contributions to the sum in Eqn. (19) are from a
narrow range of l/d, such that p is essentially a proxy for
l/d.
Away from the low error limit, there are an exten-
sive number of errors that do not lie on the string as
well, that inevitably ’interact’ with the string. Below the
threshold, these errors should generically not prevent a
configuration from failing, although they can result in an
over counting of a failing configuration, since more than
one path of the same length l could have l/2 errors in it.
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FIG. 9: We identify ξ(p) numerically by fitting the data ob-
tained by Monte Carlo and the splitting method across a large
range of p to the model in Eq. (19). We used d = 10 for the
rotated lattice, and d = 14 for the square lattice. The Nncl(l)
were estimated to within 2% accuracy for both models by
sampling, as described in Appendix F. There are some devi-
ations from the expected behaviour, which we expect comes
from small-size effects. For example, the blue curve appears
to be slightly below the expected value of 2 for ξ(0), and the
values ξ(pth) and ξ♦(pth) appear to differ slightly.
1. Identifying ξ(p)
By fitting the model in Eqn. (19) to the data for some
small system sizes, we provide a numerical estimate of
ξ(p) and ξ♦(p)in Fig. 9. We observe a change of be-
havior around p ∼ 1%, above which both orientations
have near identical values of ξ(p) and below which they
diverge. This points to the fact that for low error rates,
the free energy at fixed energy has a higher entropy con-
tribution for the original lattice over the rotated lattice
for the entire range of sting lengths; since both contribu-
tions ξ(p) and Ncon(l) are larger for the original lattice.
For completeness, we estimate the value of ξ(p) in the
limits of p → 0 and p → pth. Keeping only the lowest
order terms in p, and comparing with the large n expres-
sions from Section III,
Pmodel → Ncon(d) ξ(0)d p d2 . (30)
P low-p = (γ0)
√
n p
d
2 . (31)
Comparing these, and given Ncon(d) = 2
√
n/2 ∼ 1
√
n,
N♦con(d) = dC
d
d/2 + d ∼ 2
√
n and assuming that γ =√
27/2 matches the upper bound in Eq. (12), we identify
ξ(0) = 2, (32)
ξ♦(0) =
√
27/8 ≈ 1.8371. (33)
These values are encouragingly close to the values ex-
tracted from the model in Fig. 9.
Near threshold, we expect that the dominant contri-
butions to Eqn. (19) are from terms with l  d. There-
fore, a typical string will be loose (i.e. have a lot of
kinks), and there are ∼ pn ambient errors not on the
string – which implies that many of the configurations of
Cll/2 ∼ el log[2] errors along a given string will not cor-
rect to give that particular string. This implies that near
threshold, we should expect ξ(pth) to be close to 1; this
would correspond to a single string per error configura-
tion. Near the threshold, we also suppose that the sum
is dominated by terms for which the string length is in
the regime Ncon(l, n) ∼ cl for c ≈ 2.638 for both lattice
orientations. Furthermore, since Ncon(l, n) is equal for
both models at threshold and the threshold is the same
for both orientation (since the threshold is a bulk prop-
erty), then ξ(pth) = ξ♦(pth) ≡ ξth since the expression
in Eqn. (19) are otherwise the same for both orientations
Pmodel →
n∑
l=d
(
c ξth
√
p (1− p)
)l
. (34)
Let pc be the value of p at which the parenthesis becomes
one. For p < pc, the parenthesis is less than one, such
that the sum is dominated by small l, for which the as-
sumption that Ncon(l, n) ∼ cl would break down. For
p > pc on the other hand, the exponent is maximized for
large l and the total failure probability will become large.
Solving for pc, we obtain
pc =
1
2
−
√
1
4
− 1
ξ2thc
2
. (35)
The actual threshold value is known to be pth = 10.3%,
which corresponds to ξth ≈ 1.2471. This is close to the
value obtained from the data in Fig. 9.
VI. CONCLUSIONS
We have taken a number of different approaches to
explore the configuration space of errors that can cause
logical failure for the surface code with different lattice
geometries. We have found that, while it pays to opti-
mize the distance of the code, entropic factors can have a
significant effect on the performance of codes at modest
physical error rates.
It will be interesting to explore the entropic contribu-
tion on other codes with improved encoding rates such as
twisted surface codes [44], color codes [45, 46], stellated
color codes [47] and hyperbolic codes [48–52] to deter-
mine how the entropic considerations affect logical fail-
ure rates here. Indeed, one could imagine that codes that
require a reduced number of physical qubits to realize a
code of a given distance may suffer adversarially from
entropic effects. Further, for the system sizes we have
studied, the logical failure rate of the two different codes
are almost indistinguishable until the physical error rate
is an order of magnitude below threshold. We might like
to account for this when we consider the change in dis-
tance of fault-tolerant quantum systems as we perform
logical operations [41].
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It may also be worthwhile studying entropic effects
during fault-tolerant error correction. Correlated errors
that occur during syndrome extraction manifest them-
selves as diagonal bonds during error correction [7, 53].
Extensions of the present work may consider choosing
circuits to minimize these effects. Recently, flag fault tol-
erance [54, 55] has been considered in topological codes
to minimize these correlated errors [56]. One might view
the extra resources used to implement these ciruits as an
additional hardware expense used to reduce logical fail-
ure rates by minimzing the configuration space of errors.
Ultimately, it will be very useful to determine bounds
on the extent to which the physics of quantum error-
correcting codes will permit us to minimize entropic fac-
tors in the logical failure rate to help us to design better
fault-tolerant quantum-computational protocols in the
future.
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Appendix A: Minimum weight decoding with
low-weight errors
Here we make some general comments about mini-
mum weight error correction decoders, which select the
smallest correction given the syndrome. These comments
are particularly relevant for Sec. III where we calculate
bounds valid for the number of failure modes for all
choices of minimum weight decoders.
A minimum-weight matching decoder applies a correc-
tion of minimum weight. However, the minimum-weight
decoder is not fully defined by this rule alone, since
there could be many corrections with the same minimum
weight, and some of them could be logically inequivalent
from one another.
An optimal decoder selects the correction by identi-
fying the most probable equivalence class of errors with
the observed syndrome. In the limit of small p, the most
probable equivalence class of errors is the one with the
most minimum-weight errors.
This allows us to define two minimum-weight decoders
for a given code: The best min-weight decoder applies a
correction from the largest equivalence class of weight
d/2 errors consistent with the syndrome. The worst
min-weight decoder applies a correction from the small-
est equivalence class of weight d/2 errors consistent with
the syndrome. In Table I, we enumerate the number of
minimum-weight errors which cause failures of different
types (vertical or horizontal, or diagonal) for the rotated
lattice. In Table II we show the same for the standard
lattice. We do not separate horizontal and vertical errors
for the rotated code because there can be multiple er-
ror cosets of the same size, and choosing one rather than
another can shift errors between horizontal and vertical
failure modes. There are no minimum weight diagonal
failures for the standard code.
Distance Decoder Horiz. or Vert. Diag.
4 Largest coset 48 8
4 Smallest coset 48 8
6 Largest coset 678 51
6 Smallest coset 822 51
8 Largest coset 8752 264
8 Smallest coset 12144 264
TABLE I: The number of failing errors for the best and worst
minimum weight matching decoders for the rotated code.
Distance Decoder Horiz. Vert.
4 Largest coset 12 12
4 Smallest coset 12 12
6 Largest coset 60 60
6 Smallest coset 60 60
8 Largest coset 280 280
8 Smallest coset 280 280
TABLE II: The number of failing errors for the best and worst
minimum weight matching decoders for the rotated code.
Although there are efficient decoders that take into
account the relative size of cosets [37, 57–62], we do not
attempt to do so in our numerical implementations.
In Sec. III we found bounds for Nfail(d/2) for each
model, where Nfail(d/2) is the sum of the number of hor-
izontal, vertical and diagonal errors. For the standard
model, Nfail(d/2) is independent of the choice of mini-
mum weight decoder as is clear from Table II (and is
also straightforward to prove). On the other hand for
the rotated model, from Table I we can clearly see that
N♦fail(d/2) depends on which minimum weight matching
decoder is used.
In the rest of this appendix section we give an argu-
ment that the decoder we implemented numerically per-
forms close to optimally. First we argue that, since the
minimum weight decoder implemented for our numerical
analysis was chosen without regard to performance, we
can presume that it performs similarly to choosing a cor-
rection at random from the set of corrections consistent
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with the syndrome, i.e. the random minimum weight de-
coder.
Second, we now prove that the random minimum
weight decoder has the same γ as the optimal minimum
weight decoder. To see this, suppose there is a syn-
drome σ, consistent with four different error classes of
size M1(σ) ≥ M2(σ) ≥ M3(σ) ≥ M4(σ). The proba-
bility of the optimal decoder (which applies a correction
from the largest class) succeeding if σ is observed is the
probability the error came from that class
popt(σ) =
M1(σ)
M1(σ) +M2(σ) +M3(σ) +M4(σ)
≥ 1
4
.
The random decoder selected error has a probability sat-
isfying prand(σ) ≤ popt(σ) given explicitly by
prand(σ)=
4∑
j=1
(
Mj(σ)
M1(σ)+M2(σ)+M3(σ)+M4(σ)
)2
≥ 1
4
,
because there will be a probability proportional to Mj
that an error from class j is applied, and then a proba-
bility proportional to Mj that a correction will be applied
(correcting the error). These relations imply that
1
4
popt(σ) ≤ 1
4
≤ prand(σ) ≤ popt(σ) ≤ 1. (A1)
This is true for all σ, which implies the following relations
between the number of minimum weight failing config-
urations for the optimal and random minimum weight
decoders:
1
4
N♦fail opt(d/2) ≤ N♦fail rand(d/2) ≤ N♦fail opt(d/2). (A2)
Appendix B: Bounding γ♦0 explicitly
Here we put explicit bounds on γ♦0 in N
♦
fail(d/2) ∼
(γ♦0 )
√
n.
Upper bound: First we consider the large n limit of the
upper bound for N♦fail(d/2) in Eqn. (14) to upper bound
γ♦0 . First note that we can write Eqn. (14) as
N♦fail(d/2) ≤ N00 −N10 +N11, (B1)
where,
Nab = d
d/4∑
T=0
(
C
d
2−b
T−a
)2 wmax∑
w=0
2T−wCTwC
d−2T
d/2−T−w. (B2)
Using Stirling’s approximation on all the Binomial terms,
and replacing the sum by an integral,
Nab → d
∫ d/4
0
dT
∫ r
0
dw exp[f(T,w, d; a, b)], (B3)
where f(T,w, d; a, b) is given by
(d− 2T ) log
[
d− 2T
d
]
+ (d− 2b) log
[
d/2− b
d
]
+
−2(a− b+ d/2− T ) log
[
a− b+ d/2− T
d
]
+
−2(T − a) log
[
T − a
d
]
− (T − w) log
[
T − w
d
]
+
−(d/2− T + w) log
[
d/2− T + w
d
]
+ T log
[
T
d
]
+
−(d/2− T − w) log
[
d/2− T − w
d
]
− w log
[w
d
]
.(B4)
First we consider the case a = b = 0. For all d, the
function f(T,w, d; 0, 0) is maximized for w = d/18 and
T = 2d/9. We can expand f about its maximum f0 in
powers of δT = (T − 2d9 ) and δw = (w − d18 ),
f0+
∂2f
∂T 2
δT 2
2
+
∂2f
∂T∂w
δTδw+
∂2f
∂w2
δw2
2
+. . . ,
where
f0 =
d
2
log
[
27
2
]
, (B5)
∂2f
∂T 2
= −18
d
= fTT , (B6)
∂2f
∂T∂w
= − 9
2d
= fTw, (B7)
∂2f
∂w2
= −63
2d
= fww. (B8)
For large d, since 1/
√
f ′′ (for all second order differen-
tials with respect to T and w) grows slower with d than
the mean, ef becomes concentrated, and the integral be-
comes a two-dimensional Gaussian in the limit. We can
also extend the limits of the integral without changing
the value, and then calculate it exactly as a standard
multi-dimensional Gaussian integral,
N00→ d·
∫ ∞
−∞
dr
∫ ∞
−∞
dw exp
[
f0+
fTT δr
2+2fTwδTδw+fwwδw
2
2
]
,
=
2pid√
fTT fww − f2Tw
exp[f0],
=
4pid2
27
√
3
exp
(
d
2
log
[
27
2
])
. (B9)
We can treat Nab for general a and b as we did for N00,
although we do not get quite as clean an analysis. As we
are interested in large d and a = 0, 1 and b = 0, 1 we
can take the limit of small a/d and b/d. To lowest order
in a/d and b/d we find that f(T,w, d; a, b) is maximized
for w = d4 (−3 +
√
9− 16T/d + 4T/d) and T = 2d/9 −
56b/(135d)+14a/(15d). Although fTT , fTw and fww can
all be calculated to lowest order in a/d and b/d, the only
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term which contributes to the exponential dependence of
Nab on d is f0. To lowest order in a/d and b/d we find
f0 =
d
2
log
[
27
2
]
− 2b log
[
9
5
]
− 2a log
[
5
4
]
+O(1/d).
Therefore we see that asymptotically, N10 and N11 scale
exponentially with d with precisely the same exponent as
N00 (but with different pre-factors). Hence N00 −N10 +
N11 scales with the same exponent too. i.e., as d→∞:
log
[
N♦fail(d/2)
] ≤ d
2
log
[
27
2
]
+O(log[d]). (B10)
Recalling d =
√
n and by comparison of Eqn. (B10) with
Eqn. (11), we can then read off γ♦0 ≤
√
27/2 ≈ 3.6742.
Lower bound: Now we outline the proof of a lower
bound for γ♦0 . Consider a pair of weight-d/2 errors E,E
′
such that E′ = LE for some logical operator L. Both E
and E′ will have the same sydrome, and therefore any
decoder (which applies a correction based only on the
syndrome) must fail on at least one of the errors. Our
strategy then is to lower bound the number of such pairs,
where all elements of all pairs are unique.
Consider a horizontal path L through coordinate (0, 0)
with T turns as described in Sec. III C. Then consider the
set of all errors such that each right turn has precisely one
error. There are 2TCd−2Td/2−T such errors (corresponding to
the w = 0 term in Eqn. 13). Note that this set of errors
is closed under multiplication by L: each error E in the
set is ’paired’ with the other E′ = LE. Counting these
for all horizontal paths we have the lower bound
N♦fail(d/2) ≥M00 −M10 +M11, (B11)
where
Mab =
d/4∑
T=0
(
C
d
2−b
T−a
)2
2TCd−2Td/2−T . (B12)
We do not include pre-factors of d or vertical or diagonal
errors as we do not seek a very tight bound. In a very
similar argument as used to establish the upper bound,
one can take the large n limit of this sum to give a Gaus-
sian integral which can be evaluated. This leads to
log
[
N♦fail(d/2)
] ≥ d log[2 +√2] +O(d), (B13)
which tells us that γ♦0 ≥ 2 +
√
2 ≈ 3.4142.
This lower bound is likely to be quite loose because
it neglects all those error configurations which have any
doubly occupied right turns.
Appendix C: Monte Carlo data at large system sizes
In this Appendix we analyse the Monte Carlo data to
find threshold error rates of the two models. We find the
d=36
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d=54
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FIG. 10: Threshold fitted for the rotated-lattice model with
system sizes d = 36, 42, 48, 54 using N = 106 samples for
error rates 0.095 ≤ p ≤ 0.104. The threshold value obtained
is pth. = 0.1035± 0.0002.
threshold error rates of these two models to be equiv-
alent up to statistical fluctuations. To determine the
threshold we choose to collect data with error rate very
close to the threshold error rate, pth. ∼ 0.1, which has
been determined previously [4]. We take data points
for 0.095 ≤ p < 0.105 as shown for the diamond lat-
tice model in Fig. 10. We collect data for code distances
d = 20, 24, 28, 32 with the square-lattice model.
We obtain a threshold value for each model by fitting
the data to the function
P = exp(a+ bx+ cx2), (C1)
with x = (p−pth)µ, where a, b, c, µ and pth are constants
to be determined. The fitting parameters are given in
Tab. III.
1. Modelling logical failure rates
With the threshold error rates determined for each
model, we fit to the Ansatz given in Eqn. (16) to deter-
mine α(p) and log10A(p) for each value of p, as presented
in Figs. 11 and 12, respectively. The data for the square-
lattice(rotated-lattice) model is shown in blue(yellow).
 ♦
pth 0.1035± 0.0002 0.1035± 0.0002
µ 0.68± 0.03 0.63± 0.03
a −0.546± 0.005 −0.545± 0.007
b 2.9± 0.2 2.7± 0.3
c −7± 1 −7± 2
TABLE III: Parameters obtained by fitting the data collected
with both the square and rotated model to Eqn. (C1). The fit-
ting is plotted to data for the rotated-lattice model in Fig. 10.
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FIG. 11: The values of α(p) obtained from the data in Fig. 4,
where the data for square-lattice and rotated-lattice models
are shown in blue and yellow respectively. The data is col-
lected for relatively large sizes such that 40 . √n . 64. The
data shows that α(p) is greater for the rotated-lattice model
for physical error rates in the interval pth./2 . p . pth.,
which suggests that if we extrapolate the logical failure rate to
larger system sizes the rotated-lattice model will outperform
the square-lattice model.
It is noteworthy that the data presented in these figures
for large system sizes differs from the values of α(p) and
log10A(p) in Figs. 6 and 7 where the values are deter-
mined using a different interval of system sizes. This
shows that the assumption that α(p) and log10A(p) are
constant in n is not valid in general. We find that the
drift in these functions is slow in n, we thus assume that
it is appropriate to fit a straight line to the data shown in
Fig. 4 provided we restrict to a relatively small interval
of system sizes.
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FIG. 12: Values of log10A(p) for the square-lattice(rotated-
lattice) surface code shown in blue(yellow) presented as a
function of p. Data is collected for system sizes in the in-
terval 40 . √n . 64.
Appendix D: Evaluating failure rates when logical
errors are uncommon
Numerically sampling logical failure rates using stan-
dard Monte-Carlo methods are intractable below p .
pth./2 since the likelihood of the minimum-weight match-
ing decoder decays exponentially as p decreases. It was
the insight of Bravyi and Vargo in [32] to use Bennett’s
acceptance ratio method [31] together with the splitting
method, see eg. Ref. [42], to numerically analyse the log-
ical failure rate of the surface code as the physical error
rate decreases towards the low error-rate regime. Here
we briefly summarise the method of Bravyi and Vargo
that was used to produce the low p numerical results.
The goal is to determine a logical failure rate
P (n, p0) =
∑
E∈F
pi(E), (D1)
where F denotes the subset of errors that cause the de-
coder to fail for some system size n and physical error rate
p0 that is intractable using Monte-Carlo techniques. To
efficiently estimate Eqn. (D1) we first express the quan-
tity of interest as a product of ratios, namely,
P (n, p0) = P (n, pΛ)
Λ−1∏
j=0
P (n, pj)
P (n, pj+1)
. (D2)
For brevity we write ratios Rj = P (n, pj)/P (n, pj+1) for
a sequence of physical error rates pj for 0 ≤ j ≤ Λ.
Shortly, it will also become convenient to define
pij(E) = (1− pj)n−wt(x)pwt(x)j , (D3)
similar to Eqn. (2) to specify the independent and iden-
tically distributed noise models for different error rates
pj where E =
∏n
j=1 Z
xj
j and xj = 0, 1 are elements of
x. Now, supposing P (n, pΛ) can be directly estimated
because, say pΛ lies either in the path-counting regime,
or is suitably high that we can use standard Monte Carlo
methods, provided we have a method to estimate ratios
Rj for some sequence of physical error rates pj we can
make estimates on P (n, p0). We therefore turn to the ac-
ceptance ratio method due to Bennett to evaluate these
ratios.
Bennett [31] showed that we can express the ratios we
are trying to determine as follows
Rj = C
〈g(CAj)〉j〈
g(C−1A−1j )
〉
j+1
, (D4)
where the function g(x) = 1/(1 + x) satisfies detailed
balance, i.e., g(x) = x−1g(x−1), the term C is a constant,
we concisely write the ratio Aj(E) = pij(E)/pij+1(E) and
〈f〉j the expectation value of function f(E) with respect
to errors E drawn from the probability distribution pij
such that
〈f〉j =
1
Z
∑
E∈F
f(E)pij(E), (D5)
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FIG. 13: Generic plot showing 〈g(CAj)〉j in blue and
〈g(C−1A−1j )〉j+1 in yellow plotted for 100 different values of
C between 0 and 1. The crossing point determines C∗.
and Z =
∑
E∈F pij(E) normalises the probability distri-
bution as we condition on errors that cause logical fail-
ures.
We examine Eqn. (D4) to determine a method to find
Rj . In particular we observe that for a particular value
of C = C∗ such that 〈g(C∗Aj)〉j =
〈
g(C∗−1A−1j )
〉
j+1
whereby
〈g(C∗Aj)〉j〈
g(C∗−1A−1j )
〉
j+1
= 1, (D6)
we have that Rj = C
∗. We therefore compare expecta-
tion values 〈g(CAj)〉j and
〈
g(C−1A−1j )
〉
j+1
for different
values of C to determine Rj , see Fig. 13 for a generic
demonstration of this method.
We evaluate the expectation values numerically, i.e.
〈f〉j ≈
N∑
α=1
f(Eα), (D7)
for an arbitrary function f of Pauli error Eα that cause
the decoder to fail where we choose errors according to
the distribution pij(E). We draw error operators Eα from
the correct distribution pij that cause the decoder to fail
using the Metropolis-Hastings algorithm [63] where we
use an error configuration Eα to determine Eα+1.
1. Implementation
The procedure to find Eα+1 in the algorithm we imple-
ment follows two steps. First, given an initial sample Eα
we propose a new error operator E′α by flipping a single
qubit that is chosen uniformly over all the qubits of the
system. Then, we decide to proceed with the proposed
change with probability min(1, pij(E
′
α)/pij(Eα)). Oth-
erwise, we continue with the original sample such that
Eα+1 = Eα. Given that we decide to proceed with E
′
α
5.×10-4 0.001 0.002 0.005 p
-25
-20
-15
-10
-5
log10P
FIG. 14: Numerical data from the splitting method compared
with the Kitaev path counting formula for system sizes L =
8, 10, 12, 14, 16.
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FIG. 15: Splitting method failure rates divided by the Kitaev
path counting formula for system sizes L = 8, 10, 12, 14, 16.
we must then check that the trial error causes a logi-
cal failure. We therefore run the decoding algorithm to
check the new error configuration causes the decoder to
fail. We decide to accept the new error configuration such
that Eα+1 = E
′
α only if the new trial error E
′
α causes a
logical failure. Otherwise we take Eα+1 = Eα.
We propose N = 109 new trials, and find that at least
∼ 5 · 105 different error configurations are accepted for
each expectation value we calculate at distributions at
the lowest values of p. For larger values of p that we ex-
amine using the splitting method we may have as many
as ∼ 108 error configurations that are sampled to deter-
mine expectation values.
To illustrate the precision of our data points we com-
pare the numerical data we collect using this method
to the path-counting formula for the square lattice toric
code. The data is shown in Fig. 14. We observe our
data points converging towards the first order approxi-
mation to the logical failure rate as p→ 0. To show the
convergence more clearly, in Fig. 15 we show the ratio of
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FIG. 16: Logical failure rates presented as a function of
√
n
for the square-lattice model. Gradients and intersections of
the linear fittings are used to calculate the values of α(p) and
log10A(p) shown in Figs. 6 and 7, respectively.
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FIG. 17: Logical failure rates presented as a function of
√
n
for the rotated-lattice model. Gradients and intersections of
the linear fittings are used to calculate the values of α(p) and
log10A(p) shown in Figs. 6 and 7, respectively.
the logical failure rate and the path-counting approxima-
tion, P
K
/P
K
p.c.. The convergence of the ratio towards 1
as p→ 0 indicates the method produces accurate results.
We additionally calculate logical failure rates to deter-
mine α(p) and log10A(p) in Figs. 6 and 7 in the main text
using the method due to Bravyi Vargo for physical error
rates p ≤ 5%. The data we use to find these graphs that
is not displayed in Figs. 5 and 14 are shown in Figs. 16
and 17. For error rates p > 5% we use Monte-Carlo
methods.
Appendix E: Counting unconstrained
non-contractible closed paths
We estimate an asymptotic expression for the number
of unconstrained paths as in Sec. V B 1. We start with
the expression
Nunc(l;x, y) =
(l+y−x)/2∑
n↑=y
l!
n↑!n↓(n↑)!n→(n↑)!n←(n↑)!︸ ︷︷ ︸
exp[B(n↑)]
, (E1)
where n↓ = y + n↑, n← = 12 (l − 2n↑ − x− y) and n→ =
1
2 (l − 2n↑ + x− y).
In order to obtain a closed form approximation for Eqn.
(E1) valid in the large n limit, we use Stirling’s approxi-
mation to estimate,
B(n↑) = l log l − n↑ log n↑ − log(n↑ − y) log[n↑ − y]
− l − 2n↑ − x+ y
2
log
[
l − 2n↑ − x+ y
2
]
− l − 2n↑ + x+ y
2
log
[
l − 2n↑ + x+ y
2
]
+O(log l). (E2)
We now treat l, x, y, n↑ as continuous variables and
expand B(n↑) to second order about its maximum, re-
sulting in a Gaussian sum, with a peak at µ such that
d
dn↑
B(n↑) = 0, and standard deviation σ such that
d2
dn2↑
B(n↑) = −1/(2σ2) evaluated at n↑ = µ. The mean
and standard deviation are given by:
µ =
l2 − x2 + 2ly + y2
4l
, (E3)
and
σ =
√
l4 + (x2 − y2)2 − 2l2(x2 + y2)
8l3
. (E4)
Finally, we replace the sum over n↑ by an integral, and
(since the Gaussian is concentrated far from the domain
boundary) extend the limits to ±∞, to obtain
Nunc(l;x, y) −→
l→∞
∫ ∞
−∞
dn↑ exp
[
B(µ)− (n↑ − µ)
2
2σ2
]
,(E5)
=
√
2piσ2 exp [B(µ)] . (E6)
Substituting into the mean, we obtain a closed form
approximation for Nunc(l;x, y)
log[Nunc]
l
= log[4] + 2 log[l]− l+x+y
2l
log[l+x+y] +
− l+x−y
2l
log[l+x−y]− l−x+y
2l
log[l−x+y]
− l−x−y
2l
log[l−x−y]. (E7)
We plot logNunc(l;x, y) for the two cases of interest
in Fig. 8. The curves for the two relevant orientations
(i.e. (x, y) = (
√
n/2, 0), and (x, y) = (
√
n/2,
√
n/2))
asymptotically approach one another for large l/
√
n/2.
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We can see this clearly by expanding the closed expres-
sion for logNunc(l;x, y) for large l (and fixed r/l < 1,
with r =
√
x2 + y2),
logNunc(l;x, y) = l log[4]− x
2 + y2
l
− (x
2 + y2)2
6l3
+
−2x
2y2
3l3
+O
[
r
(r
l
)6]
. (E8)
Note that r =
√
x2 + y2 is identical for the two lattice
rotations for fixed n, since (x, y) = (
√
n/2, 0) for the
standard lattice, and (x, y) = (
√
n/2,
√
n/2) for the ro-
tated lattice.
Appendix F: Estimating the finite size effects in the
number of non-intersecting closed closed paths
Here we describe how the asymptotic estimates of
Ncon(l, n) and N
♦
con(l, n) were made in Fig. 8 in
Sec. V B 2.
First, for each distance d, a curve Ncon(l, n) for l =
d, d+ 2, . . . , 3
√
n/2 was produced by randomly sampling
among unconstrained closed closed paths and checking
what fraction satisfied the non-intersection constraint.
The logarithm was taken and a smooth interpolation be-
tween the discrete data points was applied to produce a
continuous function of l for each d. Then, from the set
of such curves, for lˆ = l/
√
n/2 values between 1 and 3 in
increments of 0.1, we fit the following finite-size ansatz:
log [Ncon (l, n)]√
n/2
= A(lˆ)− B(lˆ)√
n
log[C(lˆ) · √n], (F1)
where A(lˆ), B(lˆ) and C(lˆ) are fitting parameters. The
value of A(lˆ) is taken to be the asymptotic limit of
log[Ncon]/
√
n/2. The data and the extrapolations are
plotted for the standard lattice in Fig. 18 and for the
rotated lattice in Fig. 19.
This ansatz fits the finite size data well and is addi-
tionally justified by our analytic understanding of the
following non-trivial example which we can analyze ex-
actly. For the rotated lattice at l = d =
√
n, we know
from Sec. III B that,
N♦con
(√
n, n
)
= Cdd/2 =
d!
(d2 )!(
d
2 )!
,
log
[
N♦con (
√
n, n)
]√
n/2
=
√
2
d
log
[
d!
(d2 )!(
d
2 )!
]
,
−→
√
2
d
log
[√
2pid
2pi d2
(
d
e
)d(
d
e
)−d]
,
=
√
2
[
log[2]− 1
2
√
n
log(8pi
√
n)
]
.
This is precisely the form of the ansatz, and the asymp-
totic value
√
2 log[2] = 0.98026 . . . is close to that (0.97)
1.0 1.5 2.0 2.5 3.0
l
n/2
0.5
1.0
1.5
2.0
2.5
3.0
Log[N(l,x,y)]
n/2
FIG. 18: The number Ncon(l, n) of constrained paths around
the torus for d = 4, 6, 8, 10, 12, 14 from light to dark. For each
data point, Ncon(l, n) is found by sampling unconstrained
paths and counting what fraction satisfy the constraints. The
sample size is chosen to obtain 2% accuracy. The red curve
depicts the extrapolated n → ∞ limit by fitting to ansatz
Eq. (F1). The blue curve is the limit for N♦con(l, n) and is
shown for reference. Both extrapolated curves appear to ap-
proach the bound cl, with c = 2.638 (green).
1.0 1.5 2.0 2.5 3.0
l
n/2
0.5
1.0
1.5
2.0
2.5
3.0
Log[N(l,x,y)]
n/2
FIG. 19: As for Fig. 18 but for the rotated torus yielding
N♦con(l, n) for d = 4, 6, 8, 10, 12, 14 from light to dark.
found from fitting to the ansatz for just seven distances
d = 4, 6, 8, 10, 12, 14.
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