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The uncertainty relation based on the quantum estimation theory was investigated by many
authors [1, 2, 4, 5]. It is known that the one-parameter unitary model with a pure reference state,
the Heisenberg-Robertson uncertainty relation and the uncertainty relation by the parameter
estimation have the same form, see for example [2, 4]. In literature, many authors discussed
similarity between two-diﬀerent types of uncertainty relations. In Ref. [5], they showed that
the uncertainty relation for a generic full parameter qudit model can be diﬀerent when derived
from the quantum parameter estimation theory.
1.2 About the present work
In the present work, we set up a specific physical model, a model of one electron in a uni-
form magnetic field and investigate the uncertainty relation of the position of the electron. We
used the parameter estimation of two-parameter unitary model and compare the result to the
Heisenberg-Robertson uncertainty relation. One of the reasons to analyze a specific model is
that it should be worthwhile to have knowledge about the quantum mechanical limit before
designing an experiment to examine any quantum mechanical eﬀect. This work can be a good
example of the use of quantum estimation theory for designing an experiment.
In this model, the Heisenberg-Robertson uncertainty relation of the position of an electron
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(x, y) only yields to the following trivial inequality.
(∆x)(∆y) ≥ 1
2
|⟨[x, y]⟩| = 0. (1.1)
This is because two position operators x and y commute, i.e., [x, y] = 0. More detail about the
Heisenberg-Robertson uncertainty relation is given in Appendix A.2. In the (1.1), ∆x denotes
the standard deviation about x with respect to a state ρ, which is defined by
(∆x)2 = tr [ρ(x − ⟨x⟩)2] = ⟨x2⟩ − ⟨x⟩2, (1.2)
where ⟨x⟩ρ = tr [ρ x] and ⟨x2⟩ρ = tr [ρ x2] . Therefore, ⟨x⟩ρ and ⟨x2⟩ρ are the expectation value
of x and x2, respectively. ∆y is defined in the same way.
We estimate the position of the electron in a uniform field based on the quantum estimation
theory to see if the quantum estimation theory gives the result diﬀerent from the Heisenberg-
Robertson uncertainty relation. We used two kinds of the unitary transformations to estimate
the change in the electron position by the transformations. In one model (Model 1), the unitary
transformation of which generator is the mechanical momentum is used and in the other (Model
2), the transformation with the generator of the canonical (ordinary) momentum is used. In
Model 1, we need only one set of the creation-annihilation operators to describe the model. In
Model 2, however, we need two sets of the creation-annihilation operators. With the thermal
state as the reference state in both Model 1 and 2, we obtained the tighter bounds than (1.1).
In Model 1, when the reference state is the thermal state (mixed state), it turned out that this
model is equivalent to the Gaussian shift model. Therefore, the RLD Cramer-Rao bound gives
a tighter bound than the SLD Cramer-Rao bound does. It turned out that the RLD Cramer-Rao
bound is an achievable bound. When the reference state is a pure state made of the ground
state, Fisher information matrices indicate the transformation be quantum mechanical. This is
because x and y component of the mechanical momentum do not commute.
In Model 2, when the reference state is the thermal state with the assumption that we can
give, or control the average angular momentum, ⟨lz⟩. The shape of the bound depends on ⟨lz⟩
and it shows a discontinuous change at ⟨lz⟩ = 12. At ⟨lz⟩ = 0, the SLD Cramer-Rao bound
is an achievable bound. This result, most likely, results from the infinitely degenerate angular
momentum. This is a good example for showing that the degeneracy in the system makes the
bound more complex. It is quite interesting that a physical quantity such as angular momentum
changes the shape of the bound.
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When the reference state is a pure state made of the ground state, unlike Model 1, Fisher
information matrices indicate the transformation be quasi-classical. This is because x and y
component of the canonical momentum do commute.
1.3 About this thesis
First, in Chapter 1, the quantum estimation theory is reviewed. In Chapter 2, the quantum
estimation method used in the present work is reviewed, following [4]. The present work is




A quantum state (ρ) is positive (ρ ≥ 0) and its trace is (tr ρ = 1), therefore, the set of states is
defined by
S (H ) := {ρ ∈ L (H ) | (i) ρ ≥ 0, (ii) tr ρ = 1}, (2.1)
whereL (H ) is the set of all linear operators onH . We need to define Qunatum Fisher Infor-
mation when there is a family of states M = {ρθ | θ = (θ1, · · · θn) ∈ Θ} ⊂ S (H ). The question
is, how do we define an inner product ⟨·, ·⟩ρ and the score function Dθ,i as in the classical esti-
mation theory? Unfortunately, there is no uniquely well-defined likelihood function in quantum
system. This is because, for example, in a d-dimensional quantum system, operators A, B being
A, B ∈ Cd×d do not commute. We cannot define the multiplication uniquely. Because of this
situation, Quantum score functions were defined as follows, depending on the order of their
acting on the density matrix ρθ.
Definition LLθ, i, LRθ, i, LSθ, i [1, 2, 3]
LLθ, i, L
R
θ, i and L
S
θ, i are defined by the solution to the following equations.
∂ρθ
∂θi
= LLθ,i ρθ , (2.2)
∂ρθ
∂θi






{ρθ, LSθ,i} = 12(ρθL
S





θ, i and L
S
θ, i are called left logarithmic derivative (LLD), right logarithmic derivative
(RLD), and symmetric logarithmic derivative (SLD), respectively. In general, L†θ,i = Lθ,i but
(LRθ,i)





† represents the Hermit conjugate of LRθ,i.
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Definition (⟨·, ·⟩ρ : inner product)
⟨A, B⟩Rρ = tr ρBA†
⟨A, B⟩Lρ = tr ρA†B
⟨A, B⟩Sρ = tr 12ρ {A
†, B} = 1
2
(tr ρA†B + tr ρBA†)
Definiton (Quantum Fisher information)
RLD quantum Fisher information GR(θ) := gRi j(θ) is




and ⟨·, ·⟩HS denotes the Hilbert-Schmidt inner product, ⟨A, B⟩HS = tr [A†B].
∵ tr [ρθLRθ, j(L
R
θ,i)
†] = tr [(LRθ,i)
†ρθLRθ, j] = tr [(ρθL
R
θ,i)
†LRθ, j] = tr [(∂iρθ)
†LRθ, j] = ⟨∂iρθ, LRθ, j⟩HS (2.5)
Similarly, we define two more quantum Fisher information by
gLi j(θ) := ⟨LLθ,i, LLθ, j⟩Lρ = tr [ρθ(LLθ,i)†LLθ, j] = tr [(LLθ,i)†LLθ, jρθ] = ⟨LLθ,i, ∂ jρθ⟩HS = ⟨∂iρθ, LLθ, j⟩HS
gSi j(θ) := ⟨Lθ,i, Lθ, j⟩ρ = tr [12ρθ(L
†
θ,iLθ, j + Lθ, jL
†
θ,i)] = tr [
1
2






{ρθ, Lθ,i}Lθ, j] = tr [(∂iρθ)Lθ, j] = ⟨∂iρθ, Lθ, j⟩HS
GS (θ) := [gSi j(θ)],
GL(θ) := [gLi j(θ)]
GS (θ) is called SLD quantum Fisher information and GL(θ) is called LLD quantum Fisher
information.
It is worth noting the followings.
1. GR(θ), GL(θ), GS (θ) ≥ 0, i.e., they are positive matrices.
GR(θ), GL(θ) are Hermite and complex matrices.
GS (θ) Hermite and real matrix.
2. Since (LRθ,i)
† = LLθ,i, L
L
θ,i can be calculated from L
R
θ,i.










2.1 Estimation of the position
2.1.1 Position and momentum operators
In quantum mechanics, the position and momentum are the self-adjoint operators Q an P which
satisfy the commutation relation,
[Q, P] = QP − PQ = i! (2.6)
where ! is the Planck constant divided by 2π. Hereafter, we use the natural unit system which
gives ! = 1 and c = 1 where c is the speed of light. In the Schrodinger representation, Q = x
and P = −i d
dx
2.1.2 Unitary operator
We consider a unitary operator Uθ on H = L2(R3). Let ψ(r) be a complex function of the






|ψ(r)|2dxdydz < ∞ (2.7)
In Dirac’s notation, ψ(x) = ⟨x |ψ⟩. Then, its state ρ is expressed as ρ = |ψ⟩ ⟨ψ|. When Uθ =
e−iθpx ,
(Uθ ψ)(x) = e−iθpxψ(x) = e−iθ (−i
d









ψ(x) = ψ(x − θ), (2.8)
Therefore, a new state ρθ can be generated from ρ0 = |ψ⟩ ⟨ψ|, ρθ = Uθρ0U†θ .
Let Q and P be the position and momentum operators. In Schrodinger representation, Q = x
and P = −i ddx in one demensional case. The expectation value of Q with respect to the state ρθ
is
⟨Q⟩ρ = tr [ρθQ] = tr [Uθρ0U†θQ] = tr [ρ0U†θQUθ] = ⟨Q⟩0 + θ.
where ⟨Q⟩ρθ = tr [ρθQ] and ⟨Q⟩0 = tr [ρ0Q].
U†θQUθ = Q + θ is derived from (2.8). θ is to be estimated under the assumption that ρ0 is
known. In the situation above, θ is estimated from the measured value of Q − ⟨Q⟩0, that is,
x − ⟨Q⟩0. When the new operator, T = Q − ⟨Q⟩0 is assumed to be unbaised, i.e., ⟨T ⟩ρ = θ, its
variance satisfies ⟨(T − θ)2⟩ρ = (∆T )2 = (∆Q)2. Then, from the uncertainty relation,
⟨(T − θ)2⟩ρ ≥ 14(∆P)2 . (2.9)
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Since the unbiasedness gives ddθ ⟨T ⟩ρ = 1, we have |⟨[T, P]⟩ρ| = 1. Therefore, from the
Heisenberg-Robertson uncertainty relation, ∆T∆P ≥ 12 |⟨[T, P]⟩ρθ | = 12 . By using (2.9), we have




2.1.3 Mixed state (Gaussian state)








(Q − icP) (2.12)
where Q and P are the position and the momentum operators for one dimensional motion,
respectively and c is any real number. Since [P, Q] = i =
√−1 holds, A† and A satisfies the
commutation relation,
[A, A†] = AA† − A†A = 1 (2.13)
Hamiltonian of a harmonic oscillator H is known to be expressed as
H = aP2 + bQ2 (2.14)
with the constants a and b.
The coherent state |z⟩ is defined as an eigenvector of A, i.e., A |z⟩ = z |z⟩.







2κ2 |z′⟩ ⟨z′| d2z′, (2.15)
where κ is a positive real number and |z⟩ is the coherent state. Let the initial state, or the
reference state be ρ0 = S κ,z. By the definition of the coherent state, A |z⟩ = z |z⟩ and ⟨z| A† =
⟨z| z∗, the expectation and variance of Q, P are obtained as follows. (The calculation is given in
Appendix B.)
(∆Q)2 = tr [ρ0(Q − ⟨Q⟩ρ0)2] = c2(1 + 4κ
2). (2.16)
(∆P)2 = tr [ρ0(P − ⟨P⟩ρ0)2] = 12c (1 + 4κ
2). (2.17)
When ρ0 = S κ, zɼρθ = Uθ ρ0U†θ is expressed as
ρθ = S κ, z+θ/√2c. (2.18)
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(2.16) and (2.17) give ∆Q∆P = 12 (1+4κ
2). When κ > 0, ∆Q∆P cannot achieve the lower bound
of ∆Q∆P ≥ 12 .
2.2 Parameter estimation
2.2.1 One-parameter estimation
A quantum statistical model is a family of quantum states M = {ρθ | θ ∈ Θ}. Suppose we have










⟨T ⟩ρ = Re(Lθ,T − t)θ
where (X,Y)θ = ⟨Y, X†⟩ρ = tr [ρθYX†].
With using Schwartz’s inequality,




⟨T ⟩ρ = 1 (T unbiased),
Re(Lθ,T − θ)θ = 1. (2.21)
We define G(θ) by
G(θ) = ⟨Lθ, L†θ⟩ρ = tr [ρLθL†θ] (2.22)
Then, from (2.22) and (2.21), (2.20) is
∴ ⟨(T − θ)2⟩ρ ≥ 1G(θ) . (2.23)
(2.23) is called the quantum Cramer-Rao inequality, since it has a very similar form of the
(classical) Cramer-Rao inequality.
If ρθ can be expressed as ρθ = eiθXρ0e−iθX with a Hermite operator X, then with Lθ = −2i(X −
⟨X⟩ρ), equation (2.19) holds. If Lθ = −2i(X − ⟨X⟩ρ), we have
G(θ) = tr [ρθLθL†θ]




⟨(T − θ)2⟩ρ ≥ 14(∆X)2 . (2.24)
When X = P, this is equivalent to (2.9). The current result, the result by the one-parameter
quantum estimation gives the same result that the Heisenberg-Robertson uncertainty relation
gives.
If Lθ (Lθ = L†θ), as defined earlier, Lθ is SLD at a point θ. SLD, L
S
θ of a family of quantum













⟨(T − θ)2⟩ρ = (∆Q)2 = c2(1 + 4κ
2) = 1/GS (θ). (2.27)
This is identical with (2.16). ⟨(T − θ)2⟩ρ = 1/GS (θ) holds.
Summary
The result by the one-parameter quantum estimation gives the same result that the Heisenberg-
Robertson uncertainty relation gives.
2.2.2 Two-parameter estimation
Consider an unbiased estimator T = (T1, · · · ,Tn). The ( j, k) component of the mean square
error (MSE) matrix Vθ is defined by
[Vθ] j, k = ⟨(T j − ⟨T j⟩ρθ)(Tk − ⟨Tk⟩ρθ)⟩ρθ (2.28)
The expectation value of estimator is
(⟨T1⟩ρθ , · · · , ⟨Tn⟩ρθ). (2.29)
The SLD Cramer-Rao inequality Vθ ≥ (GS (θ))−1 holds and the RLD Cramer-Rao inequality
Vθ ≥ (GR(θ))−1 holds.
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where Uθ1 = e−iPθ
1 and Vθ2 = eiQθ
2 . When ρ0 = S κ,z, we obtain ρθ =
S κ,z+(θ1+iθ2)/√2c.
When we estimate θ1 only, T1 = Q − ⟨Q⟩(0,θ2) is the optimal estimator. When we estimate θ2
only, T2 = P−⟨P⟩(θ1,0) is the optimal estimator. For this model, with using the mean square error
(MSE) matrix Vθ, the RLD Cramer-Rao inequality which gives the tight bound is expressed







The calculation of (GRθ )
−1 is given in Appendix C.3. We evaluate the inequality to derive the
bound, or the uncertainty relation. Let c = 1 for simplicity. Then, by the same way used in
Appendix D.6.4, we have
(Vθ, 11)(Vθ, 22) ≥ 14(1 + 4κ
2 + 1)2 = (1 + 2κ2)2
By definition,
Vθ, 11 = (∆T1)2 = (∆Q)2, (2.30)
and
Vθ, 22 = (∆T2)2 = (∆P)2. (2.31)
Therefore,
(∆P)2(∆Q)2 ≥ (1 + 2κ2)2
(∆P)(∆Q) ≥ 1 + 2κ2 > 1 (2.32)
In the meantime, from the Heisenberg-Robertson uncertainty relation, we obtain
(∆P)(∆Q) ≥ 1
2
|⟨[P, Q]⟩| = 1
2
(2.33)
The uncertainty relation by the two-parameter estimation is larger than that by the Heisenberg-




Uncertainty relation from parameter
estimation of the position of an electron in
a uniform magnetic field
3.1 Hamiltonian (! = 1, c = 1)




(p⃗ + eA⃗)2. (3.1)
where m and −e are the mass and the charge of electron (e > 0), respectively. A⃗ is the vector
potential.
We will investigate the uncertainty relation of an electron motion in a uniform magnetic field





, 0). With a new vector variable, π⃗ = p⃗ + eA⃗,




y + p2z ). Since z componet solution is a plane wave solution, we will consider the







By using two independent sets of creation-annihilation operators, a, a† and b, b† [7], it is known
that Hamiltonian H, z component of the angular momentum lz, πx, πy, px, py, x, and y can be
expressed as

























{(a† + a) + (b† + b)}, (3.9)
y = − iλ
2








. The derivation of this expression is
given in Appendix D.1
3.2 Estimation of the position
3.2.1 Setup of the unitary transformations and the reference states
Setup of the unitary transformations
In order to create the unitary operators for the purpose of the position estimation, we have
two choices. One is the transformation generated by the mechanical momenta, πx and πy.
The other is that generated by canonical momenta, px and py. Below, we see that these two
transformations can be used for the position estimation. Hereafter, we call the models generated
by πx and πy and by px and py as Model 1 and Model 2, respectively.
Model 1
First, we consider the unitary transformation with the generators, πx and πy. The expectation
value of x with respect to ρθ, ⟨x⟩θ is ⟨x⟩θ = tr [ρθx]. Therefore,








By the definition of πx and πy, eiθ




1(px− eB2 )yx e−iθ
1(px− eB2 )y













From [x, px] = i and from Baker-Campbell-Hausdroﬀ formula,
eBAe−B = A + [B, A] +
1
2!




1px = x + [iθ1px, x] = x − iθ1 (i) = x + θ1 (3.12)
Therefore,
⟨x⟩θ = tr [eiθ1πx x e−iθ1πxρ0]
= tr [(x + θ)ρ0]
= ⟨x⟩0 + θ
We can obtain θ by measuring x to get ⟨x⟩θ − ⟨x⟩0.
We can show that the same is true for y. Therefore, for the estimation of the position x and







Next, we consider the unitary transformation with the generators, px and py.







From (3.12), the unitary transformation eiθ1px xe−iθ1px is
eiθ
1px x e−iθ
1px = x + θ1. (3.14)
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Then, we have
⟨x⟩θ = ⟨x⟩0 + θ.






Comparison between Model 1 and Model 2 in respect to the estimation eﬃciency
From (3.5) (3.6) (3.7) (3.8) (3.9) and (3.10), πx, πy, px, and py can be expressed by a, a† and




in πx. The same is true for πy and py. As can be seen in the section 3.2.5, this diﬀerence in the
coeﬃcients makes Model 1 better than Model 2 in terms of the quantum estimation. With the
same changes in θ1 and θ2, Model 1 moves twice as much as Model 2 does. Therefore, we can
say that the estimation eﬃciency is better for Model 1.
Setup of the reference states
Here are the definition of the four reference states. They are a tensor product of two pure states,
a tensor product of pure state and mixed state, and a tensor product of mixed state and mixed
state. By adding more noisy state, mixed state
Reference state 0 : ρ(0)0 = |0⟩a ⟨0| ⊗ |0⟩b ⟨0|
Reference state 1 : ρ(1)0 = ρ0, a ⊗ |0⟩b ⟨0|
Reference state 2 : ρ(2)0 = ρ0, a⊗ρ0, b (Model 1 : κ → 0, Model 2 : κb → 0 after Fisher information
matrices are evaluated.)
Reference state 3 : ρ(3)0 = ρ0, a ⊗ ρ0, b
where








In the following, we focus on the reference state 3, first.
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3.2.2 Two-parameter unitary model generated by mechanical momenta
πx and πy : Model 1







where ρ0 is the reference state. Since ρ0, b does not play any role in Model 1, we can omit ρ0, b.
By using the relationships (3.5) and (3.6), we can see that the unitary transformations above
depend on a† and a only.
As the reference state ρ0, we first examine when the reference state is the mixed state, the
thermal state. The thermal state is
ρ0 = Z−1β e
−βH,
where Zβ = tr [e−βH] =
e− 12βω








2κ2 |z⟩ ⟨z| d2z,
where 2κ2 =
e−βω
1 − e−βω is a parameter related to the temperature, and |z⟩ is the coherent state
defined by the annihilation operator, a as a |z⟩ = z |z⟩. The equivalence between the thermal
state and the Gaussian state is given in Appendix D.3.
With the observations above, we confirm that the statistical model (3.15) is identical to the
well-known Gaussian shift model [3, 2]. For this model, it is known that RLD Cramer-Rao
inequality gives an achievable bound [3, 4]. Since the model (3.15) is a unitary model, GR(θ)
does not depend on θ, i.e., GR(θ) = GR(0) =: GR. The inverse of the RLD Fisher information




⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (3.16)
The calculation of Z matrix, RLD and SLD Fisher information matrices are given in Appedix
19






(LSθ, i ρθ + ρθL
S
θ, i) (3.17)
LS , i0 =
∑
j
gS , jiLS0, j , (3.18)






The RLD Cramer-Rao inequality for any unbiased estimators is
Vθ ≥ (GR)−1, (3.20)
where Vθ = [Vθ, i j] is the mean square error matrix. From the RLD Cramer-Rao inequality and
(3.16), we have the following inequality.
{Vθ, 11 − λ
2
4
(1 + 4κ2)}{Vθ, 22 − λ
2
4




The derivation of this inequality is given in Appendix D.6.4.
As is the case with the RLD Fisher information, the SLD Fisher information, GS (θ) does not
depend on θ, i.e.,(GS (θ))−1 = (GS (0))−1 =: (GS )−1, because the model (3.15) is a unitary model.




⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 00 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = Re [(GR)−1], (3.22)
where Re A = (A + A∗)/2 denotes the real part of a matrix A.






⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1 i1+4κ2− i1+4κ2 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Z matrix is




⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∴ Z(θ) = (GR)−1
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From Z(θ) = (GR)−1, it turns out that this model is a D-invariant model introduced by Holevo
[2]. (3.21) gives an achievable bound. [8]
The SLD Cramer-Rao inequality, Vθ ≥ (GS )−1 gives








Figure 3.1 shows the RLD Cramer-Rao bound (3.21) and the SLD Cramer-Rao bound above
for the temperature parameter 4κ2 = 4. The shadowed region is the uncertainty relation given
by the RLD Cramer-Rao bound. As shown in Figure 3.1, the RLD Cramer-Rao bound is the
tight, because this model is D-invariant. In fact, the RLD Cramer-Rao bound gives an achiev-
able bound. [10] Figure 3.2 shows the Cramer-Rao bounds for the diﬀerent 4κ2, 4κ2 = 2,
respectively. The SLD and RLD Cramer-Rao bounds move away from the origin= (0, 0) as 4κ2















Figure 3.1: Uncertainty relation based on the RLD and SLD Cramer-Rao bounds for 4κ2 = 4.
The shadowed region is the uncertainty relation given by the RLD Cramer-Rao bound.
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Figure 3.2: Uncertainty relation based on the RLD and SLD Cramer-Rao bounds for 4κ2 = 2.
The shadowed region is the uncertainty relation given by the RLD Cramer-Rao bound.
3.2.3 Two-parameter unitary model generated by canonical momenta px
and py : Model 2 with the reference state 3
Two-dimensional electron state with a constant angular momentum
In the next section, we use an alternative set of parameters to estimate the position of electron
(x, y) by the parameter estimation of θ = (θ1, θ2) in the two-parameter unitary model generated
by px and py. We first set up the reference state for our state of interest, one electron in a
uniform magnetic field B⃗ with a constant ⟨lz⟩, where ⟨lz⟩ is the expectation value of angular
momentum lz. Therefore, we take the reference state ρ0 as
ρ0 = Z−1β, µe
−βH+µlz ,
where
Zβ, µ = tr [e−βH+µlz].
The parameter µ is the chemical potential, or Lagrange multiplier. We regard ⟨lz⟩ as one of the
control parameters we can give.
Since the two sets of operators, a, a† and b, b† act on the two diﬀerent Hilbert spaces and
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since we have the relations (3.3) and (3.4), we can define the reference state ρ0 as















2κ2b |z⟩b b⟨z|d2z, (3.25)
2κ2a =
e−(βω+µ)
1 − e−(βω+µ) , (3.26)
2κ2b =
eµ
1 − eµ , (3.27)
a |z⟩a = z |z⟩a , (3.28)
b |z⟩b = z |z⟩b . (3.29)
The expectation value of lz with respect to ρ0, ⟨lz⟩ is
⟨lz⟩ = 2κ2a − 2κ2b. (3.30)
From (3.26), (3.27), and (3.30), we have
t(2κ2a)
2 + (t⟨lz⟩ − 2)2κ2a − 1 − ⟨lz⟩ = 0. (3.31)

















⟨lz⟩2 + 4(t + 1)t2 . (3.33)
Figure 3.3 shows µ as a function of ⟨lz⟩ at βω = 0.1, 1, and 5 from top to bottom. µ as a
function of ⟨lz⟩ becomes closer to a step function as βω increases, i.e., the temperature becomes




Next, with using (D.6.7), (3.9), (3.10), and (3.23), ∆x and ∆y with respect to the state ρ0 are
calculated as
(∆x)2 = (∆y)2 =
λ2
2






(1 + 2κ2a + 2κ
2
b). (3.36)
The detailed calculation is given in Appendix D.6.7.
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Figure 3.3: The chemical potential µ as a function of ⟨lz⟩.
Unitary model : Model 2
For Model 2, we use the two-parameter unitary model generated by px and py. As in (3.15), the

















(θ1 − iθ2). Appendix D.2 gives the detailed explanation.
RLD Fisher information
The RLD Fisher information is




































1 + 2κ2a + 2κ2b
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝2κ2a + 2κ2b + 8κ2aκ2b i (2κ2b − 2κ2a)−i (2κ2b − 2κ2a) 2κ2a + 2κ2b + 8κ2aκ2b
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (3.40)
From the RLD Cramer-Rao inequality, Vθ ≥ (GR(θ))−1,
(Vθ, 11 − gR, 11)(Vθ, 22 − gR, 11) ≥ λ4( 2κ
2
a − 2κ2b
1 + 2κ2a + 2κ2b
)2 (3.41)
where
gR, 11 = [(GR)−1]11 = λ2





1 + 2κ2a + 2κ2b
. (3.42)
SLD Fisher information




























2 + 4κ2a + 4κ2b
(1 + 4κ2a)2(1 + 4κ2b)2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝(1 + 4κ2a)(1 + 4κ2b) i (4κ2b − 4κ2a)−i (4κ2b − 4κ2a) (1 + 4κ2a)(1 + 4κ2b)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (3.45)
Then, Z(θ) = (GS )−1G˜S (GS )−1 is
Z(θ) =
λ2
1 + 2κ2a + 2κ2b
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 12 + 2κ2a + 2κ2b + 8κ2aκ2b i (2κ2b − 2κ2a)−i (2κ2b − 2κ2a) 12 + 2κ2a + 2κ2b + 8κ2aκ2b
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (3.46)
Since Z(θ) ! (GRθ )
−1, Model 2 is not D-invariant. [8]
From the Cramer-Rao inequality, Vθ ≥ (GS )−1,
Vθ, 11 ≥ gS , 11, Vθ, 22 ≥ gS , 22 = gS , 11. (3.47)
where
gS , i j = [(GS )−1]i j. (3.48)




The relation between gS , 11 and gR, 11 is






1 + 2κ2a + 2κ2b
> 0. (3.50)
∴ gS , 11 > gR, 11 (3.51)
Therefore, both the RLD and the SLD Cramer-Rao inequalities need to be incorporated to the
uncertainty relation in general. Below we look into this observation in detail.
First, we find out the condition for (GS )−1 − (GR)−1 being positive. From (3.44), (3.40), and
(3.50), we obtain
(GS )−1 − (GR)−1 = ∆g
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1 2i ⟨lz⟩−2i ⟨lz⟩ 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (3.52)
Therefore, (GS )−1 ≥ (GR)−1 is true if and only if |⟨lz⟩| ≤ 12 . Therefore, if and only if |⟨lz⟩| ≤ 12
holds, the SLD Cramer-Rao bound (3.47) defines a tighter bound.
In the other case, |⟨lz⟩| > 12 , however, there is no ordering between the RLD and SLD Fisher
information matrices in terms of the matrix inequality. This means that both inequalities provide
the uncertainty relation. Figure 3.4, 3.5, and 3.6 shows examples of the bound given by the
current analysis for ⟨lz⟩ = 1, 12, and 0.1 respectively. The upper bounds in the figures are given
by Z matrix, because it is known that the Z matrix provides the upper bound. [10]
Since gS , 11 > gR, 11, the RLD and SLD Cramer-Rao bounds have two intersection points.
Let the position of one of the intersection points be (VR−S11 , g
S , 11) which is marked as the dot
in Figure 3.4. If |⟨lz⟩| > 12 holds (Figure 3.4), the bound is defined by both of the RLD and
the SLD Cramer-Rao bounds. The RLD Cramer-Rao bound defines the bound in the region,
gS , 11 < λ−2V11 < VR−S11 and the SLD bound defines at λ
−2V11 = gS , 11 and at λ−2V22 = gS , 11.
When |⟨lz⟩| = 12 (Figure 3.5), the RLD Cramer-Rao bound touches at the corner of the SLD
bound and when |⟨lz⟩| = 0.1 < 12 , the RLD Cramer-Rao bound and the SLD Cramer-Rao bound
no longer have intersections.
We define ∆VR−S by ∆VR−S = VR−S11 − gS , 11 (Figure 3.5 ). Then, ∆VR−S is
∆VR−S = ∆g(4⟨lz⟩2 − 1). (3.53)
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Figure 3.4: The uncertainty relation based on the SLD Cramer-Rao bound, RLD Cramer-Rao
bound, and Z matrix for 2κ2a = 2, 2κ2b = 1, ⟨lz⟩ = 1. Z matrix defines the upper bound.
λ−2V11 < ∆VR−S , RLD bound defines the lower bound, because RLD Cramer-Rao bound is
above SLD Cramer-Rao bound. Otherwise, SLD Cramer-Rao bound defines the lower bound,
because SLD Cramer-Rao bound is above RLD Cramer-Rao bound.
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Figure 3.5: The uncertainty relation based on the SLD Cramer-Rao bound, RLD Cramer-Rao
bound, and Z matrix for 2κ2a = 1.5, 2κ2b = 1, ⟨lz⟩ = 12 . RLD Cramer-Rao bound touches at the
corner of the SLD Cramer-Rao bound, because ⟨lz⟩ = 12 .
RLD Z SLD







Figure 3.6: The uncertainty relation based on the SLD bound, RLD bound, and Z matrix for
2κ2a = 1.1, 2κ2b = 1 ⟨lz⟩ = 0.1 < 12 . RLD bound is lower than the SLD bound, because ⟨lz⟩ < 12 .
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Figure 3.7 shows ∆VR−S as a function of ⟨lz⟩ at three diﬀerent βω’s. When |⟨lz⟩| < 12 , ∆VR−S isβω 0.1 βω 1 βω 5







Figure 3.7: ∆VR−S as a function of ⟨lz⟩.
negative (3.53), i.e., the RLD Cramer-Rao bound stays always lower than the SLD Cramer-Rao
bound. This is consistent with (GS )−1 ≥ (GR)−1 when |⟨lz⟩| ≤ 12 . With larger βω, i.e., at lower
temperature, the possible ranges of VR−S11 and V
R−S
22 defined by the RLD Cramer-Rao bound
become larger at the same ⟨lz⟩.
Finally, we briefly discuss achievability of the above uncertainty relation. With using the Z(θ)
defined by (3.19), it is known that the SLD Cramer-Rao bound is (asymptotically) achievable if
and only if Im Z(θ) = 0 [8]. In our model, this is equivalent to ⟨lz⟩ = 0. When ⟨lz⟩ ! 0, neither
the RLD Cramer-Rao bound nor SLD Cramer-Rao bound is even asymptotically achievable.
This is because this model is not D-invariant. (From Eq. (3.49), we have Z110 = g
S , 11 ! gR, 11. )
Therefore, the uncertainty relation in this paper is not tight, except for the special choice of the
parameter, ⟨lz⟩ = 0.
3.2.4 Analysis with pure state and pure state-Gaussian state combination
reference state: Model 1 and 2
In the previous sections, we see that Model 1 is D-invariant. We also see that Model 2 is not
D-invariant and has a complicated bound when their reference states are the thermal state. The
thermal state is equivalent to the reference state 3 : ρ(3)0 = ρ0, a ⊗ ρ0 b defined in the section
3.2.1. To investigated the bounds of these models more in detail, we use the reference state
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0 and 1 also defined in the section 3.2.1 as the reference states. They have pure state instead
of combination of mixed states. We expect that the diﬀerent reference states will give us more
insight into the results in the previous sections. The reference state 2 is the same as the reference
state 3 except for taking the limit after we obtain (GR)−1, (GS )−1 and Z. The reference 2 includes
taking the limit of κ → 0 (Model 1) or κb → 0 (Model 2) after the evaluation of (GR)−1, (GS )−1
and Z with respect to the reference state 2. (We expect ρb → |0⟩b ⟨0| when κb → 0. )
The tables below show the (GR)−1, (GS )−1 and Z for the reference states 0 to 3 and for Model
1 and 2. The derivation of (GR)−1, (GS )−1 and Z is given in Appendix E.
Table 3.1: Model 1











⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ24
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 00 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ24














⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ24
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 00 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ24
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Table 3.2: Model 2














⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ22 11 + 2κ2a
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2a −i 4κ2ai 4κ2a 1 + 4κ2a
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠




⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ22 1 + 4κ2a1 + 2κ2a
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 00 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ λ22 11 + 2κ2a
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2a −i4κ2ai4κ2a 1 + 4κ2a
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
ρ(3) (3.40) (3.44) (3.46)
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3.2.5 Discussion
It is worth noting that there is a diﬀerence in the coeﬃcients of (GS )−1 and Z for the reference
state 0 of Model 1 and Model. The coeﬃcient of Model 1 is
λ2
4




is given in Appendix D.1, πx, πy and px, py have a diﬀerence of factor of
1
2













(b − b†) + 1
2iλ
(a − a†)





This diﬀerence makes the diﬀerence between Model 1 and 2 regarding the coeﬃcients (GS )−1
and Z for the reference 0. Since Model 2 has a larger factor, we can say that Model 2 gives the
worse estimation of Quantum estimation point of view.
Reference state 0 ρ(0) : Model 1
(GS )−1 ! Z indicates that (GS )−1 should not be a good bound. We need both (GS )−1 and Z
matrix to defined the bound. Figure 3.8 shows the bounds given by (GS )−1 and Z matrix.
Reference state 0 ρ(0) : Model 2
In this case, (GS )−1 = Z. Therefore, (GS )−1 gives an achievable bound. Figure 3.9 shows the
SLD Cramer-Rao bound which is achievable. The reference state 0 for Model 2 corresponds to
the result of the reference state 0 ρ(2) : Model 2 with the limit of κa, κb → 0. We also know
that [LS1 , L
S




2 can be diagonalized simultaneously which is
why (GS )−1 gives an achievable bound and also makes (GS )−1 = Z. The proof of [LS1 , L
S
2 ] = 0 if
κa = κb is given in Appendix F. This is completely diﬀerent with the result of the reference state
0 ρ(0) : Model 1 shown in Figure 3.8, because in that case, the generators of the transformation,
πx and πy do not commute and this case is quantum mechanical.
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Figure 3.8: SLD and Z matrix bounds for the reference state 0 : Model 1
SLD








Figure 3.9: SLD bound for the reference state 0 : Model 2. SLD is an achievable bound.
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Reference state 1 ρ(1) : Model 1
As it has been already mentioned in the previous section, (GR)−1 = Z. RLD Cramer-Rao bound
is achievable. When κ → 0, (GS )−1 and Z of the reference state 1 are the same as those of the
reference 0.
Reference state 1 ρ(1) : Model 2
Here again, when κa → 0, (GS )−1 and Z of the reference state 1 are the same as those of the
reference 0. SLD Cramer-Rao bound is achievable bound.
Reference state 2 ρ(2) : Model 2
The result of the reference state 2 ρ(2) : Model 2 is the same as that of the reference state 1
ρ(1) : Model 2 except for (GR)−1. Figures 3.10 and 3.11 show the Cramer-Rao bounds for 2κ2a =
2 and 3, respectively. As seen with the thermal reference state, (GR)−1 does not give eﬀect on
the bound when ⟨lz⟩ = 12 . Figure 3.11 shows the case for ⟨lz⟩ = 12 .
RLD Z SLD









Figure 3.10: Reference state 2 ρ(2) : Model 2 2κ2a = 1, ⟨lz⟩ = 1
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Figure 3.11: Reference state 2 ρ(2) : Model 2 2κ2a = 0.5, ⟨lz⟩ = 12
Reference state 3 ρ(3) : Model 1
As give in the section 3.2.2, this model is a D-invariant model. The RLD Cramer-Rao bound is
tight and is achievable, because this is equivalent to the Gaussian shift model.
Reference state 3 ρ(3) : Model 2
We assumed that we who make measurement will give a certain ⟨lz⟩, or control ⟨lz⟩. With this
assumption, we see the shape of the bound depend on ⟨lz⟩. It is quite interesting that the angular
momentum changes the shape of the bound. When |⟨lz⟩| > 12 , the bound is defined by the (GR)−1,
(GS )−1, and Z matrix. (Figure 3.4) When |⟨lz⟩| < 12 , the RLD bound gives no contribution to
defining the bound, because at |⟨lz⟩| = 12 (Figure 3.5 and 3.6), the RLD Cramer-Rao bound
touches at the corner of the SLD Cramer-Rao bound and because when |⟨lz⟩| = 0.1 < 12 , it goes





We have investigated the uncertainty relation of one electron in a uniform magnetic field by the
parameter estimation of θ = (θ1, θ2) in the two-parameter unitary models. Two diﬀerent sets of
generators for the unitary transformation are used. One is the set of mechanical momenta, πx
and πy (Model 1), and the other is the set of canonical momenta, px and py (Model 2). In the
both cases, we got the non-trivial bounds unlike the result of Heisenberg-Robertson uncertainty
relation. In the former, the RLD Cramer-Rao bound gives an achievable bound. This is because
Model 1 is equivalent to Gaussian shift model.
For Model 2, we have showed that the obtained bound is defined by (GR)−1, (GS )−1, and Z
matrix when the angular momentum of the system is fixed and its magnitude exceeds 12 . (Figure
3.4)
If we are to execute the experiment for Model 2, we cannot measure at the accuracy that
is indicated within the area lower than the shadowed area in the figure 3.4 according to our
result. The approach of this kind is helpful for designing an experiment for phenomena with a
quantum mechanical nature.
Model 1 When the reference state is the pure state, i.e., the reference state 0, we have (GS )−1 !
Z. This is because πx and πy do not commute, therefore the unitary transformations
generated by πx and πy have the quantum mechanical nature (Figure 3.8). The quantum
eﬀect is more prominent than the case of reference 1 below, because the pure state is less
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noisy than the mixed state.
In the meantime, when the reference state is the mixed state, the reference state 1, Model
1 is equivalent to the Gaussian shift model. We see that the RLD Cramer-Rao inequality
gives an achievable bound as usually seen in the Gaussian shift model. This is because
only one set of the creation-annihilation operators, a, a† is the generators of the transfor-
mation in Model 1.
Model 2 Model 2 has a quasi-classical nature, because px and py commute. For the pure state
reference state, the reference state 0, the SLD Cramer-Rao bound is achievable. Its bound
is simpler than the bound for the reference 0 : Model 1 (Figure 3.9).
The generators of the transformation for Model 2 are two sets of the creation-annihilation
operators operators, a, a† and b, b†.
Although Model 2 has the commutable generators that gives a quasi-classical eﬀect, in
the case of the reference state 3, a diﬀerent situation arises. The reference state 3 is
defined as the tensor product of two Gaussian model, i.e.,
ρ(3)0 = ρ0, a ⊗ ρ0, b
The two are not just a tensor product of independent two states, ρ0, a and ρ0, b. As given












The coeﬃcients of a, a† and b, b† are not independent. Therefore, the coeﬃcient of za
in ρθ, a and zb in ρθ, b are not independent and their relation is za = z∗b. This makes the
state ρ0, a and ρ0, b dependent each other and makes the result of the transformation more
complicated. The bound shape discontinuously changes at ⟨lz⟩ = 12 .
36
4.2 Outlook
Since Model 2 is not D-invariant, we need to work on Model 2 with Holevo bound. We will
further study Model 2 with that perspective.
We also worked on Model 1 with taking relativity into account, i.e, with Hamiltonian based
on the Dirac equation. Although we found that the model is expressed as a special case of
Jaynes-Cumming model, we cannot get a physically reasonable result. We believe that it is
probably not possible to avoid divergence when the thermal state is used as the reference state
in the relativistic case. We try simpler reference states to pursue a meaningful result. Our result
so far is given in Appendix G.
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= −i[H, ρ(t)], we can regard the time measurement as the
estimation of a parameter θ of the equation
dρθ
dθ
= −i[H, ρθ]. We will derive Time-Energy
uncertainty relation with using the assumption above. We denote the variance as Vθ(θˆ) = ⟨(H −
⟨H⟩)2⟩.
Proof [4]







If Lθ = 2i(H −C), where C is a real constant, then
1
2





C = ⟨H⟩ ∵ tr [ρθLθ] = 0
Therefore
Lθ = 2i(H − ⟨H⟩ρ) (A.1)
We assume that T is an unbiased estimator, that is ⟨T ⟩ρ = θ
d
dθ
⟨T ⟩ρ = ddθ tr [ρθT ] = tr [
dρθ
dθ
T ] = tr [
dρθ
dθ
(T − t)] (A.2)
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t = 0 was used.



























tr [ρθLθ(T − t)] + 12(tr [ρθLθ(T − t)])
∗
= Re {tr [(ρθLθ)(T − t)]} = 1
= Re {⟨Lθ,T − t⟩Rρ } = 1
Cauchy-Schwartz inequality gives
∥Lθ∥2θ ⟨(T − t)2⟩ρ ≥ |⟨Lθ,T − t⟩Rρθ |2 ≥ 1
∵ |⟨Lθ,T − t⟩Rρθ |2 = Re |⟨Lθ,T − t⟩Rρ |2 + Im |⟨Lθ,T − t⟩Rρθ |2 ≥ Re |⟨Lθ,T − t⟩Rρθ |2 = 1
From (A.1)
∥Lθ∥2θ = tr [ρθL†θLθ]
= tr [ρθ(−2i)(H − ⟨H⟩ρ)(2i)(H − ⟨H⟩ρ)]
= 4tr [ρθ(H − ⟨H⟩ρ)2]
= 4tr [ρθ(H2 − 2H⟨H⟩ρ + ⟨H⟩2ρ]
= 4tr [ρθ(H2 − ⟨H⟩2ρ]
= 4tr [ρθ(H2 − ⟨H⟩2ρ]
= 4 (⟨H2⟩ρθ − ⟨H⟩2ρ)
⟨(T − t)2⟩ρ = 4 (⟨H2⟩ρθ − ⟨H⟩2ρ)
t can be any real number, therefore we set t as t = θ
⟨(T − θ)2⟩ρ = Vθ(θˆ)






We can regard this as a uncertainty relation between time and energy.
A.2 Heisenberg-Schrodinger-Robertson uncertainty relation
Let us set the Hilbert spaceH = Cd, the given obervables are X,Y ∈ Ln(H ), and the state
ρ ∈ S (H ).
Q-covariance ∆ρ(X,Y) is defined by
∆ρ(X,Y) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⟨(X − ⟨X⟩ρ)⟩2ρ ⟨(X − ⟨X⟩ρ)(Y − ⟨Y⟩ρ)⟩ρ⟨(Y − ⟨Y⟩ρ)(X − ⟨X⟩ρ)⟩ρ ⟨(Y − ⟨Y⟩ρ)⟩2ρ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (A.4)
⟨X − ⟨X⟩ρ)⟩2ρ = ⟨X2⟩ρ − ⟨X⟩2ρ (A.5)
and
⟨(X − ⟨X⟩ρ)(Y − ⟨Y⟩ρ)⟩ρ = ⟨XY − X⟨Y⟩ρ − ⟨Y⟩ρX + ⟨X⟩ρ⟨Y⟩ρ⟩ρ (A.6)
= ⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ − ⟨Y⟩ρ⟨X⟩ρ + ⟨X⟩ρ⟨Y⟩ρ (A.7)
= ⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ (A.8)
⟨(Y − ⟨Y⟩ρ)(X − ⟨X⟩ρ)⟩ρ = ⟨YX⟩ρ − ⟨Y⟩ρ⟨X⟩ρ (A.9)
Therefore,
∆ρ(X,Y) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⟨X2⟩ρ − ⟨X⟩2ρ ⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ⟨YX⟩ρ − ⟨Y⟩ρ⟨X⟩ρ ⟨Y2⟩ρ − ⟨Y⟩2ρ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (A.10)
=




where ⟨X⟩ρ = tr ρX.
The following three things should be noted.
1. ⟨XY⟩ρ = tr ρXY ! ⟨YX⟩ρ in general. (⟨XY⟩ρ ∈ C) in general
2. There exist many possibilites for defining quantum covariance.
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3. Vρ(X) := ⟨(X − ⟨X⟩ρ)⟩2ρ, Vρ(Y) = ⟨(Y − ⟨Y⟩ρ)⟩2ρ are the variances of X and Y.
Here, we introduce a Lemma.
Lemma
Re⟨XY⟩ρ = 12tr ρ{X,Y} (A.11)
Im⟨XY⟩ρ = 12itr ρ[X,Y] (A.12)












(tr ρXY − tr YXρ) = 1
2i
tr ρ[X,Y]
Then, we come to the theorem as follows.
1. Robertson : Vρ(X)Vρ(Y) ≥ 12 tr ρ[X,Y] = |Im⟨XY⟩ρ|2
2. Schrodinger : Vρ(X)Vρ(Y) ≥ 12 tr ρ[X,Y] = |Re⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ|2|Im⟨XY⟩ρ|2
Remarks
1. for ρ = |ψ⟩ ⟨ψ|
Vρ(X) = ⟨X2⟩ψ − ⟨X⟩2ψ, tr ρ[X,Y] = ⟨[X,Y]⟩ψ
2. Obviously, Schrodinger version is stronger than Roberson version.
∵) |Re⟨XY⟩ρ|2 ≥ 0






A ≥ 0⇒ detA ≥ 0⇔ ad ≥ |b|2 = |c|2 (A.14)















c∗x(⟨X2⟩ρ − ⟨X⟩2ρ) + c∗y(⟨YX⟩ρ − ⟨Y⟩ρ⟨X⟩ρ) c∗x(⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ) + c∗y(⟨Y2⟩ρ − ⟨Y⟩2ρ)
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝cxcy
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= |cx|2(⟨X2⟩ρ − ⟨X⟩2ρ) + cxc∗y(⟨YX⟩ρ − ⟨Y⟩ρ⟨X⟩ρ) + cyc∗x(⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ) + |cy|2(⟨Y2⟩ρ − ⟨Y⟩2ρ)
We define Cx, C†x and Cx, C†x as
Cx := cxX, C†x := c
∗
xX




(c|∆ρ(X,Y)|c) = ⟨(C†x − ⟨C†x⟩ρ)(Cx − ⟨Cx⟩ρ)⟩ρ + ⟨(C†x − ⟨C†x⟩ρ)(Cy − ⟨Cy⟩ρ)⟩ρ
+ ⟨(C†y − ⟨C†y⟩ρ)(Cx − ⟨Cx⟩ρ)⟩ρ + ⟨(C†y − ⟨C†y⟩ρ)(Cy − ⟨Cy⟩ρ)⟩ρ
= ⟨(C†x − ⟨C†x⟩ρ +C†y − ⟨C†y⟩ρ)(Cx − ⟨Cx⟩ρ +Cy − ⟨Cy⟩ρ)⟩ρ ≥ 0
∵ tr [A†Aρ] ≥ 0 (A.16)
By the circularity of trace, we have
tr [A†Aρ] = tr [AρA†] ≥ 0
∆ρ(X,Y) ≥ 0
⇒ det∆ρ(X,Y) ≥ 0
⇔ Vρ(X)Vρ(Y) ≥ |⟨(X − ⟨X⟩ρ)(Y − ⟨Y⟩ρ)⟩ρ|2
= |⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ|2
= |⟨Re⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ + i Im⟨XY⟩ρ|2
= |⟨Re⟨XY⟩ρ − ⟨X⟩ρ⟨Y⟩ρ|2 + |Im⟨XY⟩ρ|2
= |⟨1
2










One-parameter estimation : Gaussian
model







2K2 |z′⟩ ⟨z′| d2z′ (B.1)
|z⟩ is the coherence state defined by
A |z⟩ = z |z⟩ (B.2)




(Q + icP) (B.4)
where is any positive real number.
The unitary transformations are
Uθ = e−iPθ (B.5)
Vθ = eiQθ (B.6)
After these unitary transformation, the reference state is changed as
ρθ = Uθρ0U†θ (B.7)
ρθ = Vθρ0V†θ (B.8)
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B.1 Variance of P and Q
B.1.1 Coherent state
The coherent state is defined by A |z⟩ = z |z⟩. With using the number state |n⟩ defined by
A†A |n⟩ = n |n⟩ (B.9)
|n⟩ satisfies the following relations.
A |n⟩ = √n |n⟩
A† |n⟩ = √n + 1 |n⟩


































We write the expectation value of P with respect to the state ρ0 as ⟨P⟩0 = tr [ρ0P]. Then, the
varicane of P, (∆P)2 is
(∆P)2 = ⟨(P − ⟨P⟩0)2⟩0 = ⟨P2⟩0 − ⟨P⟩20 (B.12)
⟨P⟩0 = − i√
2c
⟨A − A†⟩0 = − i√
2c
(z − z∗)
⟨P⟩20 = −12 {z
2 − 2|z|2 + (z∗)2} (B.13)
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⟨P2⟩0 = − 12c⟨AA − 2A
†A + 1 + A†A†⟩ρ0
= − 1
2c
{z2 − 4κ2 − 2|z|2 + 1 + (z∗)2} (B.14)
(∆P)2 = ⟨(P − ⟨P⟩0)2⟩0 = 12c (1 + 4κ
2) (B.15)




(1 + 4κ2) (B.16)


























































































































































(|z′|2 + |z|2)e− |z
′ |2
2κ2 d2z′
= 2κ2 + |z|2
B.2 About the method of derivation
The way used for the derivation of RLD and SLD with respect to ρθ = Uθρ0U†θ is explained in
the following.







(Uθρ0U†θ ), then calculate RLD L
R
θ by using the result obtained
at 1.
3. With using the results obtained at 1, derive RLD from SLD LSθ .
4. Confirm the result at 2 and 3 are the same.
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B.3 Calculations
B.3.1 ρθ = Uθρ0U†θ
1⃝ Commutation and anti-commutation relation of A, A† and ρ0







2κ2 |z′⟩ ⟨z′| d2z′















) |z′⟩ ⟨z′| d2z′ (B.17)
The following result was used.
∂
∂z































|m + 1⟩ ⟨k|










|m + 1⟩ ⟨k|




















= (−z∗ + A†) |z⟩ ⟨z|
∴ A† |z⟩ ⟨z| = (z∗ + ∂
∂z







|z′⟩ ⟨z′| d2z′ in (B.18) is calculate as follows.

























































































































2πκ2ρ0(A† − z∗) (B.19)

















) |z′⟩ ⟨z′| d2z′
With using












2κ2 |z′⟩ ⟨z′| A†d2z′ = ρ0A†.
Therefore,


















ρ0{(2κ2 + 1)A† − z∗} (B.20)
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ρ0 (2κ2A + z) (B.22)
From (B.22),
{A, ρ0} = 11 + 2κ2 ρ0 (2κ
2A + z) + ρ0A
{A, ρ0} = 11 + 2κ2 ρ0 {(1 + 4κ
2)A + z} (B.23)


















= −iPUθρ0U†θ + iUθρ0U†θP
= −iUθU†θPUθρ0U†θ + iUθρ0U†θPUθU†θ
From UθPU†θ = P,
dρθ
dθ
= −iUθPρ0U†θ + iUθρ0PU†θ
dρθ
dθ




(Q + icP), A† =
1√
c









[A − A†, ρ0] = − 1√
2c




= −iUθ[P, ρ0]U†θ = −
1√
2c
Uθ[A − A†, ρ0]U†θ (B.25)
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Therefore, if LRθ is defined by the equation,
dρθ
dθ




































∵ UθAU†θ = Uθ
1√
2c
(Q + icP)U†θ =
1√
2c
(Q − θ + icP) = A − 1√
2c
θ
3⃝ Derive RLD from SLD LSθ for ρθ = Uθρ0U†θ












(Q + icP) and A† =
1√
2c




































({Q, ρθ} − 2ρθ⟨Q⟩ρ) (B.30)
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{Q, ρθ} = Qρθ + ρθQ










With using U†θQUθ = Q + θ,
{Q, ρθ} = Uθ(Q + θ)ρ0U†θ + Uθρ0(Q + θ)U†θ
= Uθ(Qρ0 + ρ0Q + 2θ)U†θ
= Uθ{Q, ρ0}U†θ + 2θUθρ0U†θ
{Q, ρθ} − 2ρθ⟨Q⟩ρ = Uθ{Q, ρ0}U†θ + 2θUθρ0U†θ − 2ρθ⟨Q⟩ρ
= Uθ{Q, ρ0}U†θ + 2θρθ − 2ρθ(⟨Q⟩0 + θ)









({Q, ρθ}−2ρθ⟨Q⟩ρ) = Uθ 1c(1 + 4κ2) ({Q, ρ0}−2ρ0⟨Q⟩0)U
†
θ (B.32)




tr [ρ0(A + A†)]










































































































Uθρ0{ 11 + 2κ2A +
1
2κ2

























4⃝ for for Uθ Confirm that the results of 2⃝ and 3⃝ are the same.


















B.3.2 ρθ = Vθρ0V†θ





























(Q + icP) and A† =
1√
c











Vθ[A + A†, ρ0]V†θ
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3⃝ Derive RLD from SLD LSθ for ρθ = Vθρ0V†θ The RLD and SLD for ρθ = Vθρ0V†θ is also
calculated in the same way.












(Q + icP), A† =
1√
2c








































({P, ρ0} − 2ρ0⟨P⟩0)U†θ
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{P, ρ0} can be calculated as
{P, ρ0} = − i√
2c
{A − A†, ρ0}
= − i√
2c































⟨P⟩0 is calculated as
⟨P⟩0 = tr[ρ0P] = − i√
2c
tr[ρ0(A − A†)]
⟨A⟩0 = tr[ρ0A] = z
⟨A†⟩0 = z∗






















z∗} − 2ρ0(z − z∗)]V†θ
= − i√
2c









4⃝ To confirm that the results of 2⃝ and 3⃝ are the same.



















B.4 SLD Fisher information
By the definition, gS (θ) = ||Lθ||2 = (Lθ, Lθ)θ = Re(tr[ρ0L0L†0]).




























































Two-parameter estimation : Gaussian
model
Q and P are the position and the momentum operators, respectively.
[Q, P] = QP − PQ = i (C.1)




(Q + icP) (C.2)
The Hermite conjugate of A, A† and A have a commutation relation,
[A, A†] = 1 (C.3)
∵ [A, A†] =
1
2c








= −i × i = 1







2κ2 |z′⟩ ⟨z′| d2z′ (C.4)











ρθ1 and ρθ2 are the states after the transformation by Uθ1 and Vθ2 , respectively.
ρθ1 = Uθ1ρ0U†θ1
ρθ2 = Vθ2ρ0V†θ2
































= ψ(x − θ1)
Vθ2ψ(x) = eiθ
2xψ(x) (C.8)
∴ Uθ1Vθ2ψ(x) = Uθ1eiθ
2xψ(x) = eiθ
2(x−θ1)ψ(x − θ1) = e−iθ1θ2eiθ2xψ(x − θ1) = e−iθ1θ2Vθ2Uθ1ψ(x)
(C.9)
C.1 Two-parameter SLD


































































































































































Therefore, we can calculate L1 S and L2 S only with Uθ1 and Vθ2 , respectively.
C.2 Two-parameter RLD



















































































The same hold for RLD. That is, we can calculate LR1 and L
R
2 only withUθ1 and Vθ2 , respectively.
C.3 GR for two-parameter
By the definition, GR11 is























2AA† + abA2 − a2z∗A − abzA
+ ba(A†)2 + b2A†A − abz∗A† − b2zA†
− a2zA† − abzA − a2z∗z + abz2
− abz∗A† − b2z∗A − a2(z∗)2 + bz∗z
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With using the calculation results of tr [ρ0A], tr [ρ0A†], tr [ρ0AA], tr [ρ0A†A†], and tr [ρ0A†A†]
in Appendix B.








+ 1) + abz2 − a2z∗z − abz2
+ ba(z∗)2 + b2(z∗z +
1
b
) − ab(z∗)2 − b2zz∗
− a2zz∗ − abz2 − a2z∗z + abz2












































(−aA + bA† + az − bz∗) (C.24)










2AA† − abA2 − a2z∗A + abzA
− ba(A†)2 + b2A†A + abz∗A† − b2zA†
− a2zA† + abzA + a2z∗z − abz2
+ abz∗A† − b2z∗A − a2(z∗)2 + bz∗z
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+ 1) − abz2 − a2z∗z + abz2
− ba(z∗)2 + b2(z∗z + 1
b
) + ab(z∗)2 − b2zz∗
− a2zz∗ + abz2 + a2z∗z − abz2































(1 + 4κ2)c (C.26)
GR12 is









(−aA + bA† + az − bz∗) (C.27)









= −a2(z∗z + 1
b
+ 1) − abz2 + a2z∗z + abz2
+ ba(z∗)2 + b2(z∗z +
1
b
) − ab(z∗)2 − b2zz∗
+ a2zz∗ + abz2 − a2z∗z − abz2
− ab(z∗)2 − b2z∗z + a2(z∗)2 + bz∗z
= −a2(1
b
+ 1) + b
= − 1
(1 + 2κ2)2
























From (ABC)† = C†B†A†,
ρ0LR0, 2L
R †

























∴ GR21 = (G
R
12)














−i (1 + 4κ2)c
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Then, the inverse of GR, (GR)−1 is
(GR)−1 =
4κ2(1 + 2κ2)
















C.4 GS for two-parameter
By the definition, SLD Fisher information GSi j is
GSi j = Re (tr [ρL
S LS †]) (C.31)
L1 S0 and L
2 S

















































































































(A + A†)(A − A†)
= − i
2
(AA − AA† + A†A − A†A†)
= − i
2
(AA − 1 − A†A†)
= − i
2
(z2 − z∗ 2 − 1)




(z2 − z∗ 2)
















0, 1]) = 0


































One electron in a uniform magnetic field
D.1 Hamiltonian, annihilation and creation operators
Let e > 0. The charge of electron is −e. We choose the symmetric gauge. Then, the vector







We define π⃗ by
π⃗ = p⃗ + eA⃗ (D.2)



















Since the soltion of the z component of the wave function is a plane wave solution, we only








πx = px − mω2 y









The commutation relation between πx and πy is


















It turns out to make sense if we use the replacement such as x→ πy and p→ πx in Hamiltonian
















Next, we confirm that x0 and x0 defined below are integrals of the motion.













(px − mω2 y)
Then,
[x0, πx] = [x − πymω , πx]
= [x, πx] − [ πymω , πx]
= [x, px] − 1mω [πy, πx]
= i − 1
mω
(imω) = 0
In the same way, we have
[x0, πx] = [x0, πy] = 0





In the same logic we define a, a†, if we use the replacement such as
√
mωx0 → x and √mωy0 →



















































⟨na, nb|x20 + y20|na, nb⟩ = λ2(nb + 12)
We can express x and y with using a, a† and b, b†.










y = y0 − πxmω =
λ
2i
(b − b†) − λ
2i
(a − a†)
px and py are

















(b − b†) + 1
2iλ
(a − a†)




















z component of the angular momentum lz is




















{(2a†a + 1) − (2b†b + 1)}
= a†a − b†b
∴ lz = a†a − b†b
D.2 Alternative representation of Unitary transformation











We summarize the index ofUx(θ1),Uy(θ2) by the parameters θ1 and θ2 so that we can see clearly







Since {(a† + a) − (b† + b)}θ2 and {(a† − a) + (b† − b)}θ1 commute, Uy(θ2)Ux(θ1) is
Uy(θ2)Ux(θ1) = e−
i




{(a† + a) − (b† + b)}θ2 + 1
2λ
{(a† − a) + (b† − b)}θ1} = 1
2λ
{(θ1 − iθ2)a† − (θ1 + iθ2)a
+ (θ1 + iθ2)b† − (θ1 − iθ2)b}
= ξa† − ξ∗a + ξ∗b† − ξb
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where ξ = 12λ (θ
1 − iθ2).




It is worth noting that the unitary transformation coeﬃcient of b is complex conjugate of that


































































2 (−α∗α′+αα′∗) |α + α′⟩
= eiΦ(α,α
′) |α + α′⟩
∴ U(α) |α′⟩ ⟨α′|U(α)† = eiΦ(α,α′) |α + α′⟩ ⟨α + α′| e−iΦ(α,α′) = |α + α′⟩ ⟨α + α′| (D.8)
D.3 Thermal state and Gaussian state






where β = kT, k : Boltzman constant, T temperature
When Hamittonian H is H = ω (a†a + 12 ), with using a












2 ) |n⟩ ⟨n|






















where γ = e−βω
∴ ρβ = Z−1β e
−βH = (1 − γ)
∑
n
γn |n⟩ ⟨n| (D.10)
We first calculate the matrix element of ρβ when the coherent state is used as a basis, ⟨z1|ρβ|z2⟩.
Then, we do the same on the Gaussian state to see if they match.
⟨z1|ρβ|z2⟩ is















































= (1 − γ)e− 12 (|z1 |2+|z2 |2)eγz∗1z2
⟨z1|ρβ|z2⟩ = (1 − γ)e− 12 |z1 |2− 12 |z2 |2+γz∗1z2 (D.11)






2κ2 |z′⟩ ⟨z′| d2z′,






























|z1|2 − 12 |z2|
2] (D.13)
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The derivation of (D.12) is given at the end of this section.

















2κ2 |z′⟩ ⟨z′| d2z′ (D.15)
where κ is expressed as (D.14)









where α > 0 and β, γ ∈ C.



























































































































D.4 Construction of the thermal state with the assumption of
the constant angular momentum
As shown in (D.1), lz is expressed as











Zβ, µ = tr[e−(βω−µ)a
†a−µb†b]
With using,
a†a |n⟩a = na |n⟩a



























e−(βω−µ)n |n⟩a ⟨n| ⊗ Ib}{Ia ⊗
∑
i
e−µi |i⟩b ⟨i|} (D.24)














2κ2b |z⟩ ⟨z| d2z (D.26)
(D.27)




We next calculate Zβ,µ.





a ⟨n| e−(βω−µ)n |n⟩a
∑
i



















1 − γb (D.32)
ρβ, µ =
1
1 − γa {
∑
n
γna |n⟩a ⟨n|}{ 11 − γb
∑
i
γib |i⟩b ⟨i|} (D.33)
We can summarize the results as follows.














2κ2a |z⟩ ⟨z| d2z (D.36)
2κ2a =
γa
1 − γa (D.37)
2κ2b =
γb
1 − γb (D.38)
(D.39)
Next, we derive the condition the µ should satisfy. The expectation value of lz = ⟨lz⟩ is
lz = a†a − b†b
⟨lz⟩ = tr[ρa ⊗ ρb(a†a − b†b)]
= tr[ρa(a†a)] − tr[ρb(b†b)]
= 2κ2a − 2κ2b (D.40)
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⟨lz⟩ = 2κ2a − 2κ2b (D.41)
2κ2b = 2κ
2
a + ⟨lz⟩ (D.42)
2κ2b =
γb
1 − γb =
1
eµ − 1 (D.43)









1 + 2κ2a + ⟨lz⟩ (D.45)
1
2κ2a
= eβω−µ − 1 = eβω 2κ
2
a + ⟨lz⟩
1 + 2κ2a + ⟨lz⟩ − 1 (D.46)
Let s = 2κ2a
{(eβω − 1)s + (eβω − 1)⟨lz⟩ − 1}s = 1 + s + ⟨lz⟩ (D.47)
(eβω − 1)s2 + {(eβω − 1)⟨lz⟩ − 1}s − s = 1 + ⟨lz⟩ (D.48)
(eβω − 1)s2 + {(eβω − 1)⟨lz⟩ − 2}s − 1 − ⟨lz⟩ = 0 (D.49)
Let t = eβω − 1
ts2 + (t⟨lz⟩ − 2)s − 1 − ⟨lz⟩ = 0
We analyze the solutions of the equation above to find out the relationship between µ and ⟨lz⟩.




= 0 is s0 =
−t⟨lz⟩ + 2
2t
1⃝When s0 > 0→ −t⟨lz⟩ + 2 > 0 ∧ u(0) > 0, two positive solutions exist.
⟨lz⟩ < 2t ∧ ⟨lz⟩ < −1→ ⟨lz⟩ < −1 (D.50)
2⃝When s0 > 0→ −t⟨lz⟩ + 2 > 0 ∧ u(0) ≤ 0, one positive solution exits.
⟨lz⟩ < 2t ∧ ⟨lz⟩ ≥ −1 (D.51)
3⃝When s0 < 0→ −t⟨lz⟩ + 2 ≤ 0 ∧ u(0) < 0, one positive solution exits.
⟨lz⟩ > 2t ∧ ⟨lz⟩ ≥ −1 (D.52)
4⃝When s0 < 0→ −t⟨lz⟩ + 2 < 0 ∧ u(0) > 0, no positive solution exists.
⟨lz⟩ > 2t ∧ ⟨lz⟩ < −1 (D.53)
77
Since t > 0, the region that satisfies 4⃝ does not exist.
In the case of 1⃝
The smaller solution is calculated as
s = 2κ2a =
1
2t
{−(t⟨lz⟩ − 2) −
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩)} (D.54)




{−(t⟨lz⟩ − 2) −
√




{t⟨lz⟩ + 2 −
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩)} (D.55)
From 2κ2b > 0 ∧ t > 0,
t⟨lz⟩ + 2 −
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩) > 0
t⟨lz⟩ + 2 −
√⟨lz⟩2t2 + 4t + 4 > 0
t⟨lz⟩ + 2 −
√⟨lz⟩2t2 + 4t + 4 > 0
(t⟨lz⟩ + 2)2 > ⟨lz⟩2t2 + 4t + 4
⟨lz⟩2t2 + 4⟨lz⟩t + 4 > ⟨lz⟩2t2 + 4t + 4
⟨lz⟩ > 1
When ⟨lz⟩ < −1, 2κ2b < 0. Therefore, we do not accept the smaller solution in the case 1⃝ as our
solution, because the solution gives negative 2κ2b.







{−(t⟨lz⟩ − 2) +
√




{t⟨lz⟩ + 2 +
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩)} (D.56)
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Again, we use 2κ2b > 0 ∧ t > 0.
t⟨lz⟩ + 2 +
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩) > 0
t⟨lz⟩ + 2 +
√⟨lz⟩2t2 + 4t + 4 > 0
t⟨lz⟩ + 2 > −
√⟨lz⟩2t2 + 4t + 4
−(t⟨lz⟩ + 2) <
√⟨lz⟩2t2 + 4t + 4
(t⟨lz⟩ + 2)2 < ⟨lz⟩2t2 + 4t + 4
⟨lz⟩2t2 + 4⟨lz⟩t + 4 < ⟨lz⟩2t2 + 4t + 4
⟨lz⟩ < 1
Since ⟨lz⟩ < −1 is confirmed, we take the larger solution in the case 1⃝.







{−(t⟨lz⟩ − 2) +
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩)} + ⟨lz⟩
1
e−µ − 1 =
1
2t
{t⟨lz⟩ + 2 +
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩)} (D.57)
e−µ =
2t
t⟨lz⟩ + 2 +
√
(t⟨lz⟩ − 2)2 + 4t(1 + ⟨lz⟩)
+ 1 (D.58)
D.5 RLD and SLD Fisher information matrix: Model 1
D.5.1 RLD Fisher information matrix GR







2 |z⟩ ⟨z| d2z
































= −iπxρθ + iρθ πx
= −1
λ





















[a† − a, ρ0]U†(θ1, θ2)









[a, ρ0] = aρ0 − ρ0a = ( 2κ
2
1 + 2κ2
− 1)ρ0a = − 11 + 2κ2ρ0a
[a†, ρ0] = a†ρ0 − ρ0a† = (1 + 2κ
2
2κ2
− 1)ρ0a† = 12κ2ρ0a
†
(D.59)
Therefore [a† − a, ρ0] is















By comparing these relations with the definition of the RLD,
∂ρθ
∂θi












where LRθ i = U(θ
1, θ2) LR0 1U
†(θ1, θ2) and U(θ1, θ2) = e−iπxθ1e−iπyθ2 .
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The diﬀerentiation of ρθ with respect to θ2 is
∂ρθ
∂θ2




[a† + a, ρ0]U†(θ1, θ2)
[a† + a, ρ0] is
























Then, we can calculate RLD Fisher information by









Calculation of tr [ρ0 LR0 jL
R
0 i] is shown below. Let α =
1






(αa − βa†) (D.64)




0 1 ] = tr [ρ0
1
λ2




tr [ρ0 (α2aa† + αβa2 + βα(a†)2 + β2a†a)]
From tr [ρ0 a2] = tr [ρ0 (a†)2] = 0,




0 1 ] =
1
λ2


































0 1 ] = tr [ρ0
i
λ2

































(1 + 4κ2)2 − 1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = λ24
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠










[a† − a, ρθ]
We can derive the relation between [a† − a, ρ0] and {a† + a, ρ0} as follows.
{a + a†, ρ0} = {a, ρ0} + {a†, ρ0}







































ρ0 {a† + a, ρ0}U†(θ1, θ2)













(a + a†). (D.66)
where LSθ i = U(θ
1, θ2) LS0 1U
†(θ1, θ2).
The diﬀerentiation of ρθ with respect to θ2 is
∂ρθ
∂θ2






[a† + a, ρ0]U†(θ1, θ2).
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{a − a†, ρ0} = {a, ρ0} − {a†, ρ0}


























a) = − 1
1 + 4κ2










ρ0 {a − a†, ρ0}U†(θ1, θ2)




(a − a†) (D.68)
Then, we can calculate SLD Fisher information by









Calculation of tr[ρ0 LS0 jL
S
0 i] is shown below.
tr [ρ0 LS0 1L
S





















0 1] = tr [ρ0
4i
λ2(1 + 4κ2)2



























⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1 i1+4κ2− i1+4κ2 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
where
[G˜S (θ)]i j = tr [ρ0 LS0 jL
S
0 i]
We can also calculate Z(θ) matrix as follows.
Z(θ) = (GS (θ))−1G˜S (θ)(GS (θ))−1
Z(θ) = (GS (θ))−1(GS (θ) +
1
λ2(1 + 4κ2)2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 0 i−i 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠)(GS (θ))−1










⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2 i−i 1 + 4κ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∴ Z(θ) = (GR(θ))−1 (D.70)
Therefore, Model 1 is D-invariant and (GR(θ))−1 gives achievable bound.
D.6 RLD and SLD Fisher information: Model 2
We choose the thermal state as the reference state. Therefore,















2κ2 |z⟩b ⟨z| d2z
(D.72)
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Since ρ0 = ρa ⊗ ρb and since a, a† and b, b† satisfy the same commutation relation, [a, a†] =
[b, b†] = 1, we regard a, a† and b, b† as the same operator set, but act on the two diﬀerent Hilbert
space,Ha andHb. Therefore, we use the notation below hereafter.
a→ a ⊗ Ib
a† → a ⊗ Ib
b→ Ia ⊗ a
b† → Ia ⊗ a†









[a, S κ] =
1
1 + 2κ2
S κ,z − a
















2κ2 |z⟩ ⟨z| d2z
The two-parameter transformation we are considering is
U(θ1, θ2) = e−ipxθ
1−ipyθ2 . (D.74)
Since px and py commute,





















Then, U(θ1, θ2) is
U(θ1, θ2) = Ux(θ1)Uy(θ2)
With using Ux(θ1) and Uy(θ2), ρθ is
ρθ = Ux(θ1)Uy(θ2) ρ0(Ux(θ1)Uy(θ2))†
= Ux(θ1)Uy(θ2) ρ0U†y (θ
2)U†x(θ
1)
= Ux(θ1)Uy(θ2) ρ0 a ⊗ ρ0 bU†y (θ2)U†x(θ1)
= Ux(θ1)Uy(θ2) ρ0 aU†y (θ
2)U†x(θ


























{(a + a†) − (b + b†)}
D.6.1 RLD




The left hand side of above for i = 1 is
∂ρθ
∂θ1
= −ipxU(θ1, θ2)ρ0U†(θ1, θ2)(ipx)


















[a − a†, ρ0 a] ⊗ Ib − 12λ Ia ⊗ [(a − a
†), ρ0 b]











Therefore, LRi is expressed as
LRi = L
R
a i ⊗ Ib + Ia ⊗ LRa i


















































= Ux(θ1)ρ0 (LR01, a ⊗ Ib + Ia ⊗ LR01, b)Ux(θ1)† = Ux(θ1)ρ0 LR01Ux(θ1)†
For i = 2, ρθ2 , [py, ρ0] is
(−i)[py, ρ0] = − i2λ [(a
† + a) ⊗ Ib − Ia ⊗ (a† + a), ρ0, a ⊗ ρ0, b]
87
With using the commutation relation in Appendix B.3 again, we obtain












02, a ⊗ Ib + Ia ⊗ LR02, b (D.79)
where

















= Uy(θ2)ρ0 (LR02, a ⊗ Ib + Ia ⊗ LR02, b)Uy(θ2)† = Uy(θ2)ρ0 LR02Uy(θ2)†
D.6.2 RLD Fisher information matrix
With the RLD, we move on to the calculation of Fisher information matrix, GR.
[GR]i j = tr [ρθLRθ jL
R †
θ i ]. (D.80)
Since we consider the unitary transformation only, we have
tr[ρθLRθ iL
R †






LRθ i = U(θ
1, (θ1)LR0 iU
†(θ1, (θ1)
By using ρ0 = ρ0, a ⊗ ρ0, b, we have
tr[ρ0LR0iL
R †
0 j ] = tr[(ρ0, a ⊗ ρ0, b)(LR0 i,a ⊗ Ib + Ia ⊗ LR0 j,b)(LR0 i,a ⊗ Ib + Ia ⊗ LR0 j,b)†]
= tr[(ρ0, a ⊗ ρ0, b){(LR0 i,a)(LR0 j,a)† ⊗ Ib + ((LR0 i,a) ⊗ Ib) (Ia ⊗ (LR0 i,b)†)
+ Ia ⊗ (LR0 i,b)(LR0 j,a)† ⊗ Ib + Ia ⊗ (LR0 i,b)(LR0 j,b)†}]
= tr[ρ0, a(LR0 i,a)(L
R
0 j,a)




+ tr[ρ0, a] tr[ρ0, b(LR0 i,b)] tr[ρ0, a(L
R
0 j,a)










tr[ρ0, a] = 0, because tr[ρ0, a] = 1. Therefore, in
the equation above, the second and the third terms vanish.
tr [ρ0LR0iL
R †





















Let gRi j be [G
R]i j = gRi j. From the equation above, g
R
















1⃝tr [ρ0, aLR02, aLR †02, a]





























(α2aa† − αβa2 − αβa† 2 + β2a†a)
tr[ρ0, aL2R0, aL
2R †
0, a ] =
1
4λ2

























































By adding both, we have
tr[ρ0, aLR02L
R †

































0, a ⊗ Ib + Ia ⊗ L1R0, a






















0, a = (αa + βa
†)(αa† + βa)
= α2aa† + αβa2 + αβa† 2 + β2a†a
tr[ρ0, aL1R0, aL
1R †
0, a ] =
1
4λ2





























2⃝tr[ρ0, bL1R0, bL1R †0, b ]
From L1R0, bL
1R †

















By adding up all, we have
tr[ρ0, aLR02L
R †































1⃝tr[ρ0, aL2R0,aL1R †0,a ]






















































0,b = −L2R0,aL1R †0,a ,
tr [ρ0, bL2R0,bL
1R †
0,b ] = −
i
4λ2





By adding them up, we have
tr[ρ0, aLR02L
1R †




























−i { 12κ2a(1+2κ2a) − 12κ2b(1+2κ2b) }












⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ g1 −i g2i g2 g1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (D.84)
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(g1 + g2)(g1 − g2)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ g1 i g2−i g2 g1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(D.85)






















































1 + 2κ2a + 2κ2b



























































(1 + 2κ2a + 2κ2b)2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ g1 −i g2i g2 g1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = λ2 2κ2a2κ2b(1 + 2κ2a)(1 + 2κ2b)(1 + 2κ2a + 2κ2b)2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ g1 −i g2i g2 g1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠












































1 + 2κ2a + 2κ2b
}
= λ2





1 + 2κ2a + 2κ2b
(D.86)
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1 + 2κ2a + 2κ2b
(GR(θ))−1 =
λ2
1 + 2κ2a + 2κ2b
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝2κ2a + 2κ2b + 8κ2aκ2b i (2κ2b − 2κ2a)−i (2κ2b − 2κ2a) 2κ2a + 2κ2b + 8κ2aκ2b
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ (D.87)
D.6.4 Quantum Cramer-Rao inequality
Quantum Cramer-Rao inequality is
Vθ ≥ G−1θ (D.88)
On the lefthand side, multiply Vθ by (1, iη) from the left and by (1,−iη)T from the right.(
1 iη
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝Vθ, 11 Vθ, 12Vθ, 21 Vθ, 22
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1−iη
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = (1 iη)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝Vθ, 11 − iηVθ, 12Vθ, 21 − iηVθ, 22
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= Vθ, 11 − iηVθ, 12 + iη(Vθ, 21 − iηVθ, 22)




) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝Vθ, 11 Vθ, 12Vθ, 21 Vθ, 22
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1−iη
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = Vθ, 11 + η2Vθ, 22
We do the same to (GRθ )
−1. Let (GRθ )
−1 be⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝G−1θ, 11 G−1θ, 12G−1θ, 21 G−1θ, 22
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ =




) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ A iB−iB A
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1−iη
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = (1 iη)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ A + ηB−iB − iηA
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = A + ηB + iη(−iB − iηA) = (1 + η2)A + 2ηB
From Vθ ≥ (GRθ )−1, we obtain the inequality below.
Vθ, 11 + η2Vθ, 22 ≥ (1 + η2)A + 2ηB
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∴ (Vθ, 22 − A)η2 − 2Bη + Vθ, 11 − A ≥ 0 (D.89)
For the lefthand side to have the minimum, the second derivative of the lefthand side in respect
to η must be positive.
2(Vθ, 22 − A) > 0
Vθ, 22 − A > 0
The minimum is given at the first derivative in respect to η being zero. Let the first derivative
in respect to η be at η0. Then, η0 is
η0 =
2B
2(Vθ, 22 − A) = −
B
Vθ, 22 − A




η20 − 2Bη0 + Vθ, 11 − A ≥ 0
−Bη0 + Vθ, 11 − A ≥ 0
− B
2
Vθ, 22 − A + Vθ, 11 − A ≥ 0 (D.90)
Multiply Vθ, 22 − A on the both sides. No change in the inequality, because Vθ, 22 − A ≥ 0
−B2 + (Vθ, 11 − A)(Vθ, 22 − A) ≥ 0
Quantum Cramer-Rao inequality is
(Vθ, 11)(Vθ, 22) − A(Vθ, 11 + Vθ, 22) + A2 ≥ B2 (D.91)
D.6.5 SLD Fisher information matrix

















[a + a†, ρ0 a] ⊗ Ib + i2λ Ia ⊗ [(a + a
†), ρ0 b]
94
If we compare these with the SLD of one-parameter in Appendix D.5 about Model 1, we find
that in the part ”a”,
∂ρ0, a
∂θi
is the same, except for the coﬃcients. (
1
λ




Model 2.) Then, we obtain
LS0 i = L
S

























tr [ρ0 aLS0 1,aL
S
0 1,a] is
tr [ρ0 aLS0 1,aL
S





























tr [ρ0 bLS0 1,aL
S
0 1,b] can be calculated in the same way.



















tr [ρ0 aLS0 2,aL
S
0 1,a] is
tr [ρ0 aLS0 2,aL
S
























tr [ρ0 bLS0 1,bL
S
0 1,b] can be calculated in the same way.
tr [ρ0 bLS0 1,bL
S
































0 1] = 0.




















λ2(1 + 4κ2a)(1 + 4κ2b)




SLD Fisher information matrix GSθ and G˜S θ are
















i( 1(1+4κa)2 − 1(1+4κb)2 )




































2 + 4κ2a + 4κ2b
(1 + 4κ2a)2(1 + 4κ2b)2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝(1 + 4κ2a)(1 + 4κ2b) i (4κ2b − 4κ2a)−i (4κ2b − 4κ2a) (1 + 4κ2a)(1 + 4κ2b)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
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We can calculate Z matrix by the formula below.





2 + 4κ2a + 4κ2b




2 + 4κ2a + 4κ2b




1 + 2κ2a + 2κ2b
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝12 + 2κ2a + 2κ2b + 8κ2aκ2b i (2κ2b − 2κ2a)−i (2κ2b − 2κ2a) 12 + 2κ2a + 2κ2b + 8κ2aκ2b
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
From (D.87), we find Z(θ) ! (GRθ )
−1. Model 2 is not D-invariant.








tr [ρ0 a(a + a†)] +
λ
2




tr [ρ0 a(a + a†)2] +
λ2
4




tr [ρ0 a{a2 + aa† + a†a + (a†)2}] + λ
2
4




tr [ρ0 a{a2 + 2a†a + 1 + (a†)2}] + λ
2
4











(1 + 2κ2a + 2κ
2
b)
∴ (∆x)2 = ⟨x2⟩0 − ⟨x⟩20 = λ
2
4
(1 + 4κ2a) +
λ2
4
(1 + 4κ2b) =
λ2
2
(1 + 2κ2a + 2κ
2
b)





















The Heisenberg-Robertson uncertainty relation gives (∆x)(∆y) ≥ 12 |⟨[x, y]⟩|. If we use it,
(∆x)(∆y) is
[x, y] = − i
4λ2
[a† + a + b† + b, a† − a − (b† − b)]
= − i
4λ2
([a† + a, a† − a] − [b† + b, b† − b])
∴ [x, y] = 0 (D.93)
(∆x)(∆y) based on the Heisenberg-Robertson uncertainty relation is (∆x)(∆y) ≥ 0
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Appendix E
Reference state 0 and 1
We calculate (GR)−1, (GS )−1, Z for the reference state 0 and 1, below. We used the formulae for
the pure state given in [9].
Definition of the four reference states
Reference state 0 : ρ(0)0 = |0⟩a ⟨0| ⊗ |0⟩b ⟨0|
Reference state 1 : ρ(1)0 =
∑
f (n) |n⟩a ⟨n| ⊗ |0⟩b ⟨0|
Reference state 2 : ρ(2)0 = ρ0, a⊗ρ0 b (Model 1 : κ → 0, Model 2 : κb → 0 after Fisher information
matrices are evaluated.)
Reference state 3 : ρ(3)0 = ρ0, a ⊗ ρ0 b
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E.1 Reference state 0
E.1.1 Model 1
ρ(0)0 = |0⟩a ⟨0| ⊗ |0⟩b ⟨0|




























where z = 1λ (θ
















(∂zU(θ) + ∂z∗U(θ)) =
1
λ
{−a + a† + 1
2







(−∂zU(θ) + ∂z∗U(θ)) = i
λ
{−a − a† + 1
2
(z + z∗)}U(θ). (E.3)
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|ψ⟩ = U(θ) |0⟩a |0⟩b = eza†−z∗a |0⟩a |0⟩b = |z⟩a |0⟩b




(z − z∗)} |z⟩a |0⟩b = 1λ {a
† − 1
2
(z + z∗)} |z⟩a |0⟩b




(z + z∗)} |z⟩a |0⟩b = 12λ (−z + z
∗)




(z + z∗)}{a† − 1
2
(z + z∗)} |z⟩a |0⟩b




(z + z∗)}{a† − 1
2
(z + z∗)} |z⟩a ⟨0|0⟩b




(z + z∗)}{a† − 1
2
(z + z∗)} |z⟩a




(z + z∗)(a + a†) +
1
4
(z + z∗)2} |z⟩a
= a ⟨z| 1
λ2
{a†a + 1 − 1
2
(z + z∗)(a + a†) +
1
4




{|z|2 + 1 − 1
2







{|z|2 + 1 − 1
4
(z + z∗)2}




{|z|2 + 1 − 1
4











{−a − a† + 1
2












(z − z∗)} |z⟩a |0⟩b
⟨∂2ψ| = − 1iλ {a −
1
2
(z − z∗)} |z⟩a |0⟩b







(z + z∗)} |z⟩a |0⟩b




(z − z∗)}{a† − 1
2
(z + z∗)} |z⟩a ⟨0|0⟩b




(z − z∗)}{a† − 1
2
(z + z∗)} |z⟩a




(z − z∗)a† − 1
2
(z + z∗)a +
1
2
(z − z∗)(z + z∗)} |z⟩a
= a ⟨z| i
λ2
{a†a + 1 − 1
2
(z − z∗)a† − 1
2
(z + z∗)a +
1
4




{|z|2 + 1 − 1
2
(z − z∗)z∗ − 1
2







{|z|2 + 1 − 1
2
(|z|2 − (z∗)2) − 1
2

















































(z2 − (z∗)2)} + i
λ2





















Since G˜R ! Z, we try the SLD defined below for the pure state ρθ, a to see if the result changes.
For ρθ, a = |ψθ⟩ ⟨ψθ|,
∂iρθ = |∂iψθ⟩ ⟨ψθ| + |ψθ⟩ ⟨∂iψθ|














{−a − a† + 1
2
(z + z∗)}U(θ).
|∂1ψ⟩ and |∂1ψ⟩ are
|∂1ψ⟩ = 1
λ
{−a + a† + 1
2
(z − z∗)} |z⟩a |0⟩b = 1λ {−
1
2
z + a† +
1
2
(z − z∗)} |z⟩a |0⟩b = 1λ {a
† − 1
2
(z + z∗)} |z⟩a |0⟩b
|∂2ψ⟩ = i
λ
{−a − a† + 1
2
(z + z∗)} |z⟩a |0⟩b = iλ {−
1
2
z − a† + 1
2
(z + z∗)} |z⟩a |0⟩b = iλ {−a
† − 1
2
(z − z∗)} |z⟩a |z⟩b
LSθ, 1 and L
S
θ, 2 are





(z + z∗)} |z⟩a ⟨z| + |z⟩a ⟨z| {a − 12(z + z
∗)}] ⊗ |0⟩b ⟨0|





(z − z∗)} |z⟩a ⟨z| − |z⟩a ⟨z| {−a + 12(z − z
∗)}] ⊗ |0⟩b ⟨0|
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We define G˜S by [G˜S ]i j = g˜S i j = tr [ρθLSθ, jL
S
θ, i].








a ⟨z| {a† − 12(z + z
∗)} |z⟩a ⟨z| + |z⟩a ⟨z| {a − 12(z + z
∗)}{a† − 1
2









(z∗ − z)}{a† − 1
2
(z + z∗) +
1
2








(z∗ − z)}{a† − 1
2
(z + z∗) +
1
2
























a ⟨z| {−a† − 12(z − z
∗)} |z⟩a ⟨z| − |z⟩a ⟨z| {−a + 12(z − z




a ⟨z| {−z∗ − 12(z − z
∗)} |z⟩a ⟨z| − |z⟩a ⟨z| {−a + 12(z − z




a ⟨z| {|z⟩a ⟨z| {a − 12(z − z
∗) − 1
2




















⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 1 i−i 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = G˜R
Then, Z(θ) is
Z(θ) = (GS )−1G˜S (GS )−1 =
λ2
4










where za = 1λ (θ
1 − iθ2) and zb = 1λ (θ1 + iθ2) = z∗a.
|ψθ⟩ = U(θ) |0⟩a |0⟩b = |za⟩a |zb⟩b (E.5)
|∂1ψθ⟩ = ∂1U(θ) |0⟩a |0⟩b = −ipxU(θ) |0⟩a |0⟩b = −ipx |ψθ⟩ = −1λ {(a
† − a) + (b† − b)} |ψθ⟩
|∂2ψθ⟩ = ∂1U(θ) |0⟩a |0⟩b = −ipyU(θ) |0⟩a |0⟩b = −ipy |ψθ⟩ = − iλ {(a
† + a) − (b† + b)} |ψθ⟩
g1 1 = 4 ⟨∂1ψθ|∂1ψθ⟩ + ⟨ψθ|∂1ψθ⟩
= 4(i)(−i) ⟨ψθ|p2x|ψθ⟩ − 4 ⟨ψθ|px|ψθ⟩ ⟨ψθ|px|ψθ⟩
= 4 ⟨ψθ|p2x|ψθ⟩ − 4 ⟨ψθ|px|ψθ⟩ ⟨ψθ|px|ψθ⟩
g2 2 = 4 ⟨ψθ|p2y |ψθ⟩ − 4 ⟨ψθ|py|ψθ⟩ ⟨ψθ|py|ψθ⟩
g1 2 = 4 ⟨ψθ|pypx|ψθ⟩ − 4 ⟨ψθ|py|ψθ⟩ ⟨ψθ|px|ψθ⟩
g2 1 = 4 ⟨ψθ|pxpy|ψθ⟩ − 4 ⟨ψθ|px|ψθ⟩ ⟨ψθ|py|ψθ⟩
⟨ψθ|px|ψθ⟩ = i2λ ⟨za, zb| (a




{(z∗a − za) + (z∗b − zb)} =
i
2λ
(−i)(ηa + ηb) = 12λ (ηa + ηb)
⟨ψθ|p2x|ψθ⟩ = − 14λ2 ⟨za, zb| {(a
† − a) + (b† − b)}2 |za, zb⟩
= − 1
4λ2
⟨za| (a† − a)2 |za⟩ + 2 ⟨za| (a† − a) |za⟩ ⟨zb| (b† − b) |zb⟩ + ⟨zb| (b† − b)2 |zb⟩
= − 1
4λ2
{(z∗a − za)2 + 1 + 2(z∗a − za)(z∗b − zb) + (z∗b − zb)2 + 1}
= − 1
4λ2




(η2a + 2ηaηb + η
2
b + 2)
where ηa = 2Im(za), ηb = 2Im(zb).
⟨ψθ|py|ψθ⟩ = 12λ (ξa − ξb)
⟨ψθ|p2y |ψθ⟩ = − 14λ2 ⟨za, zb| {(a
† + a) − (b† + b)}2 |za, zb⟩ = − 14λ2 (ξ
2
a − 2ξaξb + ξ2b + 2)
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where ξa = 2Re(za), ξb = 2Re(zb).
⟨ψθ|pxpy|ψθ⟩ = i4λ2 ⟨za, zb| {(a




⟨za| (a† + a)(a† − a) |za⟩ + ⟨za| (a† + a) |za⟩ ⟨zb| (b† − b) |zb⟩
















{(ξa − ξb)(ηa + ηb)}
g1 1 = 4 ⟨ψθ|p2x|ψθ⟩ − 4 ⟨ψθ|px|ψθ⟩ ⟨ψθ|px|ψθ⟩ = 1λ2 {(η
2
a + 2ηaηb + η
2
b + 2) − (ηa + ηb)2} =
2
λ2
g2 2 = 4 ⟨ψθ|p2y |ψθ⟩ − 4 ⟨ψθ|py|ψθ⟩ ⟨ψθ|py|ψθ⟩ = 1λ2 {(ξ
2
a − 2ξaξb + ξ2b + 2) − (ξa − ξb)2} =
2
λ2
g1 2 = 4 ⟨ψθ|pxpy|ψθ⟩ − 4 ⟨ψθ|py|ψθ⟩ ⟨ψθ|px|ψθ⟩ = 1
λ2
{(ξa − ξb)(ηa + ηb) − (ηa + ηb)(ξa − ξb)} = 0











E.2 Reference state 1
E.2.1 Model 1
Reference state 1 : ρ(1)0 =
∑


















Reference state 1 : ρ(1)0 =
∑
f (n) |n⟩a ⟨n| ⊗ |0⟩b ⟨0|
No change in GRa or GSa . We will derive SLD for ρθ, b. For ρθ, b = |ψθ⟩ ⟨ψθ|,
∂iρθ = |∂iψθ⟩ ⟨ψθ| + |ψθ⟩ ⟨∂iψθ|




We regard 2∂iρθ as SLD LSθ, i. The unitary transformation is
U(θ) = Ua(za) ⊗ Ub(zb) (E.9)
where Ua(za) = ezaa
†−z∗aa and Ub(zb) = ezbb
†−z∗bb. We now consider ’b’ only. Hereafter we write zb









































































































z∗ + b† − b)Ub
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|∂1ψ⟩ and |∂1ψ⟩ are





z∗ + b† − b) |z⟩b = 12λ (
1
2
z − z − 1
2
z∗ + b†) |z⟩b = 12λ {b
† − 1
2
(z + z∗)} |z⟩b






z + b† − b) |z⟩b = i2λ {b
† − 1
2
(z + z∗)} |z⟩b
(E.11)
LSθ, 1 and L
S
θ, 2 are





(z + z∗)} |z⟩b ⟨z| + |z⟩b ⟨z| {b − 12(z + z
∗)}





(z + z∗)} |z⟩b ⟨z| − |z⟩b ⟨z| {b − 12(z + z
∗)}
(E.12)
G˜S is defined as [G˜S ]i j = tr[ρθLSθ, 1L
S
θ, 1].
Then, SLD Fisher information GS is GS = Re G˜S . First, we evaluate G˜S .








b ⟨z| {b† − 12(z + z
∗)} |z⟩b ⟨z| + |z⟩b ⟨z| {b − 12(z + z
∗)}{b† − 1
2









(z∗ − z)}{b† − 1
2
(z + z∗) +
1
2








(z∗ − z)}{b† − 1
2
(z + z∗) +
1
2




















b ⟨z| {b† − 12(z + z
∗)} |z⟩b ⟨z| − |z⟩b ⟨z| {b − 12(z + z
∗)}{b† − 1
2













b ⟨z| (−b + z∗)(b† − z∗) |z⟩b
= − i
λ2
b ⟨z| (b − z∗)(b† − z∗) |z⟩b
= − i
λ2
b ⟨z| {bb† − z∗b − z∗b† + (z∗)2} |z⟩b
= − i
λ2


























⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 11+4κ2a + 1 00 11+4κ2a + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = 2λ2 1 + 2κ2a1 + 4κ2a
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 00 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠








Next, we obtain G˜Sa to determine G˜S .









First, we calculate g˜a,1 1.













































































⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2a i−i 1 + 4κ2a
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
G˜S is
G˜S = G˜Sa + G˜Sb =
1
λ2(1 + 4κ2a)2

















⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2a −i 4κ2ai 4κ2a 1 + 4κ2a
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Then, Z(θ) is















⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 + 4κ2a −i 4κ2ai 4κ2a 1 + 4κ2a






















































. There is no matrix
ordering between (GS )−1 and Z.
E.3 Reference state 2 Model 2































(a − a†) − 1
1 + 4κ2b
(b − b†)
a, a† and b, b† commute, we only need to compute the commutation relation, [a + a†, a − a†]






[a + a†, a − a†] − 1
1 + 4κ2b
[b + b†, b − b†]
[a + a†, a − a†] = [b + b†, b − b†],








[a + a†, a − a†]
[a + a†, a − a†] is
[a + a†, a − a†] = [a, a − a†] + [a†, a − a†]
= −[a, a†] + [a†, a] = −2











∴ [LS1 , L
S
2 ] = 0 only if κa = κb (F.1)
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In particular, when κa, κb → 0,
LS1 = (a + a










Model 1 : Relativistic case
G.1 Hamiltonian





= γ0γ1Π1 + γ0γ2Π2 + γ0γ3Π3 + mγ0
where γµ, (µ = 0, 1, 2, 3) are the gamma matrices. In Dirac representation, they are
γi =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 0 σi−σi 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ , γ0 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝I 00 −I
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
where σi and I are Pauli matrix and 2 x 2 identity matrix, respectively. Since the commutation










where α, α† are the annihilation creation operators which satisfies [α, α†] = 1. With using









⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 0 σ1 + iσ2σ1 + iσ2 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠α† +






⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ 0 σ+σ+ 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠α† +




m 0 0 1λα
†




λα 0 0 −m
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
To make H simpler, we define the unitary matrix U is defined as
U =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0






1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0




The unitary transformation with U gives
UHU† =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m 0 0 1λα
†




λα 0 0 −m
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0




1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m 0 0 1λα
†
1
λα 0 0 −m
0 1λα
† −m 0







λα −m 0 0
0 0 −m 1λα†
0 0 1λα m
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
H′ = UHU† (G.1)
G.2 Reference state



















⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ = −mσ3 + 1λ {σ−α† + σ+α}
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) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝|n⟩ ⟨n| 00 |n − 1⟩ ⟨n − 1|
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝⟨g|⟨e|
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ , P0 = (|g⟩ |e⟩)













n=1 |n⟩ ⟨n| + |0⟩ ⟨0| 0
0
∑



























) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ m |n⟩ ⟨n| 1λ |n⟩ ⟨n|α†1
λ |n − 1⟩ ⟨n − 1|α −m |n − 1⟩ ⟨n − 1|
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠







) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ m |n⟩ ⟨n|n′⟩ ⟨n′| 1λ |n⟩ ⟨n|α† |n′ − 1⟩ ⟨n′ − 1|1







) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ m |n⟩ ⟨n|n′⟩ ⟨n′|
√
n
λ |n⟩ ⟨n|n′⟩ ⟨n′ − 1|√
n′







) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ m |n⟩ ⟨n| 1λ
√








Therefore, Pnh1Pn can be expressed as
Pnh1Pn =
(








⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⟨g| ⟨n|⟨e| ⟨n − 1|
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(G.3)
Define τ2 and τ3 as
τ1 =
(
|g⟩ |n⟩ |e⟩ |n − 1⟩
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝0 11 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠




|g⟩ |n⟩ |e⟩ |n − 1⟩
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 00 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠






|g⟩ |n⟩ |e⟩ |n − 1⟩
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝1 00 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⟨g| ⟨n|⟨e| ⟨n − 1|
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
Therefore,




τ1 + mτ3 = ⃗a1, n τ⃗ (G.4)












− = Pn (G.6)
P(n)+ − P(n)− = ⃗a1, n| ⃗a1, n| τ⃗ (G.7)
From (G.4),








⃗a1, n τ⃗ ± 12
1





⃗a1, n τ⃗ ± 12 | ⃗a1, n|Pn
= ±1
2
| ⃗a1, n| (Pn ± ⃗a1, n| ⃗a1, n| τ⃗)
= ±| ⃗a1, n| P(n)±
h1, nPn = h1, n(P(n)+ + P
(n)
− )
= a1, n P(n)+ − a1, n P(n)−
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τ⃗) + eβ a1, n
1
2




{cosh( β a1, n)Pn + sinh( β a1, n) ⃗a1, na1, n τ⃗}










|g⟩ |0⟩ {cosh( β a1, 0) + ma1, 0 sinh( β a1, 0)} 0
) ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝⟨g| ⟨0|0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
= |g⟩ |0⟩ ⟨g| ⟨0| {cosh( β a1, 0) + ma1, 0 sinh( β a1, 0)}
For n ≥ 1,
e−βh1, n =
(
|g⟩ |n⟩ |e⟩ |n − 1⟩








sinh( β a1, n) cosh( β a1, n) − ma1, n sinh( β a1, n)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⟨g| ⟨n|⟨e| ⟨n − 1|
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠




The projection to positive energy state is expressed as
Pe− =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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Then, UPe− and Pe−U† = Pe−U are
UPe− =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 0 0




1 0 0 0
0 0 0 0
0 0 0 0




1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0




1 0 0 0
0 0 0 1
0 0 0 0




cosh( β an) + man sinh( β an)
√
n
λ an sinh( β an) 0 0√
n
λ an sinh( β an) cosh( β an) − man sinh( β an) 0 0
0 0 cosh( β an) − man sinh( β an)
√
n




λ an sinh( β an) cosh( β an) +
m





cosh( β an) + man sinh( β an) 0 0 0
0 cosh( β an) + man sinh( β an) 0 0
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Therefore, the eﬀective positive energy state ρe− is
ρe− = Z−1e− {cosh( β an) +
m
an
sinh( β an)}(|0⟩ ⟨0| ⊗ |n⟩ ⟨n| + |1⟩ ⟨1| ⊗ |n − 1⟩ ⟨n − 1|) (G.9)






















{cosh( β an) + man+1 sinh( β an+1)} |n⟩ ⟨n| (G.10)
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Below is the calculation including the negative energy state.








[{cosh( β a1, n) + ma1, n sinh( β a1, n)} |n⟩ ⟨n|
+ {cosh( β a1, n) − ma1, n sinh( β a1, n)} |n − 1⟩ ⟨n − 1|]
h2, n is




τ1 − mτ3 = ⃗a2, n τ⃗, (G.11)








+ m2 = a1, n.








[{cosh( β a1, n) − ma1, n sinh( β a1, n)} |n⟩ ⟨n|
+ {cosh( β a1, n) + ma1, n sinh( β a1, n)} |n − 1⟩ ⟨n − 1|]
(G.12)
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Therefore trspin[e−βh1 + e−βh2] is




[{cosh( β a1, n) + ma1, n sinh( β a1, n)} |n⟩ ⟨n|




[{cosh( β a1, n) − ma1, n sinh( β a1, n)} |n⟩ ⟨n|
+ {cosh( β a1, n) + ma1, n sinh( β a1, n)} |n − 1⟩ ⟨n − 1|]
= 2 |0⟩ ⟨0| cosh( β a1, 0) + 2
∑
n=1
{cosh( β a1, n) |n⟩ ⟨n| + cosh( β a1, n) |n − 1⟩ ⟨n − 1|}
= 2cosh( β a1, 0) |0⟩ ⟨0|
+ 2cosh( β a1, 1) |0⟩ ⟨0|
+ 2cosh( β a1, 1) |1⟩ ⟨1| + 2cosh( β a1, 2) |1⟩ ⟨1|
+ 2cosh( β a1, 2) |2⟩ ⟨2| + 2cosh( β a1, 3) |2⟩ ⟨2|




{cosh( β a1, n) + cosh( β a1, n+1)} |n⟩ ⟨n|
Define the reference state ρ0 as
ρ0 = Z−1β trspin[e
−βh1 + e−βh2]
so that the thermal state can be the reference state. Therefore,
Z−1β = tr[e
−βh1 + e−βh2] = 2
∑
n=0
{cosh( β a1, n) + cosh( β a1, n+1)}
Then, the reference state ρ0 is
ρ0 =
∑
n=0{cosh( β a1, n) + cosh( β a1, n+1)} |n⟩ ⟨n|∑
n=0{cosh( β a1, n) + cosh( β a1, n+1)} (G.13)

































λ (α−α†)θ2 . (G.15)
G.3.2 Commutation relation between the annihilation creation operators
and the reference state
To obtain RLD, LR0 , we need the commutation relation [α, ρ0] and [α
†, ρ0]. To derive the com-
mutation relation, we first introduce the function of the operator α†α = N, f (N) which has the




f (n) |n⟩ ⟨n| (G.16)
where N = α†α. The validity of the equation above is confirmed as




























f (n) |n⟩ ⟨n|
(G.17)
By the definition, f (N) is





Prove α(α†α)n = (α†α)nα based on the mathematical induction in the following.
For n = 1,
α(α†α) = (αα†)α = (α†α + 1)α (G.19)
Next, by assuming that α(α†α)n−1 = (α†α + 1)n−1α holds, prove α(α†α)n = (α†α + 1)nα.
α(α†α)n = α(α†α)(α†α)n−1 = (α†α + 1)α(α†α)n−1 (G.20)
By the assumption, α(α†α)n−1 = (α†α + 1)n−1α
∴ α(α†α)n = (α†α + 1)(α†α + 1)n−1α = (α†α + 1)nα (G.21)
Then,






Cn(α†α + 1)nα = f (N + 1)α (G.22)
The Hermite conjugate of the equation above is
f (N)α† = α† f (N + 1) (G.23)
∴ α† f (N) = f (N − 1)α† (G.24)
If ρ0 = f (N) =
∑∞
n f (n) |n⟩ ⟨n| holds,
ρ0 = f (N) =
∞∑
n


































{(α + α†) − ρ−10 ( f (N + 1)α + f (N − 1)α†)}
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ρ−10 ( f (N + 1) is calculated as follows.




























f (n + 1)
f (n)
|n⟩ ⟨n|
ρ−10 ( f (N − 1) is calculated as follows.




























f (n − 1)
f (n)
|n⟩ ⟨n|




{(α + α†) −
∞∑
m=0














(1 − f (n + 1)
f (n)
) |n⟩ ⟨n|α + α† −
∞∑
n=1









(1 − f (n + 1)
f (n)















(1 − f (n + 1)
f (n)















(1 − f (n + 1)
f (n)




f (n − 1)
f (n)







(1 − f (n + 1)
f (n)




f (n − 1)
f (n)












f (n) − f (n − 1)
f (n)
|n⟩ ⟨n|α†}
By using the following relation,











f (n) + f (n + 1)
f (n)





f (n) − f (n − 1)
f (n)
|n⟩ ⟨n − 1|}.
From (G.15) and ρ0 =
∑
n f (n) |n⟩ ⟨n|
f (n) = Z−1β {cosh( β a1, n) + cosh( β a1, n+1)} (G.28)
where Zβ =
∑
n=0{cosh( β a1, n) + cosh( β a1, n+1)} = cosh( β a1, 0) + 2∑n=1{cosh( β a1, n)}.
f (n + 1) − f (n) = Z−1β [{cosh( β a1, n+1) + cosh( β a1, n+2)} − {cosh( β a1, n) + cosh( β a1, n+1)}]
= Z−1β {cosh( β a1, n+2) − cosh( β a1, n)}
f (n) − f (n − 1) = Z−1β [{cosh( β a1, n) + cosh( β a1, n+1)} − {cosh( β a1, n−1) + cosh( β a1, n)}]
= Z−1β {cosh( β a1, n+1) − cosh( β a1, n−1)}
(G.29)









[(n + 1) f (n){ f (n) − f (n + 1)
f (n)
}2 + n f (n){ f (n) − f (n − 1)
f (n)
}2]





{(α − α†)ρ0 − ρ0(α − α†)}
= −1
λ
{(α − α†) − ρ−10 (α − α†)ρ0}
= −1
λ
{(α − α†) − ρ−10 ( f (N + 1)α − f (N − 1)α†)}
= −1
λ
{(α − α†) − ρ−10 ( f (N + 1)α + f (N − 1)α†)}
Then, LR0, 2 is calculated as

















(1 − f (n + 1)
f (n)
) |n⟩ ⟨n|α − α† +
∞∑
n=1























f (n) − f (n + 1)
f (n)





f (n) − f (n − 1)
f (n)
|n⟩ ⟨n − 1|}
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RLD fisher information is calculated as follows.














n f (n){ f (n) − f (n − 1)
f (n)
}2]







{ f (n′ + 1) − f (n′)}2







{ f (n + 1) − f (n)}2











f (n + 1)
}












f (n + 1)
} = g11







(n + 1){ f (n + 1) − f (n)}2{ 1
f (n)
− 1
f (n + 1)
}
GR has a form
GR =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ A + B −i(A − B)i(A − B) A + B
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠




⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝ A + B i(A − B)−i(A − B) A + B
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
G.3.3 Positive energy state
f (n) = Z−1e− {cosh( β an) +
m
an+1
sinh( β an+1)} (G.31)




























= 1.76 × 10−19 Hz
!ω = 1.84 × 10−23 J = 1.15 × 10−4 eV





0.5×103 = 2.2 × 10−7
At the room temperature, kT = 140 eV
βmc2 = 40 × 500 = 2.0 × 104
βan = βmc2
√
1 + n!ω2mc2 = 2 × 104
√
1 + 2.2 × 10−7n # 2 × 104
Therefore, f (n) in (G.31) does not converge.
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