This paper discusses studies performed in a 35 foot outdoor Teflon exposure chamber in Pittsboro, North Carolina. The purpose of this research was to evaluate open-path FTIR data and compare it to a reference method varying several parameters: the method used for quantification, the library used for quantification, and backgrounds representing varying environmental conditions. The reference method used was GC-FID. The chemical evaluated was toluene over the concentration range of 5-30 ppm.
Introduction
Research has been done in an attempt to validate open-path FTIR spectrometers in the field by releasing known gases and comparing the open-path measurements with point sample measurements taken along the beam (1,2). Other work has been done indoors in which a chemical was injected in a homogeneous test chamber and point samples along the beam were analyzed by GC-FID and compared to open-path FTIR measurements (3) . These previous studies did not address the performance of open-path FTIR spectrometers using homogeneous concentrations during which environmental conditions are changing. Changing environmental conditions can significantly affect OP-FTIR results. However, when this testing is done under conditions in which the source plume is moving, (the concentration is not homogeneous) it is difficult to characterize the source of the error. As a result, assessing the accuracy of a particular open-path FTIR system with these unknowns present becomes difficult.
There are also several known problems associated with obtaining adequate field background spectra using open-path FTIR spectrometers for the identification and quantification of compounds in air (4) . There are no consistent guidelines to help investigators choose and understand the best method for collecting background spectra for a given environmental condition. Therefore the effect on quantification of using background and chemical spectra that were obtained at different environmental conditions was investigated.
Methods
The goals of this research are two fold: I) to evaluate instrument performance and accuracy under controlled field conditions; and, 2) to evaluate how water vapor peaks that interfere with contaminant peaks affect quantification. A Midac (Midac Corporation, Irvine) open-path system was used that consisted of an 8" JR source, a Michelson-type interferometer with ZnSe optics, and a MCT detector. Labcalc software from Galactic Industries was used for alignment and Grams 386 for data collection and analysis.
The main goal of this experimental design was to compare the open-path FTIR measurements to known concentrations as determined by a reference method. The reference method used here was GC-FID. The GC-FID was calibrated with NIST certified gases and the curves obtained had correlation coefficients of 0.996 and higher. Three separate injections (with a precision of 1.4%) were used for each point on the calibration curve.
The experiments took place in a 35 foot Teflon exposure chamber that provided an optical path length of 10 meters. Liquid toluene was introduced in a "u-shaped" glass tube underneath the chamber. As the toluene was volatilized with a hot air gun, the vapors were carried up into the chamber where they were mixed by the mixing fans. After equilibration was reached, the FTIR instrument was started scanning with the following parameters: 128 co-added scans and 0.5 cm-i resolution. While the FTIR was scanning, samples were pulled from the chamber and injected into the GC-FID. This simultaneous procedure avoided the problems associated with a lag time such as adsorption onto the sampling bags. The following quality control parameters were employed for each data run: single beam spectra were checked for evidence of non-linearity, two successive backgrounds were taken and a noise calculation was made (using Grams 386 RMS noise program), and a polystyrene film absorbance spectrum was obtained. Temperature and relative humidity was monitored for all experiments.
Two quantification methods were used: traditional peak area method and interactive subtraction. Both methods were done manually. The two libraries used were the Hanst library (137 ppm-m) and the EPA library (249 ppm-rn). Currently people tend to take very few backgrounds, as few as one a month.
There are no current guidelines as to how many or how frequently to take background spectra (currently people tend to take very few backgrounds). This research simulated the effects on quantification if only one background was taken each day. To observe the effect on quantification, a specific data file 'was analyzed with the original background and with backgrounds of varying water vapor content from the same day. Backgrounds from the same day were used to minimize instrument variation as a possible error parameter. Percent water vapor content was calculated from the temperature and relative humidity measurements.
Results
The results of the quality control parameters were as follows. The intensity of the polystyrene peak at 3025 cm-i averaged 1.5 with a standard deviation of 0.0625. This standard deviation was twice that obtained with a Midac open-path bistatic system employing an InSb detector. The peak to peak noise was calculated using an RMS noise package obtained from Galactic Corporation. The RMS noise calculated in the region 2844-2977 cm-i averaged 9.4 E-04 with a standard deviation of 6.4 E-03 (See Table 1 ).
The accuracy results are as follows. Below 20 ppm there was no significant difference between the peak area and subtraction methods. The difference between these two methods and the reference method values were less than 5 %. Above 20 ppm the two methods began to deviate significantly from one another. Up to 25 ppm subtraction was closer to the GC-FID measurements. At concentrations greater than 25 ppm, subtraction underestimated the true concentration (See Figurei). For the concentration range of 20 ppm and below the subtraction method was used to compare the two different libraries. Below 15 ppm, there was no significant difference between the two libraries. For concentrations greater than 15 ppm , the two libraries deviated with average differences of 8 % (See Figure 2) .
Water vapor content of the background was found to have a significant impact on the quantification results. It has been recommended that a new background be obtained whenever the partial pressure of water vapor changes by 5 % or more (5) . At a 35% decrease of water vapor partial pressure, quantification results were 21 % lower when using the peak area method and the EPA library and 12 % lower when using the subtraction method. The reverse trend was observed for the Hanst library. The results obtained depended upon the quantification method and library used.
Conclusion
These studies document that varying environmental conditions drastically affect quantification when backgrounds are not obtained frequently. Deviations from expected concentrations presented in this paper were as high as 20 %. No significant trend was noted and results depended on the quantification method and library used. More studies need to be done to thoroughly evaluate the relationship between effect on quantification and percent water vapor change.
There was no significant difference between peak area and subtraction methods. Above 25 ppm the subtraction method underestimated the concentration present.
At concentrations below 15 ppm, The difference between the EPA and Hanst libraries depended on the quantification method and concentration.
Results of the quality control parameter studies are encouraging in terms of instrument performance. However, before definite results can be given for accuracy, the effects of using different libraries and methods of quantification must be fully evaluated. 
