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Achieving high fidelity two qubit gates requires elimination of unwanted interactions among qubits.
Weakly anharmonic superconducting qubits in the absence of external driving exhibit an always-
on phase error mainly due to a sub-MHz repulsion between computational and non-computational
energy levels, the so-called static ZZ interaction. We study how static ZZ interaction can be avoided
by combining qubits with opposite sign anharmonicity. As soon as external driving turns on a new
component is added on top of the static ZZ interaction that changes its strength. We show that
driving pulse can be tuned so that it cancels the static part, resulting in ZZ-free qubits. This can
be universally realized by combining qubits with any anharmonicity signs. Scaling up the number
of such qubits can mitigate high fidelity gate operation.
I. INTRODUCTION
High-performance quantum processors require im-
provements in the fidelity of quantum logic gates. Such
improvements provide opportunities for near term quan-
tum systems to demonstrate multi-partite entanglement
[1, 2] and full-fledged quantum error correction for sur-
passing classical computer power [3, 4]. These mile-
stones can be achieved with the advent of long coher-
ence qubits that can quickly go from a perfect isolated
state to a strongly interacting state and vice versa, us-
ing programmable electronics [5–7]. In the last decade
many advances have taken place to eliminate or suppress
degrading interactions between qubits and environmen-
tal noise and quasiparticle tunnelling processes [8–13].
However there are still other means of imperfections in
state-of-the-art quantum systems [14].
In today’s quantum processors single qubit rotations
are fast and precise, however two-qubit entanglements
must be improved to achieve a high contrast on/off oper-
ation modes with logical error rates below threshold for
error correction [15–18]. A pair of idle qubits accumulate
quantum state-dependent phase error. When the qubits
are initialized at |00〉 or |11〉 after passing time t they ac-
cumulate the phase exp(iζt/4), while |01〉 and |10〉 take
a different phase exp(−iζt/4). Experiments show ζ is a
sub-MHz coupling strength generated from level repul-
sion between E11 and some of non-computational energy
levels, e.g. E02 or E20 [19]. Within the computational
subspace this repulsion can be represented as a parasitic
ZZ interaction with Z being σz Pauli operator acting on a
qubit. This interaction is static as it is always internally
present between a pair of physical qubits. The effect
of static ZZ interaction goes beyond accumulating idle
phase error, in fact it keeps two-qubit gates from achiev-
ing desired high fidelity entanglement [20, 21]. Therefore
freeing qubits from the unwanted ZZ interaction is highly
demanded for increasing gate fidelity, which is the pur-
pose of this paper.
Superconducting qubits with the same-sign anhar-
monicity, e.g. a circuit with transmon qubits, the static
ZZ interaction can vanish only by switching off qubit-
qubit coupling [22–24]. However applying two-qubit
gates on noninteracting qubits does not produce any en-
tanglement. We need to eliminate ZZ interaction while
interacting qubits can become entangled. Technically ze-
roing static ZZ interaction is possible if E11 is in between
E02 and E20 and the two repulsions can cancel one an-
other. Recently such an elimination has been made pos-
sible experimentally in a hybrid transmon/capacitively
shunt flux qubit (CSFQ) circuit [19]. One should be
informed though that eliminating the static ZZ does
not completely wipe out error from two-qubit microwave
gates, such as the cross resonance (CR) [25], because such
gates produce additional ZZ component, namely dynamic
ZZ, on top of desired interaction, which is a major limit-
ing factor for achieving high fidelity gate performance.
Here using circuit QED theory first we study condi-
tions that warrant the elimination of static ZZ interaction
for two pairs of idle qubits; a pair with the same sign an-
harmonicity, and a pair with opposite sign anharmonic-
ity. In the second part, we demonstrate a different type of
ZZ freedom during the time a microwave two-qubit gate
is active. This allows for gates that perform only desired
entanglement without any parasitic dynamic ZZ compo-
nent. This freedom can be universally achieved in qubits
with any anharmonicity signs. The text is written such
that after a brief description of circuit QED Hamiltonian
model in section II, first we study static ZZ freedom in
section III, then after explaining driving Hamiltonian in
section IV we discuss the dynamic ZZ freedom in section
V, the two qubit gate error is discussed in section VI
before we conclude.
II. GENERAL MODEL
Physical qubits have more than two energy levels and
can be found in two classes (anharmonicity species): pos-
itive or negative anharmonicity. In qubits with posi-
tive (negative) anharmonicity higher levels are farther
(closer) apart. A negative anharmonic qubit is trans-
mon and an example of positively anharmonic qubit is a
capacitively shunted flux qubit (CSFQ) [5]. In a single
Josephson junction (JJ) transmon a rather large capaci-
tance shunts the charging energy to warrant less sensitiv-
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2ity to charge fluctuations. A CSFQ, as depicted in Fig.
1(a), replaces the JJ with a closed loop of three junctions,
i.e. two in-series JJ parallel to a smaller JJ (smaller in
critical current and capacitance) [26].
A single JJ transmon can be classically characterized
by the flux Φ and its canonical conjugate Q = 2en being
the electric charge of n Cooper pairs tunnelling across
the JJ, e being electron charge. The device has a peri-
odic potential energy, i.e. −EJ cos (2piΦ/Φ0) with the
Josephson energy EJ ≡ I0Φ0/2pi proportional to the
critical current I0 and the flux quantum Φ0 = h/2e,
h being Planck constant. Variables can be simplified
to φ ≡ 2piΦ/Φ0 and its conjugate n~ whose quanti-
zation can take place in the Fock space of quantum
states |m〉 with m = 0, 1, 2, · · · and annihilation and
creation operators aˆ =
∑
m
√
m|m〉〈m + 1| and aˆ† =∑
m
√
m+ 1|m+1〉〈m|. A transmon canonical operators
are defined φˆ = φzpf(aˆ+aˆ†) and nˆ = inzpf(aˆ−aˆ†) with the
zero-point fluctuations φzpf and nzpf, satisfying the min-
imum uncertainty φzpfnzpf = 1/2. The fluctuations can
be determined by the characteristic impedance Zc, i.e.
φzpf =
√
~Zc/2. A transmon’s small anharmonicity al-
lows to approximate the periodic potential energy in the
vicinity of minimum with a 4th degree polynomial mak-
ing a Duffing oscillator, i.e. H = ωaˆ†aˆ+ (δ/12)(aˆ+ aˆ†)4
with δ being anharmonicity. Higher order corrections are
known [27].
The CSFQ depicted in Fig. 1(a) has two in-series iden-
tical JJ’s in a closed loop with a smaller JJ that has
smaller critical current αI0 and capacitance αCJ with
α < 1. The loop carries negligible kinetic inductance
and an external magnetic flux Φext in the loop which can
tune the potential energy [26]. A CSFQ potential energy
is −EJ [cos(φ1−φ2)+cos(φ2−φ3)−α cos(2pif−φ1+φ3)]
with f being Φext/Φ0. Defining the two variables φ =
φ1 − φ3 and φ′ = φ1 − 2φ2 + φ3 and working out cor-
responding charging energies, one can show φ′ mode
has negligible influence on the potential and can be dis-
carded, see Appendix A. This simplifies the potential
to −EJ [2 cos (φ/2) + α cos (2pif − φ)]. Under the con-
dition α < 1/2 this potential can be used as a qubit be-
cause each period conveys one minimum, not more. The
potential is the most symmetric at the so-called ‘Sweet
Spot’ (SS) where f = 1/2. A less symmetric potential
at f = 1/2 + δf with δf  1/2 − α has a minimum
at φ0 = −2piα(δf)/(1/2 − α) and in the vicinity of the
minimum with phase differece ∆φ = φ−φ0 it can be ap-
proximated to (1− 2α)EJ∆φ2/4+(α− 1/8)EJ∆φ4/4!+
2pi(δf)αEJ(∆φ−∆φ3/6). This potential has the simple
form of a Duffing oscillator at SS, i.e. δf = 0, with
the periodic frequency ~ω =
√
8EJEC(1/2− α), anhar-
monicity δ = 4EC(α−1/8)/(1−2α), and zero point phase
fluctuations φzpf = [4EC/EJ(1 − 2α)]1/4. In contrast to
a transmon, a CSFQ with 1/8 < α < 1/2 has positive
anharmonicity; see Appendix A for quantization.
A hybrid two-qubit circuit: We consider qubits Q1
and Q2 coupled via a coupler C, such as a bus resonator.
Each one of the two qubits can have positive or negative
FIG. 1. (a) A CSFQ, (b) A CSFQ-Transmon circuit cou-
pled capacitively by g12 and via a coupler, each qubit is
measured, (c) Energy diagram of a two-qubit Hamiltonian.
Red (white) heads indicates avoided crossing by co-rotating
(counter-rotating) interactions.
anharmonicity. In the circuit depicted in Fig. 1(b) we
give an example of Q1 being transmon and Q2 being a
CSFQ, however we keep this section general without re-
ferring to the qubit species. Q1 and Q2 may have small
capacitive coupling g12 on top of indirect coupling via the
coupler. The circuit Hamiltonian is
H =
∑
i,ni
ωi(ni)|ni+ 1〉〈ni+ 1|+
∑
j(6=i)
gij(aˆi+ aˆ
†
i )(aˆj + aˆ
†
j)
(1)
with i = 1, 2 for qubits and c for the coupler. The energy
levels in the bare basis associated to free Hamiltonian are
En1 and En2 for qubits and Enc for the coupler. ωi(ni)
is the difference between Eni+1 and Eni , therefore qubit
frequencies are ω1/2(0) or simply ω1/2. The coupler fre-
quency ωc is far detuned from qubits in order to warrant
no backaction from the coupler on the qubit driving when
external gates are applied.
Let us further analyse the Hamiltonian (1). Con-
sider a fixed frequency Q2 from which Q1 is detuned
by ∆, i.e. ω1 = ω2 − ∆ and similar anharmonicity
δ. Given that |n1, nc, n2〉 is an eigenstate for noninter-
acting Hamiltonian, interaction with coupling strength
(g1c)
k provides transition to |n1±k, nc∓k, n2〉, with the
strength (g2c)k to |n1, nc ∓ k, n2 ± k〉, with the strength
(g12)
k to |n1 ± k, nc, n2 ∓ k〉, with the strength g1cg2c to
|n1±1, nc∓2, n2±1〉, and so on. Figure 1(c) shows these
transitions at marked heads either at intersections or on
dashed-coupled parallel lines and label them by up to
two photon couplings. Green marks (with white heads)
indicate counter rotating interactions such as aˆiaˆj . One
can see in Fig. 1(c) that the transition between |200〉
3and |101〉 takes place either by direct coupling g12 or
via the intermediate state |110〉. In absence of direct
coupling the avoided crossing between the two levels has
been found
√
2g1cg2c/∆2(∆1+δ) in Ref. [28]. The seem-
ingly non-interacting levels may stay so, or may interact
via n photons for n > 2 or under external gates.
Effective circuit Hamiltonian: To reduce quantum
computation errors all circuit elements should be in the
dispersive regime, i.e. with coupling strengths gij much
weaker than frequency detuning ∆ij ≡ ωi − ωj [29]. In
this limit the Schrieffer-Wolff (SW) transformation [30]
simplifies Eq. (1) to this qubit-qubit Hamiltonian:
H =
∑
nq
ω¯q(nq)|nq + 1〉〈nq + 1|+
∑
n1,n2
√
(n1 + 1)(n2 + 1)
× Jn1,n2 (|n1, n2 + 1〉〈n1 + 1, n2|+ h.c.) , (2)
with dressed frequency ω¯q(nq) being the difference be-
tween E¯nq+1 and E¯nq in dressed basis associated to inter-
acting Hamiltonian. The qubit-qubit coupling strength
within two photons limit is
Jn1n2 ≡ g12 −
g1cg2c
2
∑
q=1,2
[
1
∆q(nq)
+
1
Σq(nqc)
]
, (3)
with ∆q(nq) ≡ ωc − ωq(nq) and Σq(nq) ≡ ωc + ωq(nq).
One can find the qubit dressed frequency ω¯q(nq) =
ωq(nq)−g2qc(nq +1)/∆q(nq) and its dressed anharmonic-
ity δ¯q = δq[1− 2g2qc/∆q(∆q − δq)].
Let us briefly discuss the impact of measurement of
qubits. Readout measurement usually takes place by
means of weakly coupling a qubit to a resonator with
the interaction HqR = gqR(aˆq + aˆ†q)(aˆR + aˆ
†
R). The pro-
cess of eliminating the readout resonator can take place
before or after eliminating the coupler. The difference
returns some small leftovers in dressed qubit frequency
đω and anharmonicity đδ, which are
đω˜2
g6
= −đω˜1
g6
=
(∆ + 2∆2)
2(∆2 + ∆∆2 + ∆
2
2)
2∆∆42(∆ + ∆2)
4
, (4)
đδ˜1/2
2g6
= − (∆2 − δ1/2)
3 + (δ1/2 + ∆2)∆
2
2
(∆32∆∓ δ1/2)(∆2 − δ1/2)4
± 2
∆∆42
, (5)
with universal coupling g and two qubit detuning ∆ =
ω2 − ω1, and δ1, δ2,∆ ∆2.
The effective Hamiltonian approach is limited to dis-
persive regime as shown in Ref. [31], therefore qubits
with small frequency detuning must be treated non-
perturbatively. Moreover external driving Hamiltonian
should be treated with methods other than SW such as
the method described in Ref. [32] to express nonpertur-
bative strong driving impacts.
III. STATIC ZZ FREEDOM
The qubit-qubit Hamiltonian (2) has been written for
any number of qubit energy levels. Further block diag-
onalization separates the computational subspace from
CSFQ-Transmon
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FIG. 2. Difference between interacting and noninteracting
energy levels obtained from Hamiltonian (1) in (a) a CSFQ-
transmon and (b) a transmon-transmon device. Circuit pa-
rameters are similar to those used in Fig. 3(b) and Fig. 3(d).
higher excitations. Within the dispersive regime the com-
putational form of qubit-qubit Hamiltonian turns out to
have the following operator structure:
Heff = ω˜1 |10〉 〈10|+ ω˜2 |01〉 〈01|+ (ω˜1 + ω˜2 + ζ) |11〉 〈11| ,
= − ω˜1 + ζ/2
2
ZI− ω˜2 + ζ/2
2
IZ +
ζ
4
ZZ. (6)
Defining En1n2 the energy level with qubit 1 and 2 at
levels n1 and n2, one can find a general definition for the
only interaction term present in Eq. (6) based on energy
levels:
ζ = E11 − E10 − E01 + E00, (7)
This interaction term is called static ZZ interaction
since it is always present even when qubits are idle. Let
us emphasize that Eq. (7) is an original definition of
static ZZ interaction that can be achieved only by taking
the operator form of Eq. (6) into account. Perturbation
theory can evaluate the following ζ and dressed frequen-
cies within the dispersive regime:
ζ = 2J210/(∆¯− δ¯1)− 2J201/(∆¯ + δ¯2), (8)
ω˜1 = ω¯1 − J200/∆¯, and ω˜2 = ω¯2 + J200/∆¯, (9)
with ∆¯ ≡ ω¯2 − ω¯1. There are a number of divergences
in Eq. (8), however since the original definition Eq. (7)
is divergence-free, the divergences are the consequence of
our perturbative block-diagonalization, therefore results
in the vicinity of these divergences are inaccurate.
The dressed frequency shifts depend on the coupling
strength J00, which causes 0→ 1 transition in one qubit
and 1 → 0 transition in the other one. As shown in Eq.
(9) J00/∆¯ is subtracted from the frequency of a qubit and
the same amount is added to the other one. Therefore
based in the definition Eq. (7) J00 does not contribute to
the static ZZ coupling strength. However the contribu-
tion of higher excitations is different; J01 and J10 couple
0 ↔ 1 transition in one qubit and 2 ↔ 1 transition in
the other one. The repulsive interaction between E11
and the non-computational levels E02 and E20 can can-
cel one another, making ZZ interaction zero, if E11 can
4be in between and near the two non-computational lev-
els. We find the first few eigenvalues of the Hamiltonian
(1) in presence and absence of interaction, and in Fig. 2
show the energy dispersion (Edress−Ebare) of the two set
to clarify how interaction affects energies. Equation (7)
still holds valid to the energy dispersion since static ZZ
is zero in absence of interactions, so one can evaluate ζ
from Fig. 2. Usually the frequency shifting due to the
interaction is much smaller than the energy gap, so this
will not change the relative positions of energy levels. In
a CSFQ-transmon pair with coupler frequency being far
detuned from both qubits within the limit |∆| < |δ1/2|,
E11 falls in between E02 and E20 making it possible to
have repulsion-free E11 at a certain detuning frequency.
In a transmon-transmon pair with coupler frequency be-
ing far detuned from both qubits, E11 is in one side of
both non-computational levels E02 and E20, which makes
the two repulsions to sum and not cancelled, possibly ex-
cept at very large detuning frequency which falls out of
the domain of interest for quantum computation.
A pair of idle qubits that interact unwantedly by
ZZ interaction accumulate state-dependent phase error.
Evolving the idle quantum states |00〉 and |11〉 after time
t results in the phase exp(+iζt/4), while the states |01〉
and |10〉 return a different phase exp(−iζt/4). There-
fore all qubits across a circuit accumulate such two-qubit-
state-dependent phase error.
Let us search for the possibility of vanishing phase error
for interacting qubits. This can take place by finding
ways to eliminate level repulsion between computational
and non-computational levels while computational levels
can still interact. Using Eq. (8) one can find the following
condition for eliminating ζ:
∆¯ =
δ¯1 + δ¯2γ
2
1− γ2 (10)
with γ ≡ J10/J01. Ignore counter-rotating terms one can
find
γ =
1− δ1/(2∆2 + ∆)
1− δ2/(2∆2 + ∆)
1− δ2/∆2
1− δ1/(∆2 + ∆) . (11)
The condition of the static ZZ elimination as shown in
Eq. (10) makes it possible to investigate such a possi-
bility for certain circuit parameters. Below we consider
two types of circuits, a transmon-transmon pair coupled
via a coupler, and a CSFQ-transmon pair coupled via a
coupler.
CSFQ-Transmon pair: A recent experiment has re-
vealed that combining a positive and a negative anhar-
monic qubit can make ZZ freedom [19]. This freedom can
take place in qubits with non-zero J interaction, which
allows for entangling them with two-qubit gates. Here
we search for circuit characteristics that allow ZZ free
qubits. Let us consider Q2 being fixed frequency trans-
mon is coupled to a CSFQ with ∆ detuned frequency, i.e.
ω1 = ω2−∆. We consider a large Hamiltonian (2) matrix
with levels from E00 up to E04 and E40 and block diag-
onalize to the computational subspace. This determines
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FIG. 3. Static ZZ interaction in a CSFQ-transmon device
(a)-(c) and in a transmon-transmon device (d) and (e). Q1
has the anharmoncity δ1 and is detuned from a transmon Q2
by ∆. (a) Static ZZ interaction dependence on CSFQ anhar-
monicity and qubit qubit detuning. The two qubits are un-
coupled directly, but they are indirectly coupled via a bus res-
onator with frequency ωc = 6.492 GHz and coupling strengths
g1c = g2c = 80 MHz with ω2 = 5.292 GHz, δ2 = −0.33 GHz.
The effective ZZ interaction is positive (negative) in red (blue)
areas and it vanishes on the solid lines. (b) Static ZZ inter-
action with δ1 = 0.6 GHz using the effective (dashed blue)
and full model (solid red) individually. (c) Static ZZ free-
dom criteria via the effective (solid), analytical zeroth-order
(dotted), first order (dashed) and full Hamiltonian model
(cross). Static ZZ interaction in a transmon-tranmon device
with ω2 = 4.914 GHz, ωc = 6.31 GHz, δ1 = δ2 = −0.33 GHz
and direct coupling g12 = 0, 2.5, 5 MHz as a function of (d)
qubit-qubit detuning with g1 = 98 MHz, g2 = 83 MHz, and
(e) transmon-resonator coupling strength g2c with g1c = 98
MHz and ∆ = −0.1 GHz.
repulsion between computational and non-computational
levels more accurately. The result has been plotted in
Fig. 3(a), showing ZZ coupling strength in colors over
a wide domain of CSFQ anharmonicity δ1 and the fre-
quency detuning ∆. ZZ interaction will have both nega-
tive and positive signs with a nontrivial borderline (solid
5black) between the two regions where the static ZZ cou-
pling is zero. The marked circle indicates the parameters
of the CSFQ/Transmon circuit experimented in Ref. [19]
and showed zero static ZZ and one can see the marked
circle is on the zero ZZ borderline.
Figure 3(b) compares two different approaches to de-
termine the static ZZ for CSFQ/Transmon pair at differ-
ent detuning frequency: dashed line obtained from SW
effective Hamiltonian as found in Eq. (8), solid line ob-
tains ZZ strength from numerical analysis of diagonaliz-
ing full Hamiltonian (1). Comparing the two methods
reveals that: both methods show consistent ZZ freedom
and that perturbation theory is more accurate in large
∆ domain. Figure 3(c) shows the parameters at which
the static ZZ is zero. The parameters used here are the
normalized frequency detuning ∆ by transmon-coupler
detuning ∆2 and the magnitude of anharmonicity ratio.
Crossed points show exact results from diagonalizing of
the full Hamiltonian, and the solid line is obtained from
Eq. (10). The two dashed lines are analytical solutions
of Eq. (10) in the zeroth and first order in |δ2/∆2|. For
obtaining these analytical solutions we define the qubits
anharmonicities by δ1 = kδ, δ2 = −δ with k, δ > 0. We
consider no direct coupling between qubits and the uni-
versal qubit-coupler coupling strength g, and ∆ = b∆2.
Substituting these parameters in Eq. (11) evaluates
J10/J01 = (1+a)(1+b)(ak−b−2)/(2+b+a)(ak−b−1),
with a ≡ δ/∆2. Eq. (10) can be simplified in the absence
of a to k = (2 + b− 3b2 − 2b3)/(2 + 5b + b2), i.e. zeroth
order solution. Adding the first order of a increases the
solution precision. One can see for CSFQ anharmonicity
being greater than transmon anharmonicity the analyti-
cal approximation is trustable.
Transmon-Transmon pair: In such a pair both an-
harmonicities are negative. Let us first based on the
perturbation theory make some estimation about the
possibility of ZZ freedom. A trivial possibility is when
J01 ≈ J10 ≈ 0, more precisely direct coupling g12 cancels
out the indirect couplings in in Eq. (3). This freedom
has been realized recently in several experiments [22–24].
However non-interacting qubits cannot be entangled at
such an operating point and are not useful for quantum
computation. Searching for ZZ freedom in the presence
of J coupling, results in such a possibility with qubit-
coupler coupling gqc being equal or larger than the qubit-
resonator frequency detuning ∆q, which goes beyond the
dispersive regime and perturbatively invalid. Exact nu-
merical result with full Hamiltonian does not show any
possibility for ZZ freedom in transmon-transmon pairs
within the quantum computational domain of parame-
ters.
Although ZZ freedom cannot be achieved for interact-
ing pair of transmons, however one can achieve its sup-
pression by tuning circuit parameters. For this purpose
let us consider two transmons with almost the same an-
harmonicity and different frequencies. We numerically
simulate the circuit and extract static ZZ by numerical
diagonalization of the full Hamiltonian model. Figure
3(d) shows static ZZ coupling strength decreases by low-
ering the magnitude of detuning frequency ∆. This has
been studied for three direct couplings g12. At g12 = 5
MHz the qubits are J-interaction-free. Interestingly the
weaker g12 cases shows that suppression of ZZ interaction
can be achieved within a rather large domain of detuning
frequency ∆, making it possible to design a transmon-
transmon circuit with suppressed ZZ interaction within
the dispersive regime ∆ J . Figure 3(e) shows how ZZ
coupling changes by tuning transmon-resonator coupling
g2c. Although the zero ZZ points belong to J-interaction-
free transmons, however in their vicinity one can see a
large class of transmons that not only interact but also
their unwanted ZZ interaction is suppressed.
IV. TWO-QUBIT GATE: CROSS RESONANCE
Let us consider a two-qubit gate that rotates a qubit
depending on the state of another qubit. Here we con-
sider the cross-resonance (CR) gate — a microwave pulse
with the oscillation frequency equal to the frequency of
Q2, which is applied on Q1. For this gate Q2 is target
and Q1 is control qubit. The CR driving Hamiltonian is,
HCR = Ω cos(ωdt)
∑
n1
(|n1〉 〈n1 + 1|+ h.c.) , (12)
with Ω being the amplitude and ωd = ω˜2 + ζ/2 being
the frequency of driving. We let Eq. (12) to co-rotate
with the free Hamiltonian Eq. (2) by transforming it by
R =
∑
n exp(−iωdtnˆ) |n〉 〈n|, HCR → R†(HCR)R−iR†R.
Rotating wave approximation (RWA) helps to simplify
fast oscillating terms making the Hamiltonian time-
independent .
Driving qubits externally by weak amplitude pulses
will not harm perturbative block diagonalization scheme
Ω  ∆, g. Since this domain of amplitude is too nar-
row we also compare perturbative transformation with
nonperturbative least action transformation. We need
a unitary transformation T that can be constructed un-
der a very weak constraint motivated by the idea that
the only action that the transformation should perform
is to bring H into block diagonal form and does nothing
otherwise. Such a block diagonalization technique has
been previously worked out in chemistry in Ref. [32],
namely the ‘Least Action’ (LA) block diagonalization.
This transformation can be constructed after determin-
ing the eigenvectors of the Hamiltonian H. The matrix
of all eigenvectors S, and a block-diagonal part of it SBD,
help to construct the transformation matrix T in the fol-
lowing way:
T = S S†BD
(
SBDS
†
BD
)−1/2
, (13)
Block diagonalizing the CR driven multilevel inter-
acting qubits by transforming their Hamiltonian into
T (H + HCR)T
† leaves us with the following qubit-qubit
6Hamiltonian in the computational subspace:
H = αZI
ZI
2
+ αIX
IX
2
+ αZX
ZX
2
+ αZZ
ZZ
4
+αZY
ZY
2
+ αIY
IY
2
. (14)
Although the same operator structure as of Eq. (14)
can be found by perturbative block diagonalization, how-
ever deviations from perturbation is visible within strong
driving domain. We keep a record of the both sets of cou-
pling strengths and compare them in the results taken
in the rest of the paper. Among all terms that appear
in Eq. (14) the only desired interaction is ZX as com-
bining it with single qubit rotations provides two-qubit
CNOT gate. Classical crosstalk effect, whose nature is
still subject of research, can add up additional terms in
the Hamiltonian Eq. (14) by changing the coupling con-
stant of IX and IY terms. The ZY term can be elimi-
nated by calibrating the global phase of CR pulse and
this leaves us with its sibling ZX interaction. Moreover
applying an active cancellation pulse on target qubit with
fine-tuned amplitude and phase can eliminate IY and
IX terms, [33]. All these help to obtain gate ZX along
with unwanted ZZ term. Numerical results in a CSFQ-
Transmon circuit has been plotted in Fig. 4. As one
can see in weak amplitudes perturbation and nonpertur-
bative results overlap, however as expected they grow
differently by increasing the driving amplitude.
LA
SW
0 20 40 60 80 100
0
1
2
3
4
5
Ω (MHz)
ZX
(MHz
)
(a)
0 20 40 60 80 100
0
50
100
150
200
Ω (MHz)
ZZ
(kHz)
(b)
FIG. 4. ZZ and ZX coupling strengths in a CSFQ-transmon
pair versus CR amplitude Ω, using Schrieffer-Wolff trans-
formation (dashed) and Least Action transformation (solid).
∆ =0.1GHz and the other parameters similar to Fig. 3(b).
The ZZ interaction in a CR driven qubit-qubit circuit
has two parts: 1) the static part due to computational
level repulsion induced by non-computational levels, and
2) a dynamical ZZ part induced by CR gate manipula-
tion on the level repulsion. It is important to emphasize
that since CR gate produces interactions other than ZZ
coupling in the Hamiltonian (14), such as ZX, in presence
of CR gate the ZZ coupling cannot be identified from Eq.
(7) any more.
Perturbation theory obtains that in the weak driving
limit the dynamic ZZ component depends quadratically
on CR amplitude Ω. Therefore the general structure of
ZZ strength is
αZZ = ζ + ηΩ
2 +O(Ω3), (15)
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FIG. 5. η as a function of qubit frequency detuning,
(a) CSFQ-transmon devices similar to Fig. 3(b), and (b)
transmon-transmon devices similar to Fig. 3(d) with g12 =
2.5MHz. Cross points are numerical results from LA trans-
formation and solid line from SW transformation.
with η depending on qubit parameters such as anhar-
monicity and detuning frequency, as well as coupling
strengths. Using SW perturbation theory one can ana-
lytically determine it in weak driving limit, see Appendix
D.
The nonperturbative block diagonalization of LA
transformation reproduces weak coupling results, how-
ever adds higher order corrections denoted by O(Ω3)
that contribute to deviations from perturbation theory in
strong driving limit. In Fig. 5 we plot perturbative η in
solid lines and the LA nonperturbative η in cross points,
in (a) for a CSFQ-transmon and in (b) for a transmon-
transmon circuit. One can see that CSFQ-transmon pair
carries positive η, which makes CR gate to add up pos-
itive dynamic ZZ component on top of the static part.
This may result in suppression of total ZZ strength if the
static part is negative. In the transmon-transmon circuit
η is negative only at small detuning frequency. Pertur-
bation theory shows divergence, however LA transforma-
tion finds that the divergence is unphysical and that ZZ
strength remains finite.
V. DYNAMICAL ZZ CANCELLATION
In previous section we studies the impact of CR gate
on level repulsion that results in variation of total ZZ
interaction from its value at idle qubits. Here we deter-
mine ZX and ZZ strengths for some CSFQ-transmon and
transmon-trasnmon pairs at a large domain of CR pulse
amplitudes. We show in examples how the dynamic ZZ
interaction may or may not cancel the static one. This
provides a unique opportunity to tune circuits param-
eters for obtaining opposite sign static and dynamic ZZ
components. CR amplitude can control the magnitude of
dynamic part and allows for vanishing total ZZ strength.
In this section we show the dynamic ZZ freedom can take
place in transmon-transmon as well as CSFQ-transmon
pairs. Moreover the freedom is persistent as long as CR
gate is active and this simultaneously improves the CR
gate fidelity.
In Fig. 6 we study two types of qubit-qubit setups: five
CSFQ-transmon samples labelled from 1 to 5, and five
transmon-transmon samples labelled from 6 to 10. The
7corresponding energy levels are depicted in Fig. 6(a).
In the diagram the energy level of |010〉, |100〉, and
|001〉 show their differences in the coupler and the two
qubit frequencies. The noncomputational states |002〉
and |200〉 in transmon-transmon circuits are both below
|101〉 and in CSFQ-transmon circuits on its two sides.
Since in these examples the coupler frequency is far de-
tuned from qubits, the repulsions between |101〉 and non-
computational levels in transmon-transmon devices have
the same sign and sum, and in CSFQ-transmon devices
have different signs and subtract.
Applying CR pulse produces desired ZX entangle-
ment between the two qubits. We determine interaction
strength from nonperturbative LA transformation. In
Fig. 6(b) and 6(c) the ZX strengths of CSFQ-transmon
and transmon-transmon devices have been plotted, re-
spectively. The strength of ZX coupling increases with
the CR amplitude, however its growth starts to diminish
as soon as E11 comes near to other levels. Figure 6(d)
and 6(e) show total ZZ strength for CSFQ-transmon and
transmon-trasmon devices. In samples 1-3 the static ZZ,
i.e. at Ω = 0, are negative and in 4 and 5 positive. The
static ZZ remains the same at all driving amplitudes Ω,
i.e. as it is always on, however adding the positive dy-
namic ZZ component the total suppresses in 1-3 and can
go zero at certain amplitude, however in 4 and 5 the
cancellation cannot take place. Interestingly similar ZZ
freedom takes place in transmon-transmon circuits as it
can be seen in devices 8-10. Notice that device 6 is the
IBM experimental device used in Ref. [33] and we can
see it does not show total ZZ freedom.
Determining the CR amplitude at which total ZZ free-
dom may take place requires measuring the static ZZ cou-
pling. This can take place by performing a Ramsey pulse
sequence on Q1 at state |0〉 and repeating it at state |1〉.
The difference in frequency between these experiments
determines the static ZZ rate [19]. Once the static ZZ
is determined, one can use Eq. (15) to determine how
much of CR amplitude is required to set the total ZZ
to zero. Equivalently one can also perform a quantum
Hamiltonian tomography after applying the CR pulse,
by measuring the target qubit state after projecting it
on X, Y, and Z axis of the Bloch sphere [33]. This de-
termines the Pauli coefficients of Eq. (14), including ZZ
term.
We can use SW perturbation theory to determine the
interaction strengths analytically and we expect sufficient
accuracy of the results in weak driving limit. By solving
the equation αZZ = 0, the condition for dynamical ZZ
freedom in the first order of ∆/δ2 can be obtained at the
particular CR amplitude (in the limit of ∆/δ2  1):
Ω∗ = |∆|
√
2(r + γ2)
r + γ(2 + γ)
√
1− C∆
δ2
, (16)
with C ≡ 1/2+2γ+γ2+r2+rγ(2+γ)+γ2(1+2γ2)/2r(r+γ2)(r+γ(2+γ)) and r ≡
δ1/δ2. Table I compares the CR amplitude Ω∗ at which
dynamical ZZ cancels out the static ZZ interaction. The
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FIG. 6. (a) Energy diagrams for five CSFQ-transmon cir-
cuits (1-5) and five transmon-transmon circuits (6-10). The
coupling strength under CR gate using nonperturbative least
action transformation for: (b) ZX interaction in devices 1-
5, (c) ZX interaction in 6-10, (d) ZZ interaction in 1-5, and
(e) ZZ interaction in 6-10. Common parameters in 1-5 are
δ1/2 = 0.6,−0.33 GHz, g1c/2c = 80 MHz, and g12 = 0. In 1:
∆ = 70 MHz and ∆2 = 1.1 GHz. In 2-5: ∆ = 70, 105, 150, 180
MHz and ∆2 = 1.2 GHz. Common parameters in 6-10 are
δ1/2 = −0.33 GHz, g1c/2c = 98, 83 MHz, and g12 = 2.5 MHz.
In 6-9: ∆ = −200,−150,−100,−50 MHz and ∆2 = 1.4 GHz.
In 10: ∆ = −70 MHz and ∆2 = 2 GHz.
amplitude Ω∗ is determined using three different meth-
ods for devices 1-10. In the row labelled by LA we use
nonperturbative least action method to determine total
ZZ and find where it is zero. In O(n) row we use the
SW-evaluated static ZZ coupling ζ of Eq. (8) and the
SW-evaluated η in Appendix D and substitute them in
Eq. (15) to obtain at what amplitude ZZ becomes zero.
Below it we present the results from Eq. (16) and in the
last row we evaluate the ratio of ∆/δ1 in each device.
One can see the results are better consistent in the limit
of ∆/δ2  1.
Let us further study the CR amplitudes at which dy-
namic freedom takes place. In what comes next we work
with the parameters of the devices 2-5 CSFQ-transmons
and the devices 6-9 transmon-transmons, except that we
8(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
LA 42 30 24 No No No No 115 61 82
O(n) 41 31 24 No No No 71 83 46 62
Eq(16) 41 34 40 20 No 110 104 81 46 61
∆/δ1 0.11 0.11 0.17 0.25 0.3 0.61 0.45 0.3 0.15 0.21
TABLE I. Ω∗ from different methods in devices 1-10 in MHz.
‘No’ indicates devices with no dynamic ZZ freedom.
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FIG. 7. The amplitude of dynamical ZZ freedom versus qubit
detuning frequency, (a) for CSFQ-transmon with parameters
similar to circuit 2-5 devices, (b) for transmon-transmon with
parameters similar to 6-9 devices. Solid lines are perturbative
results, and circles are result taken from nonperurbative least
action. Shaded area shows the validity domain of perturba-
tion theory.
keep detuning frequency ∆ a variable. We work out
the CR amplitude at which dynamic ZZ freedom can
take place within a large range of ∆ in Fig. 7(a) and
7(b). Dots shows results taken using nonperturbative
least action transformation and solid lines are SW per-
turbative results. Shaded area shows the validity do-
main of perturbation theory in the parameter Ω/∆. One
can see perturbation theory is a crude approximation
for transmon-transmon devices, while it works better for
CSFQ-Transmon pairs. This is mainly because the static
ZZ strength in transmon-transmon pairs is usually large
and then cancelling it requires strong driving amplitudes
whose accuracy falls outside of perturbation techniques.
One of the noticeable characteristics of dynamic ZZ
freedom in CSFQ-transmon pairs as seen in Fig. 7(a) is
that by increasing detuning frequency first cancellation
amplitude increases, and at larger detuning frequency the
amplitude squeezes. In transmon-transmon pairs of Fig.
7(b) the amplitude monotonically changes. These be-
haviours are consistent with what we found above for
the way how ζ and η scale with detuning ∆.
VI. CR GATE ERROR
A pair idle qubits carry a Hamiltonian that contains
ZI, IZ and ZZ Pauli coefficient. CR gate changes some
of these coefficients and also as shown in Eq. (14) in-
troduces some unwanted interactions. Instead of a single
CR pulse one can use an echoed CR pulse on the con-
trol qubit, which a CR pulse for duration t, a pi rotations
about X axis, a pi-shifted CR pulse for the same dura-
tion, and another pi rotation about X axis. Applying an
echoed CR gate on the control qubit along with an active
cancellation pulse with fine-tuned phase and amplitude
on target qubit eliminate all unwanted interactions and
leave us with the following couplings only: ZX and ZZ.
For details see Ref. [34, 35]. Applying the echoed CR
gate results in an oscillation in the target qubit with the
frequency feCR = 2
√
α2ZX + α
2
ZZ/4 ≈ 2αZX.
To quantify the performance of echoed-CR gate on dy-
namic ZZ free qubits, we numerically simulate the CR
gate for several devices in Fig.6. Here we consider the
gate length includes two rounded square CR pulses with
ignorable rise and fall times, and each of which is fol-
lowed by a 40ns long pi pulse. As described in Ref. [19],
the two-qubit gate will be of the form exp[−iθZX/2] with
θ = 2pifeCRτ and τ being the flat-top length of each CR
tone. Setting θ = pi/2 makes a unitary gate that entan-
gles the two qubits. When performing a CR gate, the
flap top of the single CR tone τ satisfies τ = 1/8αZX
when CR driving amplitude is small, and the total gate
length tg = (2τ + 80) ns.
We simulate an echoed CR pulse sequence for imple-
menting a ZX(pi/2) gate. We compute the two-qubit er-
ror per gate by evaluating how the unitary evolution of
the echoed CR gate evolves an initial state. The presence
of ZZ interaction determines a state-dependent phase er-
ror in the desired state. We evaluate the infidelity of final
state. Figure 8 shows the CR gate error caused by ZZ
interaction as a function of gate length and qubit-qubit
detuning with infinite coherence time. In these plots we
ignore the decoherence effect on the gate as assume that
qubits can have desirably long coherence times T1 and T2.
In CSFQ-transmon devices 2 and 3 where total ZZ can be
dynamically set to zero, we can get the ZX rotation free
of parasitic ZZ interaction and therefore the gate error
drops at certain gate times. For device 2 Fig. 6(a) and
6(d) show that where the dynamic freedom takes place is
at αZX ∼ 2.7 MHz. Such a frequency requires τ ∼ 46ns
for each CR pulse to perform pi/2 ZX rotation. Consid-
ering the second CR pulse and the additional pi rotation
will sum the total echoed-CR pulse length to 172 ns. In
Fig. 8(a) one can see that device 2 performs a perfect
gate with no error at this gate length. In device 3 the
cancellation takes place at a αZX that is smaller by a fac-
tor of 1/1.7 and this causes the prolongation of the gate
to become 235 ns. While the gate error in devices 4 and
5 decreases as the gate becomes longer due to reduction
of total ZZ interaction, however the gate error in absence
of decoherence stays can be in the scale of 10−3.
In transmon-transmon devices almost similar behav-
ior is expected and one can find errorless ZX(pi/2) in
dynamical ZZ free trasmons. The perfect gate time in
devices 8 and 9 are shorter compared to CSFQ-transmon
pairs. The reason for such improvement is that in
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FIG. 8. ZZ error of the echo CR gate as a function of gate
length and two-qubit detuning in (a) CSFQ-transmon devices
(b) transmon-transmon devices.
these transmon-transmon devices the dynamic cancella-
tion takes place at an amplitude that causes faster ZX
rotation. However, one can see in Fig. 8(b) that some
transmon-transmon devices such as 7, 8, and 9 show
some cutoff in their minimum gate length for ZX(pi/2)
rotation. Figure 6(c) shows that αZX rate starts to sat-
urate after some amplitudes and cannot increase any-
more. This saturation puts limitation on flap top length
τ such that it cannot become shorter than a minimum,
i.e. τmin = 1/8αmaxZX . This will introduce a cutoff on
echo-CR gate length to become limited to longer than
tming = (1/4α
max
ZX + 80) ns. For instance device 7 in Fig.
6(c) reaches to a saturation at ∼ 2.5MHz and this intro-
duces a gate time cutoff below ∼ 180 ns as shown in Fig.
8(b). Moreover the device 7 shows some dynamic ZZ sup-
pression to a minimum of ∼20kHz and our analysis show
that at this gate time the error although cannot be elim-
inated but it can be suppressed to 10−5 for transmons
without decoherence error.
VII. DISCUSSION
In this paper, we studied the parasite ZZ interaction
and the possibility of freeing qubits from it. Zeroing the
ZZ strength can take place in two ways: 1) in idle qubits
circuit parameters can be found such that the static ZZ
strength becomes zero. The static ZZ freedom can take
place in qubits with opposite sign anharmonicity. 2) in
driven qubits with a microwave pulse a new ZZ compo-
nent adds on top of the static part making it possible
to cancel it out, making total ZZ strength zero. This
dynamic ZZ freedom takes place at a driving amplitude
that could be determined from circuit QED.
Eliminating the static ZZ will make idle qubits to no
longer suffer from accumulating state dependent phase
error across the circuit. Moreover when a two-qubit gate
is active, eliminating all of the parasitic ZZ interaction
as long as the gate is active results in a large increase in
the gate fidelity.
Our derivation was restricted to two interacting qubits.
The ZZ free qubits can have many advantages; for in-
stance a complete understanding of pairwise suppression
of ZZ interaction in a large circuit with many qubits
can result in quantum computation on the circuit with
less error. Future research is needed to study clusters
of interacting three-body and higher many-body qubits.
Although the general expectation is that the coupling
strength of these terms to be weaker than pairwise inter-
actions, however they can generate additional gate error
as well as crosstalk error across the circuit. Elimination
of parasitic many body interactions such as ZZZ cou-
plings depends on qubit connectivity, i.e. whether qubits
are connected in a loop or are in linear connection. This
paves the road toward optimal operation for reducing
quantum computational error to below the threshold of
error-correction.
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Appendix A: CSFQ Hamiltonian
Figure 1(a) helps to write the CSFQ Lagrangian L =
1
2 (Φ0/2pi)
2{(CSh + αCJ)(φ˙1 − φ˙3)2 + CJ(φ˙1 − φ˙2)2 +
CJ(φ˙2 − φ˙3)2} + EJ{cos(φ1 − φ2) + cos(φ2 − φ3) +
α cos(2pif − φ1 + φ3)} with external flux number f ≡
Φext/Φ0 and the external magnetic flux Φext penetrat-
ing the loop. Defining new phase variables φ = φ1 − φ3
and φ′ = φ1 − 2φ2 + φ3 can help to uncouple degrees
of freedom. Considering the charging energy of a typi-
cal capacitance C being EC ≡ e2/2C, the effective ca-
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pacitance associated with the modes φ and φ′ are C ≡
CSh+αCJ +CJ/2 and C ′ = CJ/2, respectively. The key
to C-shunt flux qubit is the large shunting capacitance
CSh  CJ which indicates that the mode φ′ oscillates
with an order of magnitude larger frequency compared to
the oscillation of φ mode. Therefore the large charging
energy of φ′ mode makes its contribution to qubit poten-
tial negligible. This makes qubit potential separable and
eventually the φ′ mode can be safely discarded from dy-
namics. This helps to write down the CSFQ qubit Hamil-
tonian H = 4ECn2− 2EJ cos (φ/2)−αEJ cos (2pif − φ).
The 1D potential has a single minimum for α < 1/2,
which is the domain of our interest, otherwise indicates
double minima. Bringing the qubit to the bottom of its
potential minimum, namely “Sweet Spot” or (SS), will
produce the longest T2 coherence for the qubit.
Compare to a transmon, higher order terms (>4) in the
expansion of the CSFQ potential also contributes to the
eigenvalues, which will change the zero point fluctuation
to an unknown number. To be more precise, the Hamil-
tonian can be quantized in terms of field operators, e.g.
n = i(aˆ− aˆ†)/2ξ and φ = ξ(aˆ+ aˆ†) with ξ being the ex-
pansion parameter which will minimize the total energy,
the normal ordered Hamiltonian then can be written as
H = −Ec
ξ2
(
aˆ† − aˆ)2 + ∞∑
u=0
ξ2u+2
u∑
v=0
U2u+2(φ0)
2u−v (u− v)!
×
v+1∑
w=−(v+1)
(
aˆ†
)v+1+w
(aˆ)
v+1−w
(v + 1 + w)! (v + 1− w)!
+
∞∑
u=0
ξ2u+1
u∑
v=0
U2u+1(φ0)
2u−v (u− v)! (A1)
×
v∑
w=−(v+1)
(
aˆ†
)v+1+w
(aˆ)
v−w
(v + 1 + w)! (v − w)!
with Un(φ0) ≡ ∂nU(φ0)/∂φn0 and U(φ0) ≡
−2EJ cosφ0/2 − αEJ cos (2pif − φ0) and φ0 being the
phase of minimum U(φ0), i.e. φ0 = −2piα(δf)/(1/2−α),
which vanishes at sweet spot. By solving Schrödinger
equation, the eigenenergies En can be obtained using
perturbation theory. Unperturbed eigenvalues E(0)n and
first three order corrections are given by
E(0)n =
(
L∑
l=1
U (2l)ξ2l
(2l − 2)!! +
2EC
ξ2
)
n
+
L∑
k=2
L∑
l=2
U (2l)ξ2l
(2l − 2k)!!
n!
(n− k)!
E(1)n = 0
E(2)n =
n+L∑
k 6=n
V 2nk
E
(0)
n − E(0)k
E(3)n =
n+L∑
k 6=n
n+L∑
m6=n
VnmVmkVkn(
E
(0)
n − E(0)k
)(
E
(0)
n − E(0)m
)
(A2)
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FIG. 9. Frequency as a function of ξ at the sweet spot.
Simulation parameters EC = 0.292 GHz, EJ = 108.9 GHz,
α = 0.43 and f = 0.5.
with
Vnm = x|m−n|,|m−n|
√
max(m,n)!
min(m,n)!
+
min(m,n)∑
s=0
xmax(m,n)−s,min(m,n)−s
√
n!m!
s!
xa,b = δab
L∑
k=a
∑
u=0
Θ(k − a− 2u) U
(k)ξk
(k − a)!!a!
+ (1− δab)
L∑
k=a
∑
u=0
Θ(k − a− 2u)U
(k+b)ξk+b
b(k − a)!!a!
− δa2δb2EC
ξ2
Sum up unperturbed energy and all three orders correc-
tions, one can obtain the analytical formula of CSFQ
eigenvalues, then frequency ω01 = (E1 − E0)/~ and an-
harmonicity δ = (E2 − 2E1 + E0)/~ can be evaluated.
Here is an example to illustrate how to find these pa-
rameters. Consider a CSFQ with EC = 0.292 GHz,
EJ = 108.9 GHz, α = 0.43 and f = 0.5. Firstly, expand
the potential to 20th order (L=10) at the sweet spot and
plot the frequency f01 as a function of ξ. Determine ξ by
finding the minimum as shown in Fig. 9 (approximately
ξ ≈ φzpf/
√
2), then substitute ξ back to the Eq. (A2),
the corresponding frequency and anharmonicity spectra
are shown in Fig. 10.
Appendix B: Full Hamiltonian
To understand how the interaction terms change the
bare basis, we apply the full Hamiltonian (1) on the states
|n1, nc, n2〉. Consider the first order of gij (i 6= j and
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FIG. 10. Frequency (a) and anharmonicity (b) as a function
of external flux f using perturbation theory.
i, j = 1, 2, c), the result is written as
Hˆ|n1, nc, n2〉 =
[ω1(n1) + ωc(nc) + ω2(n2)] |n1, nc, n2〉
+g12[
√
n1n2 |n1 − 1, nc, n2 − 1〉
+
√
n1(n2 + 1) |n1 − 1, nc, n2 + 1〉
+
√
(n1 + 1)n2 |n1 + 1, nc, n2 − 1〉
+
√
(n1 + 1)(n2 + 1) |n1 + 1, nc, n2 + 1〉]
+g1c[
√
n1nc |n1 − 1, nc − 1, n2〉
+
√
n1(nc + 1) |n1 − 1, nc + 1, n2〉
+
√
(n1 + 1)nc |n1 + 1, nc − 1, n2〉
+
√
(n1 + 1)(nc + 1) |n1 + 1, nc + 1, n2〉]
+g2c[
√
n2nc |n1, nc − 1, n2 − 1〉
+
√
n2(nc + 1) |n1, nc + 1, n2 − 1〉
+
√
(n2 + 1)nc |n1, nc − 1, n2 + 1〉
+
√
(n2 + 1)(nc + 1) |n1, nc + 1, n2 + 1〉]
The equation above shows that when interactions turn
off, |n1, nc, n2〉 is the eigenstate of the non-interacting
Hamiltonian, when we turn on the interactions, level
crossing takes place with the coupling strength scaling
with the first order of gij as shown in Fig. 1(c).
Appendix C: Principle of Least Action
Consider a general d × d Hermitian Hamiltonian H,
which can be transformed into a block diagonal matrix
H using Eq. (13) with two blocksHnn andHmm, where
n and m are the dimensions of the blocks and satisfy
d = n + m and n ≤ m. The corresponding matrix of all
eigenvectors S can also be divided into 4 blocks, namely
S =
(
Snn Snm
Smn Smm
)
(C1)
As described in Ref. [32], the unitary transformation T
can be simplified as T = U(U†U)−1/2 where
U =
(
1 X
−X† 1
)
, U†U =
(
1 +XX† 0
0 1 +X†X
)
(C2)
with X = −(SmnS−1nn )† = SnmS−1mm. Therefore, only
part of the eigenvector matrix S is needed, for example,
the first n eigenvectors. To obtain the blocks in the com-
putational subspace in a large matrix, we first decouple
the computational subspace from higher levels using the
principle of least action above, and then repeat this ap-
proach in the 4× 4 matrix.
Appendix D: Dynamical Quadratic Factor
Transmon-Transmon pair: the ratio γ in Eq. (11) is
around 1, so the perturbative dynamical quadratic factor
η can be simplified as
η =
J201
2δ∆2(δ − 2∆)(δ −∆)3(δ + ∆)2
[
8δ6 − 15δ5∆
−18δ4∆2 + 38δ3∆3 + 6δ2∆4 − δ∆5 + 2∆6]
(D1)
with δ1 = δ2 = δ.
Transmon-CSFQ pair: the ratio γ in Eq. (11) is a slow
changing parameter, approximately we can assume η =
η(∆ = 0) ≈ 3/2, the perturbative dynamical quadratic
factor η can be simplified as
η =
J201
16δ∆2(δ + ∆)(2δ + ∆)3
[
8∆5 − 208δ5
−472δ4∆− 304δ3∆2 + 57δ2∆3 + 97δ∆4] (D2)
with δ1 ≈ −2δ2 = −2δ.
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