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Abstract
In this paper, we study the extension properties of a bounded linear transformation from a
subspace of a Hilbert space into the whole space (e.g., which has a normal extension). Given
an n × n normal matrix A and a k × n matrix B, k  n, we obtain some sufficient conditions
of subnormality for the submatrix (column matrix)
[
A
B
]
by means of the geometric behavior
of A and B. If, in particular, B is of rank one, we show that these sufficient conditions are
also necessary for subnormality of
[
A
B
]
. In order to prove these results, we establish the
key lemma which says that XX∗ = B∗B if and only if X∗ = VB for some k × k unitary
matrix V .
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1. Introduction
Let H be a Hilbert space and H0 be a (closed) subspace of H . A suboperator
Q is defined to be a bounded linear transformation from H0 into H [1, p. 50]. A
suboperator Q is said to be sub-Hermitian if it has a Hermitian extension to H . In [1]
Halmos asked some other questions about the order structure defined by extension,
such as subunitary, subpositive, subprojective, and subnormal. The definitions are
surely guessable. As well as sub-Hermitian ones, the remaining cases require the
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existence of extensions that are unitary, positive, projection, or normal operators.
The questions seem to be interesting and challenging; they make sense in the finite-
dimensional case and some of them are unanswered even there. If H is decomposed
into the orthogonal sum H = H0 ⊕ H⊥0 , then, for every h in H0, the image Qh is
uniquely representable in the form f + g, with f in H0 and g in H⊥0 . Write f = Ah
and g = Bh, and note that A is an operator on H0, whereas B is a bounded linear
transformation from H0 into H⊥0 . In analogy with the customary way of representing
operators by matrices, the suboperator Q has a “column matrix” representation as[
A
B
]
.
Therefore extension questions about suboperators can be expressed as extension
questions about submatrices, and every extension problem becomes the problem of
filling in the rest so as to obtain a square matrix of specified type. We will devote our
attention to the question concerning the subnormal ones.
In this paper, A will denote an n × n complex matrix, B a k × n complex matrix,
and B∗ the adjoint (conjugate transpose) of B. We denote the identity matrix by I,
and for each eigenvalue λ of A, let Eλ denote the eigenspace of A associated with λ.
M(A,B) denotes the column matrix
[
A
B
]
which is the matrix representation of the
corresponding suboperator Q. This problem about subnormal operators is, therefore,
whether there exist two matrices X and Y such that[
A X
B Y
]
is normal. If such matrices X and Y exist, then M(A,B) is said to be subnormal [2].
In [1, p. 57] Halmos poses the following question:
Problem 1. Is there an intrinsic characterization of subnormality for a suboperator
M(A,B) with domain H0 in terms of the geometric behavior of A and B on the
subspace H0?
It is clear that M(A,B) is subnormal if and only if there exist matrices X and Y
satisfying
AA∗ + XX∗ = A∗A + B∗B, (1.1)
AB∗ + XY ∗ = A∗X + B∗Y, (1.2)
BB∗ + YY ∗ = X∗X + Y ∗Y. (1.3)
If condition (1.1) is satisfied, then A∗A − AA∗ + B∗B is positive semidefinite, in
which case M(A,B) is said to be hyponormal. The definitions are existential but
difficult to apply them as test. The desideratum is an “intrinsic” characterization
expressed in terms of the behavior of the given submatrix. Suppose that W and V
are any n × n and k × k unitary matrices, respectively. Then because
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W ∗ O
O V ∗
] [
A X
B Y
] [
W O
O V
]
=
[
W ∗AW W ∗XV
V ∗BW V ∗YV
]
, (1.4)
the subnormality of M(A,B) remains unchanged if we replace A by W ∗AW and B
by V ∗BW . It is clear that these substitutions also preserve the hyponormality. The
procedure above will be helpful to perform various reductions of the problem. After
reducing the given matrices by using procedure (1.4), we will determine whether the
submatrix M(A,B) is subnormal by using conditions (1.1)–(1.3). Unfortunately, it
is not a trivial problem even when A is normal, see [1, p. 58]. Friedberg and Insel
[2, Theorem 3.2] had proved that hyponormality and subnormality are equivalent for
n = 2, and showed that the result is false for n > 2 by giving a counter-example (see
Example 2.12). In this paper, we concentrate on the case that A is normal. We obtain
a necessary and sufficient condition for the subnormality of M(A,B) for any k × n
matrix B of rank one. Note that the pair X and Y making M(A,B) subnormal need
not be unique; this can be seen in the proof of Theorem 2.6. In the sequel we adopt
for the sake of simplicity the notational convention of any m × n matrix N :
N =

N1
N2
...
Nm
 = [N1 N2 · · · Nn ],
where Ni is the ith row of N and Nj is the j th column of N .
2. Subnormality of submatrix M(A,B)
If A is normal and AB = BA, then A∗B = BA∗ by Fuglede Theorem [3, Prob-
lem 192]. Thus, Eqs. (1.1)–(1.3) are satisfied with X = B∗ and Y = A. That is, if
A is normal and B commutes with A, then M(A,B) is subnormal. If, generally, B
is any k × n matrix, it is not easy to determinate whether M(A,B) is subnormal or
not. In the case that A is normal, condition (1.1) holds if and only if
XX∗ = B∗B. (2.1)
The type of matrix X making equation (2.1) hold plays an important role in this
problem. It is clear that X∗ = VB, where V is any k × k unitary matrix, is a solution
to Eq. (2.1). In fact, the solution X of Eq. (2.1) must be the product of B∗ with
a k × k unitary matrix, when k  n. We now give a proof in the following lemma
which is the key to the major theorem of this paper.
Lemma 2.1. Let B be a k × n matrix, k  n. If X is an n × k matrix such that
XX∗ = B∗B, then there exists a k × k unitary matrix V such that X∗ = VB.
Proof. Let B = UP be the polar decomposition of B, where P is the square root
of B∗B and U is a partial isometry with initial space (kerP)⊥ [3, Problem 134]. By
the uniqueness of the square root, we have
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X∗ = VP,
where V is a partial isometry in Ck×n, and it has the same initial space with U . Since
k  n, we can decompose kerP into the direct sum of two subspaces M1 and M2
so that the dimension of M2 ⊕ (kerP)⊥ is k. Hence, we can define co-isometries Û
and V̂ in Ck×n such that they have the same initial space M2 ⊕ (kerP)⊥ and such
that U and V coincide with Û and V̂ , respectively, on (kerP)⊥; moreover, B = ÛP
and X∗ = V̂ P .
Since Û∗B = P , X∗ = V̂ P = V̂ Û∗B; all that is needed is to show that V̂ Û∗ is a
unitary matrix inCk×k . It is clear that V̂ Û∗ is inCk×k . Notice that Û and V̂ are max-
imal partial isometries with initial space M2 ⊕ (kerP)⊥ = (ker Û )⊥ = (ker V̂ )⊥.
For every y belonging to Ck = ran Û = (ker Û∗)⊥, we have that ‖Û∗y‖ = ‖y‖,
since ran Û is the final space of Û and also the initial space of Û∗. Next, ran Û∗ =
(ker Û )⊥ is the initial space of V̂ , it follows that ‖V̂ Û∗y‖ = ‖Û∗y‖ = ‖y‖. Thus
V̂ Û∗ is unitary, and this completes the proof. 
In the process of testing whether M(A,B) is subnormal by using conditions
(1.1)–(1.3), Eq. (1.1) determines the type of X as in Lemma 2.1 and the others give
some information about the rows of the matrix B. The more rows B has, the more
equations for solving X and Y can be obtained, and then M(A,B) is more likely to be
subnormal. Nevertheless, the work of solving X and Y will become more complicated
when the rows of B increase. In fact, it is enough to consider the class of all k × n
matrices for k  n. To give an interpretation of this reduction, we proceed as follows.
If B is a k × n matrix with rank , k > n, there exists a unitary matrix V such that
VB =
[
B ′
O
]
,
where O is the (k − ) × n zero matrix. It is easy to prove that if M(A,B ′) is sub-
normal then so is M(A,VB), and then procedure (1.4) guarantees that M(A,B) is
subnormal. We conclude these as a proposition.
Proposition 2.2. If A and B are arbitrary n × n and k × n matrices, respectively,
if k > n, and if B ′ is the matrix defined in the discussion above, then M(A,B) is
subnormal if M(A,B ′) is subnormal.
In the case of n = 2, since subnormality and hyponormality are equivalent, we
can conclude that M(A,B ′) is subnormal if and only if M(A,B) is subnormal. We
give a short proof here. If M(A,B ′) is not subnormal, then it is not hyponormal, this
is equivalent to A∗A − AA∗ + B ′∗B ′ is not positive. Since
B∗B = B∗V ∗VB = [B ′∗ O ] [B ′
O
]
= B ′∗B ′,
A∗A − AA∗ + B∗B is not positive. Therefore M(A,B) is not hyponormal, thus it
is not subnormal. On the other hand, the necessity can be obtained directly by Prop-
osition 2.2.
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For n > 2, the validity of the converse of Proposition 2.2 is still unknown, but
the equality B∗B = B ′∗B ′ implies that M(A,B ′) and M(A,B) are hyponormal or
not simultaneously. According to Proposition 2.2, we can just consider the case of
k  n. This is because the rank of B is at most n if k > n.
The following proposition can be obtained directly from the fact that for any nor-
mal matrix N , N + αI and αN are still normal, where α is a complex number.
Proposition 2.3. If M(A,B) is subnormal, then so are M(A + αI, B) and M(αA,
αB).
Consequently, M(αA + βI, αB) preserves the subnormality of M(A,B) for any
complex numbers α and β. Note that M(A, αB) needs not preserve the subnormality
for any complex number α with |α| /= 1. One example will be employed below to
illustrate this.
Example 2.4. Consider
A =
[ 0 1 0
0 0 1
0 0 0
]
and B = [ a 0 0 ],
where a ∈ C. It is easy to see that M(A,B) is not subnormal as |a| /= 1. In fact,
1. M(A,B) is subnormal if and only if |a| = 1, and
2. M(A,B) is hyponormal if and only if |a|  1.
These can be checked directly from conditions (1.1)–(1.3).
Consider an n × n normal matrix A and a straight line L and let EL be the direct
sum of Eλ for which λ belongs to the intersection of L and σ(A), where σ(A) is the
spectrum of A. Before presenting the main results, let us see one more lemma below
which, together with Lemma 2.1, will be used to prove the coming theorems.
Lemma 2.5. Let L be a straight line in the complex plane, θ be the angle from the
positive real axis to L, and r be the distance from the origin to L. Then
(a)
z1 − z2
z1 − z2 = α is a constant for any distinct points z1 and z2 on L.
(b) z − αz = β is a constant for any point z on L.
Proof. By a few calculations one infers that α = ei2θ and β = 2rei(θ+π/2). 
Theorem 2.6. Suppose that A is an n × n normal matrix and B is a k × n matrix.
Then M(A,B) is subnormal if there exists a straight line L such that EL contains
all columns of B∗.
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Proof. By Proposition 2.2, it is sufficient to consider the case of k  n. Let σ(A) =
{λi : 1  i  n}. We assume that
{λi : 1  i  } ⊆ L
and
{λi :  + 1  i  n} ∩ L = ∅.
As in procedure (1.4), let Vi be the unit eigenvector of A corresponding to λi and
W ∗ =

V ∗1
V ∗2
...
V ∗n
 .
Then W ∗ is unitary and
Â = W ∗AW = diag(λ1, λ2, . . . , λn).
So that
EL =
⊕
λ∈L
Eλ = span{V1, V2, . . . , V},
and
B∗i ∈ span{V1, V2, . . . , V} for i = 1, 2, . . . , k.
Let V be the k × k identity matrix, and denote V ∗BW = BW by B̂. Then
B̂∗ = W ∗B∗ =

V ∗1
V ∗2
...
V ∗n
[B∗1 B∗2 · · · B∗k ].
Since {V1, V2, . . . , Vn} is a pairwise orthonormal set, one infers that the kth row
of B̂∗ must be zero for k > , and then
B̂∗ =

B̂∗1
B̂∗2
...
B̂∗
0
...
0

.
According to Lemma 2.1, the matrix X∗ that satisfies condition (1.1) is of the form
V B̂, for some k × k unitary matrix V . It is natural to put V = αI and Y = aI , where
α is as in Lemma 2.5(a) and a ∈ L, so that conditions (1.1) and (1.3) hold because
Â and Y are diagonal matrices. Notice that
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Â − αÂ∗ = diag(λ1 − αλ1, λ2 − αλ2, . . . , λn − αλn).
Since {a, λ1, λ2, . . . , λ} ⊆ L, Lemma 2.5(b) implies that λi − αλi = a − α a for
i = 1, 2, . . . , λ, and from this it follows that
(Â − αÂ∗)B̂∗ = (a − α a)B̂∗ = B̂∗(Y − αY ∗).
Therefore
Â B̂∗ + XY ∗ = Â∗X + B̂∗Y.
Thus, M(Â, B̂) is subnormal and hence so is M(A,B). 
Note that, in the proof of Theorem 2.6, there are a great many choices of the
required pair X and Y . Hence the pair X and Y making M(A,B) subnormal need
not be unique. Regarding the straight line L in the above theorem and σ(A), we do
not assume that L contains a certain number of members of σ(A). There may be one,
or more, or all members of σ(A) lying on L. In particular, if σ(A) is contained in
L, i.e., the eigenvalues of A are collinear, then EL = Cn. This statement indicates
that all columns of B∗ are in EL for any k × n matrix B; therefore, the following
corollaries are immediately consequences of Theorem 2.6 from this result.
Corollary 2.7. Suppose that A is an n × n normal matrix with at most two distinct
eigenvalues. Then M(A,B) is subnormal for every k × n matrix B.
Corollary 2.8. Suppose that A is 2 × 2 normal matrix, then M(A,B) is subnormal
for any k × 2 matrix B.
Corollary 2.9. Suppose that A is an n × n Hermitian matrix. Then M(A,B) is
subnormal for every k × n matrix B.
Corollary 2.7 is a theorem that appeared in [1, p. 58]. If A is not normal then
Corollary 2.7 is not necessarily true even if A has only two eigenvalues. This can be
illustrated by Example 2.4, in which A is not normal and has only two eigenvalues 0
and 1.
In case B is of rank one, we present a necessary and sufficient condition for the
subnormality of M(A,B).
Theorem 2.10. Let A be an n × n normal matrix and B a k × n matrix of rank one.
Then M(A,B) is subnormal if and only if every column of B∗ is contained in EL for
some straight line L.
Proof. The sufficiency is a consequence of Theorem 2.6. We need prove the neces-
sity only. Suppose that M(A,B) is subnormal. From procedure (1.4) we may assume
that A = diag(λ1, λ2, . . . , λn) and
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B =
[
B1
O
]
,
where B1 = [b1 b2 · · · bn] and O is the (k − 1) × n zero matrix.
Let X and Y be the required matrices such that[
A X
B Y
]
is normal.
By Lemma 2.1, X∗ = VB where V = [vij ] is a k × k unitary matrix. Denote Y =
[yij ], 1  i, j  k, and comparing the first columns of AB∗ − A∗X and B∗Y −
XY ∗, condition (1.2) implies that
bi(λi − v11λi) = bi(y11 − ), i = 1, 2, . . . , n, (2.2)
where  = v11y11 + v21y12 + · · · + vn1y1n. Let  be the set consisting of indices i
for which bi /= 0. If v11 /= 0, then from (2.2) it follows that λi − v11λi = λj − v11λj
for any i and j in . So that
λi − λj
λi − λj
= v11,
for any i /= j in . Therefore, Lemma 2.5 implies that the set {λi | i ∈ } is con-
tained in a straight line, say L, and
[ b1 b2 · · · bn ]∗ belongs to EL.
If v11 = 0, then λi = λj for all i, j in , and any straight line passing through λi0 ,
i0 ∈ , is the requirement. Thus, every column of B∗ is contained in EL. 
Let A be an n × n normal matrix. If the eigenvalues of A are collinear, the re-
mark between Theorem 2.6 and Corollary 2.7 implies that M(A,B) is subnormal for
every k × n matrix B. Conversely, suppose that M(A,B) is subnormal for any k × n
matrix B. In particular, if B is of rank one and is of the form in the proof of The-
orem 2.10 with b1b2 · · · bn /= 0, then it is easy to verify that σ(A) is contained in
a straight line, i.e, the eigenvalues of A are collinear. These can be summarized as
following.
Corollary 2.11. Let A be an n × n normal matrix. Then M(A,B) is subnormal for
every k × n matrix B if and only if the eigenvalues of A are collinear.
We now use Theorem 2.10 to check the subnormality of the following example.
Example 2.12. Consider
A =
[ 0 0 1
1 0 0
0 1 0
]
.
It is easy to see that σ(A) = {1, ω, ω2}, where ω satisfies z2 + z + 1 = 0, and A is
unitary (hence normal). Let U be the unitary matrix such that U∗AU = diag(1, ω,
ω2). If
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B1 =
[ 1 0 0
0 0 0
0 0 0
]
and B2 =
[ 1 1 1
0 0 0
0 0 0
]
,
it is easy to see that
B1U =
 1√3 1√3 1√30 0 0
0 0 0
 and B2U = [
√
3 0 0
0 0 0
0 0 0
]
.
Hence M(A,B1) is not subnormal and M(A,B2) is by Theorem 2.10.
It should be pointed out that the class of normal matrices with the property that
their eigenvalues are collinear is very small; in other words, it is a very strong re-
quirement that the eigenvalues of A are collinear. In fact, a normal matrix for which
its eigenvalues are collinear can be obtained from a Hermitian matrix by an affine
transform. Furthermore, as soon as the rank of B grows beyond 1, the characteriza-
tion of subnormality turns out to be complicated. The idea for the proof of Theorem
2.6 can be applied to obtain a more general result.
Theorem 2.13. Suppose that A is an n × n normal matrix and B is a k × n matrix.
Then M(A,B) is subnormal if there exist straight lines L1, L2, . . . , Lr satisfying the
following conditions:
(1) Every column of B∗ is contained in ELj for some j .
(2) The spectrum of A is contained in the union of L1, L2, . . . , Lr .
(3) EL1 , EL2 , . . . , ELr are pairwise orthogonal.
Proof. For 1  j  r , let
σj (A) = σ(A) ∩ Lj = {λ(j)1, λ(j)2, . . . , λ(j)nj },
where n1 + n2 + · · · + nr = n, so that
σ(A) =
r⋃
j=1
σj (A),
and V (j)i be the unit eigenvector corresponding to λ(j)i , for 1  j  r and 1 
i  nj . Then
ELj =
⊕
λ∈Lj
Eλ = span{V (j)i : 1  i  nj }.
Suppose that, for j = 1, 2, . . . , r , there are kj rows of B for which their adjoint
belong to ELj , and k1 + k2 + · · · + kr = k. Since the order of the rows of B can be
permuted by any elementary row operation (it is unitary), we may assume that
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B =

B(1)
B(2)
...
B(r)
 ,
where B(j) has kj rows. Hypothesis (3) implies that B(s) and B(t) are orthogonal
for 1  s /= t  r and Hypothesis (1) implies that
B(j)∗ ∈ span{V (j)i : 1  i  nj } for  = 1, 2, . . . , kj . (2.3)
As in the proof of Theorem 2.6, we denote V (j) = [V (j)1 V (j)2 · · · V (j)nj ],
1  j  r , an
W = [V (1) V (2) · · · V (r) ] .
Then
Â = W ∗AW =
r⊕
j=1
Dj,
where
Dj =
λ(j)1 0. . .
0 λ(j)nj
 ,
and
B̂ = BW =

B(1)
B(2)
...
B(r)
[V (1) V (2) · · · V (r) ].
Relation (2.3) follows that B(j)V (i) = O, if j /= i. Therefore,
B̂ =

B(1)V (1) O · · · O
O B(2)V (2)
...
...
.
.
. O
O · · · O B(r)V (r)
 ,
where B(j)V (j) is a kj × nj matrix, j = 1, 2, . . . , r .
Let αj be the constant of Lj that is defined in Lemma 2.5(a), j = 1, 2, . . . , r ,
and V be the direct sum of α1I1, α2I2, . . . , αrIr , where Ij is the kj × kj identity
matrix. According to Lemma 2.1 and the method similar to the proof of Theorem
2.6, we can construct the required matrix X by putting X∗ = V B̂. Then condition
(1.1) holds. Let Y be the direct sum of a1I1, a2I2, . . . , arIr , where aj ∈ Lj . Since
V commutes with B̂B̂∗ and Y is normal, condition (1.3) is true. It remains to check
condition (1.2). Since
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X∗ = V B̂ =

α1B(1)V (1) O · · · O
O α2B(2)V (2)
...
...
.
.
. O
O · · · O αrB(r)V (r)
 .
We can obtain two matrices consisting of r block matrices by expanding Â B̂∗ −
Â∗X and B̂∗Y − XY ∗.
ÂB̂∗ − Â∗X = ÂB̂∗ − Â∗B̂∗V ∗
=
 r⊕
j=1
Dj


V (1)∗B(1)∗ O · · · O
O V (2)∗B(2)∗
...
...
.
.
. O
O · · · O V (r)∗B(r)∗

−
 r⊕
j=1
D∗j


α1V (1)∗B(1)∗ O · · · O
O α2V (2)∗B(2)∗
...
...
.
.
. O
O · · · O αrV (r)∗B(r)∗

=

S1 O · · · O
O S2
...
...
.
.
. O
O · · · O Sr
 ,
where
Sj = (Dj − αjD∗j )V (j)∗B(j)∗ for j = 1, 2, . . . , r,
B̂∗Y − XY ∗ = B̂∗Y − B̂∗V ∗Y ∗
=

V (1)∗B(1)∗ O · · · O
O V (2)∗B(2)∗
.
.
.
.
.
.
.
.
. O
O · · · O V (r)∗B(r)∗

 r⊕
j=1
aj Ij

−

α1V (1)∗B(1)∗ O · · · O
O α2V (2)∗B(2)∗
.
.
.
.
.
.
.
.
. O
O · · · O αrV (r)∗B(r)∗

 r⊕
j=1
aj Ij

=

R1 O · · · O
O R2
.
.
.
.
.
.
.
.
. O
O · · · O Rr
 ,
312 C.-C. Jiang, K.-H. Kuo / Linear Algebra and its Applications 370 (2003) 301–314
where
Rj = (aj − αjaj )V (j)∗B(j)∗ for j = 1, 2, . . . , r.
Comparing the diagonal block matrices in the above equations, Lemma 2.5(b) im-
plies that
Dj − αjD∗j = (aj − αjaj )Inj ,
and hence Sj = Rj for 1  j  r, where Inj is the nj × nj identity matrix. Thus
ÂB̂∗ − Â∗X = B̂∗Y − XY ∗. Therefore M(Â, B̂) is subnormal, and this completes
the proof. 
Note that if condition (3) in Theorem 2.13 does not hold, this theorem is not
necessarily true. Here is an example. If
A =
[ 0 0 0
0 1 0
0 0 i
]
and B =
[
1 1 0
0 1 1
]
,
then M(A,B) is not subnormal. In this example, the columns B∗1 belongs to EL1
and B∗2 belongs to EL2 , where L1 contains {0, 1} and L2 contains {1, i}. Obviously,
B satisfies conditions (1) and (2) in Theorem 2.12, but its rows are not perpendicular
to one another. To prove that M(A,B) is not subnormal, suppose that M(A,B) is
subnormal. Then X and Y can be found so that[
A X
B Y
]
is normal. According to Lemma 2.1, X∗ = VB for some unitary matrix
V =
[
v11 v12
v21 v22
]
.
Denote
Y =
[
y1 y2
y3 y4
]
.
By comparing AB∗ + XY ∗ and A∗X + B∗Y , we obtain the following systems{
v11y1 + v21y2 = y1
v11y3 + v21y4 = y2{
1 + (v11 + v12)y1 + (v21 + v22)y2 = v11 + v12y1 + y3
1 + (v11 + v12)y3 + (v21 + v22)y4 = v21 + v22y2 + y4{
v12y1 + v22y2 = −iv12 + y3
i + v12y3 + v22y4 = −iv22 + y4.
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In order to find the matrix V , we rewrite these systems above in the following way.[
y1 y2
y3 y4
] [
v11
v21
]
=
[
y1
y2
]
, (2.4)[
y1 y2
y3 y4
] [
v11 + v12
v21 + v22
]
=
[
v11 + v12 + y1 + y3 − 1
v21 + v22 + y2 + y4 − 1
]
, (2.5)[
y1 y2
y3 y4
] [
v12
v22
]
=
[ −iv12 + y3
−iv22 + y4 − i
]
. (2.6)
It follows that the sum of the right sides of equations (2.4) and (2.6) must be equal
to equation (2.5). Hence we have
v11 = 1 − (1 + i)v12 and v21 = (1 − i) − (1 + i)v22.
Moreover, since V is unitary, this implies that
3|v12|2 − (1 + i)v12 − (1 − i)v12 = 0
and
3|v22|2 − (1 + i)2v22 − (1 − i)2v22 = −1.
Observing the second equality above, we obtain the following:
3|v22|2 + 4i Im(v22) = −1,
then
Im(v22) = 0 and |v22|2 = −13 < 0.
This is a contradiction. This means that there is no unitary matrix V can make X
satisfying condition (1.2). Thus M(A,B) is not subnormal.
There are some comments we should make, in order to emphasize that it is not
easy to verify the subnormality of M(A,B) even in the case of n = 3. We may
assume, without loss of generality, that
A =
[
λ1 0 0
0 λ2 0
0 0 λ3
]
, B =
[
a b c
0 d e
0 0 f
]
and the eigenvalues of A are not collinear (otherwise, M(A,B) is subnormal by
Corollary 2.11). If rankB = 1, i.e., d = e = f = 0, then M(A,B) is subnormal if
and only if abc = 0—this is an immediately consequence of Theorem 2.10. For the
remaining cases of B, Theorem 2.13 ensures that if the number of non-zero elements
in {b, c, e} is not greater than one, then M(A,B) is subnormal. If B is not the case
as above, it is not easy to determine that if M(A,B) is subnormal. For instance, if
B =
[
a b c
0 d 0
0 0 0
]
,
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where abcd /= 0, the characterization turns out to be very complicated. Although, in
this case, the form of X can be represented by B from Lemma 2.1, the existence of
the required matrix Y is not yet solved.
Closing remark. The submatrix M(A,B) can be regarded as a partial matrix de-
fined in [4]. Therefore, the extension problem about suboperators is also the matrix
completion problem which is just the question as to whether a partial matrix has a
completion in a certain class or with a certain property of interest. In the history
of the matrix completion problem (or extension problem), the most part of related
bibliographies have no concern with “normal completion” or “normal extension”
which may be the hardest and most important questions about suboperators. There
are many interesting questions in this subject to be explored.
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