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GENERALIZED FRACTIONAL CALCULUS WITH
APPLICATIONS TO THE CALCULUS OF VARIATIONS
TATIANA ODZIJEWICZ, AGNIESZKA B. MALINOWSKA, AND DELFIM F. M. TORRES
Abstract. We study operators that are generalizations of the classical Riemann–
Liouville fractional integral, and of the Riemann–Liouville and Caputo frac-
tional derivatives. A useful formula relating the generalized fractional deriva-
tives is proved, as well as three relations of fractional integration by parts that
change the parameter set of the given operator into its dual. Such results
are explored in the context of dynamic optimization, by considering problems
of the calculus of variations with general fractional operators. Necessary opti-
mality conditions of Euler–Lagrange type and natural boundary conditions for
unconstrained and constrained problems are investigated. Interesting results
are obtained even in the particular case when the generalized operators are
reduced to be the standard fractional derivatives in the sense of Riemann–
Liouville or Caputo. As an application we provide a class of variational prob-
lems with an arbitrary kernel that give answer to the important coherence
embedding problem. Illustrative optimization problems are considered.
1. Introduction
Fractional calculus studies derivatives (and integrals) of non-integer order. It is
a classical mathematical field as old as calculus itself [25]. During almost 300 years,
fractional calculus was considered as pure mathematics, with nearly no applica-
tions. In recent years, however, the situation changed dramatically, with fractional
calculus becoming an interesting and useful topic among engineers and applied
scientists, and an excellent tool for description of memory and heredity effects [30].
One of the earliest applications of fractional calculus was to construct a com-
plete mechanical description of nonconservative systems, including Lagrangian and
Hamiltonian mechanics [42, 43]. Riewe’s results [42, 43] mark the beginning of the
fractional calculus of variations and are of upmost importance: nonconservative
and dissipative processes are widespread in the physical world. Fractional calculus
provide the necessary tools to apply variational principles to systems character-
ized by friction or other dissipative forces, being even possible to deduce fractional
conservation laws along the nonconservative extremals [18].
The theory of the calculus of variations with fractional derivatives is nowadays
under strong current development, and the literature is already vast. We do not
try to make here a review. Roughly speaking, available results in the literature
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use different notions of fractional derivatives, in the sense of Riemann–Liouville
[8, 19, 37], Caputo [20, 32, 36], Riesz [1, 21, 41], combined fractional derivatives
[27, 28, 33], or modified/generalized versions of the classical fractional operators
[3, 13, 24, 31, 38], in order to describe different variational principles. Here we
develop a more general perspective to the subject, by considering three fractional
operators that depend on a general kernel. By choosing special cases for the kernel,
one obtains the standard fractional operators and previous results in the literature.
More important, the general approach here considered brings new insights and give
answers to some important questions.
The text is organized as follows. In Section 2 the generalized fractional operators
KαP , A
α
P and B
α
P are introduced and basic results given. The main contributions of
the paper appear in Section 3: we prove a useful relation between AαP and B
α
P (The-
orem 3.1), several formulas of integration by parts that change the parameter set P
into its dual P ∗ (Theorems 3.4, 3.7 and 3.8), and new fractional necessary optimal-
ity conditions for generalized variational problems with mixed integer and fractional
order derivatives and integrals (Theorems 3.11, 3.17 and 3.22). We see that even for
an optimization problem that does not depend on generalized Riemann–Liouville
fractional derivatives, such derivatives appear naturally in the necessary optimality
conditions. This is connected with duality of operators in the formulas of inte-
gration by parts and explains no-coherence of the fractional embedding [13]. This
is addressed in Section 3.4, where we give an answer to the important question
of coherence, by providing a class of fractional variational problems that does not
depend on the kernel, for which the embedded Euler–Lagrange equation coincides
with the one obtained by the least action principle (Theorem 3.26). Finally, some
concrete examples of optimization problems are discussed in Section 4.
2. Basic notions
Throughout the text, α denotes a positive real number between zero and one,
and ∂iF the partial derivative of a function F with respect to its ith argument.
We consider the generalized fractional operators KαP , A
α
P and B
α
P as denoted in [2].
The study of generalized fractional operators and their applications has a long and
rich history. We refer the reader to the book [26].
Definition 2.1 (Generalized fractional integral). The operator KαP is given by
KαP f(t) = p
t∫
a
kα(t, τ)f(τ)dτ + q
b∫
t
kα(τ, t)f(τ)dτ,
where P = 〈a, t, b, p, q〉 is the parameter set (p-set for brevity), t ∈ [a, b], p, q are
real numbers, and kα(t, τ) is a kernel which may depend on α. The operator K
α
P
is referred as the operator K (K-op for simplicity) of order α and p-set P .
Theorem 2.2. Let α ∈ (0, 1) and P = 〈a, t, b, p, q〉. If kα(·, ·) is a square-integrable
function on ∆ = [a, b] × [a, b], then KαP : L2 ([a, b]) → L2 ([a, b]) is a well defined
bounded linear operator.
Proof. Let α ∈ (0, 1) and P = 〈a, t, b, p, q〉. Define
G(t, τ) :=
{
pkα(t, τ) if τ < t,
qkα(τ, t) if τ ≥ t.
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For all f ∈ L2 ([a, b]) one has K
α
P f(t) =
∫ b
a
G(t, τ)f(τ)dτ with G(t, τ) ∈ L2 (∆). It
is not difficult to see that KαP is linear and K
α
P f ∈ L2 ([a, b]) for all f ∈ L2 ([a, b]).
Moreover, applying the Cauchy–Schwarz inequality and Fubini’s theorem, we obtain
‖KαP f‖
2
2 =
∫ b
a
∣∣∣∣∣
∫ b
a
G(t, τ)f(τ)dτ
∣∣∣∣∣
2
dt
≤
∫ b
a
[(∫ b
a
|G(t, τ)|
2
dτ
)(∫ b
a
|f(τ)|
2
dτ
)]
dt
= ‖f‖
2
2
∫ b
a
∫ b
a
|G(t, τ)|
2
dτdt.
For f ∈ L2 ([a, b]) such that ‖f‖2 ≤ 1 we have ‖K
α
Pf‖2 ≤
(∫ b
a
∫ b
a
|G(t, τ)|
2
dτdt
) 1
2
.
Therefore, ‖KαP‖2 ≤
(∫ b
a
∫ b
a
|G(t, τ)|
2
dτdt
) 1
2
. 
Theorem 2.3. Let kα be a difference kernel, i.e., kα(t, τ) = kα(t − τ) and kα ∈
L1 ([a, b]). Then K
α
P : L1 ([a, b]) → L1 ([a, b]) is a well defined bounded linear
operator.
Proof. Obviously, the operator is linear. Let α ∈ (0, 1), P = 〈a, t, b, p, q〉, and
f ∈ L1 ([a, b]). Define
F (τ, t) :=
{
p |kα(t− τ)| · |f(τ)| if τ ≤ t
q |kα(τ − t)| · |f(τ)| if τ > t
for all (τ, t) ∈ ∆ = [a, b]× [a, b]. Since F is measurable on the square ∆ we have∫ b
a
(∫ b
a
F (τ, t)dt
)
dτ =
∫ b
a
[
|f(τ)|
(∫ b
τ
p |kα(t− τ)| dt+
∫ τ
a
q |kα(τ − t)| dt
)]
dτ
≤
∫ b
a
|f(τ)| (p− q) ‖kα‖ dτ
= (p− q) ‖kα‖ · ‖f‖ .
It follows from Fubini’s theorem that F is integrable on the square ∆. Moreover,
‖KαP f‖ =
∫ b
a
∣∣∣∣∣p
∫ t
a
kα(t− τ)f(τ)dτ + q
∫ b
t
kα(τ − t)f(τ)dτ
∣∣∣∣∣ dt
≤
∫ b
a
(
p
∫ t
a
|kα(t− τ)| · |f(τ)| dτ + q
∫ b
t
|kα(τ − t)| · |f(τ)| dτ
)
dt
=
∫ b
a
(∫ b
a
F (τ, t)dτ
)
dt
≤ (p− q) ‖kα‖ · ‖f‖ .
Hence, KαP : L1 ([a, b])→ L1 ([a, b]) and ‖K
α
P‖ ≤ (p− q) ‖kα‖. 
Theorem 2.4. Let k1−α be a difference kernel, i.e., k1−α(t, τ) = k1−α(t− τ) and
k1−α ∈ L1 ([a, b]). If f ∈ AC ([a, b]), then the K-op of order 1 − α and p-set
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P = 〈a, t, b, p, q〉, i.e.,
K1−αP f(t) = p
t∫
a
k1−α(t− τ)f(τ)dτ + q
b∫
t
k1−α(τ − t)f(τ)dτ,
belongs to AC ([a, b]).
Proof. Let P1 = 〈a, t, b, p, 0〉 and P2 = 〈a, t, b, 0, q〉. Then, K
1−α
P = K
1−α
P1
+K1−αP2 .
First we show that K1−αP1 f ∈ AC ([a, b]). The condition f ∈ AC ([a, b]) implies
f(x) =
∫ x
a
g(t)dt+ f(a), where g ∈ L1 ([a, b]) .
Let s = x− a and
h(s) =
∫ s
0
k1−α(τ)g(s+ a− τ)dτ.
Integrating, ∫ s
0
h(θ)dθ =
∫ s
0
dθ
∫ θ
0
k1−α(τ)g(θ + a− τ)dτ,
and changing the order of integration we obtain∫ s
0
h(θ)dθ =
∫ s
0
dτ
∫ s
τ
k1−α(τ)g(θ + a− τ)dθ =
∫ s
0
k1−α(τ)dτ
∫ s
τ
g(θ + a− τ)dθ.
Putting ξ = θ + a− τ and dξ = dθ, we have∫ s
0
h(θ)dθ =
∫ s
0
k1−α(τ)dτ
∫ x−τ
a
g(ξ)dξ.
Because
∫ x−τ
a
g(ξ)dξ = f(x− τ) − f(a), the following equality holds:∫ s
0
h(θ)dθ =
∫ s
0
k1−α(τ)f(x − τ)dτ − f(a)
∫ s
0
k1−α(τ)dτ,
that is, ∫ s
0
k1−α(τ)f(x − τ)dτ =
∫ s
0
h(θ)dθ + f(a)
∫ s
0
k1−α(τ)dτ.
Both functions on the right-hand side of the equality belong to AC ([a, b]). Hence,∫ s
0
k1−α(τ)f(x − τ)dτ ∈ AC ([a, b]) .
Substituting t = x− τ and dt = −dτ , we get∫ x
a
k1−α(x− t)f(t)dt ∈ AC ([a, b]) .
This means that K1−αP1 f ∈ AC ([a, b]). The proof that K
1−α
P2
f ∈ AC ([a, b]) is
analogous, and since the sum of two absolutely continuous functions is absolutely
continuous, it follows that K1−αP f ∈ AC ([a, b]). 
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Remark 2.5. The K-op reduces to the classical left or right Riemann–Liouville
fractional integral (see, e.g., [25, 39]) for a suitably chosen kernel kα(t, τ) and p-set
P . Indeed, let kα(t− τ) =
1
Γ(α) (t− τ)
α−1. If P = 〈a, t, b, 1, 0〉, then
(2.1) KαP f(t) =
1
Γ(α)
t∫
a
(t− τ)α−1f(τ)dτ =: aI
α
t f(t)
is the left Riemann–Liouville fractional integral of order α; if P = 〈a, t, b, 0, 1〉, then
(2.2) KαP f(t) =
1
Γ(α)
b∫
t
(τ − t)α−1f(τ)dτ =: tI
α
b f(t)
is the right Riemann–Liouville fractional integral of order α. Theorem 2.3 with
kα(t− τ) =
1
Γ(α) (t− τ)
α−1 asserts the well-known fact that the Riemann–Liouville
fractional integrals aI
α
t , tI
α
b : L1 ([a, b]) → L1 ([a, b]) given by (2.1) and (2.2) are
well defined bounded linear operators.
The fractional derivatives AαP and B
α
P are defined with the help of the generalized
fractional integral K-op.
Definition 2.6 (Generalized Riemann–Liouville fractional derivative). Let P be a
given parameter set. The operator AαP , 0 < α < 1, is defined by A
α
P = D ◦K
1−α
P ,
where D denotes the standard derivative. We refer to AαP as operator A (A-op) of
order α and p-set P .
A different fractional derivative is obtained by interchanging the order of the
operators in the composition that defines AαP .
Definition 2.7 (Generalized Caputo fractional derivative). Let P be a given pa-
rameter set. The operator BαP , α ∈ (0, 1), is defined by B
α
P = K
1−α
P ◦ D and is
referred as the operator B (B-op) of order α and p-set P .
Remark 2.8. The operator BαP is defined for absolute continuous functions f ∈
AC ([a, b]), while the operator AαP acts on the bigger class of functions f such that
K1−αP f ∈ AC ([a, b]).
Remark 2.9. The standard Riemann–Liouville and Caputo fractional derivatives
(see, e.g., [25, 39]) are easily obtained from the generalized operators AαP and B
α
P ,
respectively. Let k1−α(t − τ) =
1
Γ(1−α) (t − τ)
−α, α ∈ (0, 1). If P = 〈a, t, b, 1, 0〉,
then
AαP f(t) =
1
Γ(1− α)
d
dt
t∫
a
(t− τ)−αf(τ)dτ =: aD
α
t f(t)
is the standard left Riemann–Liouville fractional derivative of order α while
BαP f(t) =
1
Γ(1− α)
t∫
a
(t− τ)−αf ′(τ)dτ =: Ca D
α
t f(t)
is the standard left Caputo fractional derivative of order α; if P = 〈a, t, b, 0, 1〉, then
−AαP f(t) = −
1
Γ(1− α)
d
dt
b∫
t
(τ − t)−αf(τ)dτ =: tD
α
b f(t)
6 T. ODZIJEWICZ, A. B. MALINOWSKA, AND D. F. M. TORRES
is the standard right Riemann–Liouville fractional derivative of order α while
−BαP f(t) = −
1
Γ(1− α)
b∫
t
(τ − t)−αf ′(τ)dτ =: Ct D
α
b f(t)
is the standard right Caputo fractional derivative of order α.
3. Main results
We begin by proving in Section 3.1 that for a certain class of kernels there ex-
ists a direct relation between the fractional derivatives AαP and B
α
P (Theorem 3.1).
Section 3.2 gives integration by parts formulas for the generalized fractional set-
ting (Theorems 3.4, 3.7 and 3.8). Section 3.3 is devoted to variational problems
with generalized fractional-order operators. New results include necessary opti-
mality conditions of Euler–Lagrange type for unconstrained (Theorem 3.11) and
constrained problems (Theorem 3.22), and a general transversality condition (The-
orem 3.17). Interesting results are obtained as particular cases. Finally, in Sec-
tion 3.4 we provide a class of generalized fractional problems of the calculus of
variations for which one has a coherent embedding, compatible with the least ac-
tion principle (Theorem 3.26). This provides a general answer to an open question
posed in [13].
3.1. A relation between operators A and B. Next theorem gives a useful
relation between A-op and B-op. In the calculus of variations, equality (3.2) can
be used to provide a necessary optimality condition involving the same operators
as in the data of the optimization problem (cf. Remark 3.14 of Section 3.3).
Theorem 3.1. Let 0 < α < 1, P = 〈a, t, b, p, q〉, and y ∈ AC ([a, b]). If kernel
k1−α is integrable and there exist functions f and g such that
(3.1)
∫ t
a
k1−α(θ, τ)dθ +
∫ τ
a
k1−α(t, θ)dθ = g(t) + f(τ)
for all t, τ ∈ [a, b], then the following relation holds:
(3.2) AαP y(t) = py(a)k1−α(t, a)− qy(b)k1−α(b, t) +B
α
P y(t)
for all t ∈ [a, b].
Proof. Let h1−α be defined by h1−α(t, τ) :=
∫ τ
a
k1−α(t, θ)dθ − g(t). Then, by hy-
pothesis (3.1), ∂2h1−α = −∂1h1−α = k1−α. We obtain the intended conclusion
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from the definition of A-op and B-op, integrating by parts, and differentiating:
AαP y(t) =
d
dt
K1−αP y(t) =
d
dt
{
p
∫ t
a
k1−α(t, τ)y(τ)dτ + q
∫ b
t
k1−α(τ, t)y(τ)dτ
}
=
d
dt
{
py(t)h1−α(t, τ)|τ=t − py(a)h1−α(t, a)− p
∫ t
a
h1−α(t, τ)
d
dτ
y(τ)dτ
− qy(b)h1−α(b, t) + qy(t)h1−α(τ, t)|τ=t + q
∫ b
t
h1−α(τ, t)
d
dτ
y(τ)dτ
}
= py(t)
d
dt
h1−α(t, t+ ǫ)
∣∣∣∣
ǫ=0
− py(a)∂1h1−α(t, a)− p
∫ t
a
∂1h1−α(t, τ)
d
dτ
y(τ)dτ
− qy(b)∂2h1−α(b, t) + qy(t)
d
dt
h1−α(t+ ǫ, t)
∣∣∣∣
ǫ=0
+ q
∫ b
t
∂2h1−α(τ, t)
d
dτ
y(τ)dτ
= py(a)k1−α(t, a)− qy(b)k1−α(b, t) +B
α
P y(t).

Example 3.2. Let k1−α(t− τ) =
1
Γ(1−α) (t− τ)
−α. Simple calculations show that
(3.1) is satisfied. If P = 〈a, t, b, 1, 0〉, then (3.2) reduces to the relation
C
a D
α
t y(t) = aD
α
t y(t)−
y(a)
Γ(1− α)
(t− a)−α
between the left Riemann–Liouville fractional derivative aD
α
t and the left Caputo
fractional derivative Ca D
α
t ; if P = 〈a, t, b, 0, 1〉, then we get the relation
C
t D
α
b y(t) = tD
α
b y(t)−
y(b)
Γ(1− α)
(b − t)−α
between the right Riemann–Liouville fractional derivative tD
α
b and the right Caputo
fractional derivative Ct D
α
b .
3.2. Fractional integration by parts. The proof of Theorem 3.1 uses one basic
but important technique of classical integral calculus: integration by parts. In this
section we obtain several formulas of integration by parts for the generalized frac-
tional calculus. Our results are particularly useful with respect to applications in
dynamic optimization (cf. Section 3.3), where the derivation of the Euler–Lagrange
equations uses, as a key step in the proof, integration by parts.
In our setting, integration by parts changes a given p-set P into its dual P ∗. The
term duality comes from the fact that P ∗∗ = P .
Definition 3.3 (Dual p-set). Given a p-set P = 〈a, t, b, p, q〉 we denote by P ∗ the
p-set P ∗ = 〈a, t, b, q, p〉. We say that P ∗ is the dual of P .
Our first formula of fractional integration by parts involves the K-op.
Theorem 3.4 (Fractional integration by parts for the K-op). Let α ∈ (0, 1),
P = 〈a, t, b, p, q〉, kα be a square-integrable function on ∆ = [a, b] × [a, b], and
f, g ∈ L2 ([a, b]). The generalized fractional integral satisfies the integration by
parts formula
(3.3)
b∫
a
g(t)KαP f(t)dt =
b∫
a
f(t)KαP∗g(t)dt,
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where P ∗ is the dual of P .
Proof. Let α ∈ (0, 1), P = 〈a, t, b, p, q〉, and f, g ∈ L2 ([a, b]). Define
F (τ, t) :=
{
|pkα(t, τ)| · |g(t)| · |f(τ)| if τ ≤ t
|qkα(τ, t)| · |g(t)| · |f(τ)| if τ > t
for all (τ, t) ∈ ∆. Then, applying Holder’s inequality, we obtain
∫ b
a
(∫ b
a
F (τ, t)dt
)
dτ
=
∫ b
a
[
|f(τ)|
(∫ b
τ
|pkα(t, τ)| · |g(t)| dt+
∫ τ
a
|qkα(τ, t)| · |g(t)| dt
)]
dτ
≤
∫ b
a
[
|f(τ)|
(∫ b
a
|pkα(t, τ)| · |g(t)| dt+
∫ b
a
|qkα(τ, t)| · |g(t)| dt
)]
dτ
≤
∫ b
a
|f(τ)|
(∫ b
a
|pkα(t, τ)|
2
dt
) 1
2
(∫ b
a
|g(t)|
2
dt
) 1
2
+
(∫ b
a
|qkα(τ, t)|
2
dt
) 1
2
(∫ b
a
|g(t)|
2
dt
) 1
2

 dτ.
By Fubini’s theorem, functions kα,τ (t) := kα(t, τ) and kˆα,τ (t) := kα(τ, t) belong to
L2 ([a, b]) for almost all τ ∈ [a, b]. Therefore,
∫ b
a
|f(τ)|
(∫ b
a
|pkα(t, τ)|
2 dt
) 1
2
(∫ b
a
|g(t)|2 dt
) 1
2
+
(∫ b
a
|qkα(τ, t)|
2
dt
) 1
2
(∫ b
a
|g(t)|
2
dt
) 1
2

 dτ
= ‖g‖2
∫ b
a
[
|f(τ)|
(
‖pkα,τ‖2 +
∥∥∥qkˆα,τ∥∥∥
2
)]
dτ
≤ ‖g‖2
(∫ b
a
|f(τ)|2 dτ
) 1
2
(∫ b
a
∣∣∣‖pkα,τ‖2 + ∥∥∥qkˆα,τ∥∥∥
2
∣∣∣2 dτ) 12
≤ ‖g‖2 · ‖f‖2 (‖pkα‖2 + ‖qkα‖2) <∞.
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Hence, we can use again Fubini’s theorem to change the order of integration:
b∫
a
g(t)KαP f(t)dt = p
b∫
a
g(t)dt
t∫
a
f(τ)kα(t, τ)dτ + q
b∫
a
g(t)dt
b∫
t
f(τ)kα(τ, t)dτ
= p
b∫
a
f(τ)dτ
b∫
τ
g(t)kα(t, τ)dt + q
b∫
a
f(τ)dτ
τ∫
a
g(t)kα(τ, t)dt
=
b∫
a
f(τ)KαP∗g(τ)dτ.

Next example shows that one cannot relax the hypotheses of Theorem 3.4.
Example 3.5. Let P = 〈0, t, 1, 1,−1〉, f(t) = g(t) ≡ 1, and kα(t, τ) =
t2−τ2
(t2+τ2)2 .
Direct calculations show that∫ 1
0
KαP 1dt =
∫ 1
0
(∫ t
0
t2 − τ2
(t2 + τ2)2
dτ −
∫ 1
t
τ2 − t2
(t2 + τ2)2
dτ
)
dt
=
∫ 1
0
(∫ 1
0
t2 − τ2
(t2 + τ2)2
dτ
)
dt =
∫ 1
0
1
t2 + 1
dt =
π
4
and ∫ 1
0
KαP∗1dτ =
∫ 1
0
(
−
∫ τ
0
τ2 − t2
(t2 + τ2)2
dt+
∫ 1
τ
t2 − τ2
(t2 + τ2)2
dt
)
dτ
= −
∫ 1
0
(∫ 1
0
τ2 − t2
(t2 + τ2)2
dt
)
dτ = −
∫ 1
0
1
τ2 + 1
dτ = −
π
4
.
Therefore, the integration by parts formula (3.3) does not hold. Observe that in
this case
∫ 1
0
∫ 1
0
|kα(t, τ)|
2
dτdt =∞.
For the classical Riemann–Liouville fractional integrals the following result holds.
Corollary 3.6. Let 12 < α < 1. If f, g ∈ L2([a, b]), then
(3.4)
∫ b
a
g(t)aI
α
t f(t)dt =
∫ b
a
f(t)tI
α
b g(t)dt.
Proof. Let kα(t, τ) =
1
Γ(α) (t − τ)
α−1. For α ∈
(
1
2 , 1
)
, kα is a square-integrable
function on ∆ (see, e.g., [22, Theorem 4]). Therefore, (3.4) follows from (3.3). 
Theorem 3.7. Let 0 < α < 1 and P = 〈a, t, b, p, q〉. If kα(t, τ) = kα(t − τ),
kα ∈ L1 ([a, b]), and f, g ∈ C ([a, b]), then the integration by parts formula (3.3)
holds.
Proof. Let α ∈ (0, 1), P = 〈a, t, b, p, q〉, and f, g ∈ C ([a, b]). Define
F (τ, t) :=
{
|pkα(t− τ)| · |g(t)| · |f(τ)| if τ ≤ t
|qkα(τ − t)| · |g(t)| · |f(τ)| if τ > t
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for all (τ, t) ∈ ∆. Since f and g are continuous functions on [a, b], they are bounded
on [a, b], i.e., there exist real numbers C1, C2 > 0 such that |g(t)| ≤ C1 and |f(t)| ≤
C2 for all t ∈ [a, b]. Therefore,∫ b
a
(∫ b
a
F (τ, t)dt
)
dτ
=
∫ b
a
[
|f(τ)|
(∫ b
τ
|pkα(t− τ)| · |g(t)| dt+
∫ τ
a
|qkα(τ − t)| · |g(t)| dt
)]
dτ
≤
∫ b
a
[
|f(τ)|
(∫ b
a
|pkα(t− τ)| · |g(t)| dt+
∫ b
a
|qkα(τ − t)| · |g(t)| dt
)]
dτ
≤ C1C2
∫ b
a
(∫ b
a
|pkα(t− τ)| dt+
∫ b
a
|qkα(τ − t)| dt
)
dτ
= C1C2(|p| − |q|) ‖kα‖ (b− a) <∞.
Hence, we can use Fubini’s theorem to change the order of integration in the iterated
integrals. 
The next theorem follows from the classical formula of integration by parts and
fractional integration by parts for the K-op.
Theorem 3.8 (Fractional integration by parts for A-op and B-op). Let α ∈ (0, 1)
and P = 〈a, t, b, p, q〉. If f, g ∈ AC([a, b]), then
b∫
a
g(t)AαP f(t)dt = g(t)K
1−α
P f(t)
∣∣b
a
−
∫ b
a
f(t)BαP∗g(t)dt,(3.5)
b∫
a
g(t)BαP f(t)dt = f(t)K
1−α
P∗ g(t)
∣∣b
a
−
∫ b
a
f(t)AαP∗g(t)dt.(3.6)
Proof. From Definition 2.6 one has AαP f(t) = DK
1−α
P f(t). Therefore,∫ b
a
g(t)AαP f(t)dt =
∫ b
a
g(t)DK1−αP f(t)dt
= g(t)K1−αP f(t)
∣∣b
a
−
∫ b
a
Dg(t)K1−αP f(t)dt,
where the second equality follows by the standard integration by parts formula.
From (3.3) of Theorem 3.4 it follows the desired equality (3.5):∫ b
a
g(t)AαP f(t)dt = g(t)K
1−α
P f(t)
∣∣b
a
−
∫ b
a
f(t)K1−αP∗ Dg(t)dt.
We now prove (3.6). From Definition 2.7 we know that BαP f(t) = K
1−α
P Df(t). It
follows that ∫ b
a
g(t)BαP f(t)dt =
∫ b
a
g(t)K1−αP Df(t)dt.
By Theorem 3.4 ∫ b
a
g(t)BαP f(t)dt =
∫ b
a
Df(t)K1−αP∗ g(t)dt.
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The standard integration by parts formula implies relation (3.6):∫ b
a
g(t)BαP f(t)dt = f(t)K
1−α
P∗ g(t)
∣∣b
a
−
∫ b
a
f(t)DK1−αP∗ g(t)dt.

Corollary 3.9. Let 0 < α < 1. If f, g ∈ AC([a, b]), then∫ b
a
g(t)CaD
α
t f(t)dt = f(t)tI
1−α
b g(t)
∣∣t=b
t=a
+
∫ b
a
f(t)tD
α
b g(t)dt,∫ b
a
f(t)aD
α
t g(t)dt = f(t)aI
1−α
t g(t)
∣∣t=b
t=a
+
∫ b
a
g(t)Ct D
α
b f(t)dt.
3.3. Fractional variational problems. We study variational functionals with
a Lagrangian depending on generalized Caputo fractional derivatives as well as
derivatives of integer order. Note that the only possibility of obtaining y′ from
BαP y or A
α
P y is to take the limit when α tends to one but, in general, such a limit
does not exist [44]. Moreover, our Lagrangians may also depend on generalized
fractional integrals. This last possibility is used in Section 3.4 to solve the important
coherence problem.
Our proofs are easily adapted to the cases when one considers Riemann–Liouville
A-op derivatives instead of Caputo B-op derivatives, and vector admissible func-
tions y instead of scalar ones. Such versions are left to the reader.
3.3.1. Fundamental problem. We consider the problem of extremizing (minimizing
or maximizing) the functional
(3.7) J [y] =
b∫
a
F
(
t, y(t), y′(t), BαP1y(t),K
β
P2
y(t)
)
dt
subject to boundary conditions
(3.8) y(a) = ya, y(b) = yb,
where α, β ∈ (0, 1) and Pj = 〈a, t, b, pj , qj〉, j = 1, 2.
Definition 3.10. A Lipschitz function y ∈ Lip ([a, b];R) is said to be admissible
for the fractional variational problem (3.7)–(3.8) if it satisfies the given boundary
conditions (3.8).
For simplicity of notation we introduce the operator {·}α,βP1,P2 defined by
{y}
α,β
P1,P2
(t) =
(
t, y(t), y′(t), BαP1y(t),K
β
P2
y(t)
)
.
We can then write (3.7) in the form J [y] =
b∫
a
F {y}
α,β
P1,P2
(t)dt. We assume that
F ∈ C1
(
[a, b]× R4;R
)
, t 7→ ∂4F {y}
α,β
P1,P2
(t) is absolutely continuous and has a
continuous derivative AαP∗
1
, and t 7→ ∂3F {y}
α,β
P1,P2
(t) has a continuous derivative
d
dt
.
Next result gives a necessary optimality condition of Euler–Lagrange type for
problem (3.7)–(3.8).
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Theorem 3.11. Let y be a solution to problem (3.7)–(3.8). Then, y satisfies the
generalized Euler–Lagrange equation
(3.9) ∂2F {y}
α,β
P1,P2
(t)−
d
dt
∂3F {y}
α,β
P1,P2
(t)−AαP∗
1
∂4F {y}
α,β
P1,P2
(t)
+KβP∗
2
∂5F {y}
α,β
P1,P2
(t) = 0
for t ∈ [a, b].
Proof. Suppose that y is an extremizer of J . Consider the value of J at a nearby
admissible function yˆ(t) = y(t) + εη(t), where ε ∈ R is a small parameter and
η ∈ Lip ([a, b];R) is an arbitrary function satisfying η(a) = η(b) = 0. Let J(ε) :=
J [yˆ] =
b∫
a
F {y + εη}α,βP1,P2 (t)dt. A necessary condition for y to be an extremizer is
given by J ′(0) = 0, i.e.,
(3.10)
b∫
a
(
∂2F {y}
α,β
P1,P2
(t) · η(t) + ∂3F {y}
α,β
P1,P2
(t)
d
dt
η(t)
+ ∂4F {y}
α,β
P1,P2
(t)BαP1η(t) + ∂5F {y}
α,β
P1,P2
(t) ·KβP2η(t)
)
dt = 0.
Using the classical integration by parts formula as well as our generalized fractional
versions (Theorems 3.4, 3.7 and 3.8) we obtain that∫ b
a
∂3F
dη
dt
dt = ∂3Fη|
b
a −
∫ b
a
(
η
d
dt
∂3F
)
dt,
b∫
a
∂4FB
α
P1
ηdt = −
b∫
a
ηAαP∗
1
∂4Fdt+ ηK
1−α
P∗
1
∂4F
∣∣∣b
a
,
and
b∫
a
∂5FK
β
P2
ηdt =
b∫
a
ηKβP∗
2
∂5Fdt,
where P ∗j = 〈a, t, b, qj, pj〉, j = 1, 2, is the dual of Pj . Because η(a) = η(b) = 0,
(3.10) simplifies to∫ b
a
η(t)
(
∂2F {y}
α,β
P1,P2
(t)−
d
dt
∂3F {y}
α,β
P1,P2
(t)−AαP∗
1
∂4F {y}
α,β
P1,P2
(t)
+KβP∗
2
∂5F {y}
α,β
P1,P2
(t)
)
dt = 0.
We obtain (3.9) applying the fundamental lemma of the calculus of variations. 
Remark 3.12. If the functional (3.7) does not depend on KβP2y(t) and B
α
P1
y(t), then
Theorem 3.11 reduces to the classical result: if y is a solution to the problem
b∫
a
F (t, y(t), y′(t)) dt −→ extr, y(a) = ya, y(b) = yb,
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then y satisfies the Euler–Lagrange equation
(3.11) ∂2F (t, y(t), y
′(t)) −
d
dt
∂3F (t, y(t), y
′(t)) = 0,
t ∈ [a, b].
Remark 3.13. In the particular case when functional (3.7) does not depend on the
integer derivative of function y, we obtain from Theorem 3.11 the following result:
if y is a solution to the problem of extremizing
J [y] =
b∫
a
F
(
t, y(t), BαP1y(t),K
β
P2
y(t)
)
dt
subject to y(a) = ya and y(b) = yb, where α, β ∈ (0, 1) and Pj = 〈a, t, b, pj, qj〉,
j = 1, 2, then ∂2F − A
α
P∗
1
∂3F + K
β
P∗
2
∂4F = 0 with P
∗
j = 〈a, t, b, qj , pj〉, j = 1, 2.
This extends some of the recent results of [4].
Remark 3.14. The optimization problem (3.7)–(3.8) does not involve the general-
ized Riemann–Liouville fractional derivative A-op while the necessary optimality
condition (3.9) does. However, using Theorem 3.1, the Euler–Lagrange equation
(3.9) can be written in terms of B-op as
∂2F {y}
α,β
P1,P2
(t)−
d
dt
∂3F {y}
α,β
P1,P2
(t)− q ∂4F {y}
α,β
P1,P2
(a)k1−α(t, a)
+ p ∂4F {y}
α,β
P1,P2
(b) k1−α(b, t)−B
α
P∗
1
∂4F {y}
α,β
P1,P2
(t) +KβP∗
2
∂5F {y}
α,β
P1,P2
(t) = 0.
Corollary 3.15. Let 0 < α, β < 1. If y is a solution to the problem
b∫
a
F
(
t, y(t), y′(t),Ca D
α
t y(t), aIt
βy(t)
)
dt −→ min
y∈Lip
, y(a) = ya, y(b) = yb,
then the following Euler–Lagrange equation holds:
tD
α
b ∂4F
(
t, y(t), y′(t),Ca D
α
t y(t),a I
β
t y(t)
)
+tI
β
b ∂5F
(
t, y(t), y′(t),Ca D
α
t y(t),a I
β
t y(t)
)
+∂2F
(
t, y(t), y′(t),Ca D
α
t y(t),a I
β
t y(t)
)
−
d
dt
∂3F
(
t, y(t), y′(t),Ca D
α
t y(t),a I
β
t y(t)
)
= 0.
Proof. The intended Euler–Lagrange equation follows from (3.9) by choosing the
p-sets P1 = P2 = 〈a, t, b, 1, 0〉 and the kernel k1−α(t− τ) =
1
Γ(1−α) (t− τ)
−α. 
Corollary 3.16. Let J be the functional
J [y] =
b∫
a
F
(
t, y(t), y′(t), pCa D
α
t y(t) + q
C
t D
α
b y(t)
)
dt,
where p and q are real numbers, and y be an extremizer of J satisfying boundary
conditions y(a) = ya and y(b) = yb. Then, y satisfies the Euler–Lagrange equation
(3.12) p tD
α
b ∂4F + q aD
α
t ∂4F + ∂2F −
d
dt
∂3F = 0
with functions evaluated at
(
t, y(t), y′(t), pCa D
α
t y(t) + q
C
t D
α
b y(t)
)
, t ∈ [a, b].
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Proof. Choose P1 = 〈a, t, b, p,−q〉 and k1−α(t − τ) =
1
Γ(1−α) (t − τ)
−α. Then the
B-op reduces to the sum of the left and right Caputo fractional derivatives and
(3.12) follows from (3.9). 
3.3.2. Free initial boundary. Let in problem (3.7)–(3.8) the value of the unknown
function y be not preassigned at the initial point t = a, i.e.,
(3.13) y(a) is free and y(b) = yb.
Then, we do not require η in the proof of Theorem 3.11 to vanish at t = a. There-
fore, following the proof of Theorem 3.11, we obtain
(3.14) η(a)∂3F {y}
α,β
P1,P2
(a) + η(a) K1−αP∗
1
∂4F {y}
α,β
P1,P2
(t)
∣∣∣
t=a
+
∫ b
a
η(t)
(
∂2F {y}
α,β
P1,P2
(t)−
d
dt
∂3F {y}
α,β
P1,P2
(t)−AαP∗
1
∂4F {y}
α,β
P1,P2
(t)
+KβP∗
2
∂5F {y}
α,β
P1,P2
(t)
)
dt = 0
for every admissible η ∈ Lip([a, b];R) with η(b) = 0. In particular, condition (3.14)
holds for those η that fulfill η(a) = 0. Hence, by the fundamental lemma of the
calculus of variations, equation (3.9) is satisfied. Now, let us return to (3.14) and let
η again be arbitrary at point t = a. Using equation (3.9), we obtain the following
natural boundary condition:
(3.15) ∂3F {y}
α,β
P1,P2
(a) + K1−αP∗
1
∂4F {y}
α,β
P1,P2
(t)
∣∣∣
t=a
= 0.
We just obtained the following result.
Theorem 3.17. If y ∈ Lip([a, b];R) is an extremizer of (3.7) subject to y(b) = yb,
then y satisfies the Euler–Lagrange equation (3.9) and the transversality condition
(3.15).
Corollary 3.18 (cf. Theorem 2.3 of [9]). Let J be the functional given by
J [y] =
b∫
a
F
(
t, y(t),Ca D
α
t y(t)
)
dt.
If y is a local minimizer of J satisfying the boundary condition y(b) = yb, then y
satisfies the Euler–Lagrange equation
(3.16) ∂2F
(
t, y(t),Ca D
α
t y(t)
)
+t D
α
b ∂3F
(
t, y(t),Ca D
α
t y(t)
)
= 0
and the natural boundary condition
(3.17) tI
1−α
b ∂3F
(
t, y(t),Ca D
α
t y(t)
)∣∣
t=a
= 0.
Proof. Let functional (3.7) be such that it does not depend on the integer derivative
y′(t) and on K-op. If P1 = 〈a, t, b, 1, 0〉 and k1−α(t − τ) =
1
Γ(1−α) (t − τ)
−α, then
B-op reduces to the left Caputo fractional derivative and from (3.9) and (3.15) we
deduce (3.16) and (3.17), respectively. 
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Remark 3.19. Observe that if the functional (3.7) is independent of K-op, then the
problem defined by (3.7) and (3.13) takes the form
b∫
a
F
(
t, y(t), y′(t), BαP1y(t)
)
dt −→ extr, y(b) = yb
(y(a) free) and the optimality conditions (3.9) and (3.15) reduce respectively to
∂2F
(
t, y(t), y′(t), BαP1y(t)
)
−
d
dt
∂3F
(
t, y(t), y′(t), BαP1y(t)
)
−AαP∗
1
∂4F
(
t, y(t), y′(t), BαP1y(t)
)
= 0
and ∂3F
(
a, y(a), y′(a), BαP1y(a)
)
+ K1−αP∗
1
∂4F
(
t, y(t), y′(t), BαP1y(t)
)∣∣∣
t=a
= 0.
3.3.3. Isoperimetric problems. One of the earliest problems in geometry was the
isoperimetric problem, already considered by the ancient Greeks. It consists to
find, among all closed curves of a given length, the one which encloses the maxi-
mum area. The general problem for which one integral is to be given a fixed value,
while another is to be made a maximum or a minimum, is nowadays part of the
calculus of variations [34, 35]. Such isoperimetric problems have found a broad
class of important applications throughout the centuries, with numerous useful im-
plications in astronomy, geometry, algebra, analysis, and engineering [10, 16]. For
recent advancements on the study of isoperimetric problems see [5, 6, 17] and refer-
ences therein. Here we consider isoperimetric problems with generalized fractional
operators. Similarly to Sections 3.3.1 and 3.3.2, we deal with integrands involving
both generalized Caputo fractional derivatives and generalized fractional integrals,
as well as the classical derivative.
Let 0 < α, β < 1 and Pj = 〈a, t, b, pj, qj〉, j = 1, 2, be given p-sets. Consider the
following isoperimetric problem:
J [y] =
b∫
a
F {y}
α,β
P1,P2
(t)dt −→ extr,(3.18)
y(a) = ya, y(b) = yb,(3.19)
I[y] =
b∫
a
G {y}
α,β
P1,P2
(t)dt = ξ.(3.20)
Definition 3.20. A Lipschitz function y : [a, b] → R is said to be admissible for
problem (3.18)–(3.20) if it satisfies the given boundary conditions (3.19) and the
isoperimetric constraint (3.20).
We assume that F,G ∈ C1([a, b] × R4;R), ξ is a specified real constant, func-
tions t 7→ ∂4F {y}
α,β
P1,P2
(t) and t 7→ ∂4G {y}
α,β
P1,P2
(t) are absolutely continuous
and have continuous derivatives AαP∗
1
, and functions t 7→ ∂3F {y}
α,β
P1,P2
(t) and
t 7→ ∂3G {y}
α,β
P1,P2
(t) have continuous derivatives d
dt
.
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Definition 3.21. An admissible function y ∈ Lip ([a, b],R) is an extremal for I if
it satisfies the Euler–Lagrange equation (3.9) associated with (3.20), i.e.,
∂2G {y}
α,β
P1,P2
(t)−
d
dt
∂3G {y}
α,β
P1,P2
(t)−AαP∗
1
∂4G {y}
α,β
P1,P2
(t)
+KβP∗
2
∂5G {y}
α,β
P1,P2
(t) = 0,
where P ∗j = 〈a, t, b, qj , pj〉, j = 1, 2, and t ∈ [a, b].
The next theorem gives a necessary optimality condition for the generalized
fractional isoperimetric problem (3.18)–(3.20).
Theorem 3.22. If y is a solution to the isoperimetric problem (3.18)–(3.20) and
is not an extremal for I, then there exists a real constant λ such that
(3.21) ∂2H {y}
α,β
P1,P2
(t)−
d
dt
∂3H {y}
α,β
P1,P2
(t)−AαP∗
1
∂4H {y}
α,β
P1,P2
(t)
+KβP∗
2
∂5H {y}
α,β
P1,P2
(t) = 0,
t ∈ [a, b], where H(t, y, u, v, w) = F (t, y, u, v, w)− λG(t, y, u, v, w).
Proof. Consider a two-parameter family of the form yˆ = y+ ε1η1+ ε2η2, where for
each i ∈ {1, 2} we have ηi(a) = ηi(b) = 0. First we show that we can select η2 such
that yˆ satisfies (3.20). Consider the quantity
I[yˆ] =
b∫
a
G
(
t, y(t) + ε1η1(t) + ε2η2(t),
d
dt
(y(t) + ε1η1(t) + ε2η2(t)) ,
BαP1 (y(t) + ε1η1(t) + ε2η2(t)) ,K
β
P2
(y(t) + ε1η1(t) + ε2η2(t))
)
dt.
Looking to I[yˆ] as a function of ε1, ε2, we define Iˆ(ε1, ε2) := I[yˆ] − ξ. Thus,
Iˆ(0, 0) = 0. On the other hand, integrating by parts, we obtain
∂Iˆ
∂ε2
∣∣∣∣∣
(0,0)
=
b∫
a
η2(t)
(
∂2G {y}
α,β
P1,P2
(t)−
d
dt
∂3G {y}
α,β
P1,P2
(t)
−AαP∗
1
∂4G {y}
α,β
P1,P2
(t) +KβP∗
2
∂5G {y}
α,β
P1,P2
(t)
)
dt,
where P ∗j = 〈a, t, b, qj, pj〉, j = 1, 2. We assumed that y is not an extremal for I.
Hence, the fundamental lemma of the calculus of variations implies that there exists
a function η2 such that
∂Iˆ
∂ε2
∣∣∣
(0,0)
6= 0. According to the implicit function theorem,
there exists a function ε2(·) defined in a neighborhood of 0 such that Iˆ(ε1, ε2(ε1)) =
0. Let Jˆ(ε1, ε2) = J [yˆ]. Function Jˆ has an extremum at (0, 0) subject to Iˆ(0, 0) = 0,
and we have proved that ∇Iˆ(0, 0) 6= 0. The Lagrange multiplier rule asserts that
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there exists a real number λ such that ∇(Jˆ(0, 0)− λIˆ(0, 0)) = 0. Because
∂Jˆ
∂ε1
∣∣∣∣∣
(0,0)
=
b∫
a
(
∂2F {y}
α,β
P1,P2
(t)−
d
dt
∂3F {y}
α,β
P1,P2
(t)
−AαP∗
1
∂4F {y}
α,β
P1,P2
(t) +KβP∗
2
∂5F {y}
α,β
P1,P2
(t)
)
η1(t)dt
and
∂Iˆ
∂ε1
∣∣∣∣∣
(0,0)
=
b∫
a
(
∂2G {y}
α,β
P1,P2
(t)−
d
dt
∂3G {y}
α,β
P1,P2
(t)
−AαP∗
1
∂4G {y}
α,β
P1,P2
(t) +KβP∗
2
∂5G {y}
α,β
P1,P2
(t)
)
η1(t)dt,
one has
b∫
a
(
∂2H {y}
α,β
P1,P2
(t)−
d
dt
∂3H {y}
α,β
P1,P2
(t)
−AαP∗
1
∂4H {y}
α,β
P1,P2
(t) +KβP∗
2
∂5H {y}
α,β
P1,P2
(t)
)
η1(t)dt = 0.
We get equation (3.21) from the fundamental lemma of the calculus of variations.

As particular cases of our problem (3.18)–(3.20), one obtains previously studied
fractional isoperimetric problems with Caputo derivatives.
Corollary 3.23 (cf. Theorem 3.3 of [9]). Let y be a local minimizer to
J [y] =
∫ b
a
L
(
t, y(t), Ca D
α
t y(t)
)
dt −→ min,
I[y] =
∫ b
a
g
(
t, y(t), Ca D
α
t y(t)
)
dt = ξ,
y(a) = ya, y(b) = yb.
If y is not an extremal of I, then there exists a constant λ such that y satisfies
∂2F
(
t, y(t), CaD
α
t y(t)
)
+ tD
α
b ∂3F
(
t, y(t), CaD
α
t y(t)
)
= 0, t ∈ [a, b], with F = L+λg.
Proof. The result follows from Theorem 3.22 by choosing the kernel k1−α(t− τ) =
1
Γ(1−α) (t − τ)
−α and the p-set P1 to be P1 = 〈a, t, b, 1, 0〉. Indeed, in this case the
operator −AαP∗ becomes the right Riemann–Liouville fractional derivative, and the
operator BαP becomes the left Caputo fractional derivative. 
Remark 3.24. If functionals (3.18) and (3.20) do not depend on integer derivatives,
then problem (3.18)–(3.20) is reduced to extremize functional
J [y] =
b∫
a
F
(
t, y(t), BαP1y(t),K
β
P2
y(t)
)
dt
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subject to boundary conditions y(a) = ya, y(b) = yb, and the isoperimetric con-
straint
I[y] =
b∫
a
G
(
t, y(t), BαP1y(t),K
β
P2
y(t)
)
dt.
By (3.21) there exists λ such that y satisfies ∂2H−A
α
P∗
1
∂4H+K
β
P∗
2
∂5H = 0, t ∈ [a, b],
with H = F − λG.
Remark 3.25. Theorem 3.22 can be extended to the case when y is an extremal for
I. The proof is similar but one needs to use the extended (abnormal) Lagrange
multiplier rule. The method is given in [6].
3.4. The coherence embedding problem. The notion of embedding introduced
in [14] is an algebraic procedure providing an extension of classical differential equa-
tions over an arbitrary vector space. This formalism is developed in the framework
of stochastic processes [14], non-differentiable functions [15], discrete sets [11], and
fractional equations [13]. The general scheme of embedding theories is the fol-
lowing: (i) fix a vector space V and a mapping ι : C0([a, b],Rn) → V ; (ii) extend
differential operators over V ; (iii) extend the notion of integral over V . Let (ι,D, J)
be a given embedding formalism, where a linear operator D : V → V takes place
for a generalized derivative on V , and a linear operator J : V → R takes place for
a generalized integral on V . The embedding procedure gives two different ways, a
priori, to generalize Euler–Lagrange equations. The first (pure algebraic) way is to
make a direct embedding of the Euler–Lagrange equation. The second (analytic)
is to embed the Lagrangian functional associated to the equation and to derive, by
the associated calculus of variations, the Euler–Lagrange equation for the embed-
ded functional. A natural question is then the problem of coherence between these
two extensions:
Coherence problem. Let (ι,D, J) be a given embedding formalism. Do we
have equivalence between the Euler–Lagrange equation which gives the direct em-
bedding and the one received from the embedded Lagrangian system?
For the standard fractional differential calculus of Riemann–Liouville or Caputo,
the answer to the question above is known to be negative. For a gentle explanation
of the fractional embedding and its importance, we refer the reader to [13, 23,
29]. Here we propose a coherent embedding in the framework of our fractional
generalized calculus by choosing the generalized fractional operator to be KαP with
q = −p. A direct embedding of the classical Euler–Lagrange equation (3.11) gives
(3.22) ∂2F (t, y(t),K
α
P y(t))−K
α
P∂3F (t, y(t),K
α
P y(t)) = 0
for t ∈ [a, b]. On the other hand, we can apply Theorem 3.11 to the embedded
Lagrangian functional J [y] =
b∫
a
F (t, y(t),KαP y(t)) dt. Let P = 〈a, t, b, p,−p〉 and
α ∈ (0, 1). If y is a solution to the problem
(3.23)
J [y] =
b∫
a
F (t, y(t),KαP y(t)) dt −→ extr,
y(a) = ya, y(b) = yb,
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then, by Theorem 3.11, y satisfies the Euler–Lagrange equation given by
(3.24) ∂2F (t, y(t),K
α
P y(t)) +K
α
P∗∂3F (t, y(t),K
α
P y(t)) = 0,
t ∈ [a, b]. For an arbitrary kernel kα, an easy computation shows that for p = −q
one has KαP f(t) = −K
α
P∗f(t). Therefore, equation (3.24) can be written in the
form
(3.25) ∂2F (t, y(t),K
α
P y(t))−K
α
P∂3F (t, y(t),K
α
P y(t)) = 0,
t ∈ [a, b]. It means that the Euler–Lagrange equation (3.22) obtained by the direct
fractional embedding procedure and the Euler–Lagrange equation (3.25) obtained
by the least action principle coincide. We just proved the following result.
Theorem 3.26. Let kα(t, τ) be an arbitrary kernel and P a p-set with q = −p:
P = 〈a, t, b, p,−p〉. Then the fractional variational problem (3.23) is coherent.
4. Illustrative examples
In this section we illustrate our results through two examples of isoperimetric
problems with different kernels. Explicit expressions for the minimizers are given.
In Example 4.1 we make use of the Mittag–Leffler function of two parameters.
Let α, β > 0. We recall that the Mittag–Leffler function is defined by
Eα,β(z) =
∞∑
k=0
zk
Γ(αk + β)
.
This function appears naturally in the solution of fractional differential equations, as
a generalization of the exponential function [12]. Indeed, while a linear second order
ordinary differential equation with constant coefficients presents an exponential
function as solution, in the fractional case the Mittag–Leffler functions emerge [25].
Example 4.1. Let α ∈ (0, 1) and ξ ∈ R. Consider the following problem:
(4.1)
J (y) =
∫ 1
0
(y′ + BαP y)
2
dt −→ min,
I(y) =
∫ 1
0
(y′ + BαP y) dt = ξ,
y(0) = 0, y(1) =
∫ 1
0
E1−α,1
(
− (1− τ)1−α
)
ξdτ,
where k1−α(t − τ) =
1
Γ(1−α) (t − τ)
−α and P = 〈0, t, 1, 1, 0〉. In this case the B-op
becomes the left Caputo fractional derivative, and the augmented Lagrangian H of
Theorem 3.22 is given by H(t, y, v, w) = (v+w)2 −λ(v+w). One can easily check
that
(4.2) y(t) =
∫ t
0
E1−α,1
(
− (t− τ)
1−α
)
ξdτ
is not an extremal for I and satisfies y′+ BαP y = ξ. Moreover, (4.2) satisfies (3.21)
for λ = 2ξ, i.e.,
−
d
dt
(2 (y′ + BαP y)− 2ξ)− A
α
P∗ (2 (y
′ + BαP y)− 2ξ) = 0,
where P ∗ = 〈0, t, 1, 0, 1〉 is the dual p-set of P . We conclude that (4.2) is an
extremal for problem (4.1). Since in this example one has a problem (3.18)–(3.20)
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with F (t, y, v, w) = (v+w)2 and G(t, y, v, w) = v+w, simple convexity arguments
show (see [7, Section 6] and [9, Section 3.4]) that (4.2) is indeed the global minimizer
to problem (4.1).
Example 4.2. Let α ∈ (0, 1), P = 〈0, t, 1, 1, 0〉. Consider the following problem:
J (y) =
∫ 1
0
(KαP y + t)
2
dt −→ min,
I(y) =
∫ 1
0
tKαP ydt = ξ,
y(0) = ξ − 1, y(1) = (ξ − 1)
(
1 +
∫ 1
0
rα(1− τ)dτ
)
,
where the kernel is such that kα(t, τ) = kα(t − τ) with kα(0) = 1 and K
α
P∗t 6=
0. The resolvent rα(t) is given by rα(t) = L
−1
[
1
sk˜α(s)
− 1
]
, k˜α(s) = L [kα(t)],
where L and L−1 are the direct and inverse Laplace transforms, respectively. Since
K
α
P∗t 6= 0, there is no solution to the Euler–Lagrange equation for functional I. The
augmented Lagrangian H of Theorem 3.22 is given by H(t, y, w) = (w+ t)2− λtw.
Function
y(t) = (ξ − 1)
(
1 +
∫ t
0
rα(t− τ)dτ
)
is the solution to the Volterra integral equation of the first kind KαP y = (ξ − 1)t
(see, e.g., Eq. 16, p. 114 of [40]) and for λ = 2ξ satisfies our optimality condition
(3.21):
(4.3) KαP∗ (2 (K
α
P y + t)− 2ξt) = 0.
The solution of (4.3) subject to the given boundary conditions depends on the
particular choice for the kernel. For example, let kα(t − τ) = e
α(t−τ). Then the
solution of (4.3) subject to the boundary conditions y(0) = ξ − 1 and y(1) =
(ξ− 1)(1−α) is y(t) = (ξ− 1)(1−αt) (cf. [40, p. 15]). If kα(t− τ) = cos (α(t− τ)),
then the boundary conditions are y(0) = ξ − 1 and y(1) = (ξ − 1)
(
1 + α2/2
)
, and
the extremal is y(t) = (ξ − 1)
(
1 + α2t2/2
)
(cf. [40, p. 46]).
Borrowing different kernels from book [40], many other examples of dynamic
optimization problems can be explicitly solved by application of the results of Sec-
tion 3.
Acknowledgements
Work supported by FEDER funds through COMPETE — Operational Pro-
gramme Factors of Competitiveness (“Programa Operacional Factores de Compet-
itividade”) and by Portuguese funds through the Center for Research and Develop-
ment in Mathematics and Applications (University of Aveiro) and the Portuguese
Foundation for Science and Technology (“FCT — Fundac¸a˜o para a Cieˆncia e a
Tecnologia”), within project PEst-C/MAT/UI4106/2011 with COMPETE num-
ber FCOMP-01-0124-FEDER-022690. Odzijewicz was also supported by FCT
through the Ph.D. fellowship SFRH/BD/33865/2009; Malinowska by Bia lystok
University of Technology grant S/WI/02/2011 and by the European Union Hu-
man Capital Programme Podniesienie potencja lu uczelni wyzszych jako czynnik
rozwoju gospodarki opartej na wiedzy; and Torres by FCT through the project
PTDC/MAT/113470/2009.
GENERALIZED FRACTIONAL CALCULUS WITH APPLICATIONS 21
References
[1] O. P. Agrawal, Fractional variational calculus in terms of Riesz fractional derivatives, J. Phys.
A 40 (2007), no. 24, 6287–6303.
[2] O. P. Agrawal, Generalized variational problems and Euler-Lagrange equations, Comput.
Math. Appl. 59 (2010), no. 5, 1852–1864.
[3] R. Almeida, A. B. Malinowska and D. F. M. Torres, A fractional calculus of variations for
multiple integrals with application to vibrating string, J. Math. Phys. 51 (2010), no. 3, 033503,
12 pp. arXiv:1001.2722
[4] R. Almeida, S. Pooseh and D. F. M. Torres, Fractional variational problems depending on
indefinite integrals, Nonlinear Anal. 75 (2012), no. 3, 1009–1025. arXiv:1102.3360
[5] R. Almeida and D. F. M. Torres, Ho¨lderian variational problems subject to integral con-
straints, J. Math. Anal. Appl. 359 (2009), no. 2, 674–681. arXiv:0807.3076
[6] R. Almeida and D. F. M. Torres, Isoperimetric problems on time scales with nabla derivatives,
J. Vib. Control 15 (2009), no. 6, 951–958. arXiv:0811.3650
[7] R. Almeida and D. F. M. Torres, Calculus of variations with fractional derivatives and frac-
tional integrals, Appl. Math. Lett. 22 (2009), no. 12, 1816–1820. arXiv:0907.1024
[8] R. Almeida and D. F. M. Torres, Leitmann’s direct method for fractional optimization prob-
lems, Appl. Math. Comput. 217 (2010), no. 3, 956–962. arXiv:1003.3088
[9] R. Almeida and D. F. M. Torres, Necessary and sufficient conditions for the fractional calculus
of variations with Caputo derivatives, Commun. Nonlinear Sci. Numer. Simul. 16 (2011),
no. 3, 1490–1500. arXiv:1007.2937
[10] V. Bl˚asjo¨, The isoperimetric problem, Amer. Math. Monthly 112 (2005), no. 6, 526–566.
[11] L. Bourdin, J. Cresson, I. Greff and P. Inizan, Variational integrators on fractional Lagrangian
systems in the framework of discrete embeddings, arXiv:1103.0465 [math.DS], 2011.
[12] R. F. Camargo, A. O. Chiacchio, R. Charnet, E. Capelas de Oliveira, Solution of the fractional
Langevin equation and the Mittag-Leffler functions, J. Math. Phys. 50 (2009), no. 6, 063507,
8 pp.
[13] J. Cresson, Fractional embedding of differential operators and Lagrangian systems, J. Math.
Phys. 48 (2007), no. 3, 033504, 34 pp. arXiv:math/0605752
[14] J. Cresson and S. Darses, Stochastic embedding of dynamical systems, J. Math. Phys. 48
(2007), no. 7, 072703, 54 pp. arXiv:math/0509713
[15] J. Cresson, G. S. F. Frederico and D. F. M. Torres, Constants of motion for non-differentiable
quantum variational problems, Topol. Methods Nonlinear Anal. 33 (2009), no. 2, 217–231.
arXiv:0805.0720
[16] J. P. Curtis, Complementary extremum principles for isoperimetric optimization problems,
Optim. Eng. 5 (2004), no. 4, 417–430.
[17] R. A. C. Ferreira and D. F. M. Torres, Isoperimetric problems of the calculus of variations
on time scales, in Nonlinear Analysis and Optimization II (eds: A. Leizarowitz, B. S. Mor-
dukhovich, I. Shafrir, and A. J. Zaslavski), Contemporary Mathematics, vol. 514, Amer.
Math. Soc., Providence, RI, 2010, pp. 123–131. arXiv:0805.0278
[18] G. S. F. Frederico and D. F. M. Torres, A formulation of Noether’s theorem for fractional
problems of the calculus of variations, J. Math. Anal. Appl. 334 (2007), no. 2, 834–846.
arXiv:math/0701187
[19] G. S. F. Frederico and D. F. M. Torres, Fractional conservation laws in optimal control theory,
Nonlinear Dynam. 53 (2008), no. 3, 215–222. arXiv:0711.0609
[20] G. S. F. Frederico and D. F. M. Torres, Fractional optimal control in the sense of Ca-
puto and the fractional Noether’s theorem, Int. Math. Forum 3 (2008), no. 9-12, 479–493.
arXiv:0712.1844
[21] G. S. F. Frederico and D. F. M. Torres, Fractional Noether’s theorem in the Riesz-Caputo
sense, Appl. Math. Comput. 217 (2010), no. 3, 1023–1033. arXiv:1001.4507
[22] G. H. Hardy and J. E. Littlewood, Some properties of fractional integrals I, Math. Zeitschrift
28 (1928), 565–606.
[23] P. Inizan, Dynamique Fractionnaire pour le Chaos Hamiltonien, The`se de Doctorat (Ph.D.
thesis), Institut de Me´canique Ce´leste et de Calcul des E´phe´me´ride, Paris, 2010.
[24] G. Jumarie, An approach via fractional analysis to non-linearity induced by coarse-graining
in space, Nonlinear Anal. Real World Appl. 11 (2010), no. 1, 535–546.
22 T. ODZIJEWICZ, A. B. MALINOWSKA, AND D. F. M. TORRES
[25] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and applications of fractional
differential equations, Elsevier, Amsterdam, 2006.
[26] V. Kiryakova, Generalized fractional calculus and applications, Pitman Research Notes in
Mathematics Series, 301, Longman Sci. Tech., Harlow, 1994.
[27] M. Klimek, Stationarity-conservation laws for fractional differential equations with variable
coefficients, J. Phys. A 35 (2002), no. 31, 6675–6693.
[28] M. Klimek, Lagrangian fractional mechanics—a noncommutative approach, Czechoslovak J.
Phys. 55 (2005), no. 11, 1447–1453.
[29] M. Klimek, On solutions of linear fractional differential equations of a variational type, The
Publishing Office of Czenstochowa University of Technology, Czestochowa, 2009.
[30] J. T. Machado, V. Kiryakova and F. Mainardi, Recent history of fractional calculus, Commun.
Nonlinear Sci. Numer. Simul. 16 (2011), no. 3, 1140–1153.
[31] A. B. Malinowska, M. R. Sidi Ammi and D. F. M. Torres, Composition functionals in frac-
tional calculus of variations, Commun. Frac. Calc. 1 (2010), 32–40. arXiv:1009.2671
[32] A. B. Malinowska and D. F. M. Torres, Generalized natural boundary conditions for fractional
variational problems in terms of the Caputo derivative, Comput. Math. Appl. 59 (2010), no. 9,
3110–3116. arXiv:1002.3790
[33] A. B. Malinowska and D. F. M. Torres, Fractional calculus of variations for a combined
Caputo derivative, Fract. Calc. Appl. Anal. 14 (2011), no. 4, 523–537. arXiv:1109.4664
[34] B. S. Mordukhovich, Variational analysis and generalized differentiation. I, Grundlehren der
Mathematischen Wissenschaften, 330, Springer, Berlin, 2006.
[35] B. S. Mordukhovich, Variational analysis and generalized differentiation. II, Grundlehren
der Mathematischen Wissenschaften, 331, Springer, Berlin, 2006.
[36] D. Mozyrska and D. F. M. Torres, Minimal modified energy control for fractional linear
control systems with the Caputo derivative, Carpathian J. Math. 26 (2010), no. 2, 210–221.
arXiv:1004.3113
[37] D. Mozyrska and D. F. M. Torres, Modified optimal energy and initial memory of fractional
continuous-time linear systems, Signal Process. 91 (2011), no. 3, 379–385. arXiv:1007.3946
[38] T. Odzijewicz, A. B. Malinowska and D. F. M. Torres, Fractional variational calculus with
classical and combined Caputo derivatives, Nonlinear Anal. 75 (2012), no. 3, 1507–1515.
arXiv:1101.2932
[39] I. Podlubny, Fractional differential equations, Academic Press, San Diego, CA, 1999.
[40] A. D. Polyanin and A. V. Manzhirov, Handbook of integral equations, CRC, Boca Raton, FL,
1998.
[41] E. Rabei, I. Rawashdeh, S. Muslih and D. Baleanu, Hamilton-Jacobi formulation for systems
in terms of Riesz’s fractional derivatives, Internat. J. Theoret. Phys. 50 (2011), no. 5, 1569–
1576.
[42] F. Riewe, Nonconservative Lagrangian and Hamiltonian mechanics, Phys. Rev. E (3) 53
(1996), no. 2, 1890–1899.
[43] F. Riewe, Mechanics with fractional derivatives, Phys. Rev. E (3) 55 (1997), no. 3, part B,
3581–3592.
[44] B. Ross, S. G. Samko and E. R. Love, Functions that have no first order derivative might
have fractional derivatives of all orders less than one, Real Anal. Exchange 20 (1994/95),
no. 1, 140–157.
Center for Research and Development in Mathematics and Applications
Department of Mathematics, University of Aveiro, 3810-193 Aveiro, Portugal
E-mail address: tatianao@ua.pt
Faculty of Computer Science, Bia lystok University of Technology
15-351 Bia lystok, Poland
E-mail address: a.malinowska@pb.edu.pl
Center for Research and Development in Mathematics and Applications
Department of Mathematics, University of Aveiro, 3810-193 Aveiro, Portugal
E-mail address: delfim@ua.pt
