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Abstract
In [18], among other equivalent conditions, it is proved that a square complex matrix A is
permutationally similar to a block-shift matrix if and only if for any complex matrix B with
the same zero pattern as A, W.B/, the numerical range of B, is a circular disk centered at the
origin. In this paper, we add a long list of further new equivalent conditions. The corresponding
result for the numerical range of a square complex matrix to be invariant under a rotation
about the origin through an angle of 2=m, where m > 2 is a given positive integer, is also
proved. Many interesting by-products are obtained. In particular, on the numerical range of a
square nonnegative matrix A, the following unexpected results are established: (i) when the
undirected graph of A is connected, ifW.A/ is a circular disk centered at the origin, then so is
W.B/, for any complex matrix B with the same zero pattern as A; (ii) when A is irreducible,
if  is an eigenvalue in the peripheral spectrum of A that lies on the boundary of W.A/, then
 is a sharp point of W.A/. We also obtain results on the numerical range of an irreducible
square nonnegative matrix, which strengthen or clarify the work of Issos [9] and Nylen and
Tam [14] on this topic. Open questions are posed at the end. © 1999 Elsevier Science Inc. All
rights reserved.
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1. Introduction and statements of main results
The circularity of (classical) numerical ranges of (square) complex matrices has
been considered by a number of authors. In 1987 Marcus and Pesce [13, Theorem
4] first gave an equivalent condition for the numerical range of a 3 3 or 4 4 real
strictly upper triangular matrix to be a circular disk centered at the origin in terms
of the entries of the matrix. Their result was extended to an arbitrary 3 3 complex
or 4 4 real upper triangular matrix by Chien and Tam [2, Theorems 2 and 3] in
1994. In a very recent paper Keeler et al. [10, Theorem 2.4 and Corollary 2.5] also
characterized a 3 3 complex matrix that has an elliptical disk, and hence also one
that has a circular disk, as its numerical range. A few years earlier, Li and Tsing [12,
Theorem 2.1 and Corollary 2.2] had obtained equivalent conditions on a complex
matrix all of whose C-numerical ranges are (or equivalently, whose unitary orbit is)
invariant under any rotation about the origin of the complex plane. (The numerical
range of such a matrix is clearly a circular disk centered at the origin.) One of the
equivalent conditions is that, the matrix is unitarily similar to a block-shift matrix. In
addition, Li and Tsing [12, Theorem 2.3] also obtained characterizations for a matrix
whose C-numerical ranges (or unitary orbit) have weak circular symmetry, that is,
they are invariant under a rotation about the origin through an angle of 2=m, where
m is a positive integer greater than one. One of the equivalent conditions is that,
the matrix is unitarily similar to an m-cyclic matrix. (For notation and definitions
of some of the terms, the reader may refer to our next section.) Tam [18, Theorem
1] also gave equivalent conditions on a matrix with the property that the numerical
range of any matrix with the same zero pattern is a circular disk centered at the
origin; one of the equivalent conditions is that, the matrix is permutationally similar
to a block-shift matrix. Some further related results on an m-cyclic matrix or a matrix
which is permutationally similar to a block-shift matrix are also given in [19]. In this
paper, continuing the investigations but with special focus on nonnegative matrices,
we obtain the following results.
Theorem 1. Let A2Mn; n>2: The following conditions are equivalent:
(a) A is permutationally similar to a block-shift matrix.
(b) The digraph of A is linearly partite.
(c) All cycles of the digraph of A have zero signed length.
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(d) W.B/ is a circular disk centered at the origin for all B2Mn with the same
zero pattern (or ray pattern) as A:
(e) W.B/ is a circular disk for all B2Mn with the same zero pattern (or ray
pattern) as A:
(f) There is a real number ’ which is an irrational multiple of  or is a rational
multiple of the form 2p=q , where p; q are relatively prime integers with q > n
such that ei’W.B/ D W.B/ for all B 2Mn with the same zero pattern (or ray
pattern) as A.
(g) A is diagonally similar to A for all nonzero complex numbers .
(h) A is diagonally similar to ei’A for some real number ’ which is an irra-
tional multiple of  or is a rational multiple of the form 2p=q , where p; q are
relatively prime integers with q > n.
(i) A is diagonally similar to A for some nonzero complex number  which is
not a root of unity.
(j) For any B 2Mn with the same zero pattern (or ray pattern) as A, H.eiB/
is diagonally similar to H.B/ for all real numbers  .
(k) For any real number  , H.eiA/ is diagonally similar to H.A/.
(l) For any B2Mn with the same zero pattern (or ray pattern) as A;H.eiB/
has the same characteristic polynomial for all real numbers  .
(m) For any B 2Mn with the same zero pattern (or ray pattern) as A, eiU.B/
D U.B/ for all real numbers  .
(n) For any B2Mn with the same zero pattern (or ray pattern) as A, eiWC.B/
D WC.B/ for all C2Mn and all real numbers :
(o) For anyB 2Mn with the same zero pattern (or ray pattern) as A, eiWB.B/
D WB.B/ for all real numbers :
(p) For any B 2Mn with the same zero pattern (or ray pattern) as A, WC.B/
is symmetric about the real axis (or any axis passing through the origin) on the
complex plane for all C 2Mn
When A is nonnegative, the following is another equivalent condition:
(q) The characteristic polynomial of H.eiA/ is the same for all real numbers
:
When A is nonnegative and the undirected graph of A is connected, to the above list
of equivalent conditions we can add the following:
(r)W.A/ is a circular disk centered at the origin.
(s) ei’r.A/ 2 W.A/ for some real number ’ which is an irrational multiple of
 or is a rational multiple of the form 2p=q , where p; q are relatively prime
integers with q > n.
(t) max.H.ei’A// D max.H.A// for some real number ’ which is an irra-
tional multiple of  or is a rational multiple of the form 2p=q , where p; q are
relatively prime integers with q > n.
(u) .H.ei’A// D .H.A// for some real number ’ which is an irrational mul-
tiple of  or is a rational multiple of the form 2p=q , where p; q are relatively
prime integers with q > n and q =D 2 (mod 4).
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Theorem 2. Letm;n be positive integers, 2 6 m 6 n. For anyA 2Mn, the follow-
ing conditions are equivalent:
(a) A is diagonally similar to e2 i=mA:
(b) All cycles of the digraph of A are of signed length an integral multiple ofm:
(c) For any B2Mn with the same ray pattern as A, e2 i=mW.B/ D W.B/:
(d) For any B 2Mn with the same zero pattern as A;H.B/ is diagonally
similar to H.e2 i=mB/:
(e) For any B 2Mn with the same zero pattern as A;H.B/ and H.e2 i=mB/
have the same characteristic polynomial.
When the digraph of A has at least one cycle with nonzero signed length, the follow-
ing are each an additional equivalent condition:
(f) For any B 2Mn with the same zero pattern as A, e2 i=mU.B/ D U.B/.
(g) For any B 2Mn with the same zero pattern as A, e2 i=mWC.B/ D WC.B/
for all C 2Mn.
(h) For anyB 2Mn with the same zero pattern as A, e2 i=mWB.B/ D WB.B/.
(i) A is m-cyclic.
When A is nonnegative and the undirected graph of A is connected, each of the
following is equivalent to conditions (a)–(e):
(j) max.H.e2 i=mA// D max.H.A//.
(k) e2 i=mW.A/ D W.A/
(l) e2 i=mr.A/ 2 W.A/.
(m)H.e2 i=mA/ is diagonally similar to H.A/.
If, in addition,m = 2 (mod 4), the following is another equivalent condition:
(n) .H.e2 i=mA// D .H.A//.
It is to be noted that the question of whether a matrix has a circular disk centered
at the origin as its numerical range can be reduced to the case when the matrix under
consideration has connected undirected graph. Indeed, we have the following result
for a general complex matrix.
Theorem 3. LetA 2Mn, n > 2. Let P be a permutation matrix such that PTAP D
A1      Ak; whereA1; : : : ; Ak are square matrices each with a connected undir-
ected graph. Then W.A/ is a circular disk centered at the origin if and only if there
exists t; 1 6 t 6 k; such that r.At / D max16j6kr.Aj / andW.At / is a circular disk
centered at the origin.
The proofs of Theorems 1 and 2 depend on the following results which have
interest of their own.
Lemma 1. Let A be an nn nonnegative matrix with connected undirected graph.
Let ’ be a real number such that ei’ =D 1; and suppose ei’r.A/ 2 W.A/.
(i) If ’ is an irrational multiple of ; then A is permutationally similar to a
block-shift matrix.
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(ii) If ’ is a rational multiple of ; say ’ D 2p=q; where p; q are relatively
prime integers, q being positive, then all cycles ofG.A/ are of signed length an
integral multiple of q.
In any case, A is diagonally similar to ei’A.
Lemma 2. LetA D .ars/ 2Mn, and let ’ be a given real number. Supposearsasr D
0 for all r; s 2 hni. If H.A/ is diagonally similar to H.ei’A/, then A is diagonally
similar to ei’A.
Lemma 3. For a nonnegative matrix A and any given real number ’; we have
max.H.e
i’A// D max.H.A// if and only if e−i’r.A/ 2 W.A/ if and only if ei’r.A/
2 W.A/. When A is a nonnegative matrix with connected undirected graph, each of
the following is an additional equivalent condition:
(a) A is diagonally similar to ei’A.
(b) ei’W.A/ D W.A/.
If, in addition, ’ is an irrational multiple of  or is a rational multiple of the form
2p=q; where p; q are relatively prime integers, q being positive such that q = 2
(mod 4), then the following is another equivalent condition:
(c) .H.ei’A// D .H.A//.
Lemma 4. Let ’ be a real number such that ei’ =D 1. For any A 2Mn; n > 2; the
following conditions are equivalent:
(a) A is diagonally similar to ei’A.
(b) For any B 2Mn with the same zero pattern (or ray pattern) as A, ei’W.B/
D W.B/:
(c) For any B 2Mn with the same zero pattern as A;H.B/ is diagonally
similar to H.ei’B/:
(d) For any B 2Mn with the same zero pattern as A;H.B/ andH.ei’B/ have
the same characteristic polynomial.
Recall that by the index of imprimitivity of an irreducible nonnegative matrix
we mean the number of eigenvalues of maximal modulus. By Lemma 3 we readily
obtain, as a by-product, the following related result which strengthens the work of
Nylen and Tam [14, Corollaries 1.5 and 1.6] on the numerical range of an irreducible
doubly stochastic matrix. (See also [19, Corollary 4.2] for other characterizations
of the cyclic index of a complex matrix whose digraph has at least one cycle with
nonzero signed length.)
Corollary 1. Let A be a nonnegative matrix with connected undirected graph. If the
digraph of A has at least one cycle with nonzero signed length, then the cyclic index
of A is equal to the largest positive integer m that satisfies e2 i=mW.A/ D W.A/. If,
in addition, A is irreducible, then this common value is also equal to the index of
imprimitivity of A.
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We also obtain the following reformulated unpublished main result of Issos [9,
Theorem 7]. (Its proof, as given in [9], depends on a number of auxillary results, is
different from ours, and is rather tedious. The result was somehow mis-stated in [5,
Theorem 4.1].)
Corollary 2. Let A 2Mn; n > 2; be an irreducible nonnegative matrix with index
of imprimitivity h. For any complex number  2 W.A/; jj D r.A/ if and only if  is
one of the h numbers r.A/; r.A/e2 i=h; : : : ; r.A/e2.h−1/i=h.
We have also tried to characterize nonnegative matrices whose numerical ranges
are regular polygons with center at the origin, but without success. However, the
following interesting related result is obtained:
Theorem 4. Let A 2Mn be a nonnegative matrix, n > 2. Let P be a permutation
matrix such that PTAP D A1      Ak; where A1; : : : ; Ak are square matrices
each with a connected undirected graph. A necessary and sufficient condition for
r.A/ to be a sharp point of W.A/ is that; for any j, 1 6 j 6 k; we have
(i) If .Aj / D .A/; then Aj is a maximal irreducible principal submatrix of
A and .Aj / D r.Aj /I and
(ii) If .Aj / < .A/; then r.Aj / < .A/.
It is known that for any A 2Mn every sharp point of W.A/ is an eigenvalue but
not every eigenvalue on the boundary ofW.A/ is a sharp point (see [8, Section 1.6]).
The proof of Theorem 4 depends on the following somewhat unexpected result on
an irreducible nonnegative matrix:
Lemma 5. Let A be an irreducible nonnegative matrix. If  is an eigenvalue in the
peripheral spectrum of A that lies on the boundary of W.A/; then  is a sharp point
of W.A/.
2. Preliminaries
Unless stated otherwise, we always use A D .ars/ to denote an n n complex
matrix for some fixed positive integer n. The following notation will be adopted.
Mn the set of all n n complex matrices;
W.A/ the (classical) numerical range of A;
WC.A/ the C-numerical range of A, i.e. {tr(CUAU ): U unitary};
U.A/ the unitary orbit of A; i.e. {UAU V U unitary};
H.A/ the hermitian part of A, i.e. .AC A/=2I
K.A/ the skew hermitian part of A divided by i, i.e. .A− A/=2i;
max.H/ the largest eigenvalue of H (where H is hermitian);
.A/ the spectral radius of A;
r.A/ the numerical radius of A;
jAj the matrix .jarsj/;
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G.A/ the digraph of A;
A > B ars > brs for all r; s;hni the set f1; 2; : : : ; ng;
arg(z) the argument of the complex number z.
Let A D .ars/ and B D .brs/ be two matrices of the same size. A and B are said
to have the same zero pattern whenever ars D 0 if and only if bsr D 0. It is clear that
if A;B are square, then A and B have the same zero pattern if and only if they have
the same digraph. A and B are said to have the same ray pattern if they have the same
zero pattern and their corresponding nonzero entries have the same argument. B is
said to belong to the weak ray pattern class determined by A if whenever brs =D 0 we
have ars =D 0 and arg(ars) = arg(brs).
By the undirected graph of A we mean the undirected graph obtained from G.A/
by removing the direction of its arcs.
We call a matrix A 2Mn irreducible if its digraph G.A/ is strongly connected;
or equivalently, if n D 1, or n > 2 and there does not exist a permutation matrix P
such that
PTAP D

B C
0 D

;
where B;D are nonempty square matrices.
It is easy to show the following:
Remark 1. For any A 2Mn; the undirected graph of A is connected if and only if
the matrix H.A/ is irreducible.
For any positive integerm, we call a digraph G cyclically m-partite (respectively,
linearly m-partite) with ordered partition V1; : : : ; Vm; provided that V1; : : : ; Vm is a
partition of the vertex set V of G into m nonempty sets such that each arc of G issues
from Vk and enters VkC1 for some k D 1; : : : ;m (respectively, k D 1; : : : ;m− 1),
where VmC1 is taken to be V1. (So every digraph is cyclically 1-partite, and a digraph
is linearly 1-partite if and only if it consists of loopless, isolated vertices.) A digraph
which is linearly m-partite for some positive integer m will also be referred to as a
linearly partite digraph.
We call a square matrix m-cyclic if its digraph is cyclically m-partite, or equiva-
lently, if it is permutationally similar to a matrix of the form26666666664
0 A12
0 A23
::: 0
.
.
.
.
.
. Am−1;m
Am1 0
37777777775
; (2.1)
where the blocks along the diagonal are all square. The largest positive integer m for
which a matrix A is m-cyclic is called the cyclic index of A.
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By a block-shift matrix we mean a square matrix M D .Mkl/16k;l6m.m > 2/ in
block form with square diagonal blocks such that Mkl D 0 whenever l =D k C 1: It
is clear that a square matrix of size greater than one is permutationally similar to a
block-shift matrix if and only if its digraph is linearly partite.
We associate with each circuit  D ..r1; r2/; .r2; r3/; : : : ; .rk; r1// ofG.A/ a cir-
cuit product of A given by: Q.A/ D ar1r2ar2r3    arkr1 : Besides we also need the
concept of a cycle of G.A/ and the related concepts. We illustrate them by an ex-
ample. (For formal definitions, see [19, Section 2].) A sequence of the form 1!
2! 3 4! 5 1 is a cycle. Here we use r ! s to denote the arc .r; s/ tra-
versed from r to s and referred to it as a positive link, and use s  r to denote the
arc .r; s/ traversed from s to r and referred to it as a negative link. (Thus, a circuit is
a cycle all of whose links are positive.) The number of links in a cycle  is called the
length of  and is denoted by jj. The number of positive links minus the number of
negative links in  is called the signed length of  and is denoted by s./. We also
denote by − the cycle which has the same set of arcs as , but whose vertices are
traversed in the reverse order. If we denote the cycle given above by , then jj D 5,
s./ D 1, and− is the cycle 1! 5 4! 3 2 1. If  is also a cycle in the
digraph of a matrixA D .ars/, then the cycle product of A associated with  is given
by:
Q
.A/ D .a12a23a45/=.a43a15/.
Given A;B 2Mn;A is said to be diagonally similar to B if there exists a nonsin-
gular diagonal matrix D such that A D D−1BD; if, in addition, D can be chosen to
be unitary, then we say A is unitarily diagonally similar to B:
Engel and Schneider [4, Theorem 4.1] observed that if A;B 2Mn are diagonally
similar then they have the same digraph and each circuit product of A equals the
corresponding circuit product of B; in addition, they proved that the converse result
holds if A is completely reducible (that is, there exists a permutation matrix P such
that P TAP is a direct sum of irreducible matrices). Saunders and Schneider [16,
Theorem 2.1] proved that A and B are diagonally similar if and only if they have the
same digraph and equal corresponding cycle products.
Remark 2. For any A;B 2Mn, A is unitarily diagonally similar to B if and only if
A is diagonally similar to B and jAj D jBj.
The “only if” part is clear. To prove the “if” part, suppose jAj D jBj and D D
diag.d1; : : : ; dn/ is a nonsingular diagonal matrix such that D−1AD D B. Then
clearly A and B have the same digraph, as well as the same undirected graph. We
may assume that the common undirected graph is connected. Observe that for any
r; s 2 hni, if .r; s/ is an arc of G.A/ then from d−1r arsds D brs and the fact that
jarsj D jbrsj, we obtain jdr j D jds j. By the connectedness of the undirected graph of
A, it follows that jd1j D    jdnj D d , say. Then d−1D is a unitary diagonal matrix
and we have .d−1D/A.dD/ D B.
Note that by Remark 2 if A is diagonally similar to eiA then necessarily A is
unitarily diagonally similar to eiA. But the numerical range of a matrix is unchanged
if the matrix is transformed by a unitary similarity, so we have the following:
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Remark 3. For any A 2Mn and any real number ; if A is diagonally similar to
eiA; then A is unitarily diagonally similar to eiA and we have eiW.A/ D W.A/.
We would like to mention that at least for the special case when  D 2=m
the preceding remark is implicit in the early unpublished work of Issos [9, p. 16,
Theorem 6].
Remark 4. For any A 2Mn and any real number ; if A is diagonally similar to
eiA; then H.A/ is unitarily diagonally similar to H.eiA/:
To see this, let D be a unitary diagonal matrix such that DAD D eiA. Taking
the conjugate transpose of both sides, we obtainDAD D e−iA. Hence, we have
D

AC A
2

D D e
iAC e−iA
2
:
In other words, H.A/ is unitarily diagonally similar to H.eiA/:
Clearly, unitary diagonal similarity is, in general, strictly stronger than diagonal
similarity. However, between hermitian matrices these two concepts are equivalent.
This is because, if A and B are diagonally similar hermitian matrices, then by equat-
ing corresponding circuit products associated with circuits of length one or two,
we readily obtain jAj=jBj, and in view of Remark 2 our assertion follows. So, in
particular, we have the following:
Remark 5. For any A 2Mn and any real number ; if H.A/ is diagonally similar
to H.eiA/ then H.A/ is unitarily diagonally similar to H.eiA/.
In view of Remark 3, in the statements of our results we can replace the condition
“A is diagonally similar to eiA” by “A is unitarily diagonally similar to eiA”. The
same can be said for the condition “H.A/ is diagonally similar toH.eiA/”, in view
of Remark 5.
3. Proofs
We derive Theorem 3 first. Its proof depends on the following:
Lemma 6. Let A 2Mn; n > 2. Suppose W.A/ is included in a circular disk. If
W.A/ meets the boundary of the disk at nC 1 or more points, then W.A/ is equal
to the circular disk.
Proof. Translating A by a suitable scalar matrix, we may assume that the center of
the given circular disk is at the origin of the complex plane. Clearly the radius of
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the disk is r.A/: Suppose that W.A/ meets the circle of the given disk at the points
r.A/ei1; : : : ; r.A/einC1; where 1; : : : ; nC1 are distinct numbers in T0; 2/: Then
for each k D 1; : : : ; nC 1, we have r.A/ 2 e−ikW.A/ D W.e−ikA/, and hence
r.A/ 6 maxfRe wV w 2 W.e−ikA/g D max.H.e−ikA//I
but we always have
maxfRe wV w 2 W.e−ikA/g 6 r.e−ikA/ D r.A/;
and so r.A/ D max.H.e−ikA//: In other words, r.A/ is a zero of the character-
istic polynomial of H.eiA/ for  D −k; k D 1; : : : ; nC 1: Now the characteristic
polynomial c .t/ of H.eiA/ is tn CPnkD1.−1/kEk.H.eiA//tn−k; where we use
Ek.C/ to denote the sum of all k  k principal minors of C. Straightforward calcu-
lation shows that c .r.A// is a real trigonometric polynomial of order at most n, i.e.
one of the form
0 C 1 cos C 1 sin C 2 cos2 C 2 sin2 C    C n cosn C n sinn;
where 0; : : : ; n, 1; : : : ; n are real numbers. Note that c .r.A// can assume only
nonnegative values for all real  , because we always have r.A/ > max.H.eiA//.
Hence by a theorem of FKejer and Riesz on nonnegative trigonometric polynomials
(see [15, Problem 40, pp. 77, 259]), there exists a polynomial h.z/ of degree at most
n such that c .r.A// D jh.ei /j2 for all real  . But h.z/ vanishes at z D e−ik for
k D 1; : : : ; nC 1, it follows that h.z/ is the zero polynomial, and hence r.A/ is a
zero of the characteristic polynomial ofH.eiA/ for all real  . Therefore,W.A/ is a
circular disk centered at the origin. 
Lemma 6 is usually attributed to J. Anderson, who announced (but not published)
the result in the early 1970s. In [3, p. 49, Theorem 5.8] Dritschel and Woerdeman
gave a proof of this result which was based on a canonical decomposition theory
developed by them, for operators over a Hilbert space which attain their numerical
radius (which is assured on finite dimensional spaces). A few years dated back, Pei-
Yuan Wu found an elementary proof, which is the one given in this paper. For recent
generalizations of Anderson’s result, see [1, Theorem 2.2; 6, p. 53, Theorem 1].
Proof of Theorem 3. The “if” part is obvious, because W.A/ is the convex hull of
W.A1/ [    [W.Ak/:
To prove the “only if” part, suppose W.A/ is a circular disk centered at the
origin. Clearly the circle of this circular disk, being the set of extreme points of
the disk, is included in W.A1/ [    [W.Ak/: Hence, at least one of the numer-
ical ranges W.A1/; : : : ;W.Ak/; say W.Aj /, meets the circle at infinitely many
points. By Lemma 6, W.Aj/ is in fact the circular disk W.A/. Then clearly we
have r.Aj / D r.A/ D max16t6kr.At /: 
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Proof of Lemma 1. Let z D .1; : : : ; n/T be a unit vector of Cn that satisfies zAz
D ei’r.A/. We have
r.A/ D jzAzj D

X
r;s2hni
Nrsars
 6
X
r;s2hni
j Nr jjs jars
D jzjAjzj D jzjH.A/jzj 6 max.H.A// D .H.A//;
where the last two equalities follow from the nonnegativity of A; but we always have
max.H.A// 6 r.A/, hence, the two intermediate inequalities become equalities.
As a consequence, jzj is a nonnegative eigenvector of the irreducible nonnegative
matrix H.A/ corresponding to its spectral radius, and as such it must be a positive
vector; hence, the components of z are all nonzero. Furthermore, by the conditions
for equality in the triangle inequality and the assumption that zAz D ei’jzAzj, we
must have
Nrsars D ei’ j Nrsars j for all r; s 2 hni:
This implies that if .r; s/ is an arc inG.A/, then arg(s)=arg.r/C ’. (We would like
to note that the latter assertion is known in case A is an irreducible nonnegative matrix
(see [9, Theorem 2]).) So if we traverse a link with initial vertex r and terminal vertex
s, then the change of the argument of the corresponding components of z, i.e. the
quantity arg(s) – arg(r), is equal to ’ or−’ according to whether the link is positive
or negative. Recall that the signed length of a cycle is defined to be the number of
positive links minus the number of negative links. Hence, if we go around a cycle 
ofG.A/ once, the total change of argument of the corresponding components of z is
s./’, and clearly this latter quantity must be an integral multiple of 2 . Thus, if ’
is an irrational multiple of  , then necessarily all cycles of G.A/ have zero signed
length; in this case by [18, Theorem 1] A is permutationally similar to a block-shift
matrix, and by [19, Corollary 4.7] A is diagonally similar to A for any nonzero
complex number , and in particular A is diagonally similar to ei’A. If ’ D 2p=q ,
where p; q are relatively prime integers, q being positive, then necessarily all cycles
of G.A/ have signed length an integral multiple of q. In this case by [19, Theorem
4.1] the latter is equivalent to the condition that A is diagonally similar to e2 i=qA. It
follows that A is diagonally similar to e2pi=qA. The proof is complete. 
Proof of Lemma 2. By our hypothesis on A, we have arr D 0 for all r 2 hni and
astats D 0 for all s; t 2 hni; s =D t . So the .s; t/ entry of H.ei’A/, which we denote
by hst .’/, is given by
hst .’/ D
8<:.aste
i’/=2 if s =D t and ast =D 0;
. Natse−i’/=2 if s =D t and ats =D 0;
0 otherwise.
(3.1)
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Since H.ei’A/ is diagonally similar to H.A/, each circuit product of H.A/ is equal
to the corresponding circuit product of H.ei’A/. Consider any cycle  of G.A/.
Note that there exists a unique circuit of G.H.A//, which we denote by 0, that has
the same set of vertices as  and for which the vertices are traversed in the same
order as in . Making use of (3.1), we readily see thatQ
0.H.e
i’A// D es./i’Q0.H.A//:
But by Engel and Schneider [4, Theorem 4.1] Q0.H.A// DQ0.H.ei’A//, it
follows that es./i’ D 1, i.e. s./’ is an integral multiple of 2 . If ’ is an irrational
multiple of  , we must have s./ D 0. Since  is an arbitrary cycle of G.A/, this
shows that all cycles of G.A/ are of signed length zero. On the other hand, if ’ is
a rational multiple of  , say ’ D 2p=q , where p; q are relatively prime integers,
q being positive, then we can infer that all cycles of G.A/ are of signed length an
integral multiple of q. In either case, as done in the last part of the proof of Lemma
1, we can conclude that A is diagonally similar to ei’A. 
Proof of Lemma 3. Since A is a nonnegative matrix, as is well-known we have
r.A/ D r.H.A// D .H.A// D max.H.A//
and indeed this common value also belongs to W.A/.
Suppose max.H.ei’A// D max.H.A//. Then there exists  2 W.ei’A/ such
that Re  D max.H.A//. Here we have je−i’j > jj >Re  D r.A/, and also
je−i’j 6 r.A/ as e−i’ 2 W.A/. Hence we have  D r.A/ and so e−i’r.A/ 2
W.A/.
Now, suppose e−i’r.A/ 2 W.A/. Then r.A/ 2 W.ei’A/ and so r.A/ 6 max
.H.ei’A//. Since A is nonnegative, we have
jH.ei’A/j D j.ei’AC e−i’AT/=2j 6 .AC AT/=2 D H.A/; (3.2)
and hence
max.H.e
i’A// 6 .H.ei’A// 6 .H.A// D max.H.A// D r.A/; (3.3)
where in view of (3.2) the second inequality holds by [7, Theorem 8.1.18]. So the
inequalities in (3.3) all become equalities, and in particular we have max.H.ei’A//
D max.H.A//.
It is known that the numerical range of a real matrix is always symmetric about
the real axis (see [14, Lemma 3.1]). So we have ei’r.A/ 2 W.A/ if and only if
e−i’r.A/ 2 W.A/.
In view of Remark 3, the implication (a) H) (b) always holds. When A is non-
negative, we have r.A/ 2 W.A/. In this case, if condition (b) holds, then ei’r.A/ 2
W.A/, which in view of Lemma 1 in turn implies condition (a), if in addition the
undirected graph of A is connected. This shows that when A is a nonnegative matrix
with connected undirected graph, (a) and (b) are additional equivalent conditions.
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For a nonnegative matrix A, in view of (3.3), clearly the condition max.H.ei’A//
D max.H.A// implies condition (c). Conversely, if condition (c) holds and in ad-
dition the undirected graph of A is connected (or equivalently, the matrix H.A/ is
irreducible), then since by (3.2) we have jH.ei’A/j 6 H.A/, by Wielandt’s lemma
(see [7, Theorem 8.4.5]) it follows that there exists a unitary diagonal matrix D
such that H.ei’A/ equals D−1H.A/D, where the plus sign or minus sign is taken
according to whether .H.ei’A// or its negative is an eigenvalue of the hermitian
matrix H.ei’A/. The latter condition clearly implies jH.ei’A/j D H.A/; hence the
inequality in (3.2) holds as an equality. By the conditions for equality in the triangle
inequality it follows that we have arsasr D 0 for all r; s 2 hni (unless ei’ D −1,
which cannot happen if ’ is an irrational multiple of  or is a rational multiple of the
form as given in condition (c)). IfH.ei’A/ is diagonally similar toH.A/, by Lemma
2 we infer that condition (a) holds. On the other hand, if H.ei’A/ is diagonally
similar to −H.A/, then since −H.ei’A/ D H.ei.’C/A/, by Lemma 2 again we
can conclude that A is unitarily diagonally similar to ei.’C/A. If in addition ’ is an
irrational multiple of  , then so is ’ C  . In this case, since fek.’C/iV k D 1; 2; : : :g
forms a dense subset of the unit circle, it follows that A is unitarily diagonally similar
to eiA for all real numbers  ; in particular, A is diagonally similar to ei’A, which is
condition (a). Now suppose ’ is a rational multiple of  of the form 2p=q , where
p, q are relatively prime integers, q being positive. We contend that if q = 2 (mod
4), then condition (a) holds. Since A is already diagonally similar to ei.’C/A, it
suffices to show that in this case there is a positive integer x such that e.’C/xi D e’i,
or equivalently, .’ C /x  ’ (mod 2). Substituting 2p=q for ’ and after a little
calculation we would lead to the congruence .2p C q/x  2p (mod 2q). Let d denote
the greatest common divisor of 2p C q and 2q . By elementary number theory the
latter congruence is solvable if and only if dj2p. If q is odd, then 2p C q is odd and
since dj.2p C q/, d is also odd. But we have dj2q , hence djq . As a consequence,
dj2p. If q  0 (mod 4), then d2 is the greatest common divisor ofp C q2 and q. By our
choice, p, q are relatively prime; so necessarily p is odd. Since q2 is an even integer,
p C q2 is odd. As a consequence, d2 is odd. But d2 jq and q is even, it follows that
djq , and hence dj2p. So whenever q = 2 (mod 4), the congruence .2p C q/x  2p
(mod 2q) is solvable. Hence condition (a) also holds when ’ is a rational multiple
of  with the specified form. We have shown that when A is a nonnegative matrix
with connected undirected graph and ’ is an irrational multiple of  or is a rational
multiple of the specified form, then condition (c) is also an additional equivalent
condition. The proof is complete. 
Proof of Corollary 1. Since A is a nonnegative matrix with connected undirected
graph, by Lemma 3 the largest positive integer m for which e2 i=mW.A/ D W.A/
is the same as the largest positive integer m for which A is diagonally similar to
e2 i=mA. If G.A/ has at least one cycle with nonzero signed length, then by [19,
Theorem 4.1] the latter number is equal to the largest positive integer m for which A is
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m-cyclic, i.e. the cyclic index of A. If, in addition, A is irreducible (and nonnegative),
then by [19, Theorem 4.1] again this common value is also equal to the largest pos-
itive integer m for which A and e2 i=mA have the same peripheral spectrum, which
by the Frobenius theorem is clearly the index of imprimitivity of A. 
Proof of Corollary 2. By Corollary 1 W.A/ clearly contains the h numbers r.A/
e2ki=h, k D 0; : : : ; h− 1, as r.A/ 2 W.A/. Conversely, if r.A/ei’ 2 W.A/, where
’ is a real number, then since A (being irreducible) cannot be permutationally similar
to a block-shift matrix, by Lemma 1 ’ must be of the form 2p=q , where p; q
are relatively prime integers, q being positive, such that q divides the greatest com-
mon divisor of the signed lengths of the cycles of G.A/. But when A is irreducible
nonnegative, by [19, Theorem 4.1] the latter number is equal to h (cf. the proof of
Corollary 1). It follows that r.A/ei’ is equal to one of the h numbers r.A/e2ki=h,
k D 0; : : : ; h− 1. 
According to [18, Theorem 1, (f) H) (c)], all cycles of G.A/ have zero signed
length if for any matrix B with the same zero pattern as A,W.B/ is a circular disk. In
the proof of Lemma 4 we shall need the following strengthened form of this result.
Lemma 7. Let A 2Mn; n > 2. If W.B/ is a circular disk for all B 2Mn with the
same ray pattern as A, then all cycles of G.A/ have zero signed length.
Proof. It is known (see, for instance, [11, (12.2)]) that A 7−! W.A/ is a continuous
function fromMn toK, the space of all compact subsets of the complex plane, ifK
is endowed with the Hausdorff metric. By a limiting argument (see the first half of
the proof of [18, Theorem 1, (f)H) (e)]), we readily show that for any matrix B that
lies in the weak ray pattern class determined by A, W.B/ is a circular disk (which
may degenerate to a singleton). If G.A/ contains a loop, we can find a matrix C in
the weak ray pattern class determined by A such that W.C/ is a line segment with
the origin and a nonzero complex number as endpoints, which is a contradiction. If
G.A/ contains a circuit of length two, we can find a matrix C in the weak ray pattern
class determined by A such that W.C/ is a non-circular elliptical disk with center at
the origin (see [8, Lemma 1.3.3]), again a contradiction. Hence,G.A/ cannot have a
circuit of length one or two.
Suppose G.A/ has a circuit  with length k > 3. Let C D .crs/ 2Mn be given
by: crs equals eiarg.ars/ if .r; s/ is an arc that appears in , and equals zero otherwise.
Clearly the matrix C has the property that cst cts D 0 for all s; t 2 hni. So for any
real number  , hst ./, the .s; t/ entry of H.eiC/, is given by (3.1) (but with ast
and ats replaced respectively by cst and cts). We can use a standard argument to
evaluate the coefficients of the characteristic polynomial of H.eiC/ in terms of
the circuit products of H.eiC/ (see, for instance, [2, Section 2]). Note that the
digraph G.H.eiC// has n− k isolated vertices and contains precisely k C 2 cir-
cuits, namely, two circuits of length k and k circuits of length two. If j > k or
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j < k but j is odd, then since there is no way to cover j vertices of G.H.eiC//
by disjoint circuits, clearly Ej.H.eiC// D 0. For even j, j < k, we can cover j
vertices of G.H.eiC// by disjoint circuits, provided that we use only circuits of
length two. But each circuit product of G.H.eiC// associated with a circuit of
length two is independent of  , so for any such j, Ej.H.eiC// is independent of
 . This shows that the value of Ej.H.eiC//, and hence the coefficient of tn−j in
the characteristic polynomial of H.eiC/, is independent of  for all j 2 hni, j =D k.
It is also not difficult to show that Ek.H.eiC// takes the value 2−.k−1/cos.! C k/
or 2−.k−1/T−cos.! C k/C .−1/k=2U, depending on whether k is odd or even. Now
choose a real number 0 which is an irrational multiple of  such that 2! C k0
is not an integral multiple of 2 . Then cos ! =D cos.! C k0/, and so the charac-
teristic polynomials of H.C/ and H.ei0C/ agree in all coefficients except for the
coefficient of tn−k . As such they cannot have a common nonzero root. Hence we
have max.H.C// =D max.H.ei0C//, and W.C/ is not a circular disk centered at
the origin. On the other hand, the matrix C clearly lies in the weak ray pattern class
determined by A and so W.C/ must be a circular disk. Since C is permutationally
similar to the direct sum of a k-cyclic matrix and the zero matrix of size n− k, C
is diagonally similar to e2 i=kC and hence e2 i=kW.C/ D W.C/ (see [19, Theorem
4.1] and Remark 3). It is not difficult to show that a circular disk with center not at
the origin cannot be invariant under a rotation about the origin through an angle of
2=m for some positive integerm > 2. So the center of the circular diskW.C/ must
be at the origin. Thus we arrive at a contradiction.
Since G.A/ contains no circuits, by applying a permutation similarity to A, if
necessary, we may assume that A is a strictly upper triangular matrix. According to
[2, Remark 2], if T 2Mn is an upper triangular matrix such that W.T / is a circular
disk centered at the point p, then at least two of the diagonal entries of T equal p. It
follows that for any B 2Mn with the same ray pattern as A, the center of the circular
disk W.B/ is at the origin.
Now suppose G.A/ has a cycle  with length k and nonzero signed length. Then
necessarily we have k > 3, asG.A/ has no circuits of length one or two, and a cycle
of length two which is not a circuit must have zero signed length. We define a matrix
C 2Mn in the same way as before (with a nonzero entry corresponding to each arc
that appears in ). In this case, depending on whether k is odd or even, the coefficient
of tn−k in the characteristic polynomial of H.eiC/ equals
−2−.k−1/cos. C s.// or 2−.k−1/
h
−cos. C s.//C .−1/k=2
i
;
where equals the sum of the arguments of all ars for which the arc.r; s/ appears as
a positive link in  minus the sum of the arguments of all ars for which the arc.r; s/
appears as a negative link in ; whereas all other coefficients are independent of  .
Choose a real number 1 which is an irrational multiple of  such that 2 C s./1
is not an integral multiple of 2 . Then we have max.H.ei1C// =D max.H.C//. By
perturbing C slightly, we can obtain a matrix B with the same ray pattern as A such
208 B.-S. Tam, S. Yang / Linear Algebra and its Applications 302–303 (1999) 193–221
thatW.B/ is not a circular disk centered at the origin. This contradicts what we have
obtained above. 
Proof of Lemma 4. Suppose A is diagonally similar to ei’A. It is easy to show that
if B is a matrix with the same zero pattern as A, then B is also diagonally similar to
ei’B (see [19, Remark 4.9]). So by Remark 3 we have ei’W.B/ D W.B/, and by
Remark 4 H.B/ is diagonally similar to H.ei’B/. This establishes the implications
(a) H) (b) and (a) H) (c), whereas the implication (c) H) (d) is clear.
To establish the implication (d) H) (a) when ’ is an irrational multiple of  , it
suffices to show that condition (d) implies that all cycles of G.A/ have zero signed
length. SupposeG.A/ has a cycle  of length k with nonzero signed length. Here we
modify the proof of Lemma 7. We readily dispense with the case when k D 1 or 2
(as ’ is an irrational multiple of ). When k > 2, we take C D .crs/ to be the n n
matrix with crs equal 1 if .r; s/ is an arc of  and equal 0, otherwise. In this case, the
characteristic polynomials of H.C/ and H.ei’C/ agree in all coefficients except for
the coefficient of tn−k . It follows that max.H.C// =D max.H.ei’C//. By perturbing
C slightly, we can obtain a matrix B with the same zero pattern as A such that the
characteristic polynomials of H.B/ and H.ei’B/ are not the same, in contradiction
with condition (d).
Now we consider the case when ’ is a rational multiple of  , say ’ D 2p=q ,
where p; q are relatively prime integers, q being positive. Assume condition (d).
Suppose G.A/ has a cycle  of length k and signed length not an integral multiple
of q. We readily dispense with the case when k D 1. Consider the case when k D 2.
Then q =D 1; 2 and hence ei’ =D 1. Also, replacing  by − if necessary, we may
assume that  is a circuit of length two, say, with arcs (1, 2) and (2, 1). Let C be the
n n matrix with 1 at its (1, 2) entry, –1 at its (2, 1) entry, and zero elsewhere. As
can be readily checked, H.C/ is the zero matrix, whereas H.ei’C/ is nonzero. By
perturbing C slightly, we can obtain a matrix B with the same zero pattern as A such
that H.B/ and H.ei’B/ have different characteristic polynomials, in contradiction
to condition (d). If k > 2, then by the argument given above for the case when ’ is
an irrational multiple of  , we also obtain a matrix B with the same zero pattern as
A such that max.H.B// =D max.H.ei’B//, which is again a contradiction. Hence,
each cycle of G.A/ is of signed length an integral multiple of q, and as already
done in the last part of the proof of Lemma 1 it follows that A is diagonally similar
to e2pi=q, which is ei’A. This establishes the implication (d) H) (a) when ’ is a
rational multiple of  .
To complete the proof we are going to show that (the weak form of) condition
(b) implies condition (a). If all cycles of G.A/ have zero signed length, then A is
permutationally similar to a block-shift matrix and condition (a) clearly holds. So
we assume that G.A/ has at least one cycle with nonzero signed length. If G.A/
has a loop, then as noted in the beginning part of the proof of Lemma 7 there exists
a matrix B in the weak ray pattern class determined by A such that W.B/ is a line
segment with the origin and a nonzero complex number as endpoints. But by a lim-
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iting argument we readily show that condition (b) implies that W.B/ D ei’W.B/.
So we arrive at a contradiction. Consider any cycle  of G.A/ with length k > 2
and nonzero signed length. Let C D .crs/ 2Mn be given by: crs equals eiarg.ars/ if
(r; s) is an arc that appears in , and equals zero otherwise. Since C lies in the weak
ray pattern class determined by A, W.C/ D ei’W.C/. Note that the latter condition,
in turn, implies (and in fact is equivalent to) the condition that max.H.eiC// D
max.H.e
i.C’/C// for all real numbers  . Since the characteristic polynomials of
H.eiC/ andH.ei.C’/C/ agree in all coefficients except possibly for the coefficient
of tn−k , it follows that we have cos( C s.// Dcos. C s./. C ’// for all real
numbers  . (For k > 3, see the last part of the proof of Lemma 7. In case k D 2,
i.e. when  is a circuit of length two, one can check that the assertion still holds.)
Choose a real number 1 such that 2T C s./1U C s./’ =D 0 (mod 2). Then for
this 1, we have C s./1   C s./.1 C ’/ (mod 2), and hence ’ must be of
the form 2p=q , where p; q are relatively prime integers, q being positive, such that
s./ is an integral multiple of q. Since the cycle  is arbitrary, we have in fact shown
that each cycle of G.A/ is of signed length an integral multiple of q. Therefore,
condition (a) follows. The proof is complete. 
Proof of Theorem 1. By [18, Theorem 1] and Lemma 7, conditions (a), (c)–(e) are
equivalent. The equivalence of conditions (b) and (c) follows from [19, Theorem
3.5(i)].
Consider the condition ei’W.B/ D W.B/, where B 2Mn and ’ 2 R are given.
If ’ is an irrational multiple of  , then since fek’iV k D 1; 2; : : :g forms a dense
subset of the unit circle, this condition amounts to saying that W.B/ is a circular
disk centered at the origin. On the other hand, if ’ is a rational multiple of  of
the form 2p=q , where p; q are relatively prime integers with q > n, choose some
 2 W.B/ such that jj D r.B/. Then ek’i; k D 1; : : : ; q , are distinct points in
W.B/ that lie on the circle centered at the origin with radius r.B/. But q > nC 1,
so by Lemma 6,W.B/ is in fact a circular disk centered at the origin. Now it should
be clear that conditions (d) and (f) are equivalent.
Conditions (a), (g) and (i) are equivalent, because by [19, Corollary 4.7 or Lemma
4.6(ii)] we have the implications (a)H) (g) and (i)H) (a), whereas the implication
(g)H) (i) is obvious.
Clearly condition (g) implies condition (h). Suppose condition (h) holds. Since A
and ei’A are diagonally similar, by Saunders and Schneider [16, Theorem 2.1] we
have
Q
.A/ D
Q
.e
i’A/ D es./i’Q.A/, that is, s./’ is an integral multiple of
2 , for all cycles  ofG.A/. If ’ is an irrational multiple of  , then it follows that all
cycles ofG.A/ have zero signed length. On the other hand, if ’ is a rational multiple
of  of the form 2p=q , where p; q are relatively prime integers with q > n, then all
cycles of G.A/ must have signed length an integral multiple of q. But G.A/ cannot
have a cycle of length greater than n, hence all cycles of G.A/ have zero signed
length. This proves the implication (h)H)(c).
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By [19, Remark 4.9] and Remark 4 we have (g)H)(j). It is clear that condition
(j) implies conditions (k) and (l). Suppose condition (k) holds. By Remarks 5 and
2, for all real numbers  , the corresponding entries of H.A/ and H.eiA/ have
equal moduli. That is, for all r; s 2 hni, we have jars C Nasr j2 D jarsei C Nasre−i j2,
or equivalently, Re.arsasr/ DRe.arsasre2 i/. Since this is true for all real numbers
 , we must have arsasr D 0 for all r; s 2 hni. Now by Lemma 2 we infer that A is
diagonally similar to eiA for all real numbers  . In view of [19, Lemma 4.6(ii)],
this establishes the implication (k)H)(a). For any B 2Mn, if H.eiB/ has same
characteristic polynomial for all real numbers  , then W.B/ must be a circular
disk centered at the origin. So it is clear that condition (l) implies condition (d).
We have just shown that conditions (j), (k) and (l) are additional equivalent condi-
tions.
By Li and Tsing [12, Theorem 2.1] A is unitarily similar to a block-shift matrix
if and only if eiU.A/ D U.A/ for all real numbers  if and only if eiWC.A/ D
WC.A/ for all C 2Mn and all real numbers  . So conditions (m) and (n) are equiv-
alent and are each implied by condition (a). Note that if eiWC.B/ D WC.B/ for all
C 2Mn and all real numbers  , then necessarily we have eiW.B/ D W.B/ for all
real numbers  , or in other words, W.B/ is a circular disk centered at the origin. So
condition (n) implies condition (d), which as we have already noted is equivalent to
condition (a). This proves the equivalence of conditions (a), (m) and (n). Similarly,
by using [12, Theorem 2.1 or Corollary 2.2], we also readily show that conditions
(o) and (p) are each equivalent to condition (a).
We have established the equivalence of conditions (a)–(p). Now we consider
the case when A is a nonnegative matrix with connected undirected graph. Clearly
condition (d) (and hence the equivalent conditions (a)–(p)) implies (r), and (r) in
turn implies (s) and (t). By Lemma 3 conditions (s) and (t) are each equivalent to
condition (h). Clearly condition (g) implies that A is diagonally similar to ei’A for
some real number ’ which satisfies the requirement as described in condition (u).
But the latter condition implies condition (h), and is also equivalent to condition
(u), in view of Lemma 3. This shows that when A is a nonnegative matrix with
connected undirected graph, conditions (r)–(u) are each equivalent to conditions
(a)–(p).
To complete the proof, it remains to show that when A is nonnegative, the im-
plication (q)H)(a) holds. Clearly A is permutationally similar to a direct sum A1 
    Ak, where each summand is a nonnegative matrix with connected undirected
graph. For each j, the characteristic polynomial of H.eiAj / is a real polynomial
each of whose coefficients is a real linear combination of cos j and sin j for j D
0;1; : : : ;nj , where nj is the size of Aj . Now the product of the characteristic
polynomials of H.eiAj /, j D 1; : : : ; k, is equal to the characteristic polynomial
of H.eiA/, and by condition (q) the coefficients of the latter polynomial are in-
dependent of the choice of the real number  . As a consequence, the characteristic
polynomial of each H.eiAj / is also independent of the choice of ; hence each
Aj satisfies condition (t) (with A replaced by Aj ). But each Aj is a nonnegative
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matrix with connected undirected graph, by what we have already done, it follows
that each Aj is permutationally similar to a block-shift matrix, and hence A is also
permutationally similar to a block-shift matrix. 
Proof of Theorem 2. The equivalence of conditions (a) and (b) follows from [19,
Theorem 4.1]. By Lemma 4 conditions (a), (c)–(e) are all equivalent.
It is clear that condition (g) implies condition (c). In view of Li and Tsing [12,
Theorem 2.3], conditions (f)–(h) are equivalent and are each equivalent to the con-
dition that for any matrix B 2Mn with the same zero pattern as A;B is unitarily
similar to a matrix of the form given by (2.1). The latter condition is clearly implied
by condition (i). When G.A/ has at least one cycle with nonzero signed length, by
[19, Theorem 4.1] condition (i) is equivalent to condition (a). This proves that when
G.A/ has at least one cycle with nonzero signed length, conditions (f)–(i) are each
equivalent to conditions (a)–(e).
When A is a nonnegative matrix with connected undirected graph, by Lemma
2 conditions (j)–(l) are equivalent and are each equivalent to condition (a). Then
condition (m) is also another equivalent condition, because it implies condition (j)
and is implied by condition (d). Finally, by Lemma 2 again, when m = 2 (mod 4),
condition (n) is also an equivalent condition. The proof is complete. 
Proof of Lemma 5. Suppose  is an eigenvalue in the peripheral spectrum of A.
As we know (see Corollary 1), there is a rotation about the origin of the complex
plane which mapsW.A/ onto itself and takes  to .A/. But such rotation preserves
the boundary points as well as sharp points of W.A/, so henceforth we assume that
 D .A/.
Since A is nonnegative, we have r.A/ 2 W.A/. If .A/ is a boundary point of
W.A/, then necessarily .A/ D max{RezV z 2 W.A/g, and it follows that we have
.A/ D r.A/. By a standard argument and also the fact that r.A/ 2 W.A/, one read-
ily shows that A is unitarily similar to T.A/U  B, where B 2Mn−1. Then H.A/
is clearly unitarily similar to T.A/U H.B/. But .A/ TD .H.A//U is a simple
eigenvalue of the irreducible nonnegative matrixH.A/, so .A/ is not an eigenvalue
of H.B/. Furthermore, we have .A/ =2 W.B/; otherwise, we have
max.H.B// > .A/ D r.A/ > r.B/ > max.H.B//;
from which it follows that .A/ equals max.H.B// and hence is an eigenvalue of
H.B/, which is a contradiction. NowW.A/ is the convex hull of the point .A/ and
the compact convex set W.B/. But .A/ =2 W.B/, therefore .A/ must be a sharp
point of W.A/. 
Our above proof, in fact, shows slightly more: if some eigenvalue in the peripheral
spectrum of an irreducible nonnegative matrix A lies on the boundary ofW.A/, then
all eigenvalues in the peripheral spectrum of A are sharp points ofW.A/.
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Proof of Theorem 4. Sufficiency: First, note that since r.A/ D max16j6kr.Aj/,
conditions (i) and (ii) clearly imply that r.A/ D .A/.
For any j for which .Aj / D .A/, since Aj is an irreducible nonnegative matrix
and .Aj / .D r.Aj// is a boundary point of W.Aj/, by Lemma 5 .A/ is a sharp
point ofW.Aj /, and indeed by its proofW.Aj / is the convex hull of the point .A/
and some compact convex set which does not contain the point .A/ and lies inside
the closed circular disk with center at the origin, radius .A/. For any j for which
.Aj/ < .A/, since r.Aj / < .A/, W.Aj / is a compact convex set lying in the
interior of the circular disk with center at the origin, radius .A/. But W.A/ is the
convex hull of all the W.Aj/’s, it follows that W.A/ is the convex hull of the point
r.A/ (=.A/) and some compact convex set that does not contain the point r.A/.
Therefore, r.A/ is a sharp point of W.A/.
Necessity: First, note that since r.A/ is a sharp point of W.A/, necessarily r.A/
is an eigenvalue of A (see [8, Theorem 1.6.3]), hence r.A/ 6 .A/. But the reverse
inequality always holds, so we have r.A/ D .A/.
Consider any j for which .Aj / D .A/. It is clear that we have .Aj / D r.Aj/.
Suppose Aj is not a maximal irreducible principal submatrix of A. Clearly there
exists a maximal irreducible principal submatrix B of A which is a proper principal
submatrix of Aj and for which .B/ D .A/. Then we have
.A/ D .B/ 6 .H.B// < .H.Aj// 6 .H.A// D r.A/;
where the strict inequality follows from the fact that H.B/ is a proper principal
submatrix of the irreducible nonnegative matrixH.Aj/. Thus, we arrive at a contra-
diction. This establishes condition (i).
Suppose there exists some j such that .Aj/ < .A/ and r.Aj / D .A/. Then
r.Aj/ is not an eigenvalue of Aj ; if it is, it will follow that .A/ D r.Aj / D .Aj/,
which is a contradiction. Hence, .A/.D r.Aj/) is also not a sharp point of W.Aj/,
which is a contradiction. This establishes condition (ii). 
4. Remarks, examples and open problems
In Theorems 1 or 2 we do not intend to give an exhaustive list of equivalent
conditions. One may add further equivalent conditions to these theorems in one of
the following ways:
(i) In [18, Theorem 2], several equivalent conditions on a matrix A 2Mn are
given such that H.eiA/ has the same characteristic polynomial for all real numbers
 . One can strengthen each of these conditions by requiring that the condition is
satisfied for all B 2Mn with the same zero pattern (or ray pattern) as A. Then each
of these strengthened conditions becomes equivalent to conditions (a)–(p) of The-
orem 1. Further equivalent conditions can also be added to Theorem 1 (respectively,
Theorem 2) by making use of [12, Theorem 2.1 and Corollary 2.2] (respectively [12,
Theorem 2.3]).
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(ii) It is clear that if A is permutationally similar to a block-shift matrix, then so
is B, for any matrix B that lies in the weak ray pattern class determined by A. Thus,
the following variant of condition (d) of Theorem 1 is also an equivalent condition:
W.B/ is a circular disk centered at the origin for all B 2Mn that lies in the weak
ray pattern class determined by A.
The same remark can also be said for conditions (e), (f), (j), (l)–(p) of Theorem 1.
(iii) It is clear that A is permutationally similar to a block-shift matrix if and only
if jAj has the same property. In condition (q) of Theorem 1 if we replace A by jAj,
then we obtain a new condition equivalent to conditions (a)–(p) of Theorem 1. We
can also obtain new equivalent conditions to Theorem 1 (respectively, Theorem 2)
from conditions (r)–(u) of Theorem 1 (respectively, conditions (j)–(l) of Theorem 2)
in this manner, provided that the undirected graph of A is connected.
(iv) To the list of equivalent conditions of Theorem 1 (or Theorem 2) we may also
add a condition which is logically an intermediate condition between two conditions
of Theorem 1 (or Theorem 2). For instance, in Theorem 2 when A is a nonneg-
ative matrix with connected undirected graph, the following is also an equivalent
condition:H.e2 i=mA/ and H.A/ have the same characteristic polynomial.
Remark 6. Whenm > n, the conditions given in Theorem 2 are equivalent to those
given in Theorem 1.
To see this, compare condition (a) of Theorem 2 with condition (h) of Theorem 1.
Remark 7. LetA 2Mn. For any positive integerm  2 (mod 4), if A is diagonally
similar to e4 i=mA, then .H.A// D .H.e2 i=mA//.
To see this, suppose that A is diagonally similar e4 i=mA, where m equals 4k C
2 for some nonnegative integer k. Then A is diagonally similar to e4.kC1/ i=mA,
and hence to e2.kC1/ i=.2kC1/A. By Remark 4, H.A/ is diagonally similar to H
.e2.kC1/ i=.2kC1/A/. Noting that
−H.e2.kC1/ i=.2kC1/A/DH.e i  e2.kC1/ i=.2kC1/A/
DH.e i=.2kC1/A/
DH.e2 i=mA/;
we obtain .H.A// D .H.e2 i=mA//.
Remark 8. In Theorem 2 in case A is a nonnegative matrix with connected un-
directed graph, in order that condition (n) is equivalent to conditions (a)–(m), the
assumption that m = 2 (mod 4) is crucial. Similar remarks can be said for condition
(u) of Theorem 1 and condition (c) of Lemma 3.
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To see this, let A be the following 55 nonnegative matrix:266664
0 1 0 0 1
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
377775 :
It is clear that the undirected graph of A is connected, and also that the digraph
G.A/ is cyclically 3-partite relative to the ordered partition V1 D f1; 4g; V2 D f2; 5g
and V3 D f3g. So A is 3-cyclic, and by [19, Theorem 4.1] A is diagonally similar to
e4 i=6A. Since 6  2 (mod 4), by Remark 7 we have .H.A// D .H.e2 i=6A//.
That is, for m D 6, condition (n) of Theorem 2 is satisfied; or, for ’ D 2=6, con-
dition (c) of Lemma 3 is satisfied. However, condition (b), and hence also condition
(a), of Theorem 2 (or condition (a) of Lemma 3) is not fulfilled, because the arcs (1,
2), (2, 3), (3, 4), (4, 5) and (1, 5) constitute a cycle of G.A/ of signed length three.
Note also that the matrix A almost satisfies condition (u) of Theorem 1, except that
we do not have q = 2 (mod 4).
In view of Lemma 3, for a nonnegative matrix A with connected undirected graph
and any real number ’, we have, A is diagonally similar to ei’A if and only if
ei’W.A/ D W.A/ if and only if H.ei’A/ is diagonally similar to H.A/. (Compare
with Lemma 4.) But for a general complex matrix A, this is far from being true.
Remark 9. For a given real number ’ and any matrix A 2Mn, the condition that
H.ei’B/ and H.B/ are diagonally similar for all B 2Mn with the same ray pattern
as A does not imply the diagonal similarity between ei’A and A, nor does it imply
the condition that ei’W.A/ D W.A/.
Thus, in Lemma 4 we cannot replace condition (c) by the weaker condition that
for any B 2Mn with the same ray pattern as A, H.ei’B/ is unitarily diagonally
similar to H.B/. Similar remarks can be said for conditions (d) of Lemma 4, and
also conditions (d) and (e) of Theorem 2.
Remark 10. For a given real number ’ and any matrix A 2Mn, the conditions
that ei’W.A/ D W.A/ and that H.ei’A/ is diagonally similar to H.A/ together do
not imply the diagonal similarity between ei’A and A, not even when A is a normal
matrix.
We illustrate Remarks 9 and 10 by the following example:
Example 1. Let ’ be a given real number, which is not an integral multiple of
2 . Let G be a nonzero hermitian matrix, and let A D e−i’=2G. Clearly A is a
normal matrix. We have H.A/ Dcos.’=2/G D H.ei’A/, so H.A/ and H.ei’A/
are diagonally similar. (If, in particular, we choose G to be a diagonal matrix with
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positive diagonal entries, then for any matrix B with the same ray pattern as A,H.B/
and H.ei’B/ are diagonally similar.) Since W.A/ D e−i’=2W.G/ and W.ei’A/ D
ei’=2W.G/, we have ei’W.A/ D W.A/ if and only if ei’W.G/ D W.G/ if and only
if ei’ D −1 and min.G/ D −max.G/. The latter condition is fulfilled, for instance,
when ’ D  and
G D i
24 0 1 1−1 0 1
−1 −1 0
35 :
Also, it is easy to see that A and ei’A are not diagonally similar.
Note that H.ei’A/=cos’H.A/–sin’K.A/. For a given unitary diagonal matrix
D=diag .ei 1; : : : ; ei n/, we have D−1H.A/D D H.ei’A/ if and only if
krs sin ’ D hrs.cos’ − ei. s− r // for all r; s 2 hni; r > s
where H.A/ D .hrs/ and K.A/ D .krs/. Using the above condition, clearly we can
also produce examples of matrices A for which H.A/ and H.ei’A/ are diagonally
similar but are not equal, and A and ei’A are not diagonally similar (and in addition
we may require A to be irreducible).
Remark 11. For a given real number ’ and any matrix A 2Mn, the condition
ei’W.A/ D W.A/ does not imply the diagonal similarity between H.A/ and
H.ei’A/.
To see this, take ’ D 2 i=m, where m is a positive integer greater than one, and let
A be the .mC 1/ .mC 1/ matrix diag.1; e2 i=m; e4 i=m; : : : ; e2.m−1/ i=m; 1=2/.
Remark 12. For any A 2Mn, even if the undirected graph of A is connected, the
condition that the characteristic polynomial ofH.ei / is the same for all real numbers
 is not sufficient for the condition that H.eiA/ is diagonally similar to H.A/ for
all real numbers  . (That is, we do not have the implication (q)H)(k) for conditions
(q), (k) of Theorem 1.)
As a counter-example consider the matrix
A D
2664
0 1 1 0
0 0 1 1
0 0 0 −1
0 0 0 0
3775 :
As shown in [18, Example 4] H.eiA/ has the same characteristic polynomial for
all real numbers  . However, for any real number  for which ei =D 1, H.A/ and
H.eiA/ are not diagonally similar, because they have different circuit products
associated with the circuit composed of the arcs (1, 2), (2, 3) and (3, 1).
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Remark 13. For a nonnegative matrix A, the condition thatW.A/ is a circular disk
centered at the origin is not sufficient for A to be permutationally similar to a block-
shift matrix.
This is clear, in view of Theorem 3. The matrix
A D
240 2 00 0 0
0 0 1
35 ;
which has appeared in [18, Example 2], can serve as a counter-example.
Remark 14. There exists a matrix A which is unitarily similar to a block-shift matrix
and for whichH.eiA/ is not diagonally similar to H.A/ for all real numbers  , not
an integral multiple of 2 .
As an example, consider
A D
2664
0 0 1C i 1C i
0 0 −1C i 1− i
0 0 0 1C i
0 0 0 0
3775 :
As already shown in [18, Example 5] A is unitarily similar to a block-shift matrix, but
is not permutationally similar to any block-shift matrix. Suppose ’ is a real number
that satisfies D−1H.A/D D H.ei’A/, where D is a nonsingular diagonal matrix,
say, D D diag.d1; d2; d3; d4/. By equating the (1, 3), and also the (1, 4), entries of
H.D−1AD/ and H.ei’A/, we readily show that d3 D d4. Then by considering the
(3, 4) entries, we obtain ei’ D 1. Hence, the matrix A has the said property.
In this paper we have treated nonnegative matrices whose numerical ranges are
circular disks centered at the origin. One can obtain nonnegative matrices whose
numerical ranges are circular disks centered not at the origin in the following trivial
way: add a positive multiple of the identity matrix to a nonnegative matrix which
is permutationally similar to a block-shift matrix. One may wonder whether every
nonnegative matrix whose undirected graph is connected and whose numerical range
is a circular disk can be obtained in this trivial way. The answer turns out to be no,
as can be demonstrated by the following example. Consider the matrix
A D
241=2 1 10 1=2 1
0 0 0
35 :
Using [2, Theorem 2], one readily shows thatW.A/ is a circular disk centered at the
point 1=2 and with radius
p
3=2. Since the diagonal entries of A are not all the same,
it is clear that A cannot be obtained from a matrix which is permutationally similar
to a block-shift matrix by adding a multiple of the identity matrix. Note also that
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since A is not permutationally similar to a block-shift matrix, according to condition
(e) of Theorem 1, there must exist a matrix B with the same ray pattern as A such
that W.B/ is not a circular disk. Indeed, one can take such B to be the following
nonnegative matrix241 1 10 2 1
0 0 0
35 :
Since B does not have two equal diagonal entries, by [2, Theorem 2]W.B/ is not
a circular disk.
We would like to pose the following question:
Problem 1. Find an equivalent condition on a nonnegative matrix with connected
undirected graph so that its numerical range is a circular disk (with center not neces-
sarily at the origin).
By Theorems 1 and 3, the problem of determining when the numerical range of a
nonnegative matrix is a circular disk centered at the origin is completely solved. In
contrast, the corresponding problem for weak circular symmetry (i.e. when condition
(k) of Theorem 2 holds for a given positive integerm > 2) is still open, even though
it is solved by Theorem 2 in the special case when the undirected graph of the non-
negative matrix under consideration is connected. The latter problem is much more
subtle, because for weak circular symmetry the result corresponding to Theorem 3
does not hold. A related and probably more tractable problem is the following:
Problem 2. Characterize nonnegative matrices A for which W.A/ is a regular con-
vex polygon with center at the origin.
In the above problem we do mean “a regular convex polygon with center at the
origin”, not just “a convex polygon” or “a regular convex polygon”. It is known that
for any matrixA 2Mn,W.A/ is a convex polygon if and only ifW.A/ is the convex
hull of its spectrum (see [8, Corollary 1.6.4]). For a normal nonnegative matrix A,
W.A/ is always a convex polygon, but it may not be regular. (See Example 2 below.)
Also, ifW.A/ is a regular convex polygon with center at the origin, thenW.A C I/
is a regular convex polygon with center at the point .
Remark 15. For any irreducible nonnegative matrix A with index of imprimitivity
h.> 2/, W.A/ is a regular convex polygon if and only if W.A/=convf.A/e2t i=h V
t D 0; 1; : : : ; h− 1g.
To see the “only if” part, note that by Corollary 2 in this case the regular convex
polygon with center at the origin and vertices r.A/e2t i=h; 0 6 t 6 h− 1, is always
inscribed in W.A/.
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However, the condition given in Remark 15 is not readily checkable. What we
want is a more concrete answer, which is not available even when A is irreducible
doubly stochastic.
For a nonnegative matrix A, a necessary condition for W.A/ to be a convex
polygon is that r.A/ is a sharp point of W.A/. In Theorem 4 we have given a
characterization of the latter condition when A is nonnegative. For possible future
use we also take note of the following:
Remark 16. For a nonnegative matrix A, consider the following conditions:
(a) A is spectral, i.e. .A/ D r.A/.
(b) .A/ D .H.A//.
(c) A and AT have a common eigenvector corresponding to .A/.
(d) r.A/ is a sharp point of W.A/.
We always have (d)H)(a)()(b)H)(c). When A is irreducible, conditions (a)–(d)
are all equivalent.
For a nonnegative matrix A, we always have r.A/ D .H.A//. So the equival-
ence of (a) and (b) is clear. The implication (b)H)(c) and the fact that they are
equivalent when A is irreducible is well-known (see [17, Theorem 2]). The implic-
ation (d)H)(a) and also the reverse implication when A is irreducible follows from
Theorem 4. (In general, in view of Theorem 4, it is clear that we do not have the
implication (a)H)(d). Also, the implication (c)H)(b) does not hold. To see the
latter, take A D A1  A2, where A1; A2 are irreducible nonnegative matrices such
that .H.A1// D .A1/ D .A2/ < .H.A2/:/
It is known that doubly stochastic matrices are spectral. In [14, Example 4.5]
Nylen and Tam give an example of an irreducible doubly stochastic matrix with index
of imprimitivity two for which W.A/ is not a line segment (2-polygon). Below we
give an example of an irreducible doubly stochastic matrix whose numerical range
is a convex polygon but not a regular convex polygon.
Example 2. Let A be the 6 6 matrix P1 C .1− /P2, where 0 <  < 1 and P1
P2 are the permutation matrices given by:
P1 D
26666664
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
37777775 ; P2 D
26666664
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
37777775 :
It is readily checked that A is an irreducible doubly stochastic matrix with index
of imprimitivity 3, its digraph G.A/ being cyclically 3-partite with respect to the
ordered partition {1, 4}, {2, 5}, {3, 6}. By Remark 15, if W.A/ is a regular convex
polygon, then it must be the triangle with vertices 1, e2 i=3 and e4 i=3. Now if  is
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close to 1, then W.A/ is close to W.P1/ in the Hausdorff metric. But W.P1/ is the
regular hexagon with vertices e2t i=6; t D 0; 1; : : : ; 5, which is at a positive distance
from the said triangle. Hence, for  sufficiently close to 1, W.A/ is not a regular
convex polygon. In fact, as can be readily checked, P1 and P T2 commute, and as a
consequence, A is a normal matrix. So for all , W.A/ is a convex polygon.
Example 3. Let A be the 6 6 matrix P1 C .1− /P2, where 0 <  < 1 and P1,
P2 are the permutation matrices given by:
P1 D
26666664
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
37777775 ; and P2 D
26666664
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
37777775 :
As can be readily checked, A is an irreducible doubly stochastic matrix with index
of imprimitivity 3, its digraph being cyclically 3-partite with respect to the ordered
partition f1;5g; f2;6g; f3;4g. Since P1/ is the direct sum of two full-cycle permuta-
tion matrices of order 3, W.P1/ equals 13, where we use 1k to denote the regular
convex polygon with vertices e2t i=k; t D 0; 1; : : : ; k − 1. Similarly, we also have
W.P2/ D 13: But A is a convex combination of P1 and P2, it follows that we have
W.A/  13: Since A is spectral, by Corollary 2 the reversed inclusion and hence
the equally follows.
In relation to Theorem 1, we would like to pose the following:
Problem 3. Determine all matrices P 2Mn with jP j D Jn, where Jn is the n n
matrix all of whose entries are 1’s, that have the following property: for any matrix
A in the weak ray pattern class determined by P, if the undirected graph of A is con-
nected and ifW.A/ is a circular disk centered at the origin, then A is permutationally
similar to a block-shift matrix.
Suppose P D D−1JnD for some unitary diagonal matrix D and some nonzero
complex scalar . By Theorem 1 it is clear that for any matrix A that lies in the weak
ray pattern class determined by P , if the undirected graph of A is connected and
W.A/ is a circular disk centered at the origin, then necessarily A is permutationally
similar to a block-shift matrix. One may wonder whether the converse result is true
or not. It turns out that the answer is in the negative. As a counter-example, consider
P D

1 1
1 −1

:
Because P has unequal diagonal entries, it is clear that P is not unitarily diagonal
similar to a multiple of a nonnegative matrix. We contend that for any A 2M2 that
lies in the weak ray pattern class determined by P, if the undirected graph of A is
connected and W.A/ is a circular disk centered at the origin, then A is permutation-
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ally similar to a block-shift matrix. Replacing A by a suitable positive multiple, we
may assume that the radius ofW.A/ is 1=2. Hence A is unitarily similar to the matrix
0 1
0 0

I
say, U D .urs/ is a 2 2 unitary matrix that satisfies
U

0 1
0 0

U D A:
By equating the corresponding entries of two sides, we obtain
a11 D Nu11u21; a12 D Nu11u22; a21 D Nu12u21; a22 D Nu12u22:
Since u11 Nu21 C u12 Nu22 D 0, the scalars u11 Nu21 and u12 Nu22 are simultaneously
zero or nonzero. If they are nonzero, then u11; u12; u21 and u22 must all be nonzero;
in which case, we would conclude that a11=a12; u21=u22 and a21=a22 are the same
and are nonzero. But the assumption that A is in the weak ray pattern class determ-
ined by P implies that a11=a22 > 0 and a21=a22 < 0, so we arrive at a contradiction.
Thus, we must have u11 Nu21 D u12 Nu22 D 0, and hence a11 D a22 D 0. Since we also
have ju11j2 C ju21j2 D 1, we have either u11 D 0 or u21 D 0, but not both. In either
case, we readily show that one of the numbers a12; a21 is nonzero but not both.
Therefore, A is permutationally similar to a block-shift matrix.
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