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Vorwort 
Jene sich modernisierenden Handlungsfelder, denen das Untersuchungsinter-
esse der Teilprojekte des Sonderforschungsbereichs gilt, sind in der Regel 
durch eine wachsende Komplexität von Handlungsbedingungen für die Akteure 
gekennzeichnet, Folge einer zunehmenden Ausdifferenzierung sozialstruktu-
reller Randbedingungen. Sollen die Deutungsmuster und Handlungsorientie-
rungen, die die Akteure unter dem Eindruck unterschiedlicher sozialstruktu-
reller Gegebenheiten entwickeln, mit Hilfe qualitativer Verfahren erforscht wer-
den, muß das qualitative Stichprobendesign deren I{omplexität ReCJ:-illung tra-
gen. Dies macht oftmals die Ziehung umfangreicher qualitativer SampIes erfor-
derlich, die mit auf einer sequenzanalytischen Feininterpretation des Daten-
materials beruhenden Methoden biographischer Einzelfallmethodologie nicht 
mehr auswertbar sind. 
Die mit komplexen qualitativen Stichprobendesigns erzeugte Datenfülle, die bei 
den von einigen Teilprojekten aufgebauten qualitativen panels noch vergrößert 
wird, bringt neuartige methodische Herausforderungen mit sich: die systemati-
sche Analyse des Datenmaterials verlangt Techniken zur Verwaltung und Ar-
chivierung verbaler Daten, die einen raschen Zugriff auf relevante TextsteIlen 
ermöglichen. Ein Hauptaugenmerk der forschungsbegleitenden Methodenent-
wicklung am Sonderforschungsbereich galt dabei Verfahren EDV-gestützter 
Datenverwaltung. Auf der Basis von Arbeitskontakten zwischen dem "Bereich 
Methoden und EDV" des Sfb und verschiedenen Forschungsgruppen, die Me-
thodenentwicklung in diesem Bereich betreiben, wurde im Oktober 1992 in 
Bremen eine internationale Konferenz unter dem Titel "The Qualitative 
Research Process and Computing" durchgeführt, die durch Mittel der Volks-
wagenstiftung gefördert wurde. Im Mittelpunkt der Referate und Diskussionen 
stand die Rekonstruktion jener theoretischen Modelle des qualitativen For-
schungsprozesses, die den (teilweise impliziten) Hintergrund der neu ent-
wickelten Techniken EDV-gestützter qualitativer Datenverwaltung und -ana-
lyse bilden. 
Das vorliegende Arbeitspapier gibt einen Überblick über die hierbei diskutier-
ten Themen und führt damit in den gegenwärtigen Diskussionsstand in diesem 
neuen und sich überaus rasch entwickelnden Zweig sozialwissenschaftlicher 
Methodik ein. 
Ansgar Weymann 






Seit Beginn der achtziger Jahre hat eine lebhafte Entwicklung im Bereich der 
EDV-Unterstützung qualitativer bzw. interpretativer Datenanalyse stattgefun-
den (vg1. KELLE 1990; KUCKARTZ 1992a; LEE, FIELDING 1991; TESCH 1990). Mittler-
weile gibt es zahlreiche verschiedene Softwaresysteme, mit deren Hilfe qualita-
tive Forscher ihr Datenmaterial computergestützt aufbereiten und analysieren 
können. Die methodologischen ~l1l.us\virkungen dieser Enrv"v1clr']ung \verden in 
der scientiflc community unterschiedlich beurteilt: von den einen emphatisch 
als dramatischer Wandel des qualitativen Paradigmas (RrcHARDs, RrCHARDS 
1991) oder als Modernisierung qualitativer Forschungsmethoden (vgl. KUCKARTZ 
1992b), von den anderen eher mit Skepsis als Entfremdung von den eigentli-
chen Intentionen interpretativer Sozialforschung (bspw. AGAR 1991). Daß hier 
ein erhöhter Diskussionsbedarf besteht, erklärt sich allein daraus, daß die 
Entwicklung von Auswertungstechniken und entsprechender Software zur Zeit 
derartig rasch verläuft, das entsprechende Grundlagenliteratur (z.B. die Mono-
graphie von TESCH (1990)) binnen kurzer Zeit wieder veraltet ist. 
Wie in anderen Bereichen sozialwissenschaftlicher Methodenlehre können 
auch hier Auswertungstechniken nicht als neutrale "Werkzeuge" betrachtet 
werden; vielmehr transportieren sie stets bestimmte methodologische Konzepte 
und theoretische Vorannalunen über den untersuchten Gegenstandsbereich. 
Die methodologische Reflektion von technischen Innovationen im Bereich der 
Forschungsinstrumente ist deswegen eine permanente Notwendigkeit sowohl 
für Methodenentwickler als auch für deren Anwender. Die in Bremen im Ok-
tober 1992 veranstaltete Konferenz sollte dem Zweck dienen, die methodologi-
sche Bedeutung EDV-gestützter Auswertungtechniken für die qualitative Sozi-
alforschung kritisch zwischen Anwendern und Entwicklern zu diskutieren. Da-
bei wurde besonderer Wert auf eine breite Beteiligung aus dem Ausland gelegt. 
Hierdurch sollten jene communities und Arbeitszusanunenhänge, die sich zu 
diesem Thema in den USA, Australien, Kanada und Großbritannien und auf 
dem europäischen Kontinent unabhängig voneinander envy'vickelt hatten, zu-
sammengeführt \verden. Eine wichtige Voraussetzung für den Diskussions-
prozeß wurde darin gesehen, daß sich die Teilnehmer zuerst einen Überblick 
über den state oJ the art anderenorts verschaffen, um anschließend methodolo-
gische Implikationen EDV-gestützter Auswertungstechniken zu erörtern. Somit 
wechselten sich während des Symposiums Softwarepräsentationen und Ar-
beitssitzungen in Computerlabors mit thematischen Plenumsreferaten, Dis-
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kussionsgruppen und Workshops ab. Um den Schwerpunkt nicht einseitig auf 
ein bestimmtes Programm oder eine bestimmte Auswertungsmethode zu legen, 
wurde bei der Auswahl der Referenten für die thematischen Beiträge darauf 
geachtet, daß solche qualitativen Forscher referierten, die bereits seit längerem 
mit EDV-gestützter qualitativer Analyse vertraut sind und als Anwender einen 
breiten Überblick über verschiedene methodische Konzepte besitzen. Hierbei 
wurde ein besonderes Gewicht auf methodologische, methodentheoretische 
und forschungslogische Aspekte gelegt. Die Methoden- und Softwareentwickler 
enthielten v.a. in den Arbeitsgruppen Gelegenheit, ihre Konzepte in Kurzvor-
trägen vorzustellen. (Die Vorträge der Entwickler wechselten sich dabei mit Be-
richten von Anwendern aus der Forschungspraxis ab.) 
Diese Arbeits- und Diskussionsformen wurden ergänzt durch formelle und in-
formelle Computersessions in einem pe-Labor, die die Gelegenheit für eine 
praktische Erprobung verschiedener Auswertungstechniken und für Diskus-
sionen im kleinen Kreis bieten sollten. 
Die folgende Darstellung der Beiträge, Diskussionen und Ergebnisse der Kon-
ferenz gliedert sich in zwei Bereiche: zuerst soll der gegenwärtige technische 
Entwicklungsstand dargestellt werden, um anschließend ausführlich auf jene 
Diskussionen und Beiträge einzugehen, die den methodologischen Stellenwert 






2. Techniken EDV .. gestützter Analyse qUalitativen Datenmaterials 
EDV-gestützte Auswertungstechniken für die qualitative Sozialforschung wer-
den in der Regel in nichtkommerziellen Forschungskontexten entwickelt und in 
Algorithmen umgesetzt. Ein großer Teil dieser Algorithmen wurde mittlerweile 
von ihren Entwicklern zu allgemein verfügbaren Computerprogrammen ausge-
arbeitet, die in gängigen Betriebssystemumgebungen für Mikrocomputer (MS-
DOS, System 6 und 7 von Macintosh etc.) einsetzbar sind. Im Gegensatz zu 
dem relativ einheitlichen und seit Jahren stabilen Markt der Statistiksoftware 
findet bei der SofrvVare zur Unterstützung qualitativer Datenauswertung bis-
lang eine ungebremste Entwicklung statt: mittlerweile existieren mehr als 15 
Systeme zur Unterstützung qualitativer Datenauswertung, wobei zudem ein-
zelne Programme entsprechend der Anforderungen der Benutzer permanent 
weiterentwickelt werden. Diese Systeme unterscheiden sich jedoch hinsichtlich 
ihrer Grundfunktionen der einfachen Kodierung und des Textretrieval relativ 
wenig. 
2.1 Einfache Kodierung und Textretrieval 
Grundlage für die Entwicklung von Systemen zur EDV-gestützten Bearbeitung 
und Verwaltung von Textdaten in der qualitativen Forschung bilden die sog. 
cut-and-paste-Technlken: große Mengen qualitativen Datenmaterials, welches 
in der Regel in der Form von Interviewtranskripten oder Protokollen von Feldbe-
obachtungen vorliegt, werden aufbereitet, indem relevanten Textpassagen Qua-
lifikatoren, d.h. Themen, Kodierungen, Kategorien oder Kommentare zugeord-
net werden. Diese Zuordnung soll es ermöglichen, die Textsegmente im weite-
ren Verlauf der Datenauswertung themenspezifisch zu suchen und zu ordnen. 
Werden diese Techniken manuell durchgeführt, müssen entweder umfangrei-
che Schlagwort- und Verweisregister angelegt werden, oder die Fund- und Be-
legstellen fotokopiert und in der Form von Karteien verwaltet werden. Jede die-
ser Auswertungstechniken bringt spezifische Nachteile mit sich: bei der Ver-
wendung von Fundstellenregistern gestaltet sich die Suche nach bestimmten 
Belegstellen sehr aufwendig, während es die Verwaltung von Textsegmenten in 
Form von Karteien mit sich bringt, daß deren ursprüngliche Kontexte nicht 
mehr rekonstruiert werden können. Schließlich kann das so aufbereitete Da-
tenmaterial nur unter wenigen Gesichtspunkten geordnet werden, da eine me-
chanische Kartei i.d.R. die Verwendung von maximal zwei Ordnungskriterien 
(etwa durch die Verwendung farbiger Reiter) zuläßt. Die Verwendung von Ver-
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fahren elektronischer Datenverwaltung, etwa relationaler Datenbanken, besitzt 
demgegenüber den Vorteil, daß beliebig viele Ordnungs- und Sortierkriterien 
verwendet werden können. Allerdings läßt sich die in der qualitativen Daten-
auswertung übliche ex-pos t-Kodierung , bei der während der Auswertung suk-
zessive ein kategoriales Netz entwickelt und quasi über den Primärtext gelegt 
wird, sich nicht mit einer apriori Definition von Feldern und Variablen verbin-
den, wie sie in konventionellen Datenbanksystemen notwendig ist. Zudem er-
fordert eine datenbankgerechte Aufbereitung des Textmaterials - ähnlich wie in 
einem mechanischen Karteisystem - die Herauslösung von Textsegrnenten aus 
ihrem Kontext. 
f . 
Die EDV-gestützte Automatisierung der manuellen Kodier-, Ordnungs- und I ' 
Sortierprozesse im Rahmen qualitativer Sozialforschung erfordert demgemäß 
die Verwendung jormaifreier Textdatenbanken, in die das Datenmaterial un-
strukturiert (etwa als ASCII -Datei) importiert und erst danach systematisch 
(z.B. durch ein System von Zeigern) strukturiert wird. In einer solchen Textda-
tenbank lassen sich zwei grundlegende Arbeitsschritte definieren: 
durch die Kodierung stellt der Benutzer Beziehur:gen zwischen Feldern 
der Textdatenb anken , d.h. den Textsegmenten und den von ihm defi-
merten Qualifikatoren, also seinen Variablen (theoretische Kategorien, 
Kommentare o.ä.) her; 
durch den Vorgang des Textretrievals werden Textsegrnente aufgrund von [' 
benutzerdefimerten oder formalen syntaktischen Merkmalen gesucht, 
geordnet und ausgegeben. 
Bei den bislang verfügbaren Softwaresystemen kann dabei zwischen der ein-
stufigen Kodierung (one-step-coding) , bei der die Zuordnung von Kodekatego-
rien interaktiv am Bildschirm erfolgt, und der zweistufigen Kodierung (two-
step-codlng) , bei der das verschriftete Datenmaterial zuerst auf dem Papier ko-
diert wird, unterschieden werden. Obwohl die einstufige Kodierung eher den 
gegenwärtigen Standards hinsichtlich der Gestaltung von Benutzerschnittstel-
len entspricht, wurde von zahlreichen Tagungsteilnehmern betont, daß die 
zweistufige Kodierung eher der Logik der qualitativen Datenanalyse entspricht, 
bei der der Kodierer oftmals größere Textmengen überblicken muß. 
Die Zuordnung von spezifischen Kodekategorien zu Textsegrnenten stellt einen 
der zentralen Schritte des Auswertungsprozesses dar. Wie von Teilnehmern 
und Referenten einhellig konstatiert wurde, bringt die Kodierung des Daten-
materials ebenso wie beim manuellen Vorgehen erhebliche zeitliche Belastun-
gen mit sich. Trotzdem wurde die Bedeutung einer automatischen Kodierung, 
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wie sie in ein1gen der vorgestellten Programme (bspw. TEXTBASE BETA von Bo 
SOMMERLUND, AARHus) realisiert wurde, methodologisch nicht sehr hoch einge-
stuft. Bei einer Markierung von Textsegmenten nach syntaktischen Merkmalen 
könnten allenfalls Sprecherwechsel in Gruppendiskussionen sinnvoll kodiert 
werden. Eine weitergehende Verwendung dieser Optio;n wurde vor allem des-
wegen skeptisch beurteilt, weil bei dem gegenwärtigen Stand der künstlichen 
Intelligenzforschung und der Computerlinguistik die notwendige alltagsweltli-
che Sprach- und Verstehenskompetenz des Kodierers nicht von Expertensy-
stemen simuliert werden könnte. Dieser Umstand wurde insbesondere auch 
von auf der Konferenz anwesenden Vertretern der KI-Forschung (TOM RICHARDS, 
MELBOURNE) und der Computerlinguistik (MICHAEL FISHER, BRADFORD) betont. 
Ihre Stärken gegenüber einem manuellen Vorgehen zeigen Verfahren EDV-ge-
stützter qualitativer Analyse also nicht bei der Kodierung, sondern bei den im 
Rahmen des sog. Textretrleval erfolgenden Sortler-, Such- und Zähloperationen. 
Die Basisfunktion des einfachen Textretrieval, die im Rahmen fast aller Modelle 
EDV-gestützter Auswertung qualitativer Daten benötigt wird, dient dabei dazu, 
solche Textsegmente, die mit denselben Kodekategorien bezeichnet wurden, sy-
stematisch aus dem Textkorpus herauszusuchen und zusammenzustellen. 
Während die Funktionen der einfachen Kodierung und des einfachen Retrievals 
im Rahmen verschiedener Analysestrategien qualitativer Daten einheitlich ge-
handhabt wurden, waren die Zusatzfunktionen und zusätzlichen Möglichkeiten 
der Kodierung und der Auswertung, welche entsprechend den Erfordernissen 
einzelner Forschungsgruppen oder einzelner Entwickler realisiert worden wa-
ren, sehr vielgestaltig. Solche Verfahren der komplexen Kodierung und des 
komplexen Retrievals überschreiten in der Regel die Möglichkeiten manueller 
Kodierung und Sortierung und werfen deshalb die Frage auf, ob sie die 
Grundlagen einer neuen Methodologie und Methodik qualitativer Datenaus-
wertung darstellen. 
2.2 Komplexe Kodierungs- und Retrievaltechniken 
2.2.1 Komplexe Kodierung 
Während die bislang dargestellten Formen der Kodierung das klassische Para-
digma der EDV-gestützten qualitativen Analyse (Kodierung einzelner Textseg-
mente zum Zweck des anschließenden Retrievals) darstellen, werden in den 
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letzten Jahren vor allem 1m deutschen Sprachraum Verfahren der skalierenden 
Kodierung erprobt, die eine weitergehende statistische Bearbeitung des Da-
tenmaterials erlauben sollen. Solche Auswertungsstrategien werden zur Zeit 
von unterschiedlichen Arbeitsgruppen auf der Grundlage jeweils verschiedener 
methodologischer Konzepte entwickelt: am ZUMA in Mannheim und am WZB 
in Berlin geht es hierbei um die Integration von klassischen Verfahren der In-
haltsanalyse mit einem hermeneutischen Vorgehen (MATTES, FRANKFURT; ROLLER, 
BERLIN; ECKERT, FREIBURG), an der Freien Universität Berlin (KUCKARTZ, BERLIN) 
um Strategien einer systematischeren Bearbeitung von offenen Fragen in 
halbstandardisierten Fra!1ebö!1en und neuerdin!1S am "Zentrum für Arbeits-
-- ------------------- ----0----0--- ------ -----------0 - ---
und Organisationsforschung" in Leipzig (HARTUNG, IRMERT; LEIPZIG) um eine 
quantifizierende Auswertung von unstrukturiertem Textmaterial (Schülerauf-
sätzen). Dabei ist es jeweils das Ziel der Forschergruppen, Kodekategonen 
durch unterschiedliche Verfahren zu ordinal- oder nominalskalierten Variablen 
auszuarbeiten. 
Neben der Kodierung von Textsegmenten erhält eine weitere Option eine zu-
nehmende Bedeutung bei der EDV-gestützten qualitativen Analyse: die Auf-
zeichnung und Speicherung von Kommentaren und sog. "theoretischen Memo-
randen" (GLASER, STRAUSS 1967; STRAUSS, CORBIN 1990), die vom Kodierer erstellt 
werden, und die Verknüpfung dieser Memoranden und Kommentare mit dem 
Rohtext bzw. dem bereits konstruierten Kodierp1an. Neuere Entwicklungen be-
treffen vor allem die Herstellung solcher spezifischen Verknüpfungen sowohl 
zwischen Textsegmenten, Memos und Kodierkategorien als auch zwischen Ko-
dierkategorien niedriger und höherer Ordnung zu semantischen Netzwerken. 
Hierbei wird die gesamte Datenbasis, die den Urtext und die vom Benutzer in 
Form von Kodes und Memos gespeicherten Informationen beinhaltet, durch ein 
System gegenseitiger Verweise strukturiert. In seinem äußerst instruktiven 
Vortrag über die "Anwendung strukturierter Repräsentationen" erläuterte 
THoMAS MUHR aus der Arbeitsgruppe ATLAS der TU Berlin, wo zur Zeit an sol-
chen Verfahren intensiv gearbeitet wird, die infonnationswissenschaftlichen 
Grundlagen solcher Verknüpfungen. Dabei kann die gesamte Datenbasis in 
Form eines oder mehrerer Graphen organisiert sein, dessen Knoten die Text-
seQ'mente. KodierkateQ"orien und Kommentare darstellen und dessen Kanten 
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die vom Benutzer definierten Verbindungen zwischen ihnen repräsentieren. Die 
Kanten selber wiederum können vom Benutzer mit bestirmnten Qualifikatoren 
bezeichnet werden, um die Art des Zusammenhangs (im Programmsystem 
ATLAS/TI von Muhr et al.) oder seine Stärke (im Programmsystem HYFERSOFT von 
Dey) zu kennzeichnen. Die so konstruierten.Graphen können dann die formale 







Theorie repräsentieren, und gleichzeitig für die Durchführung von Retrieval-
prozessen genutzt werden, mit deren Hilfe die postulierten (als Kanten darge-
stellten) theoretischen Verknüpfungen exemplifiziert oder validiert werden 
können. 
2.2.2 Komplexe Retrievaltechniken 
Komplexe Retrievaltechniken, die auf der Konferenz vorgestellt wurden, um-
faJ3ten Verfahren des selektiven Retrievals, des Retrievals von Kodemustern und 
Kodesequenzen, des Retrievals entlang von definierten Verknüpfungen, den Ein-
satz von "Hypertext"-Methoden und die statistische Auswertung quantitativer 
Merkmale der Datenbasis. 
Beim selektiven Retrieval, einer Funktion, die in den meisten Prograrrunen zur 
Verfügung steht, wird die Suche nach TextsteIlen durch zusätzliche Kriterien 
gesteuert. Bei diesen Kriterien handelt es sich Ld.R. um bestimmte, zusätzlich 
gespeicherte Merkmale eines Dokumentes, bspw. um soziodemogra-phische 
Variablen der Interviewten. Durch einen selektiven Retrievalbefehl können da-
mit z.B. alle Textsegmente, die mit einem bestimmten Kode versehen wurden, 
aus den Interviews mit Angehörigen einer bestimmten Altersklasse her-
ausgesucht werden. 
Bei der Suche nach Kodesequenzen und Kodemustern wird nach dem gemein-
samen Auftreten bestimmter Kodierungen in demselben Dokument gesucht. 
Hierzu muß der Benutzer des jeweiligen Prograrrunsystems ein formales Krite-
rium für das gemeinsame Auftreten definieren - dies kann die Überschneidung 
von bestimmten kodierten Segmenten im Text sein (THE ETHNOGRAPH, SEIDEL) 
oder die Distanz, gemessen etwa in Zeilenabständen, zwischen bestimmten 
Segmenten (AgUAD, HUBER, TÜBINGEN; QUALOG, SHELLY, NEW YORK). Schließlich 
wurde auch die Möglichkeit diskutiert, systematisch nach Sequenzen von be-
stimmten Kodierungen im Text zu suchen - eine Funktion, die bislang in kei-
nem der vorgestellten Programme verwirklicht wurde. Gemeinsam ist allen die-
sen Auswertungstechniken, daß bestimmte formale Merkmale der Datenbasis 
(Zeilenabstände o.ä) als Selektionskriterium für den Retrievalvorgang dienen. 
Das in Melbourne entwickelte Progranun NUDIST (LYN und TOM RICHARDS, 
MELBOURNE) verfügt hier über die weitestgehenden Möglichkeiten - leider ist 
dieses Progranun insgesamt als noch nicht technisch ausgereift zu betrachten. 
Wenn die Software die Verknüpfung zwischen Kodes, Kommentaren und Text-
segmenten und die Konstruktion von Begriffsnetzwerken (bspw. in Form eines 
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Graphen) ermöglicht, können Retrievaloperatlonen td.R. entlang von Pfaden 
durchgeführt werden, wie clies in dem Textanalysesystem ATLAS/TI realisiert 
wurde. Lassen sich darüberhinaus konzeptuelle Verknüpfungen zwischen 
Textsegmenten vornehmen, wie dies bspw. in dem Programm HYPERSOFT von 
DEY (EDINBURGH) der Fall ist, so stehen dem Benutzer alle Möglichkeiten sog. 
Hypertextsysteme zur Verfügung. 
Ein weiterer Teil der vorgestellten Zusatzfunktionen betrifft die Untersuchung 
quantitativer Merkmale der Datenbasis, wobei vor allem drei verschiedene Ana-
lysetechniken zum Tragen kommen: 
Bei einem stärker induktiv angelegten Vorgehen, bei dem der Kategori-
enplan in vivo, d.h. 1m Laufe der Analyse erstellt wird, kann es sinnvoll 
sein, die Häufigkeit der verwendeten Kodierungen zu kontrollieren. Durch 
solche Häufigkeitsberechnungen können solche Kodes identifiziert wer-
den, deren häufiges Auftreten die Vermutung nahelegen, es handle sich 
hierbei um Kernkategorien 1.S. von GLASER und STRAUSS. Des weiteren 
spielt eine solche Analysestrategie im Rahnlen von Verfahren, die sich 
eng an die quantitative Inhaltsanalyse anlehnen, eine Rolle. Die Möglich-
keit solcher Häufigkeitsauszählungen ist bspw. in den Programmen 
TEXTBASE ALPHA (SOMMERLUND, AARHus) und MAle. TXT (KuCKARTz, BERLIN) 
realisiert worden. Andere Forschungsgruppen setzen hierfür Software 
ein, die auch für quantitative Inhaltsanalysen verwendet wird, wie 
TEXTPACK-PC (MOHLER, ZUELL; MANNHEIM) oder INTEXT/PC (KLEIN, LENGERICH). 
Eine weitere quantitative Auswertungsmöglichkeit liegt in der Messung 
der Intercoder-Reliabilität. Überlegungen hierzu wurden von KLEIN 
(LENGERICH), der ein Programm zur quantitativen Inhaltsanalyse 
(INTEXT /Pc) entwickelt hat, vorgestellt. Praktisch realisiert \vurde eine sol-
che Option jedoch nur in dem Programm QUALPRO von BLACKMAN 
(TALLAHASSEE), der seine Teilnahme an der Konferenz wegen eines kurzfri-
stig eingetretenen Erkrankungsfalls in seiner Familie absagen mußte. 
Schließlich können fallbezogene Variablen generiert werden und auf die-
ser Basis eine für Statistikprogramme lesbare Datenmatrix erstellt, wer-
den (eine Option, die in den Systemen TEXTBASE ALPHA und MAX.TXT reali-
siert worden ist). Hiennit wird die Möglichkeit einer fallbezogenen quan-
titativen Analyse eröffnet, die sich der statistischen Auswertung von 
Surveydaten annähert. 
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3. Methodologische Aspekte von EDV-gestützten Analysetechniken 
Während die dargestellten Auswertungstechniken im Rahmen der Softwareprä-
sentatlonen und infonnellen Computersessions vorgestellt wurden, ging es in 
den Plenumsreferaten und Arbeitsgruppendiskussionen um die methodologi-
sehen Implikatlonen solcher Techniken und Technologien. Dabei standen drei 
Fragen im Vordergrund, die die methodentheoretische Debatte um computer-
gestützte Auswertung qualitativer Daten während der letzten Jahre be-
herrschten: 
Kann die Anwendung computergestützter Techniken in der qualitativen 
Sozialforschung den Auswertungsprozeß systenl.atlscher und transparen-
ter gestalten und damit etwas zur Erhöhung der Validität und Zuverläs-
sigkeit solcher Verfahren beitragen? 
Kann der Einsatz des Computers im qualitativen Forschungsprozeß zu 
forschungsökonomischen Verbesserungen beitragen, indem er hilft, den 
data overload zu reduzieren und damit eine Bearbeitung größerer Fall-
zahlen erlauben (was ebenfalls zur Erhöhung der Validität qualitativer 
Forschungsergebnisse beitragen könnte)? 
Führt der Einsatz computergestützter Verfahren zu einer grundlegenden 
Veränderung des Forschungsprozesses: zur Entwicklung neuer qualitati-
ver Methoden, gar zur Formulierung eines neuen Paradigmas EDV-ge-
stützter qualitativer Methodologie? 
3.1 Validität und Forschungsökonomie 
In seinem einleitenden Plenumsreferat zur Validitätsproblematik wies KELLE 
darauf hin, daß diese Problematik zwar in den letzten Jahren verstärkt in der 
qualitativen scientljLc community diskutiert wird, die Diskussion jedoch die seit 
den Tagen des "Positivismusstreits" gezogenen Frontlinien oft nur wenig verän-
dert hat: Während quantitativ orientierte Autoren qualitative Verfahren vielfach 
in toto als subjektivistisch und unzuverlässig betrachteten, wird von vielen 
qualitativen Forschern die Forderung nach der Einhaltung von Gütekriterien 
als eine Art positivistische Zumutung abgelehnt. Demgegenüber sei, so KELLE, 
eine differenzierte Behandlung dieser Problematik vonnöten, die einer berech-
tigten Forderung nach der Aufstellung kritisierbarer Geltungsansprüche nicht 
ausweicht. Jedoch könnten Validitätskonzepte und Gütekriterien nicht einfach 
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aus der hypothetlko-deduktlven Forschungstradition übernommen werden, 
sondern müßten auf der Basis der im qualitativen Forschungsprozeß entste-
henden Methodenprobleme entwickelt werden. Diese Methodenprobleme beträ-
fen einerseits die Frage der Stichprobenauswahl - qualitative Sampies seien in 
der Regel klein und würden auf der Basis relativ unzuverlässiger Aus-
wahlverfahren gezogen. Andererseits ist der qualitative Forschungsprozeß mit 
den methodologischen Problemen von ex-post:facto Hypothesen belastet, weil 
Hypothesen dort nicht nur vor der eigentlichen Datenerhebung entwickelt wer-
den, sondern erst auf der Basis des erhobenen Datenmaterials empirisch be-
gründet formuliert werden können. 
Beide Problemfelder verlangen die Anwendung jeweils eigener Strategien der 
Geltungssicherung: 
Das Problem der Stichprobenauswahl kann nur durch die Verwendung 
elaborierterer ZiehungsveTjahren einerseits und die Erhebung ausrei-
chend großer Samples bearbeitet werden. 
Die mit der Formulierung von ex-post:facto Hypothesen zusammenhän-
genden Probleme erfordern die Einbeziehung hypothesenprüjender Ver-
fahren in den qualitativen Forschungsprozeß: der Forscher muß in der 
Lage sein, nach der Aufstellung der empirisch begründeten Hypothesen 
sein Datenmaterial systematisch nach empirischer Evidenz und Gegen-
evidenz zu durchsuchen. 
Wie sich in den Plenumsreferaten und in den Diskussionen der Arbeitsgruppen 
zu den Themen "Forschungsökonomie" und "Validität" zeigte, weisen com-
putergestützte Verfahren tatsächlich einen Weg zur Bearbeitung der aufge-
zeigten Methodenprobleme. Qualitative Forscher, die computergestützte Ver-
fahren anwenden, tun dies in der Regel, weil sie zu der Auffassung gelangen, 
daß der Umfang ihres Materials angesichts der verfügbaren Ressourcen zu 
groß ist: "They feet that the volume qf their material is too large relative to the 
ressources they have available. ", wie LEE und FIELDING aufgrund einer eigenen 
empirischen Untersuchung solcher Forschungsgruppen, die Software zur Un-
terstützung der Datenauswertung verwenden, bemerken. Diese Forscher ma-
chen i.d.R. Stichproben zur Grundlage ihrer Untersuchung, die - gemessen an 
den üblichen Standards qualitativer Forschung - relativ groß (n > 30) sind. Das 
hierbei entstehende Problem des data overload, das mit herkömmlichen ma-
nuellen Verfahren nicht mehr lösbar ist, wird durch den Einsatz EDV-gestütz-
ter Verfahren tendenziell beherrschbaJ;'. Schwerwiegende methodische Pro-




ohne die technische Unterstützung von EDV-Anlagen liegen darin begründet, 
daß die Untersucher einerseits keinen Überblick über ihr Datenmaterial mehr 
besitzen können und andererseits nicht mehr in der Lage sind, das gesamte 
empirische Material manuell nach bestimmten Textstellen zu durchsuchen. 
Hierdurch wächst die Gefahr, daß einzelne, willkürlich herausgesuchte Text-
stellen zur "Stützungll (de facto jedoch nur zur empirischen Illustration) von 
Hypothesen verwendet werden, ohne daß das Datenmaterial in seiner Gesamt-
heit nach empirischen Belegen durchsucht wird. 
Die Verwendung EDV-gestützter Verfahren im qualitativen Forschungsprozeß 
gestaltet den Vorgang der Datenauswertung demgegenüber weitaus systemati-
scher als die Anwendung manueller Methoden. Sie ermöglichen "a much more 
systematic approach than conventional methods, which actually make you look 
at .performance, you can't ignore the data", wie LEE und FIELDING die Ein-
schätzung eines Nutzers solcher Techniken wiedergeben. Von der Seite der Be-
nutzer wurden im Laufe der Tagung solche Einschätzungen immer wieder be-
stätigt. Dabei wurde häufig die Ansicht geäußert, daß die Verwendung EDV-ge-
stützter Verfahren die Fähigkeit, die Daten erschöpfender und sorgfältiger zu 
untersuchen, wesentlich vergrößert habe und "probably will jaci li ta te the sub-
stantiation oj elaborate arguments, through the extensive categorization, search 
and retrieval systems that almost all packages support", wie ARAuJO in der ab-
schließenden Paneldiskussion anmerkte. Auch MANGABEIRA, RAGSDALE und 
LAURlE wiesen in ihren Referaten und als Teilnehmer des Abschlußpanels auf 
die größere Systematik der Datenauswertung mit EDV-gestützten Verfahren 
hin. Vor allem MANGABEIRA und LAURIE machten allerdings deutlich, daß diese 
erhöhte Systematik nicht unbedingt immer mit einer verbesserten Ökonomie 
des Forschungsprozesses einhergeht. "lt has become a consensual idea that this 
new tool olfers a lot oj possibilities but it does not saue time and elfort", wie 
MANGABEIRA in der abschließenden Diskussion ausführt, eine Sichtvveise, die 
auch in den Diskussionsbeiträgen von anwesenden Softwareentwicklern unter-
stützt wurde. Der Gewinn an Validität zehrt gewissermaßen den Gewinn an 
Forschungsökonomie auf, oder, anders formuliert, die Nutzer werden durch die 
neuen Möglichkeiten der EDV-gestützten Auswertung dazu geführt sorgfältiger 
zu arbeiten, nicht jedoch, ihre Forschungsprojekte in kürzerer Zeit abzuschlie-
ßen. "One oj the paradoxes oj using computers is that the technology jacilitates 
the handling oj large amounts oj complex material but as the sample size in-
creases the amount oj time and elfort required to prepare the data and enter it 
into the programe increases in tandem." (LAURIE) Die Kodierung des Datenmate-
rials gestaltet sich oftmals zeitaufwendiger als bei einem manuellen Vorgehen 
und ist das eigentliche Nadelöhr EDV-gestützter qualitativer Analysen (so v.a. 
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LEE, F'IELDING; LONKILA; LYN RICHARDS; SEIDEL), während der methodische Gewinn 
demgegenüber in den erhöhten Retrlevalmöglichkeiten liegt. Der Retrievalvor-
gang selber läßt sich zwar mit wesentlich geringerem Zeitaufwand durchführen 
als herkömmliche cut-and-paste-Teclmiken. Dies verführt, wie häufig berichtet 
wurde, allerdings auch dazu, sich neu es Analysematerial "mal eben" zu ver-
schaffen, dessen Auswertung wiederum zusätzlicher Zeit bedarf. 
Die Kodierung erweist sich noch in anderer Hinsicht als methodologisch be-
deutsam: Der Zwang, im Lauf der Analyse einen expliziten Kodierplan zu ent-
wickeln, macht bestimmte methodische Probleme qualitativer Analyse erst 
sichtbar. In einem Fall, der von LEE und FIELDING in ihrer eigenen Untersu-
chung über Nutzer EDV-gestützter Verfahren entdeckt wurde, machte die Auf- r 
stellung des Kodierplans deutlich, daß die verwendeten Kategorien sich nicht 
von unterschiedlichen Kodierern in der gleichen Forschungsgruppe konsistent I 
verwenden ließen. Ähnliche Erfahrungen berichtete auch KELLE aus seiner Ar-
beit mit qualitativen Forschungsgruppen. Er schilderte die Entstehung von Di-
vergenzen und Problemen in einer Forschungsgruppe, die Kategorien nicht 
einheitlich verwenden konnten, weil sie von divergierenden theoretischen An-
sätzen ausgehend denselben Kategorien unterschiedliche Bedeutungen gaben 
und deshalb Textsegmente unterschiedlich kodierten. Wie dieser Umstand, von 
KELLE als Problem mangelnder Reliabilität eines qualitativen Kodierplans kon-
zeptualisiert, behandelt werden sollte, blieb Gegenstand kontroverser Diskus-
sionen. Die Stellungnahmen reichten von dem von KLEIN gemachten Vorschlag, 
Reliabilitätsmaße einzuführen bis hin zu der Aufforderung von SEIDEL, dieses 
Problem nicht als methodentechnisches, sondern als forschungspolitisches 
Problem "about establishing power relations, oj dominance and subordinance, 
within a research team" zu betrachten. 
3.2 Modelle des qualitativen Forschungsprozesses 
Es zeigte sich somit in den Diskussionen, daß computergestützte Verfahren 
qualitativer Datenauswertung keinesfalls als neutrale Werkzeuge zu betrachten 
sind; sondern einen weitgehenden methodologlschen Ei!lfllL13 al1f den qualita-
tiven Forschungsprozeß ausüben. Dies trifft bereits für die Basisoperation 
EDV-gestützter qualitativer Datenauswertung zu: Kodierung und Retrieval 
werden zu dem grundlegenden technischen Vorgang für eine Analyse qualita-
tiven Datenmaterials. Hierbei wird oft übersehen, daß die interpretative Bear-
beitung qualitativer Textdaten keinesfalls die Verwendung von Kodierungs-
und Retrievalverfahren zwingend notwendig macht. In der Diskussion der 
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letzten Jahre war dahingegen die Tendenz unübersehbar, qualitative Daten-
auswertung mit Kodierungs- und Retrievalprozeduren gleichzusetzen und da-
mit ein einheitliches Paradigma der EDV-gestützten Analyse qualitativer Daten 
zu postulieren. Dieses Paradigma wurde dabei als eine Weiterentwicklung der 
von Glaser und Strauss bzw. von Miles und Hubermann vorgeschlagenen Kon-
zepte zur Entwicklung empirisch begründeter Theorien betrachtet. Dies rührte 
daher, daß Glaser und Strauss ebenso wie Miles und Hubermann die Bedeu-
tung der qualitativen Kodierung des Datenmaterials und die Möglichkeit einer 
(manuellen) Sortierung von Textsegmenten betont hatten (vgl. GLASER 1978; 
MILES, HUBERMAN 1993). Das Postulat eines einheitlichen Paradigmas qualita-
tiver Analyse wurde während des Symposiums verschiedentlich kritisiert. 
LONKILA und KELLE wiesen darauf hin, daß v.a. 1m deutschen Sprachraum Me-
thodo1ogten qualitativer Datenauswertung existieren, die sich mit dem Schema 
"Kodierung und Retr1eval" kaum erfassen lassen. Dies sind bspw. solche Me-
thoden, die auf einer Feinanalyse von kurzen Textpassagen beruhen (wie etwa 
ethnomethodologische Diskursanalysen oder das von OEVERMANN und Kollegen 
(OEVERMANN et a1. 1979) vorgeschlagene Verfahren der strukturalen Hermeneu-
tik) oder auf der beschreibenden Paraphrasierung längerer Texteinheiten, Ver-
fahren, die Ld.R. ohne jede Kodierung auskommen. Boy kritisierte in diesem 
Zusammenhang eine "Wende von dem Paradigma EDV-gestützter qualitativer 
Auswertung hin zu EDV-basierter Auswertung qualitativer Daten", in der er die 
Tendenz einer esoterischen Abwendung vom mainstream qualitativer For-
schung erblickte. Seiner Auffassung nach tendierten die Vertreter EDV-ge-
stützter Methoden in der qualitativen Sozialforschung zunehmend dazu, qua-
litative Auswertungsmethoden als das zu definieren, was mit Hilfe EDV-ge-
stützter Verfahren umsetzbar ist. 
Diese Vorbehalte scheinen jenen Autoren recht zu geben, clie bereits seit eini-
gen Jahren vor einer einseitigen und unreflektierten Beeinflussung des quali-
tativen Forschungsprozesses durch die Wahl bestimmter technischer Werk-
zeuge warnen (vgl. SEIDEL 1991, AGAR 1991). In ihrem 1991 herausgegebenen 
Reader ziehen LEE und FIELDING einen Vergleich von solchen Befürchtungen zu 
der Angst vor "Frankensteins neuem Prometheus": 
"The anxiety comes from the fear that the machine will 'take over' 
analysis. Researchers, and their audiences, will be seduced by the 
convenience and creclibility of the program's rendering of sense. As 
we celebrate the program's output, and especially its form, we will 
no longer have an awareness of the process by wWch the product 
was brought about." (LEE, FIELDING 1991, S.8) 
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Sowohl neuere empirische Untersuchungen über die Anwendung EDV-ge-
stützter Verfahren in der qualitativen Sozialforschung als auch Erfahrungsbe-
richte von Nutzern weisen jedoch darauf hin, daß solche Gefahren überschätzt 
werden. In der Forschungspraxis zeigt sich vielmehr, daß Nutzer relativ rasch 
die Verwendung solcher Techniken und Softwareprogramme aufgeben, die den 
von ihnen selbst angestrebten Analysestrategien nicht entsprechen: "Now it is . 
also clear, that users will cease to use a program rather than pers ist with unsul-
table use." (LEE, FIELDING, S.ll) Und ARAuJO merkt aus Sicht eines Nutzers an: 
"[ also have to say that [ remain deeply skeptical of claims that particular soft-
ware packages are designed with speclj1c methodological recipes at heart and 
when users buy that software they are also buying the attached recipe. That 
seems to me to grossly underestimate both the complexity assoclated wlth the 
process of choice of a qualitative software package and the lngenuity of users in ! ' 
the appllcatlon of these tools." (ARAuJo, S.3) Das Bild des "unreflektierten 
Nutzers", der seine Analysestrategte den vorhandenen technischen Werkzeugen 
unkritisch anpaßt, muß also aufgegeben werden zugunsten des "pragmatisch- r ' 
strategischen Nutzers", der die in bestimmten Softwarepaketen angebotenen 
Techniken für seine Zwecke anpaßt oder notfalls auf deren Gebrauch verzich-
tet. Ein solches strategisches und pragmatisches Verständnis von Auswer-
tungstechniken kann dabei zu einem "ekklektischen" Gebrauch führen, wie er 
von RAGSDALE (ONTARIO) dargestellt und empfohlen wurde. Hierbei werden ver-
schiedene Programme miteinander kombiniert, um durch die Ausnützung ihrer 
jeweiligen Stärken ein optimales Ergebnis bezogen auf die angestrebte Analy-
sestrategie zu erzielen. Dies erfordert jedoch eine Kenntnis verschiedener 
Techniken und eine systematische Evaluation vorhandener Analysesysteme, zu 
der bislang noch wenige Nutzer in der Lage sind. 
3.3 "Techniken" vs. "Methoden" EDV-gestützter Auswertung 
qualitativer Daten 
Insgesamt zeigte es sich, daß es sinnvoll ist, Methoden EDV -gestützter qualita-
tiver Datenauswertung von EDV-gestützten Techniken zu unterscheiden. Unter 
Methoden kann hierbei die Gesamtheit an Auswertungsschritten und der da-
zugehörige theoretische Kontext verstanden werden, während sich der Begriff 
der Techniken nur auf die kontextfreie Anwendung von Kodierungs-, Such-, 
Sortier- und Zähloperationen bezieht. Methoden unterscheiden sich voneinan-
der hinsichtlich der theoretischen Herangehensweise der Untersucher und der 
Frage, welche inhaltlichen Aspekte des Textes kodiert werden und welche Be-





sitzen. Solche Fragen wiederum haben für die Klassifikation von EDV-ge-
stützten Techniken keinerlei Bedeutung: für die Unterscheidung zwischen ver-
schiedenen Kodierungstechniken ist es relativ belanglos, ob der Untersucher 
die Themen, die von interviewten Personen angesprochen werden, kodiert oder 
solche Kodes verwendet, die seinen eigenen theoretischen Vorannalunen ent-
springen, wohingegen diese Frage unter methodischen und methodologischen 
Aspekten eine große Bedeutung besitzt. Untersucher können deshalb bei der 
Anwendung grundlegend unterschiedlicher Methoden dieselben EDV-gestütz-
ten Techniken verwenden, aber auch völlig verschiedene Techniken im Kontext 
ein und derselben Methode. 
Allgemein w:urde deutlich, daß innerhalb der scientific community, die EDV -ge-
stützte Verfahren qualitativer Datenanalyse entwickelt und anwendet, ein 
großer methodischer und methodologiseher Pluralismus herrscht. Diese Tat-
sache blieb in den Anfängen EDV-gestützter Techniken unter der Oberfläche 
verborgen, weil die entsprechenden Werkzeuge relativ unentwickelt waren - auf 
der einfachsten Ebene der EDV-Unterstützung, der einfachen Kodierung und 
dem einfachen Retrieval, machen sich die erwähnten inhaltlichen Unterschiede 
technisch kaum bemerkbar. Wird die Entwicklung dieser Werkzeuge jedoch 
vorangetrieben und die Entwicklung der Methoden elaborierter, so zeigt sich, 
daß die verschiedenen Methodologien zu vollständig divergierenden Auswer-
tungstechniken führen können. In ihrem Einführungsreferat hatte Renate 
TESCH (DESERT HOT SPRINGs) auf einen grundlegenden Unterschied zwischen 
deskriptiv-phänomenologischen Methoden der qualitativen Datenauswertung 
auf der einen Seite und eher formal verfahrenden, theoriekonstruktiven Verfah-
ren auf der anderen Seite hingewiesen. Obwohl diese Methoden sich hinsicht-
lich der ihnen zugrundeliegenden theoretischen und methodologischen Modelle 
des Forschungsprozesses stark unterscheiden, greifen sie demloch auf ähnli-
che EDV-gestützte Aus\vertungstechniken zurück. Während der Konferenz 
zeigte sich, daß die von TESCH getroffene Unterscheidung, die sich vor allem auf 
die amerikanische Szene bezieht, nicht ausreicht, um neuere Entwicklungen 
einzuordnen, die in jüngerer Zeit in Europa stattgefunden haben. Dies betrifft 
insbesondere die Einbeziehung quantitativer Verfahren in die Analyse qualita-
tiver Textdaten. Unter methodischen und methodologischen Aspekten lassen 
sich deshalb zur Zeit vier grundlegend verschiedene "Paradigmen" bzw. Modelle 
EDV-gestützter qualitativer Auswertung unterscheiden: Modelle deskriptiver, 
theorie konstruktiver, hypothesenprujender und quantitativ orientierter Daten-
auswertung. Als zentrale Unterscheidungsmerkmale zwischen diesen Modellen 
können dabei einerseits die inhaltliche Natur der verwendeten Kodierkategorien 
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und andererseits der Verallgemeinerungsanspruch der hieraus entwickelten 
theoretischen Aussagen dienen. 
3.3.1 Modelle deskriptiver Datenauswertung 
Modelle deskriptiver Datenauswertung, wie sie von SEIDEL und P ADILLA (PHOENIX) f 
vertreten wurden, orientieren sich an phänomenologisch und ethnographisch 
ausgerichteten Konzepten qualitativer Sozialforschung. Den Untersuchern geht 
es dabei primär 1L.l!l die Erkundung fremder sozi::ller Lebenswelten und (He 
"di~hte Beschreibung" (GEERTZ 1991) soziokultureller Milieus. Im Vordergrund 
soll' dabei die Erfassung individueller Sichtweisen und Deutungsmuster der 
Akteure im Untersuchungsfeld stehen, die nicht durch die vom Forscher ex 
ante entwickelten Kategorien und Hypothesen überblendet werden dürfen. Die 
Kodierkategorien, die erst im Laufe der Auswertung sukzessive entwickelt wer-
den, orientieren sich dabei eng an den alltagsweltlichen Konzepten der unter-
suchten Individuen oder Kollektive. Bei der Bearbeitung von transkribierten 
Interviews sind es bspw. die von den Interviewten angesprochenen zentralen 
"Themenll , die kodiert werden. Nach deren Kodierung werden die entsprechen-
den Textsegmente herausgesucht und auf Unterschiede und Ähnlichkeiten 
untersucht, um auf der Basis von Gemeinsamkeit~n zusammenfassende Be-
schreibungen zu entwickeln bzw. deskriptive Typologien zu erstellen, für die 
i.d.R. nur ein geringer Grad an Verallgemeinerbarkeit und Repräsentativität 
beansprucht wird. Die hierbei verwendeten Auswertungstechniken beschrän-
ken sich in der Regel auf einfache Kodierungs- und Retrievalverfahren. Die 
Möglichkeit des selektiven Retrievals wird selten verwendet, weil nicht die Zie-
hung großer samples, sondern die sorgfältige Untersuchung kleinerer Stich-
proben angestrebt wird. Komplexere Kodier- und Retrievalfunktionen erhalten 
im Rahmen deskriptiver Auswertungsmethoden nur eine untergeordnete, allen-
falls heuristische Bedeutung. 
3.3.2 Modelle theorlekonstruktiver Datenauswertung 
Modelle theoriekonstruktiver Datenauswertung orientieren sich vielfach an sol-
chen methodologischen Konzepten qualitativer Datenauswertung, wie sie von 
GLASER, STRAUSS und CORBIN entwickelt wurden (GLASER, STRAUSS 1967; STRAUSS, 
CORBIN 1990). Hierbei besteht das Ziel der Analyse darin, auf der Grundlage des 
Datenmaterials empirisch begründete Theorien mittlerer Reichweite zu entwik-
[ : 
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keIn. Der in diesem methodologischen Ansatz früher vorherrschende naive 
Empirismus und Induktivismus wird dabei zunehmend durch eine differenzierte 
Konzeptualisierung des Forschungsprozesses abgelöst, wonach der Forscher 
seine theoretischen Konzepte nicht tabula rasa aus dem empirischen Material 
entwickelt, sondern über ein theoretisch vorstrukturiertes Raster verfügt, in 
das bestimmte Ereignisse im Datenmaterial eingeordnet werden. Dieses Raster 
kann seinen Ausdruck in einem vorformulierten Kategorienplan finden, es be-
steht aber auch die Möglichkeit, daß theoretische Konstrukte erst anhand des 
Datenmaterials ad hoc expliziert werden. Die Kodekategorien, die der Untersu-
cher den Textsegmenten zuordnet, fassen deshalb nicht nur (wie bei einer 
ethnographisch-phänomenologisch orientierten Analyse) Aussagen von Akteu-
ren unter thematischen Oberbegriffen zusammen, sondern weisen einen expli-
ziten Theoriebezug auf. Im Laufe der Auswertung sollen die zuerst verwendeten 
Konstrukte durch eine Zusammenfassung der Kodes zu Klassen in ein geord-
netes System von Kategorien überführt werden. Dieses System kann hierar-
chisch strukturiert sein (also eine "Baumstruktur" aufweisen) oder ein Netz-
werk darstellen, welches vielfältige Querverbindungen aufweist. 
Ebenso wie für ethnographisch-phänomenologisch orientierte Analysen spielen 
einfache Kodier- und Retrievaltechniken auch für eine theoriekonstruktive 
AuswertungsmethOdik eine zentrale Rolle. Gleichzeitig gewinnen hier jedoch 
elaborierte Kodierungsmethoden zunehmend an Bedeutung, bei denen kom-
plexe Verknüpfungen zwischen Texts egmenten , Kodekategorien und Me-
moranden hergestellt werden. Der Prozeß der empirisch begründeten Schluß-
folgerung sensu Glaser und Strauss wird dabei technisch unterstützt durch die 
Möglichkeit, systematisch Verknüpfungen z\vischen Kodekategorien selber her-
zustellen und neue Kategorien zu generieren, die selbst keine Verbindungen zu 
Textsegmenten mehr aufweisen, sondern auf anderen Kategorien aufbauen. 
Das hierbei entstehende kategoriale Netzwerk, das sich als Graph repräsentie-
ren läßt (dessen Knoten die Textsegmente, Kodekategorien und Memos dar-
stellen und dessen Kanten die vom Benutzer definierten Verknüpfungen, s.o.) 
stellt dann die formale Abbildung der entstehenden "empirisch begründeten" 
Theorie dar. Gleichzeitig kann es dann für "pfadorientierte" Retrievalvorgänge 
genutzt werden, bei der die Suche nach Textsegmenten entlang des Pfades der 
vom Benutzer defiruerten Verknüpfungen erfolgt. Vor allem die Möglichkeit, 
Textsegmente direkt über "Hyperlinks" miteinander zu verknüpfen, eröffnet 
dabei Möglichkeiten der Analyse, wie sie mit konventionellen manuellen Me-
thoden nicht gegeben sind, wie DEY (EDINBURGH) verdeutlichte. Die entschei-
dende Frage bleibt dabei jedoch, welchen empirischen, logischen oder theoreti-
schen Charakter die vom Benutzer definierten "links" zwischen den einzelnen 
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Elementen der Datenbasis besitzen. Dieser Charakter kann im Rahmen dieser 
Auswertungsmethodik nur vom Nutzer selber festgelegt werden. Das Textana-
lysesystem ATLAS/TI (dessen Entwickler sich eng an der von Glaser, Strauss 
und Corbin entwickelten Methodologie empirisch begründeter Theoriebildung 
orientieren) und das filr Macintosh-Computer verfügbare Programm HYPERSOFr 
enthalten deswegen Funktionen, mit deren Hilfe die Benutzer die logische Na-
tur der von ihnen festgelegten Verknüpfungen bezeichnen können. 
3.3.3 ModeUe hypothesenüberpriifender Datenauswertung 
Einen grundsätzlich anderen Weg gehen Entwickler von Modellen hypothesen-
pril/ender Datenauswertungen, um Verbindungen zwischen Textsegmenten 
und KOdekategorien zu entwickeln: während bei der eben dargestellten theo-
riekonstruktiven Analysestrategie die Verbindungen zwischen verschiedenen 
Kodekategorien bzw. zwischen unterschiedlichen Textsegmenten vom Benutzer 
selbst nach Maßgabe bestimmter theoretischer Überlegungen hergestellt wer-
den, wird bei hypothesenprüfenden P.uswertungsverfahren versucht, formale 
Merkmale der Datenbasis zu nutzen, um "links" zu finden. Hierbei werden die 
weiter oben bereits dargestellten Techniken des Retrievals von Kodemustern 
und Kodesequenzen genutzt, um theoretisch postulierte Zusammenhänge 
(=Hypothesen) zu prüfen. Diese werden als eine Verbindung zwischen Kodeka-
tegorien operationalisiert. Danach wird die Datenbasis nach Evidenz und Ge-
genevidenz ffIT den postulierten Zusammenhang durchsucht, indem alle Text-
stellen gesucht werden, in denen sich Textsegmente überschneiden, die mit 
den betreffenden Kategorien kodiert wurden oder in denen solche Textseg-
mente in einer bestimmten, zuvor definierten maximalen Distanz voneinander 
auftauchen. Eine solche Analysestrategie steht in starkem Kontrast zu de-
skriptiven und theoriegenerierenden Verfahren, weil hierbei der Kodeplan be-
reits ex ante ein bestimmtes theoretisches Reifestadium erreicht haben muß. 
Die verwendeten Kodekategorien müssen nämlich so beschaffen sein, daß ihr 
gemeinsames Auftreten als ein sinnvoller Indikator für einen Zusammenhang 
gewertet werden kann. Solche stärker deduktiv orientierten Auswertungsmo-
delle w-ürden vün MN SHELLEY (NEW YORK) und GÜNTER HUBER (TÜBINGEN) vorge-
stellt. Kritische Fragen an die Referenten bezogen sich hierbei auf das Problem, 
inwieweit das gemeinsame Auftreten von kodierten Textsegmenten bereits für 
sich genommen als Beleg für eine Hypothese dienen kann. Besonders Shelley 
verstand ihr Vorgehen allerdings nicht als eine hypothetiko-deduktive Strategie 
in der Art statistischer Tests, sondern als eine Auswertungsmethodik, bei der 









Hypothesenprüfung wechselt. Die Tatsache, daß bestimmte Textsegmente in 
einer vorher definierten Distanz zueinander auftauchen, soll dabei nicht als 
eine Verifikation oder Falsifikation für eine Hypothese dienen. Vielmehr soll die 
interpretative Analyse der hierzu gehörigen Textsegmente als eine Vorausset-
zung für einen neuen Schritt induktiver Hypothesengenerierung dienen. Hier-
bei stellt die Hypothesenprüfung keine Übertragung des Konzeptes des statisti-
schen Hypothesentestes auf die qualitative Forschung dar, sondern bildet sel-
ber einen Teil einer Methodologie der Theorienkonstruktion, welche Schritte der 
Hypothesenprüfung mit beinhaltet. Insgesamt bleibt zu konstatieren, daß die 
dargestellten Verfahren der Hypothesenprüfung insgesamt methodologisch 
noch wenig entwickelt sind und deshalb noch zahlreiche Schwächen aufwei-
sen, jedoch einen vielversprechenden Ansatz darstellen, um qualitative Metho-
den mit einer traditionellen "Logik der Forschung", wie sie das hypothetiko-
deduktive Paradigma darstellt, zu verbinden, indem systematische Verfahren 
der Hypothesenüberprüfung stärker einbezogen werden. 
3.3.4 Modelle quantitativ orientierter Datenauswertung 
Eine Integration qualitativer und quantitativer Ansätze, gar eine Versöhnung 
der "verfeindeten Lager" wird von einigen Forschungsgruppen aus dem Bereich 
quantitativer Forschung angestrebt. Hierbei geht es vor allem darum, Ull-
strukturiertes, qualitatives Material (bspw. offene Fragen in halbstandardi-
sierten Interviews) in einem ersten Schritt der Analyse durch die Generierung 
angemessener Kategorien zu kodieren und anschließend diese Kodekategorien 
als Grundlage für eine mtutivariate Auswertung des Datemnaterials zu benut-
zen. Hierdurch sollen die Vorteile qualitativer Analyse, die die Verwendung 
wenig strukturierten Materials erlaubt, mit der den statistischen Verfahren 
eigenen Vorzügen an Systematik und Kontrolliertheit des Vorgehens verbunden 
werden. 
Die von MATTES (FRANKFURT), ROLLER (BERLIN) und ECKERT (FREIBURG) vorgestellte 
hermeneutisch-klassifikatorische Inhaltsanalyse lehnt sich dabei an Methoden 
der traditionellen I:rl.haltS3..."t1alyse an, die allerdings zu einer Me"LlJ.ode der 
"Netzwerkanalyse" weiterentwickelt wurden. Ziel ist es dabei, durch die Be-
rechnung von Korrelationen zwischen bestimmten Begriffen Argumentations-
muster in ihrer Bedeutsamkeit zu erfassen. Das statistische Urmaterial für die 
quantitative Datananalyse ist jedoch nicht, wie bei der klassischen Inhalts-
analyse, das sprachliche Material in den untersuchten Dokumenten, sondern 
jene Kategorien, mit denen dieses Material von den Untersuchern kodiert wird. 
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Von besonderer Bedeutung hierbei 1st natürlich die Reliabilität des entwickel-
ten Kodierplans, die bei diesem Verfahren durch ein Vorgehen gesichert wer-
den soll, das sich an die von ULRICH OEVERMANN vorgeschlagene diskursive Vall-
dierung anlehnt. 
Während bei der klassifikatorisch-hermeneutischen Inhaltsanalye die Quantifi-
zierung auf der Ebene von Textsegmenten erfolgt, um die Häufigkeit von Argu-
mentationsmustern in einem bestimmten Text zu berechnen, schlägt KUCKARTZ 
(BERLIN) ein fallorientiertes Vorgehen vor, bei dem auf der Ebene eines Doku-
mentes Variablen neu gebildet werden. Der erste Schritt der Analyse verläuft 
hierbei nach der klassischen Methode der Kodierung und des Retrievals. Der 
Thcemenvergleich, der anhand der herausgesuchten Textsegmente vorgenom-
men wird, dient im folgenden Schritt der Definition von dichotomen oder poly-
chotomen Variablen, wobei jedem Fall eine bestimmte Merkmalsausprägung 
zugeordnet wird. Die anschließende statistische Auswertung dient der Erstel-
lung von Typologien, wobei Verfahren der exploratorischen multivariaten Da-
tenanalyse (Clusteranalyse) zum Einsatz gelangen. Ein ähnliches Modell zur 
Datenanalyse wurde auch von HARTUNG und IRMERT (LEIPZIG) vorgeschlagen. Hier 
wurde die KodJerung der jallbezogenen Variablen allerdings nicht auf der 
Grundlage der zuvor erfolgten qualitativen Kodierung und des Retrievals vor-
r-
f' 
genommen, sondern auf der Basis eines ex ante formulierten Kategoriensche- I 
mas. Dieses Verfahren soll es ermöglichen, auch mit qualitativen Erhebungs-
verfahren umfangreiche Stichproben (n > 300) zu bearbeiten. Die Auswertung r : 
erfolgt dann allerdings weitgehend quantifizierend. 
3.4 Integration quantitativer und qualitativer Forschungsmethoden 
Mit der Venvendung quantitativer Auswertungsstrategien im Rahmen compu-
terunterstützter qualitativer Analyse stellt sich die Frage nach den methodolo-
gischen Implikationen einer solchen Methodenintegration. Eine Verbindung 
quantitativer und qualitativer Auswertungsschritte wird bereits seit längerem 
in der Methodenliteratur unter den Stichworten "Triangulation" oder "mixed 
methods approach" (vgl. FIELDING, FIELDING 1986, BRYMA_N 1988) diskutiert. Me-
thodenintegration soll dabei die spezifischen Erkel111tnisprobleme und metho-
dologischen Schwachstellen des jeweiligen Forschungsparadigmas ausgleichen 
helfen. 
In seinem Einführungsreferat in den Themenkreis plädierte TOM RrCHARDS 





Wittgenstein, Popper, Davidson und Quine - dezidiert für eine einheitswissen-
schaftliche Position: sowohl quantitative als auch qualitative Forschungsme-
thoden unterlägen grundsätzlich den gleichen gualitätsanforderungen. Dabei 
wies er vor allem darauf hin, daß qualitative Methoden auch in bedeutsamen 
Gebieten der Naturwissenschaften, bspw. der Biologie, einen weiten Anwen-
dungsbereich hätten. Das Datenmaterial, das die Grundlage sozialwissen-
schaftlicher Forschung bildet, kann und muß, so Richards, legitimerweise mit 
qualitativen und quantitativen Forschungsinstrumenten gleichermaßen bear-
beitet werden, soweit die Voraussetzungen für den Einsatz der angewandten 
Methoden (bspw. Verteilungsannalunen bei bestimmten parametrischen Tests) 
erfüllt seien. Im Verlauf der Diskussion wurde die von Richards vertretene ein-
heitswissenschaftliche Perspektive zwar gewürdigt, gleichzeitig jedoch auf die 
zahlreichen theoretischen und methodologischen Probleme verwiesen, die sich 
hiermit in der Forschungspraxis verbinden, wie z.B. die unterschiedlichen Ziel-
setzungen theoriegenerierender vs. hypothesentestender Methodologien, die 
Tatsache, daß unterschiedliche Methoden jeweils verschiedene Erkenntnisge-
genstände konstituieren, oder der Umstand, daß den verschiedenen methodo-
logisehen Ansätzen teilweise miteinander inkompatible inhaltliche (Handlungs-) 
theorien zugrundeliegen. 
In seinem Referat formulierte PADILLA (PHOENIX) eine methodendualistische Ge-
genposition zu RICHARDS' Konzept. Hierbei unterscheidet er zwei grundsätzlich 
verschiedene Modelle der Methodenintegration bzw. "Triangulation": die 
"Vollständigkeitsstrategie" und die "Konvergenzstrategie". Die Vollständigkeits-
strategie, deren Ziel darin bestünde, durch die Kombination von Methoden ein 
möglichst vollständiges Bild der untersuchten Realität zu erhalten, weist Pa-
dilla zurück. Hierbei fände eine unzuverlässige Vermischung von Forschungs-
strategien statt, denen je\veils inkompatible Wissenschafts- und Gesell-
schaftstheorien zugrundelägen - eine Vermischung, die unkontrollierbare Sei-
teneffekte auslösen könnte. Demgegenüber plädiert Padilla für einen Vergleich 
von Forschungsergebnissen, die auf der Grundlage unterschiedlicher Metho-
dentraditionen gewonnen wurden. Bei dieser, von ihm "Paradigmentriangu-
lation" genannten Strategie stellt die Konvergenz verschiedener Forschungser-
gebnisse ein Kriterium dar, um die Validität der Ergebnisse zu prüfen. 
Die Vorstellung, daß sich Ergebnisse, die durch die Anwendung verschiedener 
Methoden gewonnen werden, gegenseitig validieren könnten, wurde von PREIN 
(BREMEN) in seinem Vortrag problematisiert: wie er anhand von Forschungser-
gebnissen des Sonderforschungsbereichs 186 in Bremen aufzeigen konnte, 
konvergierten solche Ergebnisse oft deswegen nicht miteinander, weil die je-
weils unterschiedlichen Methoden einen verschiedenen Erkenntnisgegenstand 
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konstituierten: in der Soziologie bspw. auf der einen Seite objektive Merkmale 
sozialer Struktur, die quantitativerfaßbar seien, und auf der anderen Seite die 
subjektiven Sichtweisen und Deutungsmuster der Akteure, die mit qualitativen 
Methoden untersucht werden müßten. Prein plädierte damit im gewissen Sinne 
für das von Padilla kritisierte Vollständigkeitstheorem: die gleichzeitige Anwen-
dung qualitativer und quantitativer Methoden könnte zu unterschiedlichen Er-
gebnissen führen, die jedoch sämtlich richtig seien, weil sie komplementäre 
Aspekte des Untersuchungsgegenstandes erfaßten. Deshalb müßten Ergeb-
nisse einer qualitativen Studie, die solchen einer quantitativen Untersuchung 
widersprächen (oder vice versal nicht von vornherein nur als Falsifikatoren 
verstanden werden, sondern gleichermaßen als Heuristiken der Theoriebildung, 
die auf Aspekte des Untersuchungsgegenstandes aufmerksam machten, die 







4. Zusammenfassender Überblick 
Die Verwendung EDV-gestützter Techniken der Datenverwaltung und Daten-
auswertung kann einen weitgehenden methodologischen Einfluß auf den qua-
litativen Forschungsprozeß entfalten. Dies bezieht sich vor allem auf die Syste-
matik und die Kontrolliertheit der Datenauswertung und damit auch auf die 
Validität und Zuverlässigkeit der auf der Basis qualitativer Daten formulierten 
Schlußfolgerungen. Gleichzeitig eröffnen sich hiermit Möglichkeiten der 
Integration quantitativer Auswertungsstrategien in ein qualitatives Untersu-
chungsdesign. Demgegenüber fällt der forschungsökonornische Gewinn Weni-
ger deutlich aus, da die für eine EDV-gestützte Auswertung notwendige Kodie-
rung des Datenmaterials und die Speicherung der Kodes erhebliche zeitliche 
und personelle Ressourcen binden. Diesem Umstand steht als Aktivum aller-
dings eine erhebliche Ausweitung der Auswertungsmöglichkeiten gegenüber. 
Obwohl die Verwendung EDV-gestützter Techniken die Methodologie der Da-
tenauswertung auf die Verwendung von Kodierungs- und Retrievalfunktionen 
festlegt bzw. einschränkt, haben sich bis in die jüngste Zeit geäußerte Be-
fürchtungen kaum bewahrheitet: Solche Verfahren führen nur selten dazu, 
daß Forscher unreflektiert ihre eigenen Auswertungsmethoden den techni-
schen Werkzeugen anpassen. Viehnehr zeigen Nutzer in der Regel sehr viel 
Phantasie dabei, vorhandene Technologien flexibel zu nutzen und ihren eige-
nen methodischen und theoretischen Zielen anzupassen. Dieser Umstand wird 
durch die Tatsache erleichtert, daß die große Verschiedenartigkeit EDV-
gestützter Auswertungsmethoden eine zunehmend größere Anzahl von EDV-ge-
stützten Techniken bzw. Sojtwareprogrammen gegenübersteht. Die vorhandene 
Methodenvielfalt entspricht dabei der tatsächlichen Heterogenität theoretischer 
Ansätze in der qualitativen Sozialforschung: von deskriptiv vorgehenden Ver-
fahren aus dem Kontext phänomenologischer Soziologie über theoriekonstruk-
tive Methodologien in der Tradition der Chicagoer Schule bis hin zu solchen 
Methoden qualitativer Datenauswertung, die einem hypothetiko-deduktiven 
Modell des Forschungshandelns verpflichtet sind. Es ist davon auszugehen, 
daß EDV-gestützte Verfahren qualitativer Analyse in Zukunft zunehmend diese 
Vielfalt abbilden und gleichzeitig auf technisch innovative Weise methodische 
und methodologische Fortschritte anregen, welche einem Grundanliegen seriö-
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