We consider the asymmetric simple exclusion process with a driven tagged particle on Z which has a negative drift, and show that the tagged particle can have a positive speed when it jumps more slowly than the other particles. Coupling arguments are used.
Introduction
The simple exclusion process (SEP) on the lattice Z d with a driven tagged particle can be formally described as: a collection of red particles and a tagged green particle perform continuous random walks on the lattice Z d with the exclusion rule. There is at most one particle at each site. Red particles have independent exponential clocks with rates λ = z p(z). When a clock rings, the particle at site x jumps to a vacant site x + z with probability
p(·) λ
; the jump is suppressed if the site x + z is occupied. The green tagged particle follows similar rules, but it has different jump rates q(·). We would like to study the long-time behavior of the displacement X t of the tagged particle.
The bahavior of the tagged particle is mostly studied when p(·) = q(·). It is well known that the environment process ξ t viewed from the tagged particle is a Markov process. The Bernouli measures µ ρ with parameters ρ (0 ≤ ρ ≤ 1) are known to be invariant and ergodic for the environment process. As a consequence, the speed of the tagged particle can be computed explicitly as (1 − ρ) z z · q(z). For details, see Chapter III.4 [Li] . The fluctuation of X t has also been investigated in this case when p(·) = q(·). Particularly, when d = 1, p(·) is nearest-neighbor symmetric, Arratia [Ar] showed the displacement of the tagged particle follows a central limit theorem with an unusual scale t 1/4 starting from a Bernoulli initial measure µ ρ . Kipnis and Varadhan [KV] showed a central limit theorem for the displacement X t in the other general cases when d is arbitrary, and p(·) = q(·), symmetric. The method they used is to study the additive functionals of reversible Markov processes, and this method has also been extended to asymmetric models: the mean-zero asymmetric case by Varadhan [Va] , and the non-mean-zero asymmetric case in dimension d ≥ 3 by Sethuraman, Varadhan and Yau [SVY] . For the case where asymmetric, non-mean-zero p(·) = q(·) and d ≤ 2, the only case studied is the nearest-neighbor case in dimension d = 1 by Kipnis [Ki] . The case where d = 1, p(·) = q(·) are nearest-neighbor is special. Particles are trapped and orders are preserved. The gaps between the particle follow a zero-range process. The displacement X t can be considered jointly with the current across the bond 0 and 1. On the other hand, for symmetric jump rates p(·), the stirring process can be used to construct the SSEP. With these considerations, one can study the density fields and apply some hydrodynamic limit results. In the symmetric case, other than the result by Arratia [Ar] , Jara and Landim in [JL] showed a central limit theorem for the tagged particle starting from a non-equilibrium measure; Sethuraman and Varadhan in [SV] showed a large deviation principle for the current and displacement X t for a more general class of initial measures. In the asymmetric case, Ferrari and Fontes [FF] , and Goncalves [Go] reproved the result by Kipnis [Ki] by either showing a more detailed decomposition of X t or using results on density fields.
However, when jump rates p(·), q(·) are different, the behavior of the displacement X t is less understood. When dimension d = 1, p(·) is symmetric and p(·), q(·) are nearest-neighbor, Landim, Olla and Volchan [LOV] studied the zero-range process and applied hydrodynamic limit results to prove that the displacement X t grows as t and there is an Einstein relation for X t . In [LOV] , they conjectured that X t grows linearly in t when the mean z z ·q(z) is positive and p(·) is non-nearest neighbor in d = 1 or general in d ≥ 2. This conjecture is verified when d ≥ 3 and p(·) is symmetric and remains open for most of the other cases. By applying transient estimates from [SVY] , Loulakis [Lo] characterized some invariant measure for the environment process and showed the displacement X t grows linear in t with a corresponding Einstein relation. However, the speed of the tagged particle is still unknown because the lack of uniqueness of invariant measure for the environment process. In general, it is hard to compute the invariant measure for the environment process due to the break of symmetry, and it is also hard to determine the speed of a tagged particle and its sign.
In this paper, we will consider the case where d = 1 and p(·) is non-nearest neighbor and asymmetric with positive mean z · p(z) > 0. We would show the displacement of X t can have a speed by characterizing some nontrivial invariant measure for the environment process in dimension d = 1. We would when q(·) is small, the speed of the tagged particle can be positive even when q(·) has a negative mean. Some mild assumptions would also be made in the next section.
Notation, Assumptions and Results
A configuration ξ(·) on Z\{0} indicates which sites are occupied relative to the tagged particle: ξ(x) = 1 if site x is occupied, and ξ(x) = 0 otherwise. The collection of all configurations X = {0, 1}
Z\{0} forms a natural state space for the stochastic process ξ t . Local functions on Z \ {0} are functions defined on X and each function only depends on finitely many ξ(x). We will use C to denote the space of local functions on Z \ {0} and M 1 to denote the space of probability measures on X. Examples of local functions are ξ x and ξ A :
The process ξ t starting from any initial configuration in X is a well-defined Markov process. It is described by its generator L = L ex + L sh on local functions, and the action of L on any local function f is given by:
where ξ x,y represents the configuration after exchanging particles at site x and y of ξ,
and θ z ξ represents the configuration shifted by −z unit due to the jump of the tagged particle to an empty site at z,
We can then havev as the weak limit of a subsequence of the means of empirical measures ν T n . It is an invariant measure by Theorem B7 [Li] .
Let F t := σ(ξ s : s ≤ t ) and let N t be the net number of the red particles moving from the left of the tagged particle to the right up to time t (or the integrated current via bond (-1,1)). Since the tagged particle has nearest-neighbor jumps, the jumps of tagged particle do not affect N t and N t is the difference of two numbers:
, and L t has jump rates
. An application of Ito's Formula, and uniform integrability, we can obtain the following result:
Lemma 3.1 Let jump rates p(·) satisfy assumption A1. For a sequence of T n ↑ ∞,ν = lim n→∞ ν T n is invariant. It has an estimate:
we also have
PROOF: By Ito's formula for jump processes, we write
Taking expectation with respect to ν 0 , we obtain
Passing through the weak limit, we get the Equation (3.2). 
PROOF: It is almost the same as that of lemma 3.1. We notice that r t − q(−1)
η,q -martingales, and that the left hand side of (3.2) can be written as
From the estimate (3.6) in Lemma 3.2, we can get a positive mean for the displacement when the tagged particle has almost symmetric jump rates, that is, q(1) − q(−1) is small, and when C 0 is positive. For the next three sections, we will show how to get a positive C 0 with (3.3) in Lemma 3.1 and 3.2.
An Error Estimate and Couplings of Particles on Z
The main result of this section is Theorem 4.2, which gives an estimate of
proof relies on couplings of two auxiliary processes. We will introduce some notions, and show the proof at the end of this section. We can view the environment process ξ t of the asymmetric simple exclusion with a tagged particle in another way. We can label all red particles according to the initial configuration in an ascending order, and track their relative positions with respect to the tagged particle.
Starting from an initial configuration ξ with infinitely many particles on both sides of zero, we label particles with their initial positions as
When there are finitely many particles to the right or the left of zero, it is also convenient for us to add particles at +∞ and −∞, and therefore, we would enlarge the state space toX = (Z {−∞, ∞}) Z .
For example, for the step measure µ 1,0 , we can label particles as:
The auxiliary process X t is also a Markov process with a generatorL starting from any initial configuration X 0 ∈X satisfying condition (4.1). There are also two types of jumps for the auxiliary process, compared to jumps (2.4) and (2.5). The first occurs when the i-th particle jumps to a target
Figure 2: Tagged Particle Jumps -2 Units site X i + z; the second occurs when the tagged particle jumps to target site z is empty. Let T i ,z X and Θ z X represent the configurations after these two jumps respectively. We can see two types of jumps in Figure 1 and Figure 2 . Denote the index of the right most particle to the left of site X i + z by I i ,z ( X ). We have, whenever positive jumps are possible, z > 0,
and the conditions for two types of jumps are A i ,z = {X i + z ∉ X ∪ {0}}, and B z = {z ∉ X }, respectively. Here we also think X as a subset of Z (instead of Z ∪ {−∞, ∞}).
Remark 3 For negative jumps z < 0, we can think of the dynamic by reversing the lattice Z. That is, with a change of variable, Y
For z = 0, we take T i ,0 as the identity map.
Therefore, we can write down the generatorL for the auxiliary process X t by its action on local functions F : Z Z → R (F ( X ) also depends on a finite set {X i }) as:
The transition rates p(x, y) = p(y − x) if x, y = 0, ±∞, and p(x, y) = 0 else. For couplings, we would also consider two other versions of auxiliary processes, when shifts of labels are involved. Let S z X represents the configuration after shifting labels by z,
Figure 3: Tagged Particle Jumps -2 Units with Labels Shifted
In addition to shifting configurations when a tagged particle jumps, we can also shift labels after shifting the configurations. See Figure 3 . We obtain the first version by adding a shift of labels by z after the tagged particle has a right jump with z units, that is,
Similarly, we can have the second version by shifting labels after the tagged particle takes a left jump.L
We will use X t = ( X 0 ,G, p, q) to denote the auxiliary process with X 0 as the initial configuration, and generator G. Particularly, G is one of the forms (4.7),(4.9), and (4.10) with p, q as parameters. And we use P ( X 0 ,G,p,q) or P X t to denote the corresponding probability measure on the space of cádlág paths onX. X 0 can also be random.
There is a natural partial order on the setX:
With this partial order,we can define that two auxiliary processes
are coupled by stochastic ordering.
Definition 4.1 Two auxiliary proccesses X t and Y t are coupled, denoted as X t Y t , if there exists a joint process Z t = ( W t , V t ), with a joint generator Ω on space of local functions F
:X ×X → R, such that 1. W t ≥ V t , P Z t − a.s.
Z t has marginals as X t and Y t . That is, for any local functions F
Our main step towards Theorem 4.2 is the existence of couplings of auxiliary processes. The construction of the couplings is done in Appendix A. 
Above two couplings provide a lower bound and an upper bound of
tively, and we can estimate the error by the number of jumps of the tagged particle.
Theorem 4.2 Let p(·) satisfies assumption A2, and the tagged particle takes nearest-neighbor jumps, with rates q(−1), q(1). For any (deterministic) initial configuration ξ, and any t ≥ 0,
PROOF: For any non-zero configuration ξ in X, we can label the particles as
and equality occurs if both sides are ∞ or −∞. By Theorem 4.1, from the same initial configuration, we have two couplings,
Therefore, we get, under some joint distributions,
On the other hand, when q(·) is nearest-neighbor, jumps of tagged particle do not move particles between positive and negative axes, unless followed by shifts of labels. See Figure 4 . We get an identity for the process X t ,
The left side represents the number of labeled particles starting from negative axis and ending at positive axis at time t. We can decompose the number by looking at three sources: jumps of red
Figure 4: Tagged Particle Jumps 1 Unit with Labels Shifted particles, right jumps of the tagged particle and left jumps of the tagged particle. There are two similar identities for processes
Combining above five expressions, noticing that N X (t ), R X (t ), L X (t ) are the same as N t ,r t ,and l t in equation (3.1), Lemma 3.1, and taking expectations under some joint distributions, we get 18) which are sufficient for (4.14).
Remark 4 
From the coupling, we can use Kingman's Subadditive Ergodic
Theorem to show the convergence of N t /t when the initial measure is the step measure µ 1,0 , and the tagged particle does not move, q = 0:
3. From the coupling and the second result, we can use some martingale arguments to get a lower bound similar to (3.6) for the displacement of a tagged particle, when the initial meausre is the step measure µ 1,0 , and q(·) is nearest-neighbor,
where C 1 is from the second result,
Non-zero Current in ASEP with a Blockage at a Site
Let p(x, y) be jump rates for a continuous random walk on Z with the followings:
for all k, and a strict inequality holds for some k.
3. p(·, ·) has a finite jump range R > 1:
We will consider a process, the ASEP on lattice Z with a blockage at the origin, and quantities currents C i , j across bond (i , j ).
The ASEP on lattice Z with a blockage at the origin has a generator L defined as
Assume the initial configuration is the step measure µ 1,0 for the rest of this section. The current C i , j across bond (i , j ) is defined as:
Theorem 5.2 is the main result for the next two sections. Before its proof, we shall see some lemmas on invariant measures with respect to L, and currents C i , j . The first lemma says the mean of current C x,x+1 is constant in x with respect to an invariant measure. PROOF: The change of density at site x is due to the difference between currents across bonds (x−1, x) and (x, x + 1). Computing Lη x for x = −1, 0, 1, we get
We show the first one, and the rest two are similar:
On the other hand,
The third line is because interchanging i and j results in a change of sign. Taking expectation with respect toν, we get (5.3). Consider translation operators τ i on the state space
We also define translations on local functions f and on measures ν by
The second lemma says that any weak limit ν * of the Cesàro means ofν under translation is a mixture of Bernoulli measures µ ρ , 0 ≤ ρ ≤ 1. 
where L 0 is translational invariant, and it acts on f by 
Also, asν is invariant with respect to L and L 0 τ i = τ i L 0 ,we can compare (2.3) with (5.9) and get,
Taking limits as n k → ∞, we get (5.7) and (5.10). The third lemma says if an invariant measureν has a current with mean 0 and some weak limit ν * of its Cesàro means under translation is a Bernoulli measure µ 0 with density 0, the densities of positive sites are identically 0 forv. PROOF: We will divide the proof into 3 steps.
Lemma 5.3 Letv be an invariant measure with respect to the generator L, and ν

S1. Define a quantity G I : With identities p(x, y) = p(y, x)+p(x, y)−p(y, x) and η
Therefore, by Lemma 5.1, we have, for large i ≥ R, 〈ν,C i ,i +1 〉 = 0, and
We shall denote the left hand side and right hand side as LH i and R H i respectively. We can further write
where G i is defined for i ≥ R as
and A is a row vector with 2R − 1 positive entries
, and v i is a column vector with nonnegative bounded entries 〈ν, η i + j 〉 j .
S2. Convergence of (G
By (5.11), R H i ≥ 0. Summing i from I to N , we get,
which is increasing in N , and bounded. Therefore, it has a limit as N goes to infinity, which also implies the convergence of (G N ). PROOF: See the proof of Corollary 6.1. Theorem 5.2 is the main result of these two sections. It says the current across sites -1 and 1 is strictly positive for the ASEP on Z when the initial measure is the step measure µ 1,0 . We will prove it by contradiction. 
PROOF: Since the initial configuration is concentrated on η 0 with η 0 (x) = 1, x < 0 and η 0 (x) = 0, x > 0. Let N t be the number of particles jumping across bond (-1,1). Then N t ≥ 0, and
≥ 0 for any t > 0, and lim inf t →∞ 〈ν t ,C −1,1 〉 ≥ 0.
Suppose C 1 = 0, by tightness, there is an invariant measureν with a zero current 〈ν,C −1,1 〉 = 0. By Lemma 5.1, 〈ν,C x,x+1 〉 = 0, for x ≥ R. We have
Then, for any weak limit ν
On the other hand, by Lemma 5.2, ν * is a mixture of Bernoulli measures ν 
ASEP on Half Line with Creation and Destruction
To show Theorem 5.1, we will consider an auxiliary process: the ASEP on the half line with creation and destruction. This model has a long history and was studied by Liggett in [Li75] and [Li77] . In this section, we will use some results from [Li75] and [Li77] to show the estimate (5.16) in Theorem 5.1. We first describe the ASEP on the half line with only creation formally as follows. Particles are performing asymmetric simple exclusions on half line [1, ∞) with jump rates p(x, y) = p(y − x). If a positive site y > 0 is vacant, a particle is created at y with rates x≤0 p(y − x). Also, no particles are allowed to jump out of the positive half line. Clearly, if we consider the ASEP on Z with an immediate creation of particles on (−∞, 0] when sites are vacant, we get exacly the same dynamic on positive sites.
The first lemma connects the ASEP with a blockage at a site with the ASEP on the half line with creation. Let P be the probability of the ASEP with a blockage at site 0, and Q be the probability of the ASEP on the half line with creation. Also, denote the configurations at time t as η t and ζ t respectively. 
(6.1) PROOF: Let R be the range of jump rates p(·) at the beginning of section 5. We can view holes and particles in the ASEP with blockage as three classes of particles, and we use 1,2, and 3 to denote each class:
a. Particles are always labeled as first class particles.
b. A hole becomes a second class particle whenever it visits or starts from a site on (−∞, R].
c. A hole which never visits sites on (−∞, R] is labeled as a third class particle.
It is easy to see, particles with smaller number has priority to jump over particles with larger number. Denote the process with three classes of particles byP , and denote the configuration at time t by ξ t . See Figure 5 for an example. In this example, ξ 0 is the initial configuration, ξ t 1 is the configuration after a (first class) particle jumps from −1 to 1 and a (second class) particle jumps from 2 to 3, and ξ t 2 is a configuration at a general time t 2 . Identifying the first class particles inP as standard particles in P, we havẽ
On the other hand, the dynamic of the third class particles are the same as the dynamic of holes in the Q-process. By the inclusion-exclusion principle, we have for any subset B ⊂ A,
As a consequence of (6.2) and (6.3),
By the above lemma, we can study the asymptotic behavior of the ASEP on half line with only creation. The main theorem of this section is Theorem 6.1. The proof of Theorem 6.1 can be derived from results in [Li77] , with stochastic orderings (couplings). We start with some notions and results from [Li77] and [Li75] .
Consider a subset D m,n = {m, m + 1, . . . , n} ⊂ Z, the configuration space on D m,n X m,n = {0, 1} D m,n , and a probability measure v m,n on X m,n . We can extend v m,n to a measure on X −∞,∞ = {0, 1} Z by taking product measure. Let λ, ρ ∈ [0, 1], we can havê
where µ λ is a Bernoulli measure with density λ on X −∞,m−1 = {0, 1} {i :i <m} and µ ρ is a Bernoulli measure with density ρ on X n+1,∞ = {0, 1}
{i :i >n}
We also define partial orders on the space of configurations
and then we can define partial orders on the space of probability measures via stochastic ordering. For any monotone local function f (with respect to (6.6)),
We will consider the ASEP with creation and destruction on both a finite system and an infinite system. The former is a process on X m,n , with a generator
where
And the later is a process on X m,∞ , with a generator Ω λ m,∞ acts on a local function f by Below are results from [Li75] and [Li77] . 
where w = |k|≤R k p(k).
PROOF: The first part is proved in Theorem 2.4 and 2.13 in [Li75] . The second part is a consequence of the first part and Trotter-Kurts Convergence Theorem, see Proposition 2.2 in [Li75] . The third part is by the proof of Propositin 2.6 in [Li77] . It is a consequence of the monotonicity ofv m,n,λ,ρ in m, n and a direct computation of currents at two boundaries C m−1,m and C n,n+1 . The main theorem of this section says the ASEP on half line with creation has a limiting measure. When translated along the positive direction, the limiting measure converges to the Bernoulli measure µ 1 2 in the Cesàro sense. It is also the same as the limit of the Cesàro means ofv m;λ,ρ under translation:
On the other hand, the limit m(λ, ρ) is a mixture of Bernoulli measures, by similar arguments in Lemma 5.2. So we get an upper bound 1/4w for the current, Together with monotonicity in λ, ρ , we get for λ ≥ 1 2 ≥ ρ,
We can conclude the proof by letting λ = 1, ρ = 0, and identifying m t as the restriction of v 0,∞;1,0S 1 0,∞ (t ) on X 0,∞ . Taking weak limits, we will also get (6.14)
We prove Theorem 5.1 as a corollary of Theorem 6.1. PROOF: Consider some weak limitν of the means of the empirical measure for the P-process defined by (5.6). By (6.1) and (6.13), we have, for any A ⊂ Z + 〈ν,
Therefore, by (6.14) and (5.6),
We extend the inequality to any subset A of Z since v * is translational invariant by Lemma 5.2. 
As a consequence, by Lemma 3.2, there is an invariant measureν for the environment process ξ t , such that
where f (ξ) = q(−1)(1−ξ 1 )−q(1)(1−ξ −1 ). We can choose q(−1) > q(1), to obtain a strict positive lower bound.
On the other hand, the invariant measure for the environment process ξ t forms a closed convex compact set by tightness. There is an extremal point ν e which also satisfies above inequality
Particularly, ν e is ergodic with respect to the environment process.
Step2. The speed of the tagged particle is positive:
We can use Ito's formula to write the displacement of the tagged particle as
where M t is a martingale with quadratic variance of order t . As ν e is invariant and ergodic for the environment process ξ t , we apply Ergodic Theorem, and get
APPENDIX
A Existence of Couplings
The generators for the coupled process in Theorem 4.1 are long and consists of several parts. We shall first prove three lemmas. Particularly, Lemma A.3 is the main step towards the construction of the coupling. Firstly, we observe that these are jump processes. Because the generators are additive for the same type of G =L,L L , orL R , we can combine two pairs of coupled processes to obtain a new pair. 
. Then, the combined auxiliary processes are also coupled via the joint generator Ω = Ω 1 + Ω 2 that is:
And we can use either p(·) or p(·, ·) in this context.
PROOF: By assumption, the condition for the marginals is immediate from the forms of the generators (4.7) (4.9) and (4.10). We need to check the first condition.
By arguments in the proof of Theorem 2.5.2 [KL] , to show W t ≥ X t , we only need to show the closed set F 0 = {( X , Y ) : X ≥ Y } is an absorbing set:
This is also true because Ω 1 1 F 0 ≥ 0, and Ω 2 1 F 0 ≥ 0. and (A.1) follows by addition. Secondly, we observe four monotone functions in configuration space by comparing the configurations before and after the tagged particle jumps. See Figure 2 By (4.4) and (4.8),
Then it is easy to see the generator Ω 0,R would be enough, since under this generator, X is increasing while Y is constant.
Thirdly, we can see given X ≥ Y , whenever the i-th particle in Y jump by z > 0, we can move the i-th particle in X by z ′ ≥ 0, such that after relabeling, we still have the same ordering PROOF: We first describe how to find z ′ , and then prove by induction.
Step 1 Starting from labeling holes in Y between Y i and Y i + R as:
We can define z Step 2 We then show the base case for t = 1 works. The idea is to add a particle to an empty site s, and relabel all the particles to the left of the site. See Figure 8 for an example. if s ∈ X , we use convention K ( X , s) = X .
(a) if z
Then the generator Ω + on set X ≥ Y is given by:
The first line corresponds to the case in Lemma A.2 when both i-th particles in X and Y jump, while the second line corresponds to the case where only the i-th particle in X jumps. The rest is to check Ω + satisfies Definition 4.1. This is standard:
The initial configuration can always be chosen with W ≥ V almost surely and W
