Multifractal box counting analysis has been widely applied to study the scaling characteristics of grayscale images. Since bit depth is an important property of such images it is desirable know the impact of varying bit depths on the estimation of the generalized dimensions (D q ). We generated random geometrical multifractal grayscale fields, which were then transformed from double precision to 16, 13, and 8 bit depths. Digitized grayscale images of soil thin sections at 13 bit depth were also selected for study and transformed to 8 bit depth. The moment based box counting method was applied to evaluate the bit depth effects on D q . The partition functions for the multifractal fields became noticeably nonlinear on a log-log scale when q 0 as the bit depth decreased. This trend can be attributed to loss of grayscale details, changes in the local mass distribution, and the occurrence of zeros due to the bit depth transformation and data normalization processes. These effects were most pronounced for positively skewed multifractal fields, with a high proportion of extremely small mass fractions. As a result, the generalized dimensions estimated by linear regression were not always accurate, and an alternative method based on numerical derivatives was explored. The numerical method significantly improved the accuracy of the multifractal analyses; the maximum absolute difference between the analytical and numerically-derived estimates of D q was only 9.62 × 10 −3 . However, when ‡ Corresponding author.
INTRODUCTION
Multifractal box counting analysis is a powerful quantitative technique for characterizing the scaling behavior of heterogeneous data sets. Both spatial and temporal data can be analyzed using this approach. As a result, it has been employed in a wide variety of disciplines including, for example, remote sensing, 1 medical diagnoses, 2 soil science, 3 and material science. 4 In the spatial domain, multifractal box counting analyses are commonly performed on grayscale digital images, including X-ray medical images, 5 satellite imagery, 1 scanning electron microscopy (SEM) images 6 and other optical images. With such analyses, the accuracy of the estimated multifractal parameters relies upon the quality of the digital images.
Bit depth, which refers to the number of colors available to each pixel in a color image or the number of shades available in a grayscale image, is an important property of digital images. 7 This paper deals with grayscale images. The most common format for such images is 8 bit depth, meaning that a total of 2 8 = 256 grayscales are available to each pixel. Although this number may be sufficient for the naked eye, the details of heterogeneous images may be lost because of the limited number of shades of gray. Digital images of more than 8 bit depth are available nowadays, and the increased bit depth provides more shades of gray. However, the increase in bit depth sharply increases the file size of the image, and thus the computer processing time required. To choose an appropriate digital image format for analysis, it is important to know the effects of bit depth on the estimation of multifractal parameters.
The generalized dimensions (D q ) are commonly used to parameterize multifractal scaling. 8 However, it's not easy to calculate D q because of the limited resolution of digital images. 3 The method of moments, 9, 10 which is based on the box counting method, is a practical method to compute D q , and has been widely employed in a variety of studies. This method uses linear regression analysis to estimate D q from the slope of the log-log transformed partition function, χ(q, δ). When analyzing normalized grayscale fields, with pixel values ranging between zero and unity, the regression method has been shown to overestimate D q . 11 For such fields, the numerical differentiation method proposed by Perfect et al. 11 provides more accurate results than linear regression analysis.
To our knowledge, no studies have previously evaluated the effects of bit depth on the multifractal analysis of grayscale images. In this paper we first demonstrate the influence of bit depth on D q estimated from geometrical multifractals and natural images. We then investigate the improvement in accuracy obtained with the numerical differentiation method. Finally, we show how D q can be influenced by the choice of the box counting scale factor.
METHODS

Random Geometrical Multifractals
Random geometrical multifractals were constructed according to the algorithm of Perfect et al. 11 An initiator of unit length was divided into a grid of b 2 cells, where b is an integer scale factor > 1. Mass fractions, µ j 1 , were computed for the j 1 = 1 to b 2 cells of the grid according to the formula:
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where
is the truncated binomial probability 12 for getting j 1 "successes" in a b 2 grid when the selected probability is p, and (
) is the binomial coefficient. The resulting mass fractions were then randomly assigned to the b 2 cells of the first iteration (i = 1) grid or generator.
The generator was applied onto itself by repeating the above process for each of b 2 cells in the i = 1 grid. Thus, at i = 2 the grid contained j 2 = 1 to (b 2 ) 2 cells. The values of the corresponding mass fractions were calculated as:
and randomly assigned to those cells within the i = 1 subunits of the grid. Repetition of this multiplicative cascade to the ith iteration level produces a random multifractal Sierpinski carpet.
Analytical Generalized Dimensions
Analytical generalized dimensions for the random multifractal Sierpinski carpets were computed according to Perfect et al. 11 :
where D q is the Rényi or qth order generalized dimension, and q is any integer value between ±∞. When q = 1, the following expression was used:
where D 1 is the information or entropy dimension.
Multifractal Grayscale Fields
Grayscale fields were created from the random multifractal Sierpinski carpets by normalizing the mass fractions at the ith iteration level using the expression:
, where µ max = (µ 1 ) i and µ min = (µ b 2 ) i are the maximum and minimum mass fractions at the ith iteration level, respectively. As is usually done in digital image processing, the extreme values in each field, i.e., g j i = 0 and 1, were represented visually by black and white, respectively.
In this study, three random multifractal grayscale (RMG) fields, each containing (b i ) 2 = 1024 × 1024 cells were constructed by selecting b = 4 and p = 13, 14 or 15 in Eq. (1), and iterating the generator i = 5 times. It is important to note that each cell of each field contains a different value of g j i (i.e., 20 bits). All the fields were stored in IEEE standard double precision (64 bits), which was more than sufficient to accommodate all of the grayscale values present. The resulting high resolution grayscale fields are shown in Figs. 1(a)-1(c) .
Lower resolution RMG fields were obtained by degrading the grayscale values in the high resolution fields to 16, 13 and 8 bit depths, respectively. These transformations were performed in Matlab 7.0 using the formula: round (g j i × (2 bit − 1))/ (2 bit − 1), where "round" is a function that rounds the number in parentheses to the nearest integer, and bit = 16, 13 or 8 depending upon the desired resolution. Thus, although the fields all contain the same number of cells, there is a progressive reduction in the number of grayscale values represented. Selected statistical properties of the 12 RMG fields (3 p values × 4 bit depths) are listed in Table 1 .
Soil Thin Section Images
Undisturbed soil samples were obtained from the long-term tillage experiment station of Jilin Academy of Agricultural Sciences (42 • 57 N, 148 • 57 E), Gongzhuling City, Jilin Province, China. Soil thin sections of 0.03 mm thickness were then made following the methods described in Murphy. 13 Digital grayscale images of the soil thin sections were acquired at 13 bit depth under the same light intensity with a Nikon DS-Fi1 digital camera equipped on a Nikon Eclipse Lv100Pol polarized microscope. The dimensions of the resulting images were 2560 × 1920 pixels, with a pixel length of 1.9 µm. To avoid edge effects, and to be consistent with the RMG fields, the central part of each image was cropped to 1024 × 1024 pixels. The raw pixel values were normalized to give grayscale values between zero (black) and one (white).
Three soil thin section (STS) images showing different structural characteristics were selected for detailed study (see Figs. 1(d)-1(f)). A lower resolution version of each 13 bit depth image was obtained by rounding to 8 bit depth using the same procedure used to transform the RMG fields (see Sec. 2.3). The statistical moments of the six STS images (three soils × two bit depths) are given in Table 1 . 
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Empirical Generalized Dimensions
The method of moments was used to estimate empirical generalized dimensions for the RMG fields and STS images. Since the theory behind this box counting method has been described by other authors, 9,10 the calculation procedures are only briefly outlined here. The normalized grayscale values, g j i , were converted to probability density values, ρ j i , using the relationship
The resulting probability density fields were then subdivided into square grids with variable box lengths, δ = β j , where β is the box counting scale factor, and j is an integer value between zero and log β (b i ). In this study, β was set to either 4 (i.e.,
The probability density value of the kth box in a superimposed grid, ρ k (δ), was calculated as the sum of all the probability density values within that box. A weighted summation performed over all the boxes in a particular grid yielded the partition function of order q, i.e.
For a multifractal field, this partition function scales with the box length as:
where τ (q) is the mass exponent for q. Taking the logarithms of both sides of Eq. (6), linear regression analysis was used to estimate τ (q) from the slope of the best-fit line. The generalized dimensions, D q , were then calculated from τ (q) using the relationship:
For q = 1, D 1 was estimated directly from the slope of a linear regression analysis performed on
. This method for computing the empirical generalized dimensions will hereafter be referred to as the linear regression method.
Perfect et al. 11 proposed an alternative method to estimate τ (q) based on the following three point formula for an end point numerical derivative:
where y = log(χ(q,δ)), x = log(δ), and h is a finite difference corresponding to log(β j ) − log(β j−1 ) as j → log β (b i ). This numerical method was shown to improve the accuracy of empirical generalized dimensions estimated from normalized multifractal grayscale fields. Therefore, it was also included in the present study, and will subsequently be referred to as the numerical derivative method.
RESULTS AND DISCUSSION
Statistical Properties of the Grayscale Fields
The statistical properties of the grayscale fields were first examined in order to better understand differences in the empirical multifractal analyses. Bit depth had little effect on the moments of the RMG fields ( As indicated by the first moments in Table 1 , the three STS images selected for study also exhibited marked differences in mean whiteness. Furthermore, the third central moments of the STS images showed a similar shift from positive to negative skew with increasing mean whiteness. The higher order moments for the STS images were generally more sensitive to bit depth than was the case for the RMG fields ( Table 1 ). The histograms of the g j i values for the three STS images (Figs. 2(d) -2(f)) were much smoother and continuous compared to the frequency distributions for the RMG fields (Figs. 2(a)-2(c) ).
Generalized Dimensions Estimated by the Linear Regression Method
Selected log-log plots of the partition function versus box size for the RMG and STS fields are illustrated in Fig. 3 . When q 0, the log(χ(q,δ)) versus log(δ) relations were always linear regardless of the bit depth or image type, hence these results were not included in Fig. 3 .
Compared with the analytical relationship, a distinct underestimation of χ(q, δ) occurred with the empirical results for RMG #1 when q 0 ( Fig. 3(a) ). This underestimation was most pronounced as δ → 1, and increased as the bit depth decreased. The log(χ(q,δ)) versus log(δ) relations clearly deviate from linearity. Similar, albeit less pronounced, trends were observed in the case of RMG #2 (Fig. 3(b) ). Only slight deviations were observed for RMG #3 (Fig. 3(c) ), although the χ(q, δ) was overestimated at limited bit depths. In this study, only 13 and 8 bit depth images were available for the soil thin sections, and of course no analytical functions were available for these fields. Unlike the multifractal grayscale fields, virtually no differences in χ(q, δ) were observed between the 13 and 8 bit depth STS images when q 0. Since all three soils behaved similarly, only a single example is shown in Fig. 3(d) .
The results of the linear regression method applied to the log(χ(q,δ)) versus log(δ) relations are summarized in Table 2 . Despite nonlinearities in the log-transformed partition functions for some of the RMG fields, coefficients of determination (R 2 ) from the regression analyses were always ≥ 0.97 when β = b. The R 2 values for the STS images were always ≥ 0.99 regardless of bit depth or β value. This result, coupled with the observation that ∆D q > 0.40, suggests that these natural images can be considered, at least in a statistical sense, random multifractal grayscale fields. Generalized dimensions calculated from the slopes of the linear regression analyses showed similar trends to those observed with χ(q, δ) (Fig. 4) . For the multifractal fields, decreasing bit depth biased the estimates of D q as q became increasingly negative (Figs. 4(a)-4(c) ). The greatest effect of bit depth on D q was observed with the RMG #1 field. It is important to point out that the impact of bit depth of the estimation of D q appears to be much greater than the normalization effect reported by Perfect et al. 11 The bias introduced by normalization can be seen by comparing the double precision results with the analytical values in Figs. 4(a)-4(c) .
While bit depth had a significant effect on the estimation of generalized dimensions for RMG fields with low p values, estimates of D q for the natural grayscale images were almost the same for the 13 and 8 bit depths (Fig. 4(d) ). Root mean squared errors (RMSE's) between the 13 and 8 bit depth soil images (computed over the range q = −10 to +10) were 4.0 × 10 −5 , 4.6 × 10 −4 and 2.6 × 10 −4 for STS #1, #2 and #3, respectively. In contrast, corresponding RMSE's between the 13 and 8 bit depth multifractal fields were 0.29, 0.25 and 0.08 for RMG #1, #2 and #3, respectively.
Given the above observations, it is logical to ask the following questions: (1) what is the underlying cause of the bit depth effect, and (2) why does it impact the multifractal and natural grayscale fields differently? Processing the different RMG fields involves the transformation of data from double precision to more limited bit depths, as well as the normalization of data to between zero and one. Perfect et al. 11 have already examined the effects of normalization on the estimation of D q . In the present study, the deviations of the partition functions for the double precision RMG fields were caused solely by this normalization process. It is apparent from Figs. 3 and 4 , however, that deviations in D q due to limited bit depth can be much more pronounced.
The bit depth effect can be attributed to several interrelated factors. First, during the transformation of the data for the RMG fields from double precision to limited bit depths, several grayscales were binned together into a single value (e.g., 32 shades were binned into one shade when images of 13 bit depth were transformed to 8 bit depth). As a result the finer details of these shades were lost. Additionally, because of the heterogeneous nature of the spatial distributions, the rounding process can alter the local mass distribution. For example, the total mass fraction for the 4 × 4 pixels in the upper left corner of RMG #1 was 2.22859 × 10 −5 in double precision, but changed to 2.22858 × 10 −5 , 2.22851×10 −5 , and then to 2.22568×10 −5 in the 16, 13 and 8 bit depth fields, respectively. Furthermore, the transformation of data to limited bit depths has an exaggerated effect on the smallest g j i values. Such values can easily turn into zeros during the transformation, and thus impact the calculation of the partition function. From Eq. (5), it is clear that the partition function is very sensitive to very small values when q 0; the slightest changes to these values will cause distinctive alterations to the partition function. The above factors are intertwined and act together to introduce bias in the calculation of the partition function and generalized dimensions as bit depth is reduced.
Multifractal grayscale fields with positive skew appear to be particularly prone to the bit depth effect (see Table 1 and Figs. 3(a)-3(c) and  4(a)-4(c) ). This is because of the exceptionally high frequency of very small g j i values in such fields (Fig. 2(a) ). Histograms of the natural grayscale images also exhibited different shapes, with skewness shifting from positive to negative (Fig. 2(d)-2(f) ). However, the partition functions and generalized dimensions for these fields were not influenced by the bit depth transformation (see Table 1 and Figs. 3(d)-3(f) and 4(d)-4(f) ). This contrasting observation can be explained by the general absence of very small g j i values, even in those natural grayscale images exhibiting pronounced positive skew (compare Fig. 2(d)  with 2(a) ).
Generalized Dimensions Estimated by the Numerical Derivative Method
We have shown that limited bit depths can have a pronounced effect on the calculation of the partition function and generalized dimensions when the linear regression method is employed, even when applied to geometrical multifractal fields. The numerical derivative method proposed by Perfect et al. 11 was able to eliminate most of the errors introduced by the normalization process. This method was investigated in the present study to see if it could also reduce the bit depth effect. Figure 5 shows the resulting 1:1 relationship between the analytical generalized dimensions and their numerically derived counterparts for all of the RMG fields regardless of their p value or bit depth when β was set equal to b. The maximum absolute difference between the analytical and the numerically derived estimates of D q was 9.62 × 10 −3 , with a maximum RMSE of 5.80 × 10 −3 . The numerical derivative method clearly improved the accuracy of the empirical generalized dimensions, and effectively removed their dependence upon bit depth. This is because the bit depth transformation changes the grayscale distribution at small scales, while the numerical derivative method computes the partition function at the largest scales, so it does not "see" any small scale changes. The numerical derivative method is very effective for analyzing geometrical multifractal fields when β is set equal to b. However, its performance when β = b is unknown. Also, when using this method on natural grayscale images, there is no underlying b value to guide the choice of β. Moreover, random fluctuations in the linearity of the partition function may influence the numerically derived estimates of D q since they are based on a narrow range of scales as compared to the linear regression method which covers the entire range of scales. In this case, it is likely that generalized dimensions computed with the numerical derivative method will exhibit a greater dependency on the β value.
To investigate the robustness of the linear regression and numerical derivative methods, both methods were implemented on all of the RMG fields and STS images with β = 2 and 4, respectively. Compared with the linear form of the partition functions for the double precision RMG fields when β = 4 = b (see Fig. 3 ), the corresponding partition functions when β = 2 = b showed a characteristic zigzag or saw tooth shape (e.g., Fig. 6 ). When analyzed with unmatched scale factors, the mass distribution within each box is no longer governed by the truncated binomial distribution and, as a result, nonlinear behavior is manifested in the log(χ(q, δ)) versus log(δ) relationship.
The numerical derivative method with β = 2 = b produced erroneous D q values for the RMG fields because it is based on a particular scale interval and, thus, is particularly sensitive to local changes in slope. RMSE's between the generalized dimensions computed with β = 2 and 4 ranged from 0.37 to 2.19 for this method (Table 3 ). The corresponding mean percent deviation ranged from 9.86% to 44.78%, with a maximum percent deviation of 98.10% (Table 3) . On the other hand, all of the R 2 values from the linear regression method with β = 2 = b were > 0.96 (Table 2) , despite the saw tooth shape of the partition functions. There were only small differences between the linear regression estimates of D q for the different β values (Table 2) . A statistical summary of these differences is given in Table 3 . The RMSE for the linear regression method varied from 0.010 to 0.012, while both the mean and maximum percent deviations were < 0.01%. Similar, albeit less pronounced, trends were observed for the natural grayscale images (Table 3 ). In this case the poorer performance of the numerical derivative method can be related to random fluctuations or noise in partition functions for the STS images ( Fig. 3(d)) .
Alternative methods are often tested solely on mathematical examples, where the results can be calculated analytically. However, as our findings emphasize, it is important that experimental data also be considered. While the numerical derivative method eliminated bit depth effects for RMG fields with known b values, it gave invalid results when β was varied. For high p-value geometrical multifractal fields and natural grayscale images which are less sensitive to bit depth effects, we recommend using the linear regression method since it is more robust and the resulting estimates of D q do not depend upon the choice of β value.
CONCLUSIONS
We used random geometrical multifractal fields with different bit depths (i.e., double precision, 16, 13 and 8 bit depths) to evaluate the effect of bit depth on the generalized dimensions estimated by the moment based box counting method. Decreasing bit depth biased the partition function at q < 0, and this effect increased as the p value used to generate the fields decreased. The reason was ascribed to the alteration of local mass distributions and the production of zero values by the normalization and bit depth transformation processes. Multifractal fields generated with low p values are more prone to be effected by limited bit depth because of the high frequency of extremely small mass fractions. Unlike the analysis of the multifractal fields, a decrease in bit depth from 13 to 8 bits did not significantly affect the partition functions and estimated generalized dimensions for soil grayscale images.
Generalized dimension estimated by linear regression method were not accurate for the low p value multifractal fields with limited bit depths. The numerical derivative method was implemented as the box size approaches the field size. This method significantly improved the accuracy of the generalized dimensions; the maximum absolute differences between the analytical and the numerically derived estimates of D q was 9.62 × 10 −3 , and the maximum RMSE was 5.80 × 10 −3 .
However, the numerical method proved to be less robust when the scale factor of the field was unknown, which is the case for most natural grayscale images. In this situation, the linear regression method was more acceptable, although some deviation was still observed.
