Designing optimal structure favorable to diffusion and effectively controlling the trapping process are crucial in the study of trapping problem-random walks with a single trap. In this paper, we study the trapping problem occurring on unweighted and weighted networks, respectively. The networks under consideration display the striking scale-free, small-world, and modular properties, as observed in diverse real-world systems. For binary networks, we concentrate on three cases of trapping problems with the trap located at a peripheral node, a neighbor of the root with the least connectivity, and a farthest node, respectively. For weighted networks with edge weights controlled by a parameter, we also study three trapping problems, in which the trap is placed separately at the root, a neighbor of the root with the least degree, and a farthest node. For all the trapping problems, we obtain the analytical formulas for the average trapping time (ATT) measuring the efficiency of the trapping process, as well as the leading scaling of ATT. We show that for all the trapping problems in the binary networks with a trap located at different nodes, the dominating scalings of ATT reach the possible minimum scalings, implying that the networks have optimal structure that is advantageous to efficient trapping. Furthermore, we show that for trapping in the weighted networks, the ATT is controlled by the weight parameter, through modifying which, the ATT can behave superlinealy, linearly, sublinearly, or logarithmically with the system size. This work could help improving the design of systems with efficient trapping process and offers new insight into control of trapping in complex systems.
I. INTRODUCTION
Trapping is a kind of random walks taking place in networks in the presence of a perfect trap, which was introduced in the seminal work by Montroll more than 40 years ago 1 . As a fundamental dynamical process, it describes or characterizes various phenomena or other dynamical processes in diverse complex systems with frequently cited examples including light harvesting in dendrimeric systems [2] [3] [4] , page research or access in the World Wide Web 5, 6 , energy or exciton transport in polymer systems [7] [8] [9] [10] [11] [12] , and so forth. An essential quantity for trapping problem is trapping time, i.e., mean first-passage time (MFPT) [13] [14] [15] [16] [17] [18] . The trapping time of a node is defined as the expected time for a walker starting off from this node to visit the trap for the first time. The mean of trapping time to a given trap over all starting nodes is called average trapping time (ATT), which offers useful insight to the trapping process, providing a quantitative measure of trapping efficiency.
One of the major lines of study on trapping has concentrated on understanding how the network topologies affect the behavior of ATT for trapping occurring in different systems. During the past years significant efforts have been devoted to trapping issue in diverse networked a) Electronic mail: zhangzz@fudan.edu.cn; http://www.researcherid.com/rid/G-5522-2011 systems with particular structural properties, such as square-planar lattices and cubic lattices 19, 20 , Sierpinski gasket 21, 22 and Sierpinski tower 23 , T −shape fractal and its extensions [24] [25] [26] [27] [28] [29] , dendrimers [30] [31] [32] [33] , hyperbranched polymers 32, 33 , non-fractal [34] [35] [36] and fractal scale-free networks [37] [38] [39] . These works showed that topological properties crucially affect the trapping efficiency measured by ATT, which can display superlinear, linear, sublinear, logarithmical and other dependence on the system size, depending on network structure.
Although ATT in different systems exhibits rich behavior, it has been recently reported [40] [41] [42] that for trapping in any network with a deep trap placed at an arbitrary node, the possible minimal scaling for the ATT to the target is proportional to the network size and the inverse degree of the trap, which is independent of any individual structural parameter of the network. Previous works also provided the mathematical condition under which the maximal scaling for the lower bound of ATT can be reached [40] [41] [42] , however it is difficult to specify existent real or modelling networks in which the predicted minimal scaling of the ATT can be obtained. Therefore, it is of great interest to design or find optimal networks where the minimal scaling of ATT can be achieved.
Another outstanding problem pertaining to trapping is to control the dynamical process 43 . Recently, the subject of controlling complex networks towards desired functions has received considerable attention and become an active area of research [44] [45] [46] [47] [48] . In the context of trapping in networks, it is desirable to control the trapping process by using an appropriate approach, with the aim of obtaining needed trapping efficiency. It has been experimentally demonstrated that energy funnel can be applied to modify the trapping efficiency of compact and extended dendrimers 49 , which is actually a control of trapping in polymer networks by changing the local transition probability but keeping the network structure. However, related theoretical analysis on steering trapping process in complex networks, even particular networks towards wanted trapping efficiency is still much less 43 . In this paper, we consider the trapping problem in a family of modular unweighted and weighted scale-free networks 50, 51 . For the binary networks, we address three cases of trapping issues with the trap positioned at three representative nodes, i.e., a peripheral node, a neighboring node of the root with the least degree, and a farthest node from the root, respectively. For the weighted networks with the edge weights governed by a tunable parameter, we also address three trapping problems with the immobile trap located at the root node, a root's neighbor with the smallest connectivity, and a farthest node, respectively.
For all the trapping problems occurring in binary and weighted networks, we derive analytically the ATT and their leading scalings. For trapping in unweighted networks, we show that for all cases of trapping problems considered, the possible minimum scalings for ATT can be achieved, implying that the studied networks have optimal structure for trapping with the highest trapping efficiency. For trapping in weighted networks, we show that the ATT exhibits rich behavior, i.e., various dependence on the network size, by tailoring the weight parameter. This work offers instructive clues on designing networks helpful to efficient diffusion and controlling trapping process towards desirable trapping efficiency.
II. CONSTRUCTION AND PROPERTIES OF UNWEIGHTED AND WEIGHTED MODULAR SCALE-FREE NETWORKS
We first introduce the construction algorithm and structural features of a family of unweighted modular scale-free networks, as well as their weighted counterparts.
A. Unweighted modular scale-free networks
The family of unweighted modular scale-free networks under consideration is built in an iterative way 50, 51 , which is an extension of the hierarchial network proposed in Ref. 52 and studied in great detail in Refs. [53] [54] [55] [56] [57] [58] . Let M g (g ≥ 1) stand for the networks after g iterations (number of generations). Initially (g = 1), the network family is composed of a central node, called the root (hub) node, and m − 1 (m ≥ 3) peripheral nodes. All these m initial nodes are fully connected to each other forming a 
, of M g−1 to the original M g−1 , with all peripheral nodes of the replicas being linked to the root of the primal M g−1 unit. In this way, we obtain M g , the root and peripheral nodes of which are the root of the original M g−1 and the peripheral nodes in the m − 1 copies of M g−1 , respectively. Repeating indefinitely the replication and connection steps, we obtain the hierarchical unweighted modular scale-free networks. Figure 1 illustrates schematically the structure of M 3 for the particular case of m = 5.
According to the above construction algorithm, the number of nodes in M g , denoted as N g , is N g = m g . All these nodes can be categorized into four different sets 59, 60 : the peripheral node set P, the locally peripheral node set P z (1 ≤ z < g), the set H including only the hub node of M g , and the local hub set H z (1 ≤ z < g). The cardinalities, defined as the number of nodes in a set, of the four sets are
and
respectively. All nodes belonging to the same set have identical connectivity. The degree for a node in sets H, H z , P, and P z is, respectively,
Then, the sum of degrees over all nodes in M g is
It is easy to check that the networks are sparse with an average degree 2D g /N g , which approximates 2(m − 1)(3m − 2)/m when N g is very large. In M g , the maximal value of the shortest distance of all paths from the root to other nodes is g. Let F g denote the set of those nodes in M g at a distance g from the root, hereafter called the farthest nodes of M g . Then, the number of nodes in F g satisfies the relation
Considering |F 1 | = m − 1 and |F 2 | = m − 1, the recursive relation can be solved to obtain
The networks being studied present some typical features observed in a variety of real systems. They are power law 62 with the degree distribution exponent γ being equal to 1+ln m/ ln (m − 1). In addition, they exhibit the small-world effect 63 , with small average distance that grows logarithmically with the network size 59, 64 and high clustering coefficient 51, 59 . In particular, the networks display the remarkable modular structure [65] [66] [67] [68] that is observed in various real-life networks, e.g., biological networks and social networks.
B. Weighted modular scale-free networks
The aforementioned unweighted modular scale-free networks can be extended to weighed networks, by introducing a weight parameter ω (ω > 0) in the construction algorithm. LetM g denote the weighted networks after g generations, which are constructed as follows. For g = 1, M 1 is composed of m (m ≥ 3) nodes, of which one is the root node, while the other m − 1 nodes are peripheral nodes. These m nodes are linked by m(m − 1)/2 weighted edges forming a complete graph. The weight of any edge linking the root and a peripheral node is equal to ω; while any other edge between an arbitrary pair of peripheral nodes has unit weight. For g > 1,M g can be obtained by adding m − 1 copies ofM g−1 to the primalM g−1 , with all peripheral nodes of the replicas being linked to the root of the originalM g−1 unit by (m − 1) g edges, each having identical weight ω g . In a weighted network, the strength of any node i is defined by
where w ij is the weight of the edge linking nodes i and j. For the weighted modular networksM g , it is easy to derive that the strengths of nodes in H, H z , P, and P z , are
respectively. Thus, the sum of strengths over all nodes inM g is
Sp,z(g)|Pz|
For the case of ω = 1, the networks become binary, and Eqs. (13) , (14) , (15) , (16) , (17) reduce to Eqs. (5), (6) , (7), (8) , and (9), respectively. Furthermore, for general ω, as will be shown below, it acts as the similar role of energetic funnel superimposed on the dendrimers [2] [3] [4] , which introduces the possibility for controlling the efficiency of trapping in the weighted networksM g .
After introducing the construction and properties of the unweighted and weighted modular scale-free networks, in the sequel, we will study analytically the trapping process performing on the networks with a perfect trap fixed at a certain node, in order to uncover the impacts of structure and weight on the trapping efficiency.
III. TRAPPING IN UNWEIGHTED MODULAR SCALE-FREE NETWORKS
The peculiar architecture of the networks makes it worthwhile to study dynamical processes performing on them. In this section we consider discrete unbiased (isotropic) random walks in binary modular scale-free networks M g with a single trap fixed at a given node. Let T ij (g) denote the MFPT from node i to j in M g , which is the expected time taken by a walker starting from i to first arrive at j. The highly desirable quantity related to the trapping problem is the ATT. If node j is the trap, the ATT to j, denoted by T j (g), is defined as the average of T ij (g) over all the N g source nodes in M g . By definition, T j (g) is given by
Below we will determine explicitly T j (g) for three cases of trapping problem performed on M g , with the perfect trap placed at a peripheral node, a neighboring node of the root with the least degree, and a farthest node, respectively. For these three representative trapping problems, we will show how the dominating behavior of ATT scales with the network size, so as to extract information about the intrinsic impacts of network structure on trapping.
A. Trapping with the trap positioned at a peripheral node
We here consider the case that the trap is positioned at one of the (m − 1) g peripheral nodes. Notice that for this case, the ATT to any peripheral node is identical. Thus, we only focus on a particular trapping problem with the trap located at a given peripheral node. For this purpose, we first determine the MFPT from the root to the trap, based on which we derive the ATT to the trap in M g .
Related definitions and quantities
Prior to deducing the ATT to a peripheral node, we introduce some related quantities. Let T ph (g) and T hp (g) separately denote the MFPT from an arbitrary peripheral node to the hub node of M g and the MFPT from the hub node to any of (m − 1) g arbitrary peripheral nodes in M g . The two quantities have been derived previously in different approaches 61, 70 :
which are very useful for the following derivations. Note that in very large networks, both T hp (g) and T ph (g) scale sublinearly with the network size N g as (N g ) 1−ln(m−1)/ ln m . In order to determine the ATT to a peripheral node, we further classify all the (m − 1)
g peripheral nodes in P in the following way. First, we label the (m − 1)
Without loss of generality, we can choose the node belonging to β 0 = B 0 as the trap. Thus, T hB0 (g) denote the MFPT from the root to the trap, and T B0 (g) stands for the ATT.
Before evaluating T hB0 (g) and T B0 (g), we need to define and determine some new quantities. Let T βi+1Bi (g) be the MFPT for a particle leaving from an arbitrary node in β i+1 to an arbitrary node belonging to B i in M g . To determine T βi+1Bi (g), we distinguish two cases: i > 0 and i = 0. For the case i > 0, T βi+1Bi (g) satisfies the relation
The three terms on the right-hand side (rhs) of Eq. (21) can be explained as follows. The first term is based on the fact that the walker takes one time step to reach another peripheral node in β i+1 and then jumps T βi+1Bi (g) more steps to reach the target node for the first time.
The second term describes the process by which the particle first jumps to a local hub node that has no links to other peripheral nodes except those in β i+1 , then makes T hp (k) + T βi+1Bi (g) jumps to the trap. The last term accounts for the fact that the walker first hits a local hub that has a link connected to peripheral nodes not in
According to Eq. (21), we have
both of which give rise to
It is easy to derive that
which, together with Eq. (20) yields
Considering the initial condition in Eq. (26), Eq. (24) can be solved to obtain
For the case i = 0, the T β1B0 (g) is given by
Note that in this case the walker may directly take one step to arrive at the trap. On the other hand, from Eq. (22) one has
From the above two equations, we can obtain the following recursion relation governing T β1B0 (g) and T β2B1 (g):
Inserting the value of T β2B1 provided in Eq. (27) into Eq. (30) leads to
After obtaining the expressions of related quantities, we next determine the MFPT T hB0 (g) from the hub node to the trap, as well as the ATT T B0 (g).
MFPT from the root to the trap
The above obtained intermediate quantities enable us to evaluate T hB0 (g). For random walks in M g , let T hBi (g) be the MFPT from the root to an arbitrary node belonging to B i , which follows the relation:
. (32) Equation (32) can be elaborated as follows. For a walker starting from the root, in order to reach nodes in B i , it must first take T hBi+1 (g) time steps to arrive at a node in B i+1 , among which the proportion of nodes belonging to B i is 1/(m − 1). If the walker first makes a jump to other nodes not in B i , it should jump more T βi+1Bi (g) to reach an arbitrary target node in B i , a process happening with a complementary probability of 1/(m − 1). By the definition of T hBi (g), it is easy to get the initial condition of Eq. (32): T hBg (g) = T hp (g). Combining Eqs. (20) and (27) , Eq. (32) is solved to yield
which holds for i > 0. While for i = 0, according to Eq. (32) we have
Instituting Eqs. (31) and (33) into Eq. (34), the closedform expression for MFPT from the hub node to the trap is given by
It is not difficult to find that the term with the highest exponent occurs when k = g−1. Moreover, in the infinite network size limit, i.e., N g → ∞, we have
that is, the leading term of T hB0 (g) grows linearly with the network size by a logarithmical correction.
Exact solution and dominating scaling for ATT
By construction of M g , the ATT to the trap can be evaluated as follows:
where T h (g) is the ATT to the root and T p (g) is the ATT when all peripheral nodes are occupied by traps, both of which have been studied in Ref. 61 and are given by
respectively. Although the analytical expression for the ATT T B0 (g) to a peripheral node is rather lengthy and awkward, it is easy to infer that when g is large enough, the dominant term of T B0 (g) is identical to that of T hB0 (g), which can be understood from the following heuristic arguments. As shown above, M g consists of m subgraphs, which are replicas of M g−1 . For those nodes in the central subgraph, their ATT to the trap is equal to T h (g − 1) + T hB0 (g), the dominant term of which is T hB0 (g); for nodes in each of the m − 2 fringe subgraphs M (x) g−1 (x = 2, 3, . . . , m − 1) excluding the trap, their MFPT to the trap is T p (g) + T ph (g) + T hB0 (g), whose leading term is T hB0 (g); while for for nodes in the fringe subgraph M (1) g−1 containing the trap, their ATT to the trap is smaller than T p (g) + T ph (g) + T hB0 (g).
Hence, for trapping in M g with a trap placed at a peripheral node, the dominating term of the ATT T B0 (g) is the same as T hB0 (g) but its prefactor may be different from that of T hB0 (g). That is to say, the ATT T B0 (g) scales with the network size as
B. Trapping with the trap located at a neighbor of the root with the least degree
We now address random walks in M g with a trap located at one of the m− 1 neighbors of the root, which are local peripheral nodes in P 1 . Let Ω be the set of these m − 1 nodes, which are equivalent to one another in the sense that their ATT is identical. Without loss of generality, we choose an arbitrary node in Ω as the trap and label it by x. What we are concerned with is the ATT to the trap node x for trapping in M g , denoted by T x (g). For the sake of evaluating T x (g), we first determine the MFPT T hx (g) from the root to the trap x. According to the structure of M g , we can establish the following relation:
where T yx (g) is the MFPT from a node y (y = x) in Ω to the trap node x and follows the relation
The three terms in the square brackets on the rhs of Eq. (41) can be accounted for as follows. The first term describes the process that the walker originating from the root goes directly to the trap node x. The second term presents the process that the particle first jumps to one of the m − 2 non-trap nodes, say y, in Ω and then takes time T yx (g) to reach the target node. The last sum term explains the fact that the particle goes to a local peripheral node in P i (2 ≤ i ≤ g), from which it takes time T ph (i) to return the root, and then takes T hx (g) steps to get to the destination. Analogously, we can explain Eq. (42).
After some algebra, Eq.(42) can be simplified to
inserting which into Eq. (41) yields
Plugging Eq. (19) into Eq. (44), the MFPT from the hub to the trap can is given by
Using the obtained expression for T hx (g), the quantity T x (g) can be accurately evaluated as
which can be expressed in terms of network size N g as
Thus, when N g → ∞,
implying that T x (g) grows linearly with the network size.
C. Trapping with the trap fixed a farthest node
Now we address the problem with the trap being positioned at one of the |F| g farthest nodes in M g . We use T f (g) to denote the ATT to the trap. In order to determine the behavior of T f (g), we first focus on the MFPT from the root to the trap, denoted by T hf (g), based on which we will further show that the leading scaling of T f (g) is identical to that of T hf (g).
By construction, M g is composed of a primal (central) M g−1 and m − 1 copies of M g−1 , denoted separately by M (x) g−1 (x = 1, 2, . . . , m − 1). In M 1 , the farthest nodes are exactly its m − 1 peripheral nodes, and in M 2 , the farthest nodes correspond to the hub nodes of all M (x) 1 . And in M g (g ≥ 3), the |F| g farthest nodes belong to all subgraphs M (x) g−1 , that is, the farthest nodes of the primal central subgraphs (i.e., M g−2 ) forming M (x) g−1 . Since for this trapping problem, the ATT to any farthest node is the same, we select a farthest node in M (1) g−1 as the deep trap.
Determination of intermediate variables
In order to evaluate T hf (g), we introduce some more intermediate quantities. For the nodes in M (x) g−1 that are components of M g , we can classify them in the following way. Let H g−i (0 ≤ i ≤ g − 1) be the set of local hub nodes which are directly linked to g − i classes of local peripheral nodes belonging to P k , and let P g−i (0 ≤ i ≤ g−1) denote the set of local peripheral nodes that connect to g − i different local hub nodes in H k . Moreover, we assume that H g = H and P g = P.
For a particle starting from the root to visit one of the |F g | farthest nodes, it must follow the walking path
. For the special case that a farthest node in M
is considered as the trap, the path should be definitely as follows: each time the particle starting from a current local hub belonging to H g−i in M (1) g−1 , it must jump to a local peripheral node in P g−(i+1) , then continues to hop towards a main hub of a subgraph M g−(i+2) that is in the central a subgraph M g−i . In this way, the walker moves on until it reaches the trap.
According to the above analysis, for the purpose to determine T hf (g), it is necessary to define two more variables p g (i) and h g (i), where the former is the MFPT from a node in P g−i to any of its neighbors that simultaneously belongs to H g−(i+1) , and the latter is the MFPT from a node in H g−i to any of its adjacent nodes in both P g−(i+1) and M (1) g−(i+2) . In Appendix A, we provide the detailed derivation for p g (i) and h g (i). For i < g − 2, we have
For i = g − 2, p g (i) and h g (i) read
respectively.
Exact solution and leading scaling of MFPT from the root to the trap
Using the above obtained expressions for p g (i) and h g (i), we can derive the formulas for the MFPT T hf (g). In order to get the explicit formula for T hf (g), we distinguish two cases: (i) g is odd and (ii) g is even.
When g is odd, the target node belongs to P 1 . For this case, one has
Substituting Eqs. (20), (49), (50), and (52) into Eq. (53), after some algebra, Eq. (53) is solved to yield the exact solution to T hf (g), given by
When g is even, the trap is H 1 . In this case, T hf (g) can be derived by
Plugging Eqs. (20), (49), (50), and (51) into Eq. (55), we obtain a closed-form solution to T hf (g) as
Both Eqs. (54) and (56) indicate that for large networks (g → ∞),
implying that T hf (g) behaves as a linear function of the network size N g .
Dominant scaling of ATT to the trap
In the above we have found the rigorous solution to the MFPT T hf (g) from the root to a farthest node in M g , and have shown that T hf (g) scales linearly with the network size N g . We emphasize that the analytical computation for the ATT T f (g) to a farthest node in M g is rather lengthy and awkward. However, it is easy to infer that when g is large enough, the dominant term of T f (g) also increases as a linear function of network size N g , which can be understood from the following heuristic explanation. Note that M g comprises m subgraphs, each of which is a replica of M g−1 . For those nodes in the central subgraph, their MFPT to the trap is equal to T h (g − 1) + T hf (g), the dominant term of which is T hf (g); for nodes in each of the m − 2 fringe subgraphs M (x) g−1 (x = 2, 3, . . . , m − 1), their MFPT to the trap is identical and equals T p (g − 1) + T ph (g) + T hf (g) whose dominating term is also T hf (g). At last, for nodes in M (1) g−1 containing the trap, the leading term is less than T hf (g). Therefore, we can conclude that for trapping in M g with a trap fixed a farthest node, the leading scaling of ATT is the same as that of T hf (g), both of which behave linearly with network size.
D. Result analysis
Thus far we have studied three cases of trapping in unweighted scale-free modular networks M g with the trap positioned at a peripheral node, a neighbor node of the root with the smallest degree, and a farthest node from the root, respectively. We have shown that the ATT in M g exhibits rich behavior. When the trap is located at a root's neighbor with the smallest degree or a farthest node, the ATT behaves linearly with the network size N g ; when a peripheral node is considered as the trap, the ATT scales as a linear function of N g by a logarithmic correction. In addition, our previous works reported 61, 70 that when the trap is fixed at the root, the ATT grows sublinearly with N g . These results show that the diffusion processes in M g are very efficient, since the ATT increases at most linearly with the network size.
Although for trapping in M g , the ATT to different traps displays distinct scalings with the network size, it is easy to check that for the aforementioned trapping problems in M g the dominating scaling of ATT grows inversely proportional to the degree of the trap, irrespective of trap's location. For example, for the two cases of trapping problems when the trap is fixed on a peripheral node or a farthest node, the dominating scaling of ATT is identical. Again for instance, the dominant scaling for ATT to the root is N g /K h (g) 61, 70 . In fact, extensive numerical computations also verify that for all trapping problems in the unweighted scale-free modular networks with a deep trap, as long as the degree of the trap node is identical, the leading behavior for their trapping effi-ciency is also the same.
It has been reported [40] [41] [42] that for trapping problem in an arbitrary sparse network having N nodes with a trap placed at node j, the scaling of the lower bound for ATT T j varies with the network size N as T j ∼ N/d j , in which d j denotes the degree of node j. For trapping problems in the unweighted scale-free modular networks, this minimal scaling for ATT can all be achieved, wherever the trap is located. In this sense, unweighted scale-free modular networks display the optimal structure for efficient diffusion.
IV. TRAPPING IN WEIGHTED MODULAR SCALE-FREE NETWORKS
In this section, we study random walks in weighted modular scale-free networksM g with a perfect trap positioned at a certain node. Note, random walks is biased, with the transition probability p ij from node i to node j depending on both the weight w ij of edge linking the two nodes and the strength s i of node i such that p ij = w ij /s i . Next, we focus on three cases of trapping problems. In the first case, the trap is placed at the root node; in the second case, the trap is located at a neighboring node of the root having the smallest degree; while in the lase case, the trap is fixed at a farthest node. We will show that for all the trapping issues being studied, the ATT can display different scalings by changing the weight parameter ω.
A. Determination of intermediate variables
In order to study the ATT to the trap for both cases of trapping problems, we first define some intermediate variables and determine their values. We denote byT ph (g) the MFPT for a walker starting from an arbitrary peripheral node ofM g to visit the root for the first time and byT hp (g) the MFPT spent by a walker initially located at the root to first reach any peripheral node. In Appendix B, we give detailed derivations forT ph (g) and
andT
while for ω = m/(m − 1),
For (20), respectively. The expressions for T ph (g) and T hp (g) are very useful for the following derivation of explicit solutions for ATT to different targets.
B. Trapping with the trap placed at the root
After obtaining the intermediate quantities, we are now in a position to consider the trapping process in networksM g with the root being the trap. Our goal in this case is to determine the ATT denoted byT h (g), which is the average of the MFPT for a walker originating from a node inM g to first visit the root node over all starting points. In order to findT h (g), we introduce another quantityT p (g), defined as the ATT with all peripheral nodes being occupied by traps. From the structure of the networks we can easily establish the following recursive relations forT h (g) andT p (g): (62) and
. (63) The two terms on the rhs of Eq. (62) can be elaborated as follows: the first term explains the process that a walker starting from a node in central original subnetworkM g−1 takesT h (g − 1) steps to reach the root. The second term describes the process that the walker leaving from a node inM
steps to reach the peripheral nodes ofM (i) g−1 , then takes T ph (g) steps to visit the root. Equation (63) can be explained in a similar way.
After some algebra, Eqs (62) and (63) can be recast as
. (65) From Eq. (64), we can further obtain
which, together with Eqs. (64) and (65), yields
Considering the initial conditionT h (2) = (m − 1)(mω 2 + 3mω + 2ω + m 2 − 2m − 2)/m 2 ω 2 and plugging Eqs. (58) and (59) into Eq. (66), we can solve inductively Eq. (66) to obtain the following rigorous expressions:
which hold for ω = m/(m − 1) and ω = m/(m − 1), respectively. Particularly, for ω = 1, Eq. (67) reduces to Eq. (38) .
Equations (67) and (68) show that for trapping in weighted modular scale-free networksM g , the ATT to the root depends on the weight parameter ω. When ω > m/(m−1), the first term on the rhs of Eq. (67) dominates. In this case, the ATT is proportional to generation g, which is a logarithmical function of network size
When ω < m/(m − 1), the second term on the rhs of Eq. (67) dominates. In this case the ATTT h (g) behaves as a power-law function of N g : Figure 2 schematically presents the regions in the (m, ω) plane, where the networks display different dominant scalings in the ATT T h (g). Therefore, the ATTT h (g) to the root exhibits rich behavior by adjusting ω to control (change) transition probability from one node to another: when ω grows from zero to infinite, the trapping efficiency measured byT h (g) covers a range from superlinear dependence (less efficient trapping) to logarithmical dependence (highly efficient trapping) on the network size N g . Since the exponent η(ω) decreases with increasing ω, comparing Eqs. (38) with Eqs. (67) and (68), we can conclude that for the case ω > 1,T h (g) grows slower than T h (g), and for the case 0 < ω < 1,T h (g) increases faster than T h (g).
C. Trapping with the trap located at a root's neighbor with the smallest degree
We here consider trapping inM g with the trap being placed at a neighbor node x of the root, having the smallest degree. LetT x (g) be the ATT to the trap node x. In 
order to deriveT x (g), we first evaluate a related quantity, T hx (g), defined as the MFPT from the root to node x. By construction,T hx (g) satisfies
whereT yx (g) is the MFPT from a node y (y ∈ Ω and y = x) to node x, which obeys
The three terms on the rhs of Eq. (70) can be explained as follows. The first term describes the process that the walker starting from the root has a probability of (m − 1)
k ω k /S h (g) arriving at a local peripheral node in P k (2 ≤ k ≤ g) after one step, then takes another T ph (k) steps back to the root, from which it continues to makeT hx (g) jumps reaching the target. The second term explains the fact that with probability ω/S h (g), the walker only makes one jump to hit the destination. And the third term accounts for the fact that with probability ω(m − 1)/S h (g) the walker first jumps to a node y in one time step, then takeT yx (g) more time steps to arrive at node x. Analogously, one can account for Eq. (71).
From Eq. (71),T yx (g) can be expressed in terms of T hx (g) asT
Inserting Eq. (71) into Eq. (70) yields
Plugging Eq. (58) into Eq. (73), the quantityT hx (g) can be evaluated as
both of which are true for ω = m/(m − 1) and ω = m/(m − 1), respectively. Having obtainedT hx (g), we continue to derive the ATT T x (g) to node x, which can be computed as
Inserting Eqs. (67), (68), (74) and (75) into Eq. (76), we obtain the closed-form expressions forT x (g): the (m, ω) plane, where the scalings of the ATTT x (g) are distinct. From Fig. 3 , we can see that different from the case that the root is trap, when one of root's neighbors with the smallest degree is the trap, the ATT is no more a monotonous function of ω. Note that for the case that the trap is placed at a farthest node, it is very hard and even impossible to obtain an analytical formula for the ATT. But considering the facts that for each trapping problem studied above, the ATT is approximatively equal to the total strength and the inverse of the trap's strength for most cases of ω, and that the strength of a farthest node is similar to that of a hub's neighbor with the smallest degree, we guess that the leading behavior of the ATT to a farthest node is analogous to that corresponding to T x (g).
Before closing this section, it is worth mentioning that the above obtained results on the ATT for all the trapping problems addressed in the weighted networks are (at least quantitatively) expected, since ω > 1 implies that the root is easier to be reached and vice versa for ω < 1.
V. CONCLUSION
We have studied random walks taking place in a family of unweighted or weighted networks in the presence of a deep trap, which exhibit the remarkable scale-free, smallworld, and modular characteristics observed for various real-life social and biological networks. For trapping in binary networks, we have presented an extensive analysis on some cases of trapping problems, with the trap being located at a peripheral node, a neighbor node of the root with the least degree, and a farthest node, respectively. For trapping in the proposed weighted networks with a tunable weight parameter, we have also studied three cases of trapping issues with the trap positioned at the root, a neighboring node of the root having the least degree, or a peripheral node.
For most of the trapping problems in the binary or weighted networks, we have deduced explicit solutions to the ATT, as well as their leading behavior. We have demonstrated that for all the trapping problems in binary networks, the dominating scaling for ATT is proportional to the size of the network and the inverse degree of the trap, which is equivalent to the predicted minimal scaling. Thus, the architecture of the networks being studied are optimal, in the sense that it is instrumental to efficient diffusion. Furthermore, we have shown that by varying the weight parameter, the ATT exhibits rich behavior, the leading scaling of which can be a superlinear, linear, sublinear or logarithmical function of the system size. Thus, one can control the trapping process in the weighted scale-free modular networks by adjusting the weight parameter, which can also be applied to tailor the networks to carry out other desirable functions as wanted.
