Abstract. One-dimensional projections of (at least) almost all orbits of many multidimensional dynamical systems are shown to follow Benford's law, i.e. their (base b) mantissa distribution is asymptotically logarithmic, typically for all bases b. As a generalization and unification of known results it is proved that under a (generic) non-resonance condition on A ∈ C d×d , for every z ∈ C d real and imaginary part of each non-trivial component of (A n z) n∈N 0 and (e At z) t≥0 follow Benford's law. Also, Benford behavior is found to be ubiquitous for several classes of non-linear maps and differential equations. In particular, emergence of the logarithmic mantissa distribution turns out to be generic for complex analytic maps T with T (0) = 0, |T (0)| < 1. The results significantly extend known facts obtained by other, e.g. number-theoretical methods, and also generalize recent findings for one-dimensional systems.
1.
Introduction. Benford's law is the probability distribution for the mantissa with respect to base b ∈ N \ {1} given by P(mantissa b ≤ t) = log b t for all t ∈ [1, b[; the most well-known special case is that P first significant digit 10 = d = log 10 
Although first discovered by Newcomb [16] , this logarithmic law for significant digits gained popularity following an article by Benford [4] which contained extensive empirical evidence of the distribution in diverse tables of data. Since Benford's article, numerous examples of data sets following Benford's law have been found in real-life data [11, 17] , in stochastic processes [17, 21] , in many classical sequences of numbers such as (2 n ), (n!) and the Fibonacci numbers [2, 4, 7, 8] , and in data from physical experiments and numerical simulations related to dynamical systems [20, 23] .
Recently, a fairly complete analysis of Benford's law for (autonomous as well as non-autonomous) dynamical systems on the real line having 0 and ±∞ as an attractor was presented in [6] , where the emergence of the logarithmic mantissa distribution was shown to be a common phenomenon for such systems. Since convergence to any finite limit may be translated to convergence to the origin, focusing on orbits that converge to 0 or ±∞ is not as restrictive as it may appear. Moreover, it is completely natural in view of [10] , where Benford's law has been characterized as the only continuous mantissa distribution which is base-invariant. It is natural to require that a general pattern of mantissa distribution, if one exists at all, does not depend on the particular choice of the base. Base-invariance, however, implies that for a sequence (x n ) to follow Benford's law for all bases, every weak limit of 1 n n l=1 δ x l on the extended real line R ∪ {±∞} necessarily is a convex combination of point-masses at 0 and ±∞. Thus only at these points can stable dynamics generate Benford's distribution with respect to all bases, as often they do.
The present article extends the main results in [6] to multi-dimensional systems, where some important new aspects arise. For example, unlike in the onedimensional case, zero and infinity can no longer justifiably be assumed attractors in higher dimensions: while some components of the sequence (x n ) in R d with d ≥ 2 may converge to 0, others may converge to ±∞, and still Benford's law may hold for each component (x (j) n ) and for every base. Also, the problem of resonances, which does not exist in the one-dimensional setting, is crucial in the multi-dimensional framework. Nevertheless, as in [6] , the emergence of Benford's logarithmic distribution turns out to be typical for all the important families of dynamical systems considered below. These results thus complement other explanations of the ubiquity of Benford's law in numerical data.
The organization of this article is as follows. Section 2 contains definitions, the basic relationship between Benford sequences and uniform distribution mod 1, and preliminary results about uniform distribution of one-dimensional sequences constructed from higher-dimensional ones. Section 3 introduces the notion of an (exponentially) resonant spectrum and presents a fairly complete analysis of linear autonomous difference and differential equations: if the matrix A does not have a resonant and exponentially resonant spectrum (a property that is generic), then each component of (A n x) n∈N0 and (e At x) t≥0 either follows Benford's law or else is trivial. In Section 4, three different classes of non-linear systems are studied: maps with a dominant linear or a dominant polynomial part; and complex analytic maps, interpreted as two-dimensional real maps. In all three cases, the dominant part (the first non-vanishing term in the Taylor expansion in case of a complex analytic map) is shown to typically generate Benford sequences, and a shadowing argument shows that the same is true for the full non-linear system.
2.
Preliminaries. Throughout, b will always denote a natural number larger than one (called a base). Every positive real number x can be written uniquely as
For every real x, the numbers x and x denote the largest integer not larger, and the smallest integer not smaller than x, respectively. The number M b (x) ∈ {1, . . . , b − 1} is called the first significant digit of x (with respect to base b). For a given base b, log b will denote the logarithm with respect to b, where, to avoid cumbersome formulations, log b 0 := 0 for all b; if used without a subscript, the log symbol denotes the natural logarithm. The cardinality of the finite set A is #A, and 1 B stands for the indicator function of any set B ⊆ R. The following correspondence between Benford sequences and uniform distribution modulo one is a standard tool in the context of Benford's law [6, 8] since it allows the powerful classical tools of uniform distribution theory to be applied. The term (continuously) uniformly distributed modulo one will henceforth be abbreviated as (c.) u.d. mod 1.
This article studies Benford properties of recursively defined sequences,
where T denotes a map from R d or a part thereof into itself. For ease of notation, no distinction will be made between row and column vectors, e.g. x ∈ R d should be thought of as a column but nevertheless will be written as
. In addition to (2.1), the solution of the linear initial value probleṁ
with A ∈ R d×d will also be analyzed with respect to Benford's law. The corresponding one-dimensional systems (d = 1) have been studied in [6] , and the results presented below provide natural generalizations of that work. For n ∈ N the nfold composition of T with itself is denoted by T n , and T 0 := id. The sequence generated by (2.1) subject to the initial condition x 0 = x is thus T n (x) n∈N0 ; this sequence will be denoted by O T (x) and referred to as the orbit of x under T . Note that this interpretation of the orbit as a sequence differs from the standard terminology in dynamical systems theory (e.g. [13] ) where the orbit of x is the mere set {x n : n ∈ N 0 }. For any function ϕ defined on
In light of Proposition 2.2, a study of Benford's law for dynamical systems will make use of results from uniform distribution theory (cf. [9, 14] ). The following auxiliary results will be used later; proofs are included for completeness. 
Then (x n ) n∈N 0 is also u. 
The following lemma, a straightforward generalization of a result in [22] , guarantees uniform distribution of certain sequences constructed from real-valued functions on the d-dimensional torus 
Proof. Fix an integer h = 0, and define a function
Since it is bounded and continuous almost everywhere, F h is Riemann-integrable, and
as N → ∞, which shows that (x n ) is u.d. mod 1 (see [14] ).
Remark 2.5. (i) It was noted already in [22] that Lemma 2.4 remains valid if (ζ n ) is asymptotically distributed according to λ T 1 ⊗ µ, where µ is any probability measure on T d , and f is continuous µ-almost everywhere. (ii) Lemma 2.4 reflects the fact that λ T 1 * ν (mod 1) = λ T 1 for every Borel probability measure ν on R; here * symbolizes the convolution of finite measures on T
1 . An interesting probabilistic interpretation of this fact is the following. Let the random variable ξ be uniformly distributed on [0, 1], and let η be any(!) realvalued random variable. If ξ and η are independent, then ξ + η (mod 1) is again uniform on [0, 1]. (Clearly, the assumption of independence is crucial and cannot be dropped.)
For the following corollary, recall that the real numbers ρ 1 , . . . , ρ k are rationally independent (or Q-independent, for short) if
continuous on a set of full λ T d -measure, and assume that the d+2 real numbers
Proof. By Weyl's criterion [12, 14] the sequence (ζ n ) with ζ n := (nρ 0 , nρ 1 , . . . , nρ d ) is uniformly distributed on T d+1 , and thus the conclusion follows from Lemma 2.4.
Proof. The homomorphism x → px of T d+1 is ergodic with respect to λ T d+1 , see [13] . For almost every point ξ = (ξ 0 , ξ 1 , . . . , ξ d ) ∈ T d+1 , the sequence (ζ n ) with
, and again the conclusion follows from Lemma 2.4.
The next lemma is a special case of an important permanence principle in the theory of uniform distribution [18, 19] .
, and lim x→∞ xf (x) = α log b is finite, and the conclusion follows from [19] .
The real part, imaginary part, complex conjugate and absolute value (modulus) of a number z ∈ C is denoted by z, z, z and |z|, respectively. 
Proof. Set z ∞ := lim n→∞ z n , and define h :
(1)
by the assumption on the numbers c l , the smooth function h is not constant. Corollary 2.6 applies to f := log b |h| and, by Lemma 2.8,
The claim thus follows from Lemma 2.3.
3. Linear systems. This section studies, under the perspective of Benford's law, linear difference and differential equations, x n+1 = Ax n andẋ = Ax, respectively. Throughout, A ∈ R d×d denotes a constant real matrix. Since the continuous-time case will be easily grasped once the discrete-time case is analyzed, first consider the discrete initial value problem
the solution of which is x n = A n x, so every component of x n is a weighted sum of entries of A n . Let σ(A)
(The usage of σ(A)
+ refers to the fact that non-real eigenvalues of real matrices always occur in conjugate pairs.) Without loss of generality, assume that the eigenvalues in σ(A)
denote polynomials with complex coefficients and degrees k
n does not vanish for all but finitely many n, let s j ∈ {1, . . . , s} be the minimal index l such that p
To analyze (3.3) as n → ∞ it is useful to distinguish two cases.
In this case a dominant eigenvalue occurs, and (3.3) may be written in the form
where c
provided that x (j) n = 0, and Lemma 2.9 implies that x
is a b-Benford sequence if either λ sj is a real number and log b |λ sj | is irrational, or if λ sj ∈ C\R, and 1, log b |λ s j |,
Here several different eigenvalues with the same modulus occur. Assume without loss of generality that 0 ≤ arg λ sj < arg λ sj +1 < . . . < arg λ tj ≤ π, and let k (j) be the maximal degree of the polynomials p
and Lemma 2.9 yields the uniform distribution of log b x
if the t j − s j + 3 numbers 1, log b |λ sj |, The observations preceding Definition 3.1, in particular equations (3.5) and (3.7), are the basis for the proof of the following theorem, which generalizes and unifies results for recursive sequences in [7, 15, 22] . Proof. The assertion about individual components of x n = A n x merely summarizes the arguments in Case 1 and 2 considered above. As for the Euclidean norm, t j e 2πix t j ) . for j = 1, 2, and also ( A n x ) n∈N 0 , are strict Benford sequences for every x = (x (1) , x (2) ) with x (1) = x (2) , i.e., for x not an element of the eigenspace corresponding to the resonant eigenvalue 1. Requiring Q-independence of 1, log b |λ|, 1 2π arg λ for individual eigenvalues, and considering the position of the corresponding eigenspaces relative to each other as well as relative to the coordinate axes, may thus enable a detailed refinement of Theorem 3.3; the details are left to the reader.
From (3.8) it follows that
(ii) By Remark 3.2(iv), the emergence of (strict) Benford sequences in (3.2) is a generic phenomenon. 
it is immediate to deduce the well-known fact [7] that the sequences (F n ) n∈N and (L n ) n∈N of Fibonacci and Lucas numbers are strict Benford sequences, since F n and L n equal (A n x) (2) , with x = (1, 0) and x = (−1, 2), respectively. (ii) As indicated in Remark 3.4(i), the sufficient condition in Theorem 3.3 is not necessary. For instance, if As a simple example, consider the matrix
with σ(A) = {±ie} , which has b-resonant spectrum for every base b; with the notation of (3.4) one has c
1 , z 1,2 = 0 and k It is readily checked that (A n x) (j) is not a b-Benford sequence for any x ∈ R 2 , whereas ( A n x ) is obviously b-Benford whenever x = 0.
As a continuous-time analogue of (3.2), consider the initial value probleṁ and |e
The Q-independence of the numbers (3.11) implies that (3.12) has at most countably many solutions t > 0.
As in the discrete-time case, there is a simple sufficient condition for the solution of (3.10) to have Benford functions as its components. Again, the emergence of Benford functions from (3.10) turns out to be a generic phenomenon, cf. Remark 3.2(iv). 
and log e At x t = nh = log b B n x therefore either vanish eventually or else yield u.d. mod 1 sequences. The components of e At x are analytic in t, and so (e At x)
and ( e At x ) t≥0 either vanish identically, or else are b-Benford functions.
Remark 3.8. For simplicity, and also because Benford's law by its very nature is a statement about real sequences, only real matrices were considered in this section. It is, however, straightforward to formulate Theorems 3.3 and 3.7 for complex matrices and for real and imaginary parts of the solutions of (3.2) and (3.10), respectively. Indeed, given A ∈ C d×d , denote by A R its realification, i.e. the real matrix
It is easily seen that σ(
whenever ϕ is an entire function with ϕ(R) ⊆ R; in particular e A R = (e A ) R . For complex matrices, eigenvalues do not necessarily occur in conjugate pairs, and representation (3.3) for z n = A n z takes the form
where {λ 1 , . . . , λ s } represents the full spectrum of A. If λ l < 0 then λ n l in (3.13) can be replaced by λ n l e 2in arg λ l . Lemma 2.9 thus implies that only the "upper half" of the symmetrisized full spectrum σ(A) ∪ σ(A) has to be considered in (3.13). Therefore, say that A ∈ C d×d has (exponentially) b-resonant spectrum if and only if the realification A R has the corresponding property. Using this this tailor-made definition, it is clear that Theorem 3.3 correspondingly holds for A ∈ C d×d and (A n z) n∈N 0 and (A n z) n∈N 0 with z ∈ C d ; similarly, Theorem 3.7 remains valid for (e At z) t≥0 and (e At z) t≥0 .
4. Some non-linear examples. The analysis of linear systems in the previous section has been fairly complete. This level of completeness should certainly not be expected for the vast class of non-linear maps on R d . As the subsequent results show, there are nevertheless several important families of maps for which a general statement about the emergence of Benford sequences can be made. If the map under consideration has a dominant term of linear or polynomial growth, then this dominant part is responsible for the generation of Benford sequences in a sense made precise below. As a final class of examples, analytic maps of the complex plane are studied. Contrary to the usual approach in dynamics [3, 13] , these maps have to be considered as two-dimensional real systems here. As is the case for linear systems, the emergence of Benford's logarithmic mantissa distribution turns out to be generic for a reasonably chosen, fairly general class of complex analytic maps.
Linearly dominated systems. Let the map T on R
d be given by
where A ∈ R d×d , and f denotes a bounded continuous function. In order to have infinity as an attractor for (4.14), assume that all eigenvalues of A have absolute value larger than one. In this case it depends on the linearization x → Ax of (4.14) whether T generates Benford sequences or not. 
and observe that h
T (x) is unbounded, then so is A n h(x) (j) , and by Theorem 3.3 the latter is a b-Benford sequence. Since |λ| > 1 for all λ ∈ σ(A), it follows from the representations (3.4) and (3.6) that for any ε > 0, there exists a set J ε ⊆ N with lower density at least 1 − ε such that lim
for all sufficiently large n ∈ J ε , and thus O 
, the assertion about O T (x) follows immediately from Theorem 3.3. 
) one finds T n x = 1, e n x (2) , and the first component is constant, no matter how large x is.
(ii) Boundedness, on the other hand, does not necessarily rule out Benford behavior. Indeed, for the slightly modified map T : x → ex+f (x) with f x (1) , x (2) 
15) with A ∈ R d×d and f a bounded function which is assumed to be C 1 in order to guarantee (local) existence and uniqueness of the solution of (4.15); this solution will be denoted as (ϕ t x 0 ) t≥0 . Again, for (ϕ t x 0 ) t≥0 to go off to infinity for all sufficiently large x 0 , assume that λ > 0 for all λ ∈ σ(A). Proof. The argument reduces the continuous-time case to the discrete-time case studied in Theorem 4.1. Since the estimate Ax + f (x) ≤ A x + C holds with C := sup x∈R d f (x) , the solution of (4.15) is uniquely defined for all t ≥ 0, see [1] . Implicitly, ϕ t x 0 may be represented via the integral equation
Therefore, for any positive h and all n ∈ N 0 and
Since g is continuous and sup 
where γ j ∈ R \ {0}, a j,k ∈ N 0 , and the f j denote C 1 functions with |f j (x)| → 0 as x → ∞, for all j. To avoid trivialities, it is natural to require k a j,k ≥ 1 for all j in (4.16). Thus each component of T vanishes on some coordinate hyperplane x (k) ≡ 0, and Benford sequences may be generated from initial points which are sufficiently far away from any of these hyperplanes. Therefore, for α > 0 define the cone
The following theorem provides a natural generalization of Theorem 4.1 in [6] . 
Proof. First observe that without loss of generality |γ j | = 1 for all j: otherwise by rescaling x (j) as α j x (j) and by requiring that Although iteration of T may make points jump between different components of C α , since there are only finitely many components, the sequence of components containing T n (x) is eventually periodic. The considerations below will make it evident that the analysis may thus be restricted to C
and to the case γ j = 1 for all j.
It will now be shown that T N (C 
, . . . , b
where g . Now take β > 1 so large that sup y∈C
and so, for all j and y ∈ C The map ζ → Aζ (mod 1) on the torus T d is ergodic with respect to λ T d , see [13] . For almost all y ∈ (R + ) d , therefore, each component of (A n y) y∈N0 is u.d. mod 1. From the readily checked fact that
and by means of termwise differentiation of (4.18), it is straightforward to show that for sufficiently large β the map h b is in fact a local diffeomorphism on C Proof. Again assume without loss of generality that γ j = 1 for all j, and restrict to C + α . Observing that the map ζ → Aζ (mod 1) on the torus T d has a dense set P of periodic points [13] , the claim follows immediately as in the proof of Theorem 4.5. Indeed, with the notation of that proof it suffices to fix a base b and define
where α is sufficiently large so that the above arguments (ensuring in particular the existence and properties of the map h b as stated there) remain valid, and also sup y∈C Example 4.7. For the sake of lucidity, the components of x ∈ R 2 will be denoted by u, v rather than x (1) , x (2) throughout this example.
