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Abstract. 3D multi-object tracking (MOT) and trajectory forecasting
are two critical components in modern 3D perception systems that re-
quire accurate modeling of multi-agent interaction. We hypothesize that
it is beneficial to unify both tasks under one framework in order to learn
a shared feature representation of agent interaction. To evaluate this
hypothesis, we propose a unified solution for 3D MOT and trajectory
forecasting which also incorporates two additional novel computational
units. First, we propose a feature interaction technique by introducing
Graph Neural Networks (GNNs) to capture the way in which multiple
agents interact with one another. The GNN is able to model complex
hierarchical interactions, improve the discriminative feature learning for
MOT association, and provide socially-aware context for trajectory fore-
casting. Second, we use a diversity sampling function to improve the
quality and diversity of our forecasted trajectories. The learned sam-
pling function is trained to efficiently extract a variety of outcomes from
a generative trajectory distribution and helps avoid the problem of gen-
erating many duplicate trajectory samples. We evaluate on the KITTI
and nuScenes datasets, showing that our unified method with feature
interaction and diversity sampling achieves new state-of-the-art perfor-
mance on both 3D MOT and trajectory forecasting. Our code will be
made available at https://github.com/xinshuoweng/GNNTrkForecast.
Keywords: 3D multi-object tracking, multi-agent trajectory forecast-
ing, graph neural networks, diversity sampling.
1 Introduction
3D multi-object tracking (MOT) and trajectory forecasting are two critical com-
ponents of modern 3D perception systems [60,68] in autonomous driving [47,65,8]
and assistive robots [34,49]. Historically, 3D MOT [67,74,57,52,19] and trajec-
tory forecasting [1,27,38,56,33,41,10,17,44] have been studied separately. As a
result, modern perception systems often perform 3D MOT and trajectory fore-
casting separately in a cascaded order, where the tracking is performed first to
obtain trajectories in the past, followed by the trajectory forecasting module
to predict trajectories in the future. However, this system pipeline without any
error feedback mechanism may not be optimal as the performance of tracking
and forecasting modules highly depends on each other.
? Contributed equally to this work.
ar
X
iv
:2
00
3.
07
84
7v
1 
 [c
s.C
V]
  1
7 M
ar 
20
20
2 Weng et al.
Edge features
Diversity
samplingNode features
GNN for feature
interaction
Predicted trajectories
in future T frames
Previous Work
Ours
Detected objects
in current frame
Objects trajectories
in past H frames
Last frame
Current frame
Trajectory
forecasting head
Predicted trajectories
in future T frames
Objects trajectories
up to current frame
3D Multi-Object Tracking Trajectory Forecasting
Detected objects
in current frame
Objects trajectories
in past H frames
Last frame
Current frame
Feature
extraction
Feature
extraction
3D MOT
head
Feature
extraction
Feature
extraction
Feature
extraction
3D MOT
head
Trajectory
forecasting
head
Joint 3D Tracking and Forecasting
Separate
Fig. 1: (Top) Previous work has studied 3D MOT and trajectory forecasting sepa-
rately. The entire pipeline is in a cascaded manner where the tracking outputs are fed
to the forecasting module. (Bottom) Our proposed model jointly achieves the track-
ing and forecasting. Also, we propose two innovations: (1) a feature interaction using
GNNs (shown as blue) to improve the tracking association and trajectory forecasting in
the presence of multiple agents; (2) a diversity sampling (shown as orange) to improve
the sample efficiency and produce diverse and accurate trajectory samples.
To enable the error feedback mechanism in MOT and trajectory forecasting
modules, we propose to jointly optimize both modules. Specifically, instead of
running two modules separately as shown in Fig. 1 (top), our proposed method
performs tracking and forecasting simultaneously as shown in Fig. 1 (bottom).
As a result, the error computed in both heads can be propagated back to affect
the feature learning for both tasks, which we believe will lead to a better shared
feature representation through our joint learning. As trajectory forecasting can
implicitly force the network to learn object motion dynamics, we believe that it
can lead to more discriminate feature learning for 3D MOT association, which
vice versa can improve the downstream trajectory forecasting module.
Modeling interaction is crucial in the presence of multiple agents, which how-
ever has been overlooked in prior work, especially in 3D MOT. As shown in Fig. 1
(top), prior work in 3D MOT extracts the feature of each object independently,
i.e., the feature of an object does not interact with the features of other objects.
We found that this independent feature extraction is sub-optimal for discrimina-
tive feature learning. This is because feature similarity of different objects should
be dependent on MOT. For example, if the feature similarity of two objects is
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increased, the feature similarity between any one of these two objects and other
objects should be decreased to avoid confusion in the MOT association.
To model object interaction in 3D MOT, we propose a novel feature inter-
action mechanism as shown in Fig. 1 (Bottom). We achieve this by introducing
the Graph Neural Networks (GNNs) to 3D MOT. To the best of our knowledge,
our work is the first to apply GNNs to MOT. Specifically, we construct a graph
with each node being an object in the scene. Then, at every layer of the GNNs,
each node can update its feature by aggregating features from other nodes. This
node feature aggregation process is useful because the resulting object features
are no longer isolated and are adapted according to other objects. We observe
in our experiments that, after a few GNN layers, the affinity matrix becomes
more discriminative than the affinity matrix obtained without feature interac-
tion. In addition to employing GNNs for 3D MOT, GNNs feature interaction is
also shared with the trajectory forecasting head. Although a few works [38,33]
have used GNNs for trajectory forecasting, we are the first to employ GNNs in
an unified 3D MOT and trajectory forecasting method.
As the object future trajectories are stochastic and multi-modal due to unob-
served factors (e.g., intentions), prior work in trajectory forecasting often learns
the future trajectory distribution with deep generative models such as condi-
tional variational autoencoders (CVAEs; [41]) and conditional generative net-
works (CGANs; [41]). At test time, these methods randomly sample a set of
future trajectories from the generative model without considering the correla-
tion between samples. As a result, the samples can be very similar and only
cover a limited number of modes, leading to poor sample efficiency. This ineffi-
cient sampling technique is harmful in real-time applications because producing
a large number of samples can be computationally expensive and lead to high
latency. Moreover, without covering all the modes in the trajectory distribution
and considering all possible futures, the perception system cannot plan safely,
which is important in safety-critical applications such as autonomous driving.
To improve sample efficiency in trajectory forecasting, we depart from the
random sampling in prior work and employ a diversity sampling technique that
can generate accurate and diverse trajectory samples from a pretrained CVAE
model. The idea is to learn a separate sampling network which maps the object
feature to a set of latent codes. The latent codes are then decoded into trajectory
samples. In this way, the produced samples are correlated (unlike random sam-
pling where the samples are independent), which allows us to enforce structural
constraints such as diversity onto the samples. Specifically, we use determinantal
point processes (DPPs; [40]) to optimize the diversity of the samples.
Our contributions are summarized as follows:
1. A joint 3D MOT and trajectory forecasting model, improving the
performance of both modules through joint optimization;
2. A novel feature interaction mechanism using GNNs. To the best of
our knowledge, we are the first to introduce GNNs for 3D MOT.
3. Introducing diversity sampling for multi-agent trajectory forecast-
ing, that can produce more accurate and diverse trajectory samples.
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2 Related Work
3D Multi-Object Tracking. Recent work approaches 3D MOT in an online
fashion using a tracking-by-detection pipeline, where the performance is mostly
affected by two factors: 3D detection quality and discriminative feature learning.
To obtain the discriminative feature, prior work focuses on feature engineering,
among which the motion and appearance features are the most popular. [4,19,31]
employ Convolutional Neural Networks (CNNs) to extract 2D appearance fea-
ture. To learn the 3D appearance feature from a point cloud, [74] proposes a
PointNet [15] based 3D MOT network. To leverage motion features, filter-based
methods [61,67] and learning-based methods [4] have been proposed. Although
prior work has achieved impressive performance by feature engineering, they
perform feature extraction for each object independently, ignoring interaction
between the objects. To the best of our knowledge, our work is the first attempt
to improve discriminative feature learning by introducing GNNs to 3D MOT.
Trajectory Forecasting is to predict a sequence of ground positions of tar-
get objects in the future. Prior work mostly investigates the target object of
people [37,1,55,27,38,56,33,71] and vehicles [41,54,53,10,17,44]. As the future is
multi-modal, prior works [27,33,38,25] employ probabilistic models for trajec-
tory prediction. Also, because agent behavior is strongly influenced by their with
other agents, [38,33,44] introduce GNNs to learn the interaction-aware feature
for trajectory forecasting. However, most prior works study trajectory forecast-
ing separately from the highly-related tracking module, while we consider both
forecasting and tracking in a unified framework.
Joint 3D Detection, Tracking and Forecasting. On a few of the prior
works attempt joint optimization for different combinations of the three mod-
ules. [31,19,9,61] learn a joint 3D detector and tracker. The resulting past object
trajectories can be fed to a separate trajectory forecasting module for prediction.
[72,8] achieve the joint detection and trajectory forecasting, where the detected
boxes are directly used for trajectory prediction, skipping the tracking associa-
tion. To the best of our knowledge, no existing work has investigated joint opti-
mization for tracking and forecasting as in our proposed method. Perhaps [47] is
the most related work which proposes a method to perform detection, tracking
and forecasting. However, similar to [72,8], only detection and forecasting are
jointly optimized during training. The tracklet outputs are then obtained with
a separate post-processing step during testing. Different from [47], our method
jointly optimizes both tracking and forecasting modules during training and ver-
ifies that the joint optimization improves the performance of both modules.
Graph Neural Networks was first proposed by [24] to directly process graph-
structured data using neural networks. The major component of GNNs is a node
feature aggregation technique, with which the node feature can be updated by
interacting with other nodes. With this feature interaction technique, signifi-
cant success has been achieved by introducing GNNs to vision applications such
as semantic segmentation [14,73], action recognition [66,43,59,75], single object
tracking [20], person re-identification [69]. However, no existing work has intro-
duced GNNs to 3D MOT yet. To the best of our knowledge, our work is the
Joint 3D Tracking and Forecasting with GNN and DS 5
first attempt using GNNs to model interaction in 3D MOT, and also the first to
introduce GNNs for joint 3D MOT and trajectory forecasting.
Diversity Sampling. Stemming from the M-Best MAP problem [51,58], diverse
M-Best solutions [5] and multiple choice learning [28,42] are able to produce a di-
verse ensemble of solutions and models. Also, submodular function maximization
[30] has been used for diverse selection of garments from fashion images. Deter-
minantal point processes (DPPs) [48,40] are also popular probabilistic models
for subset selection due to its ability to measure the global diversity and quality
within a set. Prior work has applied DPPs for document and video summa-
rization [39,23], recommendation systems [22], object detection [3], and grasp
clustering [32]. Sample diversity has also been an active research topic in gener-
ative modeling. A majority of this line of research aims to improve the diversity
of the data distribution learned by deep generative models, including works that
try to alleviate the mode collapse problem in GANs [12,13,62,2,26,18,45] and
the posterior collapse problem in VAEs [76,63,35,46,29]. Recent work [70] has
employed DPPs to improve sample diversity in single-agent trajectory prediction
and evaluated the performance on a toy dataset. Different from prior work, we
are the first to apply the diversity sampling technique to multi-agent trajectory
forecasting and evaluate on real-world large-scale datasets.
3 Approach
The aim of the proposed method is to achieve 3D MOT and trajectory fore-
casting simultaneously. Let O = {o1, . . . ,oM} denote the set of past trajectories
of M tracked objects. Each past trajectory oi = [o
−H
i , . . . ,o
−1
i ] consists of the
associated detections of the i-th tracked object in the past H frames. The de-
tection at frame t ∈ {−H, . . . ,−1} is a tuple oti = [x, y, z, l, w, h, θ, I], where
(x, y, z) denotes the object center in 3D space, (l, w, h) denotes the object size,
θ is the heading angle, and I is the assigned ID. Let D = {d1, . . . ,dN} denote
the set of unassociated detections of N objects in the current frame obtained by
a 3D object detector. Each unassociated detection dj = [x, y, z, l, w, h, θ] is de-
fined similarly to the past associated detections oti except without the assigned
ID I. The goal of 3D MOT is to associate the current detection dj ∈ D with the
past object trajectory oi ∈ O and assign an ID to dj . For trajectory forecasting,
the objective is to predict the future trajectories F = {f i, . . . ,fM} for all M
tracked objects in the past. Each future trajectory f i = [f
1
i , . . . ,f
T
i ] consists of
the x and z positions (i.e., 2D position ground in a top-down view) of i-th object
in future T frames, i.e., f ti = [x, z] where t ∈ {1, . . . , T}.
The entire network of our method to achieve the joint tracking and forecasting
is shown in Fig. 1 (bottom), which consists of five modules: (1) a feature extractor
to encode the feature for the object trajectories in the past and the detections in
the current frame; (2) a feature interaction mechanism using GNNs to update the
object features based on the features of other objects; (3) a 3D MOT head that
computes the affinity matrix for data association between the tracked objects in
the past and detected objects in the current frame; (4) a trajectory forecasting
head that learns a CVAE to generate future trajectories based on the GNN
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Fig. 2: (Left) To leverage the location and motion cues, we extract the feature from
object trajectories O = {o1, . . . ,oM} in the past using an LSTM model and extract the
feature from detections D = {d1, . . . ,dN} in the current frame using a MLP. (Right)
The proposed feature interaction mechanism based on GNN is used to update the
object node feature U l = {ul1, . . . ,ulM} and V l = {vl1, . . . ,vlN} at GNN layer l and
iteratively through all GNN layers. At the final layer, we use the node features for
tracked objects UL for 3D MOT task (see Sec. 3.3), and use the edge features EL
(computed from UL and VL) for trajectory forecasting task (see Sec. 3.4 and 3.5).
features and past trajectories; (5) a diversity sampling that can optimize the
diversity of the trajectory samples.
3.1 Feature Extraction
To utilize motion and location information from the object trajectories in the
past and detections in the current frame for tracking and forecasting, we first
learn feature extractors to encode the information as shown in Fig. 2 (Left).
Given a trajectory oi = [o
−H
i , . . . ,o
−1
i ] for tracked object i, we obtain its object
feature by applying a two-layer LSTM to model the temporal dynamics in the
data and output a feature ui with 64 dimensions. For a detected object j in
the current frame, we use a 2-layer Multi-Layer Perceptron (MLP) to map the
detection dj to a 64-dimensional feature vj . Note that the feature extractors for
tracked object oi and detected object dj are different as oi and dj have different
time horizon. The obtained features ui and vj for tracked and detected objects
are then used as the initial node features u0i and v
0
j at layer 0 of the following
GNN module (please see Sec. 3.2) for feature interaction.
Note that our feature extractor is shared and optimized for both tracking and
trajectory forecasting, which is different from prior work that applies the feature
extraction twice separately in 3D MOT and trajectory forecasting as shown in
Fig. 1 (top). As a result, our proposed joint model removes redundant feature
extraction part, which reduces the complexity of the entire system.
3.2 Graph Neural Network for Feature Interaction
Graph Construction. After feature extraction, we should have obtained M
features {u01, . . . ,u0M} for tracked objects in the past andN features {v01, . . . ,v0N}
for detected objects in the current frame. We then construct an L-layer Graph
Neural Network (GNN) where each layer includes the nodes of the M tracked
objects and N currently detected objects (shown in Fig. 2 (right)). As the node
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feature will be updated at each layer of the GNN, let us denote the node features
for the tracked objects at layer l as U l = {ul1, . . . ,ulM}. Similarly, we define the
node feature for the currently detected objects at layer l as V l = {vl1, . . . ,vlN}.
In addition to node feature definition, we also define the set of edge features
in the graph as E l = {elij , . . . , elij}, where elij is an edge feature relating node
feature uli and v
l
j at layer l of the graph. To make the GNN learning efficient,
we restrict the edge connection to be sparse, i.e., the edge feature is not defined
between all pairs of nodes. Specifically. we utilize the prior knowledge of MOT
and trajectory forecasting: (1) the objects’ interaction should only happen for
objects that are close to each other (e.g., objects in the front and behind, or
objects that are crossing in an intersection); (2) the MOT association should only
happen between tracked objects and detected objects. Therefore, we construct
the edge for a pair of nodes if and only if (1) two nodes’ box centers have distance
less than 15 meters in 3D space and (2) one node is for a past tracked object
and the other node belongs to a currently detected object. As a result, we have
a sparse edge connection in our GNNs as shown in Fig. 2 (right).
Node Feature Aggregation. To model node feature interaction in GNN, we
iteratively update the node feature by aggregating features from the neighbor-
hood nodes (i.e., nodes connected by an edge) in each layer. Specifically, we
employ the node feature aggregation rule proposed in GraphConv [50]:
ul+1i = σ
l
1(u
l
i) +
∑
j∈N (i) σ
l
2(v
l
j), (1)
where uli and u
l+1
i are the node features for tracked objects at layer l and l+ 1.
N (i) denotes a set of neighborhood nodes for detected objects that are connected
to the node i by an edge, and vlj with j ∈ N (i) is an neighborhood node feature
at layer l. Moreover, σl1, σ
l
2 are linear layers at layer l, and the weights of these
linear layers are not shared across layers. Note that a ReLU operator is applied
to the node feature after feature aggregation at each layer except for the final
layer. Intuitively, the above node aggregation rule means that each node feature
is updated by aggregating the transformed features of its own and its connected
nodes. In addition to updating the node feature uli for tracked objects, we also
update the node feature vlj for detected objects:
vl+1j = σ
l
1(v
l
j) +
∑
i∈N (j) σ
l
2(u
l
i). (2)
Based on the above rules, the updated node features for tracked objects U l+1
and for detected objects V l+1 will affect each other through feature interaction
in the following layers. After several layers of GNN feature interaction, we use
the node features for tracked objects UL for trajectory forecasting. Due to the
feature interaction, we believe that the final node features for tracked objects UL
should have contained enough information about detected objects in the current
frame. We do not use the node features VL for trajectory forecasting because VL
might contain the features of new objects which do not have past trajectories.
Edge Feature. As each entry of the affinity matrix in MOT usually represents
similarity of the object features, it is natural to use the edge feature relating two
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object node features to compute the affinity matrix. To learn similarity in the
edge feature, we first define the edge feature between a pair of connected nodes
as the difference of their node features:
elij = u
l
i − vlj , (3)
where uli and v
l
j are two node features related by the edge feature e
l
ij at the layer
l of GNN. After several layers of feature interaction, we use the edge features
EL at the final GNN layer for 3D MOT association.
3.3 3D Multi-Object Tracking Head
Ed
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Fig. 3: 3D MOT head with an affinity loss.
To solve 3D MOT association, we
need to learn an affinity matrix
A based on pairwise similarity of
the features extracted from M
tracked objects in the past and
N detected objects in the current
frame. As a result, affinity matrix
A has a dimension ofM×N where
each entry Aij represents the similarity score between the tracked object i and
the detected object j.
Edge Regression. To learn the affinity matrix A, we employ an edge regression
module as shown in Fig. 3, which consists of a two-layer MLP with a non-linear
operator and a Sigmoid layer. To compute each entry Aij , the edge regression
module uses the edge feature eLij as input and outputs a scalar value between 0
to 1 as the pairwise similarity score:
Aij = Sigmoid(σ4(ReLU(σ3(e
L
ij)))), (4)
where σ3 and σ4 are two linear layers. As a result, the computed affinity matrix
A can be used to associate the objects using the Hungarian algorithm [64] during
testing time. For tracked objects and detected objects that cannot be associated,
we employ the same birth and death memory as in [67] to create and delete
identities. During training, we learn the network parameters by computing an
affinity loss between the estimated affinity matrix A and its ground truth (GT).
Affinity Loss. As shown in Fig. 3, we employ an affinity loss Laff to directly
supervise the output A of 3D MOT head. Our affinity loss consists of two indi-
vidual losses. First, as we know that the GT affinity matrix Ag can only have
integer 0 or 1 on all the entries, we can formulate the prediction of the affinity
matrix as a binary classification problem. Therefore, our first loss is the binary
cross entropy loss Lbce that is applied on each entry of A:
Lbce = −1
MN
M∑
i=1
N∑
j=1
Agij logAij + (1−Agij) log(1−Aij). (5)
Second, we know that each tracked object oi can only have either one matched
detection dj or no match at all. In other words, each row and column of the A
g
can only be a one-hot vector or an all-zero vector. This motivates our second
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loss. For all rows and columns that have a one-hot vector in Ag, we apply the
cross entropy loss Lce to the corresponding rows and columns of A. As an ex-
ample, the jth column Ag·j in GT affinity matrix is a one-hot vector and the loss
Lce for the jth column is defined as:
Lce = − 1
M
M∑
i=1
Agij log
(
expAij∑M
i=1 expAij
)
. (6)
We can now summarize the affinity loss Laff for the 3D MOT head:
Laff = Lbce + Lce. (7)
3.4 Trajectory Forecasting Head
Our trajectory forecasting head aims to learn a conditional generative model
pθ(f i|oi,uLi ), which learns the distribution of the i-th tracked object’s future
trajectory f i based on its past trajectory oi and the corresponding node feature
uLi at the last GNN layer. As we share the generative model for all tracked
objects O, we drop the subscripts and superscripts for ease of notation and
denote the generative model as pθ(f |o,u). We adopt the CVAE [41] as our
generative model and introduce a latent variable z to model unobserved factors
(e.g., agent intentions) and capture the multi-modal distribution of the future
trajectory f . Based on the CVAE formulation, we introduce a variational lower
bound Vlb(f ; θ, φ) of the log-likelihood function log pθ(f |o,u):
Vlb(f ; θ, φ) = Eqφ(z|f ,o,u) [log pθ(f |z,o,u))]−KL (qφ(z|f ,o,u)‖p(z)) , (8)
where p(z) = N (0, I) is a Gaussian latent prior, qφ(z|f ,o,u) = N (µ,Diag(σ2))
is an approximated posterior (encoder distribution) and pθ(f |z,o,u) = N (f˜ , αI)
is a conditional likelihood (decoder distribution) with a coefficient α. We use
two Recurrent Neural Networks as the encoder Fφ and decoder Gθ to respec-
tively output the parameters of the encoder and decoder distributions: (µ,σ) =
Fφ(f ,o,u) and f˜ = Gθ(z,o,u). The detailed architectures for Fφ and Gθ are
given in Appendix A. Based on above formulation, the loss for our trajectory
forecasting head is Lcvae = −Vlb. As we jointly optimize the tracking and fore-
casting heads as well as the feature extractors and GNNs, we summarize the
overall loss of our network as follows:
Ltotal = Laff + Lcvae. (9)
Once the CVAE model is learned during training, we can produce i-th agent’s
future trajectories f i by randomly sampling a set of latent codes {zi1, . . . ,ziK}
from the latent prior and decode them using the decoder Gθ into future trajec-
tory samples {f i1, . . . ,f iK}. However, as random sampling can lead to similar
samples and low sample efficiency, we introduce a diversity sampling technique
into multi-agent trajectory forecasting that can produce both diverse and accu-
rate samples, and improve the sample efficiency.
3.5 Diversity Sampling Technique
To obtain diverse future trajectory samples from the pretrained CVAE model, we
introduce the diversity sampling technique to our multi-agent trajectory forecast-
ing. As shown in Fig. 4, we use a γ-parameterized Diversity Sampling Function
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Fig. 4: Trajectory Forecasting with Diversity Sampling. To produce diverse
trajectory samples from our pretrained CVAE model, we learn a diversity sampling
function (DSF) Sγ to map each object’s node feature uLi to a set of latent codes, which
can cover not only the major mode but also other modes in the CVAE latent space.
Then, we decode those codes into diverse and accurate future trajectories for object i.
(DSF) Sγ (a two-layer MLP) that maps the i-th object’s GNN feature uLi to a set
of latent codes: Sγ(uLi ) = {zi1, . . . ,ziK}. We can then use the CVAE decoder Gθ
to decode the latent codes into a set of future trajectories Yi = {f i1, . . . ,f iK}
for object i. In this way, the latent codes and trajectory samples are correlated
and can be controlled by the parameters of the DSF Sγ . Our goal is to optimize
Sγ so that the trajectory samples Yi are both diverse and accurate. To model
diversity, we construct a DPP kernel Li ∈ RK×K for each object i based on the
diversity and quality of the samples in Yi:
Li = Diag(ri) · Si ·Diag(ri) , (10)
where the DPP kernel is formed by two components representing sample diversity
and quality — a similarity matrix Si ∈ RK×K and a quality vector ri ∈ RK :
Siab = exp
(−ω‖f ia − f ib‖2) , rik = exp (max(−‖zik‖2 +R2, 0)) . (11)
The element Siab of the similarity matrix measures the similarity between tra-
jectory samples f ia and f ib with a Gaussian kernel where ω is a scaling factor.
Each element ria in the quality vector defines the quality of sample f ia based
on how far its latent code zik is from the origin. If zik is very far, it means the
sample has low likelihood and will be assigned a low quality score. Based on
the DPP kernel Li, one can define a diversity loss to measure the diversity and
quality within the trajectory samples Yi:
Lidpp =
N∑
n=1
λn
λn + 1
= −tr (I − (Li + I)−1) , (12)
where λn is the n-th eigenvalue of L
i, tr(·) is the trace operator and I is the
identity matrix. As the diagonal elements of Li are all ones, the sum of eigen-
values is fixed:
∑
λn = tr(L
i) = K. The optima of Lidpp is obtained when all
eigenvalues are equal and Li becomes an identity matrix, thus making Siab = 0
(a 6= b) and rik = 1. This means the distance between trajectory samples is large
and each sample has high likelihood. However, this optima is seldom obtained
due to the trade-off between diversity and quality, i.e., samples far way from
others often have low likelihood. Besides the diversity loss, we further introduce
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a reconstruction loss to encourage the set of trajectory samples Yi to cover the
ground-truth future trajectories fˆ :
Lirecon = min
k
‖f ik − fˆ‖2 . (13)
To learn the DSF Sγ , we freeze the parameters all other components in
our framework (feature extractors, GNNs, and CVAE), and only optimize the
parameters γ of the DSF with the following loss:
Ldsf = 1
M
M∑
i=1
Lidpp + Lirecon . (14)
4 Experiments
4.1 Settings
Dataset. To evaluate our method for joint 3D MOT and trajectory forecasting,
we use standard 3D MOT datasets including KITTI-tracking [21] and nuScenes-
tracking [7]. Both datasets provide 3D detection and trajectory GT for evalua-
tion. Same as prior work that focuses the experiments on predicting trajectories
of either people [1,55,27,38,56,33,37] or vehicles [41,54,53,10,17,44] despite that
most methods are generic to both types of objects, we restrict the scope of our
experiments for vehicles only. Specifically, we use the car subset in both datasets.
Also, since there is no existing evaluation procedure that can jointly evaluate
3D MOT and trajectory forecasting, we evaluate two modules separately and
compare with prior work on each individual module.
4.2 Evaluating 3D Multi-Object Tracking
Evaluation Metrics. We use standard CLEAR metrics [6] (including MOTA,
MOTP, IDS) and also the new sAMOTA, AMOTA and AMOTP metrics pro-
posed in [67] for evaluation. Additionally, for test videos, KITTI and nuScenes
datasets do not release the ground truth to users but reserve it on the evalua-
tion server. Therefore, to evaluate 3D MOT systems using the above metrics,
some of which are not included in the evaluation server, we use the validation
set for evaluation. Note that, Although nuScenes server evaluates the AMOTA,
it is implemented different from the sAMOTA/AMOTA evaluation in the code
released by [67]. We only report the number using the code from [67].
Baselines. We compare against recent open-source 3D MOT systems such as
FANTrack [4], mmMOT [74], 3DT [31] and AB3DMOT [67]. We use the same
3D detections obtained by PointRCNN [60] on KITTI and by Megvii [77] on
nuScenes for our proposed method and also the 3D MOT baselines [4,74,67]
that require 3D detections as inputs. For the baselines [31,4] that also require
2D detections as inputs, we use 2D projection of the 3D detections.
Results. We summarize the 3D MOT results on KITTI and nuScenes datasets in
Table 1. Our method consistently outperforms baselines in sAMOTA, AMOTA
and MOTA, which are the primary metrics for ranking MOT methods. We hy-
pothesize that this is because our method leveraging GNN obtains more dis-
criminative features to avoid confusion in MOT association while all 3D MOT
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Table 1: 3D MOT Evaluation on the KITTI and nuScenes datasets.
Datasets Methods sAMOTA(%)↑ AMOTA(%)↑ AMOTP(%)↑ MOTA(%)↑ MOTP(%)↑ IDS↓
KITTI
3DT [31] 59.52 27.92 63.12 59.82 64.45 228
FANTrack [4] 82.97 40.03 75.01 74.30 75.24 35
mmMOT [74] 86.39 40.55 73.24 79.02 75.07 30
AB3DMOT[67] 91.78 44.26 77.41 83.35 78.43 0
Ours 92.37 44.96 76.83 84.49 78.32 3
nuScenes
3DT [31] 6.55 -0.41 15.61 12.08 34.75 794
FANTrack [4] 19.64 2.36 22.92 18.60 39.82 1593
mmMOT [74] 23.93 2.11 21.28 19.82 40.93 572
AB3DMOT[67] 27.90 4.93 23.89 21.46 41.02 395
Ours 28.96 11.36 25.83 22.81 41.99 451
Fig. 5: 3D MOT visualization on two sequences of the KITTI dataset.
baselines ignore the interaction between objects. Moreover, joint optimization of
the tracking and forecasting modules also helps. We will justify both hypotheses
in the ablation study. We show qualitative results of our method on the KITTI
dataset in Fig. 5, demonstrating reliable 3D MOT performance.
Ablation Study. We first verify if the joint tracking and forecasting improves
the performance of the tracking. In Table 2, when we train the MOT and trajec-
tory forecasting heads together on the KITTI dataset, the performance is higher
in most metrics compared to the model without the forecasting. This proves that
unifying both tasks is beneficial to 3D MOT. Secondly, as shown in Fig. 6, we
validate on the KITTI dataset that the feature interaction using GNNs is help-
ful for 3D MOT association. We can see that, the performance is significantly
increased with the first two layers of GNN, and then starts to converge with
more than two layers. As a result, we use two GNN layers in the best model.
4.3 Evaluating the Trajectory Forecasting
Evaluation Metrics. We use the standard metrics: Average Displacement Er-
ror (ADE) [1] and Final Displacement Error (FDE) for accuracy measurement.
Additionally, to evaluate the diversity of the trajectory samples and penalize sim-
ilar samples, we use the Average Self Distance (ASD) and Final Self Distance
(FSD) metrics proposed in [70] for sample diversity evaluation.
Joint 3D Tracking and Forecasting with GNN and DS 13
Table 2: Effect of trajectory forecasting
heading on 3D MOT.
Metrics w/o forecasting w/ forecasting
sAMOTA(%)↑ 90.17 92.37
AMOTA(%)↑ 42.81 44.96
AMOTP(%)↑ 76.94 76.83
MOTA(%)↑ 82.91 84.49
MOTP(%)↑ 78.11 78.32
IDS↓ 5 3
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Fig. 6: Effect of GNNs on 3D MOT.
Table 3: Trajectory forecasting evaluation on the KITTI and nuScenes datasets.
Datasets Metrics Conv-Social [17] Social-GAN [27] TraPHic [10] Graph-LSTM [11] Ours
KITTI-1.0s
ADE↓ 0.607 0.586 0.542 0.478 0.471
FDE↓ 0.948 1.167 0.839 0.800 0.763
ASD↑ 1.785 0.495 1.787 1.070 2.351
FSD↑ 1.987 0.844 1.988 1.836 4.071
KITTI-3.0s
ADE↓ 2.362 2.340 2.279 1.994 1.319
FDE↓ 3.916 4.102 3.780 3.351 2.299
ASD↑ 2.436 1.351 2.434 2.745 5.843
FSD↑ 2.973 2.066 2.973 4.582 10.123
nuScenes-1.0s
ADE↓ 0.674 0.483 0.571 0.509 0.378
FDE↓ 0.784 0.586 0.640 0.618 0.490
ASD↑ 2.101 1.005 2.102 1.122 5.665
FSD↑ 2.430 1.475 2.432 1.603 7.826
nuScenes-3.0s
ADE↓ 1.989 1.794 1.827 1.646 1.017
FDE↓ 3.015 2.850 2.760 2.445 1.527
ASD↑ 2.799 1.945 2.803 2.742 8.323
FSD↑ 4.174 3.610 4.184 4.970 15.787
Baselines. As our focus is to forecast trajectories for vehicles, we mostly com-
pare against methods designed for vehicle trajectory prediction [17,10,11], among
which [11] also leverages GNNs. Additionally, we also compare with the pioneer-
ing work in multi-agent trajectory forecasting literature: Social-GAN [27]. As
Social-GAN is originally designed for pedestrian trajectory prediction, we adapt
it to predict trajectories of vehicles. Following prior work [27], we use 20 samples
for all methods. Also, to compare with our method which predicts the future
trajectories in frames t ∈ {1, . . . , T} based on GT past trajectories in frames
t ∈ {−H, . . . ,−1} and detection in frame 0, we experiment with the trajectory
forecasting baselines (which do not have a joint MOT module) to predict future
trajectories in frames t ∈ {1, . . . , T} based on past frames t ∈ {−H, . . . , 0} so
that the baselines do not miss the information at the frame 0.
Results. We summarize the trajectory forecasting results on the KITTI and
nuScenes datasets in Table 3. Our proposed trajectory forecasting method, which
(1) is jointly trained with a 3D MOT head, (2) uses GNNs for feature interaction
and (3) uses a diversity sampling, outperforms the baselines in both accuracy
and diversity metrics. Particularly, our method outperforms baselines by a large
margin for the long-horizon (i.e., 3.0s) experiment. This is because our method
has a higher sample efficiency and can cover different modes of the future tra-
jectory distribution. We show qualitative results of our method on the KITTI
dataset in Fig. 7 with plausible and diverse trajectory predictions.
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Fig. 7: Trajectory forecasting visualization on the KITTI dataset.
Table 4: Effect of 3D MOT and diversity sam-
pling function on trajectory forecasting.
Datasets Metrics w/o MOT+DSF w/o DSF Ours
KITTI-1.0s
ADE↓ 0.663 0.582 0.471
FDE↓ 1.121 0.978 0.763
ASD↑ 1.796 1.730 2.351
FSD↑ 3.168 3.052 4.071
KITTI-3.0s
ADE↓ 1.729 1.564 1.319
FDE↓ 3.086 2.893 2.299
ASD↑ 3.196 3.416 5.843
FSD↑ 5.776 6.168 10.123
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Fig. 8: Effect of GNN feature in-
teraction on trajectory forecasting.
Ablation Study. We verify if the joint tracking/forecasting optimization and
diversity sampling function improves the performance of the trajectory forecast-
ing module on the KITTI dataset. In Table 4, we denote our model trained
without the MOT head and DSF as w/o MOT+DSF. Then, we add one module
at a time. We first add the MOT head, denoted as w/o DSF in Table 4, showing
significant improvement in accuracy metrics and slight improvement in diversity
metrics. We believe it is because that the auxiliary tracking objective improves
the shared feature learning, which is helpful to trajectory forecasting. Moreover,
after adding the DSF module, denoted as Ours in Table 4, we see further im-
provement in both the accuracy and diversity metrics. In Fig. 8, we also verify
if the feature interaction is helpful for trajectory forecasting. One can observe
that the accuracy metrics are increased and reach the highest performance with
two layers of GNN, showing the effectiveness of GNN feature interaction.
5 Conclusion
We proposed a unified 3D MOT and trajectory forecasting method and demon-
strated that it is beneficial to achieve both tasks under one unified framework
through shared feature learning. Also, we incorporated two novel computational
units into our approach: (1) a GNN-based feature interaction mechanism, which
is introduced for the first time to 3D MOT to improve the discriminative fea-
ture learning; (2) a diversity sampling technique that improves sample efficiency
for multi-agent trajectory forecasting. Through experiments, we established new
state-of-the-art performance on both 3D MOT and trajectory forecasting, show-
ing that the proposed units and joint optimization are effective in our approach.
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Fig. 9: Network Architectures for the CVAE and diversity sampling function
(DSF). We use GRUs [16] to encode and decode future motion. f t denotes the po-
sition at time t. o0 denotes the position at time 0 which is obtained from the tracking
module. For the CVAE decoder, we use a 2-layer MLP (300, 200) with Tanh activation
to map GNN feature u to the initial hidden state of the GRU. For all other MLP
layers, we use ReLU activation and weights are shared across time steps for the MLP
that outputs reconstructed trajectories f˜ .
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B Implementation Details
As mentioned in the main paper, our method follows a two-stage training pro-
cedure: we first jointly train the tracking and forecasting modules with the loss
Ltotal defined in Eq. (9) of the main paper, then we train the diversity sampling
function (DSF) while keeping other components of the network fixed. In all ex-
periments, the dimensions of the latent code z are 32 and the default feature
dimensions are 64.
First, we jointly train the tracking and forecasting modules for 50 epochs
with Adam [36] and a learning rate of 0.001. We keep the learning rate fixed for
10 epochs and then linearly decay the learning rate to 0. The weight for each
loss is 1 (i.e., equal weight) except for the KL term in Lcvae, where we use a
weight of 0.01.
After the tracking and forecasting modules are trained, we train the diversity
sampling function (DSF) with Adam and a learning rate of 1e-4 for 20 epochs.
We keep the learning rate fixed for 10 epochs and then linearly decay the learning
rate to 0. The DSF training loss is defined in Eq. (14) of the main paper. The
weight for Ldpp is always 1, while the weight for Lrecon is 10 for the KITTI
dataset and 50 for the nuScenes dataset. The ω in Eq. (11) is set to 100 for
KITTI and 200 for nuScenes. The R in Eq. (11) is set to the radius where
90 percent of the Gaussian samples lies within, which can be found using the
percentage point function of the chi-squared distribution.
