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The two-dimensional analog of the mathematical model for elementary particles 
treated in this journal ~0175, l-57, is developed with greater explicitness than in 
the four-dimensional case, preliminary to quantization. In Part I the section space 
of the complex spannor bundle is studied. Invariant subspaces, invariant forms, and 
irreducible positive-energy factors under the connected conformal group are deter- 
mined; transformation properties under discrete symmetries are also treated. 
Relations to the spinor bundle are treated; the Dirac operator is a canonical trans- 
form of the quadratic Casimir on the spannor bundle, and the section spaces have 
the same invariant factors; at the same time, the spinors constitute a deformation of 
the spannors. Two natural parallelizations of the spannor bundle and their 
intertwining operator are computed. The irreducible factors of the spannor section 
space under the conformal group are determined by their restrictions to Minkowski 
space, and this group acts continuously in the &-topology, in contrast to its action 
on the spinor section space. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Two philosophically opposite approaches to elementary particle theory 
may be clearly discerned. One may proceed particle by particle to attempt 
to tit experimental results in an economical way. This Maxwell’s equations 
did brilliantly for the photon, and Dirac’s equation for the electron. With 
the vast proliferation of particles presently observed, this approach has 
fallen on hard times. Thus, a very large number of parameters are required; 
quarks are not observed; parity nonconservation and isotopic spin appear 
accidental; the Higgs mechanism appears ad hoc and the associated 
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particles are not observed. The approach via differential increments in 
theory deriving from the current experimental scene, which is increasingly 
structured in accordance with existing theory, appears to have reached a 
foundational plateau, from which it is proposed that it may be raised by 
discoveries in extremely elaborate experiments. 
An opposite approach is deduction from general principles of 
mathematics and its traditional correlation with Nature. Of course, even 
the work of Maxwell falls in part under this rubric, having a partial origin 
in mathematical advances made by Lagrange, Laplace, and Ampere. But its 
later development depended crucially on the work of Faraday and Oersted. 
In the case of the Dirac equation there are similar mathematical com- 
ponents in Clifford numbers, spinors, and Lorentz group theory, but at the 
same time it represents a clear-cut evolution from the Heisenberg- 
Schrodinger view of the electron, thru that of Pauli, in response to current 
experiment. In any event, both the Maxwell and Dirac theory dealt with 
particular elementary particles, and did not attempt to deal with the 
category of all particles, including such as were not yet observed. 
Operator and group theory are highly developed mathematical areas 
having a clear traditional relevance to the foundations of physics. Their 
application to observations of nature has .established general physical prin- 
ciples of causality (finite propagation velocity), symmetry (invariance of the 
fundamental forces under a group of space-time transformations), and 
stability (positivity of the energy, or infinitesimal generator of temporal 
evolution). Less well established but in a similar vein are Mach’s Principle, 
the Einstein Equivalence Principle, and Minkowski’s anti-deformation 
thesis regarding symmetry groups (in his case, the Lorentz group as the 
inverse deformation of the Galilean group relative to the velocity of light as 
parameter). The problem with such principles is their abstraction; there 
is no direct route to concrete predictions that may be correlated with 
observation. 
Fortunately it has been possible to deduce from such general principles a 
proposal regarding the nature of the cosmological redshift that has been 
extremely effective in dealing with systematic direct measurements in 
extragalactic astronomy, as well as conceptually natural. The chronometric 
redshift theory is essentially to the effect that reference space-time is not 
Minkowski space MO, but rather a larger space-time l@ in which M0 is 
embedded in an invariant way; and that the true physical (driving) energy 
is not the infinitesimal generator of time evolution in M,, but that in F$ 
altho local measurement of the energy of a particle yields only the latter. 
The former energy is a global quantity and always exceeds the latter local 
quantity in the case of a stable particle, such as the photon, incidentally 
explaining why the redshift is red. The theory has a philosophical resem- 
blence to Einstein’s theory of gravitation, in that local observation is in flat 
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terms in which effects of curvature appear nontrivial, and indeed the 
difference between the two energies may be interpreted as gravitational. 
Thus it shares with the Newtonian potential the property of representing a
diffuse attractive force that is euclidean invariant and transforming in the 
obvious way under a scale transformation. 
A natural extrapolation from the chronometric redshift theory is to the 
hypothesis that the fundamental forces in the universe are not merely 
Lorentz, but actually conformally invariant. The conformal group does not 
enter here merely as an interesting scholastic entity, but as the group of all 
causality-preserving transformations on fi, and the group of all local 
causality-preserving transformations in the neighborhood of a point in MO. 
Thus it represents both causality and symmetry, basically. The stability 
constraint is the non-negativity of the spectra of the generators of 
infinitesimal displacements into the future, which represent he energy in 
various frames. 
The mathematical development of this hypothesis involves the harmonic 
analysis of homogeneous vector bundles over 6i and the theory of 
representations of m(2,2). It thereby raises challenging issues from a 
purely mathematical standpoint. Partial differential equations are also 
involved, altho none are assumed a priori; rather those of Dirac, Maxwell, 
and Weyl simply express the time transformation properties in composition 
factors of section spaces of the bundles under analysis. Of particular 
interest and promise are bundles representing expansions (in the sense of 
inverse deformations) of the spinor and form bundles; they can explain 
nonconservation of parity, the difference between the electron and muon 
neutrinos, and other physically observed features, in a conceptually simple 
way inapplicable to conventional bundles. Moreover, these so-called 
“spannor” and “plyor” bundles are mathematically very natural. 
These bundles are induced from indecomposable representations of 
the isotropy subgroup, and their section spaces are considerably more 
complicated than the already complex section spaces of the conventional 
bundles treated in (I-III). In the latter work explicit K-finite bases for the 
section spaces of the conventional bundles were detailed, greatly facilitating 
concrete analysis. Explicit forms for invariant inner products and 
generators of maximal abelian operator algebras, etc., were derived. 
Comparable analysis for the spannor and plyor bundles is vastly more 
complicated, and may only be possible in terms of algebraic machine 
computation, which is less effective than mathematical analysis in 
providing overall perspective and insight, such as (I-III) provided for the 
bundles treated. (E.g., this insight led to an exact analysis of the temporal 
asymptotics of the solutions of the Yang-Mills equations in M, implying 
that the integrated action is finite, a relevant result that it would be quite 
difficult to obtain in any other way.) 
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In view of the great complexity of the detailed structures of the spannor 
and plyor bundles in 4 dimensions, and a fortiori of their nonlinear 
coupling generalizing that in quantum electrodynamics, it would seem 
useful and interesting to analyze them in 2 dimensions with the fullness 
made pEsible by thekwer dime$on. The group involved then changes 
from SU(2, 2) to SU(1, 1) x SU(1, 1); Gegenbauer polynomials are 
replaced by functions whose deformation as R deforms into M, can be 
readily followed explicitly; and the lattice of invariant subspaces, 
expressions for invariant bilinear forms, and other features relevant to a 
physical interpretation are much more accessible. 
This is the first of a series intended to extract from the 2-dimensional 
case as much general enlightenment as is possible. The analysis will be 
made in the terms that appear to have the greatest possibility of extension 
to the 4-dimensional case, modulo the lower dimensionality. In particular, 
an ultimate objective, the treatment of the quantized interactive spannor- 
plyor field, is meaningful at the present time only in 2 dimensions as a con- 
sequence of the unresolved divergence in the local products of quantized 
fields in 4 dimensions. 
The present paper determines invariant subspaces, invariant forms, 
irreducible factors, transformation properties under discrete symmetries, 
deformation into spinors of spannors, and parallelizations. For effective 
computation it is essential to use a concrete parallelization and there are 
two that are useful for different purposes. A tensor product formulation is 
convenient for general group-theoretic purposes, but the deformation into 
the flat limit is much simpler in a directly induced bundle format, using the 
“curved’ parallelization of (I). Both parallelizations are developed and 
deformations indicated. Unlike the cases of the spinor and form bundles, 
the quadratic Casimir acts nontrivially on the spannor and plyor bundles, 
and defines equations explicitly identifiable as analogues of the Dirac and 
Maxwell equations. The present work is limited to the treatment of the 
spannor bundle. 
We refer to (I) for generalities and notation, with the more or less 
obvious or natural changes in going from 4 to 2 dimensions, when 
necessary. In part, (I) dealt with the action of SU(n, n) on U(n), which for 
n = 1 is relevant here to the analysis conducted in terms of characteristic 
parameters. Altho these do not exist in 4 dimensions, the considerable 
simplification brought about by their use here outweighs the conceptual 
advantage of a treatment in which 2 space coordinates in 4-dimensional M, 
are merely suppressed. This suppression effectively replaces the group 
SO(4,2) by the group SO(2,2), which is locally the same as SU( 1, 1) x 
SU( 1, l), and a local isomorphism will implement the correspondence 
between the two treatments. 
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2. THE ONE-DIMENSIONAL CASE 
A special feature of the two-dimensional case is its reducibility in part to 
purely one-dimensional considerations. It will be convenient here to apply 
the treatment of (I) to the one-dimensional case, for this reason, and also 
as a clarifying example. The “Poincart” group P, for this case is con- 
veniently formulated for these puposes as the group of all transformations 
g on the space H(1) of all hermitian linear transformations on a one- 
dimensional complex Hilbert space, which will be realized as C with the 
inner product (a, 6) = ~6, of the form 
H+LHL*+K (HE H(l)), 
where L is arbitrary in the group GL + (1, R) (the “ + ” signifying the sub- 
group of GL(l, R) having positive determinant), and K is arbitrary in 
H(1). Thus here, L = L* automatically. The indicated element g will be 
denoted as L ii K. 
More generally, the notation of (I) will be directly extended to the one- 
dimensional case, whenever the extension appears entirely clearcut. In par- 
ticular, h(1) = iH(l) is identified with the Lie algebra of U( 1); G, denotes 
SU( 1, 1); and when regarded purely as causal manifolds (i.e. endowed with 
smooth convex cone fields), H(l), U( 1 ), and z’( 1) will be denoted on 
occasion as MA, @I’, and fi”. The superscripts “1” indicate the dimen- 
sionality and will be omitted when this is clear from the context. In 
addition, the imbedding and covering relations between causal manifolds 
closely analogous to those in (I) will be understood to be in force; to 
emphasize these relations, M: may be denoted as R (for the reals), 6i’ as R 
or U for the compactification of the reals, or for U( 1) as a causal 
manifold), and fi’ as a (the universal cover of R, and as a causal manifold 
identical to it, but possessing imbedding and covering relations of which R 
is devoid). The two-fold cover of R will be denoted as 8. The universal 
cover so(1, 1) is denoted here as G,, as a transformation group of 8, on 
which it acts by the liftup of the usual action of SU( 1, 1) on R. The present 
geometric starting point is then the analog to Theorem 2.1: G, acf.s causally 
and transitively on a with isotropy subgroup isomorphic to PI. 
The proof is a simplification of that of Theorem 2.1, and hence omitted, 
apart from notational aspects used later. The mapping /Y that imbeds the 
Poincare group P into the conformal group G (in its adjoint represen- 
tation) takes here the form 
B(g) = Qmw’; g=L: K. 
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In one dimension, P is simply connected, so Pi = Pi. Corollary 2.1.1 carries 
over without essential change, the mapping c (the Cayley transform) taking 
here the form h + (2 + h)/(2 - h), h E h(1). Corollary 2.1.2 also carries over, 
but the central element u becomes the identity, leaving only the infinite 
cyclic subgroup generated by c as the center of G,. The action of [ on R 
takes the form x + x + 27~ The action gZ of the element (; I;) of Gi on the 
element Z of U, as well as the mappings Q, y, and the maximal essentially 
compact connected (MECC) subgroup R are the same apart from obvious 
simplifications. 
One difference between the one- and higher-dimensional cases is that 
there is only one outer automorphism of G, modulo inner automorphisms. 
This automorphism (class) is implementable by a spatial transformation, 
which takes the form x + -x on R, or z + Z on U. This transformation is 
analogous to the conventional full reversal PT, and again unlike the 
higher-dimensional cases, its induced action on G leaves c invariant, by 
virtue of the triviality of q. As an automorphism of G or G, full reversal is 
denoted as cp. 
As in the four-dimensional case, not only does G have both unitary and 
orthogonal presentations, but there are transformation group actions that 
implement he equivalence of these presentations (a feature that is lacking 
in more than four dimensions). The imbedding of R into R by c is 
G-equivariantly equivalent to the imbedding of R into the space of all null 
circles in R. A null circle may here be defined as an equivalence class of 
polynomials of the form ax2 - 26x + c, where a, b, c are real and do not all 
vanish, and satisfy the equation ac- b* =O; equivalence is here propor- 
tionality via a non-vanishing factor. The totality of null circles is thus 
naturally representable by a quadric in real projective 2-space, RP2. It is 
convenient to reparametrize null circles by setting 
rel =a-+, to=4 & = a + ;c, 
whereupon ac - b* = 6% 1 + <i - <:. The imbedding of R into R then can be 
represented as follows; the given point x in R is mapped into the null circle 
with a = 1, b = x, and c = x2, i.e. into the polynomial in the indeterminate 
y, (y - x)*; this in turn is mapped into (5 _ 1, &,, &,), which in turn is 
mapped into u- 1 + iq,, where uj = tj( t2, + rg)-‘/*, corresponding to the 
normalization obtained by setting t4 = 1. 
The group of projectivities on RP2 leaving invariant the indicated 
quadric Q is isomorphic to SO(2, 1)/Z,, where the central subgroup Z2 is 
generated by the map u + -u in R3. The homeomorphism between Q and 
U just indicated implements the equivalence between this effective action of 
SO(2,1)/Z, on Q and that of SU( 1, 1 )/Z,, where here the Z2 subgroup is 
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generated by the matrix -I, on U. The imbedding of R into U may also be 
expressed by the equations 
u-1 = (1 -‘X2)/(1 +‘x2). 4 4 9 u() = x/( 1 + ix’). 
More generally, u ~ r and u0 can be smoothly extended to functions defined 
on all of R, and not merely on the imbedded manifold R, by the equations 
u _, = cos 0, u0 = sin 8, where 8 is the real coordinate on R such that the 
map 8 + eie represents the covering of R by R, and thus is by no means 
locally the same near 0 as the coordinate x in R; the relation is x = 2 tan $0 
for 161 <II. 
Conformal inversion on R is defined as the map x -+4/x, and so is not 
defined at x=0. This map extends uniquely to the everywhere-defined 
smooth map on U, v + - 17. A corresponding map on R is ambiguous 
within an element of the center of G, and will be standardized as the map 
8 + R - 6. This map will be called causal inversion and denoted as z. The 
standard flat/curved metric/element of measure are defined as dx2/d02 and 
dxfd6, respectively. 
2.2. The generators of G as an orthogonal group will be denoted as L, 
(i, j= - 1, 0,4), where this generator is defined as that mapping into the 
vector field eicli3i-e,t$i, where (e-r, e,, e,)= (1, 1, -1) and ai denotes 
8/ati. The generators L-I,0, L0,4, and L,, _, will also be denoted as T, R, 
and S; S was earlier used to denote the scaling generator, which it 
represents here and the designation T refers to time, T being interpretable 
as the generator of time evolution in the generalized Einstein Universe. 
Note that the mapping L, + L,, where this is the vector field indicated 
above, is a Lie algebra anti-representation. 
The following table summarizes useful aspects and alternative forms of 
these generators; u denotes eie and the aj are the Pauli matrices. 
TABLE 1 
Actions of the conformal group in one dimension 
Generator L LO LV 
Representant 
forLinsu(l,l) 
Representant 
for erL in SU(1, 1) 
R (=Lo,,) cos -9 $i(u2 + 1) +2 
cash fr isinh fr 
-i sinh jr cash fr > 
s (=L.-1) sin 0 f(o’- 1) ‘u 
( 
cash f t -sinh jr 
-T 1 -sinh ft cash ft > 
T(=L-I,,) 1 iv fiu3 
exP(fW 0 
0 exp( -fit) > 
A PILOT MODEL IN TWO DIMENSIONS 157 
The parallelization theory given in (I) includes the present context as a 
special case. Standard parallelization will refer to the parallelization via 
translations in iz, elaborated in the four-dimensional case in (I). In this 
parallelization, the ft action has trivial multiplier, by Corollary 4.1.4. 
Corollary 4.1.6 applies directly to SU( 1, 1 ), resulting in the following table. 
TABLE 2 
The internals of the generators of G 
Generator Internal 
ii 
( 
-cos 0 -ews 
ei* cos 0 > 
A presently relevant example of the application of Table 2 is to the 
“spannor” bundle. This is induced from the representation C, of Pi, where 
r is a real number, and L’,(g) is defined as LY( g) L’, if g = L ;i K; r is called 
the index of the spannor. The co-spannor bundle is induced from the 
associated representation L’: of G, where 
G(g) = L-l 0 -4iKL-’ L > L’. 
Since the outer automorphism cp of G previously indicated is implemented 
spatially by the transformation x + -x in R, its effect on the element 
g E P, of the indicated form is to carry it into g” = L 2 ( -K). It follows 
that L’: may also be given by the equation z:(g)=a,C,(g’)a,. The 
actions of G induced from C, and C: will be denoted as S, and S:, as 
representations of G on the smooth sections of the corresponding induced 
bundles. Also relevant is the scalar bundle of weight w, defined as that 
induced from the representation U, of P given by the equation 
U,(L ;i: K)= L2”; the corresponding induced action will be denoted as V,. 
If T is any action of a group on the sections of a bundle induced from a 
given representation of a subgroup, its infinitesimal form dT takes the form 
dT(Z) = -Z + m(Z), where Z is the vector field corresponding to the 
generator Z, and m(Z) is a matrix-valued function on the base space. This 
function m(Z) = dT(Z) + Z is called the infinitesimal multiplier for the 
action. Application of Table 2 leads to the following table of multipliers for 
the bundles just described; the entry for T is identically 0 and is omitted. 
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TABLE 3 
Infinitesimal multipliers in the standard parallelization 
Generator -+ 
Inducing 
representation 1 
VW w sin 0 -wcoso 
The G-composition series of the section spaces of the bundles treated in 
Table 3 follow in the usual way from Harish-Chandra’s reduction to a Lie 
algebraic issue involving the K-finite vectors. The next results describe these 
in cases that will later be relevant. Relative to a given representation W of 
G;, the operator i dW(T) will be called the energy, and the representation 
will be called stable if the spectrum of the energy is real and bounded from 
below or above. 
COROLLARY 2.1. G acts irreducibly, unitarily, and unstably on the scalar 
section space over R (i.e. the subspace of the section space on which c acts 
as 1 ), when w = 4. The subspace of sections over a of this bundle (i.e. on 
which [ acts as - 1) is equivalent to the direct sum of two irreducible, unitary 
stable representations. In the standard parallelization the corresponding sub- 
spaces are spanned by the e”“+ ““’ with non-negative and negative integral n 
respectively. 
Proof: Let b, = eine, where n is either integral or half-integral, so that b, 
lives on fi (if not actually on W). A K-finite invariant subspace is charac- 
terized by invariance under the action of T and any other generator, which 
may be chosen as - S. This is represented by sin Bae + f cos 8 on the space 
in question, by Tables 1 and 3, and its action therefore carries b, into 
$Vn+ lPn+l -:(2n- l)b,-,. It follows that the span of the 6, with 
integral n is invariant and irreducible. Similarly the span of the b, with 
half-integral (non-integral) n is invariant but not irreducible; the foregoing 
recursion relation shows that the b, with positive half-integral n, and those 
with negative half-integral n, each span an irreducibly invariant subspace. 
The action preserves the L2 norm of the standardized section, being the 
directly unitarized action of G, and so is unitarizable, or in the space 
indicated, unitary. The representation is the complexification of a real 
representation (the action on real L, functions) and so no generator can 
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have a two-sided spectrum in an irreducible context, as in the action over 
R. Thus this action is unstable, but the two components of the action on fi 
are manifestly stable. 
COROLLARY 2.2. On the scalar section space of weight 0 over R, G has 
the non-trivial invariant K-finite subspaces spanned as follows: (1) by b,; 
(2) by b, for n >O; by b,, n < 0. The irreducible quotients of subspaces (2) 
and (3) by subspace (1) are unitary and stable with lowest and highest 
K-types represented by eie and eeie. 
Proof. By Tables 1 and 3, dV,,(S) carries b, into (n/2)b,-, - (n/2)b,+ 1. 
It follows that the indicated subspaces are invariant, and that they are the 
only ones. The energy operators have the spectra 1,2,3, . . . . and the 
negatives of these, for the quotients of (2) and (3) respectively. Unitarity is 
well known for these representations. 
Notation. Irreducible stable representations of G will be denoted as R,, 
where eiae is the lowest or highest K-type. Thus those given by 
Corollary 2.2 are R + 1 ; those given by Corollary 2.1 are R * 1,2. 
COROLLARY 2.3. The scalar section space of weight 1 over R is dual to 
that of weight 0 (so its composition series is the reverse of that of this section 
space) and has irreducible factors equivalent to those of the weight 0 bundle. 
Proof. The duality follows from Theorem 6.1. The factors are identical 
(self-dual) because of their unitarity. 
COROLLARY 2.4. The spannor bundle of index r = 1 over R has an 
invariant sub-bundle equivalent to the scalars of weight 1, modulo which it is 
equivalent to the scalar bundle of weight 0. Its irreducible factors thus consist 
of & and Rkl, each of multiplicity two. 
Proof The invariant sub-bundle and quotient bundle can be read off 
from the form of the inducing representation, whereupon the earlier 
corollaries determine the irreducible factors. 
COROLLARY 2.5. There is a local non-degenerate G-invariant real anti- 
symmetric bilinear form on the section space of the r = 1 spannors over R, 
as follows: iff=fl@fi and g=g,Og,, AM g)=ReIF Cfi(@g2(@-- 
fi(W g,(e)1 de. 
Proof The G-invariance follows from the covariance of the local form 
at one point under the inducing representation, together with Theorem 6.1. 
Non-degeneracy follows from that of the local form at one point. 
Remark. The preceding Corollary makes possible the G-invariant 
580/83/l-11 
160 BRSTED AND SEGAL 
quantization of the spannor field over R in a natural manner. The Weyl 
algebra over the sections space relative to the indicated form A provides a 
C*-algebra of “quantum field observables” on which G acts canonically as 
a group of automorhisms. This provides an accessible but non-trivial pilot 
model for the study of the quantization of fields having non-unitary trans- 
formation properties, and for the investgation of vacua and equilibrium 
states under K and the unimodular Poincare group suggested by 
chronometric physics. Such quantization aspects will be left for a later 
occasion; the foregoing will here be used only in the treatment of the two- 
dimensional case. 
3. BASICS OF THE TWO-DIMENSIONAL CASE 
In this section and later, M,, will denote Minkowski space in two dimen- 
sions, unless otherwise indicated. The two-dimensional Poincare group P 
(= P2) is generated by: (i) translations: x0 -+ x0 +fO; xi -+ x1 +fi ; 
(ii) scaling: x0 --* Ix,. x1 -+ Ix, (A > 0); (iii) boosts: x0 + x0 cash w + 
x1 sinh o; x1 -B x0 sinh w + x, cash w. Seting t = log A and L = (e’Lh .-‘&), 
the matrix T = e1j2’L is the analog to the element of GL+(2, C) involved in 
(I). The 4-dimensional imbedding of M, into H(2) is modified by imbeding 
the 2-dimensional M, in this space by the map 
(x0, x1) -+ x000 + XI 03 = 
x0+x1 0 
0 > 
= H. 
x0-x1 
The Cayley transform c then carries 
H-[l+jiH,[l-+iH]-‘=(e;+ e-;om) 
where 
e ‘~~=[l+~i(xOfx,)][l-~i(xO+x,)]-‘=u.. 
To compute how P acts on the u* , set y, =x0 f x1. Under a boost, 
x0&x, +xoe*:“+x,e*W, or: y, +e*@y+. Under scaling, y, +AJJ_+. 
Under translations, y * + y * (f. +fi). Thus, P operates on either y + or y _ 
as y -+ Ay + B for certain real A and B; specifically, y + + A * y + + B, ; 
A, = ,Ie*O, B, =fo +f, . Hence the action of P after Cayley transfor- 
mation is given, dropping the subscript + when clear from the context, 
1 + (i/2) Y 1 + (i/2)(Ay + B) pu + q 
=l-(i/2)y-) 1 - (i/Z)(Ay + B)=x’ 
p=l+A+(i/2)B, q=l-A+(i/2)B. 
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Now pp - q4 = 4.4, so if p’ =p/(4A)“* and q’ = q/(4A)“*, then ($ $) = g’ is 
in SU( 1, 1 ), and u + g’(u), where g’ acts as indicated. 
Accordingly, the action of P on the u* can be formulated as an 
imbedding of P into SU(1, 1) x SU(1, l), together with actions of the 
SU(1, 1) on the u*, as follows. Let A f and B * denote the A and B for y &, 
corresponding to the given element gc P. Then as in (I) we have the 
isomorphism of P into SU( 1, 1) x SU( 1, 1 ), which carries the element g in 
P into the element ($; 8:; x ($,- ) ~~;~)ofthegroupG=SU(l,l)xSU(l,l): 
g + fi( g). Then g acts on the pan (u + , u _ ) by p(g). 
As earlier, there is a canonical equivalence between certain transfor- 
mation groups that extends a local isomorphism of the pseudo-orthogonal 
and -unitary groups involved, which may be stated as follows: 
THEOREM 3.1. As a transformation group, the action of SO(2,2) module 
its center on the space of projective null circles in M0 is equiualent to the 
standard action of G on S’ x S’ (i.e. the direct product of two copies of the 
action (h, z) + h(z) = (az + b)(cz + d)-‘, where h = (: “,) E SU(1, 1) and 
JZI = 1). 
Here a null circle in M0 is a projective equivalence class of polynomials 
in indeterminates x0 and x, of the form aX* - 2B. X + c, where X = 
(x,,x,),X2=~~-~~,B=(bo,b~),B~X=boxo-b~x~,and(a,B,c)#Oas 
a vector in R4. The manifold of all null circles thus forms a quadric Q in 
the real projective 3-space of all such (a, B, c). Setting 
then 
(-,=a-$, to=bo> tr=bl, t4=a+Jc, 
Now introducing the ui (j= - 1, 0, 1,4) by the equations 
u-= <.(<2 + p)l’* J J 1 0 3 
then ~2, + ui = 1 = U: + u:. We now map M, into S’ x S’ by the succession 
of maps 
X-+(a,B,c)+5+(u-,,uO)x(u1,u4)*zxz’; 
.z=u~,+zu,; z’=u4+iul, 
where the square root is uniquely determined by positivity in the vicinity of 
X=0 together with simple connectivity of M,, and continuity. More 
relevantly for present purposes, we map M, into the projective quadric in 
RP3 defined by the equation Q(<, l) = 0. Noting that < and - 5 represent 
the same point of Q, it follows that Q is homeomorphic with (S’ x S’)/Z,, 
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where the Z, is generated by the direct product of the antipodal maps on 
the S’ factors, i.e. the transformations uj + -uj (j= - LO, 1, 4). In this 
way we obtain a mapping from M. into (S’ x S’)/Z, which extends by 
continuity to a homeomorphism from ti onto the latter space. 
We note in passing that the indicated mapping of M0 into S’ x S’ and of 
S’ x S’ onto $I (hence also the imbedding of M, into R) are conformal, 
relative to the usual Lorentz-invariant conformal structure in M,, and the 
direct product Lorentzian conformal structures on S’ x S’ and on the 
quotient of the latter by Zz. The proofs are similar to those cited in (I). We 
will now set up a group-invariant equivalence of Ii3 with S’ x S’ that is not 
conformal relative to the direct product structure on the latter, but has the 
advantage of reducing many considerations in the 2-dimensional space M 
(or coverings thereof) to the direct product of l-dimensional ones. 
We define t by the equations 
u-,=cos t, u. = sin t; z=e” 
and p by the equations 
uq = cos p, u, = sin p, z’ = eip. 
Next we set v+ = zz’ = ei”+P’., v- = z/z’ =8-p). The map (z, z’) -+ 
(v+, v-) is then a 2-fold covering of S’ x S’ by itself. Composing this map 
with the earlier defined map from &I onto (S’ x S’)/Z, now gives the 
spatial part of the equivalence stated in Theorem 1. 
To develop the group-theoretic part of the equivalence, we use the 
following analog to Table II of (I), expressing the generators L, of SO(2,2) 
as vector fields on MC*) (the 2-fold cover of Ii%) in terms of t and p as coor- 
dinates. We recall that the vector fields L, in Q are defined by the 
equations L,= eieiDj- ejljDi, where Di = a/Xi; and that the mapping 
L, + L, from the Lie agebra of SO(2,2) to vector fields is an anti- 
isomorphism; here (e _, , e,, e, , e4) = (1, 1, - 1, - 1). Direct computation, 
or appropriate specialization of the cited table, leads to Table 4. 
TABLE 4 
SO(2,2) infinitesimal actions in polar coordinates 
Generator Action on S’ x S’ as vector field* 
L-l.0 
L-1,1 
L-1.4 
L 0.1 
L 0.4 
L 1.4 
D, 
-sin t sin pD, + cos I cos pD, 
-sin t cos pD, + cos t sin pD, 
cos t sin pD, + sin t cos pD, 
cos t cos pD, - sin t sin pD, 
DP 
* D, = a/at; D, = afap. 
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We may now compute the infinitesimal actions in terms of the charac- 
teristic parameters 0 * , which are transformed separately, i.e. by direct 
product actions. Direct computation then results in the following table, 
where D, denotes a/av, and a, denotes a/8*. 
TABLE 5 
SO(2,2) infinitesimal actions in characteristic oordinates 
Generator 
Action on Sl as vector field 
In terms of 0 * In terms of 0 * 
L-I,, 
L-l,, 
L-l,, 
Lo, 1 
L 0.4 
L 1.4 
iu+D+ +iu-D- 
(i/2)(1+o:)D++(-i/2)(1+u2)D- 
f(1 -u:)D+ +#l-u2)D- 
-f(l -u:)D+ +J(l -u2)D- 
(i/2)(1 +u:)D+ +(i/2)(1 +u?)D- 
iu+D+ +(-iv-D-) 
a++a- 
c0se+a+-c0se-a- 
-sine+a+-sine-a- 
sin0.a+-sin0-8- 
00Se+a+ 00se-a- 
a+-a- 
Now applying Table 3 to Table 5, we obtain the following table of 
representatives for the L, in the Lie algebra SU( 1, 1) @ su( 1, 1) of G. 
TABLE 6 
Representatives for the L, in su(1, l)@su(l, 1) 
Generator Representative in su( 1, 1) @su( 1, 1) 
L-l.0 (i/2) u3 O 
( > 0 fJ3 
L-l.1 
fJ2 0 
-4 0 -a2 ( ) 
L-1,. Ql 0 f 0 6, ( 1 
L 0.1 -f ul O 
( ) 0 -CT, 
L -t ( 02 
0 
0.4 0 o2 > 
L 1.4 (i/2) u3 O 
( > 0 -6) 
Table 6 gives in infinitesimal form the local isomorphism between 
X)(2,2) and G that is used in the following, and on the basis of which the 
proof of Theorem 3.1 is readily completed. It will be consistent with our 
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earlier notation to denote this isomorphism as fi = 8’ x B-, where p* are 
the component homomorphisms into SU(1, 1). 
4. SPANNORS AND DISCRETE SYMMETRIES 
In this section we develop a 2-dimensional analog of the spannors 
treated in (IV). The analogy is close, but there are important differences. 
The front spannor representation C+ of P is defined by the equation 
Direct computation shows that 
fiB+ /A:/’ 
A ; 112 * 
The back spannor representation Z- of P is equivalent* to the transform 
of C+ by the parity automorphism of P, but it is convenient o choose it in 
a specific way that facilitates analysis and enhances the parallel with the 
4-dimensional case: 
C-(g) = 
A -112 0 
-~iB~A~1/2 > A’/2 ' 
The parity transformation in M, may be defined as that interchanging y, 
and y- . It induces an automorphism rt of P; this interchanges the A+ and 
B, with the A- and B- . It will later be seen that Zc- may also be 
expressed as 
C-(g) = o,C+(g”)a2, gEP. 
The full spannor representation Z of P is defined as the direct sum 
Z+ @Z-; i.e. 
We next treat the relation of these representations to the discrete sym- 
metries P, T, and C, referring to (I) for the basic definitions. 
* In the 4-dimensional case, C+ is not equivalent o its complex conjugate, which in turn is 
equivalent to the parity transform of Z+; but in the present case, Z+ is equivalent to its 
complex conjugate, though not to its parity transform. 
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THEOREM 4.1. The front and back spannor representations of P (C * ) 
admit neither P nor T, but do admit C. The full spannor representation 
admits the (“standard”) P, T, C following: For arbitrary vectors u, in the 
representation spaces of C’, 
P:u+0u--+a*u-0a~u+, T= PK, 
c= [0300~]U. 
Proof. To admit P means for a representation that there exists a linear 
operator conjugation by which yields the transform of the representation 
by the parity automorphism; i.e., in the case of Z+, the existence of a linear 
operator P such that P-lZ+(g)P=Z+(gn) for all gEP. If g is 
parametrized as g (I, w,f,,, fi), then the effect of the parity automorphism n 
is to carry I + 1, o --) -w, f. +fo, and fi + -fi. In other terms, 
g(l,o,f,,f,)"=Pg(l,w,f,,f,)P=g(l, -wfo, -f1); 
A, *A,, B, -+BT, 
where here P is the map x0+x0, x1 + -xi, in MO. This implies that 
C+ (g”) depends only on A _ and B _, whereas C + (g) depends only on A + 
and B,. Since these dependences are essential and since the A _ and B- 
are not uniquely determined by the A + and B, , the two representations 
can not be equivalent. 
In the case of T, the time reversal automorphism r has the effect 
gU,wfo,f,)'=dl, -a,-fo,fi); A, -'AT, B, + -B,. 
The dependence of C+ (g’) is as earlier only on the A _ and B _, so this 
transformed representation again can not be equivalent to C+. 
To see that the given P is appropriate for C, i.e. implements the parity 
automorphism of P, consider the relevant actions on u@v, where u and v 
are arbitrary vectors in the representation spaces of C*. Then 
(p-‘m)p)(u0v) 
=P-1qg)(a*v00ZU)=P-1(z+(g+)62V0C-(g-)oZU) 
=a,C-(g-)a,u0a,z+(g+)a,v 
=Z’(g-)u@E-(g+‘v=z(g)(u@v). 
In the case of the given T, the only difference is complex conjugation, 
which changes the signs of the B, ,. in addition to the changes occasioned 
by P, as earlier seen to be appropriate. In the case of the given C, direct 
computation shows that C- ‘C * (g) C = 2Y * (g) for g E P, as required. 
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The P, T, and C are unique only within a factor in the centralizer of 
C(P), which can be determined from an argument given in the proof of 
THEOREM 4.2. Both Z+(P) and Z-(P) leave invariant the following 
(indefinite) inner product: 
in C2. Within a constant factor, this is the only inner product invariant under 
either Z+(P) or Z-(P). Correspondingly, Z leaves invariant the sum of these 
inner products, also denoted (( . , . )). 
Proof The invariance follows by direct computation. To show the 
unicity of the invariant inner product uner Z+(P) is equivalent to showing 
tha only scalars commute with all Z’(L), LEP. If R = llrijll (i,j= 1, 2) is 
such an operator, then it commutes with all (g pi!!,), for arbitrary real p > 0 
and real q. Hence for all such p and q, pr,, + iqr,, =p~,~, implying that 
r2, = 0. Similarly, iqrl, +p-‘e,, =pr12 + iqrz2, implying that r12 = 0 and 
that rll = r22. Thus R is a scalar. The case of C-(P) follows by taking 
adjoints. 
COROLLARY 4.3. C-(g)=02Z+(g”)a2 for all gEP1 and P leaves 
invariant (( ., . )). 
Proof This is an immediate deduction from the explicit expression for 
the action of P in terms of Art and B, . 
COROLLARY 4.4. The infinitesimal actions of .E+ and Z- are as given in 
Table 7. 
TABLE 7 
Infinitesimal forms of the front and 
back spannor representations 
Proof This table follows by use of the observation that 
Q-‘(fl,, 629 fl,)Q= (-fJ3,fJ2, Cl), 
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obtainable by direct computation, together with the observation that 
Z” = + Z, with the minus sign only if Z is of the form L, where one of i or 
jis 1. 
5. CLIFFORD NUMBERS AND SPANNORS 
The main result of this section is 
THEOREM 5.1. C is equivalent to the restriction of the spin representation 
of SO(2,2) to P. 
Proof This requires the introduction of Clifford numbers relative to the 
quadratic form defining SO(2,2). These may be defined here as 4 x 4 
matrices~i(j=-1,0,1,4)suchthat~~=-eiand~j~k+~k~j=Oforj#k. 
For example, 
cl=(P, -i2), h= -i(J :), 
?I= z2 u2 3 ( > v4= 
0 c3 
0 ( > 03 0 
(we call these the standard complex Clifford numbers). The spin represen- 
tation of SO(2,2) may be defined within equivalence as the representation 
S such that dS(LjL) = fqjqk. Now P is imbedded in SO(2,2) in accordance 
with the composition of the earlier given imbedding into G, together with 
the local isomorphism of G with SO(2,2) given earlier. Direct computation 
on the basis of Table 5 shows that &Y(L,,) has precisely this form, where 
here Z denotes the extension of Z from P to all of G earlier indicated. 
More explicitly, the generators of P consists of -L --1,4 (scaling), L,,, 
(the Lorentz boost), d(L-l,O + L& (time translation), and $(L-r,, + Li,J 
(space translation). Identifying the matrix a@ 1, + 1, @b, where a and b 
are 2 x 2 matrices, with the matrix (; t) g ives the 4-dimensional forms of 
the matrices involved here. 
COROLLARY 5.2. The standard complex Clifford numbers vi are similar 
to a real set of Clifford numbers $ via the transformation S = (7 z), where 
m = (A 9): S-‘qjS = $ (j= - 1, 0, 1,4). In particular the spannor represen- 
tation of G is real. 
Proof: This result is not new, but the proof is brief and provides -useful 
explicit computations. Noting that S-’ = (z z), so that S-’ (2, ;f)S= 
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(,,“h bum), and that @a,, 02, e3) m = ( -e2, ol, c3), it follows that 
S-‘qjS= $, where 
l;=(J1 “d), 16=(;3 “d). 
These are real, and the corresponding generators of the spin representation 
of SO(2,2) have the following notably simple forms, apart from factors of 1 
throughout: 
Remark. The Clifford numbers for SO(2,2) are quite similar to those 
for SO(2,4), but an important difference is that the product of all the 
Clifford numbers has square 1 in the former case and square - 1 in the 
latter case, providing thereby in this case a natural invariant complex 
structure. 
6. PARALLELIZATION OF BUNDLES OVER M 
The standard parallelization is here determined by an extension of the 
procedure used for the one-dimensional case. The K, P, and N are the 
direct products of those involved in the latter case, with copies of them- 
selves; but the parity automorphisms changes the L,j into their negatives. 
The relation of the Li,j to the one-dimensional generators R, S, T is 
correspondingly as given in 
TABLE 8 
Generators of SO(2,2) as tensor products 
of those of SU(1, 1) 
SO(2,2) Generator Expression in terms of SU( 1, 1) Generators 
L-1.” TxI+IxT 
L-1:; Rxl-IxR 
L-l.4 SxI+IxS 
L 0.1 --sxI+IxS 
L 0.4 RxI-!-IxR 
L 1.4 TxI-IxT 
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Now applying Table 2, the internals for SO(2,2) are given by 
TABLE 9 
The internals of generators of SO(2,2) relative to the subgroup P 
Generator Internal 
L-l.0 
L-l,, 
L-L,4 
L 0.1 
L 0.4 
L 134 
0 
& 
[( 
-cos e+ -e-lo+ cos e- e-ta- 
go+ c0se+ I( 
63 -eie- -cos e- )I 
ie-‘0’ sin !3- ie-i8- 
ti K sin O+ i@+ -sine+ )( ’ ie’O- -sine- )I 
&O- 
ii [( -sin 8, -ie-“+ sin e- _ ieio+ sin e, >( @ ie’o- -sine- )I 
fi 
K 
--cos e+ -e-ffJ+ 
>( 
a3 
-COS em -emi’- 
p+ c0se+ eio- cos e- >I 
0 
Applying this to the scalar bundle of weight W, which is induced from the 
representation R, of P R,(g+ x g- ) = (A + A _ )“‘12, there results 
TABLE 10 
Infinitesimal multipliers for action 
of X32,2) on scalar bundle of weight w 
in standard parallelized form 
Generator Intinitesimal multiplier 
L-l.0 
L-I,, 
L-l.4 
L 0.1 
L 034 
La.4 
0 
(1/2)w(sinB+-sine-) 
(t/2)w(cose+ +COS~-) 
(i/2)w(-c0se+ +c0se-) 
(1/2)w(sinO++sinO_). 
0 
In the case of the spannor bundle of index 0, for which the inducing 
representation is .Z: 
g=g+ xg- -(‘::’ %2)@( rr;; 112) - 
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the result is 
TABLE 11 
Infinitesimal multipliers for action of SO(2, 2) on spannor bundle of index 0 
in standard parallehzed form 
Generator Infinitesimal multiplier 
L-l.0 0 
L 
( 
tsin 0, -icon 0+ 
-1.1 0 -fsin 9+ >( 
~ fsinB_ 0 
-icon O_ -fsin L% > 
L-I.4 
L 0.1 
Lo.4 
L 1.4 
( 
:cos t?+ isin 0+ >( $ -+cose_ 0 0 -tcos 8, 
-isin e_ fcose- > 
( 
-jcos e+ -isin 8+ 
>( 
8 
-4c0s e- 0 
0 tcos e+ -isin 0_ fc0se_ > 
( 
*sin 8, 
>( 
-Jsin tJ_ 
0 I;~~~+ ’ icose_ O + fsin& > 
0 
Closely related to the spannors are the spinors. The spin representation 
of weight w of P to be denoted ZO,, is defined by the equation 
This representation is the direct sum of two half-spin representations that 
are exchanged by the parity automorphism, etc. Of special concern here are 
the cases w = l/2 and 312, which are dual; 
Applying the table of internals to C1,2, there results 
TABLE 12 
Infinitesimal multipliers for action of S0(2,2) 
on spinor bundle of weight l/2 in standard parallelized form 
Generator Infinitesimal multiplier 
L-l,0 
L-I,, 
L-I.4 
Lo,, 
Lo.4 
La.4 
0 
(1/2)(sin e, Q3 -sin em) 
(~/~)(cos e+ CDCOS em) 
(i/2)(40se+m0~e-) 
(1/2)(sin 8, @sine-) 
0. 
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In the case of the spinors of weight 3/2, the infinitesimal multiplier for 
the scalar bundle of weight 1 is merely added to that given by this table. 
7. THE TENSOR PRODUCT FORMAT FOR SPANNORS 
In the case of a bundle induced from the restriction to the isotropy sub- 
group of a finite-dimensional representation of the over-group, apart from 
a possible one-dimensional representation of the isotropy subgroup, there 
is a convenient parallelization as a tensor product with the finite dimen- 
sional representation; cf. Corollary 16.1.4 of (IV). Using this the spannors 
can be represented as a tensor product. With the notation of Theorem 4.1 
of (I), if R is the restriction to G, of the representation R’ of G, multiplied 
by the l-dimensional representation S of G,,, then the bundle induced from 
R is equivalent to the tensor product of the bundle induced from S with R’, 
according to the result in (IV). The equivalence is implementable by the 
mapping from the section h(x) of induced bundle into the section 
R’(xx,y’)h(x) of the tensor product bundle. Here the space on which G acts 
is identified with the subgroup K and xx;’ refers to the product in G. In 
the case that will be of special relevance later of the 4-fold cover of R 
parametrized by the 8, ranging over the reals modulo 47r, the iden- 
tification mapping carries the pair (0,) 8- ) in the 4-fold cover into the 
element 
( 
e(1/2P+ 0 
I( 
pw 0 
0 e-w2)ie+ @ 0 ) 
e-(l/2)e- . 
If h(x) denotes an arbitrary section of the induced bundle in the standard 
parallelization, the mapping h(x) --f R’(xx;‘)h(x) will be denoted as F. 
In the case of the spannor bundle of index w, the inducing representation 
is the representation of the Poincart subgroup P: g + G(g)J.“, where A is 
the the scaling component of g. The inducing representation thus differs 
from the restriction to P of the spannor representation L of G (which is 
identifiable with spin representation of SO(2,2)) only by a l-dimensional 
representation. The representation induced from this l-dimensional 
representation g + A”’ is the scalar representation of conformal weight w, 
whose standard parallelization was given earlier. Denoting the action of G 
on the spannor bundle in tensor product form as S,,,, when parallelized as 
a tensor product with the scalar factor expressed in the standard 
parallelization, it follows that dS,,, = dY,+ dC. This may be compared 
with the infinitesimal form in the standard parallelization, dSstd= 
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dV, + &(Z( e)), where Z( .) denotes the internal. Using the bundle 
equivalence of the two presentations, it follows that 
dS,,,(Z) = dV,(Z) + F-1 dC(Z)F-F-‘(ZF), 
for arbitrary Z in the Lie algebra. 
The operator F may be computed in explicit form as follows. Consider 
first the l-dimensional case treated earlier. c is the universal cover 
so( 1,l); it is the subgroup of e covering the subgroup K consisting of all 
diagonal matrices in SU( 1, 1); the covering mapping is s + (e;;” e’?Si2); fi is 
here identical to iz. The inducing point is conveniently chosen as +rt, 
depending on whether 8, or 8- is involved, and may be denoted as x$ . 4 
is the unique map of z( into the group of C” homeomorphisms of n that is 
obtained by lifting from the local action of G on N. This is given as follows: 
if g=(; j;)~,W(l, l), then d(g) is the mapping of N as S’, #(g)(v)= 
(au + b)(co + d))‘. In particular, @(s)(t) = t + S, and the condition 
d(x)(y) = xy is sustained. 
The considerations for SU( 1, 1) are next applied to the group 
G = SU( 1, 1) x SU( 1, l), acting on the variables 8, as earlier. For 
arbitrary (0 + , 8 _ ) in the R’ x R1 representing the universal cover of %f, the 
corresponding point x in R + x iz-, where R * are the maximal essentially 
compact subgroups in each factor s8(1, l), are as follows, noting that 
a/at7* =$(L-,,,f&,), and setting X=X+ XX-: 
By Table 5. &‘+(L-,,O+L,,,)= io,, dZ-(L-l,o-L,,,)= -ia,. Hence 
zcx+ ) = eU2ie+~~ = 
( 
lTynye+ i sin ie+ 
2 + cos be+ > 
c(x-) = ,-m-b1 = 
( 
c0s te- -isin &- 
-isin iO_ cos $e- >* 
Now x0 is represented by 8 + = A, 8- = -z, so 
0 i 
I+= i o 7 ( > Z-(x,)= ( > O -i . -i 0 
It follows that F = F+ (0 + ) 0 F- (0 _ ), with 
F+(e) = 
sin )e 
-ices@ 
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Using this explicit form for F, the relation between the standard and tensor 
product parallelizations of the spannor bundle may be established by direct 
matrix multiplication and differentiation. 
8. THE SPANNOR CASIMIR 
We take the Casimir C in the enveloping algebra of the Lie algebra in 
the form -JYcie,eiLifi, so that it is negative definite on the maximal com- 
pact. This section computes dS,(C) in the standard parallelization (hence- 
forth dropping the subscript on S), using the following notations. If F is a 
function on a homogeneous pace G/H whose values are linear operators 
on the respective fibers of a bundle over G/H induced from H, we denote 
by M(F) the corresponding operator on sections of the bundle; i.e., 
(M(F)4)(x) = F(x)&x) for any section 4. If Z is any generator of G, the 
corresponding vector field on G/H will be denoted as 2 (as will also 
the action of 2 on the parallelized section space). Thus, ZM(F) = 
M(F)Z+ M(ZF). Setting i(Z) for dL’(Z(Z)), &S(Z) = d’,(Z) + M(i(Z)), 
whence dS(Z)‘= cW,(Z)~ + dV,(Z)M(i(Z)) + M(i(Z)) C,(Z) + M(i(Z))‘. 
Recalling that c-WI(Z) = -Z+M(k), where k is scalar-valued, it follows 
that dV,(Z)M(i(Z))=M(i(Z)) d-‘,(Z)-M(Zi(Z)). From this it follows in 
turn that 
whence 
dS(C)=dV,(C)-2~i,jeiejM(i(Lii))dV,(L*j) 
+ Ci,+?iej&ji(Lij) - M(Ci,ii(Lij)2). 
We denote the 4 successive terms in this expression as (I)-(IV). A direct 
computation using Table 9 shows that dY,(C) = w2 - 2w, so that (I) = - 1. 
Direct computation using Table 12 shows that (IV) is the scalar matrix 
-(l/2). Using both Tables 9 and 12, it follows that (III) is the matrix 
(,’ wcl “1 ). To compute (II), it is convenient to write it as 
(II), + (11)1, where the subscript indicates the order of the term in the 
differential operator dV,(Lij). Straightforward computation shows that 
(II), = (6 O1 )0 ( ;l y), which precisely cancels with (III). This leaves only 
(II), 7 which contributes the differential operator 4$, where 
#= (8 ;)a+ @( O1 :)a-, so that finally 
dS(C)= -(l/2)1,+4$. 
We next compute the spannor field Casimir in the tensor product for- 
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mat; this could be obtained by similarity transformation of its value in the 
standard format, via F, an alternative that serves as a check, while the 
present computation exemplifies the use of the tensor format. Denoting the 
action of G in this format as S’, then S’(g) = L(g) x V1( g), whence 
dS’(Z) = dZ(Z) x z+ Ix dv-,(Z), 
which leads to the expression 
dS’(C)=d~(C)XZ+ZXdV~(C)-2~~<jeiejd~(Li~)XdV,(Lij). 
Using Table 5, dX(C) is computed as (3/2)Z,, and by an earlier com- 
putation, dV,(C) = - 1. After some simplification the cross-product 
(remaining) term becomes 
2[(icr, + u* cos 8, -a,sin8+)8++(-&r,sinO+-&r,cosO+)] 
f32[(-io,+a,cos8~ +a,sinK)& +(--4a,sine_+tB~eOse_)]. 
Direct computation of F&Y(C) I;-’ leads to the same expression. Sum- 
marizing, we have 
THEOREM 8.1. The spannor field Casimir is given in the standard format 
as 
-(1/2)1,+4i[(; ;)a+@( “, ;) a-], 
and in the tensor product format as 
(i/2)1, + c2(ia, + u2 cos 8, --a,sin8+)a++(-o,sin8+-a,c0se+)] 
~[2(-ia,+a,e0se_+u,sin8_)a_+(-a,sine~+a,c0se_)]. 
9. THE SPINOR~PANNOR CONNECTION 
The spin representation of P has the alternative form 
g=g+ xg- + p+ iq+ ( 0 > p--q- ’ 
apart from the weight factor, serving to correlate it with the conventional 
spin representation of SO(2, 1). The w = l/2 spinors, by which are meant 
the sections of the bundle induced from the spin representation of G admit 
a “small” invariant subspoe,---in fact the null space of the Dirac operator. 
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This operator does not appear as the action of a canonical element of the 
enveloping algebra of the Lie algebra of G but is rather defined by 
relatively involved Riemannian geometry considerations. It is interesting 
that it can be derived rather directly from the Casimir operator of the span- 
nors, by formation of the quotient modulo a unique invariant sub-bundle. 
At the same time, the spannors and spinors are closely related in other 
respects, some of which are developed here. 
THEOREM 9.1. Let iQ denote the operator on the spinor section space that 
is given in the standard parallelization by the equation 
(ordinary sum, not direct sum). Then Q is covariant with respect to the 
action of G, i.e. there is a function m from the Lie algebra S of G to the 
matrix-valued functions on 6I such that for all Z in S, 
CQ, d%(Z)1 = m(z)@. 
Proof It suffices to check covariance relative to a set of generators Z 
that generate all of 8. Taking as this generating set the generators L-i,,, 
L-1.1, and LB,,,, the requisite equation is satisfied with m(L-rJ =0, 
m(L-,,i)=(1/2)(sin8+ -sin@-), and m(L-,,,)=(1/2)(cos8+ +cosK). 
The reduced Casimir of the spannor bundle will be defined as the action 
of fl on the quotient of the section space modulo the invariant non-trivial 
sub-bundle. This takes the simple form in the standard parallelization of all 
sections whose second and third components vanish. 
THEOREM 9.2. The quotient bundle of the spannors of index 1 modulo its 
unique nontrivial sub-bundle is bundle-equivalent to the spinor bundle of 
weight l/2 via a G-covariant map that intertwines the reduced Casimir of the 
spannors with the Dirac operator on the spinors. 
Proof Taking a generic section of the spannor bundle in its standar- 
dized form f =f, @f,@f3 @f4, it is clear that the subspace N consisting of 
the sections for which fz = f3 = 0 is invariant and transforms according to 
the action of G on the spinors of weight 312. The quotient modulo,N trans- 
forms similarly according to the action of G on the spinors of weight l/2. 
Thus the map T: f + f3 Ofi is G-covariant from the standard spannors to 
the standard spinors of weight l/2. It remains only to show that T&j = QT, 
and this is immediate from the forms of @ and Q in the standard 
parallelization. 
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COROLLARY 9.3. The irreducible composition factors of the spannor 
section space (index 1) are equivalent (group-theoretically) to those of the 
spinor bundles of weights 112 and 312. 
A further connection between spinors and spannors is given by the 
THEOREM 9.4. The spinors deform into the spannors under infinite 
resealing, in the senses that ifs(t) denotes z(efs), then as t + CO, 
(1) for arbitrary g E P, 
s(t)-‘~,(gb(t) ~n(C~,z(g)OC~,*(g))II-l (X reorders basis); 
(2) if m(Z) and m’(Z) denote the infinitesimal multipliers for the 
actions of G on the spannors of index 1 andfor the direct sum of the spinors 
of weights 312 and 112, then 
s(t)-‘m(Z)s(t) + 7cm”(Z)C1. 
Proof Consider the front spannor component, the back component 
b$;g a simple transform. Then since dE+(S) = (1/2)a,, C+(e”) = 
(0 ,-9,2) with 2 = e(“‘)’ Computation then shows that . 
C+(e-‘S)Z+(g)Z+(e’s)= 
A:/’ (i/2)B+A;(“*)1-’ 
A ; 112 > 
which tends to (4 
similarly (’ 0”’ 
.p,,,). In the case of the back component the limit is 
$2). On multiplication by (A + A _ )112 as required to yield 
the spannors of index 1, the limit is the diagonal matrix whose components 
are just those of Z!,,(g) @ ZR( g), apart from a reordering of the basis, 
specifically the transposition (24) = n. 
On the other hand, there is considerable difference between spinors of 
the canonical weight l/2 and spannors of index 1 from a function space 
standpoint, which is relevant to the unitarization of the spannor factors. 
Considerations here have up to this point been essentially algebraic, in that 
sections are required to be K-finite or may be taken as C”. An important 
feature of the spannors is the existence of a natural Hilbert space topology 
in which the group action is smooth, although non-unitary. This will make 
it possible to treat spannors equally in terms of square-integrable sections 
over M0 rather than over R or a finite cover thereof. 
THEOREM 9.5. The action of G on square-integrable spannor sections 
over a finite cover ICI’ of R is continuous in the L, topology (in either the 
standard or tensor product parallelization). 
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Proof? To clarify what is meant by a section over a finite cover, recall 
that the center of G is generated by the transformations c+ : 8, --t 0, + 2x, 
8- +9-, and c-:0+ -+0+, 8- --* K + 2n. The theorem can be con- 
sidered to refer to the subspace of spannor sections on which c+ act as 
specified roots of unity. 
In the case of the tensor product parallelization, the conclusion is 
immediate from the unitarity of the scalar action forming the inlinite- 
dimensional component in the tensor product, in the L,-metric. For the 
standard parallelization, this follows from the boundedness of the operator 
F implementing the equivalence of the two parallelizations. Specifically, F is 
the application of the matrix Z(xx;‘), which depends continuously on x. 
DEFINITION. The restricted spannor sections are those left invariant 
within sign by both [ + and c-. Weakly restricted spannor sections are 
those in which 5, are represented by given roots of unity. 
COROLLARY 9.6. The weakly restricted square-integrable spannors of a 
given type are determined by their restrictions to M,,, and on restriction of 
the group to P, are equivalent to the tensor product of the standard unitary 
action of P on L,(M,) with the restriction to P of the spannor representation 
Z,. Restricted square-integrable spannor sections form a representation of G 
that is equivalent to a unitary action on L,(M,) tensored with the spannor 
repesentation of G (or spin representation of SO(2,2)). 
Proof. M, is dense in R, and measure-theoretically equivalent to it. 
This shows that weakly restricted Lz sections are determined by their 
restrictions to M,. Multiplication by the square-root of the ratio of the 
invariant measures in M, (under vector translations) and in R’ (under 
rotations of the S’ factors) is unitary on L2. This defines a unitary action 
of G on L,(M,) that is equivalent to the scalar action of weight 1 on the 
subspace of L,(M’) of a given weakly restricted type. In particular, for the 
restricted spannor sections in the tensor product parallelization, the finite 
cover in question is a 4-fold cover of i%, in view of the form of the K-finite 
basis for the scalar sections of weight 1. 
Remark. In the usual treatments of spinor fields on MO, there is often 
vagueness about the boundary conditions, or equivalently, the precise 
function spaces involved. Conventionally, a Fourier analysis point of view 
is adopted, and these fields are regarded as a direct integral over all masses 
of infinitesimal subspaces defined by the Dirac equation with a given mass, 
obtained by decomposing the square-integrable spinors with respect o the 
action of the unimodular Poincare group PO. In this format, the neutrino 
appears as the limit of massive particles as the mass tends to 0. This seems 
178 0RSTED AND SEGAL 
to be the origin of the conception of the neutrino as essentially an 
(uncharged) electron of zero mass. 
But altho the spinors and spannors are closely related, the square- 
integrable spinors and spannors are inequivalent, even as regards the 
actions of P or P,. In the spannors the analog here of the neutrino occurs 
as a discrete subquotient of L, subspaces, qualitatively unlike their 
occurrence in the general L2 spinor field as an infinitesimal subspace. 
Indeed, the restricted spannors remain indecomposable under restriction to 
P, and do not decompose fully even on restriction to P,, unlike the spinor 
fields as usually formulated. 
10. INVARIANT FORMS ON SUBSPACES 
Since #’ = 0, the G-invariant range 6% and nullspace A’” of fl satisfy the 
inclusions: Oc&?cXcY. On the quotients 9, Xl&?, and .Y/Jv; there 
are natural invariant forms, which serve also to express the invariant inner 
products for unitarizable and stable irreducible factors of the spannor sec- 
tion space 9. Consideration here is restricted to the sections on which [* 
act as + 1 or - 1, i.e., sections over ICI (4) The fundamental sesquilinear .
form F is defined by the equation 
the measure being the natural K-invariant one on m(4). 
THEOREM 10.1. The following forms on W, N/a, and SPJJV; are G-in- 
variant and non&generate; 
(1) On W, the form F, defined by the equation F,(&4, @) = 
WV, $1; 
(2) On N/A?, the form F2 defined by the equation F,(& $)= F(#, II/), 
where d, and I/I are any representatives for the elements, 6 and 3 of A$@; 
(3) On SpIJv; the form F3 defined by the equation F,(J, $) = 
WV, JI), where 4 and # are any representatives for the elements 7 and 5 of 
9/./K 
Proof To show that F, is uniquely defined, i.e. depends only on P$ 
and not on the choice of representative I,+, is equivalent to showing that if 
t/j = 0, then F(@, +) = 0. Now since C maps into an hermitian operator in 
any quasi-unitary representation relative to an invariant sesquilinear form, 
J4 is hermitian relative to the form F. Thus F(#$, tj) = F(& be), showing 
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that if #lC/ = 0, then F(@, II/) = 0. It follows also that Fi is hermitian. It is 
obviously G-invariant, and to show that it is non-degenerate is to show 
that if F(@, $) = 0 for some 4 and all ~5 in 9, then @# = 0, which is 
immediate from the non-degeneracy of F. 
Now turning to (2), to show that F2 is independent of the choice 
of representatives i to show that if the Qi are congruent mod a’, and the 
same is true of the tii (i= 1,2), then F(tjl, $,) = F(&, Iclz), where all four 
vectors are in .X Now & = 4, + J where JEW, so F(&, J12) = 
F(qS,, ti2) + F(A, @J. But ;1= $2’ for some A’, so F(I, t,b2) = F(&l’, ti2) = 
F(A’, #$2), which vanishes since $* E Jy: Thus F(q&, $J = F(d,, $*), which 
by a repetition of the argument is the same as F(qb,, til). Again G-in- 
variance is obvious, and to show non-degeneracy, suppose that 
F,(& 6) = 0 for all tj E &“and some 4 E Jv; where the tildes denote residue 
classes mod 9$. If $4 # 0, then by the non-degeneracy of F, there exists $ 
such that F(#qS, $) # 0. But F(&, tj) = F(q5, #,IcI) and fl$ E J”since JD2 = 0, 
so that F(#, #$) = 0, a contradiction. 
Regarding (3), to show that F, is independent of the choice of represen- 
tatives is to show that F((Bqdl, $i)= F(#q52, 1C12) provided the 4i are 
congruent mod Nand the same is true of the tii (i= 1,2). Supposing then 
that #2, = 4, + 2 with 2~4 it follows that F(&2, t+bl) = F(@,, el) + 
F(J?U, $r) = F(&zi, tjl). Repeating the last argument completes the proof. 
11. COMPOSITION SERIES IN THE STANDARD FORMAT 
The various composition series and irreducible factors of the spannor 
section space are now readily determined. There are three different natural 
preliminary decompositions of this space that may serve as starting 
positions to these ends. The range W of 8; the quotient J/9?, where JIris 
the null space; and the quotient of the entire section space Y mod Xform 
a partial decomposition. Second, as earlier observed, Y contains a sub- 
bundle that is equivalent to the spinor bundle of weight 3/2, modulo which 
it is equivalent to the spinor bundle of weight l/2. Third, in the tensor 
product format, it is natural to decompose the scalar section space of 
weight 1 first and then tensor the irreducible constituents of this with the 
finite-dimensional spannor representation of G. The irreducible factors 
obtained are abstractly the same group-theoretically, but may differ in their 
adaptability to theoretical physical purposes. For these purposes the stable 
and unitarizable factors should play the most essential role. 
Consideration will henceforth be restricted to the space of sections on 
which each of (A acts as ) 1, i.e. the sections “living” on the canonical 
4-fold cover of M, or fi x R. In this section the composition series in the 
standard format will be determined. 
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THJZOREM 11. The restricted spannor section space contains a sub-bundle 
bundle-equivalent to the restricted spinors of weight 312. Modulo this sub- 
space, it is bundle-equivalent to the restricted spinors of weight I/2. 
The latter space is group-theoretically equivalent to the direct sum of the 
external tensor prodzct of the restricted scalars of weight 112 with those of 
weight 0, each over R, representing the ranges of 0, and 8- (more exactly, 
e(i/2)e+ -), with the same product in the opposite order. The spinors of weight 
312 form the dual to this and are obtainable by replacing weight 0 by weight 
1 in the foregoing description. 
There are 24 stable irreducible factors (all unitarizable), which may be 
read off from the earlier determination of the structures of the scalar actions 
VW for w = 0, f, and 1. For each of the two weights and each of the 2 com- 
ponents of the spinors there are 6 factors, which are abstractly the same in all 
4 cases (as representations of the connected groups). These consist of the 
exterior tensor products of the following irreducible representations of 
SU(1, 1): the stable representation of lowest K-type e112’ and its complex 
conjugate (arising from the scalar representation of weight 4 of SU(1, 1)) 
with the three stable factors of the scalar bundle of weight 0 (of lowest 
K-types 1 and eie, and the complex conjugate of the latter). 
Proof The relation to spinor bundles of corresponding weights has 
already been observed. Inspection of the infinitesimal multipliers for the 
spinor bundle of weight 4 shows that each of the two components depends 
only on 8, or &, and that each component of the inlinitesimal multiplier 
coincides with that for the scalar bundle of weight l/2 over 8. It follows 
that in the case of dependence of the component on 8 + , the action of G on 
the component is the same as that in V/l,Z@e VO, the external product of 
the scalar actions of G + and GP of weights l/2 and 0. In the case of 
dependence on R, this product is reversed. The duals of V1,2 and V, are 
V1,2 and V,, from which the structure of the spinors of weight 3/2 follows 
as a corollary to that of the spinors of weight l/2. 
To treat the restricted spannors or spinors, it suflices to treat sections 
over the canonical 4-fold cover of lFl, which reduces to consideration of the 
structures of VI,Z and V,, over R. V1,2 was completely reducible into the 
direct sum of the representaton of lowest K-type e(i’2)s with it’s conjugate, 
and a unitary representation of 2-sided spectrum for the energy. V, con- 
tains the trivial representation, modulo which it splits into the direct sum 
of a representation of lowest K-type eie and its conjugate. The external 
products yield 3 x 3 irreducible factors, of which 1 x 3 (i.e. those involving 
the unstable component of V1,2) are tachyonic, leaving the cited 6. 
Remark. The stable irreducible factors are thus of two types: one of 
lowest energy 3/2, and one of lowest energy l/2. Each group of six includes 
4 of the first type and 2 of the second type. This is quite parallel to the case 
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of spannors in 4 dimensions; the w of lowest energy l/2 are analogous to 
the neutrino subspace (of lowest energy 3/2), and those of lowest energy 
3/2 to the massive partiles (though of lowest energy 5/2 in 4 dimensions). 
The tachyonic structure is also similar, except that there are twice as many 
due to the G-invariance in 2 dimensions of the distinction between the 2 
components of the tachyonic region k2 < 0 in the dual space to M0 which is 
lacking in the 4-dimensional case. 
12. THE COMPOSITION SERIES IN THE TENSOR PRODUCT FORMAT 
This format does not exhibit explicitly the invariant sub-bundle that is 
obvious in the standard format, nor the relation to conventional spinors, 
but is more convenient from a general group-theoretic standpoint, and 
makes possible a direct transfer of considerations to conventional 
Minkowski space MO. To treat the composition series from the standpoint 
of the general theory of representations of semisimple groups, let G denote 
now the group X(2, R), which is isomorphic to SU( 1, 1) via a Cayley 
transform, and consider the Iwasawa decomposition G = KAN; K= 
use,” ,2: ) 10<0<27r}; A= {($ $) ) PER}; N= {(A ‘f) 1 XER}. The 
parabolic subgroup is P = MAN, M= f Z, and we consider the principal 
series A~, E= Ind$(a @ e”), where E denotes the trivial (resp., sign) represen- 
tation of A4, to be denoted as 0 and 1; and A E C denotes the character eir 
on A. The group action on L,(K), V(-), is %):f(W + 
Jk, W Cl +1)/2f(g-‘1,), where J(g, 0) is the Jacobian of the action of g-‘. 
For E = 0 this acts in the space of even functions on K, i.e. the functions f 
such that f(0 + n) =f(e); f or E = 1, the action is on the odd functions, i.e. 
f(e + n) = -f(e). For A E iR, there results as usual the unitary principal 
series. 
We regard K as the double cover of K/M = S’ =R, i.e. as R. Letting 
b,(e) = eine (n = 0, + 1, . ..) denote the usual basis for L,(K), then {b, 1 n 
even} forms the basis for L,(K/M). We recall 
LEMMA 12.1. For 2 = 0, the action (1) is equivalent to the scalar action of 
weight l/2; the decomposition of L,(K) into irreducible summa&s takes the 
form L,(K) = U 0 @@ 0, where @ = q,OL U is the limit of holomorphic 
discrete series, and 0 is its conjugate; U @ U = 7c0, 1. 
In terms of characteristic oordinates, M0 is represented as R x R, and R;i 
as RxR, the 4-fold cover as RxR= {(eie+,eie-) [0<0+,& ~271). The 
scalar fields of weight 1 are given by the direct product action of G x G 
(“left” x “right”) on L2(E) @ L2@) via equation (1). 
182 BRSTED AND SEGAL 
LEMMA 12.2. The scalar fields of weight 1 on L,(ExE) decompose 
under G, x G, into 9 irreducible constituents according to 
where “0.” denotes the exterior direct product. 
The spannors are pointwise C+ 0 C-, where the left G acts on C + and 
the right on L-. We may choose bases so that C+ N C2 2: C-, as vector 
spaces. In the tensor product format the spannor fields transform according 
to 
s=((u~u”@o)Q,(u@uow)Q(c+~c-). (2) 
The basic computation is summarized in 
LEMMA 12.3. (a) UQC’ has the unique composition series (i), where 
A is the first holomorphic discrete series and 1 denotes the trivial represen- 
tation. 
(b) U” 60 L’+ has the unique composition series (“,), where B and C are 
both non-unitary irreducible principal series representations: B = A _ ,, , and 
c=?r1,1. 
Proof, Proceeding concretely, let 
x1=(; y)‘), x2=(; :1), x3=(; ;) 
be a basis for s/(2, R), and compute the differential of the action given by 
equation (1 ), setting x * = x2 + ix, 
dV(x,)b, = -inb, 
dV(x+)b,=(n+l+I)b,+, 
dV(x-)b,=(-n+l+l)b,+,. 
For I= 2 and E = 1, the two infinite-dimensional invariant subspaces 
corresponding to A and d are in evidence. Now choose a basis for 
C + N C2, to be denoted e, , e _ i such that 
dL’+(x,)eI = i, dC-(xl)eel = -i 
dC+(x+)eeI =0 dZ+(x+)e, =2e-, 
dZ+(x-)ee, =2e, dL’+(x-)e, =O. 
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On the basis for L,(K)@C+ consisting of the b, @ej, corresponding 
actions are 
x+:(b,~eel)~(n+l)(b,+,~ee,)+2(b,~e-,) 
(b,-.,@e-,)+ (n- l)(b,C3-,) 
x-: (b,+,Oe,)=(-n-l)(b,~ee,) 
(b,8e_,)=(-n+l)(b,-,~ee_,)+2(b,0e,). 
The assertions in (a) and (b) follow. In particular, in (a) the lowest K-types 
in the bottom A (resp. 1) are bl@e-,+b,@e, (resp. b,@e,). In (b), the 
bottom subspace is spanned by the b, @I e, + b,- z 63 e _ 1 for n even. 
Remark. We have worked here with b, = eine for integral n and 
0 E [0,27r); alternatively, we could have worked with half-integral n and 
19 E [0, 4~). Note also that the action of c is 1 for U” and - 1 for 17, 0, and 
L’+, and similarly for the c *. 
Next we list the irreducible factors of S corresponding to (2). First we 
ignore the U” and denote 
S ,,,=((u~o)~~(u~~))~(~+o~-) 
(cf. (I)). Then 
S phys=w@~+m U@(U@~‘)@, 0 
$(o@E+)@e u@(n3~+)c3i, 0 
$4 additional terms with Z+ replaced by L+-. 
The 4 terms involving C+ each have a 3-step composition series, 
provinding a total of 12 factors, which may be represented as 
This is closely analogous to the factor decomposition in the 4-dimensional 
case, where however the top and bottom of the middle summand appear as 
irreducible. For Z- there are 12 similar factors. Note that some of the 
latter could be combined with some of those in (3) to yield the stable series 
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In this series, 10, U+ U@, 1 may be interpreted as the 2-dimensional 
analog of the neutrino broken down into its left and right parts. (4) then 
gives a representation for the neutrino as a quotient modulo the massive 
subspace A 0, U@ U@, A, in analogy with the 4-dimensional case. 
The remaining “tachyonic” part of the spannor fields includes 
s tach=(UoOe u”)0(~+0~-) 
=(u”oz+)@, u”g UO@, (UOW-) 
These 4 factors are non-unitarizable and have unbounded energy spectra 
(in both directions). The products involving U”Be U and U”@< 0 have 
similar composition series. 
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