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Resumo
Este trabalho traz uma abordagem as noc¸o˜es ba´sicas da Teoria dos Grafos, apresentando con-
texto histo´rico, conceitos, definic¸o˜es e exemplos com o intuito de proporcionar ao leitor conheci-
mentos pre´vios da teoria. O principal objetivo e´ efetuar um estudo dos grafos aplicado a` colorac¸a˜o
mediante o uso do grafo dual e o me´todo do algoritmo guloso. Para tanto, apresentaremos a ten-
tativa de demonstrac¸a˜o do Teorema das 4 Cores que fora desenvolvida por Kempe e da prova do
Teorema das 5 Cores, feita 11 anos mais tarde por Heawood. Por fim, buscaremos a resoluc¸a˜o de
algumas situac¸o˜es problemas que sera˜o modeladas atrave´s da colorac¸a˜o de ve´rtices.
Palavras-chave: Grafos; Colorac¸a˜o; 4 Cores.
Abstract
This work brings an approach to the basic notions of Graph Theory, presenting historical
context, concepts, definitions and examples in order to provide the reader with previous knowledge
of the theory. The main objective is to perform a study of the graphs applied to the staining using
the dual graph and the method of the greedy algorithm. To do so, we will present the demonstration
attempt of the 4-Color Theorem that had been developed by Kempe and the proof of the 5-Color
Theorem, made 11 years later by Heawood. Finally, we will seek the resolution of some situations
problems that will be modeled through the coloring of vertices.
Keywords: Graphs; Coloring; 4 Colors.
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Prefa´cio
Cotidianamente, o ser humano se veˆ em constante necessidade de superar desafios. Numa
sociedade de frequentes mudanc¸as, os desafios exigem dos indiv´ıduos cada vez mais dinamismo.
Desenvolver uma boa capacidade de adaptac¸a˜o e´ fundamental para se destacar tanto diante do
trabalho, quanto na vida pessoal.
A todo momento, a matema´tica provoca a humanidade com inesgota´veis fontes de desafios. Mui-
tos deles, aparentemente simples, a exemplo da Teoria dos Grafos, envolve sofisticadas estruturas
em seu desenvolvimento.
A mais antiga menc¸a˜o a esta teoria foi feita em 1736, pelo matema´tico su´ıc¸o Leonhard Euler,
quando o mesmo publicou um artigo explicitanto a soluc¸a˜o para o problema das setes pontes de
Konigsberg, criado pelos seus moradores.
No seu surgimento, o problema das sete pontes era visto por muitos como uma fr´ıvola adivi-
nhac¸a˜o. Entretanto, durante seus quase treˆs se´culos de existeˆncia, a Teoria dos Grafos obteve um
progresso tanto em suas aplicac¸o˜es como em sua pro´pria complexidade.
Neste sentido, o presente trabalho objetiva recepcionar professores e alunos em seu contato
inicial com a Teoria dos Grafos. Para tanto, no primeiro cap´ıtulo, trabalharemos os conceitos
ba´sicos, bem como definic¸o˜es e tipos de grafos. Abordaremos tambe´m as definic¸o˜es de grau do
ve´rtice e a representac¸a˜o matricial de um grafo que e´ bastante utilizada na construc¸a˜o de grafos em
computadores. E, finalizando o cap´ıtulo, abordaremos as definic¸o˜es de grafos isomorfos e passeios
ou percursos. Deste modo, o cap´ıtulo serve como material preliminar ou ate´ mesmo como refereˆncia
para os cap´ıtulos posteriores.
No cap´ıtulo 2, faremos uma discussa˜o sobre a conexidade e as componentes conexas de um
grafo, proporcionando, por exemplo, averiguar o qua˜o e´ segura ou na˜o uma rede de abastecimento
de energia em uma determinada cidade.
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No terceiro cap´ıtulo, sera´ abordado um estudo sobre planaridade de grafos, fazendo uso da
ex´ımia fo´rmula de Euler e alguns resultados subsequentes, os quais fornecera˜o ferramentas ne-
cessa´rias para mostrar que um determinado grafo e´ na˜o planar. A exemplo, mostraremos a na˜o
planaridade de um grafo K3,3.
O quarto cap´ıtulo inicia com uma abordagem sobre colorac¸a˜o de mapas e grafo dual. Em
seguida, e´ realizada uma discussa˜o e um pequeno esboc¸o da prova do Teorema das 4 Cores feita
por Alfrad Bray Kempe em 1879 e da demonstrac¸a˜o do Teorema das 5 Cores, feita onze anos mais
tarde por Percy John Heawood, que na oportunidade aponta um pequeno erro na demonstrac¸a˜o de
Kempe.
Finalizaremos nosso estudo no quinto cap´ıtulo, onde apresentamos algumas aplicac¸o˜es e suas
respectivas soluc¸o˜es com base na teoria abordada, principalmente no que tange o Teorema das 4
Cores e a colorac¸a˜o de ve´rtices.
2
Cap´ıtulo 1
Noc¸o˜es de Grafos
Iniciaremos o cap´ıtulo apresentando um breve contexto histo´rico sobre a origem e desenvolvi-
mento da Teoria dos Grafos. Logo em seguida, enunciaremos definic¸o˜es ba´sicas que servira˜o de
premissas para os cap´ıtulos vindouros.
1.1 Contexto Histo´rico
Figura 1.1: Mapa da cidade de Konigsberg.
Os estudos pioneiros a Teoria dos Gra-
fos origina-se na cidade de Konigsberg, an-
tiga Pru´ssia, hoje conhecida como Kalinin-
grado, atual Ru´ssia. No ano de 1736, ao
vagar pela cidade, o matema´tico suic¸o Le-
onhard Euler fora convocado a buscar a
soluc¸a˜o para um problema, ate´ enta˜o sem
soluc¸a˜o, constatado por pessoas que la´ re-
sidiam. O problema basea-se na possibili-
dade de transitar pela cidade, atravessando
as suas setes pontes uma u´nica vez. Estas
pontes eram cortadas por encostas do rio
Pregel, gerando uma ilha central, conforme
Figura 1.1.
Euler, demonstrou que o problema em questa˜o era invia´vel. Em sua soluc¸a˜o, os pontos cor-
respondiam a parte territorial, enquanto as linhas ligando esses pontos referiam-se a`s pontes, ver
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Figura 1.2.
Figura 1.2: Grafo do Mapa da cidade de
Konigsberg.
Ele percebeu a inviabilidade de transitar por um
ponto que contivesse um nu´mero ı´mpar de linhas liga-
das a ele sem a repetic¸a˜o de uma das linhas interligadas
a este ponto e mostrou que o problema teria soluc¸a˜o se,
e somente se, a quantidade de linhas conectadas a cada
ponto fosse em um nu´mero par ou que, contivesse, no
ma´ximo, dois pontos com um nu´mero ı´mpar de linhas
conectadas a ele. E, neste u´ltimo caso, o trajeto, ne-
cessariamente, deveria comec¸ar em um desses pontos e
terminar por outro. Apo´s esse marco, da´-se in´ıcio ao
estudo da Teoria dos Grafos.
Se posto em considerac¸a˜o a grandiosa produc¸a˜o ci-
ent´ıfica feita por Euler em pleno se´culo XVIII e a aparente careˆncia em aplicac¸o˜es pra´ticas, a
soluc¸a˜o do primeiro problema da teoria de grafos passou por desapercebida, o que provavelmente
influenciou, naquele momento, outros estudiosos a na˜o seguir-lhe os passos.
Neste sentido, ao analisarmos o intervalo entre a demonstrac¸a˜o de Euler e os anos finais do se´culo
XIX, observaremos o registro de poucos trabalhos referentes a esta teoria. Em 1847, Kirchhoff e
Cayley desenvolveram a teoria das a´rvores. O primeiro, investigou as redes ele´tricas, o segundo
apurou a´rvores oriundas da enumerac¸a˜o de isoˆmeros dos hidrocarbonetos alifa´ticos saturados, em
qu´ımica orgaˆnica. Em 1869, Jordan, sob uma o´tica unicamente matema´tica, faz vista tambe´m ao
campo das a´rvores. Ainda em 1859, Hamilton propo˜e um jogo cujo objetivo e´ transitar por todas as
arestas de um dodecaedro regular, de tal modo que um mesmo ve´rtice fosse explorado, exatamente,
uma u´nica vez.
Posteriormente, Guthrie apresenta a seu professor, De Morgan, a ce´lebre “conjectura das 4
Cores”, que viera a ser provado por Appel e Haken, em 1976. O problema proposto basea-se em
provar que todo mapa desenhado no plano pode vir a ser colorido com, no ma´ximo, quatro cores,
de forma que nunca dois pa´ıses vizinhos fiquem com a mesma cor. Em 1879, Kempe apresentou
uma prova para o problema, todavia, pouco mais de uma de´cada, Heawood mostra um erro na
conjectura de Kempe, conquistando no processo, uma prova va´lida para o Teorema das 5 Cores.
Outros autores de grande significaˆncia na construc¸a˜o histo´rica da teoria dos grafos merecem
destaque, sa˜o eles: Menger (1926) - por demonstrar um valoroso teorema sobre o problema da
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desconexa˜o de itinera´rios em grafos, Kuratowski (1930) - por determinar condic¸o˜es necessa´rias e
suficientes para a planaridade de um grafo e Tutte (1947) - por solucionar o problema da existeˆncia
de uma cobertura minimal em um grafo.
Ja´ na segunda metade do se´culo XX, “o desenvolvimento da teoria dos grafos veio se dar, final-
mente, sob o impulso das aplicac¸o˜es a problemas de otimizac¸a˜o organizacional, dentro do conjunto
de te´cnicas que forma hoje a pesquisa operacional. Evidentemente, tal desenvolvimento na˜o teria
se dado sem a invenc¸a˜o do computador, sem o qual a imensa maioria das aplicac¸o˜es de grafos seria
totalmente imposs´ıvel”(NETTO, 2012). E´ pertinente constatar que, uma vez “descoberta” a teoria,
mu´ltiplas aplicac¸o˜es foram ligeiramente desenvolvidas, sejam no campo das cieˆncias f´ısicas, sejam
nas cieˆncias humanas.
1.2 Alguns Conceitos Ba´sicos
Um grafo consiste numa estrutura de abstrac¸a˜o de grande utilidade na representac¸a˜o e soluc¸a˜o
de diferentes tipos de problemas. Tais problemas podem ser convenientemente traduzidos a um
conjunto de pontos e de linhas que relacionam alguns ou ate´ mesmos todos os pares de pontos. Os
pontos ira˜o representar os elementos do conjunto e sera˜o denominados de ve´rtices ou no´s e as
linhas, descritas por arestas ou arcos, representara˜o a interrelac¸a˜o entre os elementos do conjunto
dado.
A Figura 1.3(a) expo˜e as poss´ıveis representac¸o˜es para o ve´rtice de um grafo, enquanto as
Figuras 1.3(b) e 1.3(c), exibem, respectivamente, as suas formas de ligac¸a˜o e as maneiras pelas
quais os ve´rtices se unem a`s arestas.
(a) Representac¸a˜o de
ve´rtices.
(b) Aresta e Arco. (c) Ligac¸o˜es entre
ve´rtices.
Figura 1.3: Elementos de um Grafo.
Convenientemente, os ve´rtices sera˜o representados pelas u´ltimas letras do alfabeto (u, v, w, , ...)
ou ate´ mesmo por (i, j, ...); enquanto as arestas sera˜o designadas por (e, f, g, ...). Uma outra notac¸a˜o
poss´ıvel e´ da varia´vel vi, com 1 ≤ i ≤ n, para denotar os n ve´rtices de um conjunto e da varia´vel aij
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para referenciar a aresta que conecta os ve´rtices i e j. Desde que seja prop´ıcio, as arestas tambe´m
podera˜o ser apresentadas por pares (i, j), (xi, xj) ou i− j. Deste modo, temos a seguinte definic¸a˜o
para Grafos:
Definic¸a˜o 1.1. Um grafo G = (V,E) e´ uma estrutura que representa um conjunto na˜o-vazio V
de elementos denominados ve´rtices, um conjunto finito E de elementos chamados arestas e uma
func¸a˜o de incideˆncia ψ que relaciona cada aresta “e” de G a um par na˜o-ordenado de ve´rtices (na˜o
necessariamente distintos) de G, denominados extremos de “e”.
Exemplo 1.1. G = (V,E) e´ um grafo em que V = {v1, v2, v3, v4, v5, v6}, E = {e1, e2, e3, e4, e5, e6,
e7, e8} e sua func¸a˜o de incideˆncia e´ dada por:
ψ(e1) = v1v1, ψ(e5) = v3v4
ψ(e2) = v1v2, ψ(e6) = v1v4,
ψ(e3) = v1v2, ψ(e7) = v4v5,
ψ(e4) = v2v3, ψ(e8) = v5v6.
Diante da definic¸a˜o, seja um grafo G = (V,E). Os elementos do conjunto V podem ser referen-
ciados como ve´rtices, no´s ou pontos e sua cardinalidade e´ denomina como ordem , simbolizado por
n = |V |. Ja´ o conjunto E, visto de maneira geral, pode ser entendido por um conjunto de relac¸o˜es
de adjaceˆncia, onde seus elementos sa˜o vistos como ligac¸o˜es. Pore´m, de maneira particular, seus
elementos sa˜o chamados de arcos sempre que se tratar de uma estrutura orientada e de arestas nas
situac¸o˜es cuja estrutura e´ na˜o-orientada. Denomina-se de tamanho a cardinalidade do conjunto
E, de simbologia m = |E|. O grafo do Exemplo 1.1 e´ de ordem n = 6 e de tamanho m = 8.
Seja ei uma aresta de E, tal que ψ(ei) = uv, enta˜o podemos afirmar que e incide em u e em v
por estes serem as suas extremidades e, por conseguinte, u e v sa˜o ve´rtices adjacentes por estarem
conectados a uma mesma aresta. Esse mesmo termo pode ser utilizado para ligac¸o˜es que envolvem
um determinado ve´rtice. Se numa aresta, seu ve´rtice de partida coincidir com o ve´rtice de chegada,
isto e´, se e´ da forma ψ(e) = uu, esta aresta sera´ denominada de lac¸o. Para o caso em que diferentes
arestas possuam ve´rtices ideˆnticos, elas classificam-se como arestas paralelas ou arestas mu´ltiplas.
A representac¸a˜o de um Grafo pode ser feita utilizando diagramas, e portanto vale enfatizar que
os pontos estara˜o representando os ve´rtices e as linhas as arestas que conectam os ve´rtices. Na
Figura 1.4, temos uma representac¸a˜o gra´fica do Grafo do Exemplo 1.1.
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Figura 1.4: Representac¸a˜o Gra´fica.
Neste mesmo exemplo, e´ poss´ıvel afirmar que a aresta e1 e´ um lac¸o pois ψ(e1) = v1v1 e que a
arestas e2 e e3 sa˜o arestas paralelas, ja´ que ψ(e2) = v1v2 e ψ(e3) = v1v2.
Muito embora a utilizac¸a˜o do termo grafo advir do fato dele possuir uma representac¸a˜o gra´fica,
esta representac¸a˜o na˜o e´ feita de maneira exclusiva, ou seja, e´ poss´ıvel haver diversas maneiras para
exposic¸a˜o de um mesmo grafo. A Figura 1.5 traz uma outra representac¸a˜o do grafo do Exemplo
1.1.
Figura 1.5: Representac¸a˜o Gra´fica.
1.3 Tipos de Grafos - Simples, completo e subgrafos
No presente texto, sempre que se fizer menc¸a˜o ao termo grafo, estaremos, implicitamente, nos
referindo ao conceito de grafo simples, cuja definic¸a˜o e´ dada a seguir.
Definic¸a˜o 1.2. Um grafo que e´ destitu´ıdo de lac¸os e arestas paralelas, e´ dito grafo simples.
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Outros termos tambe´m sa˜o usados no estudo de grafos, portanto, torna-se importante a abor-
dagem de suas definic¸o˜es.
Definic¸a˜o 1.3. Atribuiremos o termo multigrafo a todo grafo que contiver arestas paralelas e o
termo pseudografo a todo grafo que possuir ao menos um lac¸o.
Definic¸a˜o 1.4. Se um grafo possui excepcionalmente um u´nico ve´rtice, sera´ classificado como
grafo trivial.
Definic¸a˜o 1.5. Um grafo constitu´ıdo apenas por arestas e´ um grafo vazio e um grafo em que na˜o
se verificam ve´rtices e´ dito grafo nulo.
Figura 1.6: Representac¸a˜o Gra´fica de um Grafo Sim-
ples.
Por conseguinte, analisando os grafos
do Exemplo 1.1, poderemos enta˜o afirmar
que ele na˜o e´ um grafo simples, pois pos-
sui tanto lac¸o, ja´ que ψ(e1) = v1v1, como
tambe´m arestas paralelas, a saber ψ(e2) =
v1v2 e ψ(e3) = v1v2. Como consequeˆncia, o
grafo citado e´ tanto um pseudografo como
um multigrafo. Em contrapartida, como
na˜o e´ poss´ıvel detectar arestas paralelas e
nem lac¸os no grafo da Figura 1.6, podemos
enta˜o classifica´-lo como grafo simples.
Outro tipo de grafo que e´ de suma im-
portante em nosso estudo sa˜o os grafos
completos.
Definic¸a˜o 1.6. Um grafo G = (V,E) e´ dito completo se e´ simples e se existe uma aresta associada
a cada par de ve´rtice.
Neste caso, se o conjunto V possui uma quantidade n de elementos, o grafo G pode ser repre-
sentado por Kn.
Vejamos enta˜o, na Figura 1.7, alguns exemplos de grafos da forma K1, K2, K3 e K4.
Teorema 1.1. O nu´mero de arestas de um grafo completo G = (V,E) e´
n(n− 1)
2
,
onde n = |V |.
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Figura 1.7: Representac¸a˜o dos Grafos K1,K2,K3 e K4.
Demonstrac¸a˜o. A prova sera´ feita pelo Princ´ıpio de Induc¸a˜o Matema´tica.
Seja Gn um grafo que conte´m n ve´rtices. Consideremos o caso trivial, isto e´, o grafo G1. Neste
caso, como existe apenas um ve´rtice, e´ imposs´ıvel definir uma aresta que na˜o seja um lac¸o. Enta˜o,
para n = 1, segue
n(n− 1)
2
= 0.
Supondo que a hipo´tese e´ verdadeira para Gn, onde n ≥ 1, considere o grafo Gn+1. Seja vn+1 o
ve´rtice adicional que se encontra em Gn+1 e na˜o em Gn. O nu´mero ma´ximo de arestas no grafo
Gn+1 e´ igual ao nu´mero ma´ximo de arestas de Gn mais todas as ligac¸o˜es poss´ıveis entre vn+1 e
cada ve´rtice de Gn. Como esse nu´mero de ligac¸o˜es e´ igual ao nu´mero de ve´rtices em Gn, tem-se
que o nu´mero de arestas de Gn+1 e´ dado por:
n(n− 1)
2
+ n =
n(n− 1) + 2n
2
=
n2 + n
2
=
n(n+ 1)
2
Em algumas situac¸o˜es e´ conveniente distinguir partes de um grafo, isto e´ subconjuntos de
ve´rtices e arestas. Tais subconjuntos sera˜o denominados de subgrafos. Para tanto, temos a seguinte
definic¸a˜o:
Definic¸a˜o 1.7. Diz-se que um grafo H = (W,F ) e´ um subgrafo, ou subestrutura, de um grafo
G = (V,E), quando W ⊆ V e F ⊆ E e ψH e´ uma restric¸a˜o de ψG ao conjunto W , ou seja, se
e ∈ F enta˜o ψH(e) = ψG|F (e), isto e´:
ψG|F : F −→ V × V
e 7−→ ψG|F (e) = ψG(e)
Observac¸a˜o 1.1. Vale ressaltar que H tambe´m e´ definido como um grafo e que, necessariamente,
todas as ligac¸o˜es existentes em H esta˜o presentes em G.
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Figura 1.8: Grafo qualquer.
Sob estas condic¸o˜es, um grafo H =
(W,F ) sera´ denominado de subgrafo
pro´prio de G = (V,E) se W ⊆ V e
F ⊂ E ou W ⊂ V e F ⊆ E, e uma
aresta (u, v) ∈ F somente se u, v ∈W . En-
quanto um grafo H = (W,F ) sera´ denomi-
nado de subgrafo parcial de G = (V,E)
se W = V e F ⊆ E e uma aresta (u, v) ∈ F
somente se u, v ∈ W . A Figura 1.8 expo˜e
um grafo qualquer.
Vejamos agora alguns subgrafos do grafo da Figura 1.8. Na Figura 1.9(a) temos W = V e
F = E, logo H e´ um subgrafo parcial de G. Ja´ na Figura 1.9(b), H e´ um subgrafo pro´prio de G,
uma vez que W ⊂ V e F ⊂ E. Agora, como nas Figuras 1.9(c) e 1.9(d) tem-se W = V e F ⊂ E,
estes sa˜o exemplos de subgrafos parciais pro´prios.
(a) Subgrafo Parcial. (b) Subgrafo Pro´prio.
(c) Subgrafo Parcial Pro´prio. (d) Subgrafo Parcial Pro´prio.
Figura 1.9: Propriedades de pertineˆncia de Grafos.
Um crite´rio opcional para a denominac¸a˜o de subgrafos releva a sua forma de induc¸a˜o. Se um
subgrafo de G for obtido por um subconjunto de arestas e seus respectivos ve´rtices, ele
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sera´ denominado induzido por arestas, pore´m se um subgrafo de G pode ser obtido por um
subconjunto de ve´rtices e suas respectivas arestas, ele classifica-se como induzido por
ve´rtices.
Temos perante a Figura 1.10 a formac¸a˜o de um subgrafo oriundo de uma induc¸a˜o por arestas
sobre um grafo G = (V,E) qualquer. O conjunto indutivo e´ composto por todas as arestas de E a
menos das arestas e1, e2, e3 e e4. Logo, todas as demais arestas esta˜o presentes no subgrafo formado
e sempre que uma aresta e´ acrescida ao subgrafo, necessariamente, os seus ve´rtices tambe´m sera˜o
inclu´ıdos. Na Figura 1.10(c) e´ poss´ıvel notar o na˜o aparecimento do ve´rtice incidente as arestas e3
e e4, ja´ que nenhuma destas arestas esta´ contida no conjunto de induc¸a˜o. Num subgrafo induzido
por arestas, e´ invia´vel a existeˆncia de ve´rtices isolados.
(a) Grafo de Refereˆncia. (b) Arestas removidas. (c) Subgrafo formado.
Figura 1.10: Formac¸a˜o de Subgrafo por induc¸a˜o de arestas.
Agora, com base na Figura 1.11 podemos analisar a obtenc¸a˜o de um subgrafo cuja formac¸a˜o se
da´ por uma induc¸a˜o de ve´rtices. Atrave´s da retirada do ve´rtice v destacado na Figura 1.11(a), e´
formado o conjunto de induc¸a˜o, caracterizado por V \ v. A Figura 1.11(b), exprime a retirada do
ve´rtice e de suas respectivas arestas e a Figura 1.11(c) o subgrafo obtido.
(a) Grafo de refereˆncia. (b) Ve´rtice removido. (c) Subgrafo formado.
Figura 1.11: Formac¸a˜o de Subgrafo por induc¸a˜o de ve´rtices.
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Na induc¸a˜o por ve´rtices, as arestas que sa˜o incidentes aos ve´rtices contidos no conjunto de
induc¸a˜o tambe´m estara˜o presentes no subgrafo formado. Obviamente, se um ve´rtice na˜o esta´
contido no conjunto de induc¸a˜o, nenhuma das arestas que nele incidem pertencera˜o ao subgrafo
desejado.
Observac¸a˜o 1.2. Se H e´ um subgrafo de G, enta˜o G tambe´m pode ser denominado um supergrafo
de H.
1.4 Grafos Bipartidos, k-Partidos e Bipartidos Completos
Em determinados grafos e´ poss´ıvel destacar certas caracter´ısticas, fator pelo qual os diferenciam
dos demais. Tais caracter´ısticas podem ser encaradas como propriedades nota´veis ou ate´ mesmo
servem para o uso indicativo em algumas modelagens. A exemplo e de uso relevante em nosso
estudo, temos os grafos bipartidos.
Definic¸a˜o 1.8. Um grafo G = (V,E) e´ dito bipartido quando seu conjunto de ve´rtices V pode ser
dividido em dois conjuntos V1 e V2 tais que V1 ∩ V2 = ∅ e V1 ∪ V2 = V e somente existem arestas
em G ligando algum ve´rtice de V1 com algum ve´rtice de V2 e vice-versa.
Exemplo 1.2. Seja G = (V,E) um grafo, com V = {v1, v2, v3, v4, v5, v6} e E = {e1, e2, e3, e4, e5, e6},
tais que:
ψ(e1) = v1v4, ψ(e2) = v1v6,
ψ(e3) = v3v2, ψ(e4) = v3v6
ψ(e5) = v5v2, ψ(e6) = v5v4,
cuja representac¸a˜o e´ dada na Figura 1.12.
Figura 1.12: Grafo Bipartido.
Agora, tomando os conjuntos V1 = {v1, v3, v5} e V2 = {v2, v4, v6}, podemos enta˜o afirmar que
G e´ um grafo bipartido, pois V1 ∩ V2 = ∅ e V1 ∪ V2 = V .
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Em termos pra´ticos, uma partic¸a˜o de ve´rtices em um grafo constitui-se por toda e qualquer
divisa˜o nos ve´rtices deste grafo, isto e´, um agrupamento de ve´rtices, definida de acordo com um
determinado crite´rio. Um crite´rio comumente utilizado em partic¸o˜es e´ o da na˜o adjaceˆncia ,
crite´rio este que fora utilizado no Exemplo 1.2.
Figura 1.13: Grafo 3-partido.
Assim sendo, sempre que um conjunto de
ve´rtices de um grafo for dividido em dois con-
juntos ou partic¸o˜es tais que nelas na˜o se identi-
fiquem a presenc¸a de ve´rtices adjacentes, estare-
mos tratando de grafos bipartidos. Para o caso
da divisa˜o de ve´rtices em k conjuntos de ve´rtices
disjuntos, o grafo e´ dito k-partido.
Exemplo 1.3. Dado G = (V,E) um grafo qual-
quer cuja representac¸a˜o e´ abordada na Figura
1.13. O seu conjunto V de ve´rtices foi particionado nos treˆs conjuntos disjuntos V1, V2 e V3.
Como V1 ∩ V2 ∩ V3 = ∅ e V1 ∪ V2 ∪ V3 = V , concluimos que G e´ um grafo 3-partido ou tripartido.
Definic¸a˜o 1.9. Um grafo G bipartido e´ dito completo se cada ve´rtice do conjunto V1, com p
ve´rtices e´ adjacente a todos os q ve´rtices do conjunto V2 e vice-versa. Neste caso, o grafo sera´
representado pela notac¸a˜o Kp,q.
Exemplo 1.4. Os grafos da Figura 1.14 sa˜o ambos bipartidos completos. Em 1.14(a), o conjunto
V1 e´ formado pelos ve´rtices v1, v3 e v5 e o conjunto V2 pelos ve´rtices v2, v4 e v6, logo este grafo e´ do
tipo K3,3. Enquanto em 1.14(b), a bipartic¸a˜o e´ descrita por V1 = {v2, v4} e por V2 = {v1, v3, v5},
sendo este um grafo do tipo K2,3.
(a) K3,3. (b) K2,3.
Figura 1.14: Exemplo de Grafos Bipartido Completo.
Proposic¸a˜o 1.1. Seja G = (V,E) um grafo bipartido completo, enta˜o existe apenas um bipartic¸a˜o
do seu conjunto de ve´rtices.
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Demonstrac¸a˜o. Suponhamos que V1, V2 e V1, V2 sejam duas bipartic¸o˜es do grafo G. Fixemos um
ve´rtice v ∈ V qualquer. Agora, sem perda de generalidade, suponhamos que v ∈ V1. Como, por
hipo´tese, G e´ um grafo bipartido completo, temos:
V1 = {u ∈ V ;uv /∈ E} e V2 = {w ∈ V ; vw ∈ E}
Por outro lado, como V1, V2 e´ tambe´m uma bipartic¸a˜o de G e supondo, sem perda de generalidade,
que v ∈ V1, enta˜o:
V1 = {u ∈ V ;uv /∈ E} e V2 = {w ∈ V ; vw ∈ E}.
Portanto, temos que V1 = V1 e V2 = V2.
1.5 Grau do Ve´rtice e Grafos k-regulares
No estudo dos grafos, ao se analisar o nu´mero de arestas incidentes em um determinado ve´rtice,
intrisicamente estaremos observando outra caracter´ıstica de grande significaˆncia, cuja definic¸a˜o e´
abordada a seguir.
Definic¸a˜o 1.10. O grau de um ve´rtice v, denotado por d(v), em um grafo na˜o direcionado e´ igual
ao nu´mero de arestas incidentes no ve´rtice.
Nesta explanac¸a˜o, quando todos os ve´rtices de um grafo dispor de um grau finito, tal grafo e´
denotado como grafo finito.
Observac¸a˜o 1.3. Denota-se por δ(G) o valor do grau mı´nimo no grafo G e por ∆(G) o seu valor
do grau ma´ximo. Em termos de notac¸a˜o, podemos escrever:
δ(G) = min{d(v); v ∈ V } e ∆(G) = max{d(v); v ∈ V }.
Observac¸a˜o 1.4. Em todo lac¸o, seu nu´mero de arestas sera´ contado duas vezes.
Exemplo 1.5. Com base na representac¸a˜o gra´fica de um grafo G qualquer (Figura 1.15), deter-
minaremos o grau de cada ve´rtice, δ(G) e ∆(G).
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Figura 1.15: Representac¸a˜o Gra´fica.
Com o aux´ılio de sua representac¸a˜o gra´fica, torna-se simples definir o grau de cada ve´rtice. A
ver,
d(v1) = 3, d(v4) = 3,
d(v2) = 2, d(v5) = 1,
d(v3) = 3, d(v6) = 6.
Deste modo, podemos afimar que δ(G) = 1 e ∆(G) = 6.
Por conseguinte, temos a definic¸a˜o formal para grafos regulares.
Definic¸a˜o 1.11. Um grafo G e´ dito regular de grau k ou k-regular se cada ve´rtice de G possuir
grau k.
Alguns nomes particulares sa˜o utilizados para grafos regulares de graus 3 e 4. Sa˜o eles, respec-
tivamente, o cu´bico e o quartic. Temos exemplos de treˆs famosos grafos regulares (Figura 1.16).
(a) Petersen. (b) Caley. (c) Frucht.
Figura 1.16: Grafos Regulares.
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Definic¸a˜o 1.12. A relac¸a˜o entre o nu´mero m de arestas e o nu´mero n de ve´rtices, muitas vezes
denominada densidade de G, pode ser medida pela raza˜o ε(g), tal que:
ε(G) =
m
n
=
1
2
dM (G),
onde, dM (G) e´ denominada me´dia dos graus de G, e e´ obtida pela expressa˜o:
dM (G) =
1
n
∑
vi∈V
d(vi)
Atrave´s desta definic¸a˜o, podemos demonstrar o teorema a seguir.
Teorema 1.2. A soma dos graus dos ve´rtices de um grafo e´ igual ao dobro do nu´mero de arestas
do grafo.
Demonstrac¸a˜o. Pela Definic¸a˜o 1.12, temos que:
m
n
=
1
2
dM (G) = ε(G) (1.1)
e,
dM (G) =
1
n
∑
vi∈V
d(vi) (1.2)
Substituindo (1.2) em (1.1), segue:
m
n
=
1
2
1
n
∑
vi∈V
d(vi),
ou, equivalentemente, ∑
vi∈V
d(vi) = 2m. (1.3)
Corola´rio 1.3. Em todo grafo, o nu´mero de ve´rtices de grau ı´mpar e´ sempre par.
Demonstrac¸a˜o. Pelo Teorema 1.2, temos que a soma dos graus dos ve´rtices de um grafo e´ igual ao
dobro do nu´mero de arestas do mesmo, ou seja, tal soma pode ser representada por um nu´mero
par. Deste modo, a equac¸a˜o (1.3) pode ser reescrita como:∑
j∈P
d(vj) +
∑
k∈I
d(vk) = 2m, (1.4)
onde P representa o conjunto dos ve´rtices de G que possuem grau par e I o conjunto dos ve´rtices
de G que possuem grau ı´mpar. Necessariamente, o primeiro membro da equac¸a˜o (1.4) e´ par, visto
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que seu segundo membro o e´. Por outro lado, a primeira parcela do primeiro membro constitui-se
por uma soma de graus pares de ve´rtices, sendo portanto par, o que acarreta em a segunda parcela
tambe´m ser par. Ora, esta parcela possui apenas ve´rtices de graus ı´mpares. Logo, a soma de
ve´rtices de graus ı´mpares e´ par.
1.6 Grafos e Matriz de Adjaceˆncia
Visualmente, o estudo de um grafo por meio de sua representac¸a˜o geome´trica assiste o leitor
de maneira consideravelmente conveniente. Em contrapartida, computacionalmente, esta forma
de representac¸a˜o ainda na˜o e´ via´vel. Para tanto, nesta sec¸a˜o, utilizaremos estruturas de dados
diferentes para tal exibic¸a˜o, sa˜o elas as chamadas matrizes de adjaceˆncia .
Definic¸a˜o 1.13. Seja G = (V,E) um grafo, com V = {v1, v2, ..., vn} e E = {e1, e2, ..., em}. Uma
matriz A = [aij ] quadrada de ordem n e´ denominada matriz de adjaceˆncia de G quando:
aij =
{
1, se ψ(ek) = ij ∈ E,
0, se ψ(ek) = ij /∈ E,
tal que 1 ≤ k ≤ m.
Figura 1.17: Representac¸a˜o Gra´fica.
Resumidamente, os dados estru-
turais desta matriz de ordem n cor-
respondem a quantidade nula quando
na˜o existir ligac¸a˜o entre dois de seus
ve´rtices e a quantidade unita´ria sem-
pre que houver uma presenc¸a de ares-
tas entre dois ve´rtices dados.
Exemplo 1.6. Seja G = (V,E) um
grafo, com V = {v1, v2, v3, v4, v5, v6}
e E = {e1, e2, e3, e4, e5, e6, e7, e8}, de
modo que:
ψ(e1) = v1v4, ψ(e2) = v2v3, ψ(e3) = v1v3, ψ(e4) = v3v6,
ψ(e5) = v4v6, ψ(e6) = v4v5, ψ(e7) = v1v6, ψ(e8) = v2v6,
cuja representac¸a˜o gra´fica se apresenta na Figura 1.17.
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Como o grafo em exerc´ıcio e´ de ordem n = 6, este tera´ sua matriz de adjaceˆncia tambe´m de
ordem 6, representa por:
A =

0 0 1 1 0 1
0 0 1 0 0 1
1 1 0 0 0 1
1 0 0 0 1 1
0 0 0 1 0 0
1 1 1 1 0 0
 .
Observac¸a˜o 1.5. Na˜o havendo distinc¸a˜o entre os dois sentidos poss´ıveis de uma aresta qualquer,
isto e´, aij = aji, pode-se afirmar que a matriz de adjaceˆncia de um grafo simples e´ uma matriz
sime´trica. E mais, os elementos de sua diagonal principal sa˜o todos iguais a 0 (“zero”) conforme
a inexisteˆncia de lac¸os (aii = 0).
1.7 Isomorfismo
Essencialmente, o isomorfismo trata-se de um mapeamento relacionando objetos de acordo com
suas propriedades ou operac¸o˜es. Na matema´tica, os isomorfismos sa˜o utilizados para a extensa˜o de
conhecimentos de um fenoˆmeno para outro, isto e´, se dois objetos quaisquer sa˜o isomorfos, enta˜o
toda e qualquer propriedade que e´ mantida pelo isomorfismo e que e´ va´lida para um primeiro
objeto, necessariamente sera´ va´lida para o segundo objeto.
Sob esta vertente, apresentaremos nesta sec¸a˜o um abordagem envolvendo isomorfismo entre
grafos. De antema˜o, torna-se relevante mencionar a igualdade entre eles.
Definic¸a˜o 1.14. Dois grafos na˜o orientados G = (V,E) e H = (W,F ) sa˜o iguais se, e somente se
V = W , E = F e ψG = ψH .
Por conseguinte, numa comparac¸a˜o, e´ comum nos depararmos com conjuntos distintos de
ve´rtices e arestas, todavia, em muitos casos e´ poss´ıvel estabelecer uma relac¸a˜o que identifique
tais conjuntos. Esta relac¸a˜o da´ margem a definic¸a˜o de isomorfismo entre grafos. A ver,
Definic¸a˜o 1.15. Dois grafos na˜o orientados G = (V,E) e H = (W,F ) sa˜o isomorfos se existir
uma func¸a˜o bijetiva f de V em W , tal que dois ve´rtices u e v sa˜o adjacentes em G se, e somente
se f(u) e f(v) sa˜o adjacentes em H. Deste modo, a func¸a˜o f e´ denotada como isomorfismo entre
G e H.
Observac¸a˜o 1.6. Denotaremos por G ∼ H sempre que quisermos afirmar que os grafos G e H
sa˜o isomorfos.
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Exemplo 1.7. A Figura 1.18 aborda a representac¸a˜o gra´fica de dois grafos G = (V,E) e H =
(W,F ), donde V = {v1, v2, v3, v4, v5, v6, v7, v8} e W = {w1, w2, w3, w4, w5, w6, w7, w8}. Afirmac¸a˜o:
G ∼ H.
De fato, para a func¸a˜o f , basta tomar:
f(v1) = w1, f(v5) = w5,
f(v2) = w2, f(v6) = w6,
f(v3) = w4, f(v7) = w8,
f(v4) = w3, f(v8) = w7.
(a) Grafo G. (b) Grafo H.
Figura 1.18: Grafos isomorfos.
temos enta˜o uma correspondeˆncia biun´ıvoca entre V e W . Agora, note que
v1 e v2, v2 e v6, v5 e v6,
v1 e v4, v3 e v4, v5 e v8,
v1 e v5, v3 e v7, v6 e v7,
v2 e v3, v4 e v8, v7 e v8.
sa˜o ve´rtices adjacentes em G e que os pares de ve´rtices
f(v1) = w1 e w2 = f(v2), f(v2) = w2 e w6 = f(v6), f(v5) = w5 e w6 = f(v6),
f(v1) = w1 e w3 = f(v4), f(v3) = w4 e w3 = f(v4), f(v5) = w5 e w7 = f(v8),
f(v1) = w1 e w5 = f(v5), f(v3) = w4 e w8 = f(v7), f(v6) = w6 e w8 = f(v7),
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f(v2) = w2 e w4 = f(v3), f(v4) = w3 e w7 = f(v8), f(v8) = w7 e w8 = f(v7).
tambe´m sa˜o adjacentes em H. Portanto, como a relac¸a˜o de adjaceˆncia entre o ve´rtices e´ preservada,
podemos afirmar que G ∼ H.
Observando o grau dos ve´rtices dos grafos do Exemplo 1.7, percebe-se que todo elemento de V
possui grau 3 e que este mesmo grau e´ mantido em todo elemento de W . Neste sentido, apresen-
taremos a seguinte a proposic¸a˜o, que faz garantir tal afirmac¸a˜o.
Proposic¸a˜o 1.2. Num isomorfismo, os graus dos ve´rtices sa˜o preservados.
Demonstrac¸a˜o. Sejam G = (V,E) e H = (W,F ) dois grafos isomorfos. Assim, existe uma func¸a˜o
bijetiva f de V emW tal que a relac¸a˜o de adjaceˆncia entre os ve´rtices e´ mantida. Agora, tome v ∈ V ,
com dG(v) = k e seja {v1, v2, ..., vk} ∈ V o conjunto de todos os ve´rtices adjacentes a v, podemos
concluir que os ve´rtices f(v1), f(v2), ..., f(vk) sa˜o adjacentes ao ve´rtice f(v) em H. Mas, pela
Definic¸a˜o 1.15, na˜o existem outros ve´rtices de H adjacentes a f(v). Portanto, dH(f(v)) = k.
Exemplo 1.8. Os grafos da Figura 1.19 na˜o sa˜o isomorfos.
(a) Grafo G. (b) Grafo H.
Figura 1.19: Grafos na˜o isomorfos.
Analisando os grafos G e H, e´ percept´ıvel que ambos possuem o mesmo nu´mero de ve´rtices e o
mesmo nu´mero de arestas, entretanto, o grafo H possui um ve´rtice cujo grau e´ 1 enquanto todos os
ve´rtices do grafo G possui grau 2. Logo, pela Proposic¸a˜o 1.2, os grafos G e H na˜o sa˜o isomorfos.
1.8 Passeio ou Percurso
Nesta sec¸a˜o, apuraremos nossso estudo introduzindo a definic¸a˜o de passeio bem como suas
demais definic¸o˜es a variar de acordo com suas particularidades. Sequencialmente, abordaremos
as noc¸o˜es de comprimento e distaˆncia entre ve´rtices e finalizaremos com a demonstrac¸a˜o de um
teorema de grande relevaˆncia.
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Definic¸a˜o 1.16. Dado um grafo G, intitularemos de passeio ou percurso a toda sequeˆncia finita
e na˜o vazia
P = v0e1v1e2...vk−1ekvk,
de modo que v0, v1, ..., vk ∈ V e e1, e2, ..., ek ∈ E e a aresta ei incide sobre os ve´rtices vi−1 e vi, tal
que 1 ≤ i ≤ k. Os ve´rtices v0 e vk sa˜o, respectivamente, o ve´rtice inicial e final e os demais sa˜o
denominados por ve´rtices intermedia´rios do passeio.
Na literatura, outra maneira de descrever o mesmo passeio P e´ afirmar que este e´ um passeio
entre os ve´rtices v0 e vk, ou simplesmente utilizar a notac¸a˜o (v0, vk)− passeio. E mais, um passeio
sera´ dito aberto quando v0 6= vk e fechado quando a igualdade for verificada. Particularmente,
no estudo de grafos simples, como suas arestas sa˜o determinadas pelos seus extremos, poderemos
determinar um passeio pela sequeˆncia sucessiva de seus ve´rtices, isto e´, P = v0v1...vk.
Exemplo 1.9. Conforme destacado na Figura 1.20, o passeio P e´ dado pela sequeˆncia P =
v1e1v2e2v5e3v4e4v3e5v2e2v5e3v4. Nota-se tambe´m que este e´ um passeio aberto, visto que v1 6= v4.
Figura 1.20: Passeio.
No exemplo apresentado, percebe-se a repetic¸a˜o de alguns ve´rtices e de algumas arestas, para o
caso em que isso na˜o acontece, temos um outra classificac¸a˜o. Veremos enta˜o as definic¸o˜es a seguir:
Definic¸a˜o 1.17. Uma trilha e´ um passeio sem repetic¸a˜o de arestas.
Observac¸a˜o 1.7. Um circuito ou trilha fechada e´ uma trilha com no mı´nimo uma aresta, de modo
que v0 = vk.
Definic¸a˜o 1.18. Um caminho e´ uma trilha sem repetic¸a˜o de ve´rtices.
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Observac¸a˜o 1.8. Um ciclo ou caminho fechado e´ um passeio com no mı´nimo uma aresta onde
na˜o existem nem arestas e nem ve´rtices repetidos, a menos dos ve´rtices inicial e final.
Exemplo 1.10. Analisando o grafo da Figura 1.21, podemos extrair na˜o somente um circuito
identificado pela sequeˆncia P = v2v3v5v2v1v3v6v5v4v2, como tambe´m os ciclos P1 = v1v2v3, P2 =
v2v4v5 e P3 = v3v5v6.
Figura 1.21: Grafo G.
Uma outra maneira de lidar com passeios e´ promover a unia˜o entre eles. Tal unia˜o e´ tratada
na proposic¸a˜o a seguir:
Definic¸a˜o 1.19. Sejam P1 = u0e1u1e2...ekuk e P2 = v0f1v1f2...fmvm dois passeios de um grafo G
tais que uk = v0, sua unia˜o, denotada por P1 + P2, e´ dada pelo passeio
P1 + P2 = u0e1u1e2...ekukf1v1f2...fmvm.
Exemplo 1.11. Ainda com base na Figura 1.21, ao unirmos o passeio P2 = v2v4v5 e P3 = v3v5v6,
uma vez que o ve´rtice v5 se faz presente em ambos os passeios, obtemos o passeio P
′, denotado por:
P ′ = P2 + P3 = v2v4v5v6v3.
Na sec¸a˜o 1.2, definimos como tamanho m de um grafo a cardinalidade de seu conjunto E, ou seja,
o tamanho corresponde a quantidade de arestas contidas em determinando grafo. Aproximando tal
definic¸a˜o no nosso estudo de passeio, chegamos enta˜o a definic¸a˜o de comprimento.
Definic¸a˜o 1.20. Seja P um passeio qualquer de um grafo G, o comprimento de P , denotado por
comp(P ), e´ exatamente a quantidade de arestas que o compo˜e (com eventual repetic¸a˜o). Particu-
larmente, se o passeio for um caminho, seu comprimento coincide com seu nu´mero de arestas.
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Agora, tomando como suporte a definic¸a˜o de comprimento de passeio, torna-se poss´ıvel enunciar
a definic¸a˜o de distaˆncia entre dois ve´rtices. Dada a seguir:
Definic¸a˜o 1.21. A distaˆncia entre um par de ve´rtices u e v, denotada por d(u, v), corresponde ao
caminho de menor comprimento capaz de ligar u e v. No caso de o caminho na˜o existir, enta˜o
d(u, v) =∞.
Exemplo 1.12. Sejam G o grafo cuja representac¸a˜o e´ posta na Figura 1.22 e P = v1v4v5v6 um
passeio desse grafo. Como este passeio e´ tambe´m um caminho, o seu comprimento e´ exatamente
igual ao seu nu´mero de arestas, isto e´, comp(P ) = 3.
Figura 1.22: Grafo G.
Agora, sobre G, se quisermos a distaˆncia entre os ve´rtices v2 e v6, basta tomarmos o passeio
P ′ = v2v3v6, pois este e´ o caminho de menor comprimento entre v2 e v6, ou seja, d(v2, v6) = 2.
Na sec¸a˜o 1.4, foi realizado um estudo sobre grafos bipartidos. Agora, acrescentando os definic¸o˜es
de ciclos e comprimento entre ve´rtices a este estudo, podemos tratar de um teorema de grande
relevaˆncia no estudo de grafos bipartidos.
Observac¸a˜o 1.9. Ao realizarmos a demonstrac¸a˜o do pro´ximo teorema estaremos utilizando o con-
ceito de grafo conexo, cuja definic¸a˜o sera´ dada apenas no pro´ximo cap´ıtulo. Entretanto, de antema˜o,
um grafo G e´ dito conexo se, para qualquer u, v ∈ V , existe um (u, v)−caminho entre eles.
Teorema 1.4. Um grafo G = (V,E) e´ bipartido se, e somente se, na˜o conte´m qualquer ciclo de
comprimento ı´mpar.
Demonstrac¸a˜o. (=⇒) Sejam G = (V,E) um grafo bipartido e V1 e V2 sua bipartic¸a˜o. Se G e´
desprovido de ciclos, nada temos a provar. Agora, seja C = v0v1...vk um ciclo de G. Sem perda
de generalidade, suponhamos que v0 ∈ V1. Como a aresta v0v1 ∈ E e por hipo´tese G e´ bipartido,
enta˜o v1 ∈ V2. Apropriando-se do mesmo argumento, segue que v2 ∈ V1 e, por induc¸a˜o, v2i ∈ V1
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e v2i+1 ∈ V2. Por outro lado, os ve´rtices v0 e vk sa˜o adjacentes, o que implica que vk ∈ V2. E,
portanto, k e´ da forma 2i+ 1, para algum i ∈ N. Mas, como comp(C) = k + 1, temos que C e´ um
ciclo de comprimento par.
(⇐=) Seja G um grafo que na˜o conte´m ciclo ı´mpar e que possui, no mı´nimo, dois ve´rtices. Sem
perda de generalidade, suponhamosG conexo, pois caso contra´rio considerar´ıamos cada componente
conexa separadamente. Agora, tomemos u ∈ V qualquer e definamos os seguintes conjuntos:
X = {x ∈ V ; d(u, x) e´ par} e Y = {y ∈ V ; d(u, y) e´ ı´mpar}.
Vamos mostrar que (X,Y ) e´ uma bipartic¸a˜o de G. Suponhamos que v e w sa˜o dois ve´rtices
contidos no conjunto X e sejam P o (u, v)−caminho de menor comprimento e Q o (u,w)−caminho
de menor comprimento. Denotaremos por u1 o u´ltimo ve´rtice comum aos caminhos P e Q.
Figura 1.23: Ilustrac¸a˜o do Teorema 1.4.
Como P e Q sa˜o os caminhos mais curtos de u a v e de u a w, respectivamente, enta˜o sera˜o
os caminhos mais curtos de u a u1, e portanto, possuem o mesmo comprimento. Por outro lado,
os caminhos P e Q possuem comprimento par, logo os comprimentos das (u1, v)−sec¸a˜o P1 de
P e (u1, w)−sec¸a˜o Q1 de Q, necessariamente, possuem a mesma paridade. E assim, segue que
(v, w)−caminho P−1Q1 e´ de comprimento par. Se v e´ adjacente a w, enta˜o P−1Q1v devera ser
de comprimento ı´mpar, o que contraria nossa hipo´tese. Portanto, na˜o existem dois ve´rtices de X
adjacentes. Analogamente, mostra-se que na˜o existem dois ve´rtices de Y que sa˜o adjacentes. Logo,
(X,Y ) e´ uma bipartic¸a˜o de G.
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Cap´ıtulo 2
Conexidade
Inicialmente, neste cap´ıtulo, faremos uma abordagem acerca da conexidade de um grafo, es-
tendendo esta definic¸a˜o a conexidade entre ve´rtices. Em seguida, discutiremos as componentes
conexas de um grafo, bem como as arestas de corte, ve´rtices de corte, subconjuntos de articulac¸a˜o
e conjunto de corte.
2.1 Componentes Conexas e Conexidade
A conexidade e´ um tema que se faz presente em uma gama de aplicac¸o˜es importantes, a citar
as comunicac¸o˜es, o planejamento das produc¸o˜es, as log´ısticas e os transportes. Nestes casos, ela
representa um me´trica de seguranc¸a e uma falha em qualquer um de seus ve´rtices proporciona uma
interrupc¸a˜o, ou seja, uma desconexa˜o. Para simular uma falha, e´ suficiente fazer a remoc¸a˜o de um
ve´rtice qualquer.
A noc¸a˜o de conexidade esta´ vinculada a viabilidade de transic¸a˜o de um ve´rtice a outro por
meio de ligac¸o˜es presentes num determinando grafo. Tais ligac¸o˜es geram uma estrutura cont´ınua,
isto e´, todos os seus ve´rtices estara˜o ligados entre si devido a estas ligac¸o˜es.
Para ilustrar tal situac¸a˜o, consideremos o grafo G0 = (V,E) e, sucessivamente, adicionaremos
ligac¸o˜es a ele. Ver Figura 2.1.
Observe que nos grafos que antecedem G3 na˜o e´ poss´ıvel a transic¸a˜o de um ve´rtice dado a
qualquer outro ve´rtice. Em outras palavras, existe pelo menos um caso em que tal transic¸a˜o na˜o
podera´ ser efetivada. Em contrapartida, nos grafos G3 e G4 esta transic¸a˜o e´ sempre via´vel.
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(a) Grafo G. (b) Grafo G1. (c) Grafo G2. (d) Grafo G3. (e) Grafo G4.
Figura 2.1: Conexidade em Grafos.
Temos, por conseguinte, a definic¸a˜o formal de conexidade de grafos.
Definic¸a˜o 2.1. Um grafo G = (V,E) e´ dito conexo se existir um caminho entre qualquer par de
ve´rtices. Caso contra´rio, e´ dito desconexo ou na˜o conexo.
Observac¸a˜o 2.1. Um grafo contendo apenas um ve´rtice v e´ conexo, uma vez que admitamos a
existeˆncia de um caminho de comprimento nulo, ou melhor, um caminho que na˜o possui arestas.
Neste sentido, segue que apenas os grafos G3 e G4 sa˜o conexos (Figura 2.1). Agora, admi-
tindo que a conexidade de um grafo esta´ entrelac¸ada com a existeˆncia de um caminho entre os
seus ve´rtices, e´ prudente abordar a definic¸a˜o de conexidade entre ve´rtices atrave´s da extensa˜o da
Definic¸a˜o 2.1.
Definic¸a˜o 2.2. Seja G = (V,E) um grafo, diremos que os ve´rtices u e v sa˜o conectados se existe
um caminho em G unindo u e v.
Outro fato de tamanha importaˆncia e´ a existeˆncia de um caminho desde que tenhamos a
existeˆncia de um passeio. Sua fundamentac¸a˜o e´ feito atrave´s do lema a seguir.
Lema 2.1. Sejam G = (V,E) um grafo e u, v ∈ V . Se existe um passeio em G, enta˜o existe um
caminho em G.
Demonstrac¸a˜o. Sejam P um passeio de G, u e v seus ve´rtices inicial e final, respectivamente.
Considere os seguintes casos:
Se comp(P ) = 0, temos um passeio sem nenhuma aresta, e consequentemente, o caminho entre
u e v tambe´m tem comprimento igual a 0.
Se comp(P ) > 0, temos que considerar o seguinte. Se o passeio de u a v na˜o possuir nenhum
ve´rtice que tenha sido visitado duas vezes, enta˜o, pelas Definic¸o˜es 1.17 e 1.18, ele corresponde a
um caminho entre u e v. Agora, seja w um ve´rtice intermedia´rio de P . Se w tiver sido visitado
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Figura 2.2: Retirada da aresta w.
mais de uma vez, podemos enta˜o remover todas as arestas e todos os ve´rtices existentes entre as
duas aparic¸o˜es de w. E mais, se houver a existeˆncia de outros ve´rtices que tenham sido visitados
mais de uma vez, e´ suficiente repetir o processo. Deste modo, teremos um passeio mais curto onde
cada ve´rtice aparece uma u´nica vez. E, portanto, existe um caminho entre u e v.
Proposic¸a˜o 2.1. A conexidade entre pares de ve´rtices em um grafo G e´ uma relac¸a˜o de equivaleˆncia
em V , ou seja, para todo u, v, w ∈ V, as seguintes propriedades sa˜o va´lidas:
i) u esta´ conectado consigo mesmo (reflexiva);
ii) Se u esta´ conectado a v, enta˜o v esta´ conectado a u (sime´trica);
iii) Se u esta´ conectado a v e v esta´ conectado a w, enta˜o u esta´ conectado a w(transitiva).
Demonstrac¸a˜o. Sejam u, v e w ve´rtices de V .
i) Todo ve´rtice esta´ conectado consigo mesmo, basta admitir a existeˆncia de um caminho nulo
entre u e u (Observac¸a˜o 2.1).
ii) Se u esta´ conectado a v, enta˜o existe em G um caminho unindo u e v e denotaremos este
caminho por P = v0e1v1...envn, onde v0 = u e vn = v. Por outro lado, observa-se o caminho
P ′ = vnenvn−1...e1v0, o que permite afirmar que v esta´ conectado a u.
iii) Se u esta´ conectado a v e v esta´ conectado a w, enta˜o existem os respectivos caminhos
P ′ = u0e1u1...enun e P ′′ = v0f1v1...fmvm, onde u0 = u, un = v0 = v e vm = w. Mas, pela
Proposic¸a˜o 1.19, temos que a unia˜o e´ dada pelo passeio P ′ + P ′′ = u0e1u1...enunf1v1...fmvm.
Pore´m, em consonaˆncia ao Lema 2.1, a existeˆncia de um passeio acarreta na existeˆncia de um
caminho, e portanto, o ve´rtice u esta´ conectado ao ve´rtice w.
Agora, baseado na proposic¸a˜o anterior, podemos afirmar que a conexidade entre pares de ve´rtices
de um grafo e´ uma relac¸a˜o de equivaleˆncia em V , o que permite particionar o conjunto V em classes
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de equivaleˆncia de modo que dados u, v ∈ V, eles pertencera˜o a mesma classe de equivaleˆncia se, e
somente se, o ve´rtice u estiver conectado ao ve´rtice v. Deste modo, denotaremos por componentes
conexas os subgrafos induzidos por essas classes de equivaleˆncia. Formalmente, temos:
Definic¸a˜o 2.3. Seja G = (V,E) um grafo. Uma componente conexa C de G e´ um subgrafo
C = (W,F ), tal que W ⊂ V e F ⊂ E e:
• C e´ conexo;
• Para todo u ∈ V \W e para todo v ∈W , a aresta uv /∈ E.
Um fator de valor relevante e´ a quantidade de componentes conexas de um grafo dado. Enta˜o,
desde que seja dado um grafo G, atestamos por C(G) como sendo o nu´mero de componentes conexas
de G. E pela definic¸a˜o anterior, temos que G e´ um grafo conexo se C(G) = 1. Do contra´rio, G e´
um grafo desconexo.
Exemplo 2.1. Analisando a Figura 2.3, e´ poss´ıvel verificar que as classes de equivaleˆncia sobre
V do grafo G = (V,E) sa˜o dadas por {v1, v2, v3, v4}, {v5, v6, v7, v8, v9} e {v10}. Portanto, G possui
treˆs componentes conexas, isto e´, C(G) = 3, o que o torna um grafo desconexo.
Figura 2.3: Grafo G.
Ainda analisando a Figura 2.3, podemos simplesmente fazer a remoc¸a˜o de um ve´rtice ou ate´
mesmo de uma aresta de uma componente conexa e notar que esta pode continuar conexa ou na˜o.
Por exemplo, tomando a componente conexa {v1, v2, v3, v4} e ao removermos qualquer uma das
arestas v1v2, v2v3 ou v1v3, a componente mante´m-se conexa. Entretanto, optar por remover a
aresta v2v4 (Figura 2.4(b)) ou simplesmente o ve´rtice v2 (Figura 2.4(c)), a componente torna-se
desconexa.
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(a) Componente Co-
nexa.
(b) Remoc¸a˜o da aresta
v2v4.
(c) Remoc¸a˜o do ve´rtice
v2.
Figura 2.4: Arestas e Ve´rtices de Corte.
Para ve´rtices e arestas que sa˜o capazes de dividir em mais componentes, atribuimos os termos
de ve´rtices de corte e arestas de corte, cujas definic¸o˜es seguem de maneira mais expl´ıcita a seguir:
Definic¸a˜o 2.4. Dado um grafo G = (V,E), um ve´rtice v ∈ V e´ dito ve´rtice de corte ou ponto de
articulac¸a˜o de G, sempre que G \ v possuir um nu´mero de componentes conexas superior a G.
Definic¸a˜o 2.5. Dado um grafo G = (V,E), uma aresta e ∈ E e´ dita aresta de corte ou ponte de
G, sempre que G \ e possuir um nu´mero de componentes conexas superior a G.
Observac¸a˜o 2.2. Se o grafo G = (V,E) for conexo, a remoc¸a˜o do ve´rtice v (da aresta e) torna
G \ v (G \ e) desconexo.
Teorema 2.1. Seja G = (V,E) um grafo conexo. Uma aresta e ∈ E e´ uma aresta de corte se, e
somente se, na˜o esta´ contida em nenhum ciclo.
Demonstrac¸a˜o. (=⇒) Seja e ∈ E uma aresta de corte, tais que suas extremidades sejam os ve´rtices
x e y. Como, por hipo´tese, G e´ conexo, segue que G \ v e´ desconexo (Observac¸a˜o 2.2), e pos-
sui duas componentes conexas e disjuntas, o que garante que o ve´rtice x na˜o esta´ conectado ao
ve´rtice y em G \ e. Agora, por contradic¸a˜o, suponhamos que a aresta e esteja contida em um ciclo
C = xeye1y1...ekx. Desta forma, C1 = ye1y1...x e´ um caminho em G \ e, contradizendo o fato dos
ve´rtices x e y na˜o estarem na mesma componente conexa em G \ e.
(⇐=) Seja e ∈ E uma aresta que na˜o esteja contida em nenhum ciclo de G, tais que suas extremi-
dades sejam os ve´rtices x e y. Afirmac¸a˜o: Na˜o pode haver um caminho ligando x e y em G \ e.
De fato, a existeˆncia de um caminho C = xe1x1...eny em G \ e implica a existeˆncia de um ciclo
C1 = xe1x1...enyex em G, contrariando enta˜o a nossa hipo´tese.
Contudo, na˜o sera˜o todos os tipos de grafos em que a retirada de um simples ve´rtice ou uma
u´nica aresta os tornara˜o desconexos, entretanto, cabe avaliar se existe um subconjunto de ve´rtices
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ou arestas cuja remoc¸a˜o torna um determinado grafo desconexo. As duas definic¸o˜es subsequentes
esclarecem esses casos.
Definic¸a˜o 2.6. Sejam G = (V,E) um grafo conexo e S ⊂ V . O conjunto S sera´ dito um subcon-
junto de articulac¸a˜o em G se ao retirarmos S, obtemos um subgrafo desconexo de G.
Definic¸a˜o 2.7. Sejam G = (V,E) um grafo conexo e T ⊂ E. O conjunto T sera´ dito um conjunto
de corte em G se ao retirarmos T , obtemos um subgrafo desconexo de G.
Observac¸a˜o 2.3. Trataremos apenas com subconjuntos de articulac¸a˜o minimal e com conjuntos
de corte minimal. Cabe ressaltar que um conjunto minimal e´ aquele conjunto que na˜o possui
subconjunto pro´prio.
Exemplo 2.2. Seja G um grafo conexo cuja representac¸a˜o gra´fica se da´ na Figura 2.5(a). Te-
mos destacado na Figura 2.5(b) um subconjunto de articulac¸a˜o S em G. Apo´s a retirada desse
subconjunto, nos deparamos com um grafo G− S desconexo (Figura 2.5(c)). Ja´ na Figura 2.5(d),
esboc¸amos o grafo G dando eˆnfase ao conjunto de corte T e logo apo´s a sua remoc¸a˜o, nos defron-
tamos com o grafo desconexo G− T .
(a) Grafo G. (b) Subconjunto de Articulac¸a˜o
S.
(c) Grafo G− S.
(d) Conjunto de Corte T . (e) Grafo G− T .
Figura 2.5: Subconjunto de Articulac¸a˜o e Conjunto de Corte.
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Cap´ıtulo 3
Grafos Planares
No presente cap´ıtulo trabalharemos com um grupo bastante seleto de grafos, os famosos grafos
planares. Na discussa˜o sera´ poss´ıvel perceber que nem todo grafo possui um representac¸a˜o planar
e que uma tarefa mais complexa ainda e´ garantir a sua planaridade. Assim sendo, abordaremos
resultados e faremos uso destes para podermos garantir que um determinado grafo e´ na˜o planar.
Para tanto, a argumentac¸a˜o estara´ voltada a` relac¸a˜o existente entre o nu´mero de ve´rtices, faces e
arestas de um grafo, podendo destacar a ex´ımia Fo´rmula de Euler para grafos planares.
3.1 Grafos Planos e Curvas de Jordan
Figura 3.1: Problema das treˆs fontes de supri-
mento.
O famoso problema das treˆs casas e´ uma das
ferramentas motivacionais para abordar a plana-
ridade de grafos. O problema e´ o seguinte:
“Conexo˜es, oriundas numa mesma profundi-
dade, das companhias de a´gua, telefone e energia,
devera˜o se dirigir a` treˆs casas. O mapa de abas-
tecimento imprime um grafo com seis ve´rtices e
nove arestas, como visto na Figura 3.1. Seria
poss´ıvel descruzar as arestas do grafo? Ou me-
lhor, e´ poss´ıvel redesenha´-lo em um plano?”
Previamente, a resposta e´ na˜o! Contudo, uma explicac¸a˜o coerente sera´ dada do decorrer do
cap´ıtulo. Agora, apresentaremos a definic¸a˜o formal desse grafo.
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Definic¸a˜o 3.1. Um grafo plano e´ um grafo desenhado em uma superf´ıcie plana, de maneira que
duas quaisquer de suas arestas se encontrem apenas em suas extremidades (considerando que elas
se encontrem).
Um grafo planar e´ todo grafo isomorfo a um grafo plano, isto e´, pode ser redesenhado na forma
de um grafo plano.
Exemplo 3.1. O grafo exposto na Figura 3.2(a) e´ um grafo planar, que por sua vez e´ isomorfo ao
grafo plano visto em 3.2(b).
(a) Grafo Pla-
nar.
(b) Grafo Plano.
Figura 3.2: Grafo planar isomorfo ao seu grafo plano.
Para uma discussa˜o acerca dos grafos planares faz-se necessa´rio um breve estudo sobre Curva
de Jordan. A ver,
Definic¸a˜o 3.2. Uma curva de Jordan no plano e´ uma curva cont´ınua que na˜o intercepta a si
pro´pria, cuja origem e te´rmino coincidem (isto e´, uma curva simples).
Definic¸a˜o 3.3. Seja J uma curva de Jordan no plano. Denotamos por int J como a parte do
plano que e´ interna a` J . Analogamente, denotamos por ext J a parte do plano que e´ externa a` J .
O conjunto de pontos que pertencem a J sa˜o exclu´ıdos do int J .
Teorema 3.1 (da Curva de Jordan). Qualquer curva simples fechada J no plano particiona-o em
duas partes (uma das quais e´ limitada a outra ilimitada).
Observac¸a˜o 3.1. Embora seja intuitivamente o´bvio, O Teorema da Curva de Jordan torna-se
bastante complexo quando se quer abordar uma prova formal (ver [9]). Para tanto, vamos admiti-lo
como va´lido.
Em outras palavras, o Teorema da Curva de Jordan revela que se uma determinada curva J e´
de Jordan e sejam x e y, respectivamente, pontos de int J e ext J , enta˜o qualquer linha (reta ou
curva) incidente em x e y intercepta J em algum de seus pontos. A ilustrac¸a˜o pode ser analisada
na Figura 3.3.
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Figura 3.3: Ilustrac¸a˜o do Teorema da Curva de Jor-
dan.
Uma das consequeˆncias do Teorema da
Curva de Jordan e´ o fato de que, a`s custas
de suas arestas, um grafo plano fragmenta
o plano em um nu´mero de regio˜es, denomi-
nadas faces. Cada face e´ obtida por meio
de curvas simples fechadas, formadas pelas
arestas do grafo. Mais precisamente, se x
e´ um ponto do plano que na˜o pertence ao
grafo plano, enta˜o a face desse grafo plano
contendo x e´ definida como o conjuntos de
todos os pontos que, mediante uma linha (reta ou curva), na˜o interceptam qualquer uma de suas
arestas e nenhum de seus ve´rtices.
3.2 Fo´rmula de Euler
Muito embora seja poss´ıvel identificar o montante de ve´rtices e arestas de um grafo por meio
de sua definic¸a˜o, a quantidade de faces pode vir a ser algo um pouco mais complexo. A princ´ıpio,
para podermos fazer esta identificac¸a˜o o grafo precisa ser planar e ate´ o presente instante o u´nico
argumento discutido para determinarmos sua planaridade e seu nu´mero de faces foi a possibilidade
do grafo ser desenhado em uma superf´ıcie plana de modo que duas de suas arestas na˜o se encontrem
a menos de suas extremidades. Com o propo´sito de aumentar esta complexidade poder´ıamos fazer
a seguinte pergunta: O total de faces de um grafo esta´ relacionado com alguma representac¸a˜o deste
grafo no plano? A soluc¸a˜o desta indagac¸a˜o se faz presente na Fo´rmula de Euler perante o Teorema
3.1, onde explicita que o quantitativo de faces esta´ exclusivamente relacionado com o quantitativo
de ve´rtices e arestas e na˜o com sua forma de representac¸a˜o.
Teorema 3.2 (Euler). Se G e´ um grafo conexo planar com m arestas, n ve´rtices e f faces, enta˜o
n−m+ f = 2. (3.1)
Demonstrac¸a˜o. Faremos a demonstrac¸a˜o por induc¸a˜o sobre o nu´mero de arestas.
Se m = 0, enta˜o n = 1 e f = 1. Assim,
1− 0 + 1 = 2,
e, portanto, a equac¸a˜o (3.1) e´ satisfeita.
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Se m = 1, enta˜o n = 2 e f = 1. Assim,
2− 1 + 1 = 2,
e, portanto, a equac¸a˜o (3.1) e´ satisfeita.
Agora, suponhamos que a fo´rmula de Euler seja va´lida para qualquer grafo com p arestas, tal
que p < m e m > 1. Sejam Gm um grafo com m arestas e e uma aresta de Gm. Temos enta˜o dois
casos a serem considerados:
i) A aresta e e´ de corte.
Se e e´ uma aresta de corte, temos enta˜o que o grafo Gm−{e} possui duas componentes conexas
C1 e C2, que possuem, respectivamente, m(C1) e m(C2) arestas, de modo que m(C1) e m(C2) sa˜o
menores do que m. Assim, pela hipo´tese indutiva, segue que,
n(C1)−m(C1) + f(C1) = 2, e
n(C2)−m(C2) + f(C2) = 2.
Mas, por outro lado, C1 ∪ C2 ∪ e = Gm. Logo, podemos escrever:
n(Gm) = n(C1) + n(C2),
m(Gm) = m(C1) +m(C2) + 1 e
f(Gm) = f(C1) + f(C2)− 1.
Da´ı, temos:
n(Gm)−m(Gm) + f(Gm) = n(C1) + n(C2)−m(C1)−m(C2)− 1 + f(C1) + f(C2)− 1
= n(C1)−m(C1) + f(C1) + n(C2)−m(C2) + f(C2)− 1− 1
= 2 + 2− 2
= 2.
ii) A aresta e na˜o e´ de corte.
Se a aresta e na˜o e´ uma aresta de corte, pelo Teorema 2.1, ela esta´ contida em algum ciclo de
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Gm e sua remoc¸a˜o unifica duas faces do grafo Gm. Deste modo, podemos escrever:
n(Gm) = n(Gm − {e}),
m(Gm) = m(Gm − {e}) + 1 e
f(Gm) = f(Gm − {e}) + 1.
Da´ı, temos:
n(Gm)−m(Gm) + f(Gm) = n(Gm − {e})− [m(Gm − {e}) + 1] + f(Gm − {e}) + 1
= n(Gm − {e})−m(Gm − {e})− 1 + f(Gm − {e}) + 1
= n(Gm − {e})−m(Gm − {e}) + f(Gm − {e})
= 2.
Uma vez que a hipo´tese indutiva nos garante que n(Gm−{e})−m(Gm−{e})+f(Gm−{e}) = 2.
Futuramente, faremos uso desta fo´rmula para determinarmos crite´rios necessa´rios para a pla-
naridade de um grafo dado.
De uma maneira geral, decretar se um grafo e´ ou na˜o planar na˜o e´ uma tarefa de simples
conclusa˜o. Perante isto, a citada fo´rmula de Euler e´ um passo preliminar a fim de nos depararmos
com condic¸o˜es alge´bricas auxiliadoras para este of´ıcio. Contudo, ela por si so´ na˜o e´ de muita
utilidade, visto que precisamos antes de tudo que o grafo desfrute de uma representac¸a˜o planar
para que assim possamos realizar o ca´lculo e determinar a quantidade de faces.
Figura 3.4: Grafo com 9 ve´rtices e 21 arestas.
Analisando a Figura 3.4, utilizando a fo´rmula
de Euler, e sabendo que este grafo e´ planar,
concluir´ıamos que ele possui 14 faces. Entre-
tanto, sem uma representac¸a˜o planar nada po-
demos afirmar.
A partir de agora, apresentaremos certas
condic¸o˜es capazes de nos auxiliar na verificac¸a˜o
de que um grafo e´ na˜o planar, pore´m tratam-se
apenas de condic¸o˜es necessa´rias e na˜o suficientes
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para a planaridade, podendo haver grafos na˜o planares que as satisfac¸am. Portanto, na˜o temos
apetrechos para que possamos afirmar que um grafo dado e´, de fato, planar.
Definic¸a˜o 3.4. O grau (ou comprimento) de uma face f de um grafo planar G e´ igual ao nu´mero
de arestas da fronteira de f .
Figura 3.5: Grafo e suas faces.
Analisando a Figura 3.5, podemos observar que cada uma
de suas quatro faces possuem grau 3, uma vez que a soma dos
graus de todas as faces e´ 4.3 = 12, que e´ equivalente ao do-
bro do nu´mero de arestas. Isto ocorre exatamente porque as
arestas sa˜o contabilizadas duas vezes, visto que uma u´nica
aresta se faz presente em faces adjacentes. Portanto, em gra-
fos planares a soma dos graus de suas faces e´ 2m.
Lema 3.1. Sejam f o nu´mero de faces de um grafo planar
conexo e m seu nu´mero de arestas, onde m ≥ 2. Enta˜o,
f ≤ 2
3
m.
Demonstrac¸a˜o. Observe que o grau de cada face deve ser composto por ao menos treˆs arestas, pois
estamos descartando a possibilidade de existeˆncia de arestas duplas ou lac¸os. Desta forma, segue
que o somato´rio dos graus das faces e´, no mı´nimo, 3 vezes o nu´mero de faces, isto e´ 3f . Pore´m, a
soma dos graus das faces e´ dado por 2m, logo:
2m ≥ 3f ⇐⇒ 3f ≤ 2m⇐⇒ f ≤ 2
3
m,
para todo m ≥ 2.
Utilizando como base a fo´rmula de Euler, e´ poss´ıvel determinar outras relac¸o˜es de suma im-
portaˆncia na identificac¸a˜o de que um grafo e´ na˜o planar. A primeira delas apresentaremos agora.
Corola´rio 3.3. Se G um grafo planar conexo com m arestas e n ve´rtices, onde n ≥ 3, enta˜o,
m ≤ 3n− 6.
Demonstrac¸a˜o. Do Teorema 3.1, temos que:
n−m+ f = 2. (3.2)
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Mas, por outro lado, o Lema 3.1 nos garante que:
f ≤ 2
3
m. (3.3)
Agora, substituindo (3.3) em (3.2), obte´m-se:
n−m+ 2
3
m ≥ 2 (⇐⇒)
−1
3
m ≥ 2− n (⇐⇒)
m ≤ 3n− 6.
Podemos inferir que a exclusiva dependeˆncia do nu´mero de arestas e do nu´mero de ve´rtices
deste corola´rio torna-o bastante pertinente pois estes itens sa˜o facilmente identifica´veis. Cabe,
mais uma vez, a ressalva de que se o grafo satisfaz esta condic¸a˜o na˜o podemos afirmar nada sobre
ele. Todavia, se a condic¸a˜o na˜o e´ satisfeita, seguramente ele e´ na˜o planar.
Exemplo 3.2. O grafo K5 e´ na˜o planar. De fato, como ja´ sabemos que ele possui 5 ve´rtices e 10
arestas, segue que:
10 ≤ 3.(5)− 6 = 9,
o que e´ um absurdo! E, portanto, o grafo K5 e´ na˜o planar.
Para a segunda relac¸a˜o, adicionaremos mais uma condic¸a˜o. A ver,
Corola´rio 3.4. Se G e´ um grafo planar conexo, com m arestas, n ve´rtices (n ≥ 3) e sem triaˆngulos
(isto e´, sem ciclos de comprimento 3). Enta˜o
m ≤ 2n− 4.
Demonstrac¸a˜o. Por hipo´tese, como o grafo G na˜o apresenta ciclos de comprimento 3, necessaria-
mente, todos os seus ciclos apresentam, no mı´nimo, quatro arestas, isto e´, cada face e´ formada por
quatro arestas ou mais. E, portanto, podemos representar a soma das arestas das faces por 4f . Em
vista disso, temos que:
4f ≤ 2m. (3.4)
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Agora, manipulando a fo´rmula de Euler e a equac¸a˜o 3.4, obtemos:
4n− 4m+ 4f = 8 (⇐⇒)
4n− 4m+ 2m ≥ 8 (⇐⇒)
−2m ≥ −4n+ 8 (⇐⇒)
m ≤ 2n− 4.
Exemplo 3.3. O grafo K3,3 e´ na˜o planar. Antes de provarmos tal afirmac¸a˜o, note que ele possui
6 ve´rtices e 9 arestas. Analisando-o sob a condic¸a˜o do Corola´rio 3.3, temos:
9 ≤ 3.(6)− 6 = 12,
Pore´m, a veracidade da sentenc¸a na˜o nos da´ aparato para afirmar algo sobre sua planaridade.
Agora, averiguando em conformidade com o Corola´rio 3.4, segue:
9 ≤ 2.(6)− 4 = 8,
o que e´ um absurdo! E, portanto, o grafo K3,3 na˜o e´ planar.
Teorema 3.5 (Kuratowski). Um grafo e´ planar se, e somente se, na˜o conte´m subdivisa˜o de K5 ou
K3,3.
O teorema de Kuratowski traz condic¸o˜es necessa´rias e suficientes para planaridade de um grafo.
Pela sua complexidade, omitiremos sua demonstrac¸a˜o. Pore´m, o leitor interessado pode consultar
[8].
Retomando o problema das companhias de abastecimento, podemos modela´-lo da seguinte
forma: “Dado um grafo K3,3, bipartido e completo, e´ poss´ıvel redesenha´-lo num plano de modo que
nenhumas de suas arestas se intercepte? Note que, com base no Exemplo 3.3, o grafo K3,3 e´ na˜o
planar, logo e´ imposs´ıvel esboc¸armos o problema das companhias num plano sem que suas arestas
se cruzem.
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Cap´ıtulo 4
Colorac¸a˜o de Mapas e Grafos
Introduzimos este cap´ıtulo fazendo menc¸a˜o aos mapas e, a partir deles, adquirimos o seu grafo
dual. Em seguida, veremos que efetuar uma colorac¸a˜o num grafo dado e´ simplesmente delegar cores
aos seus elementos, sejam eles arestas ou ve´rtices (em nosso estudo abordaremos apenas a colorac¸a˜o
de ve´rtices). Este me´todo exige algumas delimitac¸o˜es como, por exemplo, na˜o colorir ve´rtices
adjacentes com uma mesma cor. Finalizado o me´todo, teremos conquistado “uma” colorac¸a˜o e
na˜o “a” colorac¸a˜o.
Dando prosseguimento, o cap´ıtulo gira em torno do Teorema das 4 Cores, que por sua vez
garante que com o uso de apenas quatro cores poderemos colorir qualquer mapa, de modo que a
delimitac¸a˜o acima e´ atendida. Embora aparentemente simples, apo´s sua conjectura, este teorema
durou mais de um se´culo para ser demonstrado e, para tanto, exige longos ca´lculos desenvolvidos
em computadores, ver [1].
Apresentaremos tambe´m um esboc¸o das ideias realizadas por Kempe ao tentar demonstrar este
grandioso teorema e a posterior sugesta˜o de Heawood, que na verdade sugeriu a demonstrac¸a˜o do
Teorema das 5 Cores, cujas ideias estavam embasadas nas ideias de Kempe.
4.1 Os Mapas e o Grafo Dual
O interesse e a careˆncia em compreender o mundo instigou o homem a buscar e criar formas
para exprimir os principais aspectos gerais dos diversos tipos de paisagens e lugares, sejam eles
naturais ou constru´ıdos. Diante desta necessidade, surgiu os registros sob forma de desenhos e
escritos gra´ficos, originando assim a cartografia, isto e´, ramo da geografia que objetiva agrupar um
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conjunto de te´cnicas, me´todos e arte remetidos a construc¸a˜o de mapas.
Os mapas retratam uma representac¸a˜o gra´fica de um espac¸o real em uma superf´ıcie plana.
Neles, e´ poss´ıvel representar diferentes lugares do planeta, partindo do particular como um bairro,
cidade ou estado e geral como um pa´ıs, continente ou o mapa mundi.
Como forma de distinguir cada regia˜o que compo˜e um determinado mapa atribuiremos uma
tonalidade a cada uma destas regio˜es, de maneira que regio˜es que possuem fronteira na˜o sejam
tingidas com uma mesma cor. Cabe frisar que regio˜es com apenas um ponto em comum na˜o sa˜o
consideradas vizinhas.
Exemplo 4.1. Na Figura 4.1, temos treˆs mapas, cada um contendo, respectivamente, 6, 5 e 9
regio˜es que devera˜o ser coloridas utilizando a menor quantidade poss´ıvel de cores.
(a) Mapa com 6 regio˜es. (b) Mapa com 5 regio˜es. (c) Mapa com 9 regio˜es.
Figura 4.1: Conjunto de mapas sem colorac¸a˜o.
Agora, na Figura 4.2(a) podemos observar uma poss´ıvel colorac¸a˜o para o mapa da Figura 4.1(a),
utlizando assim apenas 2 cores. Como visto em 4.2(b), o mapa da Figura 4.1(b) na˜o consegue ser
colorido com apenas duas cores, sendo enta˜o necessa´rio acrescentar mais uma cor para uma poss´ıvel
colorac¸a˜o. Ja´ o mapa da Figura 4.1(c) na˜o consegue ser colorido se utilizarmos apenas 3 cores,
conforme Figura 4.2(c).
(a) Mapa colorido com 2 cores. (b) Mapa colorido com 3 cores. (c) Mapa colorido com 4 cores.
Figura 4.2: Conjunto de mapas coloridos.
Diante do Exemplo 4.1, podemos pensar na seguinte pergunta: Como ele se assemelha com a
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teoria dos Grafos? Ou melhor, de que forma ele pode ser modelado fazendo uso da teoria dos Grafos?
Responderemos as interrogac¸o˜es anteriores abordando uma forma cla´ssica para esta modelagem, o
chamado grafo dual.
Definic¸a˜o 4.1. O grafo dual de um grafo planar G e´ um grafo em que os ve´rtices representam as
regio˜es a serem coloridas e as arestas existira˜o desde que as regio˜es que eles representam fac¸am
fronteiras.
Se pensarmos, por exemplo, no grafo dual de um mapa de uma cidade dividida em bairros, o
acesso entre os bairros seriam representados pelas arestas, enquanto cada bairro seria representado
por um ve´rtice. Na Figura 4.3, temos, respectivamente, o esboc¸o de um mapa qualquer e seu mapa
dual.
Figura 4.3: Mapa e seu grafo dual.
Sob este enquadramento, o problema de colorac¸a˜o de mapa torna-se equivalente ao problema
de colorac¸a˜o de ve´rtices, de modo que ve´rtices adjacentes na˜o admitam a mesma colorac¸a˜o.
4.2 Colorac¸a˜o de Grafos e Mapas
Conforme referido na introduc¸a˜o deste cap´ıtulo, o uso de apenas quatro cores e´ sempre sufi-
ciente para a colorac¸a˜o de qualquer mapa. Contudo, trac¸ar um me´todo para utilizar apenas este
quantitativo de cores talvez na˜o seja uma ac¸a˜o muito simples.
Na Figura 4.4, temos um mapa ainda sem colorac¸a˜o. Antes de dar continuidade a leitura,
propomos ao leitor que tente colori-lo utilizando, no ma´ximo, quatro cores.
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Figura 4.4: Mapa sem colorac¸a˜o.
Colorir as regio˜es de um mapa sem projetar
um me´todo pode vir a ser algo embarac¸oso. Em
muitos casos, poderemos nos deparar com uma
situac¸a˜o semelhante a do mapa da Figura 4.5,
onde as cores cinza, verde, amarelo e vermelho
na˜o podera˜o ser utilizadas para colorir a regia˜o
“E”, pela simples raza˜o de ja´ terem sido apli-
cadas em regio˜es vizinhas. E, neste caso, seria
indispensa´vel a utilizac¸a˜o de uma quinta cor.
Seria este um mapa em que o Teorema da 4
cores na˜o funciona? O resultado e´ simples: Na˜o!
Uma colorac¸a˜o equivocada na˜o e´ o bastante para
“refutar” o resultado. A fim de procedermos com
uma colorac¸a˜o correta, ale´m do grafo dual, faremos uso do me´todo do algoritmo “guloso”, visto a
seguir.
4.3 O me´todo do Algoritmo Guloso
Figura 4.5: Mapa com colorac¸a˜o incorreta.
Para fazermos uso deste me´todo, faz-se ne-
cessa´rio por os ve´rtices em uma sequeˆncia na˜o
crescente em conformidade com o seu grau. Ao
optarmos por esta ordenac¸a˜o, estaremos inicial-
mente colorindo os ve´rtices com mais restric¸o˜es,
isto e´, aqueles que possuem mais ve´rtices adja-
centes.
• Algoritmo “guloso” para colorir os ve´rtices
de um grafo:
ENTRADA: Sequeˆncia na˜o crescente dos
ve´rtices conforme o grau de cada ve´rtice.
SAI´DA: Conjuntos T1, T2, ..., Tk, em que
ve´rtices contidos num mesmo conjunto sera˜o co-
loridos com a mesma cor e k determina a quantidade de cores que vira˜o a ser utilizadas numa
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poss´ıvel colorac¸a˜o.
1. Listamos, em ordem na˜o crescente, os ve´rtices do grafo dual de acordo com o grau de cada
ve´rtice. Caso haja empate, escolha-o de maneira arbitra´ria;
2. i = 0.
3. Se V 6= ∅ dirija-se ao passo 4 sena˜o ao passo 10;
4. i = i+ 1;
5. Gere um conjunto Ti contendo apenas o primeiro elemento vj de V ;
6. Enquanto a sequeˆncia contiver ve´rtice vk na˜o adjacente a qualquer ve´rtice pertencente a Ti,
fac¸a:
7. Ponha vk em Ti;
8. Remova vk de V ;
9. Retorne ao passo 3;
10. Fim. A sa´ıda sera˜o os k conjuntos, onde T1, T2, ..., Tk sera˜o todos coloridos de cores diferentes.
Para aplicac¸a˜o do algoritmo, faremos uma poss´ıvel colorac¸a˜o do mapa da Figura 4.4, utilizando
somente as quatro cores: amarelo, cinza, verde e vermelho.
Figura 4.6: Grafo dual.
Inicialmente, na Figura 4.6, expomos o mapa dual e, a
partir de agora, colorir os ve´rtices desse grafo e´ o mesmo que
colorir as regio˜es do mapa;
A sequeˆncia, por ordem na˜o crescente de grau de ve´rtice
e´:
V = {I, E,M,F,B,L,H,K,N,C,D, J,G,A}.
Em seguida, i = 0. Como V 6= ∅, temos i = 1. Ge-
ramos enta˜o o conjunto T1 = {I}. Observe que os ve´rtices
B,N,C,D,G e A na˜o sa˜o adjacentes ao ve´rtice I, entretanto
os ve´rtices N,C,A sa˜o adjacentes ao ve´rtice B. Logo,
T1 = {I,B,D,G} e V1 = {E,M,F, L,H,K,N,C, J,A}.
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Retornando ao passo 3, geraremos o conjunto T2 = {E}. Note que os ve´rtices L,H,K,N, J,A
na˜o sa˜o adjacentes ao ve´rtice E, pore´m os ve´rtices K,N sa˜o adjacentes ao ve´rtice L e o ve´rtice J
e´ adjacente ao ve´rtice H. Logo,
T2 = {E,L,H,A} e V2 = {M,F,K,N,C, J}.
Repetindo o processo, temos:
T3 = {M,F,K,C} e V3 = {N, J}.
E,
T4 = {N, J} e V4 = ∅.
Agora, atribuiremos a cor amarela ao conjunto T1, a cor cinza ao conjunto T2, a cor verde ao
conjunto T3 e a cor vermelha ao conjunto T4, o que esta´ representado na Figura 4.7 atrave´s do
grafo dual e o mapa original ja´ coloridos.
(a) Mapa dual colorido. (b) Mapa original colorido.
Figura 4.7: Grafo dual e mapa original coloridos.
Definic¸a˜o 4.2. O nu´mero croma´tico χ(G) de um grafo G corresponde a menor quantidade de cores
necessa´rias para colorir todos os ve´rtices, de modo que ve´rtices adjacentes na˜o possuam a mesma
cor. Se por ventura, o nu´mero de cores for exatamente igual a χ(G), diremos que a colorac¸a˜o e´
o´tima.
Se analisarmos a colorac¸a˜o do mapa realizada na Figura 4.7(b), vemos que necessitamos utilizar
as quatro cores, logo χ(G) = 4, e esta e´ uma colorac¸a˜o dita o´tima. Vale frisar que uma colorac¸a˜o
de um mapa na˜o corresponde a seu nu´mero croma´tico.
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4.4 O Problema das 4 cores
Em 1852, o advogado, botaˆnico e tambe´m matema´tico, Francis Guthrie, se depara com o pro-
blema de tentar colorir os distritos do mapa ingleˆs sob a condic¸a˜o de que distritos que fizessem
fronteira entre si jamais poderiam ser coloridos por uma mesma cor. Apo´s longas reflexo˜es e
ana´lises, chegou a conjectura de que para colorir qualquer mapa eram necessa´rios dispor apenas de
quatro cores. Com a ajuda do seu irma˜o cac¸ula, Frederick Guthrie, a conjectura chega ao conhe-
cimento do seu professor Augustus De Morgan. Sentindo-se bastante empolgado com o problema,
encaminha-o, por meio de uma carta, ao Sir William Rowan Hamilton. Carta esta que se mante´m
conservada ate´ os dias atuais em Dublin, nos arquivos do Trinity College. Diferentemente de De
Morgan, Hamilton pouco se sentiu motivado e apo´s quatro dias repostou alegando que na˜o ta˜o cedo
iria dedicar-se a questa˜o explanada.
Em tempos que se seguem, foi por meio das cartas de De Morgan que a comunidade cient´ıfica
adquiriu conhecimento sobre esta conjectura, abrindo margem a discussa˜o e a alguns desenvolvi-
mentos. Entretanto, apo´s 1860, se considerado a careˆncia de registros sobre o Problema das 4 Cores,
por cerca de duas de´cadas, acredita-se que os matema´ticos na˜o manifestaram muito interesse. No
que se segue, em 13 de julho de 1878, o problema veio a` tona na sec¸a˜o de Matema´tica da Royal
Society quando Arthur Cayley rebuscou se algue´m havia determinado uma soluc¸a˜o da Conjectura
das 4 Cores. Cayley era um ex´ımio advogado mas fazia uso de suas horas vagas dedicando-se ao
estudo da matema´tica. Em 1879, Cayley exibiu uma pequena ana´lise da conjectura nos Proceedings
of the Royal Geographical Society.
Ainda em meados de 1879, um ex-aluno de Cayley do Trinity College de Cambridge, conhe-
cido como Alfred Bray Kempe, expoˆs no American Journal of Mathematics uma demonstrac¸a˜o do
Teorema das 4 Cores. Neste momento, os olhos de va´rios matema´ticos de renome se abriram e
foram feitas muitas ana´lises e ate´ mesmo algumas recomendac¸o˜es com o propo´sito de melhorar a
demonstrac¸a˜o de Kempe. A partir deste marco, julga-se enta˜o demonstrado o Teorema das 4 Cores.
Passados 11 anos de divulgac¸a˜o da demonstrac¸a˜o do Teorema das 4 Cores feita por Kempe, o
matema´tico ingleˆs Percy John Heawood publicou um artigo apontando um erro na demonstrac¸a˜o de
Kempe e suas lamentac¸o˜es por na˜o conseguir apresentar uma demonstrac¸a˜o alternativa. Contudo,
pode dar sua contribuic¸a˜o no Teorema das 5 Cores, onde afirma que na˜o mais de cinco cores
sa˜o necessa´rias para colorir um mapa plano onde territo´rios que fazem fronteira devem ter cores
distintas.
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Por mais de um se´culo, diferentes me´todos foram desenvolvidos e solucionados sob a intenc¸a˜o de
serem utilizados como pre´-requisitos para se demonstrar o Teorema da 4 Cores. Em 1976, Kenneth
Appel e Wolfgang Haken expulseram uma demonstrac¸a˜o deste teorema. Assim que a not´ıcia se
expandiu, diversos professores interromperam suas aulas com o propo´sito de comemorar o tamanho
feito. O entusiasmo encolheu quando foi divulgado a necessidade de uso mais de mil horas de
computadores avanc¸ados para alcanc¸ar o objetivo, uma vez que torna a prova excessivamente
extensa para uma verificac¸a˜o a` ma˜o bem como um poss´ıvel erro de dif´ıcil percepc¸a˜o.
Nos dias atuais, pode-se afirmar que muito embora seja poleˆmica, a demonstrac¸a˜o feita por
Appel e Haken e´ bem aceita na comunidade matema´tica. O maior percalc¸o no seu reconhecimento
ainda e´ a vasta quantidade de ca´lculos inferidos em programas de computador. Cabe tambe´m ressal-
tar alguns matema´ticos como Birkhoff, Heesch e John Koch que foram cruciais no desenvolvimento
destes programas computacionais que auxiliram a demonstrac¸a˜o de Appel e Haken.
A noto´ria dificuldade de se obter uma demonstrac¸a˜o que na˜o esteja vinculada ao uso de com-
putadores e´ o fomento de alguns matema´ticos. Ainda nos anos 90, em Zurique, no Congresso
Internacional de Matema´tica, Paul D. Seymour em conjunto com outros matema´ticos expo˜e uma
demonstrac¸a˜o mais simplificada do Teorema das 4 Cores. Ainda assim, mesmo levando em con-
siderac¸a˜o a reduc¸a˜o no volume de ca´lculos, a ferramenta computacional se fez presente. Todos
aqueles que teˆm o programa a disposic¸a˜o e que conseguiram acompanhar os fundamentos teo´ricos
podera˜o reproduzir a demonstrac¸a˜o.
O desafio de se obter uma demonstrac¸a˜o para o Teorema das 4 Cores que esteja desassociada
ao uso de ferramentas computacionais se faz ate´ os dias de hoje!
4.5 A demonstrac¸a˜o de Kempe
No decorrer desta sec¸a˜o, faremos uma apresentac¸a˜o da demonstrac¸a˜o do Teorema das 4 Cores
elaborada por Kempe e publicada em 1879. De antema˜o, na˜o sera´ feita uma demonstrac¸a˜o com
todo rigor e sim uma apresentac¸a˜o de sua estrutura, onde sera˜o expostos os principais conceitos e
mecanismos em seu desenvolvimento.
Inicialmente, Kempe definiu os enta˜o chamados mapas pentacroma´ticos, isto e´, sa˜o mapas que
necessitam de pelo menos cinco cores para serem coloridos. A` vista disso, e´ noto´rio a equivaleˆncia
entre demonstrar o Teorema das 4 Cores e a na˜o existeˆncia de mapas pentacroma´ticos.
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Levando em considerac¸a˜o as diversas particularidades apresentadas pelos mapas, Kempe argu-
mentou que era suficiente mostrar a propriedade para os mapas normais. A priori, um mapa e´ dito
normal desde que satisfac¸a as seguintes condic¸o˜es:
i) Na˜o conte´m nenhum pa´ıs isolado dentro de outro, em outras palavras, um pa´ıs que contenha
um u´nico vizinho;
ii) Em cada ponto de fronteira se encontram, no ma´ximo, treˆs vizinhos.
Na Figura 4.8, temos o exemplo de dois mapas que na˜o se encaixam nas condic¸o˜es de um mapa
normal. Note que em 4.8(a) falha a condic¸a˜o i), enquanto em 4.8(b) a segunda condic¸a˜o na˜o e´
verificada.
(a) Representac¸a˜o de
um pa´ıs isolado.
(b) Representac¸a˜o con-
tendo um ponto de fron-
teira com mais de treˆs
vizinhos.
Figura 4.8: Representac¸a˜o de mapas na˜o normais.
Sempre que passarmos para o grafo dual de um mapa e afirmamos que ele e´ normal, isto significa,
por i), que todos os seus ve´rtices apresentam grau maior que 1 e, por ii), que suas faces sa˜o todas
triangulares.
Segundo Souza (2001), a demonstrac¸a˜o de Kempe de que na˜o existem mapas pentacroma´ticos
pode estruturar-se na prova das quatro afirmac¸o˜es seguintes:
1. Se existir algum mapa pentacroma´tico, enta˜o tambe´m existe um mapa pentacroma´tico nor-
mal.
2. Se existe mapa pentacroma´tico normal, enta˜o existe mapa pentacroma´tico normal mı´nimo.
3. Qualquer mapa normal conte´m pelo menos um pa´ıs com menos de seis pa´ıses vizinhos.
4. Nenhum mapa pentacroma´tico normal e mı´nimo pode conter um pa´ıs com menos de seis
vizinhos.
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Por certo, fazendo uso do me´todo da contradic¸a˜o, os itens 3 e 4 nos garantem a na˜o existeˆncia
de mapas pentacroma´ticos mı´nimos. E, em companhia da contrapositiva do item 2, mostraremos
que na˜o existem mapas pentacroma´ticos normais. Por conseguinte, adicionando o item 1 (contra-
positiva), podemos afirmar que na˜o existem mapas pentacroma´ticos.
Agora, vamos constatar cada um dos 4 passos realizados na demonstrac¸a˜o de Kempe:
(1) Dado um mapa M , alcanc¸aremos um mapa M ′ normal realizando os seguintes procedimen-
tos:
• Retiramos todas as configurac¸o˜es que apresentam pa´ıses isolados, conforme Figura 4.9.
Figura 4.9: Suprimindo um pa´ıs isolado.
• Acrescentaremos uma nova regia˜o em substituic¸a˜o a todo ponto de fronteira que apresente
mais de treˆs pa´ıses vizinhos, conforme Figura 4.10.
Figura 4.10: Substituindo ponto de fronteira com mais de 3 vizinhos.
Note que havendo a necessidade de executar este u´ltimo procedimento, obteremos um novo
mapa ideˆntico ao mapa inicial, a menos da nova regia˜o, que em nenhuma das hipo´teses deve
cobrir totalmente qualquer um dos pa´ıses que compo˜em a fronteira. Este procedimento devera´ ser
repetido de acordo com a necessidade de eliminar todos os pontos de fronteira com mais de treˆs
pa´ıses vizinhos.
Em contrapartida, para o caso de pa´ıses isolados, estes devera˜o ser coloridos na mesma cor do
pa´ıs em que eles estiverem contidos, muito embora poderia ser colorido com qualquer outra cor
utilizada no mapa. E, por conseguinte, a sua retirada na˜o reduz o quantitativo de cores utilizadas
em um determinado mapa.
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Figura 4.11: Colorac¸a˜o de um mapa ao eliminar um ponto de fronteira com mais de 3 vizinhos.
Deste modo, se o mapa original e´ pentacroma´tico, o novo mapa sera´ um mapa pentacroma´tico
normal.
(2) Para esclarecermos a segunda afirmac¸a˜o, cabe atentarmos ao que Kempe classificava como
um mapa pentacroma´tico normal mı´nimo, isto e´, um mapa que conte´m o menor nu´mero de pa´ıses
em meio a todos os mapas pentacroma´ticos normais.
Logo, se existem mapas pentacroma´ticos normais, e´ suficiente selecionar aquele que possui o
menor nu´mero de pa´ıses.
(3) Dado um mapa normal, intitulemos por Fi como sendo o nu´mero de pa´ıses que fazem
fronteira com i pa´ıses. Tomando f como o quantitativo de pa´ıses de um determinado mapa,
podemos escrever:
f = F2 + F3 + F4 + ... (=⇒)
f =
∑
i
Fi (4.1)
Levando em considerac¸a˜o que cada face ou pa´ıs com um nu´mero i de vizinhos possui sua fronteira
integrada por i arestas e que uma mesma aresta e´ comum a dois pa´ıses vizinhos, automaticamente,
estaremos contando cada aresta duas vezes. Assim, tomando por m o nu´mero de arestas, segue
que:
2m = 2F2 + 3F3 + ... (=⇒)
2m =
∑
i
iFi (=⇒)
m =
1
2
∑
i
iFi (4.2)
Sob outra o´tica, como o mapa e´ normal, pelo que, em cada ve´rtice incidem 3 arestas, e consi-
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derando n como o nu´mero de ve´rtices, obtemos:
2m = 3n (=⇒)
n =
2
3
m (4.3)
Agora, pela Fo´rmula de Euler (equac¸a˜o (3.1)), e pelas equac¸o˜es (4.1), (4.2) e (4.3), temos:
n−m+ f = 2 (=⇒)
2
3
m− 1
2
∑
i
iFi +
∑
i
Fi = 2 (=⇒)
2
3
.
(
1
2
∑
i
iFi
)
− 1
2
∑
i
iFi +
∑
i
Fi = 2 (=⇒)
1
3
∑
i
iFi − 1
2
∑
i
iFi +
∑
i
Fi = 2 (=⇒)
2
∑
i
iFi − 3
∑
i
iFi + 6
∑
i
Fi = 12 (=⇒)
6
∑
i
Fi −
∑
i
iFi = 12 (=⇒)∑
i
6Fi −
∑
i
iFi = 12 (=⇒)∑
i
(6− i)Fi = 12 (4.4)
Analisando a equac¸a˜o (4.4), temos que a soma e´ igual a 12, o que por sua vez nos garante que
alguma das parcelas (6 − i)Fi do primeiro membro e´ positiva para algum i, com i < 6. Neste
sentido, podemos inferir a existeˆncia de pelo menos um pa´ıs no mapa que faz fronteira com menos
de 6 pa´ıses vizinhos. Em outros termos, podemos enta˜o concluir que qualquer mapa pentacroma´tico
normal tem pelo menos uma das seguintes configurac¸o˜es:
Figura 4.12: Conjunto inevita´vel de configurac¸o˜es de um mapa pentacroma´tico normal.
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Assim sendo, essas configurac¸o˜es estabelecem um conjunto inevita´vel de configurac¸o˜es de qual-
quer mapa normal, isto e´, todo mapa pentacroma´tico normal conte´m pelo menos uma destas con-
figurac¸o˜es.
(4) No intuito de finalizar a demonstrac¸a˜o do teorema, seria suficiente mostrar que nenhum mapa
pentacroma´tico normal mı´nimo pode conter um pa´ıs com menos de seis vizinhos, posto que isso nega
a terceira afirmac¸a˜o. Entretanto, foi neste momento que Kempe equivocou-se na sua demonstrac¸a˜o
apesar de que uma valiosa parte de seu racioc´ıcio estava correta e que, sucessivamente, fora utilizada
na demonstrac¸a˜o proferida por Appel e Haken.
Para Kempe, uma configurac¸a˜o faz-se redut´ıvel desde que ela na˜o fac¸a parte de um mapa pen-
tacroma´tico normal mı´nimo. E neste sentido, ele quis provar que todas as configurac¸o˜es presentes
na Figura 4.12 eram redut´ıveis. De outro modo, Kempe estaria mostrando que nenhum mapa
pentacroma´tico normal mı´nimo conte´m um pa´ıs com menos de seis vizinhos.
O equ´ıvoco de Kempe esteve presente na prova de que a u´ltima configurac¸a˜o era redut´ıvel!
Na intenc¸a˜o de mostrarmos que a primeira configurac¸a˜o da Figura 4.12 e´ redut´ıvel, vamos supor,
por contradic¸a˜o, um mapa M pentacroma´tico normal e mı´nimo de modo que a referida configurac¸a˜o
fac¸a parte dele. Agora, seja M ′ o mapa herdado pela remoc¸a˜o do pa´ıs A, conforme ilustrac¸a˜o na
Figura 4.13.
Figura 4.13: Mapa M e mapa M ′.
Por hipo´tese, o mapa M e´ normal, logo tambe´m sera´ normal o mapa M ′. Conquanto, o mapa
M ′ possui um pa´ıs a menos que seu mapa de origem, que ainda por hipo´tese, e´ pentacroma´tico
mı´nimo, o que acarreta em M ′ na˜o ser pentacroma´tico, sendo enta˜o necessa´rio apenas quatro cores
para colori-lo. E neste caso, todos os pa´ıses do mapa original podem ser coloridos com apenas
quatro cores, desde que o pa´ıs A na˜o seja colorido com uma das cores que forem atribu´ıdas aos seus
vizinhos B e C. Todavia, isso contradiz a hipo´tese de que o mapa M e´ pentacroma´tico mı´nimo.
E, portanto, a primeira configurac¸a˜o na˜o esta´ contida em nenhum mapa pentacroma´tico normal e
mı´nimo, isto e´, e´ redut´ıvel.
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A demonstrac¸a˜o de que a segunda configurac¸a˜o e´ redut´ıvel e´ um processo ana´logo ao anterior.
Agora, faremos uso das ideias da Cadeia de Kempe, meio pelo qual conseguiremos mostrar que
a terceira configurac¸a˜o e´ redut´ıvel. Um subgrafo conexo contendo apenas ve´rtices coloridos com
duas cores e´ dito uma Cadeia de Kempe. Por sua vez, este subgrafo deve ser necessariamente
maximal, isto e´, esta´ exclu´ıda a possibilidade de acrescentar outro ve´rtice com essas duas cores.
Pela maximalidade da cadeia, regio˜es vizinhas a qualquer regia˜o pertencente a cadeia devera´
ser colorida com uma cor distinta das utilizadas na cadeia, proporcionando a possibilidade de troca
de cores entre as regio˜es que fazem parte da cadeia, obtendo assim uma nova colorac¸a˜o do grafo.
Com base nestas u´ltimas informac¸o˜es, vamos mostrar que a terceira configurac¸a˜o e´ redut´ıvel.
Para tanto, suponhamos a existeˆncia de um mapa pentacroma´tico mı´nimo, normal ou na˜o, contendo
um pa´ıs que possui quatro vizinhos. Em seguida, retiraremos tal pa´ıs e, de maneira similar aos
casos anteriores, a minimalidade do mapa original nos garante que a colorac¸a˜o seja feita utilizando
apenas 4 cores.
Vamos agora, determinar a cor a ser utilizada para preencher o pa´ıs retirado.
Se os 4 pa´ıses vizinhos forem coloridos utilizando apenas 3 cores, basta escolher a quarta cor para
colorir o pa´ıs retirado. Pore´m, se usufruirmos das quatro cores na colorac¸a˜o dos quatro vizinhos,
deveremos proceder conforme o me´todo utilizado na colorac¸a˜o da Figura 4.14(a), cujo pa´ıs ainda
sem cor e com quatro vizinhos e´ o pa´ıs H.
(a) Mapa contendo um pa´ıs com 4
vizinhos.
(b) Mapa contendo um pa´ıs com 4
vizinhos corretamente colorido.
Figura 4.14: Colorac¸a˜o e as cadeias de Kempe.
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Imaginando o mapa sem o pa´ıs H, vamos observar as cores dos mapas opostos em relac¸a˜o ao
pa´ıs H, que sa˜o F , verde, e L, amarelo; e K, azul, e G, vermelho.
Observa-se agora, que na˜o existe uma cadeia de Kempe nem de F a L, bem como de G a K.
Ocasionalmente, vamos escolher os pa´ıses opostos F e L e, partindo de F , formaremos um caminho
conexo, composto apenas de pa´ıses nas cores verde e amarelo, que, por sua vez, e´ formado pelo
pa´ıses F,C,D, J . Como, esses pa´ıses so´ fazem fronteira com pa´ıses coloridos nas cores vermelha e
azul, podemos inverter as suas cores, obtendo assim uma nova colorac¸a˜o, conforme Figura 4.14(b).
E, portanto, a vizinhanc¸a do pa´ıs H passa a ser colorida com apenas 3 cores (amarela, vermelha
e azul), concedendo a colorac¸a˜o do pa´ıs H na cor verde.
Logo, o mapa pode ser colorido com 4 cores, contradizendo a hipo´tese de ser pentacroma´tico.
Concluindo assim que tal configurac¸a˜o e´ redut´ıvel.
Para a quarta configurac¸a˜o, foi empregada tambe´m as cadeias de Kempe. Diferentemente do
eˆxito obtido ao atestar que as treˆs primeiras configurac¸o˜es eram redut´ıveis, Kempe falha sutilmente
ao demonstrar esta configurac¸a˜o. Falha esta que viera a ser descoberta apenas 11 anos mais tarde
por Heawood.
4.6 O Problema das 5 Cores
Decorridos pouco mais de uma de´cada, Heawood publica um artigo apontando um erro na de-
monstrac¸a˜o de Kempe ao discorrer que a quarta configurac¸a˜o e´ redut´ıvel. Entretanto, no mesmo
documento, evidencia o fato de na˜o conseguir dissertar uma demonstrac¸a˜o alternativa para o Te-
orema das 4 cores. Em consequeˆncia de seus estudos, e fazendo posse dos mesmos argumentos de
Kempe, Heawood consegue demonstrar a possibilidade de colorir qualquer mapa fazendo uso de
apenas 5 cores distintas.
Teorema 4.1. Se G e´ um grafo conexo planar, enta˜o χ(G) ≤ 5.
Demonstrac¸a˜o. Adotando o mesmo tipo de contradic¸a˜o que Kempe e realizando apenas pequenas
alterac¸o˜es nos argumentos, Heawood supo˜e a existeˆncia de mapas que carecem de, no mı´nimo, 6
cores para serem coloridos e os denomina de mapas hexacroma´ticos.
Assim sendo, segue-se os argumentos na seguinte ordem:
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1. Se existir algum mapa hexacroma´tico, enta˜o tambe´m existe um mapa hexacroma´tico normal.
2. Se existe mapa hexacroma´tico normal, enta˜o existe mapa hexacroma´tico normal mı´nimo.
3. Qualquer mapa normal conte´m pelo menos um pa´ıs com menos de seis pa´ıses vizinhos.
4. Nenhum mapa hexacroma´tico e mı´nimo pode conter um pa´ıs com menos de seis pa´ıses vizi-
nhos.
Os treˆs primeiros argumentos foram solucionados de maneira similar a apresentada por Kempe.
Para o quarto argumento, suponhamos a existeˆncia de um mapa hexacroma´tico mı´nimo con-
tendo um pa´ıs com menos de seis pa´ıses vizinhos. Se o determinado pa´ıs possuir dois, treˆs ou
quatro vizinhos, a argumentac¸a˜o de Kempe mante´m-se va´lida, pois podemos obter um novo mapa
ideˆntico ao original a menos deste pa´ıs. Pore´m, a minimalidade do mapa original nos garante que
o novo mapa pode ser colorido com 5 cores e como o pa´ıs removido possui, no ma´ximo, quatro
vizinhos, podemos agrega´-lo novamente ao mapa original, e em seguida, aplicarmos a ele a cor
ainda na˜o empregada. O que e´ uma contradic¸a˜o, uma vez que, hipoteticamente, o mapa original e´
hexacroma´tico.
Agora, a fim de abordamos a quarta e u´ltima configurac¸a˜o do quarto argumento, faremos uso
novamente das cadeias de Kempe.
Figura 4.15: Remoc¸a˜o do pa´ıs contendo 5 vizinhos.
Garantidos novamente pela minimalidade do mapa original, temos que o mapa reduzido pode
ser colorido com 5 cores ou menos, ja´ que se os cinco pa´ıses vizinhos estiverem coloridos apenas
com 4 cores, os argumentos antepostos solucionam o problema.
Entretanto, consideraremos agora o caso em que as 5 cores foram empregues na colorac¸a˜o dos
cinco pa´ıses vizinhos do mapa reduzido. Para um melhor entendimento, nomearemos, no sentido
hora´rio, os pa´ıses vizinhos em A,B,C,D e E. Tomemos enta˜o dois pa´ıses na˜o vizinhos A e D
e admitamos a auseˆncia de uma cadeia de Kempe entre eles. Analogamente ao procedimento no
Teorema das 4 cores, declaremos o caminho conexo, partindo de A, formado apenas pelos pa´ıses
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que foram coloridos nas mesmas cores dos pa´ıses A e D. Alterando as cores de todos os pa´ıses deste
caminho, obteremos uma nova colorac¸a˜o de modo que o pa´ıs A passa a obter a mesma cor do pa´ıs
D, sendo enta˜o utilizados apenas 4 cores para colorir os 5 pa´ıses vizinhos, proporcionando enta˜o
que a cor ainda na˜o utilizada seja empregue na colorac¸a˜o do pa´ıs retirado, solucionando assim o
problema.
Por outro lado, admitindo a existeˆncia de uma cadeia de Kempe entre A e D, tome os pa´ıses
B e E. Pela planaridade do grafo dual, na˜o e´ poss´ıvel existir uma cadeia de Kempe entre B e
E, visto que todo e qualquer caminho entre eles deve interceptar a cadeia existente entre A e D,
que e´ colorida com cores distintas das dos pa´ıses B e E. Assim, de mesma natureza do argumento
anterior, a demonstrac¸a˜o faz-se por encerrada.
A partir de enta˜o, fica estabelecido o Teorema das 5 Cores, considerado um dos mais fortes
entre os teoremas de cores por possuir uma certa elegaˆncia em sua demonstrac¸a˜o matema´tica e que
se mante´m importante mesmo depois de encontrado a demonstrac¸a˜o com artif´ıcios computacionais
do Teorema das 4 Cores.
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Cap´ıtulo 5
Aplicac¸o˜es
Neste cap´ıtulo, sera˜o abordados algumas aplicac¸o˜es utilizando os conceitos de grafos vistos nos
cap´ıtulos anteriores, primordialmente sobre o Teorema das 4 cores e colorac¸a˜o de ve´rtices.
A colorac¸a˜o de ve´rtices apresenta aplicac¸o˜es diversas a problemas que englobam distribuic¸a˜o e
elaborac¸a˜o de cronogramas. Aqui, abordaremos a soluc¸a˜o de um Sudoku 4× 4, a divisa˜o das terras
do Califa de Bagda´ para seus quatro herdeiros, o armazemamento de ca˜es em caixas transportadoras
e a elaborac¸a˜o de um cronograma de recuperac¸a˜o final em uma escola.
5.1 Sudoku 4× 4
Figura 5.1: Sudoku 4× 4.
O Sudoku e´ um jogo que se basea na colocac¸a˜o lo´gica de
nu´meros. O jogo objetiva o preenchimento de cada uma das
ce´lulas vazias. Geralmente, as ce´lulas estam dispostas numa
grade 9× 9, constitu´ıdas de subgrades 3× 3, denominadas de
regio˜es. O desafio ja´ conte´m algumas pistas, isto e´, alguns
nu´meros ja´ se apresentam em suas respectivas ce´lulas, pro-
porcionando uma induc¸a˜o ou deduc¸a˜o dos demais nu´meros.
Em cada linha, coluna e regia˜o na˜o e´ admiss´ıvel a repetic¸a˜o
de cada um dos nu´meros de 1 a 9.
Em nossa aplicac¸a˜o, estaremos detalhando a soluc¸a˜o do
Sudoku 4×4 por meio do seu grafo dual, aplicando o me´todo
do algoritmo guloso.
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Figura 5.2: Grafo dual.
Note que os ve´rtices v1, v2, ..., v16 equivalem a
cada uma das ce´lulas. Por exemplo, o ve´rtice v4
representa a ce´lula localizada na primeira linha e
na quarta coluna. Outrossim, nota-se tambe´m a
existeˆncia de uma aresta conectando os ve´rtices
sempre que satisfazem uma das condic¸o˜es a se-
guir:
1. Localizam-se na mesma linha;
2. Localizam-se na mesma coluna;
3. Localizam-se na mesma subgrade 2× 2.
Ao longo da colorac¸a˜o, cada ve´rtice corres-
pondera´ a uma cor e, neste caso, podemos con-
cluir a colorac¸a˜o com quatro cores, visto que es-
tamos buscando a soluc¸a˜o de um Sudoku 4× 4.
Sabendo que cada ve´rtice do grafo dual possui grau 7, sem perda de generalidade, tomemos a
sequeˆncia na˜o crescente
V = {v1, v2, v3, v4, v5, v6, v7, v8, v9, v10, v11, v12, v13, v14, v15, v16}.
Em seguida, i = 0. Como V 6= ∅, temos i = 0+1. Assim, tomemos v1 ∈ T1. Note que os ve´rtices
v7, v8, v10, v11, v12, v14, v15, v16 na˜o sa˜o adjacentes ao ve´rtice v1. Pore´m, os ve´rtices v8, v11, v15 sa˜o
adjacentes ao ve´rtice v7 e os ve´rtices v12, v14 sa˜o adjacentes ao ve´rtice v10, logo uma poss´ıvel
colorac¸a˜o seriam sobre os ve´rtices v1, v7, v10, v16. Todavia, os dados iniciais demandam que pelo
menos dois destes ve´rtices sejam coloridos com cores diferentes, ja´ que v10 corresponde a ce´lula com
o algarismo 3 e v16 a ce´lula com o algarismo 2. Enta˜o, desconsiderando o ve´rtice v7, segue que
T1 = {v1, v8, v10, v15} e V1 = {v2, v3, v4, v5, v6, v7, v9, v11, v12, v13, v14, v16}.
Regressando ao passo 3 do algoritmo, temos que v2 ∈ T2, e:
T2 = {v2, v7, v9, v16} e V2 = {v3, v4, v5, v6, v11, v12, v13, v14}.
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Seguindo ao passo 3, temos que v3 ∈ T3, e:
T3 = {v3, v5, v12, v14} e V3 = {v4, v6, v11, v13}.
Retornando mais uma vez ao passo 3, temos que v4 ∈ T4, e:
T4 = {v4, v6, v11, v13} e V4 = ∅.
Por fim, impomos a cor amarelo ao conjunto T1, a cor cinza ao conjunto T2, a cor verde ao
conjunto T3 e a cor vermelha ao conjunto T4, conforme Figura 5.3(a).
(a) Grafo dual. (b) Sudoku 4 × 4.
Figura 5.3: Grafo dual colorido e Sudoku 4× 4.
Figura 5.4: Sudoku 4× 4 resolvido.
Retornando as condic¸o˜es iniciais, temos que o ve´rtice
v10 ∈ T1 corresponde a ce´lula com o algarismo 3, assim to-
das as ce´lulas do Sudoku que correspondem aos ve´rtices do
conjunto T1 devera˜o ser preenchidas com o algarismo 3. O
mesmo procedimento deve ser tomado quantos aos ve´rtices
v3, v6 e v16. Ver Figura 5.3(b).
Deste modo, na Figura 5.4, esboc¸amos o Sudoku 4 × 4
resolvido.
Observac¸a˜o 5.1. O mesmo me´todo pode ser empregado para
solucionar um Sudoku 9 × 9, entretanto seriam necessa´rios
nove cores distintas.
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5.2 A Heranc¸a do Califa de Bagda´
Figura 5.5: Mapa das terras do Califa de
Bagda´.
Ha´ muitos anos, o califa de Bagda´ tinha quatro fi-
lhos e tinha muito gosto por eles. Para cada filho man-
dou construir um pala´cio. O filho mais velho, Abdul,
ficou com o terreno 1, Budal com o terreno 2, Cadaf
com o terreno 3 e Dubal com o terreno 4, conforme
mapa da Figura 5.5.
Antes de morrer, fez um testamento com indicac¸o˜es
de como deveriam ser distribu´ıdas suas ricas terras,
num total de 20. Cada filho ficaria com o terreno onde
tinha seu pala´cio. Abdul, herdaria tambe´m o terreno
9, onde ficava situado o pala´cio do califa. Os outros
terrenos seriam distribu´ıdos de modo que, no final, cada filho ficasse com 5 terrenos. Mas impoˆs
uma condic¸a˜o a cada um dos filhos: os seus 5 terrenos na˜o poderiam ter fronteiras comuns. Por
exemplo, Cadaf na˜o podia ficar com o terreno 19. Como esses irma˜os fariam a divisa˜o das terras
entre si?
Figura 5.6: Grafo dual do mapa das terras do Califa de
Bagda´.
Uma poss´ıvel soluc¸a˜o para o pro-
blema dos herdeiros do califa e´ fazer-
mos uso do algoritmo guloso. Para
tanto, esboc¸aremos o grafo dual do
mapa das terras do califa. A partir
de enta˜o, colorir os ve´rtices do grafo
e´ equivalente a efetivar a divisa˜o das
terras para os quatro irma˜os obe-
decendo a exigeˆncia de que nenhum
irma˜o pode se apossar de territo´rios
vizinhos.
Analisando o grau de todos os
ve´rtices, obtemos a sequeˆncia na˜o
crescente:
V = {1, 3, 5, 7, 10, 11, 16, 2, 8, 14, 18, 4, 6, 12, 13, 17, 19, 20, 9, 15}.
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Em seguida, i = 0. Como V 6= ∅, temos i = 0 + 1. Assim, tomemos 1 ∈ T1. Note que os
ve´rtices 5, 7, 10, 8, 18, 4, 6, 17, 19, 20, 9, 15 na˜o sa˜o adjacentes ao ve´rtice 1. Pore´m, os ve´rtices 7, 4, 6
sa˜o adjacentes ao ve´rtice 5 e os ve´rtices 8, 9 sa˜o adjacentes ao ve´rtice 10. Assim, os ve´rtices que
satisfazem a condic¸a˜o seriam os ve´rtices 1, 5, 10, 18, 15. Entretanto, na˜o contentaria a exigeˆncia
do ve´rtice 1 e do ve´rtice 9 possuirem a mesma cor, isto e´, terrenos que devera˜o pertencer ao filho
primogeˆnito. Uma colorac¸a˜o poss´ıvel seria 1, 7, 17, 19, 9. Logo,
T1 = {1, 7, 17, 19, 9} e V1 = {3, 5, 10, 11, 16, 2, 8, 14, 18, 4, 6, 12, 13, 20, 15}.
Retornando ao passo 3 do algoritmo, temos 3 ∈ T2, e assim:
T2 = {3, 8, 14, 12, 20} e V2 = {5, 10, 11, 16, 2, 18, 4, 6, 13, 15}.
Retornando ao passo 3, segue que 5 ∈ T3, e:
T3 = {5, 10, 2, 18, 15} e V3 = {11, 16, 4, 6, 13}.
Retornando mais uma vez ao passo 3, tem-se que 11 ∈ T4, e:
T4 = {11, 16, 4, 6, 13} e V4 = ∅.
Agora, aos conjuntos T1, T2, T3, T4 atribu´ıremos, respectivamente, as cores amarelo, cinza, verde
e vermelho, como visto no grafo dual na Figura 5.7(a).
(a) Grafo dual colorido. (b) Mapa das terras do Califa de Bagda´
colorido.
Figura 5.7: Grafo dual colorido e Mapa das Terras do Califa ja´ dividido.
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Uma vez finalizada a colorac¸a˜o do grafo dual, automaticamente, a divisa˜o das terras do Califa
de Bagda´ tera´ sido conclu´ıda com condic¸o˜es preliminares satisfeitas. Portanto, o filho mais velho
ficou com os terrenos 1, 7, 17, 19, 9, Budal com os terrenos 3, 8, 14, 12, 20, Cadaf com os terrenos
5, 10, 2, 18, 15 e o filho cac¸ula, Dubal, com os terrenos 11, 16, 4, 6, 13. Ver Figura 5.7(b).
5.3 Armazenamento de Ca˜es em caixas transportadoras
Uma ONG de protec¸a˜o animal pretende realizar uma feira de adoc¸a˜o em um estacionamento
de um supermercado e deseja levar um exemplar de cada rac¸a de ca˜o que la´ habita. Por questa˜o
de log´ıstica, nomeou as rac¸as por R1, R2, R3, R4, R5, R6 e R7. Sob a intenc¸a˜o de alugar caixas
transportadoras de ca˜es e considerando as necessidades financeiras, pretendem alocar algumas rac¸as
numa mesma caixa mas levara˜o em considerac¸a˜o o fato de que algumas rac¸as quando esta˜o pro´ximas
uma da outra causam tumulto. Para tanto, constataram que quaisquer ca˜es das rac¸as R1, R2, R3 e
R7 na˜o conseguem se unir, que os ca˜es da rac¸a R1 estranham as rac¸as R4 e R6 e que o ca˜o da rac¸a
R5 reage aos ca˜es das rac¸as R4 e R6. Diante destas circunstaˆncias, qual o menor nu´mero de caixas
transportadores que a ONG devera´ alugar?
Figura 5.8: Grafo representando rac¸as que
na˜o se entendem.
Inicialmente, para responder o problema da ONG,
vamos modelar as constatac¸o˜es coletadas por meio de
um grafo, exposto na Figura 5.8. E, em seguida, ire-
mos colorir o grafo, o que e´ equivalente a determinar a
menor quantidade de caixas transportadoras.
Utilizando o algoritmo guloso, obte´m-se a sequeˆncia
na˜o crescente:
V = {R1, R2, R3, R7, R4, R5, R6};
Em seguida, i = 0. Como V 6= ∅, temos i = 0 + 1.
Assim, tomemos R1 ∈ T1. Note que somente o ve´rtice R5 na˜o e´ adjacente ao ve´rtice R1. Logo,
T1 = {R1, R5} e V1 = {R2, R3, R7, R4, R6}.
Voltando ao passo 3 e repetindo o processo, segue:
R2 ∈ T2, T2 = {R2, R4, R6} e V2 = {R3, R7}.
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R3 ∈ T3, T3 = {R3} e V3 = {R7}.
R7 ∈ T4, T4 = {R7} e V4 = ∅.
Figura 5.9: Grafo representando rac¸as que na˜o se entendem.
Deste modo, optaremos por colo-
rir o conjunto T1 de amarelo, o con-
junto T2 de cinza, o conjunto T3 de
verde e o conjunto T4 de vermelho,
conforme Figura 5.9.
Portanto, a necessidade de utili-
zar quatro cores para efetivar a co-
lorac¸a˜o do grafo nos garante que qua-
tro caixas transportadores sera˜o sufi-
cientes para conduzir os ca˜es da ONG
ate´ a feira de doac¸o˜es.
5.4 Cronograma de Recuperac¸a˜o Final
Com o ano letivo de 2017 chegando ao fim, a coordenadora de uma escola pu´blica de ensino
me´dio da capital sergipana coleta as listas, por disciplina, de alunos que necessitara˜o submeter
as recuperac¸o˜es finais. Feito isso e levando em considerac¸a˜o o fato de que existem alunos de
recuperac¸a˜o em mais de uma disciplina, se depara com o problema de organizar uma grade com
a menor quantidade poss´ıvel de hora´rios para aplicac¸a˜o das recuperac¸o˜es de Matema´tica (M),
Portugueˆs (P), Histo´ria (H), Geografia (G), F´ısica (F), Qu´ımica (Q) e Biologia (B), de modo que
todas sejam aplicadas num mesmo dia. Para solucionar o problema, ela clama pela ajuda do
coordenador de a´rea de Matema´tica e suas tecnologias, mostrando para ele uma tabela indicando
as disciplinas que na˜o podem realizar recuperac¸a˜o no mesmo hora´rio.
Disciplina Na˜o compat´ıvel
Matema´tica P, H, G e B
Portugueˆs H, G, F e B
Histo´ria G, Q e B
Geografia F e Q
F´ısica Q e B
Qu´ımica B
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Figura 5.10: Grafo dual.
Uma vez conhecendo a teoria dos grafos, o coordenador
da a´rea de matema´tica modela a situac¸a˜o problema para um
grafo, cujos ve´rtices representam as disciplinas e as arestas,
quando existentes, indicam que um mesmo aluno devera´ re-
alizar a recuperac¸a˜o nas duas disciplinas.
No grafo da Figura 5.10, as disciplinas Matema´tica, Por-
tugueˆs, Histo´ria, Geografia, F´ısica, Qu´ımica e Biologia esta˜o
sendo representadas pelos ve´rtices v1, v2, v3, v4, v5, v6 e v7,
respectivamente.
Em seguida, aplicando o algoritmo guloso, obte´m a
sequeˆncia na˜o crescente:
V = {v2, v3, v4, v7, v1, v5, v6}.
Em seguida, i = 0. Como V 6= ∅, temos i = 0 + 1. Assim, tomemos v2 ∈ T1. Note que somente
o ve´rtice v6 na˜o e´ adjacente ao ve´rtice v2. Logo,
T1 = {v2, v6} e V1 = {v3, v4, v7, v1, v5}.
Voltando ao passo 3 e repetindo o processo, segue:
v3 ∈ T2, T2 = {v3, v5} e V2 = {v4, v7, v1}.
v4 ∈ T3, T3 = {v4, v7} e V3 = {v1}.
v1 ∈ T4, T4 = {v1} e V4 = ∅.
Figura 5.11: Grafo dual.
Neste sentido, uma colorac¸a˜o do grafo consiste em uma
grade de hora´rio. Como foram necessa´rios quatro cores para
finalizar a colorac¸a˜o, iremos necessitar de uma grade com
quatro hora´rios. Escolhendo a cor amarela para o conjunto
T1, a cor cinza para o conjunto T2, a cor verde para o conjunto
T3 e a cor vermelha para o conjunto T4, ver Figura 5.11.
Explicitamente, sera´ poss´ıvel aplicar num mesmo hora´rio
as recuperac¸o˜es de Portugueˆs e Qu´ımica, Histo´ria e F´ısica,
Geografia e Biologia, e por fim, Matema´tica.
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