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Cap´ıtulo 1
Introduccio´n.
1.1. Estado actual y perspectivas de las energ´ıas
renovables.
Durante los u´ltimos an˜os hemos observado un crecimiento a nivel mundial de la
generacio´n de electricidad a partir de tecnolog´ıas basadas en fuentes renovables. La
necesidad de reduccio´n de las emisiones de C02 para mitigar los efectos del calenta-
miento global es uno de los factores principales que ha provocado este crecimiento.
Distintas instituciones internacionales, como la Agencia Internacional de la Energ´ıa
(IEA), la Agencia Internacional de Energ´ıas Renovables (IRENA) o la Asociacio´n
para la Pol´ıtica de las Energ´ıas Renovables en el siglo XXI (REN21) publican pe-
rio´dicamente estudios que analizan el desarrollo, la implantacio´n y las perspectivas
de estas tecnolog´ıas, as´ı como el impacto en los diferentes sectores econo´micos con
los que esta´n estrechamente relacionadas. En esta l´ınea, el informe del estado glo-
bal de las renovables para el an˜o 2017 ([54]), confeccionado por REN21, sen˜ala que
un 24.5 % de la electricidad generada en el an˜o 2016 se origino´ a partir de fuentes
renovables (ve´ase figura 1.1).
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Figura 1.1: Produccio´n ele´ctrica a nivel mundial en el an˜o 2016.
Este mismo informe confirma el incremento, en cuanto a potencia instalada a
nivel mundial, de las distintas tecnolog´ıas a lo largo de los u´ltimos 10 an˜os. Los datos
evidencian una clara tendencia ascendente en el uso de estas fuentes de energ´ıa, tal
y como se aprecia en las gra´ficas de las figuras 1.2, 1.3 y 1.4, correspondientes a la
tecnolog´ıa fotovoltaica, solar de concentracio´n y eo´lica, respectivamente.
Figura 1.2: Evolucio´n de la potencia instalada de energ´ıa fotovoltaica.
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Figura 1.3: Evolucio´n de la potencia instalada de energ´ıa solar de concentracio´n.
Figura 1.4: Evolucio´n de la potencia instalada de energ´ıa eo´lica.
La Agencia Internacional de la Energ´ıa, en su informe de seguimiento de las
energ´ıas limpias del an˜o 2016 ([29]) y el informe especial de energ´ıa y cambio clima´tico
del an˜o 2015 ([66]), presenta el estudio sobre la evolucio´n de las renovables, las
perspectivas de crecimiento para los pro´ximos an˜os y las pol´ıticas internacionales que
incentivan estas tecnolog´ıas. El desarrollo y las expectativas de las fuentes renovables
para distintas regiones del mundo se recogen en la figura 1.5, mientras que la figura
1.6 ofrece la informacio´n disgregada por tecnolog´ıas.
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Figura 1.5: Generacio´n de energ´ıa renovable por regiones. Fuente: informe IEA “Trac-
king Clean Energy Progress 2016” [29].
Figura 1.6: Generacio´n de energ´ıa renovable por tecnolog´ıa. Fuente: informe IEA
“Tracking Clean Energy Progress 2016” [29].
En el caso de la energ´ıa eo´lica, encontramos estudios que situ´an esta tecnolog´ıa
como una de las que mayor porcentaje de electricidad aportara´n al mix energe´tico
global en un futuro pro´ximo, como el informe de la Asociacio´n Eo´lica Europea ([4]) o
la revisio´n elaborada por Kaldellis y Zafirakis en [31]. En el contexto de la Pen´ınsula
Ibe´rica, ya en el an˜o 2015 la energ´ıa eo´lica supuso ma´s de un 19 % del total de la
electricidad generada. Este dato asciende a casi un 25 % si an˜adimos las tecnolog´ıas
basadas en el recurso solar, como puede verse en la figura 1.7.
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Figura 1.7: Cobertura de la demanda anual en la pen´ınsula Ibe´rica. An˜o 2015 ([1]).
En el escenario internacional, los informes de la IEA y de REN21 arrojan cifras
muy significativas; 176 pa´ıses tienen objetivos de generacio´n energe´tica a partir de
renovable; en 34 pa´ıses las subastas de renovables en el an˜o 2016 duplicaron las
celebradas el an˜o anterior; durante 5 an˜os consecutivos la inversio´n a nivel mundial en
instalacio´n de centrales ele´ctricas renovables multiplico´ por dos la inversio´n realizada
en el aumento de generacio´n a partir de combustibles fo´siles. Conviene destacar que
la energ´ıa eo´lica y la solar aglutinan el 47 % del total de estas inversiones, tanto en
los pa´ıses desarrollados como en los pa´ıses en v´ıas de desarrollo. As´ı se observa en la
figura 1.8.
Figura 1.8: Inversiones en energ´ıas renovables a nivel mundial.
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Adema´s del impacto en la disminucio´n de emisiones de CO2 y los correspon-
dientes beneficios medioambientales, el crecimiento en inversiones y desarrollo de las
tecnolog´ıas de generacio´n ele´ctrica a partir de fuentes renovables tiene una repercu-
sio´n econo´mica importante en cuanto a creacio´n de empleo. Segu´n IRENA, casi diez
millones de personas en todo el mundo desarrollan una actividad laboral estrecha-
mente vinculada a este sector. La distribucio´n por tecnolog´ıas se recoge en la figura
1.9.
Figura 1.9: Empleo a nivel mundial.
Los estudios y datos expuestos hasta ahora indican que un porcentaje considera-
ble de la generacio´n total de electricidad se producira´, si no se produce ya, mediante
tecnolog´ıas basadas en fuentes de energ´ıa renovable. Adema´s, las tendencias matizan
que sera´n la energ´ıa eo´lica y la energ´ıa solar las responsables de la mayor parte de
esta aportacio´n al mix energe´tico mundial. Es importante aclarar que ya en la actua-
lidad representan porcentajes de hasta el 20 % en algunas regiones, como es el caso
de la pen´ınsula Ibe´rica. Y que, por tanto, esta´n dejando de ser fuentes de energ´ıa
residual.
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1.2. La necesidad de modelos de prediccio´n en las
energ´ıas renovables.
La naturaleza variable que presentan el viento y a la radiacio´n solar se traduce
en una incertidumbre en la generacio´n ele´ctrica. Esta incertidumbre provoca los
consiguientes problemas en la gestio´n y en la integracio´n de la electricidad en la red.
La disponibilidad de prono´sticos fiables de viento y radiacio´n emerge, de esta manera,
como un requisito indispensable para una o´ptima integracio´n en red de la electricidad
generada a partir de estos recursos, adema´s de representar la clave para acceder a
la gestio´n de la operacio´n de las plantas y su mantenimiento. A esto hay que an˜adir
que el mercado diario, como parte integrante del mercado de produccio´n de energ´ıa
ele´ctrica, tiene por objeto llevar a cabo las transacciones de energ´ıa ele´ctrica para el
d´ıa siguiente a trave´s de la presentacio´n de ofertas de venta y adquisicio´n de energ´ıa
ele´ctrica mediante los agentes de mercado. En consecuencia, los agentes que acuden
al mercado ele´ctrico a vender la energ´ıa de los parques necesitan las predicciones
horarias de produccio´n con un d´ıa de antelacio´n. En el caso de Espan˜a y Portugal,
es OMIE (Operador del Mercado Ibe´rico de la Energ´ıa) quien gestiona los mercados
diario e intradiario.
En el mercado diario se llevan a cabo las transacciones de compra y venta de
energ´ıa ele´ctrica para el d´ıa siguiente mientras que el mercado intradiario atiende la
oferta y la demanda de energ´ıa que se produce con posterioridad a haberse fijado
la produccio´n para cada hora del d´ıa. Las reglas detalladas de los mercados de la
electricidad pueden consultarse en la web de OMIE [1].
Fruto de estas circunstancias, en los u´ltimos an˜os se ha dedicado un gran esfuerzo
al desarrollo de sistemas de prediccio´n destinados a generar prono´sticos de produccio´n
eo´lica y, ma´s recientemente, de energ´ıa solar. Adema´s, numerosas investigaciones se
han centrado en esta tema´tica, como los proyectos Anemos (FP5) y Anemos+(FP7)
en el marco de la energ´ıa eo´lica, o los u´ltimos DNICast (FP7) y PreFlexMS (H2020)
en la energ´ıa solar. De hecho, encontramos gran cantidad de estudios que han asumido
como prioritario el desarrollo de sistemas de prediccio´n de fuentes renovables; por
ejemplo en [70] se desarrolla un sistema de prediccio´n a corto plazo de energ´ıa eo´lica
basado en descomposicio´n de series temporales y ma´quinas de vectores soporte; un
modelo de prediccio´n a corto plazo que se apoya en cadenas de Markov se describe
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en [58], mientras que diferentes aproximaciones fundamentadas en redes neuronales
pueden consultarse en [35, 59]; un modelo que combina descomposicio´n de series con
redes neuronales se desarrolla en [44]; un modelo autoregresivo en [36]; y un modelo
de prediccio´n que incluye informacio´n espacio-temporal se detalla en [60].
En el marco de la energ´ıa solar, tambie´n ha habido una importante proliferacio´n
de estudios cient´ıficos que analizan diferentes algoritmos de generacio´n de prono´sticos
de radiacio´n. As´ı, una comparacio´n de distintas aproximaciones y para localizaciones
en distintos continentes se recoge en [50]. Tambie´n se han desarrollado modelos de
prediccio´n basados en ima´genes de sate´lite, como puede verse en [26], [19] y [49];
sistemas de predicciones a muy corto plazo a partir de ima´genes de ca´maras de cielo,
como los descritos en [3] y [64] y sistemas de prediccio´n que gravitan sobre modelos
meteorolo´gicos e inteligencia artificial, como los presentados en [16] y [42].
En general, uno de los esquemas ma´s habituales que presentan los sistemas de
prediccio´n para produccio´n eo´lica y solar se fundamenta en la correccio´n de los
prono´sticos generados por un modelo meteorolo´gico teniendo en cuenta la informa-
cio´n que aportan los registros reales disponibles en el emplazamiento de intere´s. Esta
aproximacio´n global puede verse en la figura 1.10. Hay que aclarar que, en este es-
quema, tanto el cambio de modelo meteorolo´gico como la modificacio´n de la te´cnica
estad´ıstica para adaptar sus salidas a las condiciones locales, producira´n distintas
soluciones al problema y generara´n diferentes prono´sticos.
Figura 1.10: Esquema modelos prediccio´n.
Por tanto, es importante enfatizar que una de las aproximaciones ma´s extendidas
consiste en un esquema multi-modelo, y la apropiada combinacio´n o ensemble de los
diferentes prono´sticos con el objetivo de mejorar cada modelo individual y obtener
la prediccio´n final.
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Uno de los sistemas de prediccio´n de energ´ıas renovables que sigue este esque-
ma es LocalPred([40, 41]). Este modelo es utilizado en la actualidad por el Centro
Nacional de Energ´ıas Renovables de Espan˜a (CENER, www.cener.com), funciona
operativamente desde 2003 y su finalidad es ofrecer previsiones de energ´ıa eo´lica
para participar en los mercados diarios e intradiarios de la energ´ıa (ve´ase figura
1.11). CENER es un centro tecnolo´gico especializado en investigacio´n aplicada y en
el desarrollo y promocio´n de energ´ıas renovables. Actualmente presta servicios y rea-
liza trabajos de investigacio´n en 6 a´reas: eo´lica, solar te´rmica y solar fotovoltaica,
biomasa, energ´ıa edificatoria e integracio´n en red de energ´ıa renovable. Los ejemplos
con datos reales utilizados en esta tesis provienen del modelo LocalPred.
Figura 1.11: LocalPred.
1.3. La importancia del estudio de los errores en
la prediccio´n.
Visto lo anterior, el estudio detallado de los errores de prediccio´n se presenta
como una actividad cr´ıtica que nos capacita para comparar distintos modelos, elegir
el ma´s adecuado e incluso construir la combinacio´n ma´s interesante entre distintas
posibilidades. Ma´s au´n, un conocimiento profundo de la naturaleza de los errores de
prediccio´n sera´ esencial para mejorar la calidad de un modelo y, a la postre, para
incrementar los beneficios econo´micos obtenidos al tomar decisiones conforme a sus
prono´sticos.
La literatura especializada contiene abundantes investigaciones centradas en el
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ana´lisis de los errores de prediccio´n de energ´ıas renovables. Tradicionalmente, se han
venido utilizando diferentes medidas de la precisio´n de las predicciones: Mean Abso-
lute Error (MAE), Root Mean Squared Error (RMSE), Mean Squared Error (MSE),
Standard Deviation of Error (SDE), etc. y los correspondientes estad´ısticos norma-
lizados respecto a la capacidad instalada en el parque eo´lico (ve´ase [61]). El libro
editado por Ian T. Jolliffe y David B. Stephenson [30] es una referencia inexcusable
para la verificacio´n de predicciones, as´ı como [47] y [48], donde se realiza una revisio´n
exhaustiva de los me´todos utilizados por los centros de prediccio´n meteorolo´gica pa-
ra el ana´lisis de sus predicciones. Madsen et al., en [37, 38], proponen un protocolo
estandarizado que contempla el uso de un conjunto de criterios para la evaluacio´n
de predicciones de energ´ıa a corto plazo. Los autores comentan los problemas que
aparecen al utilizar algunos de los ı´ndices de error cla´sicos e introducen un conjun-
to de predicciones de referencia, como la persistencia o la media global. Gracias a
este protocolo, es posible obtener conclusiones sobre el rendimiento de los me´todos
de prediccio´n y acerca de que´ factores tienen ma´s influencia en esta precisio´n (oro-
graf´ıa, estacio´n del an˜o, horizonte de prediccio´n, etc.). Este trabajo se desarrollo´ en
el marco del proyecto europeo de investigacio´n Anemos, y se utilizo´ para evaluar
ma´s de 10 sistemas de prediccio´n [32]. Mart´ı et.al. en [39], tambie´n en el entorno del
proyecto Anemos, presentan los resultados obtenidos al comparar los nueve modelos
mas utilizados de prediccio´n de energ´ıa eo´lica. Seis parques, localizados en cuatro
pa´ıses diferentes, fueron seleccionados para cubrir una gran variedad de condiciones
meteorolo´gicas y orogra´ficas. Los resultados de este trabajo evidenciaron una fuerte
dependencia de los errores respecto a la complejidad del terreno y al horizonte de
prediccio´n. Los estudios en detalle pueden consultarse en [51]. Bielecki et al., en [11],
despue´s de analizar los errores de prediccio´n para una planta eo´lica del norte de
Estados Unidos, plantean una metodolog´ıa encaminada a caracterizar dichas inexac-
titudes. En este trabajo se incluye un algoritmo para la identificacio´n de rampas que
concede especial atencio´n a los errores cometidos durante esos eventos (para ma´s
informacio´n se puede consultar [10]). Adema´s, se propone una funcio´n beta para
ajustar la distribucio´n de los errores de prediccio´n. En la bibliograf´ıa hallamos dis-
tintas funciones de distribucio´n para modelar los errores de prediccio´n de energ´ıa
eo´lica: distribucio´n hiperbo´lica en [27, 28], Normal en [15, 45], Weibull en [18], Beta
en [12], y una una estimacio´n de densidad basada en kernel (KDE) en [68].
En el caso de predicciones de radiacio´n solar, las medidas de error cla´sicas tambie´n
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se utilizan conjuntamente con el ı´ndice KSI (Kolmogo´rov-Smirnov test integral), que
compara las funciones de distribucio´n acumuladas mediante el test de Kolmogo´rov-
Smirnov ([62] y [69]). Giorgi et al. [24] realizan un ana´lisis detallado de los errores
descomponiendo el RMSE en tres componentes (el sesgo, su desviacio´n esta´ndar y
la dispersio´n) e incluyendo la kurtosis y la skewness como me´tricas para comparar las
distribuciones de predicciones y medidas. Zhang et al. recopilan en [67] las medidas
de error utilizadas en el ana´lisis de predicciones de radiacio´n, al mismo tiempo que
propone un ı´ndice para analizar las rampas. El impacto de los errores de prediccio´n
solar en los mercados energe´ticos se aborda por Kaur et al. en [33] y un enfoque de
co´mo utilizar el conocimiento sobre las desviaciones para obtener mejores prediccio-
nes se ha presentado en [34]. Igualmente importantes son los errores de prediccio´n de
produccio´n realizados en sistemas aislados, ya que afectan a la gestio´n del sistema
energe´tico, al bienestar de los habitantes y a los estudios dimensionales, te´cnicos y
econo´micos de dicho sistema ([5, 8, 9]).
1.4. Componente temporal del error de predic-
cio´n.
La mayor´ıa de todos estos me´todos de ana´lisis comparan pares de datos de las
series temporales referidos al mismo instante de tiempo. Esto es, utilizan distancias
verticales entre las series para medir el grado de similitud que hay entre ellas. Sin
embargo, se constata la necesidad de una distancia “horizontal” o temporal que nos
permita medir la diferencia entre las series cuando los errores de la prediccio´n se
producen por desajustes temporales. Una aproximacio´n para incluir errores tempo-
rales en el ana´lisis de me´todos de prediccio´n puede verse en [23] donde se combina el
procedimiento esta´ndar de “Dinamic Time Warping” (DTW) con el test de Diebold-
Mariano [17].
Es evidente que podemos pensar en un modelo capaz de identificar con precisio´n
los eventos o episodios caracter´ısticos de la variable que se van a producir, pero que
los prediga con cierto desfase en el tiempo e, igualmente, podemos suponer un modelo
de prediccio´n que identifique bien los eventos pero falle en la duracio´n de los mismos.
Este tipo de situaciones son habituales y, al no tenerse en cuenta, se desemboca en
el descarte o la infrautilizacio´n de la informacio´n que aportan esas predicciones.
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Una ilustracio´n con datos reales se recoge en la figura 1.12, que muestra un periodo
de predicciones de energ´ıa eo´lica (l´ınea naranja) y las correspondientes medidas de
produccio´n (l´ınea negra). En los dos primeros recuadros se aprecian sendos desfases
en la prediccio´n. En ambos casos el evento se ha identificado perfectamente, pero la
prediccio´n lo ha colocado con cierta antelacio´n a lo finalmente registrado. Por otro
lado, los otros dos recuadros sen˜alan otro tipo de error temporal: los eventos han
sido identificados correctamente pero la duracio´n de los mismos no ha sido correcta.
De hecho, el primer caso se ha predicho con una duracio´n ligeramente superior a la
registrada, mientras que el segundo evento ha sido predicho con una duracio´n menor
que la real.
Figura 1.12: Ejemplos de eventos temporales.
1.5. Descripcio´n del desarrollo de la tesis.
Como se recoge en [30], es de sobra conocido que la calidad de las predicciones
se ajusta a un concepto multidimensional descrito por multitud de atributos esca-
lares como el sesgo, la fiabilidad, la incertidumbre, la precisio´n o la resolucio´n. As´ı
pues, los trabajos realizados en el marco de esta tesis tienen como objetivo propor-
cionar herramientas que permitan un conocimiento ma´s profundo y detallado del
comportamiento de los modelos de prediccio´n de energ´ıas renovables. Aborda la pro-
blema´tica del estudio de la calidad de las predicciones desde una nueva perspectiva:
la influencia de los desv´ıos temporales en la calidad y utilidad de los prono´sticos.
Para ello, se ha desarrollado un procedimiento completo que permite, por un lado,
cuantificar nume´ricamente el desv´ıo temporal de las predicciones y adema´s, conocer
la proporcio´n de error originada por este tipo de desv´ıos. Esta nueva aproximacio´n
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al estudio de las predicciones permite evaluar en detalle el comportamiento de un
modelo, facilitando informacio´n de gran valor a la hora de acometer mejoras en el
mismo. Adema´s los me´todos desarrollados proporcionan una nueva metodolog´ıa pa-
ra comparar distintas predicciones aportando mayor robustez y fiabilidad a la tarea
de seleccio´n de predicciones o´ptimas o combinacio´n de las mismas. Esta actividad
es clave en la integracio´n en red de las energ´ıas renovables y su participacio´n en el
mercado ele´ctrico. Cabe sen˜alar que se ha desarrollado un paquete propio, basado en
el software de libre distribucio´n R, que contiene las funciones necesarias para apli-
car las propuestas de este trabajo. Esto facilitara´ que las metodolog´ıas desarrolladas
puedan ser aprovechadas por la comunidad cient´ıfica.
En el cap´ıtulo 2 se presenta la metodolog´ıa desarrollada para poder evaluar la
diferencia entre las series predichas y medidas desde el punto de vista temporal, lo
que nos conduce, finalmente, a la definicio´n de un nuevo ı´ndice de error, el ı´ndice de
distorsio´n temporal (TDI, por sus siglas en ingle´s Temporal Distortion Index).
La metodolog´ıa propuesta se fundamenta en las te´cnicas de Dynamic Time War-
ping (DTW), muy utilizadas en problemas de reconocimiento de voz y ana´lisis de
sen˜ales. Estas te´cnicas nos proporcionan la alineacio´n o´ptima de dos series de tiem-
po mediante la aplicacio´n de optimizacio´n dina´mica a un problema de ruta mı´nima
(ve´anse [7, 46, 55, 56]). El algoritmo que conlleva el ca´lculo de este ı´ndice realiza
transformaciones no lineales en el eje temporal de la serie predicha para alinearla lo
ma´ximo posible a la serie medida.
Ahora bien, siguiendo con la idea del cara´cter multidimensional de la evaluacio´n
de las predicciones, al inicio del cap´ıtulo 3 se presenta un error bidimensional formado
por el error temporal u horizontal (TDI) y el error absoluto o vertical (MAE)
alcanzado tras las modificaciones del eje temporal. El proceso para evaluar el TDI
utiliza una fo´rmula recursiva que determina el tipo de modificaciones que se pueden
realizar en el eje temporal. Por lo tanto, diferentes fo´rmulas recursivas implicara´n
diferentes distorsiones temporales. Este hecho se ilustra en la figura 1.13, donde el
primer gra´fico corresponde a la prediccio´n original (l´ınea roja) junto a la serie real
(l´ınea negra). Cuando no se aplica transformacio´n, el TDI es igual a 0 y el MAE
corresponde a la prediccio´n inicial. El segundo y tercer gra´ficos contienen las series de
prediccio´n transformadas (l´ıneas naranja y azul) y las medidas (l´ıneas negras) junto
a los respectivos TDI y los MAE obtenidos tras la alineacio´n. Podemos observar
co´mo el aumento de TDI se refleja en una disminucio´n de MAE.
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Figura 1.13: Serie alineada con diferentes distorsiones temporales.
No obstante, aunque la evaluacio´n del error bidimensional se hace mediante TDI
y MAE, el proceso de transformacio´n de las series no tiene en cuenta el MAE de
la serie transformada como criterio de optimizacio´n. As´ı, tras la definicio´n del error
bidimensional, en el cap´ıtulo 3 se propone una solucio´n que solventa esta deficiencia.
Se define una familia de funciones recursivas con las que se consigue incluir el criterio
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de mı´nimo MAE en el proceso de ana´lisis de la distorsio´n temporal. Esta familia se
identifica con las siglas MOF por su significado en ingle´s: (M)AE (O)ptimization
(F)amily. Tras la definicio´n de la familia MOF se presenta una extensio´n de la misma
que permite, mediante la inclusio´n de un para´metro de penalizacio´n, el control de la
cantidad de distorsio´n temporal aplicada a la serie inicial. La extensio´n parame´tri-
ca se denomina CTD − MOF por su significado en ingle´s: (C)ontrol (T)emporal
(D)istortion (M)AE (O)ptimization (F)amily. Por u´ltimo, la variacio´n del para´me-
tro en la familia CTD − MOF proporciona una curva de errores (trade-off ) que
caracterizara´ el comportamiento de las predicciones, ofreciendo, de esta forma, una
nueva manera de comparar los modelos de prediccio´n.
Una vez se dispone de estas curvas de errores, el cap´ıtulo 4 contiene la definicio´n
de un nuevo ı´ndice de error, el error absoluto medio dina´mico (DMAE, por sus
siglas en ingle´s Dynamic Mean Absolute Error) que mejora considerablemente las
herramientas disponibles hasta ahora para la evaluacio´n de modelos de prediccio´n.
As´ı, en este cap´ıtulo se cierra la metodolog´ıa mediante la definicio´n de un ı´ndice de
error que recoge toda la informacio´n de las curvas de errores en un u´nico valor. El
cap´ıtulo 5 describe el software desarrollado, materializado en un paquete de R, que
recoge las funciones necesarias para aplicar las propuestas de esta tesis doctoral y
facilitar su diseminacio´n. Por u´ltimo el cap´ıtulo 6 recopila las conclusiones finales y
las l´ıneas abiertas tras la investigacio´n realizada.
Cap´ıtulo 2
Medida de la componente
temporal del error. I´ndice de
distorsio´n temporal (TDI).
2.1. Conceptos previos.
La te´cnica de Dynamic Time Warping (DTW ) viene siendo utilizada desde los
an˜os 70 en problemas de reconocimiento de voz como recogen los trabajos de Sa-
koe y Chiba [55], [56] o los ma´s recientes de Rabiner y Juang [53]. El propo´sito es
eliminar las diferencias temporales entre dos patrones de habla para identificar pa-
labras pronunciadas por distintas personas. Berndt y Clifford extienden el uso de
esta te´cnica para aplicaciones de bases de datos en [7]. Adema´s podemos encontrar
en la literatura diversos ejemplos pra´cticos en campos como la cromatograf´ıa [63],
el reconocimiento de gestos [22], los sistemas de vigilancia [71], la medicina [14] y la
gene´tica [2]. La te´cnica DTW realiza transformaciones no lineales en el eje temporal
con el fin de alinear lo ma´ximo posible las series de estudio.
En esta seccio´n se presentan los conceptos y procedimientos ba´sicos que confor-
man esta te´cnica y que cimientan los posteriores desarrollos de esta tesis.
Una medida de la distancia entre dos secuencias permite determinar la simili-
tud o diferencia entre ambas. Un ejemplo cla´sico es la distancia eucl´ıdea que puede
utilizarse a tal efecto. Sin embargo, la limitacio´n en cuanto al empleo de dicha me´tri-
ca surge, por ejemplo, en el caso de tener dos vectores de caracter´ısticas ide´nticas,
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si uno de ellos se encuentra desplazado ligeramente respecto del otro en el eje del
tiempo. En esta situacio´n, al realizar u´nicamente una comparativa punto a punto, la
distancia eucl´ıdea establecer´ıa necesariamente que ambos vectores difieren entre s´ı.
La figura 2.1 ilustra este comportamiento, las dos series son pra´cticamente ide´nticas
pero su colocacio´n temporal es diferente y, por tanto, la comparacio´n punto a punto
reflejara´ estas diferencias y sin embargo no sera´ capaz de recoger la similitud que
evidentemente ambas series presentan.
Figura 2.1: Series comparadas mediante distancia eucl´ıdea.
Con el objetivo de alinear los vectores de caracter´ısticas entre nuestras secuencias
de estudio, examinaremos una metodolog´ıa que nos permitira´ comprimir y expandir
de forma no lineal el eje temporal, como se ilustra en la figura 2.2.
Figura 2.2: Series comparadas con alineamiento temporal.
Consideremos dos series de tiempo, la serie de test (en ingle´s query, forecast o
test series) T = (T1, T2, ..., TN) con N ∈ N y la serie de referencia (en ingle´s reference
o measure series) R = (R1, R2, ..., RM) con M ∈ N. Sin pe´rdida de generalidad
supondremos que M = N .
A lo largo del cap´ıtulo trabajaremos con un ejemplo basado en datos sinte´ticos con
el objetivo de ir ilustrando la metodolog´ıa propuesta. En primer lugar se considera
una serie temporal que representa el papel de serie de referencia y por otro lado,
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una segunda serie temporal generada a partir de modificaciones temporales basadas
en traslaciones y homotecias en ambas direcciones. Esta serie temporal representa
el papel de serie de test. La tabla 2.1 y la figura 2.3 contienen los valores y gra´ficas
correspondientes de las dos series.
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Figura 2.3: Series temporales sinte´ticas de estudio: test y referencia.
test reference test reference test reference
1 0 0 16 20 25 31 0 25
2 0 0 17 20 25 32 0 0
3 0 0 18 20 25 33 0 0
4 0 0 19 20 25 34 0 0
5 0 0 20 20 25 35 0 15
6 20 0 21 0 25 36 20 15
7 20 15 22 0 0 37 20 15
8 20 15 23 0 0 38 20 15
9 20 15 24 0 0 39 20 15
10 20 0 25 0 0 40 20 0
11 0 0 26 20 0 41 0 0
12 0 0 27 20 25 42 0 0
13 0 0 28 20 25 43 0 0
14 0 0 29 20 25 44 0 0
15 0 25 30 20 25 45 0 0
Tabla 2.1: Valores de las series temporales sinte´ticas de estudio: test y referencia.
Definicio´n 2.1.1. Definiremos la distancia local entre pares de elementos Ti y Rj
como una funcio´n d : R+ × R+ −→ R+:
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d(Ti, Rj) = |Ti −Rj| (2.1)
Para simplificar la notacio´n denotaremos d(Ti, Rj) ≡ d(i, j) ≡ dij.
El error absoluto medio (MAE, por sus siglas en ingle´s Mean Absolute Error) se
utiliza frecuentemente para medir las diferencias existentes entre dos series:
MAE(T,R) =
N∑
i=1
|Ti −Ri|
N
=
N∑
i=1
d(i, i)
N
(2.2)
Comenzaremos construyendo una matriz de distancias locales (LCM ∈ RNxN ,
por sus siglas en ingle´s Local Cost Matrix) y representando todos los pares de dis-
tancias correspondientes entre las series T y R. A trave´s de la realizacio´n de la
siguiente correspondencia (ve´ase figura 2.4) podremos visualizar los resultados en
formato gra´fico:
Figura 2.4: Distancias locales en formato gra´fico y en formato matricial.
Observamos, por tanto, que cada celda (i, j) representa la distancia local entre el
elemento i-e´simo de la serie de test (Ti) y el elemento j-e´simo de la serie de referencia
(Rj).
A continuacio´n, calculamos la matriz de distancias locales para nuestras series de
estudio y la mostramos gra´ficamente en la figura 2.5:
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Figura 2.5: Matriz de distancias locales (LCM).
Los diferentes colores representan los distintos niveles de valores en la matriz. De
este modo clasificamos con rojo los valores ma´s bajos, y de forma gradual hacia el
blanco los valores ma´s elevados.
Una vez que hemos definido la matriz de distancias locales, introducimos el con-
cepto de camino entre dos series.
Definicio´n 2.1.2. Se define un camino entre las series T = (T1, T2, ..., TN) con
N ∈ N y R = (R1, R2, ..., RN) con N ∈ N como una secuencia de puntos w = (w1 =
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(i1, j1), w2 = (i2, j2), . . . , wl = (il, jl), . . . , wk = (ik, jk)) k ∈ N, donde wl = (il, jl) ∈
[1 : N ]× [1 : N ] para l ∈ [1 : k] cumpliendo las siguientes restricciones:
Condiciones de borde: w1 = (1, 1) y wk = (N,N). Esta condicio´n exige que
el camino comience y termine en el primer y u´ltimo punto, respectivamente,
de las secuencias.
Condicio´n de monoton´ıa: Dado wl = (il, jl) entonces wl−1 = (il−1, jl−1)
cumpliendo que il − il−1 ≥ 0 y jl − jl−1 ≥ 0. Esta condicio´n asegura que en el
camino los puntos esta´n ordenados respecto del tiempo.
Condicio´n de continuidad o taman˜o de paso: Dado wl = (il, jl) entonces
wl−1 = (il−1, jl−1) cumpliendo que il − il−1 ≤ 1 y jl − jl−1 ≤ 1. Esta condicio´n
impone que el camino no presente saltos grandes y que, al mismo tiempo, quede
restringido a los puntos vecinos.
Un camino puede ser graficado en una rejilla N ×N donde el eje x representa el
ı´ndice temporal en la serie de test y el eje y representa el ı´ndice temporal de la serie
de referencia (ve´ase figura 2.6).
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Figura 2.6: Ejemplo de representacio´n gra´fica de varios caminos.
La figura 2.7 muestra graficamente que´ implicaciones tienen las condiciones de
camino. As´ı el camino del apartado a) cumple las condiciones y, sin embargo, el
camino del apartado b) incumple la condicio´n de borde ya que w1 = (1, 3) 6= (1, 1) y
w8 = (6, 7) 6= (7, 7); el camino del apartado c) incumple la condicio´n de monoton´ıa
Cap´ıtulo 2. Medida de la componente temporal del error. I´ndice de distorsio´n
temporal (TDI). 38
ya que w8 = (5, 5) y w9 = (4, 6) y el camino del apartado d) incumple la condicio´n
de continuidad ya que w4 = (3, 4) y w5 = (4, 7).
Figura 2.7: Condiciones de camino.
Definicio´n 2.1.3. Llamaremos coste total asociado a un camino w entre las series
T y R respecto de su medida local definida, y lo identificaremos por cw(T,R) a:
cw(T,R) :=
k∑
l=1
d(Til , Rjl) donde (il, jl) = wl (2.3)
En consecuencia,
Definicio´n 2.1.4. Un camino o´ptimo entre las series T y R es un camino w∗ que
tiene (de entre todos los posibles) un coste total asociado mı´nimo.
cw∗(T,R) = min{cw(T,R) | w es un camino} (2.4)
Con el fin de determinar el camino o´ptimo w∗, deber´ıamos, en primer lugar, cal-
cular todos los posibles caminos entre las series de estudio. A continuacio´n, calcular
el coste total asociado a cada uno de ellos y, por u´ltimo, escoger aquel cuyo regis-
tro sea mı´nimo. Sin embargo, este procedimiento tiene un coste computacional muy
importante. Para solventar este problema, realizaremos la bu´squeda del camino o´pti-
mo usando programacio´n dina´mica. La programacio´n dina´mica (DP, por sus siglas
en ingle´s Dynamic Programing), cuyos fundamentos ba´sicos se apoyan en el princi-
pio de optimizacio´n de Bellman [6], es un procedimiento que resuelve problemas de
optimizacio´n dividie´ndolos en problemas ma´s simples.
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Principio de optimalidad de Bellman:
Una pol´ıtica o´ptima tiene la propiedad siguiente: independientemente del esta-
do inicial y las decisiones tomadas hasta un determinado momento, las decisiones
restantes deben constituir una pol´ıtica o´ptima con respecto al estado resultante de
la primera decisio´n. Este principio es aplicable para resolver cualquier problema de
decisio´n secuencial. En general, se pueden resolver problemas con subestructuras
o´ptimas siguiendo estos tres pasos:
Dividir el problema en subproblemas ma´s pequen˜os.
Resolver estos problemas de manera o´ptima usando este proceso de tres pasos
recursivamente.
Usar estas soluciones o´ptimas para construir una solucio´n o´ptima al problema
original.
Los subproblemas se resuelven a su vez dividie´ndolos en subproblemas ma´s pe-
quen˜os hasta que se alcance el caso fa´cil, donde la solucio´n al problema es trivial.
Definicio´n 2.1.5. Identificamos las secuencias T (1 : i) := (T1, T2, ...Ti) con i ∈ [1 :
N ] y R(1 : j) := (R1, R2, ..., Rj) con j ∈ [1 : N ] y definimos:
D(i, j) = cw∗(T (1 : i), R(1 : j)) (2.5)
Por lo tanto, el elemento D(i, j) expresa el coste total asociado al camino o´ptimo
entre las secuencias (T1, T2, ...Ti) y (R1, R2, ..., Rj). Los valores D(i, j) definen una
matriz a la cual nos referiremos con el nombre de matriz de distancias acumuladas
o matriz de costes acumulados (CM ∈ RN×N , por sus siglas en ingle´s Cost Matrix).
Claramente,
D(N,N) = cw∗(T,R) (2.6)
Si tenemos en cuenta las restricciones que deben cumplir los caminos, el ca´lculo
de los costes acumulados puede ser automatizado usando programacio´n dina´mica
mediante la siguiente fo´rmula recursiva (RF, por sus siglas en ingle´s Recursive Fun-
ction):
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D(1, 1) = d(1, 1)
D(i, j) = min

D(i,j-1) + d(i,j) ≡ Rama o direccio´n (1)
D(i-1,j-1) + d(i,j) ≡ Rama o direccio´n (2)
D(i− 1, j)︸ ︷︷ ︸
Coste Acumulado
+ d(i, j)︸ ︷︷ ︸
Coste Actual
≡ Rama o direccio´n (3)
(2.7)
Las ramas indican las posibilidades de movimiento que tiene el camino entre un
punto y el siguiente. La figura 2.8 contiene la notacio´n usada para los respectivos
ı´ndices.
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Figura 2.8: Notacio´n de los movimientos del camino.
Definicio´n 2.1.6. Se define patro´n de paso (SP, por sus siglas en ingle´s Step Pat-
tern) al objeto que contiene las transiciones permitidas cuando se busca el camino
o´ptimo.
Se puede advertir que existen tres posibles transiciones de un elemento del camino
al siguiente. La figura 2.9 contiene la representacio´n del patro´n de paso.
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Figura 2.9: Patro´n de paso Symmetric1 ([53, 56]).
A partir de este punto, se introducen modificaciones en las condiciones requeridas
por los caminos, tanto para acelerar los ca´lculos de la recursio´n como para contro-
lar mejor las posibles rutas recorridas. Expondremos a que´ hacen referencia estas
variaciones.
La condicio´n de continuidad (o de taman˜o de paso) incluida en la definicio´n de
camino nos garantiza que a cada elemento de la serie temporal T = (T1, T2, ..., TN)
se le asigna un elemento de la serie temporal R = (R1, R2, ..., RN), y viceversa. Sin
embargo, una particularidad inherente a la utilizacio´n de este concepto es que un
elemento de una secuencia puede ser asignado a varios elementos consecutivos de
la otra, dando lugar a segmentos horizontales y verticales prolongados en el camino
(ve´ase figura 2.10 apartado (a)). Para evitar este tipo de degeneraciones, y para
tener un mayor control de los posibles caminos segu´n las necesidades del caso de
estudio, flexibilizaremos la condicio´n de taman˜o de paso a trave´s de la introduccio´n
de posibles transiciones adicionales entre los elementos del camino (ve´ase figura 2.10
apartado (b)).
Figura 2.10: Modificacio´n de la condicio´n de continuidad o taman˜o de paso.
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As´ı mismo, otra variacio´n en la bu´squeda del camino o´ptimo consiste en introducir
para´metros de ponderacio´n en las distancias de las fo´rmulas de recursividad. El
objetivo es penalizar determinados movimientos y normalizar el coste acumulado por
todos los caminos para que este sea comparable entre s´ı. Algunas de estas posibles
fo´rmulas recursivas, as´ı como el nombre de sus representaciones gra´ficas, se incluyen
en la tabla 2.2 y para conocer sus propiedades en detalle puede consultarse [53, 56].
Los nombres type I, type II, typeIII y type IV se detallan en el libro “Funda-
mentals of Speech Recognition” ([53]) y deben sus nombre al tipo de restricciones de
continuidad local que se han considerado. Los nombres type a, type b, type c y type d
provienen del libro “Dynamic programming algorithm optimization for spoken word
recognition” ([56]) y hacen referencia a las funciones de peso que se introducen en
las distancias de las fo´rmulas de recursividad.
Estas modificaciones nos permiten obtener un mayor control de los posibles cami-
nos de acuerdo a las necesidades del problema. Cada uno de estos nuevos patrones de
paso se asocia con un conjunto diferente de rutas factibles y conduce a una camino
o´ptimo diferente.
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Patro´n de paso Symmetric1 Patro´n de paso Symmetric2 Patro´n de paso Asymmetric
Patro´n de paso type Ib RM Patro´n de paso type Id RM Patro´n de paso type Ias RM
Patro´n de paso Ids RM Patro´n de paso type IIa RM Patro´n de paso type IIb RM
Patro´n de paso type IId RM Patro´n de paso type IIIc RM Patro´n de paso type IVc RM
Patro´n de paso symmetricP05 Patro´n de paso symmetricP2 Patro´n de paso mvm(6)
Tabla 2.2: Patrones de paso.
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La representacio´n gra´fica de los fo´rmulas de recursio´n nos ayuda a comprender
su efecto en la construccio´n del camino o´ptimo y como veremos ma´s adelante facilita
su eleccio´n dependiendo del intere´s del problema real. Sin embargo, para su imple-
mentacio´n en software, necesitamos definirlos de forma inequ´ıvoca y numericamente,
para lo que introducimos la notacio´n matricial que mostramos en la figura 2.11. Cada
columna recoge la siguiente informacio´n:
Figura 2.11: Identificacio´n matricial del patro´n de paso para programacio´n en soft-
ware.
Como ejemplo, se muestra en las figuras 2.12, 2.13, 2.14, 2.15 y 2.16 varios patro-
nes de paso con su correspondiente fo´rmula recursiva y la notacio´n matricial asociada
a cada uno de ellos.
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D(i, j) = min

D(i, j − 1) + d(i, j)
D(i− 1, j − 1) + d(i, j)
D(i− 1, j) + d(i, j)

1 0 1 −1
1 0 0 1
2 1 1 −1
2 0 0 1
3 1 0 −1
3 0 0 1
 (2.8)
Figura 2.12: Patro´n de paso Symmetric1.
D(i, j) = min

D(i, j − 1) + d(i, j)
D(i− 1, j − 1) + 2d(i, j)
D(i− 1, j) + d(i, j)

1 0 1 −1
1 0 0 1
2 1 1 −1
2 0 0 2
3 1 0 −1
3 0 0 1
 (2.9)
Figura 2.13: Patro´n de paso Symmetric2.
D(i, j) = min

D(i− 1, j) + d(i, j)
D(i− 1, j − 1) + d(i, j)
D(i− 1, j − 2) + d(i, j)

1 1 0 −1
1 0 0 1
2 1 1 −1
2 0 0 1
3 1 2 −1
3 0 0 1
 (2.10)
Figura 2.14: Patro´n de paso Asymmetric.
D(i, j) = min

D(i− 1, j − 1) + d(i, j)
D(i− 1, j − 2) + d(i, j)
D(i− 1, j − 3) + d(i, j)
D(i− 1, j − 4) + d(i, j)
D(i− 1, j − 5) + d(i, j)
D(i− 1, j − 6) + d(i, j)

1 1 1 −1
1 0 0 1
2 1 2 −1
2 0 0 1
3 1 3 −1
3 0 0 1
4 1 4 −1
4 0 0 1
5 1 5 −1
5 0 0 1
6 1 6 −1
6 0 0 1

(2.11)
Figura 2.15: Patro´n de paso mvm(6).
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D(i, j) = min

D(i− 2, j − 1) + 1.5 ∗ d(i− 1, j) + 1.5 ∗ d(i, j)
D(i− 1, j − 1) + 2 ∗ d(i, j)
D(i− 1, j − 2) + 1.5 ∗ d(i, j − 1) + 1.5 ∗ d(i, j)
1 2 1 −1
1 1 0 1.5
1 0 0 1.5
2 1 1 −1
2 0 0 2
3 1 2 −1
3 0 1 1.5
3 0 0 1.5

(2.12)
Figura 2.16: Patro´n de paso Ids RM.
Con este punto, tenemos que hacer notar que, a la hora de calcular tanto la matriz
de costes acumulados como el camino o´ptimo, debemos definir con anterioridad cua´l
es nuestro patro´n de paso a considerar, es decir, cua´les son las diferentes posibilidades
de movimiento permitidas, incluidos los pesos que se otorgara´n a cada una de las
direcciones.
Volviendo a nuestras series de ejemplo, la figura 2.17 recoge la matriz de distancias
acumuladas utilizando el patro´n de paso Symmetric1 (ve´ase tabla 2.2). De nuevo,
los diferentes colores representan los distintos niveles de valores en la matriz. De este
modo clasificamos con rojo los valores ma´s bajos, y de forma gradual hacia el blanco
los valores ma´s elevados.
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Figura 2.17: Matriz de costes acumulados (CM).
Para una mejor comprensio´n de la metodolog´ıa de ca´lculo de los valores de esta
matriz, vamos a tomar como ejemplo el elemento D[11, 35], esto es i = 11 y j = 35
y a mostrar en detalle su ca´lculo. En las figuras 2.18 y 2.19 se realiza un zoom de la
matriz de costes acumulados y de la matriz de distancias locales en torno al citado
punto.
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Figura 2.18: Zoom de la matriz de costes
acumulados.
Figura 2.19: Zoom de la matriz de distan-
cias locales.
Tenemos que calcular el mı´nimo de:
a) D[i, j − 1] + d(i, j): 205 + 15 = 220.
Rama (1) del patro´n de paso Symmetric1
b) D[i− 1, j − 1] + d(i, j): 265 + 15 = 280.
Rama (2) del patro´n de paso Symmetric1
c) D[i− 1, j] + d(i, j): 270 + 15 = 285.
Rama (3) del patro´n de paso Symmetric1
Se observa que, efectivamente, el valor del elemento D[11, 35] es igual a 220 y se
comprueba, adema´s, que ha sido calculado con la rama (1) del patro´n de paso.
Si nos centramos en la implementacio´n pra´ctica a nivel de software del ca´lculo
de la matriz de costes acumulados hay que tener en cuenta que, en funcio´n del
elemento en el que nos encontremos, puede ocurrir que para algunas de las ramas o
direcciones del patro´n de paso nos salgamos de los l´ımites de la matriz. Cuando esto
suceda restringiremos las direcciones de los patrones de paso. Tambie´n puede pasar
que haya ramas de los patrones de paso que provengan de elementos que au´n no han
sido calculados con la recurrencia y, en ese caso, tambie´n eliminaremos esas opciones
del ca´lculo del mı´nimo.
En definitiva, es posible que ocurra que, a la hora de calcular un elemento de la
matriz de distancias acumuladas, no haya nada que minimizar, bien porque estemos
calculando el elemento D(1, 1) (y en tal caso recurriremos a D(1, 1) = d(1, 1)) o bien
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porque, tal y como menciona´bamos ma´s arriba, hayamos tenido que descartar todas
las posibles ramas del paso. En este caso el elemento de la matriz quedara´ vac´ıo.
En la figura 2.20 podemos ver, a modo de ejemplo, co´mo resulta la matriz de
costes acumulados de nuestras series de estudio si utilizamos un patro´n de paso
Asymmetric (ve´ase tabla 2.2).
Figura 2.20: Matriz de costes acumulados calculada con el patro´n de paso Asymme-
tric y camino o´ptimo resultante.
Como hemos comentado en el detalle del ca´lculo de la matriz de costes acu-
mulados, cada elemento se computa segu´n una de las ramas del patro´n de paso,
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concretamente aquella que minimiza el coste asociado, y por lo tanto en el mismo
proceso de construccio´n de la propia matriz podemos recoger esa informacio´n que,
a la postre, nos permitira´ construir el camino o´ptimo. Esa informacio´n queda regis-
trada en una matriz a la que denominamos matriz de direcciones (DCM, por sus
siglas en ingle´s Direction Cost Matrix) y donde cada uno de sus elementos nos indica
la rama utilizada para el ca´lculo del correspondiente valor en la matriz de costes
acumulados.
A partir de este momento, podemos calcular el camino o´ptimo con relativa sen-
cillez: basta con tomar el u´ltimo elemento wk = (N,N) e ir registrando con que´
rama (es decir, direccio´n) se han ido construyendo cada uno de los elementos. En la
figura 2.21 podemos ver co´mo resulta la matriz de direcciones y el camino o´ptimo de
nuestras series de estudio.
Figura 2.21: Matriz de direcciones (DCM) y camino o´ptimo.
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En la figura 2.22 utilizamos de nuevo el aumento de una parte de la matriz
completa, en este caso la esquina superior derecha, para ilustrar la construccio´n final
del camino o´ptimo mediante esta matriz de direcciones. Observamos que el valor del
elemento (N,N) en la matriz es 2, lo cual indica que el par wk = (N,N) ha sido
calculado a partir de wk−1 = (N − 1, N − 1) usando la rama 2 de la fo´rmula de
recursio´n. Adema´s, el valor 2 en la posicio´n (N − 1, N − 1) de la DCM indica que
wk = (N − 1, N − 1) ha sido calculado a partir de wk−2 = (N − 2, N − 2) usando de
nuevo la rama 2. Estos movimientos hacia atra´s se realizan hasta alcanzar el elemento
origen w1 = (1, 1) para ir confeccionando el camino o´ptimo entre nuestras series de
estudio:
wk = (N,N)
(2)−→ wk−1 = (N − 1, N − 1) (2)−→ wk−2 = (N − 2, N − 2) (2)−→ wk−3 =
(N − 3, N − 3) (2)−→ wk−4 = (N − 4, N − 4) (1)−→ wk−5 = (N − 4, N − 5) . . .
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Figura 2.22: Parte final del camino o´ptimo. Zoom de la matriz de direcciones.
Comprobamos (referido al ejemplo anterior y mostrado en las figuras 2.18 y 2.19)
que efectivamente DCM[11,35]=1.
Otra de las restricciones que deb´ıan cumplir los caminos y que modificaremos en
el caso de que nuestro ejemplo lo requiera, es la condicio´n de borde (w1 = (1, 1) y
wk = (N,N)). Esta condicio´n exige que el camino comience y termine en el primer
y u´ltimo punto, respectivamente, de las secuencias. As´ı en la implementacio´n del
ca´lculo del camino o´ptimo se ha contemplado la posibilidad de que este pueda tener
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el fin abierto, es decir, no tiene por que´ cumplir la condicio´n de wk = (N,N). En la
situacio´n espec´ıfica de que queramos encontrar el camino o´ptimo pero definamos el fin
abierto, procederemos a identificar en el gra´fico de costes acumulados el mı´nimo valor
existente entre la primera fila y la u´ltima columna, y posteriormente asignaremos a
dicho valor el u´ltimo punto del camino. A partir de ah´ı la construccio´n se realiza de
manera similar.
Presentamos a continuacio´n, en la figura 2.23, una representacio´n alternativa al
gra´fico de costes acumulados. Debido a la dificultad de visualizacio´n e interpretacio´n
que puede tener la matriz de costes acumulados hacemos uso de un gra´fico de densi-
dad y curvas de nivel, el cual sera´ de gran ayuda a la hora de interpretar y analizar
la matriz de costes acumulados cuando no sea posible su visualizacio´n, o bien sea
dif´ıcil por la estructura compleja de la distribucio´n de sus valores.
Figura 2.23: Gra´fico de densidad y camino o´ptimo.
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2.2. Alineamiento dina´mico de la serie de test.
Una vez que disponemos del camino o´ptimo utilizaremos este para modificar la
serie de test, tenemos por tanto la siguiente definicio´n.
Definicio´n 2.2.1. Se define la serie alineada (aligned test o testDTW), que denota-
remos por S = (S1, S2, ..., SN) (N ∈ N), como la serie que se obtiene de la siguiente
manera.
Dado el camino o´ptimo w∗ = (w1, w2, . . . , wl, . . . , wk) con k ∈ N:
Sj = Tf(j) (j = 1, . . . , N) (2.13)
donde f es la funcio´n de interpolacio´n que cumple f(jl) = il
1 (l = 1, . . . , k)
Cuando f(j) /∈ N, se define Sj por interpolacio´n:
Sj = Tf(j) = (1− f(j) + [f(j)])T[f(j)] + (f(j)− [f(j)])T[f(j)]+1 (2.14)
donde [f(j)] es la parte entera de f(j).
Identificaremos a f(j) como ı´ndices interpolados. Conviene advertir, por tanto,
que el camino o´ptimo recoge las relaciones entre los ı´ndices temporales de la serie de
test y la serie de referencia para obtener la serie alineada.
Calcularemos ahora la serie alineada de nuestro ejemplo de estudio. Partimos
del camino o´ptimo calculado w∗ = (w1, w2, ..., wl, . . . , wk) donde wl = (il, jl) (figura
2.24), recordando que su primera componente hace referencia a los ı´ndices en la serie
de test y su segunda componente a los ı´ndices en la serie de referencia.
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Figura 2.24: Camino o´ptimo.
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Figura 2.25: Funcio´n f.
Evaluamos la funcio´n de interpolacio´n f obtenida (figura 2.25) para calcular los
denominados ı´ndices de test interpolados (ve´ase figura 2.26):
1Cuando los puntos este´n posicionados verticalmente trabajaremos con el punto medio.
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Figura 2.26: I´ndices interpolados.
Un vez calculados los ı´ndices de test interpolados, conseguimos obtener los valores
de la nueva serie alineada aplicando las ecuaciones 2.13 y 2.14, segu´n corresponda
en cada caso.
La modificacio´n experimentada por nuestra serie de test se muestra en la figura
2.27:
Cap´ıtulo 2. Medida de la componente temporal del error. I´ndice de distorsio´n
temporal (TDI). 55
0 10 20 30 40
0
5
10
15
20
25
Índices
te
st
−t
es
tD
TW
test
testDTW
Figura 2.27: Serie de test y serie alineada.
La figura 2.28 nos permite comprobar gra´ficamente el ajuste obtenido entre la
serie alineada y la serie de referencia.
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Figura 2.28: Serie de referencia y serie alineada.
Cap´ıtulo 2. Medida de la componente temporal del error. I´ndice de distorsio´n
temporal (TDI). 56
Finalmente, en la figura 2.29 y la tabla 2.3 se muestran, simulta´neamente, la
serie de test, la serie de referencia y la serie alineada calculada a partir del camino
o´ptimo encontrado para nuestro ejemplo ilustrativo. La l´ınea verde corresponde a
la serie alineada, la linea roja corresponde a la serie de test original mientras que
la serie de referencia esta´ trazada por los puntos negros. Observamos co´mo la serie
alineada es capaz de capturar perfectamente las diferentes distorsiones temporales
introducidas en la serie de referencia de los datos sinte´ticos: tanto las traslaciones
como las homotecias se detectan y corrigen perfectamente por la metodolog´ıa.
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Figura 2.29: Serie de referencia, serie de test y serie alineada.
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test referencia alineada test referencia alineada test referencia alineada
1 0 0 0 16 20 25 20 31 0 25 20
2 0 0 0 17 20 25 20 32 0 0 0
3 0 0 0 18 20 25 20 33 0 0 0
4 0 0 0 19 20 25 20 34 0 0 0
5 0 0 0 20 20 25 20 35 0 15 20
6 20 0 0 21 0 25 20 36 20 15 20
7 20 15 20 22 0 0 0 37 20 15 20
8 20 15 20 23 0 0 0 38 20 15 20
9 20 15 20 24 0 0 0 39 20 15 20
10 20 0 0 25 0 0 0 40 20 0 0
11 0 0 0 26 20 0 0 41 0 0 0
12 0 0 0 27 20 25 20 42 0 0 0
13 0 0 0 28 20 25 20 43 0 0 0
14 0 0 0 29 20 25 20 44 0 0 0
15 0 25 20 30 20 25 20 45 0 0 0
Tabla 2.3: Valores de las series temporales: referencia, test y alineada.
A continuacio´n vamos a analizar detenidamente co´mo se ha ido transformando
la serie de test, al mismo tiempo que observamos la traduccio´n y el significado,
en te´rminos de modificacio´n del eje temporal, de cada uno de los movimientos que
ejecuta el camino o´ptimo encontrado.
As´ı pues, con el fin de visualizar las repercusiones que tienen en la serie los dife-
rentes movimientos realizados por el camino, efectuaremos una particio´n de nuestro
ejemplo en 4 tramos significativos, tanto de las series como de los caminos.
Detallamos a continuacio´n los efectos obtenidos en los tramos 1 y 3 de nuestras
series de estudio:
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TRAMO [1] (ve´anse figuras 2.30 y 2.31):
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Figura 2.30: Tramo 1 de las series.
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Figura 2.31: Tramo 1 del camino.
A: El camino presenta un tramo vertical, luego en la serie estamos deteniendo
el tiempo una unidad o, con otras palabras, estamos repitiendo el u´ltimo valor
de la serie (S6 = S5 = T5 = 0).
B: Al movernos ahora diagonalmente, nos estamos quedando una unidad por
encima de la diagonal principal, lo que significa que en este momento ocurren
los efectos una unidad de tiempo ma´s tarde.
C: Como podemos observar, el camino realiza un tramo horizontal y, en con-
secuencia, en la serie estamos acelerando de nuevo la unidad de tiempo que
llevaba de desfase. Es decir, estamos sincronizando el tiempo. Puntualmente
no se aprecia el salto debido a que S7 = T6.5 = 20.
D: Mantenemos la sincronizacio´n en el tiempo gracias a los movimientos dia-
gonales del camino.
E: Emerge de nuevo un tramo horizontal y, por lo tanto la serie presenta un
salto en el tiempo hacia adelante, aunque puntualmente no se detecta debido
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a S9 = T9.5 = 20. Con ello volvemos a acelerar la serie.
F: Gracias a la aceleracio´n anterior y a que ahora nos movemos diagonalmente,
nos quedamos una unidad por debajo de la diagonal principal, lo que quiere
decir que, en este momento, todos los efectos se adelantan una unidad de tiem-
po.
G: Aparece de nuevo un tramo vertical, luego estamos desacelerando en la se-
rie la misma unidad de tiempo que llevaba de aceleracio´n y, en consecuencia,
sincronizando el tiempo.
H: El camino efectu´a movimientos diagonales, luego mantenemos la sincroni-
zacio´n del tiempo.
TRAMO [3] (ve´anse figuras 2.32 y 2.33):
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Figura 2.32: Tramo 3 de las series.
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Figura 2.33: Tramo 3 del camino.
A: Observamos que el camino realiza un movimiento vertical. Como resultado,
estamos deteniendo el tiempo una unidad al repetir el u´ltimo valor de la serie
S25 = S26 = T25 = 0.
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B: Gracias a esta desaceleracio´n y a que el camino realiza movimientos diago-
nales, nos quedamos retrasados en el tiempo una unidad (estamos una unidad
por encima de la diagonal principal). Dicho de otro modo: todo ocurre una
unidad de tiempo ma´s tarde. Esto hace que nuestra serie alineada realice el
bloque entero una unidad de tiempo despue´s y se ajuste a la serie de referencia.
C: Ahora el camino presenta un movimiento horizontal, luego nuestra serie
alineada da un salto en el tiempo hacia adelante y se sincroniza con la serie de
partida.
TRAMO [2] (ve´anse figuras 2.34 y 2.35):
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Figura 2.34: Tramo 2 de las series.
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Figura 2.35: Tramo 2 del camino.
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Tramo [4] (Ve´anse figuras 2.36 y 2.37):
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Figura 2.36: Tramo 4 del las series.
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Figura 2.37: Tramo 4 del camino.
2.3. Interpretacio´n de los distintos movimientos
ejecutados por los caminos o´ptimos y control
del grado de acoplamiento entre las series.
En esta seccio´n vamos a realizar una interpretacio´n de los movimientos ejecutados
por los caminos o´ptimos con el fin de aclarar co´mo afectan a la transformacio´n del
eje del tiempo. Analizamos a continuacio´n las diferentes posibilidades:
2.3.1. Interpretacio´n de los tramos horizontales.
Dado un camino o´ptimo w∗ = (w1, w2, ..., wl, wl+1, . . . , wl+r, . . . , wk), un segmento
horizontal se define por wl = (il, jl), wl+1 = (il + 1, jl),. . . ,wl+r = (il + r, jl) (ve´ase
figura 2.38).
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Figura 2.38: Segmento horizontal en el camino o´ptimo.
Es decir, un ı´ndice jl en la serie de referencia se asocia a ma´s de un ı´ndice
consecutivo (il, il + 1, . . . , il + r) en la serie de test. Observamos que la nueva serie
alineada cumple:
Sjl = T il+il+r
2
= Til+ r2
Si r es un nu´mero impar entonces Til+ r2 se obtiene interpolando sus ı´ndices vecinos
T[il+ r2 ] y T[il+
r
2
]+1.
Por lo tanto, cuando en el camino o´ptimo aparece un segmento horizontal cu-
ya longitud es r, la nueva serie avanza il +
r
2
unidades de tiempo con respecto a la
posicio´n temporal donde se encuentra. El efecto es similar al de un viaje hacia ade-
lante en el tiempo, es decir, “forzamos que los eventos ocurran antes”. Los eventos
son identificados con retraso por la serie de test y ahora aparecen antes en la serie
alineada.
2.3.2. Interpretacio´n de los tramos verticales.
Dado un camino o´ptimo w∗ = (w1, w2, ..., wl, wl+1, . . . , wl+r, . . . , wk), un segmento
vertical se define por wl = (il, jl), wl+1 = (il, jl+1),. . . ,wl+r = (il, jl+r) (ve´ase figura
2.39).
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Figura 2.39: Segmento vertical en el camino o´ptimo.
Es decir, un ı´ndice il en la serie de test es asociado a ma´s de un ı´ndice consecutivo
(jl, jl+1, . . . , jl+r) en la serie de referencias. Observamos que la nueva serie alineada
cumple:
Sjl+d = Til (0 ≤ d ≤ r, d ∈ N)
De esta manera, cuando en el camino o´ptimo aparece un segmento vertical cuya
longitud es r, la nueva serie se detiene r unidades de tiempo respecto de la posicio´n
temporal donde se encuentra tomando el valor de la serie original en t = il. El efecto
que provoca es similar al de una interrupcio´n en el tiempo: “forzamos que los eventos
ocurran ma´s tarde”. Los eventos se identifican con adelanto por la serie de test y
ahora aparecen ma´s tarde en la serie alineada.
2.3.3. Interpretacio´n de los tramos con pendiente 1.
Dado un camino o´ptimo w∗ = (w1, w2, ..., wl, wl+1, . . . , wl+r, . . . , wk), un segmento
con pendiente igual a 1 se define por wl = (il, jl), wl+1 = (il + 1, jl + 1),. . . ,wl+r =
(il + r, jl + r) (ve´ase figura 2.40).
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Figura 2.40: Segmento con pendiente igual a 1 en el camino o´ptimo.
Observamos que la nueva serie alineada cumple:
Sjl+d = Til+d (0 ≤ d ≤ r, d ∈ N)
Es decir, la aparicio´n de segmentos con pendiente 1 en el camino o´ptimo implica
que no se esta´ realizando ninguna modificacio´n temporal.
2.3.4. Interpretacio´n de los tramos con pendiente menor que
1.
Dado un camino o´ptimo w∗ = (w1, w2, ..., wl, wl+1, . . . , wl+r, . . . , wk), un segmento
con pendiente menor que 1 se define por wl = (il, jl), wl+1 = (il+a, jl+b),. . . ,wl+r =
(il + ar, jl + br), con a > b (ve´ase figura 2.41).
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Figura 2.41: Segmento con pendiente menor que 1 en el camino o´ptimo.
En este caso, la nueva serie alineada cumple:
Sjl+d = Til+ dab
(0 ≤ d ≤ rb, d ∈ N)
Si il +
da
b
/∈ N entonces Til+ dab se obtiene interpolando sus ı´ndices vecinos T[il+ dab ] y
T[il+ dab ]+1
.
Observamos que en estos casos comprimimos el tiempo, es decir, aceleramos el
tiempo de forma continua: un evento que transcurr´ıa en un periodo de tiempo igual
a a ahora presenta una duracio´n temporal de b unidades donde b < a.
2.3.5. Interpretacio´n de los tramos con pendiente mayor que
1.
Cuando en el camino o´ptimo aparece un segmento con pendiente mayor que
1 lo que estamos haciendo es expandir el tiempo, es decir, desacelerando de forma
continua. Un evento que transcurr´ıa en un periodo de tiempo igual a a ahora presenta
una duracio´n temporal de b unidades donde b > a.
Ahora se incluyen algunas modificaciones al conjunto de restricciones para ob-
tener un mayor control de los posibles caminos. Por ejemplo, puede ser necesario
comprobar que las trayectorias nunca cruzan la diagonal principal y, por lo tanto,
permanecen siempre adelante o atra´s en el tiempo con respecto a la serie de referen-
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cia. Esto puede ser clave en la prediccio´n de variables relacionadas con las fuentes
de energ´ıa capaces de almacenar, ya que los errores de prediccio´n no se considerara´n
sime´tricos. Esta condicio´n ser´ıa recogida por la recursio´n presentada en las ecuacio-
nes 2.15 y 2.16. Hay que destacar que el control de los movimientos ejecutados por
los caminos o´ptimos y, por ende, el control de las posibles transformaciones a relizar
en la serie de test, vienen determinadas por las funciones de recurrencia.
a) La serie de test permanece siempre detra´s de la serie de referencia:
D(i, j) = min

D(i-1,j) + d(i,j)
D(i,j-1) + d(i,j) s.t i ≤ j
D(i-1,j-1) + d(i,j)
(2.15)
b) La serie de test siempre se mantiene por delante de la serie de referencia:
D(i, j) = min

D(i-1,j) + d(i,j)
D(i,j-1) + d(i,j) s.t i ≥ j
D(i-1,j-1) + d(i,j)
(2.16)
En la pra´ctica, tambie´n ser´ıa interesante que el desfase temporal con respecto
a la serie de referencia este´ limitado por un valor constante C (ve´ase ecuacio´n
2.17). Esta condicio´n exige que el camino o´ptimo este´ contenido en una banda
como la que se muestra en la figura 2.42.
c) Limitacio´n del intervalo de tiempo de desfase ma´ximo entre series:
D(i, j) = min

D(i-1,j) + d(i,j)
D(i,j-1) + d(i,j) s.t |i− j| < C
D(i-1,j-1) + d(i,j)
(2.17)
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Figura 2.42: Bandas.
2.4. Medida de la componente temporal del error.
I´ndice de distorsion temporal (TDI).
En la presente seccio´n vamos a introducir las definiciones y conceptos necesarios
para obtener una medida de la componente temporal del error. En base a los me´todos
mostrados hasta ahora, el I´ndice de Distorsio´n Temporal recogera´ la diferencia entre
dos series desde un punto de vista temporal.
Definicio´n 2.4.1. Se define camino identidad y lo denotaremos por wI , a aquel
camino que esta´ formado por los siguientes puntos (ve´ase figura 2.43):
wI = (1, 1), (2, 2), . . . , (N − 1, N − 1), (N,N)
.
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Figura 2.43: Camino identidad wI .
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Se observa con claridad que cuando la serie de test y la serie de referencia coin-
ciden, es decir, T = S (Ti = Si ∀i) se cumple que w∗ = wI . Por lo tanto, la serie
alineada obtenida no hace ninguna correccio´n temporal en la serie de test.
Si el camino o´ptimo w∗ pasa a trave´s del punto wl = (il, jl) se puede inferir
que ha habido un movimiento temporal de |il − jl| 2 unidades de tiempo entre la
serie de test y la serie alineada. Por lo tanto, cuanto mayor sea |il− jl| mayor sera´ la
desalineacio´n temporal efectuada en la serie de test con el fin de hacerla coincidir con
la serie de referencia. Es muy importante resaltar que esta diferencia debe tenerse en
cuenta a la hora de calcular el elemento D(i, j) de la matriz de costes acumulados,
especialmente cuando el mı´nimo de la fo´rmula recursiva se alcance en dos o ma´s
ramas diferentes de la recursio´n.
Por ejemplo, si dos posibles predecesores del elemento (i, j), (i∗, j∗) e (i∗∗, j∗∗),
nos proporcionan el mismo valor para D(i, j), se debe seleccionar el par que produce
una modificacio´n temporal menor dentro de la serie de test, es decir, mı´n{|i∗ −
j∗|, |i∗∗ − j∗∗|}. De esta manera, la serie de test y la serie alineada tienen la ma´xima
sincronizacio´n posible.
En consecuencia, la serie alineada resultante es aquella que, entre todas las series
asociadas a un camino o´ptimo, nos proporciona una desalineacio´n temporal menor
de la serie de test. Equivalentemente, la serie alineada es aquella cuyo camino o´ptimo
asociado es el ma´s cercano al camino identidad.
Por lo tanto, una medida global de la distorsio´n temporal llevada a cabo en la
serie de test, con el propo´sito de obtener la serie alineada, sera´ proporcionada por el
a´rea entre el camino o´ptimo resultante y el camino identidad, y la denominaremos
I´ndice de Distorsio´n Temporal (TDI por sus siglas en ingle´s: Temporal Distortion
Index). As´ı, este ı´ndice servira´ para describir la componente temporal del error. La
expresio´n de esta medida se recoge en las ecuaciones 2.18, 2.19 y 2.20.
Definicio´n 2.4.2. Dado w∗ = ((i1, j1), . . . , (il, jl), . . . , (ik, jk)) camino o´ptimo, defi-
nimos:
Pl =
∫ il+1
il
x−
(
(x− il)(jl+1 − jl)
(il+1 − il) + jl
)
dx (2.18)
el cual mide el a´rea entre los caminos w∗ and wI en el intervalo (il, il+1) para
cada tramo del camipo o´ptimo que no cruza la diagonal principal. Cuando el segmento
2En el caso de que wl = (il, jl) este´ incluido en un segmento horizontal, con una longitud r,
tendremos un salto adelante de |il + r2 − jl|
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del camino o´ptimo [(il, jl), (il+1, jl+1)] corte a la diagonal, este lo hara´ en el punto(
jlil+1−iljl+1
il+1−il−(jl+1−jl) ,
jlil+1−iljl+1
il+1−il−(jl+1−jl)
)
y, en este caso, el a´rea entre w∗ y wI en el intervalo
(il, il+1) es:
Pl =
∫ jlil+1−iljl+1
il+1−il−(jl+1−jl)
il
|x−
(
(x− il)(jl+1 − jl)
(il+1 − il) + jl
)
| dx
+
∫ il+1
jlil+1−iljl+1
il+1−il−(jl+1−jl)
|x−
(
(x− il)(jl+1 − jl)
(il+1 − il) + jl
)
| dx
(2.19)
Por tanto el a´rea total entre los caminos w∗ y wI es
∑k−1
l=1 |Pl|. El ı´ndice de
distorsio´n temporal (TDI) se define como:
TDI =
2
∑k−1
l=1 |Pl|
(N − 1)2 (2.20)
TDI es un nu´mero sin dimensio´n que var´ıa en el intervalo [0, 1], donde 0 co-
rresponde con la distorsio´n temporal nula y 1 con la distorsio´n temporal ma´xima,
que acontece cuando la trayectoria o´ptima sigue los l´ımites del gra´fico (ve´ase camino
amarillo en la figura 2.44), lo cual significa que la serie de test es condensada en un
u´nico punto. Como cualquier medida de proporcio´n el TDI puede expresarse, y as´ı
lo haremos de ahora en adelante, como un porcentaje.
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Figura 2.44: Ejemplo wI , w
∗ y Pl. TDI es la proporcio´n de a´rea roja en relacio´n al
a´rea triangular.
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Volviendo a nuestras series del ejemplo sinte´tico, la figura 2.45 muestra el corres-
pondiente TDI obtenido a partir de la metodolog´ıa expuesta.
Figura 2.45: I´ndice de Distorsio´n Temporal (TDI).
Es evidente que la interpretacio´n de la desviacio´n del camino o´ptimo respecto al
camino identidad desempen˜a un papel muy relevante en la medicio´n de los errores
temporales.
Las figuras 2.30 y 2.31 conten´ıan un ejemplo de homotecia y su camino o´ptimo
asociado. Podemos observar que para corregir una homotecia desde el punto de vista
temporal, el camino o´ptimo necesita dos separaciones opuestas del camino identidad.
En cada uno el tiempo se frena y se acelera de la manera correcta para que la nueva
serie alineada este´ ajustada en el tiempo a la serie de referencia.
Por otro lado, las figuras 2.32 y 2.33 conten´ıan un ejemplo de traslacio´n y su
camino o´ptimo asociado. En este caso se aprecia que para corregir una traslacio´n,
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desde el punto de vista temporal, el camino o´ptimo ha necesitado una separacio´n
continua del camino identidad. Dicha separacio´n esta´ relacionada con la magnitud y
direccio´n de la traslacio´n.
2.5. Disen˜o de funciones recursivas ad hoc.
Mostraremos en la presente seccio´n algunas transformaciones geome´tricas ba´sicas
y su interpretacio´n en base a transformaciones temporales, y veremos si es posible
o no disen˜ar funciones de recurrencia que consigan, tras ejecutar la metodolog´ıa
expuesta hasta ahora, modificar convenientemente el eje del tiempo.
2.5.1. Traslaciones.
Desde un punto de vista geome´trico, se llama traslacio´n de vector −→v a toda
transformacio´n geome´trica del plano que hace corresponder a cualquier punto X
otro punto X ′ tal que
−−→
XX ′ = −→v . Las traslaciones conservan la forma, el taman˜o y
la orientacio´n de las figuras. Son movimientos directos del plano (ve´ase figura 2.46).
Figura 2.46: Traslacio´n geome´trica en el plano.
Cuando hablamos de traslacio´n respecto del tiempo nos estamos refiriendo a los
siguientes escenarios (ve´anse figuras 2.47 y 2.48):
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Figura 2.47: Ejemplo de traslacio´n en el
tiempo hacia adelante.
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Figura 2.48: Ejemplo de traslacio´n en el
tiempo hacia atra´s.
Ahora bien, si nuestra serie de test puede verse como el resultado de aplicar
una traslacio´n sobre la serie de referencia, conoceremos perfectamente cua´l es la
correspondencia exacta que queremos para cada uno de sus nuevos puntos (ve´anse
tablas 2.4 y 2.5). En consecuencia, ya tenemos identificados de antemano nuestros
caminos o´ptimos referentes a traslaciones en el tiempo (ve´anse figuras 2.49 y 2.50).
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i1 = 1 j1 = 1
i2 = 1 j2 = 2
i3 = 1 j3 = 3
i4 = 2 j4 = 4
i5 = 3 j5 = 5
i6 = 4 j6 = 6
i7 = 5 j7 = 7
i8 = 6 j8 = 8
i9 = 7 j9 = 9
i10 = 8 j10 = 10
i11 = 9 j11 = 11
i12 = 10 j12 = 12
i13 = 11 j13 = 13
i14 = 12 j14 = 13
i15 = 13 j15 = 13
Tabla 2.4: Puntos del camino para resolver
el ejemplo de traslacio´n en el tiempo hacia
adelante.
i1 = 1 j1 = 1
i2 = 2 j2 = 1
i3 = 3 j3 = 1
i4 = 4 j4 = 2
i5 = 5 j5 = 3
i6 = 6 j6 = 4
i7 = 7 j7 = 5
i8 = 8 j8 = 6
i9 = 9 j9 = 7
i10 = 10 j10 = 8
i11 = 11 j11 = 9
i12 = 12 j12 = 10
i13 = 13 j13 = 11
i14 = 13 j14 = 12
i15 = 13 j15 = 13
Tabla 2.5: Puntos del camino para resolver
el ejemplo de traslacio´n en el tiempo hacia
atra´s.
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Figura 2.49: Camino referente a la trasla-
cio´n en el tiempo hacia adelante.
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Figura 2.50: Camino referente a la trasla-
cio´n en el tiempo hacia atra´s.
Pero una vez construido este camino, comprobamos que podemos identificar la
fo´rmula recursiva que debemos usar cuando en las series originales deseemos producir
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un movimiento de traslacio´n (figura 2.51) y que coincide con Symmetric1.
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D(i, j) = min

D(i, j − 1) + d(i, j))
D(i− 1, j − 1) + d(i, j)
D(i− 1, j) + d(i, j)
Figura 2.51: Patro´n de paso que realiza traslaciones en el tiempo.
Observamos ahora que, efectivamente, cuando realizamos el proceso completo
con esta fo´rmula recursiva, obtenemos los resultados esperados (ve´anse figuras 2.52,
2.53,2.54,2.55,2.56,2.57,2.58,2.59,2.60,2.61,2.62 y 2.63).
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0 1 2 3 4 5 4 3 2 1 0 0 0
0 1 2 3 4 5 4 3 2 1 0 0 0
0 1 2 3 4 5 4 3 2 1 0 0 0
1 0 1 2 3 4 3 2 1 0 1 1 1
2 1 0 1 2 3 2 1 0 1 2 2 2
3 2 1 0 1 2 1 0 1 2 3 3 3
4 3 2 1 0 1 0 1 2 3 4 4 4
5 4 3 2 1 0 1 2 3 4 5 5 5
4 3 2 1 0 1 0 1 2 3 4 4 4
3 2 1 0 1 2 1 0 1 2 3 3 3
2 1 0 1 2 3 2 1 0 1 2 2 2
1 0 1 2 3 4 3 2 1 0 1 1 1
0 1 2 3 4 5 4 3 2 1 0 0 0
Figura 2.52: Matriz de distancias locales
obtenida para la traslacio´n en el tiempo
hacia adelante.
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0 0 0 1 2 3 4 5 4 3 2 1 0
1 1 1 0 1 2 3 4 3 2 1 0 1
2 2 2 1 0 1 2 3 2 1 0 1 2
3 3 3 2 1 0 1 2 1 0 1 2 3
4 4 4 3 2 1 0 1 0 1 2 3 4
5 5 5 4 3 2 1 0 1 2 3 4 5
4 4 4 3 2 1 0 1 0 1 2 3 4
3 3 3 2 1 0 1 2 1 0 1 2 3
2 2 2 1 0 1 2 3 2 1 0 1 2
1 1 1 0 1 2 3 4 3 2 1 0 1
0 0 0 1 2 3 4 5 4 3 2 1 0
0 0 0 1 2 3 4 5 4 3 2 1 0
0 0 0 1 2 3 4 5 4 3 2 1 0
Figura 2.53: Matriz de distancias locales
obtenida para la traslacio´n en el tiempo
hacia atra´s.
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0 1 3 6 10 15 19 22 24 25 25 25 25
0 1 3 6 10 15 19 22 24 25 25 25 25
0 1 3 6 10 15 19 22 24 25 25 25 25
1 0 1 3 6 10 13 15 16 16 17 18 19
3 1 0 1 3 6 8 9 9 10 12 14 16
6 3 1 0 1 3 4 4 5 7 10 13 16
10 6 3 1 0 1 1 2 4 7 11 14 17
15 10 6 3 1 0 1 3 5 8 12 16 19
19 13 8 4 1 1 0 1 3 6 10 14 18
22 15 9 4 2 3 1 0 1 3 6 9 12
24 16 9 5 4 5 3 1 0 1 3 5 7
25 16 10 7 7 8 6 3 1 0 1 2 3
25 17 12 10 11 12 10 6 3 1 0 0 0
Figura 2.54: Matriz de costes acumulados
obtenida para la traslacio´n en el tiempo
hacia adelante.
2 4 6 8 10 12
2
4
6
8
10
12
test
re
fe
re
n
ci
a
0 0 0 1 3 6 10 15 19 22 24 25 25
1 1 1 0 1 3 6 10 13 15 16 16 17
3 3 3 1 0 1 3 6 8 9 9 10 12
6 6 6 3 1 0 1 3 4 4 5 7 10
10 10 10 6 3 1 0 1 1 2 4 7 11
15 15 15 10 6 3 1 0 1 3 5 8 12
19 19 19 13 8 4 1 1 0 1 3 6 10
22 22 22 15 9 4 2 3 1 0 1 3 6
24 24 24 16 9 5 4 5 3 1 0 1 3
25 25 25 16 10 7 7 8 6 3 1 0 1
25 25 25 17 12 10 11 12 10 6 3 1 0
25 25 25 18 14 13 14 16 14 9 5 2 0
25 25 25 19 16 16 17 19 18 12 7 3 0
Figura 2.55: Matriz de costes acumulados
obtenida para la traslacio´n en el tiempo
hacia atra´s.
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0 3 3 3 3 3 3 3 3 3 3 3 3
1 2 3 3 3 3 3 3 3 3 3 3 3
1 2 2 3 3 3 3 3 3 3 3 3 3
1 2 3 3 3 3 3 3 3 3 3 3 3
1 1 2 3 3 3 3 3 3 3 3 3 3
1 1 1 2 3 3 3 3 3 3 3 3 3
1 1 1 1 2 3 3 3 3 3 3 2 2
1 1 1 1 1 2 3 2 2 2 2 2 2
1 1 1 1 1 1 2 3 3 3 3 3 3
1 1 1 1 1 1 1 2 3 3 3 3 3
1 1 1 1 1 2 1 1 2 3 3 3 3
1 1 1 1 1 2 1 1 1 2 3 3 3
1 1 1 1 1 2 1 1 1 1 2 3 3
Figura 2.56: Matriz de direcciones obteni-
da para la traslacio´n en el tiempo hacia
adelante.
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0 3 3 3 3 3 3 3 3 3 3 3 3
1 2 2 2 3 3 3 3 3 3 3 3 3
1 1 2 1 2 3 3 3 3 3 3 3 3
1 1 1 1 1 2 3 3 3 3 3 3 3
1 1 1 1 1 1 2 3 3 3 3 3 3
1 1 1 1 1 1 1 2 3 3 2 2 2
1 1 1 1 1 1 1 1 2 3 3 3 3
1 1 1 1 1 1 1 2 1 2 3 3 3
1 1 1 1 1 1 1 2 1 1 2 3 3
1 1 1 1 1 1 1 2 1 1 1 2 3
1 1 1 1 1 1 1 2 1 1 1 1 2
1 1 1 1 1 1 2 2 1 1 1 1 1
1 1 1 1 1 1 2 2 1 1 1 1 1
Figura 2.57: Matriz de direcciones obteni-
da para la traslacio´n en el tiempo hacia
atra´s.
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Figura 2.58: Gra´fico de densidad obtenido
para la traslacio´n en el tiempo hacia ade-
lante.
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Figura 2.59: Gra´fico de densidad obtenido
para la traslacio´n en el tiempo hacia atra´s.
Figura 2.60: A´rea y TDI obtenidos para la
traslacio´n en el tiempo hacia adelante.
Figura 2.61: A´rea y TDI obtenidos para la
traslacio´n en el tiempo hacia atra´s.
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Figura 2.62: Ajuste obtenido para la tras-
lacio´n en el tiempo hacia adelante.
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Figura 2.63: Ajuste obtenido para la tras-
lacio´n en el tiempo hacia atra´s.
2.5.2. Homotecias.
Se llama homotecia de centro C y razo´n k (k 6= 0, 1), y se designa por H(c,k), a
la transformacio´n geome´trica del espacio af´ın Eucl´ıdeo E en s´ı mismo que asocia a
cada punto A de E el punto A′ que cumple la condicio´n
−−→
CA′ = k
−→
CA (ve´ase figura
2.64).
Figura 2.64: Homotecia en el plano.
Cuando hablamos de homotecias respecto del tiempo nos estamos refiriendo a los
siguientes escenarios (ve´anse figuras 2.65 y 2.66):
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Figura 2.65: Ejemplo de homotecia inver-
sa.
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Figura 2.66: Ejemplo de homotecia direc-
ta.
Nos centraremos, de momento, en resolver el ajuste para la homotecia inversa
mostrado en la figura 2.65.
Observamos que, a la hora de transformar nuestra serie de test, nuevamente
sabemos cua´l es la correspondencia exacta que queremos para cada uno de sus nuevos
puntos (ve´ase tabla 2.6). Por lo tanto, ya tenemos identificado el camino o´ptimo
referente a la homotecia inversa de nuestro ejemplo (ve´ase figura 2.67):
i1 = 1 j1 = 1
i2 = 1 j2 = 2
i3 = 1 j3 = 3
i4 = 2 j4 = 4
i5 = 3 j5 = 5
i6 = 4
∗ j6 = 6∗
i7 = 9 j7 = 7
i8 = 10 j8 = 8
i9 = 11 j9 = 9
i10 = 11 j10 = 10
i11 = 11 j11 = 11
i12 = 11 j12 = 11
Tabla 2.6: Puntos del camino para resolver el ejemplo de homotecia inversa.
(*) Puede ser sustituido por el punto t=8 t=6
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Figura 2.67: Camino referente a la homotecia inversa.
Se comprueba que de esta manera podemos identificar la fo´rmula recursiva que
debemos usar cuando en las series originales queramos producir un movimiento ho-
mote´tico inverso como este. La figura 2.68 muestra la versio´n gra´fica y la correspon-
diente expresio´n de la fo´rmula recursiva necesaria.
D(i, j) = min

D(i− 1, j − 1) + d(i, j))
D(i, j − 1) + d(i, j)
D(i− 5, j − 1) + d(i, j)
Figura 2.68: Patro´n de paso que realiza homotecias inversas como la del ejemplo.
Y, de nuevo observamos que, efectivamente, cuando realizamos el proceso com-
pleto con esta fo´rmula recursiva obtenemos los resultados esperados (ve´anse figuras
2.69,2.70,2.71,2.72, 2.73 y 2.74).
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0 1 2 3 4 5 4 3 2 1 0
0 1 2 3 4 5 4 3 2 1 0
0 1 2 3 4 5 4 3 2 1 0
1 0 1 2 3 4 3 2 1 0 1
2 1 0 1 2 3 2 1 0 1 2
3 2 1 0 1 2 1 0 1 2 3
2 1 0 1 2 3 2 1 0 1 2
1 0 1 2 3 4 3 2 1 0 1
0 1 2 3 4 5 4 3 2 1 0
0 1 2 3 4 5 4 3 2 1 0
0 1 2 3 4 5 4 3 2 1 0
Figura 2.69: Matriz de distancias locales obtenida para la homotecia inversa.
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0 1 3 6 10 15 19 22 24 25 25
0 1 3 6 10 5 5 6 8 9 9
0 1 3 6 10 5 5 6 8 9 5
1 0 1 3 6 4 4 5 6 6 6
3 1 0 1 3 4 2 2 2 3 5
6 2 1 0 1 3 2 0 1 3 6
8 1 1 1 2 4 4 1 0 1 3
9 0 1 3 4 6 4 3 1 0 1
9 1 2 4 7 9 4 4 3 1 0
9 2 3 3 5 8 5 5 4 2 0
9 3 4 4 4 6 6 5 2 2 0
Figura 2.70: Matriz de costes acumulados obtenida para la homotecia inversa.
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0 4 4 4 4 4 4 4 4 4 4
1 3 4 4 4 2 2 2 2 4 4
1 3 3 4 4 2 2 2 2 4 2
1 3 4 4 4 2 2 2 4 4 2
1 1 3 4 4 2 2 2 4 4 4
1 5 1 3 4 4 2 2 4 4 4
1 5 5 1 3 3 1 1 2 4 4
1 5 4 1 3 3 2 1 1 3 4
1 1 5 5 5 3 2 2 1 1 3
1 1 5 5 5 5 2 5 5 1 1
1 1 5 5 5 5 2 5 5 5 1
Figura 2.71: Matriz de direcciones obtenida para la homotecia inversa.
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Figura 2.72: Gra´fico de densidad obtenido para la homotecia inversa.
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Figura 2.73: A´rea y TDI obtenidos para la homotecia inversa.
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Figura 2.74: Ajuste obtenido para la homotecia inversa.
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La expresio´n general de la fo´rmula recursiva necesaria para obtener efectos de
homotecias inversas (ve´ase 2.75) viene recogida en la figura 2.76.
Figura 2.75: Homotecia gene´rica inversa.
D(i, j) = min

D(i− 1, j − 1) + d(i, j))
D(i, j − 1) + d(i, j)
D(i− (h+ 1), j − 1) + d(i, j)
Figura 2.76: Patro´n de paso que realiza homotecias inversas.
Pasamos, a continuacio´n a abordar el ajuste en el caso de tener una homotecia
directa como la mostrada en el ejemplo de la figura 2.66.
Observamos que en este caso, a la hora de transformar nuestra serie de test
tenemos varias posibilidades de actuacio´n que conllevan trasformaciones distintas
de la serie de test y, por lo tanto, ajustes diferentes a la serie de referencia (ve´anse
figuras 2.77 y 2.78):
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Figura 2.77: Solucio´n 1 para la homotecia
directa.
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Figura 2.78: Solucio´n 2 para la homotecia
directa.
De nuevo, a la hora de trasformar nuestra serie de test, volvemos a conocer
perfectamente cua´l es la correspondencia exacta que queremos para cada uno de sus
nuevos puntos con el fin de obtener las soluciones planteadas (ve´anse tablas 2.7 y 2.8).
Por lo tanto, tenemos identificados nuestros caminos o´ptimos cuyas transformaciones
dara´n lugar a ambas soluciones (ve´anse figuras 2.79 y 2.80).
i1 = 1 j1 = 1
i2 = 2 j2 = 1
i3 = 3 j3 = 1
i4 = 6 j4 = 6
i5 = 9 j5 = 11
i6 = 10 j6 = 11
i7 = 11 j7 = 11
Tabla 2.7: Puntos del camino para resolver
la homotecia directa con la solucio´n 1.
i1 = 1 j1 = 1
i2 = 2 j2 = 1
i3 = 3 j3 = 1
i4 = 4 j4 = 2
i5 = 5 j5 = 3
i6 = 6 j6 = 4
i7 = 6 j7 = 5
i8 = 6 j8 = 6
i9 = 6 j9 = 7
i10 = 6 j10 = 8
i11 = 7 j11 = 9
i12 = 8 j12 = 10
i13 = 9 j13 = 11
i14 = 10 j14 = 11
i15 = 11 j15 = 11
Tabla 2.8: Puntos del camino para resolver
la homotecia directa con la solucio´n 2.
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Figura 2.79: Camino referente a la solucio´n
1 de la homotecia directa.
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Figura 2.80: Camino referente a la solucio´n
2 de la homotecia directa.
La fo´rmula recursiva correspondiente a la solucio´n 1 de la homotecia directa del
ejemplo viene recogida en al figura 2.81.
D(i, j) = min
{
D(i− 3, j − 5) + d(i, j)
D(i− 1, j) + d(i, j)
Figura 2.81: Patro´n de paso que realiza homotecias directas, como la del ejemplo,
siguiendo la solucio´n 1.
Que tambie´n tiene una expresio´n gene´rica que viene recogida en la figura 2.82:
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D(i, j) = min
{
D(i− a, j − A) + d(i, j)
D(i− 1, j) + d(i, j)
Figura 2.82: Patro´n de paso que realiza homotecias directas siguiendo la solucio´n 1.
Si por el contrario, se prefiere la solucio´n 2, la fo´rmula recursiva a utilizar tendra´
la expresio´n que se muestra en la figura 2.83 y vuelve a coincidir con Symmetric1.
Query index
R
ef
e
re
n
ce
 in
de
x
l
l
1
l
1
l 1
−1 0
−
1
0
D(i, j) = min

D(i, j − 1) + d(i, j))
D(i− 1, j − 1) + d(i, j)
D(i− 1, j) + d(i, j)
Figura 2.83: Patro´n de paso que realiza homotecias directas siguiendo la solucio´n 2.
Finalmente, repetimos el proceso completo de ca´lculo del camino o´ptimo y series
alineadas y comprobamos que, en ambos casos, con las fo´rmulas recursivas planteadas
se obtienen los ajustes esperados. (ve´anse figuras 2.84,2.85,2.86,2.87,2.88,2.89,2.90,2.91,
2.92, 2.93,2.94 y 2.95):
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0 0 0 1 2 3 2 1 0 0 0
1 1 1 0 1 2 1 0 1 1 1
2 2 2 1 0 1 0 1 2 2 2
3 3 3 2 1 0 1 2 3 3 3
4 4 4 3 2 1 2 3 4 4 4
5 5 5 4 3 2 3 4 5 5 5
4 4 4 3 2 1 2 3 4 4 4
3 3 3 2 1 0 1 2 3 3 3
2 2 2 1 0 1 0 1 2 2 2
1 1 1 0 1 2 1 0 1 1 1
0 0 0 1 2 3 2 1 0 0 0
Figura 2.84: Matriz de distancias locales
obtenida para la homotecia directa. Solu-
cio´n 1.
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0 0 0 1 2 3 2 1 0 0 0
1 1 1 0 1 2 1 0 1 1 1
2 2 2 1 0 1 0 1 2 2 2
3 3 3 2 1 0 1 2 3 3 3
4 4 4 3 2 1 2 3 4 4 4
5 5 5 4 3 2 3 4 5 5 5
4 4 4 3 2 1 2 3 4 4 4
3 3 3 2 1 0 1 2 3 3 3
2 2 2 1 0 1 0 1 2 2 2
1 1 1 0 1 2 1 0 1 1 1
0 0 0 1 2 3 2 1 0 0 0
Figura 2.85: Matriz de distancias locales
obtenida para la homotecia directa. Solu-
cio´n 2.
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0 0 0 1 3 6 8 9 9 9 9
1 1 1 1 2 4 5 5 6 7 8
3 3 3 2 2 3 3 4 6 8 10
6 6 6 4 3 0 1 2 4 6 9
10 10 10 7 5 1 3 4 5 6 8
15 15 15 4 3 2 4 7 7 7 8
19 19 19 4 3 2 3 5 8 7 4
22 22 22 5 4 2 3 4 6 6 4
24 24 24 6 4 3 3 4 2 3 4
25 25 25 6 5 5 4 4 2 3 3
25 25 25 7 7 8 6 4 2 2 2
Figura 2.86: Matriz de costes acumulados
obtenida para la homotecia directa. Solu-
cio´n 1.
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0 0 0 1 3 6 8 9 9 9 9
1 1 1 0 1 3 4 4 5 6 7
3 3 3 1 0 1 1 2 4 6 8
6 6 6 3 1 0 1 3 5 7 9
10 10 10 6 3 1 2 4 7 9 11
15 15 15 10 6 3 4 6 9 12 14
19 19 19 13 8 4 5 7 10 13 16
22 22 22 15 9 4 5 7 10 13 16
24 24 24 16 9 5 4 5 7 9 11
25 25 25 16 10 7 5 4 5 6 7
25 25 25 17 12 10 7 5 4 4 4
Figura 2.87: Matriz de costes acumulados
obtenida para la homotecia directa. Solu-
cio´n 2.
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1 1 1 1 1 1 1 1 2 4 3
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Figura 2.88: Matriz de direcciones obteni-
da para la homotecia directa. Solucio´n 1.
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Figura 2.89: Matriz de direcciones obteni-
da para la homotecia directa. Solucio´n 2.
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Figura 2.90: Gra´fico de densidad obtenido
para la homotecia directa. Solucio´n 1.
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Figura 2.91: Gra´fico de densidad obtenido
para la homotecia directa. Solucio´n 2.
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Figura 2.92: A´rea y TDI obtenidos para
la homotecia directa. Solucio´n 1.
Figura 2.93: A´rea y TDI obtenidos para
la homotecia directa. Solucio´n 2.
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Figura 2.94: Ajuste obtenido para la ho-
motecia directa con solucio´n 1.
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Figura 2.95: Ajuste obtenido para la ho-
motecia directa con solucio´n 2.
2.5.3. Simetr´ıas.
Sea r una recta fija del plano y X un punto cualquiera del plano. Desde un punto
de vista geome´trico, se llama sime´trico del punto X, respecto de la recta r, al punto
X ′ tal que r es la mediatriz del segmento
−−→
XX ′
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La simetr´ıa axial de eje la recta r es la transformacio´n geome´trica del plano que
asocia a cada punto X su sime´trico respecto de r (ve´ase figura 2.96).
Figura 2.96: Simetr´ıa en el plano
Cuando hablamos de simetr´ıas respecto del tiempo, nos estamos refiriendo a los
siguientes escenarios (ve´anse figuras 2.97 y 2.98):
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Figura 2.97: Ejemplo 1 de simetr´ıa
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Figura 2.98: Ejemplo 2 de simetr´ıa
Observamos que, a la hora de transformar nuestra serie de test, conocemos cua´l es
la correspondencia que queremos para cada uno de sus nuevos puntos (ve´anse tablas
2.9 y 2.10). Por lo tanto, en principio ya tenemos identificados los que deber´ıan ser
los caminos o´ptimos referentes a simetr´ıas en el tiempo (ve´anse figuras 2.99 y 2.100):
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i1 = 1 j1 = 1
i2 = 1 j2 = 2
i3 = 1 j3 = 3
i4 = 1 j4 = 4
i5 = 1 j5 = 5
i6 = 1 j6 = 6
i7 = 1 j7 = 7
i8 = 1 j8 = 8
i9 = 1 j9 = 9
i10 = 1 j10 = 10
i11 = 1 j11 = 11
i12 = 10 j12 = 12
i13 = 9 j13 = 13
i14 = 8 j14 = 14
i15 = 7 j15 = 15
i16 = 6 j16 = 16
i17 = 5 j17 = 17
i18 = 4 j18 = 18
i19 = 3 j19 = 19
i20 = 2 j20 = 20
i21 = 1 j21 = 21
Tabla 2.9: Puntos del “camino” referente
a la simetr´ıa 1.
i1 = 1 j1 = 1
i2 = 2 j2 = 1
i3 = 3 j3 = 1
i4 = 4 j4 = 1
i5 = 5 j5 = 1
i6 = 6 j6 = 1
i7 = 7 j7 = 1
i8 = 8 j8 = 1
i9 = 9 j9 = 1
i10 = 10 j10 = 1
i11 = 11 j11 = 1
i12 = 12 j12 = 10
i13 = 13 j13 = 9
i14 = 14 j14 = 8
i15 = 15 j15 = 7
i16 = 16 j16 = 6
i17 = 17 j17 = 5
i18 = 18 j18 = 4
i19 = 19 j19 = 3
i20 = 20 j20 = 2
i21 = 21 j21 = 1
Tabla 2.10: Puntos del “camino” referente
a la simetr´ıa 2.
.
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Figura 2.99: Candidato a camino para la
simetr´ıa 1.
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Figura 2.100: Candidato a camino para la
simetr´ıa 2.
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Sin embargo, en este caso, la relacio´n que nos interesa establecer entre los ı´ndices
temporales para alinear un desajuste sime´trico no cumple la condicio´n de monoton´ıa
(esta condicio´n asegura que en el camino los puntos esta´n ordenados respecto del
tiempo).
Cabe destacar, por tanto, que la definicio´n de la funcio´n recursiva nos ofrece
la posibilidad de controlar las transformaciones a realizar en el eje del tiempo, lo
que abre una l´ınea muy importante, que se desarrolla en los pro´ximos cap´ıtulos de
esta tesis y que consiste en el disen˜o de funciones para´metricas de recursio´n que nos
permitan identificar feno´menos y ponderar eventos manteniendo controlado el I´ndice
de Distorsio´n Temporal permitido segu´n el estudio a realizar.
Cap´ıtulo 3
Nuevas familias de funciones
recursivas: Optimizacio´n
simulta´nea de MAE y distorsio´n
temporal.
Como se ha visto en el cap´ıtulo anterior una de las posibilidades de desarrollo
que tiene la metodolog´ıa para evaluar el TDI reside en el disen˜o de funciones re-
cursivas con caracter´ısticas de intere´s para cada problema concreto. En el presente
cap´ıtulo se proponen nuevas familias de patrones de paso que cumplen la propiedad
de minimizar el error absoluto medio entre la serie alineada obtenida y la serie de re-
ferencia, esto es, en la propia construccio´n del camino o´ptimo, estaremos obteniendo
la serie alineada que presenta el menor error absoluto. Adema´s, se define otra familia
parame´trica de funciones recursivas, derivada de la anterior, que permite controlar
mediante penalizacio´n la cantidad de distorsio´n temporal realizada al alinear las se-
ries. Comenzaremos definiendo el error bidimensional de la serie de test T respecto
a la serie de referencia R como el vector formado por el Indice de Distorsio´n Tem-
poral y el error absoluto medio entre la serie alineada y la serie de referencia, para
continuar con las nuevas familias, sus propiedades y la ilustracio´n de su uso en casos
reales.
93
Cap´ıtulo 3. Nuevas familias de funciones recursivas: Optimizacio´n simulta´nea de
MAE y distorsio´n temporal. 94
3.1. Definicio´n del error bidimensional.
Como se ha mencionado anteriormente, una vez que hemos definido el I´ndice
de Distorsio´n Temporal (TDI), esta medida puede complementarse con el t´ıpico
error estad´ıstico de precisio´n entre la serie de referencia y la serie alineada, y que
identificamos con MAE(S):
MAE(S) = MAE(S,R)
Ec.2.2
=
N∑
i=1
|Si −Ri|
N
(3.1)
Denominaremos MAE(S) normalizado al valor que resulta de dividir MAE(S)
entre la capacidad ma´xima de generacio´n de la planta (Potencia Nominal, PN), en el
caso de que estemos trabajando con energ´ıa eo´lica o entre el valor ma´ximo o medio,
dependiendo de la variable de referencia analizada, en otros casos.
El valor de TDI y el valor de MAE(S) se utilizan, por tanto, para descomponer
el error de la serie de test T respecto a la serie de referencia R en dos componentes o
dimensiones: la dimensio´n del error temporal u horizontal medida a trave´s del TDI
y la dimensio´n del error absoluto o vertical cuantificado por el MAE(S).
Este par de medidas definen el vector de error bidimensional que se denota por
BERF :
BERF (T,R) = (TDI,MAE(S))RF (3.2)
donde el sub´ındiceRF indica la fo´rmula recursiva utilizada. Es importante sen˜alar
que diferentes alineaciones (obtenidas a partir de diferentes funciones recursivas)
producen diferentes vectores de errores bidimensionales.
Es evidente que cuando no se hace ninguna alineacio´n entre la serie de test y la
serie de referencia, esto es, cuando S = T (w∗ = wI), se cumple que BE0(T,R) =
(0,MAE(T,R)), es decir, TDI = 0 y MAE(S) = MAE(T,R).
Ahora vamos a trabajar con un ejemplo creado artificialmente para enfatizar la
ventaja de incluir el error temporal en la evaluacio´n de la precisio´n de las prediccio-
nes. Consideramos, por un lado, una serie de referencia y, por otro lado, dos series
diferentes de test (diferentes prono´sticos) tal y como se muestran en las figuras 3.1
y 3.2. La serie de test T2 capta completamente la forma, el taman˜o y la duracio´n de
los eventos de la serie de referencia, pero esta´ desplazada (retrasada) unas pocas uni-
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dades de tiempo. La serie de test T1 proporciona una prediccio´n peor respecto a la
forma, el taman˜o y la duracio´n de estos eventos, aunque se encuentra mejor alineada.
La medicio´n del desv´ıo u´nicamente a trave´s del error absoluto da como resultado el
mismo valor para ambas series de prono´stico, es decir, MAE(T1, R) = MAE(T2, R).
Sin embargo, cuando se calcula el TDI y se considera el vector de error bidimen-
sional (ve´ase la figura 3.3), aparece la diferencia entre la calidad de ambas predic-
ciones. La ausencia de precisio´n en T2 se debe al error temporal, segu´n se expresa
en BERF (T2, R) = (4.688, 0), mientras que en T1 la mayor parte del error es de
naturaleza vertical: BERF (T1, R) = (1.172, 12.1875)
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Figura 3.1: Serie de test T1 y referencia.
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Figura 3.2: Serie de test T2 y referencia.
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Figura 3.3: Errores bidimensionales.
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3.2. Metodolog´ıa para obtener los errores bidi-
mensionales en la evaluacio´n de predicciones
de energ´ıa renovable: Un caso real.
Comenzaremos la seccio´n con un breve recordatorio de los conceptos ba´sicos de
optimizacio´n multiobjetivo.
Los problemas de optimizacio´n multiobjetivo pueden formularse de la siguiente
manera:
Se trata de encontrar un vector −→x ∗ = [x∗1, x∗2, ...., x∗n]T que satisfaga las m restric-
ciones de desigualdad:
gi(
−→x ) ≤ 0 i = 1, 2, .....,m
las p restricciones de igualdad:
hj(
−→x ) = 0 j = 1, 2, ....., p
y que optimice la funcio´n vectorial:
−→
f (−→x ) = [f1(−→x ), f2(−→x ), ...., fk(−→x )]T
siendo −→x = [x1, x2, . . . , xn]T el vector de variables de decisio´n.
Hay que optimizar, por tanto, una funcio´n de la forma f : S −→ T , donde S ⊂ Rn
y T ⊂ Rk.
Pero el problema esta´ en que normalmente no existe un elemento de S que pro-
duzca un o´ptimo de forma simulta´nea para cada uno de los k objetivos que componen
f . Eso se debera´ a la existencia de conflictos entre objetivos, que hara´n que la mejora
de uno de ellos de lugar a un empeoramiento de algu´n otro. La nocio´n de o´ptimo tiene
que ser redefinida en el contexto multiobjetivo, donde en lugar de buscar una u´nica
solucio´n mejor, se intenta producir un conjunto de buenas soluciones de compromiso.
El desaf´ıo principal de los algoritmos de optimizacio´n multiobjetivo es encontrar este
conjunto de soluciones para ofrecer al tomador de decisiones las mejores alternativas
entre las disponibles, para que este u´ltimo seleccione una de ellas.
Dado un problema de optimizacio´n multiobjetivo P para evaluar la bondad de
las soluciones utilizaremos el criterio de o´ptimo Edgeworth-Pareto (propuesto por
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Edgeworth en 1881 y generalizado por el matema´tico Vilfredo Pareto en 1896).
Dado un vector −→u = (u1, u2, ...., uk), se dice que domina a otro vector −→v =
(v1, v2, ...., vk) si y so´lo si:
Para todo i ∈ {1, 2, . . . , k} ui 6 vi y existe i0 ∈ {1, 2, . . . , k} tal que ui0 < vi0
(ve´ase figura 3.4).
Figura 3.4: Soluciones no dominadas
Una solucio´n x∗ se dice que es Pareto-o´ptima si y so´lo si no existe otro vector x
tal que v = f(x) = (v1, v2, ...., vk) domine a u = f(x
∗) = (u1, u2, ...., uk).
Es decir, x∗ es un o´ptimo de Pareto cuando no existe otra solucio´n x que haga
mejorar alguno de los objetivos sin que empeore de forma simultanea alguno de los
otros (ve´ase figuras 3.5 y 3.6).
Figura 3.5: Limites Frontera Pareto Figura 3.6: Frontera Pareto
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En las secciones anteriores hemos expuesto la metodolog´ıa para evaluar la dimen-
sio´n temporal de los errores de prediccio´n y el ca´lculo de los errores bidimensionales:
Paso 1: Seleccio´n de la fo´rmula de recursividad.
Paso 2: Ca´lculo de las matrices de distancias locales, costes acumulados y
matriz de direcciones.
Paso 3: Determinacio´n del camino o´ptimo.
Paso 4: Construccio´n de la nueva serie alineada.
Paso 5: Ca´lculo del ı´ndice de distorsio´n temporal (TDI) y del error bidimen-
sional (BERF ).
y hemos ilustrado sus principales caracter´ısticas utilizando datos sinte´ticos.
En esta seccio´n aplicaremos la misma la metodolog´ıa usando series de datos reales.
En primer lugar, mostramos dos ejemplos provenientes de la prediccio´n de radia-
cio´n solar. As´ı, en la figura 3.7 se presentan los datos registrados de radiacio´n normal
directa (DNI, por sus siglas en ingle´s Direct Normal Irradiance) para un d´ıa, y la
correspondiente prediccio´n generada con 24 horas de antelacio´n. La l´ınea negra co-
rresponde a las medidas y la l´ınea roja a los prono´sticos. Si prestamos atencio´n a los
feno´menos que ocurren durante este intervalo, podemos observar dos eventos de cielo
claro con un per´ıodo de nubosidad relativa entre ellos. En te´rminos generales, este
comportamiento de la DNI ha sido correctamente identificado por las predicciones.
Sin embargo, los eventos han sido pronosticados con alguna desalineacio´n o duracio´n
diferente. La figura 3.8 contiene el resultado obtenido despue´s del procedimiento de
alineacio´n. La l´ınea negra corresponde a la medida; la azul es el resultado de la serie
alineada. La figura 3.9 contiene los errores bidimensionales. De este modo, el punto
negro (BE0(T,R)) tiene componente TDI igual a 0 y recoge el MAE(T,R) ofre-
cido por el prono´stico de aproximadamente un 10 %. Por otro lado, el punto azul
(BERF (T,R)) corresponde al resultado de evaluar el TDI, que alcanza un valor de
6 %, y su segunda componente recoge el MAE(S), que disminuye hasta un valor del
2 %. En consecuencia, podr´ıamos afirmar que, en este caso, la desalineacio´n temporal
es responsable de un 80 % del error de prediccio´n.
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Figura 3.7: Serie de radiacio´n medida y
predicha.
Figura 3.8: Serie de radiacio´n medida y ali-
neada.
Figura 3.9: Errores bidimensionales.
Otro ejemplo de aplicacio´n del ca´lculo de errores bidimensionales para prediccio´n
de radiacio´n, en este caso para un d´ıa despejado salvo las primeras horas del d´ıa, se
recoge en las figuras 3.10, 3.11 y 3.12.
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Figura 3.10: Serie de radiacio´n medida y
predicha.
Figura 3.11: Serie de radiacio´n medida y
alineada.
Figura 3.12: Errores bidimensionales.
A continuacio´n compararemos una serie de prediccio´n de energ´ıa eo´lica con una
serie real de produccio´n. Adema´s, considerando diferentes fo´rmulas recursivas, pro-
porcionaremos una visio´n ma´s profunda de la medida bi-dimensional de los errores
de prediccio´n.
Las series temporales consistira´n en: a) tres d´ıas de produccio´n de energ´ıa eo´lica
en un parque eo´lico situado en el norte de Espan˜a y b) su respectiva prediccio´n de
energ´ıa realizada con 72 horas de anticipacio´n. La prediccio´n de la energ´ıa eo´lica se
ha obtenido mediante el modelo LocalPred ([40, 41]). La serie de energ´ıa medida
real representara´ el papel de serie de referencia, mientras que la serie de energ´ıa
pronosticada desempen˜ara´ el papel de serie de test. Podemos ver graficadas ambas
series en la figura 3.13.
Cap´ıtulo 3. Nuevas familias de funciones recursivas: Optimizacio´n simulta´nea de
MAE y distorsio´n temporal. 101
0 10 20 30 40 50 60 70
0
50
00
10
00
0
20
00
0
30
00
0
Hours
kW
/h
forecast
measure
Figura 3.13: Tres d´ıas de energ´ıa eo´lica generada y su correspondiente prediccio´n.
Siguiendo la metodolog´ıa expuesta en las secciones anteriores, la componente
temporal del error se calcula a partir del a´rea entre el camino identidad y el camino
o´ptimo que hemos obtenido a trave´s de la fo´rmula recursiva seleccionada (ve´ase TDI
en las ecuaciones 2.18, 2.19, y 2.20). La componente vertical o absoluta del error se
identifica a trave´s del error absoluto medio entre la serie de tiempo real y la serie
alineada (ve´ase MAE(S) en la ecuacio´n 3.1). Como subrayamos en el cap´ıtulo 2, la
fo´rmula recursiva que seleccionemos definira´ el grado de libertad permitido en los
movimientos del camino o´ptimo para emparejar los ı´ndices temporales de la serie
real y la serie pronosticada. En general, cuanta ma´s libertad de movimiento tenga
el camino encargado de emparejar ambas series, mayor sera´ el TDI obtenido y ma´s
pequen˜o sera´ el error absoluto (MAE(S)) alcanzado. Para ilustrar este comporta-
miento hemos considerado un conjunto de fo´rmulas recursivas que difieren entre ellas
en cuanto a la amplitud de los pasos permitidos y en cuanto a los pesos asignados a
diferentes movimientos. El nombre de los patrones de paso asociados a estas fo´rmulas
recursivas y sus representaciones gra´ficas pueden verse en la tabla 2.2.
El conjunto de vectores de errores bi-dimensionales (ve´ase ecuacio´n 3.2) se repre-
senta en la figura 3.14. En terminos generales, observamos que un aumento del error
temporal va acompan˜ado de una reduccio´n del error absoluto, aunque no siempre es
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as´ı: hay algunas fo´rmulas recursivas que proporcionan, con respecto a otras, un valor
mejor para ambas componentes del error.
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Figura 3.14: Errores bidimensionales obtenidos con diferentes fo´rmulas recursivas
para el caso de energ´ıa eo´lica.
3.3. Estudio de la relacio´n entre el coste asociado
al camino o´ptimo y el MAE obtenido entre la
serie alineada y la serie de referencia.
Vemos que, en general, no existe una relacio´n en cuanto al coste asociado al
camino o´ptimo entre la serie de test y la serie de referencia, cw∗(T,R), y el error
absoluto medio entre la serie alineada por el camino correspondiente y la serie de
referencia, MAE(S).
Tomemos el siguiente ejemplo. Consideramos las siguientes series temporales de
test, referencia y alineada (tabla 3.1) y sus correspondientse matrices de distancias
locales y de costes acumulados (figuras 3.15 y 3.16) calculadas a partir del patro´n de
paso Asymmetric.
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T1 = 0 R1 = 0 S1 = 0
T2 = 0 R2 = 1 S2 = 1
T3 = 0 R3 = 2 S3 = 2
T4 = 1 R4 = 3 S4 = 2.5
T5 = 2 R5 = 4 S5 = 3
T6 = 3 R6 = 5 S6 = 2.5
T1 = 2 R7 = 4 S7 = 2
T8 = 1 R8 = 3 S8 = 1.5
T9 = 0 R9 = 2 S9 = 1
T10 = 0 R10 = 1 S10 = 0.5
T10 = 0 R11 = 0 S11 = 0
Tabla 3.1: Ejemplo de serie de test, referencia y alineada para analizar la relacio´n
entre MAE(S) y cw∗(T,R).
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0 0 0 1 2 3 2 1 0 0 0
1 1 1 0 1 2 1 0 1 1 1
2 2 2 1 0 1 0 1 2 2 2
3 3 3 2 1 0 1 2 3 3 3
4 4 4 3 2 1 2 3 4 4 4
5 5 5 4 3 2 3 4 5 5 5
4 4 4 3 2 1 2 3 4 4 4
3 3 3 2 1 0 1 2 3 3 3
2 2 2 1 0 1 0 1 2 2 2
1 1 1 0 1 2 1 0 1 1 1
0 0 0 1 2 3 2 1 0 0 0
Figura 3.15: Matriz ejemplo de distancias
locales
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0 0 0 1 3 6 8 9 9 9 9
1 1 0 1 3 4 4 5 6 7
2 2 1 0 1 1 2 4 6 8
4 3 1 0 1 3 5 7 9
6 5 3 1 2 4 6 8 10
8 6 3 3 5 8 10 12
9 7 4 3 5 8 10 12
9 6 4 5 8 11 13
9 8 4 4 6 8 10
11 7 4 5 6 7
12 10 5 4 4 4
Figura 3.16: Matriz ejemplo de costes acu-
mulados
Nos planteamos, a continuacio´n las siguientes cuestiones:
¿Cua´l es el coste asociado al camino o´ptimo?
¿Cua´l es el error absoluto medio entre la serie alineada, mediante el camino
optimo, y la serie de referencia?
Observamos que la matriz de costes acumulados nos indica que el coste asociado
al camino optimo es 4, ya que:
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D(11, 11) =
= D(10, 11) + d(11, 11)
= D(9, 11) + d(10, 11) + d(11, 11)
= D(8, 9) + d(9, 11) + d(10, 11) + d(11, 11) =
= D(7, 7) + d(8, 9) + d(9, 11) + d(10, 11) + d(11, 11) =
= D(6, 5) + d(7, 7) + d(8, 9) + d(9, 11) + d(10, 11) + d(11, 11) =
= D(5, 3) + d(6, 5) + d(7, 7) + d(8, 9) + d(9, 11) + d(10, 11) + d(11, 11) =
= D(4, 2) + d(5, 3) + d(6, 5) + d(7, 7) + d(8, 9) + d(9, 11) + d(10, 11) + d(11, 11) =
. . .
= D(1, 1)︸ ︷︷ ︸
=d(1,1)
+d(2, 1) + d(3, 1) + d(4, 2) + d(5, 3) + d(6, 5)+
+d(7, 7) + d(8, 9) + d(9, 11) + d(10, 11) + d(11, 11) =
= 0 + 0 + 0 + 0 + 0 + 1 + 2 + 1 + 0 + 0 + 0 = 4
Por otro lado observamos que:
N ∗MAE(S) = N ∗
11∑
i=1
|Si −Ri|
N
=
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= |0− 0|+ |1− 1|+ |2− 2|+ |2.5− 3|+ |3− 4|+ |2.5− 5|+ |2− 4|+
+|1.5− 3|+ |1− 2|+ |0.5− 1|+ |0− 0| = 9
Y nos planteamos los requisitos que ha de cumplir la funcio´n recursiva para que
el MAE(S) pueda ser deducido y minimizado en la propia construccio´n del camino
o´ptimo.
3.4. MOF : Nueva familia de patrones de paso que
minimizan el MAE(S).
En esta seccio´n proponemos una nueva familia parametrizada de funciones de
recursio´n que permite una mayor flexibilidad temporal, y al mismo tiempo, con-
sigue optimizar el MAE(S) en la construccio´n del camino o´ptimo. Llamaremos a
esta nueva familia indexada MOF (por sus siglas en ingle´s: (M)AE (O)ptimization
(F)amily).
Definicio´n 3.4.1. Sean n y m valores enteros que son fijos y representan los in-
crementos temporales ma´ximos permitidos al hacer coincidir ambas series de test y
referencia, los patrones de paso asociados a MOF se denotan por TMAE∆(n,m) y su
fo´rmula recursiva se define por la siguiente expresio´n:
D(1, 1) = d(1, 1)
D(i, j) = min

D(i−∆i, j −∆j)+
∑∆j−1
n=1 d(i−∆i + n∆i∆j , j − (∆j − n)) +d(i, j) ∀∆i ∈ [1, n] ∀∆j ∈ [2,m]
D(i−∆i, j −∆j)+ +d(i, j) ∀∆i ∈ [1, n] y ∆j = 1
(3.3)
(∆i,∆j , n y m ∈ N y mcd(∆i,∆j) = 1)
donde d(x, j) ≡ d(Tx, Rj) = |(1− x+ [x]) ∗ T[x] + (x− [x]) ∗ T[x]+1 −Rj | si x /∈ N.
Debemos tener en cuenta que hemos descartado los tramos horizontales y ver-
ticales. Esto se debe a que producen distorsiones temporales extremas que impiden
una interpretacio´n lo´gica en los casos reales.
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En el caso general, el problema de optimizacio´n propuesto en la ecuacio´n 2.4
no minimiza el MAE(S). Sin embargo, esta minimizacio´n se logra cuando se usa el
nuevo patro´n de paso TMAE∆(n,m). Es importante resaltar que, cuando trabajamos
con la nueva familia MOF , aparece una relacio´n entre el coste asociado al camino
o´ptimo encontrado (cw∗(T,R)) y el error absoluto medio entre la serie alineada y la
serie de referencia (MAE(S)), tal y como podemos apreciar en el siguiente resultado:
Proposicio´n 3.4.1. Dadas T = (T1, T2, ..., TN) con N ∈ N la serie de test y
R = (R1, R2, ..., RN) con N ∈ N la serie de referencia. Sea w∗ el camino o´ptimo
encontrado entre las series T y R calculado con el patro´n de paso TMAE∆(n,m). Con-
sideramos S = (S1, S2, ..., SN) con N ∈ N la serie alineada calculada a trave´s del
camino o´ptimo w∗, entonces se cumple lo siguiente:
cw∗(T,R) = N ∗MAE(S) (3.4)
Dem: Dado w∗ = (w1, w2, . . . , wl, . . . , wk−1, wk) camino o´ptimo. Observamos que:
wk = (ik, jk) = (N,N)
wk−1 = (ik−1, jk−1) = (ik −∆ik , jk −∆jk) = (N −∆ik , N −∆jk)
wk−2 = (ik−2, jk−2) = (ik−1−∆ik−1 , jk−1−∆jk−1) = (N−∆ik−∆ik−1 , N−∆jk−∆jk−1)
. . .por tanto,
cw∗(T,R)
Ec.2.6
=
= D(N,N)
Ec.3.3
= D(N−∆ik , N−∆jk)+
∆jk−1∑
n=1
d(N−∆ik+n
∆ik
∆jk
, N−(∆jk−n))+d(N,N) =
(∗)
=D(N −∆ik , N −∆jk) + (∆jk) ∗MAE(S(N −∆jk + 1 : N)) =
(∗)
=
Ec.3.3
D(N−∆ik−∆ik−1 , N−∆jk−∆jk−1)+(∆jk−1)∗MAE(S(N−∆jk−∆jk−1+1 : N−∆jk))+
+(∆jk)∗MAE(S(N−∆jk+1 : N)) = aplicando recursividad. . . . . .
hacia atras
= D(1, 1)+(N−1)∗MAE(S(2 : N))) =
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(∗)
=
Ec.3.3
N ∗MAE(S)
(*) Denotamos S(r : t) := (Sr, Sr+1, . . . , St−1, St) r, t ∈ [1 : N ].
Con el objetivo de ilustrar esta nueva familia parametrizada de patrones de paso
(MOF ), y las consecuencias de este resultado, vamos a considerar el caso particular
TMAE∆(4,4). La expresio´n de la misma se puede consultar a continuacio´n mientras
que la representacio´n gra´fica relacionada se encuentra en la figura 3.25.
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Podemos observar que la transicio´n (2, 4) no esta´ considerada, y esto es as´ı por el
siguiente motivo: como el mcd(2, 4) = 2 este movimiento podr´ıa obtenerse aplicando
dos veces consecutivas el movimiento (1, 2).
Para resaltar la igualdad alcanzada en la ecuacio´n 3.4 vamos a analizar, como
ejemplo ilustrativo, una rama espec´ıfica de la funcio´n recursiva (resaltada en azul
en su expresio´n). Estudiaremos, por tanto, la contribucio´n que tiene ese tramo del
camino (rama de la recursio´n) tanto en el ca´lculo final del N ∗MAE(S) como en el
coste cw∗(T,R).
CASO: ∆i = 1,∆j = 4
Index test
In
de
x 
re
fe
re
n
ce
i−1 i
j−4
j−3
j−2
j−1
j
Sj−3 = Tf(j−3) = T(i−1)+ 1
4
Sj−2 = Tf(j−2) = T(i−1)+ 2
4
Sj−1 = Tf(j−1) = T(i−1)+ 3
4
Sj = Tf(j) = Ti
Figura 3.17: Tramo con ∆i = 1 y ∆j = 4.
En la parte gra´fica de la figura 3.17 los puntos coloreados de negro y amarillo
corresponden al comienzo y al final, respectivamente, del tramo del camino,
mientras que los puntos coloreados de rojos muestran las distancias intermedias
que debemos considerar al cuantificar el coste de esta rama. En la figura 3.17
la tabla de la derecha muestra la relacio´n entre los ı´ndices para la construccio´n
de la serie alineada.
Podemos advertir, por tanto que en el caso de que dicho tramo forme parte del
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camino o´ptimo, su contribucio´n al coste total del camino se pone de manifiesto
en la siguiente expresio´n:
cw∗(T,R) = . . .+ d(i− 3
4
, j− 3) + d(i− 1
2
, j− 2) + d(i− 1
4
, j− 1) + d(i, j) + . . .
Pero en la construccio´n de N ∗MAE(S) correspondiente entre la serie alineada
y la serie de referencia se incluira´n los siguientes sumandos:
N∗MAE(S)Ec.3.1= . . .+|Sj−3−Rj−3|+|Sj−2−Rj−2|+|Sj−1−Rj−1|+|Sj−Rj|+. . .
Ec.2.13
=
Ec.2.14
. . .+d(T(i−1)+ 1
4
, Rj−3)+d(T(i−1)+ 2
4
, Rj−2)+d(T(i−1)+ 3
4
, Rj−1)+d(Ti, Rj)+. . .
≡ . . .+ d(i− 3
4
, j − 3) + d(i− 1
2
, j − 2) + d(i− 1
4
, j − 1) + d(i, j) + . . .
A continuacio´n puede verse el procedimiento de ilustracio´n y verificacio´n para
el resto de las ramas que forman la recurrencia:
CASO: ∆i = 1,∆j = 3
Index test
In
de
x 
re
fe
re
n
ce
i−1 i
j−3
j−2
j−1
j
Sj−2 = Tf(j−2) = T(i−1)+ 1
3
Sj−1 = Tf(j−1) = T(i−1)+ 2
3
Sj = Tf(j) = Ti
Figura 3.18: Tramo con ∆i = 1 y ∆j = 3.
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cw∗(T,R) = . . .+ d(i− 2
3
, j − 2) + d(i− 1
3
, j − 1) + d(i, j) + . . .
N ∗MAE = . . .+ |Sj−2 −Rj−2|+ |Sj−1 −Rj−1|+ |Sj −Rj|+ . . .
= . . .+ d(T(i−1)+ 1
3
, Rj−2) + d(T(i−1)+ 2
3
, Rj−1) + d(Ti, Rj) + . . .
= + . . . d(i− 2
3
, j − 2) + d(i− 1
3
, j − 1) + d(i, j) + . . .
CASO: ∆i = 1,∆j = 2
Index test
In
de
x 
re
fe
re
n
ce
i−1 i
j−2
j−1
j
Sj−1 = Tf(j−1) = T(i−1)+ 1
2
Sj = Tf(j) = Ti
Figura 3.19: Tramo con ∆i = 1 y ∆j = 2.
cw∗(T,R) = . . .+ d(i− 1
2
, j − 1) + d(i, j) + . . .
N ∗MAE = . . .+ |Sj−1 −Rj−1|+ |Sj −Rj|+ . . .
= . . .+ d(T(i−1)+ 1
2
, Rj−1) + d(Ti, Rj) + . . .
= . . .+ d(i− 1
2
, j − 1) + d(i, j) + . . .
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CASO: ∆i = 2,∆j = 3
Index test
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x 
re
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re
n
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i−2 i−1 i
j−3
j−2
j−1
j
Sj−2 = Tf(j−2) = T(i−2)+ 2
3
Sj−1 = Tf(j−1) = T(i−2)+ 4
3
Sj = Tf(j) = Ti
Figura 3.20: Tramo con ∆i = 2 y ∆j = 3.
cw∗(T,R) = . . .+ d(i− 4
3
, j − 2) + d(i− 2
3
, j − 1) + d(i, j) + . . .
N ∗MAE = . . .+ |Sj−2 −Rj−2|+ |Sj−1 −Rj−1|+ |Sj −Rj|+ . . .
= . . .+ d(T(i−2)+ 2
3
, Rj−2) + d(T(i−2)+ 4
3
, Rj−1) + d(Ti, Rj) + . . .
= . . .+ d(i− 4
3
, j − 2) + d(i− 2
3
, j − 1) + d(i, j) + . . .
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CASO: ∆i = 3,∆j = 4
Index test
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re
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i−3 i−2 i−1 i
j−4
j−3
j−2
j−1
j
Sj−3 = Tf(j−3) = T(i−3)+ 3
4
Sj−2 = Tf(j−2) = T(i−3)+ 3
2
Sj−1 = Tf(j−1) = T(i−3)+ 9
4
Sj = Tf(j) = Ti
Figura 3.21: Tramo con ∆i = 3 y ∆j = 4.
cw∗(T,R) = . . .+ d(i− 9
4
, j− 3) + d(i− 3
2
, j− 2) + d(i− 3
4
, j− 1) + d(i, j) + . . .
N ∗MAE = . . .+ |Sj−3−Rj−3|+ |Sj−2−Rj−2|+ |Sj−1−Rj−1|+ |Sj−Rj|+ . . .
= . . .+d(T(i−3)+ 3
4
, Rj−3)+d(T(i−3)+ 3
2
, Rj−2)+d(T(i−3)+ 9
4
, Rj−1)+d(Ti, Rj)+ . . .
= . . .+ d(i− 9
4
, j − 3) + d(i− 3
2
, j − 2) + d(i− 3
4
, j − 1) + d(i, j) + . . .
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CASO: ∆i = 3,∆j = 2
Index test
In
de
x 
re
fe
re
n
ce
i−3 i−2 i−1 i
j−2
j−1
j
Sj−1 = Tf(j−1) = T(i−3)+ 3
2
Sj = Tf(j) = Ti
Figura 3.22: Tramo con ∆i = 3 y ∆j = 2.
cw∗(T,R) = . . .+ d(i− 3
2
, j − 1) + d(i, j) + . . .
N ∗MAE = . . .+ |Sj−1 −Rj−1|+ |Sj −Rj|+ . . .
= . . .+ d(T(i−3)+ 3
2
, Rj−1) + d(Ti, Rj) + . . .
= . . .+ d(i− 3
2
, j − 1) + d(i, j) + . . .
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CASO: ∆i = 4,∆j = 3
Index test
In
de
x 
re
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n
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i−4 i−3 i−2 i−1 i
j−3
j−2
j−1
j
Sj−2 = Tf(j−2) = T(i−4)+ 4
3
Sj−1 = Tf(j−1) = T(i−4)+ 8
3
Sj = Tf(j) = Ti
Figura 3.23: Tramo con ∆i = 4 y ∆j = 3.
cw∗(T,R) = . . .+ d(i− 8
3
, j − 2) + d(i− 4
3
, j − 1) + d(i, j) + . . .
N ∗MAE = . . .+ |Sj−2 −Rj−2|+ |Sj−1 −Rj−1|+ |Sj −Rj|+ . . .
= . . .+ d(T(i−4)+ 4
3
, Rj−2) + d(T(i−4)+ 8
3
, Rj−1) + d(Ti, Rj) + . . .
= . . .+ d(i− 8
3
, j − 2) + d(i− 4
3
, j − 1) + d(i, j) + . . .
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CASOS: ∆i ≤ 4,∆j = 1
Index test
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i−1 i
j−1
j
i−4 i−3 i−2
Sj = Tf(j) = Ti
Figura 3.24: Tramo con ∆i ≤ 4,∆j = 1.
cw∗ = . . .+ d(i, j) + . . .
N ∗MAE = . . .+ |Sj −Rj|+ . . .
= . . .+ d(Ti, Rj) + . . .
= . . .+ d(i, j) + . . .
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Figura 3.25: Patro´n de paso TMAE∆(4,4)
Debemos tener en cuenta el siguiente detalle: la relacio´n anterior significa que
en el propio procedimiento de construccio´n del camino o´ptimo (siempre que usemos
la nueva familia MOF ) se esta´ obteniendo la serie alineada S, que minimiza el
Error Medio Absoluto (MAE(S)). As´ı podemos, por tanto, cuantificar la distorsio´n
temporal, asumiendo siempre que estamos obteniendo la serie alineada que presenta
el menor error vertical.
Corolario: La distorsio´n temporal ma´xima permitida por el nuevo patro´n de
paso TMAE∆(n,m) consistira´ en extender una unidad de tiempo en m unidades de
tiempo en la serie de test, o en comprimir n unidades de tiempo en una unidad de
tiempo en la serie de test.
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3.5. Ejemplo del uso de la familia MOF en un caso
real.
Ahora vamos a mostrar el impacto de usar el nuevo patro´n de paso, TMAE∆(n,m),
cuando calculamos los errores bidimensionales. Para ello, utilizaremos un conjunto
de casos reales que cubren diferentes escenarios y que provienen de prono´sticos de
energ´ıa eo´lica (desde figura 3.26 hasta figura 3.34).
En todos los ejemplos presentados las series consisten, por un lado, en tres d´ıas de
produccio´n de energ´ıa eo´lica generada por un parque ubicado en el norte de Espan˜a y,
por otro lado, en la respectiva prediccio´n de energ´ıa realizada con 72h de antelacio´n.
Hemos obtenido la prediccio´n de la energ´ıa eo´lica mediante el modelo LocalPred.
Antes de nada, conviene sen˜alar que cuanto mayor es el incremento temporal
ma´ximo permitido (valores de n y m en la familia) se realiza una mayor distorsio´n
temporal y se alcanza un menor MAE(S). Este hecho se puede observar desde la
figura 3.26 a) hasta la figura 3.34 a), donde los puntos naranja, verde y azul co-
rresponden al error bidimensional obtenido por aplicacio´n del nuevo patro´n de paso,
TMAE∆(n,m), y a los aumentos temporales ma´ximos de dos, tres y cuatro respectiva-
mente. Este resultado es coherente con lo esperado, ya que a medida que se permiten
mayores saltos en la construccio´n del camino, aumenta la capacidad del me´todo para
distorsionar la serie de test con el objetivo de adaptarla a la referencia. Claramente,
la regio´n de factibilidad para el camino o´ptimo es mayor a medida que los valores
de n y m aumentan y, por lo tanto, tambie´n la posibilidad de encontrar mejores
caminos, si tomamos como referencia la reduccio´n del MAE(S).
Desde otro punto de vista, podemos observar los gra´ficos de los errores bidimen-
sionales recogidos en las figuras 3.26 b) a 3.34 b). En e´stas, los puntos rojos proceden
de los errores bidimensionales obtenidos usando los patrones de paso ba´sicos dispo-
nibles en la literatura (se pueden consultar dichos pasos en la tabla 2.2, as´ı como
sus propiedades en [53, 56]). De nuevo los puntos naranja, verde y azul correspon-
den a los errores bidimensionales obtenidos por aplicacio´n del nuevo patro´n de paso,
TMAE∆(n,m), y a los incrementos temporales ma´ximos de dos, tres y cuatro respecti-
vamente. Observamos en todos los ejemplos que cuando utilizamos la nueva familia
obtenemos menores valores de MAE(S) para las mismas distorsiones temporales,
identificadas estas por los patrones de paso existentes previamente. Comprobamos
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co´mo, de hecho, los errores bidimensionales generados con la nueva familia siempre
pertenecen a la curva Pareto.
Por u´ltimo, podemos advertir co´mo la modificacio´n del eje temporal obtenida
mediante el patro´n de paso con cuatro incrementos ma´ximos, TMAE∆(4,4), consigue
muy buenas alineaciones temporales entre las predicciones y las series reales. Las
recogemos en las figuras que comienzan en 3.26 d) y terminan en 3.34 d), donde
de nuevo, las l´ıneas negras corresponden a los datos reales y las azules a la serie
alineada. En todos los ejemplos se identifican los diferentes eventos y su duracio´n
alineando perfectamente las series predichas y las medidas.
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Figura 3.26: Caso real 1. a) Errores bidimensionales con los nuevos patrones de paso.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo patro´n de paso
TMAE∆(4,4).
Cap´ıtulo 3. Nuevas familias de funciones recursivas: Optimizacio´n simulta´nea de
MAE y distorsio´n temporal. 121
l
0 2 4 6 8 10
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
TDI (%)
M
AE
 N
or
m
a
liz
e
d
Bidimensional Errors
l
l l
N*MAE(S)= 5.023
cw*(T, R) = 5.023
N*MAE(S)= 4.372
cw*(T, R) = 4.372
N*MAE(S)= 4.208
cw*(T, R) = 4.208
l
l
l
l
BE0(T, R)
BETMAE∆(2,2)p (T, R)
BETMAE∆(3,3)p (T, R)
BETMAE∆(4,4)p (T, R)
l
0 2 4 6 8 10
0.
00
0.
02
0.
04
0.
06
0.
08
0.
10
0.
12
0.
14
TDI (%)
M
AE
 N
or
m
a
liz
e
d
Bidimensional Errors
l
llllll l
l
l
l
l
l
l l
l
l
l
l
l
l
BE0(T, R)
BEBasic(T, R)
BETMAE∆(2,2)(T, R)
BETMAE∆(3,3)(T, R)
BETMAE∆(4,4)(T, R)
Pareto Frontier
a) b)
0 10 20 30 40 50 60 70
0
50
00
10
00
0
15
00
0
20
00
0
Hours
kW
/h
forecast (test)
measure (reference)
0 10 20 30 40 50 60 70
0
50
00
10
00
0
15
00
0
20
00
0
Hours
kW
/h
aligned with TMAE∆(4,4)(T, R)
measure (reference)
c) d)
Figura 3.27: Caso real 2. a) Errores bidimensionales con los nuevos patrones de paso.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo patro´n de paso
TMAE∆(4,4).
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Figura 3.28: Caso real 3. a) Errores bidimensionales con los nuevos patrones de paso.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo patro´n de paso
TMAE∆(4,4).
Cap´ıtulo 3. Nuevas familias de funciones recursivas: Optimizacio´n simulta´nea de
MAE y distorsio´n temporal. 123
l
0 2 4 6 8 10
0.
00
0.
05
0.
10
0.
15
TDI (%)
M
AE
 N
or
m
a
liz
e
d
Bidimensional Errors
l
l
l
N*MAE(S)= 6.697
cw*(T, R) = 6.697
N*MAE(S)= 5.607
cw*(T, R) = 5.607
N*MAE(S)= 5.121
cw*(T, R) = 5.121
l
l
l
l
BE0(T, R)
BETMAE∆(2,2)p (T, R)
BETMAE∆(3,3)p (T, R)
BETMAE∆(4,4)p (T, R)
l
0 2 4 6 8 10
0.
00
0.
05
0.
10
0.
15
TDI (%)
M
AE
 N
or
m
a
liz
e
d
Bidimensional Errors
ll l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
BE0(T, R)
BEBasic(T, R)
BETMAE∆(2,2)p (T, R)
BETMAE∆(3,3)p (T, R)
BETMAE∆(4,4)p (T, R)
Pareto Frontier
a) b)
0 10 20 30 40 50 60 70
0
50
00
10
00
0
15
00
0
20
00
0
25
00
0
Hours
kW
/h
forecast (test)
measure (reference)
0 10 20 30 40 50 60 70
0
50
00
10
00
0
15
00
0
20
00
0
25
00
0
Hours
kW
/h
aligned with TMAE∆(4,4)(T, R)
measure (reference)
c) d)
Figura 3.29: Caso real 4. a) Errores bidimensionales con los nuevos patrones de paso.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo patro´n de paso
TMAE∆(4,4).
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Figura 3.30: Caso real 5. a) Errores bidimensionales con los nuevos Step Patterns.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo Step Pattern
TMAE∆(4,4).
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Figura 3.31: Caso real 6. a) Errores bidimensionales con los nuevos Step Patterns.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo Step Pattern
TMAE∆(4,4).
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Figura 3.32: Caso real 7. a) Errores bidimensionales con los nuevos Step Patterns.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo Step Pattern
TMAE∆(4,4).
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Figura 3.33: Caso real 8. a) Errores bidimensionales con los nuevos Step Patterns.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo Step Pattern
TMAE∆(4,4).
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Figura 3.34: Caso real 9. a) Errores bidimensionales con los nuevos Step Patterns.
b) Errores bidimensionales y curva Pareto. c) Prediccio´n y medida de tres d´ıas de
produccio´n de energ´ıa eo´lica. d) Serie alineada obtenida con el nuevo Step Pattern
TMAE∆(4,4).
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3.6. CTD−MOF : Extensio´n de la familia MOF pa-
ra controlar y optimizar el nivel de distorsio´n
temporal.
Hasta ahora, hemos incluido la caracter´ıstica de mı´nimo MAE(S) como criterio a
tener en cuenta en el procedimiento para obtener el camino o´ptimo. Para ello, hemos
definido una nueva familia indexada de patrones de paso cuya expresio´n general
viene recogida en la ecuacio´n 3.3. En la seccio´n anterior vimos co´mo, efectivamente,
el MAE(S) disminuye cuando se usa este nuevo patro´n de paso y comparamos los
resultados con los obtenidos por los patrones de paso ba´sicos que propone la literatura
consultada. Adema´s, es importante remarcar que aumenta la distorsio´n temporal
producida en la serie de test cuando permitimos mayores incrementos temporales.
Este hecho genera implicaciones de distinta ı´ndole. Por un lado, es posible que llegue
un momento en el que el aumento de TDI no conlleve una disminucio´n significativa
de MAE(S) y que, por lo tanto, concluyamos la existencia de un l´ımite al mı´nimo
alcanzable de MAE(S). Por otro lado, si la distorsio´n temporal es demasiado grande
podemos observar series alineadas que han perdido el significado f´ısico de partida.
De momento hemos minimizado MAE(S), pero alcanzando el extremo de dis-
torsio´n temporal necesario para ello. En consecuencia, y siguiendo con la idea de la
optimizacio´n bi-criterio, es importante que la cantidad de TDI se tenga en cuenta en
el procedimiento para obtener el camino o´ptimo. Este hecho nos permitir´ıa controlar
el nivel de distorsio´n temporal aplicado, y adema´s incluir´ıa simulta´neamente ambos
criterios, MAE(S) y TDI, en el procedimiento. As´ı, esta seccio´n presenta una ex-
tensio´n de la familia MOF que incluye el TDI como criterio a tener en cuenta en la
construccio´n del camino o´ptimo. La definicio´n de la nueva familia implica el uso de
un para´metro para controlar el nivel de distorsio´n temporal permitido, y mantiene
los criterios de mı´nimo MAE(S) descritos anteriormente. Llamaremos a esta nue-
va familia indexada CTD −MOF (por sus siglas en ingle´s: (C)ontrol (T)emporal
(D)istortion (M)AE (O)ptimization (F)amily).
El primer paso para definir CTD −MOF consiste en identificar la contribucio´n
al TDI que supondra´ la seleccio´n de cada rama del camino.
Definicio´n 3.6.1. Definimos la cantidad de distorsio´n temporal aportada al TDI
cuando la ruta o´ptima hace el salto wl = (i−∆i, j−∆j), wl+1 = (i, j), y la denotamos
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por TDI(i−∆i,j−∆j). (ve´ase ecuaciones 2.18 y 2.19):
TDI(i−∆i,j−∆j) =
∫ il+1
il
|x−
(
(x− il)(jl+1 − jl)
(il+1 − il) + jl
)
| dx (3.5)
para cada segmento que no cruza la diagonal principal, y
TDI(i−∆i,j−∆j) =
∫ jlil+1−iljl+1
il+1−il−(jl+1−jl)
il
|x−
(
(x− il)(jl+1 − jl)
(il+1 − il) + jl
)
| dx
+
∫ il+1
jlil+1−iljl+1
il+1−il−(jl+1−jl)
|x−
(
(x− il)(jl+1 − jl)
(il+1 − il) + jl
)
| dx
(3.6)
para el segmento que cruza la diagonal principal.
De esta manera definimos una nueva familia de familias recursivas orientada hacia
la optimizacio´n bi-objetivo MAE−TDI introduciendo un sumando de penalizacio´n
por la distorsio´n temporal an˜adida en funcio´n de la rama de la recursio´n en la que
nos encontremos: + p ∗ TDI(i−∆i,j−∆j)︸ ︷︷ ︸
Penalizacion
Definicio´n 3.6.2. Sean n y m valores enteros fijos que representan los incrementos
temporales ma´ximos permitidos al alinear ambas series de test y referencia. Dado p
positivo real entonces los patrones de paso asociados a CTD−MOF se denotan por
TMAE∆
p
(n,m) y su fo´rmula recursiva esta´ definida por la siguiente expresio´n (el nuevo
sumando se destaca en rojo):
D(1, 1) = d(1, 1)
D(i, j) = min

D(i−∆i, j −∆j)+
∑∆j−1
n=1 d(i−∆i + n∆i∆j , j − (∆j − n)) +d(i, j)+
+
Penalizacion︷ ︸︸ ︷
p ∗ TDI(i−∆i,j−∆j) ∀∆i ∈ [1, n] ∀∆j ∈ [2,m]
D(i−∆i, j −∆j)+ +d(i, j)+
+
Penalizacion︷ ︸︸ ︷
p ∗ TDI(i−∆i,j−∆j) ∀∆i ∈ [1, n] y ∆j = 1
(3.7)
(∆i,∆j , n, m ∈ N, p ∈ R+ y mcd(∆i,∆j) = 1)
donde d(x, j) ≡ d(Tx, Rj) = |(1− x+ [x]) ∗ T[x] + (x− [x]) ∗ T[x]+1 −Rj | si x /∈ N.
Veamos la expresio´n de la fo´rmula recursiva para el caso particular TMAE∆
p
(4,4):
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3.7. Ejemplo del uso de la familia CTD−MOF en
un caso real.
A continuacio´n ejemplificaremos, a trave´s de su aplicacio´n en un caso real, el uso
de la nueva familia parametrizada CTD −MOF , siempre en el marco de las pre-
visiones de energ´ıa renovable. Mostraremos los resultados para los datos utilizados
en los dos primeros ejemplos de la seccio´n anterior (caso real 1 (figura 3.26) y caso
real 2 (figura 3.27)). En esta seccio´n probaremos el impacto de la introduccio´n del
para´metro de penalizacio´n en el ca´lculo del errores bidimensionales obtenidos para
un conjunto de pesos p cubriendo el intervalo [0, 2MAE(S)] (porque queremos lograr
p ∗ 1
2
> MAE(S)) con una frecuencia de 50 kWh. En esta situacio´n obtenemos una
curva de errores bidimensionales para cada incremento temporal ma´ximo permitido,
ve´ase figuras 3.35 y 3.36. Al igual que en la seccio´n precedente, los puntos rojos
provienen del uso de los patrones de paso disponibles en la literatura. Los puntos na-
ranjas corresponden a los errores bidimensionales obtenidos por medio de los nuevos
patrones de paso, TMAE∆
p
(n,m), y permitiendo dos incrementos temporales ma´ximos.
Los puntos verdes provienen del patro´n de paso que admite tres incrementos tempo-
rales ma´ximos, mientras que los azules se obtienen permitiendo un ma´ximo de cuatro
incrementos temporales.
Es importante observar, antes de nada, co´mo la variacio´n del para´metro p se
refleja en los errores bidimensionales, a trave´s de una curva decreciente. Esta cur-
va asegura valores de MAE(S) inferiores a los obtenidos con los patrones de paso
existentes en la literatura y que presenten el mismo valor de TDI. En este punto los
errores bidimensionales se pueden asumir como una curva que contiene la relacio´n
entre el TDI y el MAE(S). La curva nos permite identificar el valor de MAE(S)
asociado a cada nivel de TDI. Ofrecemos, de esta forma una nueva manera de com-
parar los errores de prediccio´n. Debemos tener en cuenta que cuanto mayor es la
penalizacio´n p que realizamos, menor es el TDI obtenido y mayor MAE(S) se con-
sigue. Adema´s podemos comprobar co´mo se produce esta disminucio´n y co´mo las
curvas obtenidas de las familias con tres y cuatro incrementos ma´ximos son bastante
similares e indican que el impacto de la cantidad de incremento temporal permitido
en el patro´n de paso no es significativo a partir de un determinado nivel. De ahora
en adelante trabajaremos con la familia TMAE∆
p
(4,4) teniendo en cuenta, adema´s, que
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al estar tratando con datos horarios consideramos adecuado que el camino o´ptimo
presente saltos de 4 unidades de tiempo como ma´ximo.
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Figura 3.35: Real case 1. Errores bidimensionales obtenidos con la nueva familia de
patrones de paso con penalizacio´n.
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Figura 3.36: Real case 2. Errores bidimensionales obtenidos con la nueva familia de
patrones de paso con penalizacio´n.
Cap´ıtulo 4
Error Absoluto Medio Dina´mico:
DMAE. Una nueva medida para
evaluar la precisio´n de las
predicciones.
Las propuestas metodolo´gicas presentadas en los cap´ıtulos anteriores proporcio-
nan curvas de errores u´tiles para describir el comportamiento de los modelos de
prediccio´n. Ahora bien, la mayor´ıa de protocolos de comparacio´n de modelos consis-
ten en la utilizacio´n de distintos ı´ndices de error que caracterizan su comportamiento
atendiendo a distintos atributos de la diferencia punto a punto entre las series pro-
ducidas por los modelos y la serie real.
El ı´ndice de error utilizado habitualmente para evaluar la precisio´n de una pre-
diccio´n es el MAE (Mean Absolute Error), basado en la diferencia en valor absoluto
entre los valores de la serie de predicciones y la serie de medidas reales en los mismos
instantes de tiempo.
La utilizacio´n de estos ı´ndices como medida u´nica de la calidad de la prediccio´n
puede enmascarar errores sistema´ticos relacionados con el desfase temporal, como ya
se ha expuesto en cap´ıtulos anteriores. De hecho dos predicciones pueden proporcio-
nar incluso un mismo valor para uno de estos ı´ndices pero diferir cualitativamente en
gran medida. Esta situacio´n se ejemplifica utilizando el ı´ndice MAE aplicado a un
ejemplo sinte´tico que recoge dos predicciones de una misma serie de datos con forma
sinusoidal. Por un lado, una prediccio´n que pronostica perfectamente el comporta-
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miento de la medida, pero con un desfase temporal de una hora y media (ve´ase figura
4.1). Sin embargo, por otro lado, una prediccio´n trivial dada por un valor constante
para todo el periodo, como la representada en la figura 4.2, puede producir similares,
e incluso mejores resultados si u´nicamente utilizamos el ı´ndice de error tradicional
MAE. Claramente ambas predicciones son distintas y tambie´n es distinto su valor
en la pra´ctica.
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Figura 4.1: Ejemplo sinte´tico 1.
0 5 10 15 20 25 30
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Hours
MW
Prediction 2
Measures
Figura 4.2: Ejemplo sinte´tico 2.
La disponibilidad de un ı´ndice de error que incluyera en su definicio´n la informa-
cio´n que describen las curvas de errores definidas hasta ahora, ser´ıa de gran utilidad
pra´ctica como complemento de los ı´ndices tradicionales en la evaluacio´n de los mo-
delos de prediccio´n.
As´ı, en este cap´ıtulo se cierra la metodolog´ıa mediante la introduccio´n de un nuevo
ı´ndice, al que denominamosDMAE por sus siglas en ingle´s “Dynamic Mean Absolute
Error”, el cual esta´ basado en los desarrollos presentados en los cap´ıtulos anteriores
y publicados en las referencias [21] y [20]. DMAE recoge tanto la informacio´n de los
errores absolutos como los desv´ıos temporales y permite la evaluacio´n y comparacio´n
de modelos de prediccio´n por s´ı mismo y en combinacio´n con otros estad´ısticos.
4.1. Definicio´n del Error Absoluto Medio Dina´mi-
co: DMAE
En esta seccio´n usaremos el trade-off entre el error absoluto y temporal como
punto de partida para definir un nuevo ı´ndice que aglutine en una medida u´nica la
informacio´n aportada por ambos errores. Llamaremos a este nuevo ı´ndice Error Ab-
soluto Medio Dina´mico y lo denotaremos DMAE (por sus siglas en ingle´s: Dinamic
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Mean Absotute Error).
La teor´ıa del trade-off tiene sus or´ıgenes en las teor´ıas de la toma de decisio´n,
fundamentalmente en el concepto de optimalidad paretiana, que conduce a la idea de
tasa de intercambio (o trade-off ) entre dos criterios. El trade-off indica cua´nto hay
que variar uno de los criterios para lograr un incremento unitario en el otro criterio.
La variacio´n del para´metro de penalizacio´n p en la familia TMAE∆
p
(4,4), definida
en el cap´ıtulo anterior, nos proporciona un conjunto de errores bidimensionales cuya
funcio´n de interpolacio´n puede ser vista como un trade-off, M(t), que nos relaciona
errores temporales y absolutos. As´ı, M(t) ser´ıa el error absoluto de la prediccio´n
despue´s de distorsionar el eje temporal una magnitud t (valor de TDI).
En la figura 4.3 se muestra un conjunto inicial de errores bidimensionales y su
trade-off para una prediccio´n diaria de energ´ıa eo´lica realizada con 24 horas de
antelacio´n.
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Figura 4.3: Conjunto de errores bidimensionales y trade-off (M(t)).
En este ejemplo, se puede observar co´mo esta funcio´n M(t) presenta una fuerte
disminucio´n de los errores absolutos cuando permitimos pequen˜as modificaciones en
el ı´ndice de distorsio´n temporal. De hecho, se aprecia que con una distorsio´n temporal
de un 6 %, el MAE se reduce por encima de un 50 %. Tras este valor la pendiente
es algo menor, reducie´ndose otro 25 % del MAE si vamos hasta el valor de TDI de
10 %. A partir de este valor la curva es pra´cticamente horizontal y la disminucio´n
del MAE insignificante.
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El nuevo DMAE se obtendra´ calculando una media ponderada de la funcio´n
M(t) en un intervalo [0, c], es decir, u´nicamente se consideran transformaciones de
la serie de test con valor de TDI ≤ c.
Definicio´n 4.1.1. El Error Medio Absoluto Dina´mico (DMAE) se define como:
DMAE =
∫ c
0
M(t)g(t;λ, c)dt (c, λ) > 0 (4.1)
donde g(t;λ, c) es la funcio´n:
g(t;λ, c) =

λe−λt
1−e−λc if t ≤ c
0 if t ≥ c
(c, λ) > 0
Aunque se utiliza como funcio´n de peso la funcio´n de densidad de una exponencial
de para´metro λ condicionada a tomar valores menores que c, la expresio´n 4.1 no se
corresponde con la esperanza de M(t) ya que no consideramos T como una variable
aleatoria.
Se puede observar que g(t;λ, c) es la funcio´n de densidad exponencial de para´me-
tro λ condicionada a tomar valores menores que c. Se cumple que
∫ c
0
g(t;λ, c)dt = 1.
Es decir, el DMAE considera no so´lo el MAE(T,R) entre la serie de test T y
la serie de referencias R, sino tambie´n el MAE(S) para todas las series alineadas
obtenidas en un rango [0, c] de distorsio´n temporal permitida. As´ı, en el ca´lculo
del DMAE se tiene en cuenta co´mo evoluciona el MAE(S) cuando se aumenta la
distorsio´n temporal efectuada sobre la prediccio´n inicial. La pendiente con la que
decrece la curva de errores indica la influencia de los desajustes temporales en la
precisio´n del modelo y esta informacio´n se recoge en este ı´ndice.
Discusio´n sobre el para´metro c: Debemos tener presente que cuanto mayor
sea el valor de c, mayor sera´ la distorsio´n temporal permitida para obtener la serie
alineada. Sin embargo, cuando los valores de distorsio´n temporal son suficientemente
grandes, ocurre que las series alineadas obtenidas dejan de conservar la forma de la
serie de test original, llegando incluso a perder el significado f´ısico de la serie. Cuando
tratamos con datos de energ´ıas renovables, esto significa que dejan de mantenerse los
patrones de eventos o rampas de produccio´n. Despue´s de probar la metodolog´ıa con
varias series de predicciones de produccio´n de energ´ıa eo´lica, nuestra recomendacio´n
es tomar un valor ma´ximo de c igual al 10 %. En las figuras 4.4, 4.5 y 4.6 se ilustra el
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comportamiento descrito en la serie alineada en funcio´n del valor del TDI. La figura
4.4 contiene los errores bidimensionales, mientras que la figura 4.5 presenta las series
de test, alineada y de referencia asociadas al error bidimensional (A) (justo antes
de que TDI sea igual a 10 %). Por u´ltimo, la figura 4.6 muestra las series de test,
alineada y de referencia asociadas al error bidimensional (B) (con un valor de TDI
mayor que 10 %). Los cuadrados amarillos enfatizan el efecto descrito.
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Figura 4.4: Errores bidimensionales obtenidos al variar el para´metro de penalizacio´n
p.
Figura 4.5: Series de test, alineada y refe-
rencia correspondientes al error bidimen-
sional (A).
Figura 4.6: Series de test, alineada y refe-
rencia correspondientes al error bidimen-
sional (B).
Cap´ıtulo 4. Error Absoluto Medio Dina´mico: DMAE. Una nueva medida para
evaluar la precisio´n de las predicciones. 140
Discusio´n sobre el para´metro λ: En la definicio´n de DMAE participa la
funcio´n de densidad exponencial condicionada, que depende del para´metro λ. El
efecto de este para´metro se ilustra en las figuras 4.7 y 4.8.
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Figura 4.7: Funcio´n de densidad exponen-
cial segu´n λ.
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Figura 4.8: Funcio´n de densidad exponen-
cial segu´n λ y truncada en TDI = 10.
Se aprecia que cuanto mayor es el valor de λ, ma´s pronunciado es el descenso de
la funcio´n de densidad, por lo tanto, el valor de λ determina la distribucio´n de los
pesos que sera´n dados a MAE(S) para las distorsiones temporales implicadas en el
ca´lculo del DMAE. Como criterio para seleccionar un valor para λ vamos a estudiar
la relacio´n entre dicho para´metro y el percentil 50 de la distribucio´n exponencial
condicionada:
p(TDI ≤ P50) = 1
2
(1− e−10λ)
1− e−λP50 = 1
2
(1− e−10λ)
−e−λP50 = −1
2
(e−10λ + 1)
−λP50 = ln
(
1
2
(e−10λ + 1)
)
P50 =
ln
(
1
2
(e−10λ + 1)
)
−λ
(4.2)
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Es decir, el para´metro λ identifica la regio´n de valores de TDI donde sus errores
asociados tendra´n una mayor penalizacio´n. Las figuras 4.9, 4.10 y 4.11 muestran la
distribucio´n del peso para los casos de λ = 0.05, λ = 0.1, λ = 0.2, λ = 0.3, λ = 0.4
y λ = 0.5.
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Figura 4.9: Distribucio´n de los pesos correspondientes a λ = 0.05 y λ = 0.1.
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Figura 4.10: Distribucio´n de los pesos correspondientes a λ = 0.2 y λ = 0.3.
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Figura 4.11: Distribucio´n de los pesos correspondientes a λ = 0.4 y λ = 0.5.
Cuanto mayor sea el valor de λ, mayor peso se estara´ dando a los valores ma´s
pequen˜os de TDI. Por ejemplo, si consideramos un TDI ma´ximo de 10, un valor de
λ = 0.1 implicar´ıa que el 50 % del peso corresponde a los valores de TDI por debajo
de 3.8 y el restante 50 % a valores de TDI comprendidos entre 3.8, y 10. Por otro
lado, si se incrementa λ hasta un valor de 0, 2, entonces el 50 % del peso se concentra
en valores de TDI menores a 2.8 (ve´anse figuras 4.9 y 4.10).
Conviene resaltar que cuando λ −→ ∞ el DMAE −→ MAE(T,R) y, por lo
tanto, DMAE se convierte en el error absoluto medio MAE.
En resumen: a partir de nuestros experimentos con datos reales, proponemos
utilizar un valor de c igual a 10 % y un valor de λ igual a 0.1.
4.2. Ilustrando el uso del DMAE.
En adelante, utilizaremos los datos relativos a quince meses de produccio´n de
energ´ıa eo´lica en un parque ubicado en el norte de Espan˜a, as´ı como la respectiva
prediccio´n de energ´ıa generada por dos modelos diferentes y efectuada con 24 horas
de antelacio´n. Estos modelos forman parte del sistema LocalPred y su objetivo es
ofrecer previsiones de energ´ıa eo´lica para participar en el mercado diario de la energ´ıa
(ve´ase [1]). Pueden verse los datos pronosticados por el primer modelo M1 (serie de
test T1), junto a los datos medidos de produccio´n, en la figura 4.12. Los datos predi-
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chos corresponden a la l´ınea roja, mientras que los datos medidos son representados
por la l´ınea negra. Destacamos tres zooms de estas series en la figura 4.13, donde
pueden apreciarse diferentes tipos de desajustes temporales entre los datos reales y
sus predicciones: un prono´stico temprano, una duracio´n subestimada para un pico
de produccio´n y un prono´stico tard´ıo se observan con claridad en las figuras 4.13 a),
4.13 b) y 4.13 c), respectivamente.
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Figura 4.12: Datos reales y predicciones generadas por el modelo M1. La l´ınea negra
corresponde a la energ´ıa eo´lica producida y la l´ınea roja a las predicciones.
Figura 4.13: Tres zooms destacando desajustes temporales entre los datos reales y
las predicciones del modelo M1.
Igualmente, se ofrecen en la figura 4.14 las predicciones generadas por el segundo
modelo M2 (serie de test T2) y las correspondientes medidas. En este caso, los datos
predichos corresponden a la l´ınea azul, y la l´ınea negra a los datos medidos. De
nuevo destacamos mediante un zoom tres efectos temporales en los prono´sticos: una
prediccio´n tard´ıa, figura 4.15 a), un evento identificado pero predicho con mayor
duracio´n de la real en la figura 4.15 b) y una prediccio´n anticipada en la figura 4.15
c).
Cap´ıtulo 4. Error Absoluto Medio Dina´mico: DMAE. Una nueva medida para
evaluar la precisio´n de las predicciones. 144
0 2000 4000 6000 8000
0
50
00
10
00
0
15
00
0
20
00
0
25
00
0
30
00
0
hours
kW
Figura 4.14: Datos reales y predicciones generadas por el modelo M2. La l´ınea negra
corresponde a la energ´ıa eo´lica producida y la l´ınea azul a las predicciones.
Figura 4.15: Tres zooms destacando desajustes temporales entre los datos reales y
las predicciones del modelo M2.
A continuacio´n queremos mostrar co´mo la desalineacio´n temporal incurrida por
los modelos de prediccio´n es capturada por el nuevo ı´ndice DMAE, pero no por
el error absoluto MAE. Esta caracter´ıstica u´nica de DMAE lo convierte en una
medida de error esencial siempre que la componente temporal del error sea de re-
levancia. Sin embargo, esto no significa que otras medidas cla´sicas de error ya no
sean necesarias ni u´tiles. Al contrario, el DMAE complementa estas medidas, faci-
lita la comprensio´n de la componente temporal del error de prediccio´n y es capaz de
identificar situaciones donde los valores del MAE enmascaran comportamientos no
deseables de las predicciones.
As´ı, la figura 4.16 y la figura 4.17 reflejan dos ejemplos (caso real 1 y caso real 2),
de dos d´ıas extra´ıdos de nuestro periodo de estudio, que aclaran estas situaciones. En
las figuras 4.16 b) y 4.17 b) podemos ver co´mo el modelo M2 (l´ıneas azules) evidencia
un comportamiento ma´s realista que el modelo M1 (l´ıneas rojas), ya que identifica
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los sucesos ocurridos. Es decir, se observa que cualitativamente la prediccio´n de M2
es mejor que la prediccio´n generada por el modelo M1. Sin embargo, el MAE es
menor en el modelo M1, como se advierte en las curvas de error representadas en las
figuras 4.16 a) y 4.17 a). Por lo tanto, el trade-off, M(t), para TDI = 0, presenta un
mayor valor en M2 que en M1, pero este error disminuye ra´pidamente despue´s de
realizar un leve ajuste temporal (pequen˜os incrementos en los valores de TDI). En
contraposicio´n, las curvas de error correspondientes al modelo M1 ofrecen perfiles
pra´cticamente planos y nos indican que el origen de estos errores de prediccio´n no
proviene de desajustes temporales.
En concreto, en el caso ilustrado en la figura 4.16, las predicciones generadas por
el modelo M1 (4.16 b)) obtienen mejores resultados respecto a MAE, pero mediante
una prediccio´n pra´cticamente plana que no presenta ninguna relacio´n con la situacio´n
real del perfil de produccio´n. Este d´ıa esta´ conformado por dos situaciones diferentes.
Las primeras horas presentan una baja produccio´n de energ´ıa, que aumenta durante
la segunda mitad del d´ıa. Podr´ıamos llegar a pensar que, en esta coyuntura, el modelo
M1 minimiza el sesgo entre series pero pierde el comportamiento f´ısico. Sin embargo,
la prediccio´n del modelo M2 muestra una mayor similitud con los datos, siguiendo
el comportamiento diario e identificando la produccio´n de energ´ıa eo´lica (figura 4.16
c)). Ahora bien, cuando calculamos el DMAE de ambos modelos, el valor de este
criterio indica que el modelo M2 ofrece una mejor previsio´n que el modelo M1.
DMAE de M2 es igual a 0.1996 y DMAE de M1 es igual a 0.2129.
El segundo ejemplo, incluido en la figura 4.17, pertenece a un d´ıa que revela un
pico de produccio´n al comienzo, pero se queda sin ella durante la segunda parte.
El modelo M1 predice todo el d´ıa como una generacio´n de energ´ıa muy baja, y no
identifica ningu´n per´ıodo con producciones de energ´ıa eo´lica significativas (figura
4.17 b)). En cambio, el modelo M2 identifica el re´gimen de potencia del d´ıa, pero
con alguna desalineacio´n temporal, tal y como se puede ver en la figura 4.17 c).
Nuevamente, M1 obtiene un mejor resultado en te´rminos de MAE, pero M2 mejora
a M1 si se usa DMAE como criterio. M2 presenta un valor de 0.0557 en lugar del
0.0617 obtenido por M1.
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Caso real 1:
b)
10000
20000
30000
30 40
Hours
kW
Legend
Model M1
Measure
c)
10000
20000
30000
30 40
Hours
kW
Legend
Model M2
Measure
Figura 4.16: Caso real 1. a): Curvas trade-off para cada modelo calculadas con el
patro´n de paso TMAE∆
p
(4,4). b): Medidas y predicciones generadas por el modelo M1.
c): Medidas y predicciones generadas por el modelo M2.
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Caso real 2:
b)
0
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Legend
Model M1
Measure
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0
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15000
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30 40
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Model M2
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Figura 4.17: Caso real 2. a): Curvas trade-off para cada modelo calculadas con el
patro´n de paso TMAE∆
p
(4,4). b): Medidas y predicciones generadas por el modelo M1.
c): Medidas y predicciones generadas por el modelo M2.
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Se muestra a continuacio´n un gra´fico en el que se recogen ambos ı´ndices (MAE
y DMAE) para aquellos d´ıas de nuestro per´ıodo de estudio en el que se cumple una
de las dos condiciones siguientes:
MAE(T1, R) > MAE(T2, R) y DMAE(M1) < DMAE(M2)
MAE(T2, R) > MAE(T1, R) y DMAE(M2) < DMAE(M1)
(4.3)
Observamos que en todos estos d´ıas la informacio´n ofrecida por el ı´ndice DMAE
sugiere la eleccio´n de un modelo diferente al que hubie´ramos seleccionado en caso de
utilizar u´nicamente los errores absolutos a partir del ı´ndice MAE.
En efecto, podemos ver que en la figura 4.20 los trade-off para estos d´ıas se
cruzan. Esto indica que el modelo que parte con un mayor error absoluto es, en
realidad, el que mejor esta´ prediciendo los eventos observados.
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Figura 4.19: Trade-off para los d´ıas identificados.
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Figura 4.20: Trade-off para los d´ıas identificados.
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El nuevo ı´ndice tambie´n es apropiado para obtener conclusiones generales sobre
el comportamiento de un modelo de prediccio´n mediante el ana´lisis estad´ıstico de
los resultados de DMAE. Para ilustrar la complementariedad de DMAE con res-
pecto a otras medidas de error, se han calculado los dos ı´ndices DMAE y MAE
para las predicciones generadas por los dos modelos a lo largo de los quince me-
ses. Los valores mensuales de DMAE se obtienen como el promedio de los valores
diarios. Los resultados de ambos modelos de prediccio´n se representan gra´ficamente
en la figura 4.21 mientras que la tabla 4.1 contiene los valores correspondientes de
ambos ı´ndices. Como era de esperar, ambos criterios, MAE y DMAE, esta´n alta-
mente correlacionados, pero tambie´n muestran diferencias significativas importantes
en algunos casos.
0.08
0.12
0.16
201001 201002 201003 201004 201005 201006 201007 201008 201009 201010 201011 201012 201101 201102 201103
Months
MA
E ModelM1
M2
0.08
0.12
0.16
201001 201002 201003 201004 201005 201006 201007 201008 201009 201010 201011 201012 201101 201102 201103
Months
DM
AE
Model
M1
M2
Figura 4.21: Gra´ficos con la informacio´n mensual de MAE y DMAE para las pre-
dicciones generadas por los modelos M1 y M2.
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MODEL M1 MODEL M2
MONTH MAE DMAE MAE DMAE
201001 0.12 0.094 0.11 0.095
201002 0.17 0.146 0.13 0.101
201003 0.17 0.123 0.15 0.114
201004 0.09 0.075 0.09 0.067
201005 0.14 0.121 0.13 0.102
201006 0.13 0.110 0.12 0.093
201007 0.10 0.083 0.11 0.084
201008 0.12 0.087 0.11 0.085
201009 0.10 0.075 0.11 0.084
201010 0.15 0.122 0.15 0.127
201011 0.12 0.098 0.13 0.109
201012 0.12 0.085 0.14 0.096
201101 0.13 0.114 0.15 0.136
201102 0.16 0.133 0.17 0.138
201103 0.12 0.10 0.12 0.098
Tabla 4.1: Tabla con los valores mensuales de MAE y DMAE para los modelos de
prediccio´n M1 y M2.
Estas diferencias pueden usarse para determinar cua´ndo un me´todo supera a otro.
Por ejemplo, al utilizar el ı´ndice MAE, no se observa diferencia significativa entre
ambos modelos en el per´ıodo de primavera (meses de abril a junio), pero el ı´ndice
DMAE rechaza el rendimiento igual de ambos modelos en este per´ıodo, mostrando
una superioridad del modelo M2. Es decir, el modelo M2 es capaz de calcular la
forma del perfil de produccio´n de energ´ıa mejor que el modelo M1 (vea´se figura
4.22).
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Figura 4.22: Intervalos de confianza al 95 % para la media de la diferencia de MAE
y DMAE entre los modelos M1 y M2.
Cap´ıtulo 5
Implementacio´n Computacional:
Paquete “DynamicMAE”.
5.1. Package “DynamicMAE”.
La distribucio´n de los avances desarrollados en la presente tesis ha tenido su
impacto en los diferentes art´ıculos cient´ıficos y ponencias publicados durante su eje-
cucio´n. Sin embargo, para que las propuestas metodolo´gicas puedan ser aprovechadas
por la comunidad cient´ıfica de forma o´ptima, se impone la necesidad de plasmar di-
chos desarrollos en un software que permita esta distribucio´n, ma´xime si tenemos
en cuenta, que las propuestas de esta tesis son de aplicacio´n en diferentes campos
cient´ıficos [65]. Con este objetivo, se ha desarrollado un paquete propio, basado en
el software de libre distribucio´n R, que contiene las funciones necesarias para aplicar
las propuestas de este trabajo.
Como es bien sabido, R [52] es un lenguaje y un entorno para realizar ana´lisis es-
tad´ısticos. Sus creadores lo conciben como un entorno dentro del cual se implementan
las diferentes te´cnicas estad´ısticas (modelos lineales y no lineales, series temporales,
clasificacio´n, clustering, etc) y que puede extenderse fa´cilmente v´ıa la adicio´n de
nuevos paquetes. Esta´ disponible como Software libre en forma de co´digo fuente y
puede compilarse en varias plataformas de Unix, Windows y MacOS.
En este cap´ıtulo presentaremos el paquete que hemos desarrollado y que llamamos
“DynamicMAE”. La figura 5.1 contiene la portada de la documentacio´n cuando se
carga en R. En este cap´ıtulo se incluye el manual de ayuda, el co´digo de las funciones
y un ejemplo de ejecucio´n con las salidas ma´s importantes.
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Figura 5.1: Portada del paquete de R DynamicMAE
Previamente, y sin entrar en demasiados detalles, vamos a mencionar los otros
cuatro paquetes de R que se relacionar´ıan con “DynamicMAE” por utilizar tambie´n
te´cnicas de Dynamic Time Warping (DTW): dtw [25], dtwclust [57], dtwSat [43] y
rucrdtw [13].
dtwSat proporciona una implementacio´n del me´todo Time-Weighted Dynamic
Time Warping (basado en el DTW) para cartograf´ıa de la superficie terrestre
usando series de ima´genes de sate´lite.
dtwclust es un paquete para hacer agrupacio´n de series temporales teniendo en
cuenta la importancia del desfase temporal, es decir, utilizando DTW.
rucrdtw mejora la velocidad de ca´lculo de los algoritmos relacionados con DTW
que suelen requerir de un tiempo de computacio´n muy elevado en muchas
aplicaciones.
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dtw es el paquete de R ma´s conocido de DTW. Tiene implementados varios
algoritmos de DTW, incluyendo restricciones locales (pendiente) y globales.
Proporciona como salida distancias acumuladas, alineaciones y diagramas es-
peciales.
Aunque en un principio nos planteamos utilizar tambie´n el paquete dtw final-
mente optamos por programar nosotros mismos las funciones necesarias para re-
solver nuestro problema, de ah´ı que dtw no sea uno de los paquetes requeridos en
DynamicMAE.
Existen ma´s programas de libre disposicio´n que no se incluyen en el entorno R y
que tambie´n han desarrollado me´todos basados en dynamic time warping o variantes
de la te´cnica como las librer´ıas “ lbimproved C++” (https://github.com/lemire/lbimproved)
o “mlpy” desarrollada en Python, C, y C++ (https://arxiv.org/pdf/1202.6548.pdf).
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1
2 AreaDTW
AlignedSeries AlignedSeries
Description
It returns the aligned test series
Usage
AlignedSeries(test, referencia, op)
Arguments
test test (or query or forecast) series
referencia reference (or measure) series
op optimal path between both series
Value
Aligned test series
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
lcm=LocalCostMatrix(datosM1[,4],datosM1[,5],plot=TRUE)
costmat=CostMatrix(lcm,datosM1[,4],datosM1[,5],p2=0,plot=FALSE)
op=OptimalPath(costmat,plot=FALSE)
AlignedSeries(datosM1[,4],datosM1[,5],op)
AreaDTW Area DTW
Description
Area bounded between a path and the identity path
Usage
AreaDTW(alignment)
Arguments
alignment A set of pairs (x,y) where the first component corresponds to the temporal index
in the test series and the second one corresponds to the temporal index in the
reference series
BidimensionalError 3
Value
The area calculated
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
BidimensionalError BidimensionalError
Description
Given two time series (named test and reference series), this function obtains the bi-dimensional
error. Once the TDI measure has been defined, it be complemented by the error statistic of accuracy
(static or absolute error) between the reference series and the aligned series, the MAE. This pair of
measures comprise the bi-dimensional error vector (with static and temporal components)
Usage
BidimensionalError(test, referencia, p2 = 0, NP)
Arguments
test test (or query or forecast) series
referencia reference (or measure) series
p2 penalty parameter
NP normalization parameter. Ususally the normalization parameter will be the power
plant capacity. In other cases it is recomended use the mean or maximum value
of reference series
Value
Bidimensional error
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
[2] Assessing energy forecasting inaccuracy by simultaneously considering temporal and absolute
errors". Laura Frías-Paredes et al. Energy Conversion and Management 142 (2017)533-546.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
BE <- BidimensionalError(datosM1[,4],datosM1[,5],NP=31350)
BE
4 CostMatrix
CostMatrix CostMatrix
Description
Given two time series (named test and reference series), the Cost Matrix and Direction Cost Matrix
is obtained. Each element (i,j) of the Cost Matrix contains the associtaed cost of the optimal path
between the point (1,1) and the point (i,j). The Direction Cost Matrix stores the branches of the
step pattern selected to built the optimal path. The indexed family of step patterns (sp) are defined
according to the formulae in [2], page 542 and correspond to the case m=n=4
Usage
CostMatrix(lcm, test, referencia, p2 = 0, plot = FALSE)
Arguments
lcm Local Cost Matrix
test test (or query or forecast) series
referencia reference (or measure) series
p2 penalty parameter (0 by default)
plot if plot=TRUE two graphic representations of the Cost Matrix and one graphic
representation of the Direction Matrix are provided
Value
Cost Matrix and Direction Cost Matrix
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
[2] Assessing energy forecasting inaccuracy by simultaneously considering temporal and absolute
errors". Laura Frías-Paredes et al. Energy Conversion and Management 142 (2017)533-546.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
lcm=LocalCostMatrix(datosM1[,4],datosM1[,5],plot=TRUE)
costmat=CostMatrix(lcm,datosM1[,4],datosM1[,5],p2=0,plot=TRUE)
DMAE 5
DMAE DMAE
Description
For a given Pareto curve this function calculates the dinamyc Mean Absolute Error
Usage
DMAE(PC, lambda = 0.1, m = 10)
Arguments
PC A pareto curve
lambda Parameter of the exponential density function implied in the DMAE definition
(0.1 by default)
m Maximum temporal distorion allowed (10 by default)
Value
Dynamic Mean Absolute Error
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
[2]"Assessing energy forecasting inaccuracy by simultaneously considering temporal and absolute
errors". Laura Frías-Paredes et al. Energy Conversion and Management 142 (2017)533-546.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
LocalCostMatrix LocalCostMatrix
Description
Given two time series (named test and reference series), the Local Cost Matrix is obtained. Local
Cost Matrix contains all pairs of corresponding distances between both series
Usage
LocalCostMatrix(test, referencia, plot = FALSE)
6 OptimalPath
Arguments
test test (or query or forecast) series
referencia reference (or measure) series
plot if plot=TRUE a plot for the Local Cost Matrix is provided
Value
Local Cost Matrix
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
lcm=LocalCostMatrix(datosM1[,4],datosM1[,5],plot=TRUE)
OptimalPath OptimalPath
Description
Obtains the optimal path between the reference series and the test series. It is the path that presents
a minimum total cost taking into account all possible paths. The indexed family of step patterns
(sp) are defined according to the formulae in [2], page 542 and correspond to the case m=n=4
Usage
OptimalPath(CM, plot = TRUE)
Arguments
CM Cost Matrix
plot if plot=TRUE two graphic representations are provided: one for the Cost Matrix
together with the optimal path and another for Direction Cost Matrix together
with the optimal path
Value
The optimal path
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
[2] Assessing energy forecasting inaccuracy by simultaneously considering temporal and absolute
errors". Laura Frías-Paredes et al. Energy Conversion and Management 142 (2017)533-546.
ParetoCurve 7
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
lcm=LocalCostMatrix(datosM1[,4],datosM1[,5],plot=TRUE)
costmat=CostMatrix(lcm,datosM1[,4],datosM1[,5],p2=0,plot=FALSE)
OptimalPath(costmat,plot=TRUE)
ParetoCurve ParetoCurve
Description
Given two time series (named test and reference series), this function obtains the Pareto curve. The
variation in the penalty parameter is reflected in the bi-dimensional errors by a Pareto Curve and
the simultaneous consideration of temporal and absolute errors allows the use of Pareto frontier
as characteristic error curves The indexed family of step patterns (sp) are defined according to the
formulae in [2], page 542 and correspond to the case m=n=4.
Usage
ParetoCurve(test, referencia, NP, p2_min = 0, p2_max = 2 *
mean(abs(referencia - test)), p2_frec = 50, plot = TRUE)
Arguments
test test (or query or forecast) series
referencia reference (or measure) series
NP normalization parameter. Ususally the normalization parameter will be the power
plant capacity. In other cases it is recomended use the maximum value of refer-
ence series
p2_min minimum value for the penalty parameter (0 by default)
p2_max maximum value for the penalty parameter (2*mean(abs(referencia-test)) by de-
fault)
p2_frec Calculation frequency for the penalty parameter
plot if plot=TRUE a plot for Pareto curve is provided
Value
Pareto Curve
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
[2] Assessing energy forecasting inaccuracy by simultaneously considering temporal and absolute
errors". Laura Frías-Paredes et al. Energy Conversion and Management 142 (2017)533-546.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
8 TDI
TDI TDI
Description
Given two time series (named test and reference series), obtains the temporal distortion index
Usage
TDI(test, referencia, p2 = 0, plot = TRUE, info = TRUE)
Arguments
test test (or query or forecast) series
referencia reference (or measure) series
p2 penalty parameter (p2=0 by default)
plot if plot=TRUE a plot for the optimal path and the identity path is provided
info if info=TRUE the value of TDI is displayed on the plot
Value
Temporal Distortion Index
References
[1] Introducing the Temporal Distortion Index to perform a bidimensional analysis of renewable
energy forecast. Laura Frías-Paredes et al. Energy 94 (2016) 180-194.
[2] Assessing energy forecasting inaccuracy by simultaneously considering temporal and absolute
errors". Laura Frías-Paredes et al. Energy Conversion and Management 142 (2017)533-546.
Examples
finput = system.file("extdata","E1_20151021.txt",package="DynamicMAE")
datosM1=as.matrix(read.delim(file=finput,header=FALSE))
lcm=LocalCostMatrix(datosM1[,4],datosM1[,5],plot=FALSE)
cm <-CostMatrix(lcm,datosM1[,4],datosM1[,5],p2=0,plot=FALSE)
wp <- OptimalPath(cm)
tdi <- TDI(datosM1[,4],datosM1[,5])
Index
AlignedSeries, 2
AreaDTW, 2
BidimensionalError, 3
CostMatrix, 4
DMAE, 5
LocalCostMatrix, 5
OptimalPath, 6
ParetoCurve, 7
TDI, 8
9
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5.2. Co´digo de las funciones del paquete “Dyna-
micMAE”
A continuacio´n presentamos el co´digo correspondiente a cada una de las funciones
que componen el paquete.
5.2.1. LocalCostMatrix
1
2 LocalCostMatrix <- function(test ,referencia ,plot=FALSE){
3
4 #-------------------------------------------------------------------------
5 # Description: Given two time series (named test and reference series),
6 # the Local Cost Matrix is obtained.
7 # Local Cost Matrix contains all
8 # pairs of corresponding distances between both series.
9 #-------------------------------------------------------------------------
10 # Parameters: test: test (or query or forecast) series
11 # referencia: reference (or measure) series
12 # plot: if plot=TRUE a plot for the Local
13 # Cost Matrix is provided
14 #-------------------------------------------------------------------------
15 # Return: Local Cost Matrix
16 #-------------------------------------------------------------------------
17
18 #---------------------------------------------
19 # CALCULAMOS MATRIZ DE DISTANCIAS LOCALES
20 # (Local Cost Matrix):
21 #---------------------------------------------
22
23 N=length(test)
24 M=length(referencia)
25
26 sal <- proxy::dist(test ,referencia)
27
28 if(plot==TRUE){
29
30 #--------------------------------------------
31 # GRAFICAMOS MATRIZ DE DISTANCIAS LOCALES
32 # (Local Cost Matrix):
33 #--------------------------------------------
34
35 salr <- round(sal ,1)
36 image(x = 1:nrow(salr), y = 1:ncol(salr), salr ,xlab="test",ylab="
referencia",col = terrain.colors (100))
37 text(row(salr), col(salr), label = salr ,cex =0.7)
38 }
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39
40 return(sal)
41 }
5.2.2. AreaDTW
1
2 AreaDTW <- function(alignment){
3
4 #-------------------------------------------------------------------------
5 # Description: Area bounded between a path and the identity path
6 #-------------------------------------------------------------------------
7 # Parameters: alignment: A set of pairs (x,y) where the first component
8 # corresponds to the temporal index in the test series
9 # and the second one corresponds to the temporal index
10 # in the reference series
11 #-------------------------------------------------------------------------
12 # Return: The area calculated
13 #-------------------------------------------------------------------------
14
15 Sum <- 0
16
17 #------------------------------
18 # Indices del camino optimo:
19 #-------------------------------
20
21 x <- alignment$index1
22 y <- alignment$index2
23
24
25 for(i in 1:( length(x) -1)){
26
27 #--------------------------
28 # Parametros de la recta:
29 #--------------------------
30
31 a <<- x[i]
32 b <<- y[i]
33
34 cc <<- x[i+1]
35 d <<- y[i+1]
36
37 #----------------------------------------------------------------------
38 # Construimos la funcion que recoge la diferencia entre las dos rectas:
39 #----------------------------------------------------------------------
40
41 integrando <- function(x){x-(((x-a)*(d-b))/(cc-a)+b)}
42
43 #----------------------------------------------------------------------
44 # 0 Denominador. Recta vertical. No aporta nada al area a calcular.
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45 # Tomamos integrando nulo.
46 #----------------------------------------------------------------------
47
48 if(cc==a){integrando <- function(x){x-x}
49 area <- integrate(integrando ,lower= x[i],upper= x[i+1])
50 area <- abs(area$value)
51
52 }
53
54 #----------------------------------------------------------------------
55 # Realizamos integral:
56 # diferenciamoslos casos en los que se corte a la diagonal
57 # principal en el tramos del camino.
58 #----------------------------------------------------------------------
59
60 if(cc != a){
61
62 x0 <<- (((a*(d-b))/(cc -a))-b)/(((d-b)/(cc -a)) -1)
63 x0 <<- round(x0 ,4)
64
65 if(is.na(x0)== FALSE){
66 if(x0 > x[i] & x0 < x[i+1]){
67 A1 <- integrate(integrando ,lower= x[i],upper= x0)
68 A1 <- abs(A1$value)
69 A2 <- integrate(integrando ,lower= x0,upper= x[i+1])
70 A2 <- abs(A2$value)
71 area <- A1+A2
72 }
73
74 if(x0 <= x[i] || x0 >= x[i+1]){
75 P1 <- i
76 P2 <- i+1
77 area <- integrate(integrando ,lower= x[i],upper= x[i+1])
78 area <- abs(area$value)
79 }
80 }
81 }
82 if(is.na(x0)==TRUE){area <- 0}
83 Sum <- Sum+area
84
85 }
86 return(Sum)
87 }
5.2.3. CostMatrix
1
2 CostMatrix <- function(lcm ,test ,referencia ,p2=0,plot=FALSE){
3
4 #-------------------------------------------------------------------------
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5 # Description: Given two time series (named test and reference series),
6 # the Cost Matrix and Direction Cost Matrix is obtained.
7 # Each element (i,j) of the Cost Matrix contains the associtaed
8 # cost of the optimal path between the point (1,1) and the
9 # point (i,j). The Direction Cost Matrix stores the branches
10 # of the step pattern selected to built the optimal path.
11 # The indexed family of step patterns (sp) are defined according
12 # to the formulae in [2], page 542 and
13 # correspond to the case m=n=4
14 #-------------------------------------------------------------------------
15 # Parameters: lcm: Local Cost Matrix
16 # test: test (or query or forecast) series
17 # referencia: reference (or measure) series
18 # p2: penalty parameter (0 by default)
19 # plot: if plot=TRUE two graphic representations
20 # of the Cost Matrix and one graphic representation
21 # of the Direction Matrix are provided
22 #-------------------------------------------------------------------------
23 # Return: Cost Matrix and Direction Cost Matrix
24 #-------------------------------------------------------------------------
25
26 #----------------------------------------------------------
27 # sp = Step Pattern
28 #----------------------------------------------------------
29
30 sp <-rbind( c(1, 1, 4, -1,p2),
31 c(1, 3/4, 3, 1,p2),
32 c(1, 1/2, 2, 1,p2),
33 c(1, 1/4, 1, 1,p2),
34 c(1, 0, 0, 1,p2),
35 c(2, 1, 3, -1,p2),
36 c(2, 2/3, 2, 1,p2),
37 c(2, 1/3, 1, 1,p2),
38 c(2, 0, 0, 1,p2),
39 c(3, 1, 2, -1,p2),
40 c(3, 1/2, 1, 1,p2),
41 c(3, 0, 0, 1,p2),
42 c(4, 1, 1, -1,p2),
43 c(4, 0, 0, 1,p2),
44 c(5, 2, 3, -1,p2),
45 c(5, 4/3, 2, 1,p2),
46 c(5, 2/3, 1, 1,p2),
47 c(5, 0, 0, 1,p2),
48 c(6, 2, 1, -1,p2),
49 c(6, 0, 0, 1,p2),
50 c(7, 3, 4, -1,p2),
51 c(7, 9/4, 3, 1,p2),
52 c(7, 3/2, 2, 1,p2),
53 c(7, 3/4, 1, 1,p2),
54 c(7, 0, 0, 1,p2),
55 c(8, 3, 2, -1,p2),
56 c(8, 3/2, 1, 1,p2),
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57 c(8, 0, 0, 1,p2),
58 c(9, 3, 1, -1,p2),
59 c(9, 0, 0, 1,p2),
60 c(10, 4, 3, -1,p2),
61 c(10, 8/3, 2, 1,p2),
62 c(10, 4/3, 1, 1,p2),
63 c(10, 0, 0, 1,p2),
64 c(11, 4, 1, -1,p2),
65 c(11, 0, 0, 1,p2))
66
67 N <- nrow(lcm)
68 M <- ncol(lcm)
69
70 cm <- matrix(NA,nrow=N,ncol=M)
71
72 #--------------------------------------------------------------------
73 # Construimos Direction Matrix: Cada elemento indica la rama del sp
74 # que ha sido elegida para construir el elemento correspondiente
75 # de la Cost Matrix.
76 #---------------------------------------------------------------------
77
78 options( warn = -1 )
79
80 dcm <- matrix(NA ,nrow=N,ncol=M)
81
82 for(i in 1:N){
83
84 for(j in 1:M){
85
86 pos <- cbind(i-sp[,2],j-sp[,3])
87 pfm <- which(pos[,1]<=0 | pos[,2]<=0 ,arr.ind=T)
88
89 spel <- sp[pfm ,]
90 spel <- matrix(spel ,nrow=length(pfm),ncol =4)
91
92 compel <- intersect(spel[,1],spel [,1])
93 pfm <- which(pos[,1]>0 & pos[,2]>0 & sp[,4]==-1,arr.ind=T)
94 cspel <- matrix(sp[pfm ,],ncol=4,nrow=length(pfm)) #
95
96 if(nrow(cspel) >0){
97
98 velNA <- NULL
99 for(pp in 1:nrow(cspel)){
100 velNA <- c(velNA ,cm[i-cspel[pp ,2],j-cspel[pp ,3]])
101
102 }
103
104 posNA <- which(is.na(velNA)==TRUE ,arr.ind=T)
105 compelNA <- intersect(cspel[posNA ,1], cspel[posNA ,1])
106 compel <- union(compel ,compelNA)
107
108 }
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109
110 pdel <- which(sp[,1] %in % compel ,arr.ind=T)
111
112 if(length(pdel) >0){spn <- sp[-pdel ,]}
113
114 else{spn <- sp}
115
116 #---------------------------------------------------------
117 # Construimos Cost Matrix: Matriz de costes acumulados.
118 #---------------------------------------------------------
119
120 spn <-as.matrix(spn)
121
122 if(nrow(spn)==0 & i==1 & j==1){cm[i,j] <- lcm[i,j]
123 dcm[i,j] <- 0}
124
125 #----------------------------------------------------------------------------
126 # Construnimos el vector del que calcular el minimo (Funcion de Recurrencia):
127 #----------------------------------------------------------------------------
128
129 else{
130
131 if(nrow(spn) >0){
132
133 nc <- intersect(spn[,1],spn[,1])
134 vm <- c(1: length(nc))
135
136 for(k in 1: length(nc)){
137
138 spnc <- spn[which(spn [,1]==nc[k],arr.ind=T),]
139 plr <- which(spnc[,4]==-1,arr.ind=T)
140 vm[k] <- cm[i-spnc[plr ,2],j-spnc[plr ,3]]
141 pld <- which(spnc[,4]!=-1,arr.ind=T)
142
143 for(s in pld){
144
145 pe <- floor(i-spnc[s,2])
146 newindexi <- i-spnc[s,2]
147
148 if(pe+1>N){
149 newtest <- test[pe]}
150
151 else{
152 newtest <- ((newindexi -pe)*(test[pe+1]-test[pe])/1)+test[pe]}
153
154 pe <- floor(j-spnc[s,3])
155 newindexj <- j-spnc[s,3]
156
157 if(pe+1>M){
158 newreferencia <-referencia[pe]}
159
160 else{
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161 newreferencia <- ((newindexj -pe)*( referencia[pe+1]- referencia[
pe])/1)+referencia[pe]}
162
163 #----------------------------------
164 # ANADIMOS LA PENALIZACION:
165 #----------------------------------
166
167 camin2p=list(index1=c(i,i-spnc[plr ,2]),index2=c(j,j-spnc[plr
,3]))
168
169 am=AreaDTW(camin2p)
170
171 p2=spnc[s,5]
172
173 vm[k] <- vm[k]+abs(newtest -newreferencia)*spnc[s,4]+am*p2
174 }
175 }
176 #-------------------------------------------
177 # Ahora calculamos el minimo. Cost Matrix:
178 #-------------------------------------------
179
180 cm[i,j] <- min(vm)
181 distancia <- cm[nrow(cm),ncol(cm)]
182
183 #--------------------------------------------------------
184 # Recogemos la rama del sp con la que se calcula el
185 # elemento de la Cost Matrix:
186 #--------------------------------------------------------
187
188 posMin <- nc[which(vm==min(vm),arr.ind=T)]
189
190 #-----------------------------------------------------------------
191 # Vamos a controlar los casos en los que el minimo no sea unico:
192 # (En caso de igualdad nos decantamos por el paso cuyo elemento
193 # final este mas cerca de la diagonal principal)
194 #-----------------------------------------------------------------
195
196 if(length(posMin) >1){
197
198 prmin <- which(spn[,1] %in % posMin & spn[,4]==-1,arr.ind=T)
199 ramamin <- spn[prmin ,1]
200
201 posi <- i-spn[prmin ,2]
202 posj <- j-spn[prmin ,3]
203 posF <- abs(posi -posj)
204 MasCerD <- which(posF==min(posF),arr.ind=T)
205 posMin <- ramamin[MasCerD]
206
207 }
208
209 #--------------------------
210 # Direction Cost Matrix:
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211 #--------------------------
212
213 dcm[i,j] <- posMin [1]
214 }
215 }
216 }
217 }
218
219 sal <- list(cm=cm ,dcm=dcm ,distancia=distancia ,p2=p2)
220
221 if(plot==TRUE){
222
223 #---------------------------------------------
224 # GRAFICAMOS:
225 # MATRIZ DE COSTES ACUMULADOS (Cost Matrix)
226 #---------------------------------------------
227 cmr <- round(cm ,1)
228 image(x = 1:nrow(cmr), y = 1:ncol(cmr), cmr ,xlab="test",ylab="referencia",col=
terrain.colors (100))
229 text(row(cmr), col(cmr), label = cmr ,cex =0.6)
230
231 #--------------------------------
232 # HACEMOS GRAFICO DE DENSIDAD:
233 #--------------------------------
234
235 xd<-dim(cm)[1]
236 yd<-dim(cm)[2]
237 image(cm,col=terrain.colors (100),x=1:xd,y=1:yd,xlab="Index test",ylab="Index
reference")
238 contour(cm,x=1:xd ,y=1:yd,add=TRUE ,nlevels =20,lty=1)
239
240 #--------------------------------------------
241 # GRAFICAMOS:
242 # MATRIZ DE DIRECCIONES (Direction Matrix)
243 #--------------------------------------------
244
245 image(x = 1:nrow(dcm), y = 1:ncol(dcm), dcm ,xlab="test",ylab="referencia",col=
topo.colors (100))
246 text(row(dcm), col(dcm), label = dcm ,cex =0.7)
247 }
248
249 return(sal)
250 }
5.2.4. OptimalPath
1
2 OptimalPath <- function(CM,plot=TRUE){
3
4 #-------------------------------------------------------------------------
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5 # Description: Obtains the optimal path between the reference series and
6 # the test series. It is the path that presents a minimum
7 # total cost taking into account all possible paths.
8 # The indexed family of step patterns (sp) are defined according
9 # to the formulae in [2], page 542 and
10 # correspond to the case m=n=4
11 #-------------------------------------------------------------------------
12 # Parameters: CM: Cost Matrix
13 # plot: if plot=TRUE two graphic representations are provided:
14 # one for the Cost Matrix together with the
15 # optimal path and another for Direction Cost Matrix
16 # together with the optimal path
17 #-------------------------------------------------------------------------
18 # Return: The optimal path
19 #-------------------------------------------------------------------------
20
21 cm <- CM$cm
22 dcm <- CM$dcm
23 distancia <-CM$distancia
24 p2 <- CM$p2
25
26 sp <-rbind( c(1, 1, 4, -1,p2),
27 c(1, 3/4, 3, 1,p2),
28 c(1, 1/2, 2, 1,p2),
29 c(1, 1/4, 1, 1,p2),
30 c(1, 0, 0, 1,p2),
31 c(2, 1, 3, -1,p2),
32 c(2, 2/3, 2, 1,p2),
33 c(2, 1/3, 1, 1,p2),
34 c(2, 0, 0, 1,p2),
35 c(3, 1, 2, -1,p2),
36 c(3, 1/2, 1, 1,p2),
37 c(3, 0, 0, 1,p2),
38 c(4, 1, 1, -1,p2),
39 c(4, 0, 0, 1,p2),
40 c(5, 2, 3, -1,p2),
41 c(5, 4/3, 2, 1,p2),
42 c(5, 2/3, 1, 1,p2),
43 c(5, 0, 0, 1,p2),
44 c(6, 2, 1, -1,p2),
45 c(6, 0, 0, 1,p2),
46 c(7, 3, 4, -1,p2),
47 c(7, 9/4, 3, 1,p2),
48 c(7, 3/2, 2, 1,p2),
49 c(7, 3/4, 1, 1,p2),
50 c(7, 0, 0, 1,p2),
51 c(8, 3, 2, -1,p2),
52 c(8, 3/2, 1, 1,p2),
53 c(8, 0, 0, 1,p2),
54 c(9, 3, 1, -1,p2),
55 c(9, 0, 0, 1,p2),
56 c(10, 4, 3, -1,p2),
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57 c(10, 8/3, 2, 1,p2),
58 c(10, 4/3, 1, 1,p2),
59 c(10, 0, 0, 1,p2),
60 c(11, 4, 1, -1,p2),
61 c(11, 0, 0, 1,p2))
62
63 #-----------------------------------------
64 # Construinos el camino optimo
65 #------------------------------------------
66
67 v_i <- c(nrow(dcm))
68
69 v_j <- c(ncol(dcm))
70
71 lmax <-nrow(dcm)+ncol(dcm)
72
73 for(k in 2:lmax){
74
75 if(v_i[k -1]!=1 | v_j[k -1]!=1){
76
77 paso <- dcm[v_i[k-1],v_j[k-1]]
78
79 rama <- sp[which(sp[ ,1]== paso & sp[,4]==-1,arr.ind=T) ,]
80
81 nvi <- v_i[k-1]-rama [2]
82 nvj <- v_j[k-1]-rama [3]
83 v_i <- c(v_i,nvi)
84 v_j <- c(v_j,nvj)
85
86
87 }
88
89 if(v_i[k -1]==1 & v_j[k -1]==1){
90 break}
91 }
92
93 v_i <- v_i[length(v_i):1]
94 v_j <- v_j[length(v_j):1]
95
96 sal <- list(index1=v_i,index2=v_j)
97
98 if(plot==TRUE){
99
100 #----------------------------------------------------------------------
101 # GRAFICAMOS:
102 # MATRIZ DE COSTES ACUMULADOS (Cost Matrix) junto a camino optimo.
103 #----------------------------------------------------------------------
104 cmr <- round(cm ,1)
105 image(x = 1:nrow(cmr), y = 1:ncol(cmr), cmr ,xlab="test",ylab="referencia",col=
terrain.colors (100))
106 text(row(cmr), col(cmr), label = cmr ,cex =0.6)
107 lines(v_i, v_j,lwd=2,col=2)
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108
109 #--------------------------------------------------------------------
110 # GRAFICAMOS:
111 # MATRIZ DE DIRECCIONES (Direction Matrix) junto a camino optimo.
112 #--------------------------------------------------------------------
113
114 image(x = 1:nrow(dcm), y = 1:ncol(dcm), dcm ,xlab="test",ylab="referencia",col=
topo.colors (100))
115 text(row(dcm), col(dcm), label = dcm ,cex =0.7)
116 lines(v_i, v_j,lwd=2,col=2)
117
118 }
119 return(sal)
120 }
5.2.5. AlignedSeries
1
2 AlignedSeries <- function(test ,referencia ,op){
3
4 #-------------------------------------------------------------------------
5 # Description: It returns the aligned test series
6 #-------------------------------------------------------------------------
7 # Parameters: test: test (or query or forecast) series
8 # referencia: reference (or measure) series
9 # op: optimal path between both series
10 #-------------------------------------------------------------------------
11 # Return: The Aligned Series
12 #-------------------------------------------------------------------------
13
14 testDTW=NULL
15 alignmentindex2 <- op$index2
16 alignmentindex1 <- op$index1
17 N=length(test)
18 M=length(referencia)
19
20 for (jj in 1:M){
21
22 alignmentindex2[alignmentindex2 ==jj]
23
24 alignmentindex1[alignmentindex2 ==jj]
25
26 if(length(alignmentindex2[alignmentindex2 ==jj])==0){
27
28 xa <- max(alignmentindex1[alignmentindex2 <jj])
29 ya <- max(alignmentindex2[alignmentindex2 <jj])
30
31 PuntoAntInterpolar = c(xa,ya)
32
33 xp <- min(alignmentindex1[alignmentindex2 >jj])
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34 yp <- min(alignmentindex2[alignmentindex2 >jj])
35
36 PuntoSigInterpolar = c(xp,yp)
37
38 sel <- approx(c(ya,yp),c(xa ,xp),jj)
39
40 ss <- approx(c(floor(sel$y),floor(sel$y)+1),c(test[floor(sel$y)],test[floor(
sel$y)+1]),sel$y)
41
42 testDTW[jj] <- ss$y
43
44 }
45
46 else{
47
48 sel = min(alignmentindex1[alignmentindex2 ==jj])
49
50 testDTW[jj] <- test[sel]
51
52 }
53
54 }
55 return(testDTW)
56 }
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5.2.6. TDI
1
2 TDI <- function(test ,referencia ,p2=0,plot=TRUE ,info=TRUE){
3
4 #-------------------------------------------------------------------------
5 # Description: Given two time series (named test and reference series),
6 # this function obtains the Temporal Distortion Index
7 #-------------------------------------------------------------------------
8 # Parameters: test: test (or query or forecast) series
9 # referencia: reference (or measure) series
10 # p2: penalty parameter (p2=0 by default)
11 # plot: if plot=TRUE a plot for the optimal path
12 # and the identity path is provided
13 # info: if info=TRUE the value of TDI is displayed on the
plot
14 #-------------------------------------------------------------------------
15 # Return: Temporal Distortion Index
16 #-------------------------------------------------------------------------
17
18 #-------------------------------------------------------------------
19 # Calculamos el Temporal Distortion Index:
20 #-------------------------------------------------------------------
21
22 lcm <-LocalCostMatrix(test ,referencia ,plot=FALSE);
23
24 cm <-CostMatrix(lcm ,test ,referencia ,p2=p2,plot=FALSE);
25
26 wp <- OptimalPath(cm,plot=FALSE)
27
28 Adtw <-AreaDTW(wp)
29
30 N=length(test)
31
32 TDI <-Adtw/(N^2/2) *100
33
34 sal <- list(TDI=TDI ,op=wp)
35
36 if(info==TRUE){
37
38 cat(paste("Temporal Distortion Index (TDI) = ", round(TDI ,5),"\n",sep=" "))
39
40 }
41
42 if(plot==TRUE){
43
44 data <- data.frame(index1=wp$index1 ,index2=wp$index2)
45
46 g <- ggplot(data)+geom_line(aes(x=index1 ,y=index2),size =1.2, colour="red")+xlab(
"index i")+ylab("index j")
47
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48 g <- g+geom_line(aes(x=index1 ,y=index1),size =1.2)+annotate("text", x=floor(N/2)
, y=1, label= paste("TDI =",round(TDI ,5),sep=" "))
49
50 print(g)
51 }
52
53 return(sal)
54
55 }
5.2.7. BidimensionalError
1
2 BidimensionalError <- function(test ,referencia ,p2=0,NP){
3 #-------------------------------------------------------------------------
4 # Description: Given two time series (named test and reference series),
5 # this function obtains the bi -dimensional error.
6 # Once the TDI measure has been defined , it be complemented
7 # by the error statistic of accuracy (static or absolute error)
8 # between the reference series and the aligned series , the MAE.
9 # This pair of measures comprise the bi-dimensional error vector
10 # (with static and temporal components)
11 #-------------------------------------------------------------------------
12 # Parameters: test: test (or query or forecast) series
13 # referencia: reference (or measure) series
14 # p2: penalty parameter
15 # NP: normalization parameter. Ususally the normalization
16 # parameter will be the power plant capacity.
17 # In other cases it is recomended
18 # use the mean or maximum value of reference series
19 #-------------------------------------------------------------------------
20 # Return: Bidimensional error
21 #-------------------------------------------------------------------------
22 #-------------------------------------------------------------------
23 # Calculamos el Bidimensional Error:
24 #-------------------------------------------------------------------
25 tdi <- TDI(test ,referencia ,p2=p2,plot=FALSE ,info=FALSE)
26
27 wp <- tdi$op
28
29 testDTW <- AlignedSeries(test ,referencia ,wp)
30
31 MAEdtw <-mean(abs(referencia -testDTW))/NP
32
33 sal <- c(tdi$TDI ,MAEdtw)
34
35 return(sal)
36 }
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5.2.8. ParetoCurve
1
2 ParetoCurve <- function(test ,referencia ,NP,p2_min=0,p2_max=2* mean(abs(referencia -
test)),p2_frec=50,plot=TRUE){
3
4 #-------------------------------------------------------------------------
5 # Description: Given two time series (named test and reference series),
6 # this function obtains the Pareto curve.
7 # The variation in the penalty parameter is reflected
8 # in the bi-dimensional errors by a Pareto Curve and the
9 # simultaneous consideration of temporal and absolute errors
allows
10 # the use of Pareto frontier as characteristic error curves
11 #
12 # The indexed family of step patterns (sp) are defined according
13 # to the formulae in [2], page 542 and
14 # correspond to the case m=n=4.
15 #-------------------------------------------------------------------------
16 # Parameters: test: test (or query or forecast) series
17 # referencia: reference (or measure) series
18 # NP: normalization parameter. Ususally the normalization
19 # parameter will be the power plant capacity.
20 # In other cases it is recomended use the maximum
21 # value of reference series
22 # p2_min: minimum value for the penalty parameter
23 # (0 by default)
24 # p2_max: maximum value for the penalty parameter
25 # (2* mean(abs(referencia -test)) by default)
26 # p2_frec: Calculation frequency for the penalty parameter
27 # plot: if plot=TRUE a plot for Pareto curve is provided
28 #-------------------------------------------------------------------------
29 # Return: Pareto Curve
30 #-------------------------------------------------------------------------
31
32 #-------------------------------------------------------------------
33 # Funcion que calcula la curva Pareto:
34 #-------------------------------------------------------------------
35
36 j <- seq(p2_min ,p2_max ,p2_frec)
37
38
39 MAE <-mean(abs(referencia -test))/NP
40
41 y<-c(MAE)
42 x<-c(0)
43
44
45 for(p2 in j){
46
47 BE <- BidimensionalError(test ,referencia ,p2=p2 ,NP=NP)
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48
49 x <- c(x,BE[1])
50 y <- c(y,BE[2])
51
52 if(BE [1]==0){break}
53 }
54
55
56 A1 <- as.matrix(x[1: length(x)]);
57 B1 <- as.matrix(y[1: length(y)]);
58 ParetoM2 <-matrix(paretoFilter(cbind(A1,B1)),ncol =2)
59 ParetoM2 <-matrix(unique(cbind(ParetoM2 [,1], ParetoM2 [,2])),ncol =2)
60 ParetoM2 <-matrix(ParetoM2[order(ParetoM2 [,1], ParetoM2 [,2]) ,],ncol =2)
61
62 sal <- ParetoM2
63
64 if(plot==TRUE){
65
66 data <- data.frame(x=ParetoM2 [,1],y=ParetoM2 [,2])
67 g <- ggplot(data)+geom_line(aes(x=x,y=y),size =1.2, colour="purple3")+geom_point(
aes(x=x,y=y),size=5,colour="purple3")+geom_point(aes(x=x[1],y=y[1]),size =7)
+ylim (0 ,0.02+ max(ParetoM2 [,2]))+ggtitle("Pareto Frontier")+xlab("TDI ( %)")+
ylab("MAE Normalized")
68 print(g)
69
70 }
71
72 return(sal)
73
74 }
5.2.9. DMAE
1
2 DMAE <- function(PC ,lambda =0.1,m=10){
3
4 #-------------------------------------------------------------------------
5 # Description: For a given pareto curve this function calculates the
6 # dinamyc Mean Absolute Error
7 #-------------------------------------------------------------------------
8 # Parameters: PC: A pareto curve
9 # lambda: Parameter of the exponential density function
10 # implied in the DMAE definition. (0.1 by default)
11 # m: Maximum temporal distorion allowed (10 by default)
12 #-------------------------------------------------------------------------
13 # Return: Dynamic Mean Absolute Error
14 #-------------------------------------------------------------------------
15
16 #------------------------------------------#
17 # Funcion que calcula el DMAE
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18 #------------------------------------------#
19
20 if(PC[nrow(PC) ,1]<m){
21 PC=rbind(PC ,c(m,PC[nrow(PC) ,2]))
22 }
23
24 Mt <- approxfun(PC[,1],PC[,2])
25
26 Integrate_Mt <- function(x){
27
28 sal <- (Mt(x)*(lambda)*exp(-(lambda)*x))/pexp(m,rate=lambda)
29
30 return(sal)}
31
32 dinMAE=integrate(Integrate_Mt ,0,m)
33 return(dinMAE$value)
34
35 }
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5.3. Ejemplo de salidas del paquete “Dynamic-
MAE”
Por u´ltimo, ofrecemos un ejemplo con datos reales de las diferentes salidas gra´ficas
que generan las funciones.
5.3.1. Datos de entrada
Como datos de entrada para el ejemplo utilizamos las predicciones generadas por
dos modelos de prediccio´n diferentes para un mismo d´ıa. Ambos modelos pertenecen
al nu´cleo de LocalPred. Las tablas 5.1 y 5.2 contienen los datos usados.
Medidas M1 Medidas M1
1 21864 21272 13 26983 25428
2 22636 20610 14 27415 25395
3 23113 23528 15 27785 25319
4 23292 24042 16 28095 25550
5 23374 25605 17 28345 25538
6 23558 25442 18 28539 25433
7 23846 25288 19 28676 25369
8 24234 25328 20 28755 25586
9 24726 25219 21 28778 25927
10 25321 24878 22 28744 23840
11 25936 25172 23 28607 23623
12 26490 25308 24 28322 24509
Tabla 5.1: Datos de prediccio´n y medidas
correspondientes a un d´ıa y generadas por
el modelo M1.
Medidas M2 Medidas M2
1 21864 21272 13 26983 25428
2 22636 20610 14 27415 25395
3 23113 23528 15 27785 25319
4 23292 24042 16 28095 25550
5 23374 25605 17 28345 25538
6 23558 25442 18 28539 25433
7 23846 25288 19 28676 25369
8 24234 25328 20 28755 25586
9 24726 25219 21 28778 25927
10 25321 24878 22 28744 23840
11 25936 25172 23 28607 23623
12 26490 25308 24 28322 24509
Tabla 5.2: Datos de prediccio´n y medidas
correspondientes a un d´ıa y generadas por
el modelo M2.
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5.3.2. Salidas de los programas
LocalCostMatrix:
5 10 15 20
5
10
15
20
test
ref
ere
nc
ia
592 1364 1841 2020 2102 2286 2574 2962 3454 4049 4664 5218 5711 6143 6513 6823 7073 7267 7404 7483 7506 7472 7335 7050
1254 2026 2503 2682 2764 2948 3236 3624 4116 4711 5326 5880 6373 6805 7175 7485 7735 7929 8066 8145 8168 8134 7997 7712
1664 892 415 236 154 30 318 706 1198 1793 2408 2962 3455 3887 4257 4567 4817 5011 5148 5227 5250 5216 5079 4794
2178 1406 929 750 668 484 196 192 684 1279 1894 2448 2941 3373 3743 4053 4303 4497 4634 4713 4736 4702 4565 4280
3741 2969 2492 2313 2231 2047 1759 1371 879 284 331 885 1378 1810 2180 2490 2740 2934 3071 3150 3173 3139 3002 2717
3578 2806 2329 2150 2068 1884 1596 1208 716 121 494 1048 1541 1973 2343 2653 2903 3097 3234 3313 3336 3302 3165 2880
3424 2652 2175 1996 1914 1730 1442 1054 562 33 648 1202 1695 2127 2497 2807 3057 3251 3388 3467 3490 3456 3319 3034
3464 2692 2215 2036 1954 1770 1482 1094 602 7 608 1162 1655 2087 2457 2767 3017 3211 3348 3427 3450 3416 3279 2994
3355 2583 2106 1927 1845 1661 1373 985 493 102 717 1271 1764 2196 2566 2876 3126 3320 3457 3536 3559 3525 3388 3103
3014 2242 1765 1586 1504 1320 1032 644 152 443 1058 1612 2105 2537 2907 3217 3467 3661 3798 3877 3900 3866 3729 3444
3308 2536 2059 1880 1798 1614 1326 938 446 149 764 1318 1811 2243 2613 2923 3173 3367 3504 3583 3606 3572 3435 3150
3444 2672 2195 2016 1934 1750 1462 1074 582 13 628 1182 1675 2107 2477 2787 3037 3231 3368 3447 3470 3436 3299 3014
3564 2792 2315 2136 2054 1870 1582 1194 702 107 508 1062 1555 1987 2357 2667 2917 3111 3248 3327 3350 3316 3179 2894
3531 2759 2282 2103 2021 1837 1549 1161 669 74 541 1095 1588 2020 2390 2700 2950 3144 3281 3360 3383 3349 3212 2927
3455 2683 2206 2027 1945 1761 1473 1085 593 2 617 1171 1664 2096 2466 2776 3026 3220 3357 3436 3459 3425 3288 3003
3686 2914 2437 2258 2176 1992 1704 1316 824 229 386 940 1433 1865 2235 2545 2795 2989 3126 3205 3228 3194 3057 2772
3674 2902 2425 2246 2164 1980 1692 1304 812 217 398 952 1445 1877 2247 2557 2807 3001 3138 3217 3240 3206 3069 2784
3569 2797 2320 2141 2059 1875 1587 1199 707 112 503 1057 1550 1982 2352 2662 2912 3106 3243 3322 3345 3311 3174 2889
3505 2733 2256 2077 1995 1811 1523 1135 643 48 567 1121 1614 2046 2416 2726 2976 3170 3307 3386 3409 3375 3238 2953
3722 2950 2473 2294 2212 2028 1740 1352 860 265 350 904 1397 1829 2199 2509 2759 2953 3090 3169 3192 3158 3021 2736
4063 3291 2814 2635 2553 2369 2081 1693 1201 606 9 563 1056 1488 1858 2168 2418 2612 2749 2828 2851 2817 2680 2395
1976 1204 727 548 466 282 6 394 886 1481 2096 2650 3143 3575 3945 4255 4505 4699 4836 4915 4938 4904 4767 4482
1759 987 510 331 249 65 223 611 1103 1698 2313 2867 3360 3792 4162 4472 4722 4916 5053 5132 5155 5121 4984 4699
2645 1873 1396 1217 1135 951 663 275 217 812 1427 1981 2474 2906 3276 3586 3836 4030 4167 4246 4269 4235 4098 3813
Figura 5.2: Salida gra´fica de la funcio´n LocalCostMatrix para el modelo M1.
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5 10 15 20
5
10
15
20
test
ref
ere
nc
ia
6855 6868 6338 5063 1794 2159 3667 4116 4542 2212 1694 1437 2320 4909 6412 7331 5900 3005 2316 1783 3846 2415 2267 2634
6193 6206 5676 4401 1132 1497 4329 4778 5204 2874 2356 2099 2982 5571 7074 7993 6562 3667 2978 2445 4508 3077 2929 3296
9111 9124 8594 7319 4050 4415 1411 1860 2286 44 562 819 64 2653 4156 5075 3644 749 60 473 1590 159 11 378
9625 9638 9108 7833 4564 4929 897 1346 1772 558 1076 1333 450 2139 3642 4561 3130 235 454 987 1076 355 503 136
111881120110671 9396 6127 6492 666 217 209 2121 2639 2896 2013 576 2079 2998 1567 1328 2017 2550 487 1918 2066 1699
110251103810508 9233 5964 6329 503 54 372 1958 2476 2733 1850 739 2242 3161 1730 1165 1854 2387 324 1755 1903 1536
108711088410354 9079 5810 6175 349 100 526 1804 2322 2579 1696 893 2396 3315 1884 1011 1700 2233 170 1601 1749 1382
109111092410394 9119 5850 6215 389 60 486 1844 2362 2619 1736 853 2356 3275 1844 1051 1740 2273 210 1641 1789 1422
108021081510285 9010 5741 6106 280 169 595 1735 2253 2510 1627 962 2465 3384 1953 942 1631 2164 101 1532 1680 1313
1046110474 9944 8669 5400 5765 61 510 936 1394 1912 2169 1286 1303 2806 3725 2294 601 1290 1823 240 1191 1339 972
107551076810238 8963 5694 6059 233 216 642 1688 2206 2463 1580 1009 2512 3431 2000 895 1584 2117 54 1485 1633 1266
108911090410374 9099 5830 6195 369 80 506 1824 2342 2599 1716 873 2376 3295 1864 1031 1720 2253 190 1621 1769 1402
110111102410494 9219 5950 6315 489 40 386 1944 2462 2719 1836 753 2256 3175 1744 1151 1840 2373 310 1741 1889 1522
109781099110461 9186 5917 6282 456 7 419 1911 2429 2686 1803 786 2289 3208 1777 1118 1807 2340 277 1708 1856 1489
109021091510385 9110 5841 6206 380 69 495 1835 2353 2610 1727 862 2365 3284 1853 1042 1731 2264 201 1632 1780 1413
111331114610616 9341 6072 6437 611 162 264 2066 2584 2841 1958 631 2134 3053 1622 1273 1962 2495 432 1863 2011 1644
111211113410604 9329 6060 6425 599 150 276 2054 2572 2829 1946 643 2146 3065 1634 1261 1950 2483 420 1851 1999 1632
110161102910499 9224 5955 6320 494 45 381 1949 2467 2724 1841 748 2251 3170 1739 1156 1845 2378 315 1746 1894 1527
109521096510435 9160 5891 6256 430 19 445 1885 2403 2660 1777 812 2315 3234 1803 1092 1781 2314 251 1682 1830 1463
111691118210652 9377 6108 6473 647 198 228 2102 2620 2877 1994 595 2098 3017 1586 1309 1998 2531 468 1899 2047 1680
115101152310993 9718 6449 6814 988 539 113 2443 2961 3218 2335 254 1757 2676 1245 1650 2339 2872 809 2240 2388 2021
9423 9436 8906 7631 4362 4727 1099 1548 1974 356 874 1131 248 2341 3844 4763 3332 437 252 785 1278 153 301 66
9206 9219 8689 7414 4145 4510 1316 1765 2191 139 657 914 31 2558 4061 4980 3549 654 35 568 1495 64 84 283
1009210105 9575 8300 5031 5396 430 879 1305 1025 1543 1800 917 1672 3175 4094 2663 232 921 1454 609 822 970 603
Figura 5.3: Salida gra´fica de la funcio´n LocalCostMatrix para el modelo M2.
.
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Figura 5.4: Salida gra´fica de la funcio´n CostMatrix (gra´fico de densidad) para los
modelos M1 y M2.
OptimalPath:
5 10 15 20
5
10
15
20
test
ref
ere
nc
ia
0
4 6 9 11
3 4 6 9 11 11 11 11
2 5 4 4 4 4 6 9 11 11 11 11
1 3 3 3 3 3 4 8 6 9 11 11 11 11 11 11
2 2 2 2 2 3 3 4 4 6 9 11 11 11 11 11 11 11 11
1 1 1 1 1 2 2 3 3 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 2 2 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 1 1 6 9 11 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 3 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 2 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 2 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 3 6 9 11 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 2 4 6 9 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 4 6 9 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 3 6 9 11 11 11 11 11 11 11 11 11
1 1 1 1 1 1 2 6 9 11 11 11 11 11 11 11 11 11
5 10 15 20
5
10
15
20
test
ref
ere
nc
ia
0
4 6 9 11
3 4 4 4 4 6 9 11
2 3 3 3 3 4 4 6 9 11 11 11
1 2 2 2 2 3 3 4 6 4 6 9 11 11 9 11
1 1 1 1 2 2 5 6 9 11 11 3 4 6 9 11 6 9 11
1 1 1 1 1 1 4 7 9 11 11 2 3 6 9 11 4 6 9 11 6 9
1 1 1 1 1 1 4 6 9 11 11 11 6 9 11 3 3 6 9 4 6 9
1 1 1 1 1 1 3 5 6 9 11 11 6 9 11 2 5 6 9 3 6 9
1 1 1 1 1 2 5 6 9 11 4 6 9 11 11 4 6 9 2 6 9
1 1 1 1 1 1 3 6 9 11 11 6 9 11 11 4 6 9 1 6 9
1 1 1 1 1 1 1 6 9 11 3 4 6 9 11 6 9 11 4 6 9
1 1 1 1 1 1 3 4 6 9 2 4 6 9 11 4 6 9 11 6 9
1 1 1 1 1 2 4 6 9 1 4 6 9 11 4 6 9 4 6 9
1 1 1 1 1 1 4 6 9 2 4 6 9 11 4 6 9 4 6 9
1 1 1 1 1 1 4 6 9 1 4 6 9 11 4 6 9 4 6 9
1 1 1 1 1 1 3 4 6 1 4 6 9 11 4 6 9 4 6 9
1 1 1 1 1 2 6 9 1 3 6 9 2 4 6 9 3 6 9
1 1 1 1 1 1 4 6 1 4 6 9 1 4 6 9 4 6 9
1 1 1 1 1 2 4 6 1 4 6 9 2 4 6 9 4 6 9
1 1 1 1 1 1 4 6 1 4 6 9 1 4 6 9 4 6 9
1 1 1 1 1 4 6 1 3 4 6 1 4 6 9 3 6 9
1 1 1 1 1 3 2 1 2 4 6 1 3 4 6 2 4 6
1 1 1 1 1 2 1 4 1 4 6 1 2 4 6 1 4 6
Figura 5.5: Salida gra´fica de la funcio´n OptimalPath (matriz de direcciones junto a
camino o´ptimo) para los modelos M1 y M2.
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Figura 5.6: Salida gra´fica de la funcio´n TDI para los modelos M1 y M2.
BidimensionalError:
Modelo 1:BE = (28.1251, 0.0329) Modelo 2:BE = (10.53241, 0.0302)
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Figura 5.7: Salida gra´fica de la funcio´n ParetoCurve (conjunto de errores bidimen-
sionales y trade off) para los modelos M1 y M2.
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Figura 5.8: Salida gra´fica de la funcio´n ParetoCurve (conjunto de errores bidimen-
sionales y trade off) para los modelos M1 y M2 con c = 10.
DMAE:
Modelo 1: DMAE = 0.06130719 Modelo 2: DMAE = 0.05884713
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Conclusiones y l´ıneas futuras.
A lo largo de esta memoria se han mostrado las aportaciones realizadas en el
a´mbito del estudio de errores de prediccio´n de energ´ıas renovables. Es habitual que
las nuevas metodolog´ıas surjan de la resolucio´n de problemas reales que se plantean
en campos como la industria, la energ´ıa, la medicina o la economı´a. Es el caso de esta
tesis en la que se han desarrollado nuevas metodolog´ıas que permiten un conocimiento
ma´s profundo y detallado del comportamiento de modelos de prediccio´n, incluyendo
nuevos puntos de vista en el ana´lisis, y que resuelven un problema real surgido en el
campo de las energ´ıas renovables.
Durante los u´ltimos an˜os, la generacio´n de electricidad a partir de tecnolog´ıas
basadas en fuentes renovables ha presentado un gran crecimiento a nivel mundial
que se espera continu´e en un futuro pro´ximo. Uno de los principales factores que ha
provocado este crecimiento es la generalizacio´n de pol´ıticas orientadas a la reduc-
cio´n de emisiones de CO2 y a mitigar los efectos del calentamiento global. De este
modo, las energ´ıas renovables han pasado a convertirse en parte importante del mix
energe´tico de muchos sistemas ele´ctricos nacionales, siendo la energ´ıa eo´lica y la solar
las responsables de la mayor parte de esta aportacio´n hoy en d´ıa y, segu´n todas las
previsiones, en un futuro pro´ximo.
Sin embargo, la naturaleza variable del viento y la radiacio´n solar produce in-
certidumbre en la generacio´n ele´ctrica, lo que conlleva problemas en la gestio´n y la
integracio´n de la produccio´n. As´ı, la disponibilidad de prono´sticos fiables de viento y
radiacio´n solar se presenta como requisito indispensable para optimizar la integracio´n
de la electricidad generada a partir de estas fuentes, facilitar su gestio´n y obtener el
mayor beneficio econo´mico posible en su participacio´n en los diferentes mercados de
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la energ´ıa.
Como en todo modelo de prediccio´n, el estudio detallado de los errores que pre-
sentan sus prono´sticos es una actividad cr´ıtica, tanto a la hora de acometer mejoras
en los modelos, como en el momento de utilizar las predicciones. En este aspecto
se centran los resultados de esta tesis doctoral. Hasta el momento, todos los pro-
tocolos de ana´lisis de errores de prediccio´n de energ´ıas renovables se centraban en
comparaciones de los datos de prediccio´n y las medidas referidas al mismo instante
de tiempo. Sin embargo se hace necesario disponer de criterios que evalu´en co´mo
ha sido el comportamiento de las predicciones desde un punto de vista temporal,
si ha habido desfase o si se han identificado eventos con una duracio´n diferente a
la real. De hecho, se recogen en esta memoria distintos ejemplos ilustrativos, tanto
reales como sinte´ticos, que muestran lo que supone esta deficiencia y la necesidad de
disponer de nuevos modos de ana´lisis de las predicciones.
La solucio´n al problema de co´mo evaluar el desajuste temporal entre la prediccio´n
y la medida se describe en el cap´ıtulo 2, donde se presenta un nuevo ı´ndice de error,
el ı´ndice de distorsio´n temporal (TDI), y la metodolog´ıa completa para su ca´lculo.
Este nuevo ı´ndice es capaz de evaluar la distorsio´n temporal que experimentada por
series temporales que se han sometido a transformaciones en el eje de observacio´n
temporal. Este ı´ndice se utiliza para medir la cuant´ıa de las modificaciones realizadas
sobre el eje temporal de la serie de prono´sticos para alinearla lo ma´ximo posible con
la serie medida. Para conseguir esta alineacio´n se propone un procedimiento que
utiliza te´cnicas de dynamic time warping en los que se resuelve un problema de ruta
mı´nima mediante programacio´n dina´mica. A partir del ı´ndice temporal, en esta tesis
se propone el uso de un vector de errores bidimensionales (BE), que contiene al
error temporal u horizontal (TDI) como primera componente y al error absoluto o
vertical (MAE), alcanzado tras las modificaciones del eje temporal, como segunda
componente.
Se introduce por tanto el uso de un vector de errores, frente a los errores escalares,
que responde mejor al cara´cter multidimensional de la precisio´n de las predicciones.
La disponibilidad de estos nuevos criterios de ana´lisis de error es, en si misma, una
herramienta muy valiosa para el estudio de los modelos de prediccio´n, muy u´til a
la hora de estudiar el origen de los desv´ıos y estudiar propuestas de mejora de los
modelos.
Ahora bien, el ca´lculo de las componentes del BE depende de que´ transformacio-
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nes se consideren factibles en el eje temporal para lograr el ma´ximo parecido entre la
serie de datos reales y la de prono´sticos transformada. La factibilidad de una transfor-
macio´n se expresa a trave´s de los movimientos permitidos en la funcio´n de recursio´n
utilizada para la obtencio´n del camino o´ptimo. El uso de diferentes funciones de
recursio´n (distintos conjuntos de transformaciones factibles) tiene asociado distintos
niveles de distorsio´n temporal y, por tanto, permite la disposicio´n de un conjunto de
errores bidimensionales. El ana´lisis de las transformaciones factibles ma´s adecuadas
para el ana´lisis de los errores temporales se realiza en el cap´ıtulo 3, mediante la
propuesta de una familia de recursiones que garantiza para cada nivel de distorsio´n
temporal la obtencio´n de la serie transformada que minimiza la distancia MAE con
la serie de datos reales. Esta familia, denominada MOF , esta´ parametrizada para
poder controlar la magnitud de las transformaciones factibles. A continuacio´n, se pro-
pone una extensio´n parame´trica a las familias MOF que permite controlar, mediante
un para´metro de penalizacio´n, el nivel de distorsio´n efectuado sobre el eje temporal.
Esta extensio´n se denomina CTD −MOF y proporciona una forma novedosa de
estudiar los errores de prediccio´n. De hecho, la variacio´n del para´metro de la familia
CTD−MOF ofrece como resultado la disponibilidad de curvas de errores asociadas
a cada modelo de prediccio´n. Estas curvas de errores contienen conjuntamente la
informacio´n relativa a la evolucio´n del error debido a distorsiones temporales y el
impacto en los errores absolutos, esto es, disponemos de un trade-off que relaciona
el error absoluto y el error temporal, lo que abre una nueva v´ıa de estudio de los
modelos. Por u´ltimo, en el cap´ıtulo 4 se presenta la forma de plasmar los trade-off de
errores en un u´nico ı´ndice que resume la informacio´n disponible en estas curvas. El
error absoluto medio dina´mico (DMAE) es un ı´ndice de error definido mediante una
funcio´n de ponderacio´n y la correspondiente integral sobre la curva y nos permite
disponer de un nuevo criterio de comparacio´n de modelos. El hecho de compilar la
informacio´n de las curvas en un u´nico ı´ndice facilita su implantacio´n en los protocolos
de estudio y comparacio´n de modelos de prediccio´n que es, en definitiva, uno de los
objetivos de esta tesis. En esta l´ınea, y con la idea de generalizar y extender el uso
de estas nuevas metodolog´ıas de ana´lisis de predicciones, los desarrollos presentados
en esta memoria se recogen en un paquete de funciones basadas en el software de
libre distribucio´n R que permite su utilizacio´n por la comunidad cient´ıfica.
Podemos afirmar, por tanto, que esta tesis contiene una nueva aproximacio´n al
estudio de los desv´ıos de prediccio´n y que, a su vez, abre una serie de l´ıneas futuras
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de trabajo tanto a nivel de aplicacio´n como de investigacio´n teo´rica y metodolo´gica.
La primera l´ınea de aplicacio´n aparece en el estudio de los sistemas de predic-
cio´n de viento y radiacio´n basados en los nuevos modelos meteorolo´gicos, como el
Harmonie, y la comparacio´n con los modelos existentes como el WRF, Hirlam o
Skiron.
En la l´ınea de mejorar los sistemas de prediccio´n se pretende analizar la posi-
bilidad y el impacto de incluir el DMAE como criterio de optimizacio´n en el en-
trenamiento de los modelos de prediccio´n. Esto es, sustituir los actuales criterios de
coste presentes en los diferentes algoritmos de aprendizaje estad´ıstico por criterios
que incluyan este nuevo ı´ndice. Siguiendo con el objetivo de proporcionar informa-
cio´n detallada de los desv´ıos, se puede extender el uso de las nuevas metodolog´ıas
diferenciando los horizontes de prediccio´n y aplica´ndolas a predicciones de energ´ıas
renovables a corto medio y largo plazo. Este tipo de ana´lisis puede facilitar el proce-
dimiento de combinacio´n de modelos con informacio´n de diferente origen, algo muy
habitual en los sistemas de prediccio´n de energ´ıa eo´lica y solar.
Los u´ltimos desarrollos en modelos de prediccio´n sugieren que la inclusio´n de
informacio´n probabil´ıstica se presenta como un requisito para an˜adir valor a los
prono´sticos. As´ı, se abre la l´ınea de desarrollo en la que se consiga plasmar la in-
formacio´n de los desv´ıos temporales y los nuevos ı´ndices de error, en informacio´n
de probabilidad. Incluir esta caracterizacio´n de los desv´ıos es de gran utilidad en la
toma de decisiones para las estrategias de operacio´n, mantenimiento de plantas y
venta de energ´ıa.
Por u´ltimo cabe sen˜alar una l´ınea de desarrollo, no centrada en la prediccio´n, y
que consiste en utilizar un resultado intermedio de esta tesis, como son los caminos
o´ptimos con los que se alinean las series predichas y medidas. El objetivo es analizar
la existencia de patrones de alineacio´n entre registros de radiacio´n solar y radiacio´n
ma´xima teo´rica o radiacio´n en situaciones de cielo claro. Estos patrones recogera´n,
para un emplazamiento concreto, los diferentes escenarios de paso de nubes y servira´n
para simular el recurso solar en la zona y optimizar el disen˜o de las plantas solares.
A modo de resumen, los resultados recogidos en esta memoria abren un nuevo
marco en el campo del estudio de los desv´ıos de prediccio´n y proporcionan la meto-
dolog´ıa y herramientas necesarias para extender su uso e implantacio´n en los futuros
protocolos de ana´lisis y comparacio´n de predicciones.
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