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Abstract
The attenuation of a plane acoustic wave incident on a flat impedance surface in a sheared
and viscous fluid is investigated numerically and asymptotically. Predictions of various bound-
ary models of impedance surfaces in shear flow are tested by comparing their predicted re-
flection coefficient. It is found that viscosity has a significant effect, reducing the reflection of
upstream propagating sound while increasing the reflection of cross-stream propagating sound.
The classical Ingard–Myers boundary condition is shown to incorrectly predict the damping
rate of sound in many cases, and in some cases viscous effects are shown to be comparable to
shear effects.
I Introduction
Wave propagation in a steady flow over an acoustically lined wall has been widely studied due
to its applications to noise damping in acoustically lined aeroengines. So that noise damping
predictions may be useful, any simplified acoustic boundary condition used must have the correct
attenuation properties. Gabard (2013) tested a range of inviscid impedance boundary conditions
by the benchmark problem of a plane wave incident on a shear layer above a lined wall. Numerical
solutions of the Pridmore-Brown (1958) equation were compared with analytical expressions for
the reflection coefficients obtained using the Myers boundary condition (Ingard, 1959, Myers, 1980)
and its various first order corrections (Rienstra and Darau, 2011, Brambley, 2011). It was found
that the thickness of the boundary layer can significantly affect the reflection coefficient, and that
use of the Myers condition can lead to large errors in sound attenuation predictions (Gabard, 2013).
Recent work has suggested that, to reconcile theoretical predictions with experimental results,
viscous effects need to be taken into account (Burak et al., 2009, Renou and Aure´gan, 2011). It
was shown in Khamis and Brambley (2017) that viscosity and thermal conduction can play a
large role in the damping rate of cut-on modes, and that viscosity can be as important as shear
in some circumstances. The experimental results of Marx et al. (2010) were inaccurately repro-
duced by the invsicid numerics in Boyer et al. (2011). The computations of Marx and Aure´gan
(2013) did include viscous effects and it was shown that the wave mode found in the experimental
study (Marx et al., 2010) is particularly sensitive to viscosity.
In this paper the work of Gabard (2013) is extended to account for viscothermal effects. A
numerical method is proposed for computing the reflection coefficient of a plane wave incident on
sheared viscous boundary layer above an acoustic liner. The numerical method is used to compare
the reflection coefficient with and without viscosity, and to measure the accuracy of simplified
analytical expressions for the reflection coefficient derived from an assortment of inviscid (Ingard,
1959, Myers, 1980, Brambley, 2011, Khamis and Brambley, 2016a) and viscous (Aure´gan et al.,
2001, Khamis and Brambley, 2017, 2016b) effective impedance boundary conditions. The My-
ers (Ingard, 1959, Myers, 1980) boundary condition assumes an infinitely thin inviscid boundary
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Figure 1: The arrangement of the angles defining the incident and reflected wave directions with
respect to the coordinate directions. Adapted from Gabard (2013).
layer, while the first order (Brambley, 2011) and second order (Khamis and Brambley, 2016a)
corrections to the Myers boundary condition account for a finitely thick region of shear by de-
riving matched asymptotic expansions in the inviscid boundary layer. Aure´gan et al. (2001) were
the first to include viscosity in an impedance boundary condition (henceforth ASP), but assumed
a low Mach number to reach a simple analytical result. The high-frequency boundary condi-
tion (Khamis and Brambley, 2017) accounts for a finitely thick viscous boundary layer by assuming
a scaling relationship between the high frequency (ω) and thin boundary layer (δ), δ ∼ ω−3/2, and
deriving a multiple scales solution inside the boundary layer. In contrast, the two-deck boundary
condition (Khamis and Brambley, 2016b) is derived using matched asymptotic expansions across a
boundary layer that consists of a weakly viscous outer deck where δ ∼ Re−1/3, and a fully viscous
inner deck that has the acoustic boundary layer scaling δac ∼ (ωRe)
−1/2.
II Mathematical formulation
The situation considered is sketched in fig. 1. We consider a Cartesian coordinate system x =
(x, y, z) with a mean flow U = (U(y), 0, 0) and mean temperature and density T (y) and ρ(y),
respectively, above an acoustically lined wall situated at y = 0 for all x and z. Above some point
y ∼ δ > 0, the mean flow is uniform, such that U(y) = U0, T (y) = T0 and ρ(y) = ρ0 for y & δ
(the free stream). Below this point, the mean flow follows some sheared profile down to the wall
upon which no slip is satisfied. We define the dimensionless Reynolds and Prandtl numbers as
Re = c0lρ0/µ0, and Pr = µ0cp/κ0, where c0 is the speed of sound in the free-stream, l is a length-
scale (such as a duct width), cp is the specific heat capacity at constant pressure, and µ0 and κ0
are the coefficients of shear viscosity and thermal conductivity, respectively, in the free-stream.
In the uniform flow region, the acoustic velocity potential, φ˜, satisfies the convected wave
equation
1
c20
D2φ˜
Dt2
−∇2φ˜ = 0, (1)
where D/Dt = ∂/∂t+U∂/∂x is the material derivative. A monochromatic plane wave solution of
(1) is
φ˜ = ei(ωt−Kθi·x) +Rei(ωt−Kθr·x), (2)
where θi and θr are unit vectors giving the directions of the incident and reflected plane waves
respectively, K = ω/(c0D) is the acoustic wavenumber, D = 1 +Mθi · ex is the Doppler factor,
M = U0/c0 is the mean flow Mach number, and R is the reflection coefficient. We may derive
other acoustic quantities from φ˜ using
u˜ =∇φ˜, p˜ = −ρ0
Dφ˜
Dt
, T˜ =
p˜
cpρ0
. (3)
The vectors θi and θr are defined as
θi = sinα cosβex − cosαey + sinα sinβez , (4a)
θr = sinα cosβex + cosαey + sinα sinβez , (4b)
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in three dimensions, and θi = cos θex − sin θey, and θr = cos θex + sin θey in two dimensions
(see fig. 1). In 3D the Doppler factor is D = 1 +M sinα cosβ, while in 2D the Doppler factor is
D = 1 +M cos θ. For convenience, We define Kθr = kxex + kyey + kzez.
II.A Asymptotic reflection coefficients
Here, we consider continuing the uniform flow solution (1) to y = 0 and applying an effective
impedance boundary condition that incorporates the actual impedance Z of the lining and the
effects of shear and viscosity within the boundary layer over the lining. Following Gabard (2013),
the effective impedance boundary conditions may usually be expressed in the form
p˜(0)
−v˜(0)
= Zeff =
ω
ω − U0kx
Z + iQ0
ρ0(ω−U0kx)
2
ωky
1− iQ1
Z
ρ0c0
, (5)
where p˜(0) and v˜(0) are the pressure p˜ and the normal velocity u˜ ·ey evaluated at the lining y = 0.
The as yet arbitrary functions Q0 and Q1 may depend on, in general: the mean velocity and
temperature profiles U(y) and T (y); the modal wavenumbers kx, ky and kz, and the frequency ω;
and the Reynolds and Prandtl numbers Re and Pr. Making use of the identities
ω − U0kx = c0K,
ω
ω − U0kx
= D, (6)
we find p˜(0) = −iρ0c0K(R+1) and v˜(0) = −iky(R− 1), which, when substituted into (5), lead to
R =
Z
ρ0c0
(Dθr · ey + iQ1)− 1 + iQ0
Z
ρ0c0
(Dθr · ey − iQ1) + 1 + iQ0
. (7)
Rederiving the second-order inviscid boundary condition (Khamis and Brambley, 2016a) for
the flat Cartesian geometry considered here leads to (5) with
Q0 =Dθr · ey
[
−
K
D
δI0 − i(δI0δI1 + δ
2I3 − δ
2I10)K
2
⊥
Z
ρ0c0
+ i
(
K2 −K2⊥
)
δ2I00
Z
ρ0c0
]
, (8a)
Q1 = −
K2
⊥
D
K
δI1 + i(δI0δI1 + δ
2I11 − δ
2I01)
K2
⊥
ρ0c0
Z
− i
(
K2 −K2⊥
)
δ2I2
ρ0c0
Z
(8b)
where K2
⊥
= k2x + k
2
z . The integrals Ij are defined by
δI0 =
∫
∞
0
χ0 dy, δI1 =
∫
∞
0
χ1 dy, δ
2I2 =
∫
∞
0
yχ0dy, δ
2I3 =
∫
∞
0
yχ1dy,
δ2I01 =
∫ ∞
0
χ0
∫ y
0
χ1(yˆ)dyˆdy, δ
2I10 =
∫ ∞
0
χ1
∫ y
0
χ0(yˆ)dyˆdy, (9)
δ2I00 =
∫
∞
0
( ∫ y
0
χ0(yˆ)dyˆ − I0
)
dy, δ2I11 =
∫
∞
0
( ∫ y
0
χ1(yˆ)dyˆ − I1
)
dy.
with
χ0(y) = 1−
ρ(y)(ω − U(y)kx)
2
ρ0(ω − U0kx)2
, χ1(y) = 1−
ρ0(ω − U0kx)
2
ρ(y)(ω − U(y)kx)2
. (10)
The reflection coefficient for the high-frequency viscous model (eq. (5.13) of Khamis and Brambley,
2017) may be defined by the parameters
Q0 =θr · ey
[ iT (0)
T0
√
µ0
iωρ0
kxU
′(0)
ρ0c20K
Z −KδI0 − iDB
Z
ρ0c0
]
, (11a)
Q1 = −
K2
⊥
D
K
δI0 +
iρ0c0
Z
A+ iC, (11b)
where a prime denotes a derivative with respect to y, and
A =K2
⊥
(δI0δI1 + δ
2I11 − δ
2I01)− (K
2 −K2
⊥
)δ2I2, (12a)
B =K2
⊥
(δI0δI1 + δ
2I3 − δ
2I10)− (K
2 −K2
⊥
)δ2I00
+
µ0T (0)
2
iωρ0T 20
(
1
T (0)2
Iµ
δ2
+
2σ
1 + σ
U ′(0)2
cpT (0)
−
5k2x
4ω2
U ′(0)2
)
, (12b)
C =
T (0)
T0
√
µ0
iωρ0
(
−
K2
⊥
K2
ikxU
′(0)
c0
δI1 +
ic0
ω
ρ0
ρ(0)
K2⊥ +
iωcpT0
σc30
)
, (12c)
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and σ2 = Pr. The viscous integral Iµ/δ
2 is defined by
1
δ2
Iµ =
∫ ∞
0
χµdy, χµ =
ω
ω − Ukx
[ 1
2Pr
(T 2)yyy + cp(TU
′2)′ +
kxT
ω − Ukx
(TU ′)yy
]
. (13)
For the two-deck viscothermal boundary condition (Khamis and Brambley, 2016b), the Qj
parameters are
Q0 =θr · ey
[
iT (0)
T0
√
µ0
iωρ0
kxU
′(0)
ρ0c20K
Z −KδI0 − iD(S2 + S3)
Z
ρ0c0
]
, (14a)
Q1 = −
K2
⊥
D
K
δI1 + iC, (14b)
where
S2 =
µ0T (0)
2
iωρ0T 20
(
1
T (0)2
Iµ
δ2
+
2σ
1 + σ
U ′(0)2
cpT (0)
−
5k2x
4ω2
U ′(0)2
)
, (15a)
S3 =
(
T (0)
T0
√
µ0
iωρ0
)3 (
−
cpkxU
′(0)
c20ωT (0)
Iµ
δ2
−
13k2x
8ω2
U ′(0)U ′′(0)−
k
ω
U ′′′(0)−
T ′′′(0)
σPrT (0)
−
151k3x
32ω3
U ′(0)3 +
(7σ + 3)
(1 + σ)2
kxU
′(0)3
2cpωT (0)
+
(σ Pr+Pr−2σ − 1)
σ(1 + σ)2
2U ′(0)U ′′(0)
cpT (0)
(15b)
−
(2 Pr+4σ + 1)
(1 + σ)2
kxU
′(0)T ′′(0)
ωT (0)
)
.
To rewrite the boundary condition equation (23) of Aure´gan et al. (2001) in a useable form,
we first exchange Yc with Y (correcting a typographic error in the reference) and then identify
Yc = 1/Zeff. Ignoring the acoustic boundary layer term premultiplied by δa as suggested in the
paragraph following equation (23) of that reference, we find Q0 = 0 and
Q1 =
iρ0c0
Z
(
βvU0kx
ω − U0kx
+
ω
ω − U0kx
T0 − T (0)
T (0)
βt
)
, (16)
where
βv =
1
U0
∫ ∞
0
dU
dy
e−(1+i)wy/δady βt =
1
T0 − T (0)
∫ ∞
0
dT
dy
e−(1+i)σwy/δady, (17)
where the complex conjugate is taken due to our different choice of sign in exp(+iωt). Aure´gan et al.
(2001) modelled the fluid as having constant viscosity, but since the viscosity here is y dependent
due to varying mean flow temperature (19), we find best agreement with our numerics is given
using the viscosity at the boundary, giving δa = (2µ(0)w/ρ(0)c
2
0)
1/2.
II.B Computational method
The computational domain is taken to be y ∈ [0, yn] where yn = 2pin/ky is chosen such that n
wall-normal uniform-flow wavelengths fit within the domain. The lined wall is situated at y = 0,
and a non-uniform grid yi, i = 1, 2, ..., N (with more points clustered near the wall to fully resolve
the boundary layer) is mapped to a uniform computational grid ξi via the mapping
ξi =
yn
A
arcsinh
(
yi
yN
sinhA
)
, (18)
for a real-valued parameter A that governs the severity of the grid stretching. The parameters
N = 104, A = 8.5 and n = 3 were found to give stable, well-converged results (independent of
total grid and step sizes), and were used in all the following computations.
The linearised compressible Navier–Stokes equations (LNSE) are solved within the domain
using a 6th order maximal order finite difference scheme to approximate derivatives with respect
to y (reducing to a 4th order scheme near the domain boundaries). The viscosities (shear and
bulk) and thermal conductivity are modelled as having a linear dependence on the temperature,
such that
µ ∝ µB ∝
T
T0Re
, κ ∝
T
T0RePr
. (19)
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A ratio µB0 /µ0 = 0.6 is used for all computations (Cramer, 2012). A sheared mean flow profile is
applied, with the mean velocity U and temperature T having the forms
U(y) = U0 tanh
4y
δ
, T (y) = T0 + TBL sech
4y
δ
, (20)
where T0 is the free-stream temperature and TBL ≈ 0.26T0 is used here to approximates a com-
pressible Blasius profile wall temperature.
An incident inviscid plane wave of unit amplitude is injected at the top of the domain using
the boundary condition
φ˜′ + ikyφ˜ = 2ikye
−iKyNθi·ey . (21)
Since this is an inviscid plane wave and we are only interested in the effects of viscosity within the
boundary layer, viscous effects are smoothly but rapidly “turned off” at the top of the boundary
layer when the velocity and temperature reach their free-stream values. Were the effects of viscosity
outside the boundary layer to be included, the incoming plane wave would decay slightly due
to viscosity before entering the boundary layer, and the results would depend on the vertical
distance yn the wave travels before encountering the boundary. Turning off viscosity is achieved
by multiplying the viscous terms by the sigmoid-type function
hµ(y) =


1, y < ys,
2−
2
1 + exp (−b(y − ys))
, y > ys,
(22)
where y = ys marks the edge of the shear layer (taken here to be ys ≃ 4.77δ) and b ≈ 60 governs
the speed at which the function hµ approaches zero above ys.
The reflection coefficient is calculated from the amplitude of the inviscid reflected wave at the
top of the domain, given by the complementary expression to (21)
φ˜′ − ikyφ˜ = −2ikyRe
−ikyyN . (23)
Applying this boundary condition to each of the five LNSE variables yields five reflection coeffi-
cients,
Ru = −(2kxky)
−1eikyyN
(
u˜′(yN )− ikyu˜(yN )
)
, Rv = −(2k
2
y)
−1eikyyN
(
v˜′(yN)− iky v˜(yN )
)
,
Rw = −(2kzky)
−1eikyyN
(
w˜′(yN )− ikyw˜(yN )
)
, (24)
Rp = −(2Kky)
−1eikyyN
(
p˜′(yN )− iky p˜(yN )
)
, Rt = −(2Kky)
−1eikyyN
(
T˜ ′(yN )− ikyT˜ (yN )
)
.
These should all result in the same numerical value, forming a useful test of the numerical method.
The standard deviation1 of the Rj values in the test cases presented here was of the order of 10
−8,
meaning error bars would be invisible in the following plots and have hence been omitted. Taking
the mean of the Rj from (24) then gives us the value of R which we compare with the asymptotic
approximations, given above. The inviscid numerical results are obtained using the same viscous
numerics by setting µ = 0.
III Results
Here we plot results for the reflection coefficient of a plane wave incident on a boundary layer above
a lined wall at any angle in two and three dimensions. The three viscous asymptotic expressions
(11), (14) and (16) are compared to the viscous numerics; the inviscid second order expression
(8) is compared to the inviscid numerics; and the viscous numerics are compared to the inviscid
numerics. Also plotted are the reflection coefficients found using the Ingard–Myers (Ingard, 1959,
Myers, 1980) condition and its first order correction (Brambley, 2011). The reflection coefficient
of the Myers condition is defined by (7) with Q0 = Q1 = 0. The first order inviscid boundary
condition is defined by (7) with Q0 = −kyδI0 and Q1 = −K
2
⊥
DδI1/K.
We give results for the five test cases considered by Gabard (2013), listed in table 1; these cases
are intended to be typical of a turbofan engine duct.
1Standard deviation defined here as σ2
SD
= 1
NR
Σ(|Rj | − |Rµ|)2, where NR is the number of R values (four in
2D, five in 3D) and Rµ is the mean of the NR R values.
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Case Frequency ω/c0 Shear thickness δ Mach number M Impedance Z/ρ0c0
A 28 14× 10−3 0.55 5− i
B 28 7× 10−3 0.55 5− i
C 56 14× 10−3 0.55 5− i
D 28 14× 10−3 0.3 5− i
E 28 30× 10−3 0.55 3− 0.5i
Table 1: Test cases for reflection coefficient calculations, as used in Gabard (2013).
Gabard (2013) reports that case A corresponds to the near-fan flow conditions at the inlet of a
turbofan engine at blade passing frequency; case B represents the flow upstream of the fan where
the boundary layer would be thinner; case C tests the double frequency harmonic of the blade
passing frequency; case D tests a lower Mach number flow; and case E corresponds to the thicker
boundary layer and altered impedance of the bypass duct.
III.A Two dimensions
In this section we constrain the incident wave to lie in the same plane as the direction of the mean
flow, as in fig. 1b. The angle θ is varied between 0 and pi, so that the wave is incident anywhere
between directly downstream and directly upstream. Figure 2 shows results at high Reynolds
numbers for the reflection coefficient for the five cases listed in table 1. Figure 2a shows the
absolute reflection coefficient in decibels for case A. Since it is difficult to compare between results
on this scale, figs. 2b–2f plot the reflection coefficient relative to the LNSE reflection for cases A–E.
All the models agree when the incident wave is perpendicular to the mean flow. In all cases, the
greatest discrepancy between inviscid and viscous reflection comes when the wave is incident in
an upstream direction. This could be explained by the refraction of upstream propagating waves
away from the lining by the mean flow shear (Allen et al., 2013, pg. 34–40), and the resulting
increase in the relative importance of viscosity to the attenuation rate (Stokes, 1845) due to a
reduced interaction with the lining. This feature is well captured by the high frequency asymptotic
solution, and partially captured by the two-deck weakly viscous model. We also recover the result
of Gabard (2013) that the Myers boundary condition is ill-suited for attenuation calculations, with
the reflection coefficient of waves incident at shallow angles being predicted with errors of up to
10 dB with respect to inviscid numerics. Viscosity is seen to have a non-negligible effect on the
reflection coefficient of around 1.5 dB to 4 dB. The leading-order ASP boundary condition does
not fare better than the Myers condition, despite including viscosity, possibly since the moderate
Mach numbers used here are too high for the low-Mach-number assumption of ASP.
Figure 3 shows results for lower Reynolds numbers. As intuition suggests, this separates the
viscous and inviscid models by a greater amount, particularly for upstream propagating waves.
In figs. 3b, 3d and 3f the benefits of using the second-order accurate inviscid boundary condition
over the first-order inviscid boundary condition for inviscid calculations may be seen, with the first
order condition having errors of more than 1 dB for upstream propagating incident waves compared
to the LEE numerics. The second order inviscid condition consistently predicts the reflection
coefficient in line with the inviscid numerics across all angles of incidence. The two-deck weakly
viscous model is seen to either over-predict or under-predict R for upstream propagating waves
(e.g. figs. 3c and 3d) compared with the viscous numerics, although the model out-performs the
inviscid models in capturing the features of the viscous numerics. The high-frequency asymptotic
boundary condition is accurate in the majority of cases, reproducing the viscous numerics to within
. 1 dB in cases A, C and D (figs. 3b, 3d and 3e) and . 2 dB in case B (fig. 3c). In case E (fig. 3f)
the error in the high-frequency model exceeds 5 dB in a narrow region. The poor accuracy of the
Myers condition is again evident in all cases at shallow angles of incidence, with the maximum
error with respect to the viscous numerics never falling below 3 dB, and exceeding 10 dB in case C
(fig. 3d). The sharp peaks in figs. 3c, 3e and 3f are caused by the LNSE reflection coefficient being
close to zero, which the inviscid models do not replicate.
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Figure 2: Reflection coefficient in decibels for the five cases in table 1. (a) Shows the absolute
values for case A; (b–f) show the values relative to the LNSE value for cases A–E, respectively.
Legend acronyms are linearised Navier–Stokes equations (LNSE), weakly viscous two-deck (WV),
high frequency viscous (HF), low Mach number viscous (ASP Aure´gan et al., 2001), linearised
Euler equations (LEE), second order inviscid (SO), first order inviscid (MM) and Myers (MY).
Reynolds numbers are (a,b,d,e) Re = 5× 106, (c) Re = 2× 107, (f) Re = 1× 106.
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Figure 3: Reflection coefficient in decibels for the five cases in table 1. (a) Shows the absolute
values for case A; (b–f) show the values relative to the LNSE value for cases A–E, respectively.
Legend acronyms as in fig. 2. Reynolds numbers are (a,b,d,e) Re = 4× 105, (c) Re = 3 × 106, (f)
Re = 1× 105.
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Figure 4: Reflection coefficient in decibels for case A from table 1 for (a) viscous numerics (LNSE)
and (b) inviscid numerics (LEE). The Reynolds number is Re = 4 × 105. (c) Shows the error in
the LEE prediction compared with the viscous LNSE prediction, 20 log10|RLEE |/|RLNSE|. The
maximum absolute discrepancy in the hot spots of (c) is ∼ 17 dB.
III.B Three dimensions
In this section we use the angle definitions indicated in fig. 1a, allowing the incident wave to enter
the boundary layer at a cross-flow angle (nonzero β). In fig. 4 results for case A at Re = 4×105 are
plotted, where the colour bar scale is in decibels. Figures 4a, 5a and 5b show the viscous models,
while figs. 4b and 6a–6c show the inviscid models. At steep angles of incidence (α . pi/8) the
viscous and inviscid results vary only slightly, as in the 2D case. At shallower angles, the features
of the viscous and inviscid density plots start to change, with greater attenuation occurring in
the viscous case in the upstream direction (as β approaches pi or −pi). This is seen more easily
in fig. 4c, which shows the error, in decibels, of the inviscid LEE numerics (fig. 4b) with respect
to the viscous LNSE numerics (fig. 4a). Large regions in (α, β) space show discrepancies of more
than 3 dB between the inviscid and viscous attenuation predictions, with a maximum error being
an under-prediction of ∼ 17 dB by the inviscid numerics for upstream propagating incident waves
entering the boundary layer at shallow angles.
The features of the viscous LNSE numerics, shown in fig. 4a, are captured well by the two
viscous asymptotic models, figs. 5a and 5b. The second-order inviscid boundary condition, fig. 6a,
performs well in 3D, accurately reproducing the features of the inviscid LEE numerics, fig. 4b,
although since this is still inviscid it shows the same inaccuracies as the LEE when compared with
the LNSE solution. The Myers and ASP conditions, figs. 5c and 6c, fail to capture the complicated
changes in reflection coefficient that occur as β is varied for shallow entry angles (α & 3pi/8).
More substantial differences between the viscous and inviscid attenuation predictions can be
seen in fig. 7, which shows results for case E at Re = 1 × 105. The inclusion of viscosity creates
patches of very intense attenuation, leading to a maximum under-prediction by the inviscid nu-
merics of 32 dB. It is also worth noting the change in polarity of the discrepancy between the
LNSE and LEE numerics as the direction of propagation varies between upstream propagating
and cross-flow propagating (see fig. 7c). Neglecting viscosity leads to an under-prediction of at-
tenuation near β = ±pi where the wave is propagating almost directly upstream, but this switches
to an over-prediction for −5pi/8 . β . 5pi/8 where the wave is propagating either across the
mean flow or downstream. Again, the asymptotic boundary conditions perform well, capturing the
complexities of the attenuation patterns of the numerics in (α, β) space.
IV Conclusion
By calculating the reflection coefficient for a plane acoustic wave reflecting from an impedance
lining in sheared viscous flow, we have investigated the effects of both shear and viscosity on the
performance of acoustic linings. For the cases considered, intended to be realistic of a modern
turbofan aeroengine (with Re ≈ 105–107), viscosity was found to have an effect on the sound
absorption ranging from 1.5 dB to over 17 dB, with most commonly effects seen of the order of
3 dB. This suggests the inclusion of viscosity is important for the design and optimization of
acoustic linings in aeroengines.
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Figure 5: Error in the reflection coefficient in decibels, 20 log10|R|/|RLNSE|, for case A from table 1
for the viscous boundary conditions: (a) high frequency (Khamis and Brambley, 2017), (b) two
deck (Khamis and Brambley, 2016b), (c) low Mach number (Aure´gan et al., 2001). The Reynolds
number is Re = 4× 105.
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Figure 6: Error in the reflection coefficient in decibels, 20 log10|R|/|RLNSE|, for case A from table 1
for the inviscid boundary conditions: (a) second order (Khamis and Brambley, 2016a), (b) first
order (Brambley, 2011), (c) leading order (the Ingard–Myers condition, Ingard, 1959, Myers, 1980).
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Figure 7: As in fig. 4 but for case E from with a Reynolds number of Re = 1× 105. The maximum
absolute discrepancy in the hot spots of (c) is ∼ 32 dB.
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Figure 8: As in fig. 5 but for case E from table 1 for a Reynolds number of Re = 1× 105.
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Figure 9: As in fig. 6 but for case E from table 1.
Viscosity was found to have a greater effect for upstream and cross-stream propagating waves,
and less of an effect for waves with normal incidence or waves predominantly propagating down-
stream. Interestingly, neglecting viscosity was found to lead to an underprediction in the atten-
uation for upstream propagating waves, and to an overprediction in attenuation for cross-stream
propagating waves. This variation could be important for spinning rotor-alone tones in aeroengine
intakes or for sound attenuation in swirling mean flows, as both involve both an upstream and a
cross-stream component.
The Myers boundary condition was found to be unsuitable for predicting attenuation, with
errors of the order of 10 dB, confirming the conclusion of Gabard (2013), as was the low-Mach-
number viscous boundary condition of Aure´gan et al. (2001). The first order inviscid generalization
of the Myers boundary condition (Brambley, 2011) was found to closely approximate the full
linearized Euler equations, while the second order inviscid generalization (Khamis and Brambley,
2016a) results were in almost all cases indistinguishable from those of the linearized Euler equations.
Of the two viscous approximate boundary conditions considered, the high-frequency boundary
condition (Khamis and Brambley, 2017) performed the best for the cases considered here, and
was impressively close (usually within 1 dB) to the results for the full linearized Navier–Stokes
equations. The accuracy of this boundary condition may be due to the high frequencies con-
sidered, but since these frequencies are typical of aeroengines, this boundary condition could be
expected to give accurate results in aeroacoustic applications. The two-deck boundary condi-
tion (Khamis and Brambley, 2016b), while not quite as accurate as the high-frequency boundary
condition, is still more accurate than any of the inviscid boundary conditions (e.g. fig. 3b), includ-
ing the full linearized Euler equations.
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