On the self-adjoint extensions of symmetric ordinary differential operators in direct sum spaces  by Shou-Zhong, Fu
JOURNAL OF DIFFERENTIAL EQUATIONS loo, 269-291 (1992) 
On the Self-Adjoint Extensions of Symmetric Ordinary 
Differential Operators in Direct Sum Spaces* 
Fu SHOU-ZHONG 
Department of Mathematics, University of Inner Mongolia, 010021, 
Hohhol, Inner Mongolia, People’s Republic qf China 
Received January 11, 1990; revised January 14, 1991 
In this paper, we give the characterizations of self-adjoint domains for singular 
symmetric operators, by describing the boundary conditions of domain of 
conjugate differential operator, with interior singular points or in direct sum 
spaces. Last, we show that there exist other self-adjoint extension of T,(M) which 
cannot be expressed as the direct sum of the self-adjoint extensions over the various 
subintervals. c 1992 Academtc Press, Inc. 
After Cao Zhi-jiang [2] and Sun Jiong [7] had respectively given the 
complete and direct characterizations of all self-adjoint extensions for a 
symmetric differential expression with limit-circle and any deficiency indice 
at a singular endpoint of an interval, Shang Zai-jui and Zhu Rui-ying [6] 
gave the characterizations of self-adjoint extensions associated with 
symmetric differential expressions with both singular endpoints of an 
interval. Since then, there has been a satisfactory solution for the problem 
on the characterizations of self-adjoint extensions for symmetric differential 
operators. In 1986, W. N. Everitt and A. Zettl [3] considered the theory of 
Sturm-Liouville differential operators in direct sum spaces, for solving 
the Sturm-Liouville eigenvalued problems with interior singular points. 
Recently, A. M. Krall and A. Zettl [4, 51 generalized the method given by 
Coddington [ 11, which obtains the characterization of self-adjoint domains 
by describing the boundary conditions of the domain of a conjugate 
differential operator, and obtains the characterizations of self-adjoint 
domains for Sturm-Liouville differential operators with interior singular 
points. 
In this paper, by using A. M. Krall and A. Zettl’s method and all of 
above works as a basis, we give the characterizations of self-adjoint 
domains for singular symmetric operators with interior singular points or 
in direct sum spaces. Then we show that the results in [2, 3, 5-71 are special 
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cases of ours. Lastly, we show that there exists another self-adjoint 
extension of T,(M) which cannot be expressed as the direct sum of the 
self-adjoint extensions over the various subintervals. 
I PRELIMINARIES 
Consider the n th-order Symmetric differential expression, 
hf= i P&W~, 
k=O 
over interval (a, 6), -cc <a<b < 00, where pk(x), k=O, 1, . . . . n, are 
complex-valued functions with some smooth and integratable conditions. 
We assume that there exists a finite number of singular points of A4 in 
(a, 6). 
M is a limit-circle at an endpoint C means that all solutions of equation 
are locally square integrable for all II E @ near point C. So regular 
endpoints may be thought of as “benign” limit-circle points. 
We can, without loss of generality, assume that the interval (a, 6) is 
decomposed into a set of subintervals, 
lj = (aj, bj), j = 1, . ..) q, 
where a,, bi are “singular” endpoints with deficiency indices (m,,_ i, my- 1) 
and (m,,-, m2j), respectively. 
In general, we assume that I,= (uj, b,), j= 1, . . . . q, are a set of intervals 
on the real axis. An n th-order symmetric differential expression M, is 
defined over every Ij for any j, and we provide A4 with deficiency indices 
(mUpI, myml) and (m,,-, m,) at a, and b,, respectively, and there is not 
any singular point in (a,, b,). Obviously, 
[(H+1)/2]<mi<H, i= 1, 2, . ..) 2q. 
The basic space we considered is 
H= i @P(Z,). 
j= 1 
We define the inner product in H as 
(YY’)= fj (Y,,zj)j= i j’);jTjdX, 
j=l i=l U, 
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where y = (vl, . . . . v,), z = (z,, . . . . zy) E H. Then H is a Hilbert space with 
this inner product. 
Let A4 = (A!,, . . . . M,). 
DEFINITION 1.1. We define the maximal operator T,(M) generated by 
M in H as follows: 
T,(Wy= (JflY,, ".' MyYyL Y = (Y 13 . ..> Y,)ENT,(W). 
DEFINITION 1.2. Define the minimal operator T,(M) generated by A4 in 
H as 
To(WY = W,Y, > . . . . w/Yy), Y = (Y, 5 ...> Y,) E a To(W). 
LEMMA 1.3. (a) T,(M) is a closed and dense-defined symmetric 
differential operator; 
(b) T,(M) = T,*(M); 
(c) The deficiency indices (d +, d - ) of T,(M) are 
d+= i d;; d-z i d- 
i ' 
,=I j= I 
where (d.T , d,: ) are the deficiency indices of T,,( Mj). 
By K. Kodaira’s formula 
d,? =d,: =my-,+my-n, j = 1, . ..) q. 
So T,(M) has equal deficiency indices 
2Y 
df =d- = 1 mj-qn=m. 
j= I 
If (c(, /?) c I,, then 
by Green’s formula, 
for any Y=(Y,,...,Y,) and z=(z, ,..., z,)ED(T,(M)), 
J C(M,Y,)zi-.Yj(Mjz~)l dx= CY,, zjlj I{, n 
505!lOO/2-6 
212 SHOU-ZHONGFU 
where 
CY,j, ZjIj (X) = R(q) Q~C(Yj)(x) 
is called the Lagrange’s bilinear form corresponding to A4, on I,. Here 
R(z,)(x) = (Zj(X), z;(x), . ..) zy l)(X)), 
c(Y.j)(x)= CR(Yj)(x)lr 
and Q, satisfies 
Q,*(X) = -Q,(x). 
LEMMA 1.4. For anyy= (yl, . . . . y,), z= (zl, . . . . z,)eD(T1(M)), all ofthe 
limits [yj, zj]j(aj)=lim,,, CY~~zjlj~x~~ndCYj~zjlj~~j~=~im~~~,CYj~zjlj~X~ 
exist, and 
<Y, z> = (T,(M)Y, 2) - (Y, T,(Wz) 
LEMMA 1.5. D(T,(M)) = {f= (fi, .-,.~,)ED(TI(M)) 1 v&T= (g,, . . . . &)E 
D(TI(M)), Cf,, gjlj t”j)= C&j, gjlj (bj)=o, j= l, .‘.> 4). 
Proof. It can be obtained directly by the closedness of T,(M), 
Lemma 1.4, and the Calkin theory of extensions of symmetric operators in 
Hilbert spaces. 
LEMMA 1.6. The linear manifold D in D( T,(M)) is the domain of self- 
adjoint extension of TO(M) if and only $ there exist ,functions vi E D( T, (M)), 
i=l 2 ..., m, which satisfy: 
(1) {h, . . . . u,} are a linearly independent module D(T,,(M)); 
(2) (u,, u,) =O, s, t = 1, . . . . m; 
(3) D = {f~ D(T,(M)) ( (1; u,) =O, S= 1, . . . . m}. 
This is a main result of the Calkin Theory. 
Both the equations My = Ay and My = ly have exactly mzj- I linearly 
independent locally square integrable solutions near uj (for example, 
integrable on (uj, cj], where cj is given between aj and b,), denote by 
x1; , . . . . ~i,~~,-, and xi,,,-, + I 7 -.) x,:~~~,-, y respectively; similarly these two 
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equations have exactly linearly independent square integrable solutions 
xl: , -., x,7,,,,) and XjTm, + 1 1 -.) x,:?;~~, 9 respectively, on [cj, b,), j = 1, . . . . q. 
LEMMA 1.7 [6]. Denote 
then 
rank E,- = 2m,, , - n, 
rank E+ =2m -n 
J 5 * 
j=l > ..., 4. 
Without loss of generality, we can assume that the first 2m,-, -n rows 
of E.,: are linearly independent, and the first 2mzj- n rows of E,? are 
linearly independent and denote 
j=l 2 .“, 4. 
LEMMA 1.8. (E,-)*= -E,:, (ET)*= -E,f; (B,:)*= -B,-, (B,f)*= 
-Bt, j= 1, . . . . q. 
Proof It can be obtained directly by the property of bilinear form: 
cf, sl = - Cd-l. 
LEMMA 1.9. Zf y E D( T,(M)), then y has a unique representation 
Y = Yo + (VI > ...> Y,)> 
where y. E D( T,(M)), and 
x E taj, cjJ, 
x E Ccj, b~)3 
j=l > ...? 4. 
Proof: By John von Neumann decomposition of domain of conjugate 
linear operator for closed symmetric differential operator 
D(T,(M,))=D(T,(M,)) i ker(T,(M,)-AZ)/ ker(T,(M,)-Al), 
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and the definitions of D(T,(M)) and D(T,(M)), note the following fact 
that 
ker(T,(M,)-AZ)c ker(T,(M,y)-AZ)@ker(T,(M,?)-AZ), 
where 
D(T,(M,)) c D(T,(M,)) i (ker(T,(M,:) - AZ)@ ker(T,(M,f ) - AZ)) 
i (ker( T,(M,: ) - XZ) @ ker( T,(M,? ) - AZ)), 
SO 
D( T,(M)) c D( T,(M)) i i 0 (ker( T,(M/ ) - AZ) 0 ker( T,(M,+ ) - AZ)) 
,=l 
i i @(ker(T,(M,:)-XZ)@ker(T,(M,+)-AZ)) 
j=l 
=D(T,(M))/ i @[(ker(T,(M,:)-AZ)/ker(T,(M;)-AZ)) 
j=l 
@(ker(T,(M,+-AZ)/ ker(T,(M,+-;iZ))], 
the proof is completed from the definition of direct sum. 
LEMMA 1.10. 
d+, . . . . d;+,,, 
For any array of complex numbers: di;, . . . . dJT2mz,-, -n and 
tkt 
j = 1, . . . . q, there exists a f= (fi, . . . . f,) E D( T,(M)), such 
[ [jj,‘~2~~~‘=aj)l = [d;*y-, -1’ 
j= 1, . ..) q. 
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Proof: By Lemma 1.9, we assume that 
which is defined on (a,, cj] and [c,, b,), respectively, where fji E 
D( T,(M,)) n L’(u,, c,], f,G E D( T,(M,)) n L2[cj, b,), c,; , c,: are undeter- 
mined. 
For any j, from Lemma 1.5, 
CJ;? X, lj C”j) = d,T 3 
if and only if 
2m2,- I 
t = 1, . . . . 2m2jp 1 -n, 
i.e., 
,C, C~LT,,Xi,lj(“,)=di,, tz1,...,2m2j-I-n, 
LX,<, X,Ylj(“j) ‘.. CX,2rn-,’ x,; 1, (a,) 
the coefficient matrix of this system is (2m2jp , - n) x (2m2,- l)r and by 
Lemma 1.7, its rank is 2m2,_ , - n, so the solutions of this system exist. 
Then we find a function f,: , such that f,: satisfies 
Cf,‘tX,YIj(a,)=di,, t= 1, . . . . 2m2,-, -n, 
Similarly, we can determine cj: , . . . . c,tZm2,, such that 
Cf f > XC I, (bj) = d; > t = 1, . . . . 2m, - n. 
Because there is no singular point in (uj, b.,), there exists 
uED(T1(Mi 1[(~,+~,)/2,(~,+h,)j2J)~ 
276 SHOU-ZHONG FU 
such that 
u’“~“((uj+cj)/2)=f,:‘k~‘y(a,+c,)/2), I 
u’“-“((Cj+bj)/2)=ff(k-‘)((cj+bj)/2), I 
j = 1, . ..) n. 
Let 
i 
f; (XL x E (a,, (a, + CjY21, 
fjtx) = u,(xh x E Ct”j + cj)/2, tcj + bj)/21, 
f; (XL x E Ctcj + bj)/2, b,). 
Clearly, f, E D( T, ( Mj)), and satisfies 
Cfj, x.,T Ij (aj) = d/T 7 t = 1, . . . . 2m,, , -n, 
Cf,, x,: 1, (b,) = d,: 2 t = 1, . ..) 2mzi - n, 
j= 1, . ..) q. So, let f= (f,, . . . . f,), the proof is complete. 
2. THE IMPORTANT LEMMA 
LEMMA 2.1. Suppose that y = (y,, . . . . y,), z = (z,, . . . . zy) E D(T,(M)), 
then 
CYjf zjlj (aj)= -(Czj, X,<l, t”j) ‘.. Czj9 XJ;Zm2,m,-nlj (“j))(B,‘)m-’ 
CYj2 X,< lj (aj) 
X 
[ CYj, XIyh2,Y, ~-.lj (aj) I. ’ 
CYjY zjlj tbj)= -(Czj, X:lj th,)... Czj3 XJt*wq-nlj tbjHCBfJp’ 
x [ ,,;,::;:,:n::jJ~ 
j= 1 3 ...> 9. 
Proof: We will give the proof only at a,. It is completely similar for 
other endpoints. By Lemma 1.9, we assume that 
y1 =yo’ + Cf:21 c,‘x;., { 
xE(a,, ~~1, 
XE cc,, b,); 
z, = zo1 + C::‘, d, x 1, > XE(U,, c,l, 
C:?, d: x I: 9 XE cc,, b,), 
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where Y, 11 z. I E D( T,(M,)). Denote 
2m1 2m1 
Y,,+ c c,xI,~zu,-‘- 1 d,-xii (~1) .s= 1 1=l 1, 
2m1 2m1 
= c c c.3%1,&11 (al) 
.s=l 1=1 
=(d,-.d,,) 
cx,, Xllll (a,) 
X 
[ : 
CXI,zmp x,11 (4) 
- 
... Cl 
t-xi, x&l, (a,) ... CXi&p X~2m,lI (al) IH L C2m, 
-- 
=(d;- ...dTm,)(EJT . 
Note that (EF)~= -E;. Then (EF)~ can be written as 
By Lemma 1.7 and the hypothesis following it, the column vector of 
matrix C $1 2ml xn is a linear combination of those column vectors of matrix 
c _“,;*I 2m, x,2m,Pnj which means that there exists a matrix dCzrnLPnjxn such 
that 
Let 
P 
[ 
Z (2rnf ~ n) x (Zm, ~ n) A (2m,-n)xn 
zm, * zm, = 0 nx(2m,-n) z nxn 1 
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then 
B- (E, )T p = -1;ynl~t2mi-” A(2 m-n)xn I[ I (2rnl - n) x (201, -h) A (2m1 -n)xn 81 x (2m ]- tt , K 0 n x n nx(Zm]--n) z t1 x ,I 3 
= BF 
[ 
~2rn,-n,x,Zm,-,il uv+4*m,-n,.. 
-A* n x (Zm, - II) (-A*A +X),x,, 1 = %l,-“lxon,,-n, 
C 
own-n)xn 
-AL2,,,-n, 1 On,,, ' 
and 
so 
= (A*&- -~4*L.~2,~-,,~ 0,x, 1 
By Lemma 1.8, 
(A*B; -A*k,,.(2m,-,l)=(-A*B;*-A*),,(2,,--,,) 
= [-(B;A +A)(2m,--njxnl* 
= w,2m,-n)xnl* 
=o ux(Zm~-n), 
thus 
But 
[ 
B- 1m-*,x,*nl,-n, 0 P*(E; )?- P = 
(Zm, - n)xn 
0 n x (2mt -11) 0 . ,I x n 1 
-A (2m,--n)xn 
I . n x II 1 
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Therefore, 
Hence 
?!I% 12m, n, 
(-A*B1-)nx,2m,~-nl 1 u(2m,-rI)x(2mr,-n, -~c2m,-nlxn) 
Bi 
=[ 1 -A*B, 2m, x (2m, -n, 
x (BJ,;, -n)x:?m, -,,,(B, -B,A) (2m, ~ n) x 2m,. 
Consequently, 
-- 
b,,z,l, (a,)=(d, 42;,,) 
and 
Xnll (al) ‘.. CX,,2m,-n9 x 111, (4) 1 
LCX,, x1,2,,1, (a,) ... [Ki&pG x1.2m,l, (a,)] 
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3. SOME EXPRESSIONS OF GREEN'S FORMULA 
THEOREM 3.1. Suppose that y=(y, ,..., y,), z=(z,, . . . . z,)ED(T~(M)), 
then 
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Prooj This is a direct corollary of Lemmas 1.4 and 2.1. Let 
here 
B= 
Then we have 
THEOREM 3.2. Suppose that y = (yl 
then 
3 . 
B; 
-By’ I. 
..) v,), z=(z,, . ..) Z,)ED(T,(M)), 
(JJ, z) = Z(z)* B -‘B(y). 
Let K be an r x 2m matrix, rank K = r. Let N be an (2m - Y) x 2m matrix, 
rank N= 2m - r and [El,, * 2m be a nonsingular matrix. 
Likewise, let P be an r x 2m matrix, rank P= r. Let Q be an 
(2m - r) x 2m matrix, rank N = 2m - r. Assume that 
= B-‘. 
Then we have 
THEOREM 3.3. Sqpose that y, z E D( T,(M)), then 
(.v> z> = CWzIl* CWY)I + [QB(z,l* IINBb)l. 
ProoJ: The proof is completed by replacing the BP’ in Theorem 3.2 by 
B-‘=(P* Q*) ; II 
LEMMA 3.4. B* = -B, (B-l)* = (B*)-’ = -B-l. 
This is a direct corollary of Lemma 1.8. 
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4. RESTRICTIONS OF T,(M) AND ITS CONJUGATE OPERATOR 
DEFINITION 4.1. We define operator T as 
D(T)= {YED(T~(W) I Wy)=Ol, 
TV = T,(WY, YED(T). 
Clearly, 
D(TcdW) = D = D(T,(W), 
i.e., 
T,(M) c TC T,(M). 
THEOREM 4.2. The conjugate operator T* of T in H is determined by 
D(T*)= {zED(T,(M)) 1 QB(z)=O}, 
T*z = T,(M)z, ZED(T*). 
and T** = T. 
Proo$ Denote D* = {ZE D(T,(M)) 1 QB(z) = 0). 
(I) By the property of conjugate operator, we have 
TcdW = T* = T,(M), 
so we only need to prove that D( T*) = D*. 
(i) If ZE D*, that means z E D(T,(M)), QB(z) = 0, then for any 
y E D, by Theorem 3.3, we have 
(TY, z) - (Y, T,(Wz) = (T,(WY, z) - (Y> T,(Wz) 
= CPw)l* cwY)l+ cewZ)l* cwY)l=f2 
so, ZED(T*), and D*cD(T*). 
(ii) If z E D( T*), then for any y E D, we have 
0 = (TY, z) - (Y, T*z) = (T,(Wy, z) - (Y, T,(Wz) 
= Cf’Wz)l* CWYII + CQ4z)l* CJWY)I 
= CQ&)l* CNNy)l> 
by Lemma 1.10 and the hypothesis for N, NB(y) can be arbitrary, therefore 
CQ%,l* = 0, 
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i.e., 
consequently, 
QW) = 0, 
thus D(T*) c D*. 
And so D( T*) = D*. 
(II) To prove that T** = T, we only need prove that D(T**)= D, 
this is the same thing as we did in (I). The proof is completed. 
5. THE SELF-ADJOINTNESS OF T 
In this section, we give the characterization of the domain of T where T 
is a self-adjoint extension of T,(M). First, we introducte another form of 
boundary conditions. 
If y E D(T), then 
KB(y)=O. 
Let 
NB(y) = A, 
since [E] is nonsingular, A can be arbitrary. Multiplying by B(P* Q*) on 
the left, we have 
B(Y) = B(f’* Q*, 
=B(P* Q*) ; [I 
= BQ*A, 
so 
KB(y)=OoB(y)=BQ*A, 
where A is some (2~ - r) x 1 matrix. The last is the equivalenced form of 
boundary conditions. 
Similarly, if z E D( T*), then 
QB(z) = 0. 
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Let 
then 
PB( z) = r, 
B(z)* (P* Q*) = (r* 0). 
Since [g] is nonsingular, f can be arbitrary. So multiplying by [E] B on 
the right, we obtain that 
QB(z) = 0 o B(z) = - BK*r, 
where r is some Y x 1 matrix. 
THEOREM 5.1. T is selfadjoint if and only if Y = m and KBK* = 0. 
ProoJ: If T is self-adjoint, then T= T*, i.e., D = D( T*), that means the 
number of boundary conditions for D and D(T*) is the same. Hence 
2m - r = r, i.e., r = m. And if z E D( T*), then z must satisfy the boundary 
conditions of D, so 
KB(z)= -KBK*f =O. 
Since r is arbitrary, KBK* = 0. 
Conversely, if r = m, then the number of boundary conditions for D and 
D(T*) is the same. Further, since 
tp* e*, ; [I = B-1, 
we have 
Because C fJ 2m x2m is nonsingular, [B(P* Q*)]2mX 2m is the inverse matrix 
of [E]. And we have 
K [ 1 mx2m ((BP*),,., (BQ*Lxm) N mx2m 
WP*L,,, WQ*)mxm 
WBP*L,x, 1 
so KBQ*=O. 
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Since rank K,,,, 2m = m and B is nonsingular, rank (KB),X2, = m. 
Therefore the system 
=o 
has exactly m linearly independent solutions. By KBQ* = 0 and rank Q = m, 
we know that there are m column-vectors of Q* which form a basis of 
solution space for the system. And by KBK* = 0 and rank K = m, we know 
that there are m column-vectors of K* which form a basis of this solution 
space also. So they are in equivalence. Hence, there exists a nonsingular 
matrix C, xm, such that 
Q* = K*C*, 
i.e.. 
Q=CK. 
So QB(y) = 0 and KB(y) = 0 are equivalent. 
Therefore D = D( T*). The proof is complete. 
Noting Lemma 1.6, Lemma 1.9, and Theorem 3.3, we have 
THEOREM 5.2. The linear manifold D in D( T,(M)) is the domain of self- 
adjoint extensions of T,(M) if and only if there exist an m x 2m matrix K, 
such that 
(i) rank K= m; 
(ii) KBK* = 0; 
(iii) D= {~ED(T,(M)) I KB(y)=O}. 
6. EXAMPLES 
6.1. The result of [7] is a special case of ours with q = 1. 
Let q = 1, then Theorem 5.2 can be characterized as 
THEOREM 6.1. The linear manifold D in D( T,(M)) is the domain of self- 
adjoint extensions of T,(M) if and only if there exists an m x 2m matrix K, 
such that 
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(i) rank K = m; 
(ii) KBK* = 0; 
(iii) D= {~ED(T,(M)) 1 KB(y)=O}. 
where 
m = def T,(M), 
B(Y)= (CY, x,1(a)... CY, x2m,+,I(4 Cv, x:1(6)... CY, ~2f,~-nl(W~. 
Let 
K=(K lmx(2m,-n) K 2 m x (2m2 ~ 11) 1 3 
then Theorem 6.1 is equivalent to, 
THEOREM 6.1’. The linear manifold D in D( T,(M)) is the domain of self- 
adjoint extensions of T,(M) if and only if there exist matrices K, ,,,X C2m,pn, 
and Kzmx C2mzpn), such that 
(i) rank(K, K2) =m; 
(ii) KIB-KT-KzBfKT=O; 
(iii) and 
This is just part (III) of the theorem in paper [7]. Particularly, we can 
obtain the other results of [7] when we let m, and m2 be particular values; 
more particularly, both [S] and [6] are special cases of [7] so they are 
special cases of ours. 
6.2. The result of [2] is also a special case of ours. 
The result of [2] is exactly Lemma 1.6 of our paper with n = 2 and q = 2. 
Lemma 1.6 and Theorem 5.2 are equivalent, so the result of [2] is a special 
case of ours, too. 
6.3. Reference [4] can be included in ours. 
Let A4 be a second-order symmetric ordinary differential expression. If 
we replace {xl, x2} by (6 4) in C41 near the limit-circle endpoints, and let 
d=defT,(M)=n+p+2q, 
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here the meaning of n, p, q, and Q, R, S, T, J in the following are the same 
as in [4], then we have 
THEOREM 6.2. The linear manifold D in D( T,(M)) is the domain of self- 
adjoint extensions of T,(M) if and only if there exist an d x 2d matrix K, 
such that 
(i) rank K= d; 
(ii) KBK* = 0; 
(iii) D= {yeD(T,(M)) 1 KB(y)=O}, 
where 
B(Y) = (Q,(Y, ‘3, Q~(Y, 4), . . . . MY, @, Q,(Y, 4), 
R,(Y> 01, R,(Y, 41, . ..> R,(Y, 01, &-A Y, d), 
T,(Y, 01, T,(Y, 4), S,(Y, 01, S~(Y, d), . . . . 
T&Y, ‘4, T&Y, 41% S,(Y, Q), S&Y, d)lT, 
B= 
Let 
n -J 
-J 
J 
.I 
J 
-J 
J 
i 
n 
i 
P 
, 
i 
q pairs 
K= (~1, -.., ~2n, v,, --., 02~9 ~1, wz, . . . . ~4~-,, w,,), 
where all of u,‘s, vls, wis are d-dimensional column-vectors. Let 
R=h . . . . UZn, uI,-Yu2p, W3,W4rW7,U‘s,...,W4y~I, 
w4~9 WI, w2, W5, w6, -9 Wqy-3, Wqy-2 ). 
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Make corresponding order for the diagonals of B(y) and B such that 
n 
i 
n 
I . 
P 
1 
4 
1 
4 
It is easy to see that Theorem 6.1 also holds when we replace K, B, and 
B(y) with K, B, and B(y), respectively. In this case, this theorem is 
changed into [4, Theorem 4.73. 
6.4. There exists a self-adjoint extension of T,(M), which cannot be 
represented by the direct sum of the self-adjoint extension over various 
subintervals. 
In [2,4], we had some examples like this for the SturmPLiouville 
operator. Now we shall give a special example for the nth-order symmetric 
differential operators. Without lossing generality, we assume that the group 
of intervals is composed of two subintervals. 
According to Theorem 6.1, we know that the domain of the self-adjoint 
extension of the differential operator over subinterval (a,, b,) is determined 
by the following three conditions. 
(1’) rank K, = d,, where Kj is dj x 2dj matrix, dj = def( T,(M,) 
(2’) KjBjK,+= 0; 
(3’) oj= {YjED(TI(Mj)) I KjBji(Yj)=O}. 
Here the constructions of Bj and Bj(yj) are as above. So the domain 
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of the self-adjoint extension determined as the direct sum of self-adjoint 
extensions over two subintervals must be expressed as 
where 
K= K, O 
i 1 0 K, ’ 
B(Y) = B,(YI) L 1 BAYA ’ Y=(Yl?Y*h 
and 
(1) rank K=d,+d,=m; 
(2) KBK* = K, BK;+ K, BK;= 0. 
It is easy to see that when we replace K by CK for any m x m non- 
singular matrix C in Theorem 5.2, the theorem also holds, and K and CK 
determine the same self-adjoint extension domain. 
Conversely, if R and K determine the same self-adjoint domain, then, by 
Lemma 1.10, there must exist an m x m nonsingular matrix C such that 
K= CK. 
Since rank K, d, x Zd, = d,, there exists a vector V= (ul, . . . . v,,,), such that 
K I d, x Zd, 
rank [ 1 =d, + 1. V 1 x Zd, 
Let 
It is easy to prove that R also satisfies the above conditions (1) and (2). 
We are sure that the self-adjoint extension determined by R cannot be a 
direct sum of self-adjoint extension over two subintervals. Otherwise, there 
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exists an m x m nonsingular matrix C and matrices F and K satisfying 
condition (1) and (2) such that 
rd;;;;y ::;-_I =c,., [o~yi3~;~~~]. 
If we represent C as follow 
[ -’ 
c lld,xdz , C 12 d, x d2 
C mXM= ---_--;-_----- ------. 
c 21d2xd, I C Od,xl c 22dzx(dz-1) 1 
then we have 
C 12d,xd2 K 2 dz x 2dz =o d, x 24 3 
C 21 dzxd, K,d,xzd, +codzxl Vlx2d,=“d,x2dy 
But rank K2 = d, and rank [ 71 = d, + 1, as we have 
Cl, = 0, 
c,=o, 
c21 = 0, 
which is a contradiction since C is nonsingular. 
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