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Abstract
A k-uniform hypergraph G = (V,E) is called odd-bipartite ([5]), if k is even and there exists
some proper subset V1 of V such that each edge of G contains odd number of vertices in V1.
Odd-bipartite hypergraphs are generalizations of the ordinary bipartite graphs. We study the
spectral properties of the connected odd-bipartite hypergraphs. We prove that the Laplacian
H-spectrum and signless Laplacian H-spectrum of a connected k-uniform hypergraph G are
equal if and only if k is even and G is odd-bipartite. We further give several spectral
characterizations of the connected odd-bipartite hypergraphs. We also give a characterization
for a connected k-uniform hypergraph whose Laplacian spectral radius and signless Laplacian
spectral radius are equal, thus provide an answer to a question raised in [9]. By showing that
the Cartesian product G✷H of two odd-bipartite k-uniform hypergraphs is still odd-bipartite,
we determine that the Laplacian spectral radius of G✷H is the sum of the Laplacian spectral
radii of G and H , when G and H are both connected odd-bipartite.
AMS classification: 15A18; 15A69
Keywords: hypergraph, odd-bipartite, tensor, Laplacian spectra, signless Laplacian
spectra, Cartesian product, direct product.
1. Introduction
In recent years, the study of tensors and the spectra of tensors (and hypergraphs) with
their various applications has attracted extensive attention and interest, since the work of
L.Qi ([8]) and L.H.Lim ([7]) in 2005.
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As was in [8], an order m dimension n tensor A = (ai1i2···im)1≤ij≤n (j=1,··· ,m) over the
complex field C is a multidimensional array with all entries ai1i2···im ∈ C (i1, · · · , im ∈ [n] =
{1, · · · , n}).
In this paper, we only consider real tensors. We first need the following definition of a
general product of two tensors.
Definition 1.1([10]): Let A (and B) be an order m ≥ 2 (and order k ≥ 1), dimension n
tensor, respectively. Define the product A ·B (or simply AB) to be the following tensor C of
order (m− 1)(k − 1) + 1 and dimension n:
ciα1···αm−1 =
n∑
i2,··· ,im=1
aii2···imbi2α1 · · · bimαm−1 (i ∈ [n], α1, · · · , αm−1 ∈ [n]
k−1)
It is proved in [10] that this product of tensors satisfies the associative law.
In particular, when P and Q are both matrices and B = PAQ, we have:
bi1···im =
n∑
j1,··· ,jm=1
aj1···jmpi1j1qj2i2 · · · qjmim (1.1)
Let A be an order m dimension n tensor, let x = (x1, · · · , xn)
T ∈ Cn be a column vector
of dimension n. Then their product Ax is a vector in Cn whose ith component is as the
following:
(Ax)i =
n∑
i2,··· ,im=1
aii2···imxi2 · · ·xim (1.2)
Let x[r] = (xr1, · · · , x
r
n)
T . Then ([1,8]) a number λ ∈ C is called an eigenvalue of the tensor
A if there exists a nonzero vector x ∈ Cn such that
Ax = λx[m−1] (1.3)
and in this case, x is called an eigenvector of A corresponding to the eigenvalue λ.
An eigenvalue of A is called an H-eigenvalue ([8]), if there exists a real eigenvector corre-
sponding to it.
The maximal absolute value of the eigenvalues of A is called the spectral radius of A,
denoted by ρ(A). The largest H-eigenvalue of a real symmetric tensor A is denoted by λ(A).
The equation (1.3) can also be written in the following equivalent form:
(λI− A) · x = 0 (1.4)
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where I is the unit tensor of order m and dimension n.
In order to define the characteristic polynomials and spectra of tensors, we first need
to define the determinants of tensors. Originally the determinants of tensors were defined
as the resultants of some corresponding system of homogeneous equations on n variables.
Here we give the following equivalent definition of the determinants of tensors by using some
properties of the determinants proved in [4].
Definition 1.2 ([4]): Let A be an order m dimension n tensor with m ≥ 2. Then its
determinant det(A) is defined to be the unique polynomial on the entries of A satisfying the
following three conditions:
(1) det(A) = 0 if and only if the system of homogeneous equations Ax = 0 has a nonzero
solution.
(2) det(A) = 1, when A = I is the unit tensor.
(3) det(A) is an irreducible polynomial on the entries of A, when the entries of A are viewed
as dsitinct independent variables.
Definition 1.3: Let A be an order m ≥ 2 dimension n tensor. Then the characteristic
polynomial of A, denoted by φA(λ), is the determinant det(λI− A).
From the above definitions, it is easy to see that λ is an eigenvalue of A if and only if it
is a root of the characteristic polynomial of A.
Definition 1.4: Let A be an order m ≥ 2 dimension n tensor. Then the (multi)-set of roots
of the characteristic polynomial of A (counting multiplicities) is called the spectrum of A,
denoted by Spec(A).
The H-spectrum of a real tensor A, denoted by Hspec(A), is defined to be the set of
distinct H-eigenvalues of A. Namely,
Hspec(A) = {λ ∈ R | λ is an H-eigenvalue of A }
Definition 1.5 ([10, 11]): Let A and B be two order m ≥ 2 dimension n tensors. Suppose
that there exists a nonsingular diagonal matrix D of order n such that B = D−(m−1)AD,
then A and B are called diagonal similar.
It is proved in [10, Theorem 2.1] that similar tensors (thus diagonal similar tensors) have
the same characteristic polynomials, and thus have the same spectra (just as in the case of
matrices).
In [3], Friedland et al. defined the weak irreducibility of nonnegative tensors. It was
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proved in [3] and [11] that a k-hypergraph G is connected if and only if its adjacency tensor
A(G) is weakly irreducible. They further generalized the results of the well known Perron-
Frobenius Theorem from nonnegative irreducible matrices to nonnegative weakly irreducible
tensors.
Lemma 1.1([3,11]): Let A be a nonnegative tensor. Then
(1). ρ(A) is an H-eigenvalue of A with a nonnegative eigenvector. Furthermore, if A is
weakly irreducible, then ρ(A) has a positive eigenvector.
(2). If λ is an eigenvalue of A with a positive eigenvector, then λ = ρ(A).
Lemma 1.2([11]): Let A and B be two order k dimension n tensors with |B| ≤ A. Then
(1). ρ(B) ≤ ρ(A).
(2). Furthermore, if A is weakly irreducible and ρ(B) = ρ(A), where λ = ρ(A)eiϕ is an
eigenvalue of B with an eigenvector y, then
(i). All the components of y are nonzero.
(ii). Let U = diag(y1/|y1|, · · · , yn/|yn|) be a nonsingular diagonal matrix, then we have
B = eiϕU−(k−1)AU
A k-uniform hypergraph (or simply a k-hypergraph) G is a hypergraph each of whose
edges contains exactly k vertices. The adjacency tensor of G (under certain ordering of
vertices) is the order k dimension n tensor A = A(G) with the following entries ([2]):
ai1i2···ik =
{
1
(k−1)!
if {i1, i2, · · · , ik} ∈ E(G)
0 otherwise
The characteristic polynomial and spectrum of a uniform hypergraph G are those of its
adjacency tensor A.
Let D = D(G) be the degree diagonal tensor of G (its i-th diagonal element is the degree
of the vertex i), then the tensor L = D−A is called the Laplacian tensor of G, and Q = D+A
is called the signless Laplacian tensor of G. The Laplacian spectrum and signless Laplacian
spectrum of G are defined to be the spectrum of L and Q, respectively.
Definition 1.6([5]): A k-hypergraph G = (V,E) is called odd-bipartite, if k is even and there
exists some proper subset V1 of V such that each edge of G contains exactly odd number of
vertices in V1.
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It is easy to see that in the case k = 2, a k-hypergraph G is odd-bipartite if and only
if G is an ordinary bipartite graph. Thus the concept of odd-bipartite hypergraphs is a
generalization of that of (ordinary) bipartite graphs.
In [5, Proposition 3.2], Hu and Qi proved that if G is a k-uniform hm-bipartite hypergraph
with k even (which is a special subclass of the class of odd-bipartite k-hypergraphs), then its
Laplacian spectrum and signless Laplacian spectrum are equal. They also ask the question
about whether the converse of this result is true or not. In Section 2, we study the following
analogy question for Laplacian H-spectrum and signless Laplacian H-spectrum:
Question 1: Characterize those connected k-hypergraphs whose Laplacian H-spectra and
signless Laplacian H-spectra are equal.
We will show in Section 2 that in the case when G is connected, the Laplacian H-spectrum
and signless Laplacian H-spectrum of G are equal if and only if k is even and G is odd-
bipartite. This result is a generalization of the corresponding spectral characterization of the
ordinary bipartite graphs. In Section 2, we also show that the equality of the Laplacian H-
spectrum and signless Laplacian H-spectrum implies the equality of the Laplacian spectrum
and signless Laplacian spectrum, and give several further spectral characterizations of the
connected odd-bipartite hypergraphs in Theorems 2.1-2.5. These characterizations show that
some of the hypergraph structures can be well described by the spectra of the hypergraphs,
including the adjacency spectra, the Laplacian spectra and signless Laplacian spectra of the
hypergraphs, just as in the case of ordinary graphs (k = 2).
In [9], it was mentioned that “It is a research topic to identify the conditions under which
ρ(L) = ρ(Q)”. In Theorem 2.4, we use the properties of the weakly irreducible tensors
and the diagonal similar tensors to show that when G is a connected k-hypergraph, then
ρ(L) = ρ(Q) if and only if Spec(L) = Spec(Q).
In Section 3, we will give the expressions of the Laplacian tensor and signless Laplacian
tensor of the Cartesian product G✷H of k-hypergraphs by using the direct product of tensors
defined in [10]. By showing that the Cartesian product of two odd-bipartite k-hypergraphs
is still odd-bipartite together with the formula (A⊗B)(C⊗D) = (AC)⊗ (BD) for the direct
products and general products of tensors, we determine that the Laplacian spectral radius
(and the largest Laplacian H-eigenvalue) of G✷H is the sum of the Laplacian spectral radii
(and the largest Laplacian H-eigenvalues) of G and H , when G and H are both connected
odd-bipartite.
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2. The relation between the Laplacian spectra and signless Laplacian spectra of
odd-bipartite hypergraphs
The following theorem gives an algebraic feature of the odd-bipartite hypergraphs by
using the tensor product defined in Section 1.
Theorem 2.1: Let G be a connected k-uniform hypergraph with n vertices, A and D be
the adjacency tensor and degree diagonal tensor of G, L = D − A and Q = D + A be
the Laplacian and signless Laplacian tensor of G, respectively. Then the following three
conditions are equivalent:
(1). There exists some diagonal matrix P of order n with all the diagonal entries ±1 and
P 6= −In such that L = P
−(k−1)QP .
(2). There exists some diagonal matrix P of order n with all the diagonal entries ±1 and
P 6= −In such that A = −P
−(k−1)AP .
(3). k is even and G is odd-bipartite.
Proof. (1) ⇐⇒ (2): For the diagonal tensor D of order k and diagonal matrix P of order n
with all the diagonal entries ±1, it is easy to see that we always have D = P−(k−1)DP . Thus
we have:
L = P−(k−1)QP ⇐⇒ D− A = P−(k−1)(D+ A)P ⇐⇒ A = −P−(k−1)AP
(2) =⇒ (3): Since G is nontrivial, we have A 6= O. So P is also not the identity matrix,
for otherwise we would have A = −A, thus A = O, a contradiction. Let
V1 = {i ∈ [n] | the i-th diagonal entry of P is −1}
Then V1 is a proper subset of [n].
Now by A = −P−(k−1)AP and using (1.1) we have
−ai1i2···ik = p
−(k−1)
i1i1
pi2i2 · · · pikikai1i2···ik (∀ 1 ≤ i1, i2, · · · , ik ≤ n) (2.1)
Let e = {i1, i2, · · · , ik} be an edge of G. Then ai1i2···ik 6= 0 and so from (2.1) we have
−pki1i1 = pi1i1pi2i2 · · · pikik ( ∀ {i1, i2, · · · , ik} ∈ E(G) ) (2.2)
which implies that
pkii = p
k
jj (if i and j are adjacent in G) (2.3)
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Now if k is odd, then from (2.3) we would have
pii = pjj (if i and j are adjacent in G)
From this we deduce that all the diagonal entries of P are equal since G is connected, which
would imply that either P or −P is the identity matrix, a contradiction. From this we
conclude that k is even.
Now suppose that e = {i1, i2, · · · , ik} is an edge of G with |e∩ V1| = r. Then ai1i2···ik 6= 0
and so from (2.2) we further have −1 = (−1)r since k is even, thus r is odd. From this we
conclude that G is odd-bipartite.
(3) =⇒ (2): Suppose that k is even and G is odd-bipartite, then there exists some proper
subset V1 of [n] such that every edge of G intersects V1 with exactly an odd number of vertices.
Now take P to be the diagonal matrix of order n with all the diagonal entries ±1 such
that pii = −1 if and only if i ∈ V1. Then P 6= −In, and we can check that (2.1) holds since
k is even, which means that −A = P−(k−1)AP .
Using this algebraic characterization of odd-bipartite hypergraphs, we are now able to
obtain the following characterization for a connected k-uniform hypergraph whose Laplacian
H-spectrum and signless Laplacian H-spectrum are equal. Thus obtain an answer to the
Question 1 in Section 1.
Theorem 2.2: Let G be a connected k-uniform hypergraph with n vertices. Let A and D
be the adjacency tensor and degree diagonal tensor of G, and L = D − A and Q = D + A
be the Laplacian and signless Laplacian tensor of G, respectively. Then the following three
conditions are equivalent:
(1). k is even and G is odd-bipartite.
(2). Spec(L) = Spec(Q) and Hspec(L) = Hspec(Q).
(3). Hspec(L) = Hspec(Q).
Proof. (1)=⇒(2): By Theorem 2.1, we see that (1) implies that there exists some diagonal
matrix P of order n with all the diagonal entries ±1 and P 6= −In, such that
L = P−(k−1)QP
Thus L and Q are diagonal similar (in the sense of Definition 1.5), so by [10] we have
Spec(L) = Spec(Q).
On the other hand, Let y = Px. Then by the relation L = P−(k−1)QP and the associa-
tivity of the product of tensors we can check that
Lx = λx[k−1] ⇐⇒ P−(k−1)QPx = λx[k−1] ⇐⇒ Qy = P (k−1)λx[k−1] = λ(Px)[k−1]
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⇐⇒ Qy = λy[k−1]
Since P is a real nonsingular matrix, the above relation implies that λ is an H-eigenvalue of
L if and only if it is an H-eigenvalue of Q. Thus we also have Hspec(L) = Hspec(Q).
(2)=⇒(3): This is obvious.
(3)=⇒(1): Since G is connected, Q is nonnegative weakly irreducible. So by Lemma 1.1
we know that ρ(Q) is an H-eigenvalue of Q, and thus an H-eigenvalue of L by condition (3).
From this we also have ρ(L) = ρ(Q), since |L| = Q implying ρ(L) ≤ ρ(Q) by (1) of
Lemma 1.2.
Let y = (y1, y2, · · · , yn)
T be a real eigenvector of L corresponding to the H-eigenvalue
ρ(L) = ρ(Q). Then all the components of y are nonzero by Lemma 1.2. Without loss of
generality we may assume that y1 > 0. Let P = diag(y1/|y1|, · · · , yn/|yn|), then P is a
diagonal matrix of order n with all the diagonal entries ±1 and P 6= −In, since y is real and
y1 > 0.
Note that Q is nonnegative weakly irreducible and |L| = Q, so by Lemma 1.2 we have
L = P−(k−1)QP . Thus by Theorem 2.1 we conclude that k is even and G is odd bipartite.
Similarly, we can obtain the following characterizations of the (connected) odd-bipartite
k-hypergraphs in terms of the symmetry of their adjacency spectra and adjacency H-spectra.
Theorem 2.3: Let G be a connected k-uniform hypergraph with n vertices, and A be the
adjacency tensor of G. Then the following three conditions are equivalent:
(1). k is even and G is odd-bipartite.
(2). Spec(A) = −Spec(A) and Hspec(A) = −Hspec(A). Namely, both Spec(A) and
Hspec(A) are symmetric with respect to the origin.
(3). Hspec(A) = −Hspec(A).
Proof. The proof is similar to that of Theorem 2.2. The only difference is that now we need
to use the part (2)⇐⇒(3) of Theorem 2.1 instead of the part (1)⇐⇒(3).
Theorems 2.1-2.3 can serve as the examples to show how the structures of hypergraphs
(e.g., the odd-bipartite property of hypergraphs) can be described and determined by the
spectral properties (in particular, the Laplacian and signless Laplacian spectral properties)
of the hypergraphs. This may also be viewed as one of the advantages for the study of the
Laplacian and signless Laplacian spectra of hypergraphs.
In [9], it was mentioned that “It is a research topic to identify the conditions under which
ρ(L) = ρ(Q)”. In the following Theorem 2.4, we will show that when G is a connected
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k-hypergraph, then ρ(L) = ρ(Q) if and only if Spec(L) = Spec(Q).
Theorem 2.4: Let G be a connected k-hypergraph, L = D − A and Q = D + A be the
Laplacian and signless Laplacian tensors of G, respectively. Then ρ(L) = ρ(Q) if and only if
Spec(L) = Spec(Q).
Proof. The sufficiency part is obvious. We now prove the necessity.
Suppose ρ(L) = ρ(Q), where λ = ρ(Q)eiϕ is an eigenvalue of L. Since |L| = Q and Q is a
nonnegative weakly irreducible tensor, by Lemma 1.2 we know that there exists a nonsingular
diagonal matrix U such that L = eiϕU−(k−1)QU , namely
D− A = eiϕU−(k−1)(D + A)U (2.4)
Also, it can be verified that U−(k−1)DU = D, since the matrix U and the tensor D are both
diagonal. So by comparing the diagonal entries of the both sides of (2.4), we have
D = eiϕU−(k−1)DU = eiϕD
Thus we have eiϕ = 1, and so L = U−(k−1)QU , which means that L and Q are diagonal
similar. So by [10, Theorem 2.3] we have Spec(L) = Spec(Q).
As an application of Theorem 2.2, we will give another spectral characterization of con-
nected odd-bipartite k-hypergraphs in the following Theorem 2.5. This result can be proved
by using [5]. Here we will give a different proof which uses Theorem 2.2. We first have the
following elementary lemma.
Lemma 2.1: Let k ≥ 2 be an even integer, x1, · · · , xk be real numbers. Then we have
xk1 + · · ·+ x
k
k ± kx1 · · ·xk ≥ 0
Proof. By the fundamental inequality 1
k
(a1 + · · ·+ ak) ≥ (a1 · · · ak)
1
k (for a1, · · · , ak ≥ 0),
we have
1
k
(xk1 + · · ·+ x
k
k) =
1
k
(|x1|
k + · · ·+ |xk|
k) ≥ |x1 · · ·xk| ≥ ±x1 · · ·xk
Theorem 2.5: Let G be a connected k-hypergraph, Q = D + A be the signless Laplacian
tensor of G. Then the following two conditions are equivalent:
(1). k is even and G is odd-bipartite.
(2). 0 is an H-eigenvalue of Q.
Proof. (1)=⇒(2): First, it is easy to see that 0 is an H-eigenvalue of the Laplacian tensor
L = D− A, with the all 1 vector as its (real) eigenvector.
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Second, from Theorem 2.2 we know that (1)=⇒ Hspec(L) = Hspec(Q). Thus (1) also
implies that 0 is an H-eigenvalue of Q.
(2)=⇒(1): By [5, Proposition 4.1] we know that (2)=⇒ k is even.
Now let x ∈ Rn be a real eigenvector of Q corresponding to the H-eigenvalue 0. Then we
have Qx = 0. Thus we have
0 = xT (Qx) =
n∑
i1,··· ,ik=1
qi1···ikxi1 · · ·xik
On the other hand, it is not difficult to calculate that
0 =
n∑
i1,··· ,ik=1
qi1···ikxi1 · · ·xik =
n∑
i1,··· ,ik=1
di1···ikxi1 · · ·xik +
n∑
i1,··· ,ik=1
ai1···ikxi1 · · ·xik
=
∑
{i1,··· ,ik}∈E(G)
(xki1 + · · ·+ x
k
ik
+ kxi1 · · ·xik)
So by Lemma 2.1 we have
xki1 + · · ·+ x
k
ik
+ kxi1 · · ·xik = 0 (∀ {i1, · · · , ik} ∈ E(G)) (2.5)
From (2.5) we see that, if {i1, · · · , ik} ∈ E(G) with xi1 = 0, then we would have xi2 =
· · · = xik = 0. This means that if some component of x is zero, then by the connectivity of
G all the components of x should be zero. This contradicts the fact that x is an eigenvector.
From this we conclude that all the components of x are nonzero.
Now since x is a real vector, we can define
V1 = {i ∈ [n] | xi < 0}
Then V1 6= φ by (2.5) and V1 6= [n] by (2.5) and the fact that k is even. This means that V1
is a proper subset of the vertex set of G.
Finally, from (2.5) we see that for each edge {i1, · · · , ik} ∈ E(G), we have xi1 · · ·xik < 0,
which means that |{i1, · · · , ik} ∩ V1| is an odd number. This shows that G is odd-bipartite,
and thus completes the proof.
3. The Laplacian spectra and signless Laplacian spectra of the Cartesian products
of k-uniform hypergraphs
In this section, we study the Laplacian spectra and signless Laplacian spectra of the
Cartesian products of k-hypergraphs. We first show that the Cartesian product G✷H of
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two odd-bipartite k-hypergraphs G and H is still odd-bipartite. Then we use the direct
product of tensors defined in [10] to obtain the expressions of the Laplacian tensors and the
signless Laplacian tensors of the Cartesian products of hypergraphs. Using a useful relation
(A⊗ B)(C⊗ D) = (AC)⊗ (BD) between the direct product and general product of tensors,
we are able to obtain some Laplacian eigenvalues of the Cartesian product G✷H from that
of G and H , and determine that the Laplacian spectral radius (and the largest Laplacian
H-eigenvalue) of G✷H is the sum of the Laplacian spectral radii (and the largest Laplacian
H-eigenvalues) of G and H , when G and H are both connected and odd-bipartite.
Definition 3.1 ([2], The Cartesian product of hypergraphs): Let G and H be two hyper-
graphs. Define the Cartesian product G✷H of G and H as: V (G✷H) = V (G)× V (H), and
{(i1, j1), · · · , (ir, jr)} ∈ E(G✷H) if and only if one of the following two conditions holds:
(1). i1 = · · · = ir and {j1, · · · , jr} ∈ E(H).
(2). j1 = · · · = jr and {i1, · · · , ir} ∈ E(G).
It is easy to see that G✷H is k-uniform if both G and H are k-uniform, and is connected
if both G and H are connected.
Proposition 3.1: Let G and H be two k-uniform odd bipartite hypergraphs with k even.
Then their Cartesian product G✷H is also odd bipartite.
Proof. Let V1(G) be the proper subset of V (G) such that every edge of G intersects V1(G)
with exactly an odd number of vertices (similar definition for V1(H)). Let
V1(G✷H) = (V1(G)× V1(H)) ∪ (V1(G)× V1(H)).
We now show that every edge e of G✷H intersects V1(G✷H) with exactly an odd number of
vertices.
Case 1: e = {(i, j1), · · · , (i, jk)} with i ∈ V (G) and {j1, · · · , jk} ∈ E(H).
Without loss of generality, we may assume that {j1, · · · , jk}∩V1(H) = {j1, · · · , jr}, where
r is odd.
Subcase 1.1: If i ∈ V1(G). Then we have e ∩ V1(G✷H) = {(i, j1), · · · , (i, jr)} whose
cardinality r is odd.
Subcase 1.2: If i /∈ V1(G). Then we have e ∩ V1(G✷H) = {(i, jr+1), · · · , (i, jk)} whose
cardinality k − r is also odd (since k is even).
Case 2: e = {(i1, j), · · · , (ik, j)} with j ∈ V (H) and {i1, · · · , ik} ∈ E(G). The proof of this
case is similar to that of Case 1.
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Now we consider the adjacency tensor, Laplacian tensor and signless Laplacian tensor
of the Cartesian product G✷H . First we recall the following concept of direct products of
tensors defined in [10] which is a generalization of the direct products of matrices.
Definition 3.2 [10]: Let A and B be two order k tensors with dimension n and m, respec-
tively. Define the direct product A⊗ B to be the following tensor of order k and dimension
nm (the set of subscripts is taken as [n]× [m] in the lexicographic order):
(A⊗ B)(i1,j1)(i2,j2)···(ik,jk) = ai1i2···ikbj1j2···jk
The following relation between the direct product of tensors and the general product of
tensors (defined in Section 1) can be found in [10] (This relation is also a generalization of a
well-known similar relation for matrices).
Proposition 3.2: Let A and B be two order k tensors with dimension n and m, respectively.
Let C and D be two order r tensors with dimension n and m, respectively. Then we have:
(A⊗ B)(C⊗ D) = (AC)⊗ (BD).
Using the direct product of tensors, the adjacency tensor, the Laplacian tensor and the
signless Laplacian tensor of the Cartesian product of k-uniform hypergraphs can be obtained
as in the following theorem.
Theorem 3.1: Let A(G) and A(H) be the adjacency tensors of a k-uniform hypergraph G
with n vertices and a k-uniform hypergraph H with m vertices, respectively. Let D(G) and
D(H) be the degree diagonal tensors of G and H , L(G) = D(G)−A(G) and L(H) = D(H)−
A(H) be the Laplacian tensors of G and H , Q(G) = D(G)+A(G) and Q(H) = D(H)+A(H)
be the signless Laplacian tensors of G and H . Let the ordering of the vertices of G✷H be
taken as the lexicographic ordering of the elements of the set V (G)× V (H). Then we have:
(1) ([10]). The adjacency tensor of G✷H is A(G✷H) = A(G)⊗ Im + In ⊗ A(H).
(2). The degree diagonal tensor of G✷H is D(G✷H) = D(G)⊗ Im + In ⊗ D(H).
(3). The Laplacian tensor of G✷H is L(G✷H) = L(G)⊗ Im + In ⊗ L(H).
(4). The signless Laplacian tensor of G✷H is Q(G✷H) = Q(G)⊗ Im + In ⊗Q(H).
Proof. (1). Let A, B and C be the adjacency tensors of the hypergraphs G, H and G✷H .
Then by definition we can check that:
c(i1,j1)···(ik ,jk) =


bj1···jk if i1 = i2 = · · · = ik
ai1···ik if j1 = j2 = · · · = jk
0 otherwise
(3.1)
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Notice that all the diagonal entries of A and B are zero, so it follows from (3.1) that
c(i1,j1)···(ik ,jk) = ai1···ikδj1···jk + δi1···ikbj1···jk
It is also easy to see that
(A⊗ Im + In ⊗ B)(i1,j1)···(ik,jk) = ai1···ikδj1···jk + δi1···ikbj1···jk (3.2)
So we have C = A⊗ Im + In ⊗ B.
(2). For two diagonal tensors, we only need to compare their diagonal entries. We have
D(G✷H)(i,j)···(i,j) = dG✷H((i, j)) = dG(i) + dH(j) (3.3)
On the other hand, we have
(D(G)⊗ Im + In ⊗ D(H))(i,j)···(i,j) = D(G)i···i + D(H)j···j = dG(i) + dH(j) (3.4)
By (3.3) and (3.4) we have
D(G✷H)(i,j)···(i,j) = (D(G)⊗ Im + In ⊗ D(H))(i,j)···(i,j)
Thus we obtain D(G✷H) = D(G)⊗ Im + In ⊗ D(H) (since both sides are diagonal tensors).
(3). From (1) and (2), we can easily obtain:
L(G✷H) = D(G✷H)− A(G✷H)
= (D(G)⊗ Im + In ⊗ D(H))− (A(G)⊗ Im + In ⊗ A(H))
= (D(G)− A(G))⊗ Im + In ⊗ (D(H)− A(H))
= L(G)⊗ Im + In ⊗ L(H)
The proof of (4) is the same as that of (3).
By using Proposition 3.2, we can obtain the following relation between the eigenvalue-
eigenvectors of the tensors A and B and that of A⊗ Im + In ⊗ B.
Theorem 3.2: Let A and B be two order k tensors with dimension n and m, respectively.
Suppose that we have Au = λu[k−1], and Bv = µv[k−1], and write w = u⊗ v. Then we have:
(A⊗ Im + In ⊗ B)w = (λ+ µ)w
[k−1].
Proof. We have by Proposition 3.2 and Theorem 3.1 that:
(A⊗ Im + In ⊗ B)w = (A⊗ Im + In ⊗ B)(u⊗ v) = (Au)⊗ (Imv) + (Inu)⊗ (Bv)
= (λu[k−1])⊗ (v[k−1]) + (u[k−1])⊗ (µv[k−1])
= (λ+ µ)(u[k−1] ⊗ v[k−1]) = (λ+ µ)(u⊗ v)[k−1] = (λ+ µ)w[k−1]
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From Theorem 3.2, we can obtain the following results about the Laplacian spectra (and
the signless Laplacian spectra) of the hypergraphs G✷H .
Corollary 3.1: Let G and H be two k-uniform hypergraphs. Let λ be a Laplacian eigenvalue
(or signless Laplacian eigenvalue) of G with eigenvector u, and µ be a Laplacian eigenvalue
(or signless Laplacian eigenvalue) of H with eigenvector v, respectively. Then λ + µ is a
Laplacian eigenvalue (or signless Laplacian eigenvalue) of G✷H with eigenvector u⊗ v.
Theorem 3.3: Let A ≥ O and B ≥ O be two order k nonnegative tensors with dimension n
and m, respectively. Then we have:
(1). ρ(A⊗ Im + In ⊗ B) = ρ(A) + ρ(B).
(2). λ(A⊗ Im + In ⊗ B) = λ(A) + λ(B).
Proof. (1). We consider the following two cases.
Case 1. Both A and B are positive tensors.
By Lemma 1.1, let u (and v) be the positive eigenvector of the tensor A (and B) corre-
sponding to the eigenvalue ρ(A) (and ρ(B)), respectively (since A and B are both positive
tensors). Then by Theorem 3.2, ρ(A) + ρ(B) is an eigenvalue of A ⊗ Im + In ⊗ B with a
positive eigenvector u⊗ v. Thus from (2) of Lemma 1.1 we see that ρ(A)+ ρ(B) must be the
spectral radius of A⊗ Im + In ⊗ B. This proves Case 1.
Case 2. The general case (when A and B are both nonnegative).
Take ǫ > 0 and Aǫ = A+ ǫJ1 and Bǫ = B+ ǫJ2, where J1 and J2 are order k tensors with
all entries 1 with dimension n and m, respectively. Then Aǫ and Bǫ are both positive tensors.
So by Case 1 we have
ρ(Aǫ ⊗ Im + In ⊗ Bǫ) = ρ(Aǫ) + ρ(Bǫ)
Take the limit ǫ→ 0 on both sides of the above equation (since the maximal absolute value
of the roots of a complex polynomial is a continuous function on the coefficients of the
polynomial), we obtain the desired result.
(2). By Lemma 1.1 we know that for any nonnegative tensor T, we have λ(T) = ρ(T). Thus
(2) follows directly from (1).
The following theorem shows that the Laplacian spectral radius (and the largest Laplacian
H-eigenvalue) of G✷H is the sum of the Laplacian spectral radii (and the largest Laplacian
H-eigenvalues) of G and H , when G and H are both connected odd-bipartite.
Theorem 3.4: Let G and H be two k-uniform hypergraphs with n vertices and m vertices,
respectively. Let A(G) and A(H) be the adjacency tensors of G and H , L(G) and L(H) be
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the Laplacian tensors of G and H , Q(G) and Q(H) be the signless Laplacian tensors of G
and H , respectively. Then we have:
(1). ρ(A(G✷H)) = ρ(A(G)) + ρ(A(H)), and λ(A(G✷H)) = λ(A(G)) + λ(A(H)).
(2). ρ(Q(G✷H)) = ρ(Q(G)) + ρ(Q(H)), and λ(Q(G✷H)) = λ(Q(G)) + λ(Q(H)).
(3). If we further assume that k is even, and G and H are both connected and odd-bipartite,
then we have: ρ(L(G✷H)) = ρ(L(G)) + ρ(L(H)), and λ(L(G✷H)) = λ(L(G)) + λ(L(H)).
Proof. (1)+(2). Since A(G), A(H), Q(G) and Q(H) are all nonnegative, (1) and (2) follow
directly from Theorem 3.3 and Theorem 3.1.
(3). Since G and H are both connected and odd-bipartite, we see from Proposition 3.1 that
G✷H is also connected and odd-bipartite. Thus by Theorem 2.2 we have:
ρ(L(G✷H)) = ρ(Q(G✷H)), ρ(L(G)) = ρ(Q(G)), ρ(L(H)) = ρ(Q(H)) (3.5)
and
λ(L(G✷H)) = λ(Q(G✷H)), λ(L(G)) = λ(Q(G)), λ(L(H)) = λ(Q(H)) (3.6)
From (3.5) and the result (2), we obtain
ρ(L(G✷H)) = ρ(Q(G✷H)) = ρ(Q(G)) + ρ(Q(H)) = ρ(L(G)) + ρ(L(H)).
From (3.6) and the result (2), we obtain
λ(L(G✷H)) = λ(Q(G✷H)) = λ(Q(G)) + λ(Q(H)) = λ(L(G)) + λ(L(H)).
4. Final Remarks
From Theorem 2.2, we can see that if a k-hypergraph G is connected, then we have the
following implication:
Hspec(L) = Hspec(Q) =⇒ Spec(L) = Spec(Q)
But we do not know whether the reverse implication is true or not (since H-eigenvalues need
to have real eigenvectors).
On the other hand, if the reverse implication is true, then the condition (2) of Theorem
2.2 could be simply replaced by Spec(L) = Spec(Q), and this would enable us to provide
more connection between Theorem 2.2 and Theorem 2.4.
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