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ABSTRACT 
In recent years, V. D. Goppa has defined a new class of 
linear codes commonly referred to in the literature as Goppa 
codes.  This thesis briefly discusses this new class of lin- 
ear error-correcting codes and describes a system of computer 
subroutines designed for the study of particular Goppa codes. 
In the development of these coding theory subroutines, much 
emphasis was placed on the design of the minimum distance 
calculation subroutine.  A technique is presented which re- 
sults in reduced computer execution time ov^er the amount of 
time that would be required if the straightforward approach 
to determining minimum distance were applied directly.  An- 
other minimum distance algorithm, not actually implemented 
but which could show much promise, is discussed in Appendix 
B.  The coding theory subroutines were used to study Goppa 
codes with location sets over a variety of Galois fields. 
The location sets of the codes studied consist of all ele- 
ments of the same order from a Galois field, while the gen- 
erator polynomials consist of a single root which can be re- 
peated a number of times.  It was found that the order of 
the root seems to determine the attributes of the resulting 
code.  It was shown that some Galois fields of the form 
21 GF(2  ) may be partitioned by element order into sets which 
each have a number of elements equivalent to a power of 2. 
Some codes from these types of fields were found to be Reed- 
■1 
Muller codes.  Tables listing the attributes of the various 
codes studied are presented in Appendix A. 
2- 
1.  INTRODUCTION 
In 1970 and 1971, V. D. Goppa presented a new class of 
linear error-correcting codes [2,3].  These papers were not 
generally available in the United States until several years 
later when they were translated from the Russian.  Berlekamp 
[1] introduced Goppa's work in the U.S. and showed that irre- 
ducible Goppa codes asymptotically meet the Gilbert bound as 
the code length is increased.  Berlekamp's paper also summa- 
rized the work done by Goppa. 
The purpose of this thesis is to discuss the development 
of a system of coding theory subroutines and 'to present the 
results of some short Goppa codes studied using the subrou- 
tines.  Chapter 2 gives a brief description of codes in gen- 
eral and Goppa codes in particular.  The definition of the 
Goppa code class is also presented in that chapter.  Chap- 
ters 3 and 4 are dedicated to a discussion of the program- 
ming aspects of this work.  Chapter 4 enumerates the various 
coding theory subroutines and describes the functions of 
each.  Much emphasis is placed on the technique used to gen- 
erate the Goppa parity check matrix and the minimum distance 
calculation problem.  An additional minimum distance calcu- 
lation algorithm, not actually implemented in the coding 
theory subroutines, is presented in Appendix B.  Chapter 5 
3- 
lists the criteria which were used to define the types of 
Goppa codes which were actually studied.  This same chapter 
also summarizes the results of the studies which are pre- 
sented in the tables of Appendix A. 
2.  GOPPA CODES 
Linear block codes may be represented by a generator ma- 
trix G or a parity check matrix H.  For the case of the gen- 
erator matrix, the codeword output for a given input message 
vector m is simply u = m-G.  Thus, the matrix G serves to de- 
fine a mapping from the set of input messages onto the set of 
all possible codewords.  Generally, G is chosen in such a way 
that redundancy is introduced for purposes of error detection 
and/or correction.  If a parity check matrix H is used to 
represent a code, it may be said that u-H  = 0, where the 
superscript T indicates the transpose of H.  The parity check 
matrix may be derived from the generator matrix and vice ver- 
sa . 
In most communications systems, it would not be practical 
to store an entire matrix for purposes of encoding and decod- 
ing.  Much storage space would be required for this, and as 
the code length increases, the matrix storage requirements 
increase approximately as the square of the code length. 
-The existence of cyclic codes has eliminated the need to 
store an entire matrix.  Instead, a generator polynomial or 
parity check polynomial may be utilized for coding and decod- 
ing.  Most of the recent work in the literature concerns it- 
self with cyclic codes.  Cyclic codes may be easily imple- 
mented in hardware by making use of shift registers with 
feedback connections, and there are well developed and effi- 
-5- 
cient decoding algorithms for cyclic codes.  Cyclic codes 
have the property that any cyclic shift of a code vector re- 
sults in another code vector. 
Until recently, the concept of a generator polynomial 
representation was reserved to cyclic codes.  Non-cyclic 
codes required representation by a matrix.  In recent years, 
however, V. D. Goppa [2,3] has presented a new class of error- 
correcting codes commonly referred to in the literature as 
Goppa codes.  These codes are non-cyclic in general.  How- 
ever, the cyclic BCH codes form a subset of the set of all 
possible Goppa codes.  In fact, it has been shown [3] that 
BCH codes are the only cyclic Goppa codes.  Goppa codes are 
an attempt at a polynomial representation of non-cyclic lin- 
ear block codes. 
The two basic descriptions of a Goppa code are its loca- 
tion set L and its generating polynomial g(z).  The location 
set is simply some subset of elements of the Galois field 
GF(qm), so L = {a, , a2,...} %}» anc' the number of elements 
in the location set determines the length n of the Goppa 
code.  Each codeword in the Goppa code will be an element of 
the vector space of dimension n over the ground field GF(q). 
In addition, each codeword x = (a-,, a«  a ) must satisfy 
the following equation: 
Rx(z) = I 
1-1 z"ai 
0 mod g(z) 
-6- 
g(z) is now called the Goppa polynomial and may have as its 
coefficients elements from GF(qm), but none of the roots of 
g(z) may be members of L.  In this thesis, only the binary 
case will be considered, thus q = 2.  The location set will 
consist of elements of GF(2m), and g(z) will have coefficients 
from this field. 
Goppa presented several forms of the parity check matrix 
for his codes in [2,3].  He also derived a lower bound on 
minimum distance for this class of codes.  The lower bound 
on minimum distance as well as the form of the parity check 
matrix used in this thesis will be discussed more thoroughly 
in Chapters 3 and 4. 
-7- 
3.  SELECTION OF COMPUTER, PROGRAMMING LANGUAGE 
AND DATA STRUCTURES 
3.1 Computer Selected 
The computer selected for implementation of the coding 
theory subroutines was the Xerox Data Systems Sigma 5.  The 
Sigma 5 is a 32 bit machine with an average instruction ex- 
ecution time of about 3 microseconds.  The machine language 
consists of a wide variety of instructions including the 
EXCLUSIVE OR and AND instructions which are very   useful in 
the performance of Galois field arithmetic.  Memory may be 
accessed in the form of bytes, halfwords, words, or double- 
words (8, 16, 32, and 64 bits respectively).  The doubleword 
addressing feature allows easy implementation of subroutines 
which can handle the analysis of codes up to length 64. 
The primary reasons for selecting the Sigma 5 were fa- 
miliarity and availability.  The author is intimately famil- 
iar with this type of computer and has ready access to one 
at his place of employment.  Because of the configuration of 
the dual computer system used, there is much available time 
on the backup Sigma 5 computer. 
3.2 Programming Language Selected 
Assembly language was selected as the programming lan- 
guage to be used for writing the subroutines.  Again, the 
author's familiarity with the assembly language coupled with 
-8- 
the fact that the available FORTRAN compiler is not very 
optimum were the reasons for using assembly language.  In 
[5], Huey developed a system of subroutines written in 
FORTRAN to evaluate codes and polynomials.  However, some 
of these functions were written in the assembly language of 
the CDC series 6000 computers.  As such, that system of sub- 
routines was not transferable from one type of computer to 
another without extensive program rewriting.  The same ap- 
plies with this system of subroutines.  The FORTRAN program- 
ming language does not facilitate such functions as bit ma- 
nipulation, and as such, could not easily be used in this 
type of project without using excessive core storage. 
3.3  Data Structures 
There are several standardized data formats which are 
repeatedly used by the various coding theory subroutines. 
It is appropriate to discuss these data formats in this sec- 
tion so that the following chapter may lend itself to a dis- 
cussion of the various subroutines without the need to di- 
gress to the data formats.  It may prove necessary to refer- 
ence the material in this section in order to more fully 
understand the material to be presented in the next chapter 
3.3.1  Matrices 
Matrices in various forms will be processed by 
the subroutines.  All of the matrices used or constructed 
by the coding theory subroutines have the same format (Fig- 
ure 3-1).  The doubl eword addressing capability of the Sigma. 
5 is utilized to allow a system capable of handling codes of 
length n <_  64.  Each row of the matrix contains a doubleword 
which contains 64 bits.  These are shown as two words with 
32 bits each (numbered 0 to 31) in Figure 3-1.  Since only 
Mask 
MATRIX 
<r 
31 0 
- n 
31 
Figure 3-1.  Matrix Storage Format 
the binary code case will be handled by the system of sub- 
routines, the elements of a generator or parity check matrix 
can only take on the values 0 or 1.  Thus, each matrix ele- 
ment can be represented in one bit.  There can be up to 64 
matrix elements in each row, i.e., up to 64 columns.  If not 
all of the 64 positions are to be used each matrix row will 
appear left justified in its doubleword with the unused bits 
on the right.  The unused bits will not be set to a prede- 
-10- 
termined value by the subroutines, but since they will never 
be accessed their state does not matter. 
A matrix may consist of as many rows as needed. 
Normally, the number of rows will be less than the number of 
columns, but this need not be the case.  The number of rows 
and columns will be passed to (or returned from) the applica- 
ble subroutines as parameters. 
Since doubleword addressing is used, the matrix 
table must start on a doubleword boundary (even core address) 
In Figure 3-1, the label MATRIX indicates the start of a ma- 
trix of k rows- and n columns.  MATRIX should correspond to a 
doubleword boundary in core. 
In some cases, the doubleword immediately pre- 
ceding the matrix table must be reserved for use by certain 
subroutines.  This doubleword is labeled "Mask" in Figure 
3-1.  In the cases where this doubleword is used, it serves 
as a mask, and each bit in this mask corresponds to a column 
of the matrix.  A set mask bit indicates that the correspond- 
ing column of the matrix in echelon canonical form is a col- 
umn with exactly one 1 and all the remaining elements zero. 
This mask will be hereafter referred to as a "one columns" 
mask, and the corresponding matrix column will be referred 
to as a "one column".  It is a good practice to always allo- 
cate this additional doubleword even in cases where it will 
not be needed in order to allow standardization of the ma- 
-11- 
trix format and to prevent errors if reprogramming is per- 
formed and the mask becomes necessary. 
3.3.2  Galois Field 
It is usually necessary to generate only one 
Galois field for each computer run.  The Galois field table 
consists of halfword entries (see Figure 3-2) with the first 
0 15 
FIELD Multiplicative Group Order 
2m-2 
Figure 3-2.  Galois Field Table Format 
halfword in the table specifying the multiplicative group 
order of the Galois field.  The multiplicative group order 
of a Galois field is simply the number of nonzero elements. 
Since zero is not implicitly stored in the Galois field ta- 
ble the first entry of the table also indicates how many ad- 
ditional entries there are.  For the Galois field GF(2m) the 
multiplicative group order will be 2 -1. 
12 
The second through the last entries of the table 
will contain the unity element followed by a primitive ele- 
ment a and its powers.  Thus, the sequence of table entries 
2m-2 
will be 1, a, a2,   a3, ..., a   .  Since the multiplicative 
group of a Galois field is cyclic and a is a primitive ele- 
ment, a and all its powers generate the entire group.  The 
2m-l 
next element which would be stored is a    , which is equiva^ 
1ent to 1. 
Even though zero is not actually stored in the 
table, it may still be specified.  The method of specifying 
zero as well as more discussion of the Galois field table 
will follow when the appropriate subroutines are described. 
3.3.3  The Location Set Table 
The location set table describes the size of the 
location set (length of the code) as well as the members of 
the location set and the order in which they appear.  This 
is a halfword table (see Figure 3-3) with the first entry 
indicating the number of location set elements being de- 
scribed in the table.  Each of the additional table entries 
is the power of a for the desired location set element.  Thus, 
a zero table entry indicates the element 1, a 1 indicates a, 
a 2 indicates a2, etc.  If zero is to be specified, the corre- 
sponding table entry should be -1.  This number has no mean- 
ing as a power of a and serves only to indicate that zero is 
beingspecified. 
-13- 
15 
LTAB Location set size 
Power of first element 
Power of second element 
Power of third element 
Power of nth element 
Figure 3-3.  Location Set Table Format 
'3.3.4  g(z) Root and Multiplicity Table 
In [9], Tzeng and Zimmermann derived another 
form for the Goppa parity check matrix which was more suit- 
able for the purposes of their paper than the forms listed 
in [2,3] by Goppa.  This form of the Goppa parity check ma- 
trix also proved to be a convenient form to implement on the 
digital computer. 
Tzeng and Zimmermann describe the Goppa polynomi 
al in factored form, thus 
g(z) = (z-S-,) ] (z-B2) 2 ... (z-Bs) S 
14. 
The B. are the roots of g(z) and the r. indicate the number 
of times each unique factor appears.  This is referred to as 
the multiplicity of the corresponding root.  The Tzeng-Zim- 
mermann form of the Goppa parity check matrix is given in Fig- 
ure 3-4.  The a. represent the location set elements.  Since 
the coding theory subroutines described in this thesis deal 
only with the binary case, the minus signs within each set 
of parentheses correspond to modulo 2 subtraction.  Modulo 
2 subtraction is equivalent to modulo 2 addition, i.e., the 
EXCLUSIVE OR function.  The subroutines utilize the EXCLU- 
SIVE OR function to realize this subtraction. 
The g(z) root and multiplicity table (see Figure 
3-5) is similar in structure to the location set table; how- 
ever, it is a word table.  The first table entry indicates 
the number of distinct roots of g(z).  Each of the remaining 
table entries consists of two parts.  The first part lists 
the power of a for the desired root or -1 if the root is 
zero.  This part occupies the first 16 bits of the table 
entry.  The second part occupies the remaining 16 bits of the 
table entry and specifies the number of times the factor cor- 
responding to this root appears in g(z). 
Together, the location set table (described pre- 
viously) and the g(z) root and multiplicity table completely 
describe a particular Goppa code. 
15- 
H   = 
(e-, -a-j) 
(3-,-ct-, ) 
(e-j-a.,)-" 
(32-a])-1 
(e2-a1) 
(B2-al ) 
(Bs-0l) 
(Val> 
(Bs-0l) 
(61-a2) 
(B^c^) 
(e1-a2) 
(32-a2) 
(B2-a2) 
(62-a2) 
(Bs-a2) 
-r. 
-2 
-1 
(Bs-a2) 
(Bs-a2) 
(Bran) -n 
(Bran) 
(BT-aj"1 
(B2-%) 
-1 
(B2-an) 
(B2-an) 
(Bs-an) 
(Bs-an) -2 
(Bs-an) 
Figure  3-4.     Goppa   Code   Parity  Check  Matrix 
16. 
GTAB 
0                  15 Ifi 31 
Number of roots of g(z) 
Power of root 6, rl 
Power of root 6? r2 
Power of root e~ r3 
Power of root 3 rs 
Figure 3-5 g(z) Root and Multiplicity Table 
Format 
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THE CODING THEORY SUBROUTINES 
In this chapter, a description of the various coding 
theory subroutines will be given on a per subroutine basis. 
Some of these subroutines form the basic building blocks of 
other more complex subroutines, but may also be utilized di- 
rectly by the main calling program. 
The original intended purpose of this system of subrou- 
tines was to perform an analysis of Goppa codes.  Although 
this was the goal, these subroutines need not be restricted 
to the study of Goppa codes.  Other types of codes may be 
studied as well - simply by inputing the appropriate parity 
check or generator matrices and bypassing the subroutine 
that generates the Goppa parity check matrix from the loca- 
tion set and Goppa polynomial.  This collection of subroutines 
need not be considered complete, as more routines could be 
added at a later date to perform additional functions, and 
thus make the overall system more powerful. 
Only those subroutines which do the actual computation 
will be described.  The subroutines which provide the printed 
output will not be discussed in detail.  The reason for this 
is that the operating system utilized on the host computer 
system is custom made and not readily available to other 
Xerox Data Systems computer users.  For this reason, the 
coding of the output subroutines is dependent on the idio- 
syncrasies of the operating system utilized.  The purpose of 
-18- 
these output subroutines is simply to take data from tables 
generated by the other subroutines, format it, and output it 
to a line printer.  The actual coding theory subroutines to 
be discussed in the following sections could be run on any 
XDS computer system in which the computer uses a subset of 
the instruction set of the Sigma 5 computer. 
4.1  ECAN Subroutine 
* 
The purpose of this subroutine is to take a matrix in 
any form and convert it to a matrix in echelon canonical 
form.  This form is row equivalent to (i.e., generates the 
same row space as) the original matrix, and for any matrix 
there is a unique echelon canonical form representation. 
The row rank of a matrix is just the number of nonzero rows 
of the matrix in echelon canonical form. 
The literature is not always consistent in the use of 
terminology for this form. The following extract from [7, 
page 33] will serve as a formal definition for a matrix in 
echelon canonical form. 
"Elementary row operations can be used to simplify 
a matrix and put it in a standard form. The form, 
called echelon canonical form, is as follows: 
1. Every leading term of a nonzero row is 1. 
2. Every column containing such a leading term has 
all its other entries zero. 
3. The leading term of any row is to the right of 
the leading term in every   preceding row.  All 
zero rows are below all non-zero rows". 
-19- 
The zero rows do not contribute to the row rank of the ma- 
trix, but indicate that some rows of the original matrix 
were linearly dependent.  The nonzero rows are linearly in- 
dependent and form a basis for the row space of the matrix 
See Figure 4-1 for an example of a matrix (with binary sym- 
11111111 
0 0 0 0 1111 
0 0 110 0 11 
0 10 10 10 1 
* * *  * 
10 0 10 110 
0 10 10 10 1 
0 0 110 0 11 
0 0 0 0 1111 
a. 
Figure 4-1.  a.  Matrix,  b.  The Matrix 
in echelon canonical form 
bols) and its echelon canonical form representation.  "One 
columns" are indicated by an asterisk. 
The design for this particular subroutine was taken from 
[5].  Huey originally wrote the subroutine in FORTRAN, but 
it was converted to assembly language for implementation in 
20- 
the system described in this paper .  Starting at the upper 
left corner of the original matrix, the algorithm attempts 
to form a "one column".  The algorithm will interchange the 
current row with a lower row if necessary in an attempt to 
produce a 1 in the current line and column position.  If a 1 
is available in the current line and column e\/ery   row other 
than the current row with a 1 in the same column will be re- 
duced by modulo 2 addition with the current row.  The algo- 
rithm will then move to the next row and the next column.  If 
a 1 is not available in the current line and column position 
the algorithm will move to the next column but stay in the 
same row.  When all rows have been processed, the matrix will 
be in echelon canonical form with all zero rows at the bot- 
tom. 
Parameters passed to the ECAN subroutine are the number 
of rows, number of columns, and the address of the matrix to 
be converted to echelon canonical form. The doubleword im- 
mediately preceding the matrix will be built as described in 
Chapter 4 to indicate the "one columns". The matrix in ech- 
elon canonical form will be constructed in the same location 
as the original matrix, so the original matrix is not pre- 
During the process of converting ECAN to assembly language 
a "bug" was discovered in the original FORTRAN version.  This 
"bug" could have caused problems when the algorithm attempted 
to interchange rows.  In effect, the FORTRAN version could 
have picked up a row beyond the last row of the matrix.  This 
error was corrected in the assembly language version for use 
in this system. 
-21- 
served.  When the subroutine returns to the calling program, 
it will provide the number of nonzero rows (the row rank) of 
the matrix in echelon canonical form.  The number of columns, 
of course, remains the same. 
4.2  IDENFORM Subroutine 
The purpose of this subroutine is to take a matrix as- 
sumed to be in echelon canonical form and rearrange the col- 
umns to produce a matrix in identity form.  Thus, an original 
matrix H in echelon canonical form will be converted into a 
matrix £ I, H1] with I, indicating the identity matrix, on 
the left.  H' represents the remainder of the matrix which 
is concatenated to the identity matrix.  The "one columns" 
mask constructed by the ECAN subroutine is utilized to find 
the "one columns" from which the identity part of the resul- 
tant matrix is formed.  The "one columns" mask remains un- 
changed.  If the matrix in echelon canonical form has n col- 
umns and m nonzero rows, I will be the m by m identity ma- 
trix and H' will have m rows and n-m columns.  A generator 
matrix in this form will generate a code in systematic form. 
Parameters passed to this subroutine are the number of 
rows, number of columns, and the address of the matrix in 
echelon canonical form.  The "one columns" are essentially 
shifted to the left over the other columns until all the 
"one columns" are adjacent.  This results in the identity 
matrix on the left.  Using this method of construction re- 
-22- 
suits in the least amount of column rearrangement necessary 
to perform the desired task.  The matrix in identity form 
replaces the matrix in echelon canonical form, so the origi- 
nal matrix is not preserved.  No parameters are returned to 
the calling program. 
4.3  IDTRCONV Subroutine 
A method of obtaining a parity check (generator) matrix 
from a generator (parity check) matrix if the latter matrix 
is in identity form can be found in [6, pp. 35-42] and [7, 
pp. 45-47].  If 6 = [Ik, P] then H = [PT, In_k], where I 
represents the identity matrix, G and H represent generator 
and parity check matrices respectively (they could have been 
reversed), and the superscript T indicates the transpose of 
the associated matrix,  n and k are the code length and the 
number of information digits of the code.  Actually, in the 
general case H = [-P , I  k], but for the binary case con- 
sidered here this is equivalent to [P , I  .]. 
The purpose of the IDTRCONV subroutine is to take a ma- 
trix in [I, P] form and convert it to [P , I] form.  Thus, 
this subroutine forms the heart of the parity check matrix 
to generator matrix (or vice versa) conversion process.  Pa- 
rameters passed to the IDTRCONV subroutine are the number of 
rows, number of columns, and the address of the matrix in 
[I, P] form, and the address where the matrix in [P , I] 
form is to be constructed.  The user should ensure that the 
-23- 
two addresses passed to this subroutine will not cause the 
two matrices to overlay each other, or unpredicted results 
may occur.  The original matrix is preserved and the "one 
columns" mask, which remains unchanged, is copied from its 
location in the original matrix to the corresponding loca- 
tion of the resultant matrix.  In addition to forming the 
matrix in [P , I] form, the number of rows is returned to 
the calling program.  This value is simply the number of 
columns (the same for both matrices) minus the number of 
rows of the original matrix. 
4.4  COLREST Subroutine 
The purpose of this subroutine is to take a matrix as- 
sumed to be in a form with the identity matrix on the left 
[P , I] and restore the column ordering to what it was be- 
fore the IDENFORM subroutine changed it.  Essentially, this 
subroutine is the "inverse" of the IDENFORM subroutine.  The 
"one columns" mask originally constructed by the ECAN sub- 
routine is used by COLREST to reverse the effects of the 
IDENFORM subroutine. 
This subroutine is passed the number of rows, number 
of columns, and the address of the matrix in £P , I] form as 
parameters.  The resultant matrix will be the same size as 
the original and will replace it in the same location. 
Thus, the original matrix is not preserved. 
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4.5  HTOG Subroutine 
The four subroutines discussed previously serve as the 
building blocks of the HTOG subroutine.  As the name implies, 
this subroutine is used to convert a parity check matrix to 
a generator matrix.  Although this is the purpose for which 
it was intended, HTOG is equally capable of converting a 
generator matrix to a parity check matrix.  The original ma- 
trix may be in any form, but it will be in echelon canonical 
form when return is made to the calling program.  The resul- 
tant matrix will also be in echelon canonical form.  In the 
discussion to follow, the original matrix is assumed to be 
a parity check matrix H, and the resultant matrix is assumed 
to be a generator matrix G'.  This, of course, could be re- 
versed . 
The four previously discussed subroutines are called in 
sequence.  First, ECAN is called to put H into echelon canon- 
ical form H'.  Second, IDENFORM is called to put H' into 
identity form [In_k> P].  Third, the IDTRCONV subroutine is 
called to convert the [I  ., P] form to the [P , I.] form, 
which converts a parity check matrix in systematic form to 
a generator matrix in systematic form.  Fourth, COLREST re- 
stores the correct column ordering as determined by the 
original matrix.  This results in matrix G.  Finally, the 
ECAN subroutine is called again to convert G to echelon ca- 
nonical form G', and COLREST is called to reform H1 from 
[I  ., P].  H' and G', the parity check and generator matri- 
n_K
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ces in echelon canonical form are returned to the calling 
program.  See Figure 4-2 for an example of this process. 
In this example, G' = H' so the example code is self-dual. 
This is not generally the case. 
Before return is made to the calling program, HTOG en- 
sures that the matrix product G' • H'  is zero as expected. 
If this is the case, HTOG returns to the calling program at 
the normal return.  If G1 • H'  is not equal to zero, re- 
turn is made to the calling program at the error return. 
This feature serves as a check of all the subroutines in- 
volved.  If a "bug" existed in one of the subroutines, 
chances are this check would detect it. 
Parameters passed to the HTOG subroutine include the 
number of rows, number of columns, and the address of the 
original H matrix, as well as the address where the resul- 
tant G' matrix will be constructed.  Since the original ma- 
trix H is converted to echelon canonical form H1, the origi- 
nal matrix is not preserved.  The row ranks of both resul- 
tant matrices will be returned to the calling program, and 
the "one columns" mask preceding each matrix will indicate 
the "one columns". 
4.6  GFGEN Subroutine 
The purpose of the GFGEN subroutine is to build a 
Galois field table as described in Chapter 3.  As previously 
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H = 
11111111 
0 0 0 0 1111 
0 0 110 0 11 
0 10 10 10 1 
H' = 
10 0 10 110 
0 10 10 10 1 
0 0 110 0 11 
_0 0 0 0 1 1 1 L 
rv-r pJ 
10 0 0 1110" 
0 10 0 110 1 
0 0 10 10 11 
Lo o o l o i i i 
[P\ ik3 ■ 
1110 10 0 0" 
110 10 10 0 
10 110 0 10 
_o i i i o o o i_ 
G = 
1 1 1 1 0 0 0 0" 
110 0 110 0 
10 10 10 10 
LP i i o l o o i 
G' = 
10 0 10 110" 
0 10 10 10 1 
0 0 110 0 11 
0 0 0 0 1111 
Figure 4-2 Steps taken by HTOG in the 
parity check to generator 
matrix conversion process 
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stated, the Galois field table is a halfword table with the 
first entry specifying the multiplicative group order of 
the Galois field.  The remaining entries are 1, a, a2,..., 
2m-2 
a    where m is the dimension of the field over GF(2). 
Zero is not actually stored in the table, and the method of 
specifying it was discussed previously. 
Parameters passed to GFGEN are the address of the re- 
sulting Galois field table and the degree of the primitive 
polynomial which will be used to generate the field.  The 
latter is the same as the dimension m of the Galois field 
GF(2m) over GF(2).  The resulting Galois field table will 
be returned to the calling program. 
GFGEN can handle the generation of Galois fields of 
dimension 1 through 12 over GF(2).  Since the Galois field 
table is a halfword table, the upper limit of the field di- 
mension could be 16 (the number of bits in a halfword). 
However, a Galois field table of this dimension would use 
1 c "I c 
2   halfwords or 2   = 32768 computer words - an exces- 
sive amount of storage.  For this reason, the upper limit 
on the dimension was chosen to be 12, so the largest table 
size would be 2  = 2048 computer words.  It was felt that 
this range of Galois fields would prove to be sufficient 
for most codes likely to be tested.  The upper limit could 
be easily increased if the required storage is available. 
Alternatively, a new subroutine could be written to return 
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the desired field elements as needed without actually con- 
structing a table, but this would involve a tradeoff of less 
storage space for increased program execution time. 
A list of the primitive polynomials used by the GFGEN 
subroutine follows.  Others could be substituted if desired, 
but all Galois fields of the same dimension are isomorphic 
so substitution is probably unnecessary. 
Degree 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Primitive Polynomial 
x + 1 
x
2
 + x + 1 
x
3
 + x + 1 
xk + x + 1 
x
5
 + x
2
 + 1 
X6 + X + 1 
X7 + X3 + 1 
X8 + X4 + X3 + X2 + 1 
X9 + x^ + 1 
X10 + x3 + 1 
X11 + X2 + 1 
X12 + X6 + X4 + X + 1 
In computing the various field elements, GFGEN starts 
with 1 and successively multiplies the result by a   (i.e., 
shifts the result one bit to the left).  Any time a set bit 
appears in the bit location corresponding to the highest 
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order term of the primitive polynomial, the primitive poly- 
nomial is added modulo 2 to the result.  Calculation continues 
in this manner until the entire Galois field table has been 
generated. 
4.7 ELEMENT Subroutine 
The ELEMENT subroutine makes use of a previously estab- 
lished Galois field table.  It finds a field element in the 
table given the power of a of the desired element. 
Parameters passed to ELEMENT are the address of the 
Galois field table and the power of the field element to be 
returned.  If the passed power is a negative value, zero (not 
actually stored in the Galois field table) will be returned 
to the calling program.  If the passed power is a positive 
value, it will be reduced modulo the Galois field multiplica- 
tive group order and used as an index to access the proper 
element from the Galois field table.  The resulting field 
element will be returned to the calling program.  This sub- 
routine should not be used to find the inverse of a field 
element, as a zero would be returned.  Rather, the POWER sub- 
routine, to be described next, may be used for this purpose. 
4.8 POWER Subroutine 
This subroutine also makes use of a previously estab- 
lished Galois field table.  The purpose of POWER is to raise 
a nonzero Galois field element to a power. 
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The passed parameters are the address of the Galois 
field table, the field element, and the power (positive, nega- 
tive, or zero) to which the field element is to be raised. 
For example, by specifying -1, the inverse of a field element 
may be found.  Values returned to the calling program are the 
power of a   of the resulting element after the original ele- 
ment has been raised to the appropriate power and the result- 
ing element itself. 
This subroutine will function properly only if passed 
an element which actually appears in the Galois field table. 
If zero or an element with set bits in a higher order posi- 
tion than the dimension of the Galois field is passed, POWER 
will cause the computer system to halt.  Actually, it would 
have been a simple matter to give POWER the capability of 
handling zero, however, in the context in which this system 
of subroutines was designed, zero should never appear as an 
input to the POWER subroutine.  A zero appearing as an input 
to POWER would imply a Galois field element which appears 
both as a member of the location set and as a root of g(z). 
This condition is not valid for Goppa codes, so POWER was 
designed in this manner.  Actually, this feature serves as a 
check that the above described condition does not occur. 
4.9  HGOPPA Subroutine 
The purpose of this subroutine is to construct a Goppa 
parity check matrix of the form described in Chapter 3.  Use 
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is made of the location set table and the g(z) root and mul- 
tiplicity table also discussed in Chapter 3. 
The parameters passed to this subroutine by the calling 
program are the address of the Galois field table, the dimen- 
sion of the Galois field over GF(2), the address of the loca- 
tion set table, the address of the g(z) root and multiplicity 
table, and the address of the resulting parity check matrix. 
Values returned to the calling program are the number of rows 
and columns of the generated parity check matrix. 
HGOPPA generates the Goppa parity check matrix such that 
the column ordering is the same as the location set ordering. 
The rows, however, are processed in a manner such that when 
the matrix is completed, it will appear "upside down" as com- 
pared to the matrix in Figure 3-4.  Of course, the ordering 
of the rows is not important since the same row space (code) 
will be generated in either case. 
The number of columns of the resulting Goppa parity 
check matrix is simply the number of elements specified in 
the location set table.  The number of rows is determined as 
the summation of all the multiplicity values in the g(z) root 
and multiplicity table.  This is the same as the degree of 
the generator polynomial g(z) of the Goppa code.  The matrix 
returned by HGOPPA may consist of a set of rows which are 
not linearly independent.  Further reduction of the Goppa 
parity check matrix as generated by HGOPPA is left to other 
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subrouti nes. 
4.10  DEGBOUND Subroutine 
The purpose of this subroutine is simply to analyze 
the g(z) root and multiplicity table and return to the calling 
program the degree of g(z) and the Goppa lower bound on mini- 
mum distance for the code.  The calling program passes the 
address of the g(z) root and multiplicity table as a param- 
eter.  The degree of g(z), as mentioned previously, is simply 
the sum of all the multiplicity values in the g(z) root and 
multiplicity table. 
In [2], Goppa determined a lower bound on the minimum 
distance of Goppa codes: 
d
min L  degree g(z) + 1 
where g(z) is the polynomial of minimum degree which is a 
full square such that g(z), the generator polynomial, di- 
vides g(z).  If all the roots of g(z) are distinct, g(z) 
= g2(z) and 
dmin > 2 degree g(z) + 1 
DEGBOUND analyses the multiplicity value specified with each 
root in the table. If this value is even (a perfect square) 
it is added to the accumulating minimum distance bound.  If 
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the value is odd, it is rounded up to the next higher even 
value before it is accumulated into the minimum distance 
bound.  This, in effect, converts each g(z) factor term into 
the appropriate g(z) term.  After this process has been com- 
pleted for each g(z) root and multiplicity table entry, one 
is added to complete the desired Goppa bound on minimum dis- 
tance . 
4.11  MINDIST Subroutine 
One of the most important parameters of any code is 
its minimum distance.  It is this value which determines the 
theoretical limits of error detection and/or correction. 
The primary purpose of the MINDIST subroutine is to deter- 
mine the minimum distance of a code based on the code's gen- 
erator matrix.  An optional function of this subroutine is 
to calculate the weight distribution of the code, i.e., the 
number of codewords of each Hamming weight from weight 0 to 
the code length.  The "brute force" method is used, in that 
each codeword is formed in turn, and the number of ones is 
counted.  Each codeword must be formed if the weight distribu' 
tion is desired, however, a "short cut" may be taken if only 
the minimum distance is required. 
Since the number of codewords in a code rises exponen- 
tially as a function of the number of rows in the generator 
matrix, execution time in this subroutine could become ex- 
cessive.  It was determined that processing for a 15 row gen- 
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I 
erator matrix took approximately 12 seconds.  The exact ex- 
ecution time also depends on the number of matrix columns. 
As a result of this, one should take certain precautions be- 
fore calling the MINDIST subroutine.  First, the matrix 
passed to MINDIST should be in some sort of row reduced form, 
so that the number of rows in the matrix is the same as the 
row rank.  This will cause each codeword to be generated once 
and only once.  This precaution is necessary if the weight 
distribution of the code is desired.  Another precaution 
which could be taken would be to have the calling program 
bypass the MINDIST subroutine if the number of rows of the 
generator matrix exceeds a maximum number.  This maximum num- 
ber would depend on how much execution time can be tolerated. 
The MINDIST subroutine itself takes certain steps to 
attempt to reduce execution time.  An earlier version of this 
subroutine even had a timer, such that the calling program 
could specify the maximum time allowed in this subroutine. 
Once this time limit was reached, the subroutine would abort, 
returning the minimum distance discovered up to that time. 
This feature was removed when the optional weight distribu- 
tion logic was added.  It was determined that the value re- 
turned as the minimum distance had no usefulness if the sub- 
routine timed out.  Also, with the advent of the weight dis- 
tribution logic, the weight distribution table would be in- 
complete if the subroutine timed out. 
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The first measure that MINDIST takes to conserve ex- 
ecution time is based on the fact that the calling program 
is expected to supply MINDIST with some type of lower bound 
on the minimum distance of the code.  In the case of Goppa 
codes, this bound was discussed previously and may be ob- 
tained by using the DEGBOUND subroutine.  If no minimum dis- 
tance bound is available, zero or a negative number should be 
specified.  MINDIST will first check all rows of the genera- 
tor matrix.  If a row is found with a weight less than or 
equal to the specified bound, processing halts and the mini- 
mum distance is returned to the calling program.  If none of 
the rows of the generator matrix contains the minimum weight, 
control passes to the linear combination logic of MINDIST. 
This logic exhaustively forms each linear combination of the 
rows of the generator matrix in turn.  Processing will halt 
when a codeword with Hamming weight less than or equal to the 
bound is discovered, or when all possible linear combinations 
of the rows have been tried.  If the weight distribution was 
requested, all possible linear combinations must be done to 
complete the weight distribution table, thus no "short cut" 
is possible. 
MINDIST takes a second measure to reduce execution 
time.  To keep track of all possible linear combinations, a 
binary counter is used.  The counter will consist of k bits 
where k is the number of rows of the generator matrix.  Since 
there can be up to 64 matrix columns, there can also be up 
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to 64 linearly independent rows.  For the worst case, a 64 
bit counter is needed, so a doubleword is used.  (For this 
worst case, it would take 3.5 million years just to decre- 
ment the counter and test for zero, not to mention the time 
required to execute the rest of the linear combination log- 
ic). 
For each counter state the set bits in the counter 
select the corresponding generator matrix rows for inclusion 
into the current linear combination of rows.  Since there 
are k counter bits and 2  different counter states, there 
k 
are k2  total bits in the set of all counts.  Of this total, 
exactly half will be zero, and half will be one, so there 
k-1 
are k2   total set bits.  This indicates that a total of 
k-1 k2   modulo two additions of various rows would be needed 
in the process of forming all possible linear combinations. 
Actually, MINDIST employs a differential technique 
to reduce the total number of modulo two additions performed 
The reader may refer to Figure 4-3 for an example of this 
technique.  The process starts by taking the linear combina- 
tion of all rows of the generator matrix and setting the 
counter to the all 1 state.  As the counter is decremented, 
the modulo two difference between the last counter value and 
the current counter value is formed.  The set bits of this 
difference determine which rows of the generator matrix 
should be added modulo two to the running accumulation of 
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generator matrix rows.  This technique results in less mod- 
ulo two additions to form the entire set of linear combina- 
tions of rows.  For the example in Figure 4-3, we can see 
that there are 4-23 = 32 set bits in the straight count se- 
quence and only 26 in the differential sequence. 
Count Sequence Differential Sequence 
0000 
0001 
0010 
0011 
0100 
0101 
0110 
0111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
mi 
32 ones 
0000 
0001 
0011 
0001 
0111 
0001 
0011 
0001 
mi 
0001 
0011 
0001 
0111 
0001 
0011 
0001 
26 ones 
Figure 4-3. Comparison of the number of set 
bits in a differential sequence 
as opposed to a straight count 
sequence 
In general, there are always less Is in the differen- 
tial sequence as will be shown.  By observing Figure 4-3, 
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one can see that the number of set bits in each column of 
the differential sequence is the number of 0 to 1 or 1 to 0 
transitions in the corresponding column of the count sequence 
Actually, this follows from the definition of the differen- 
k-1 
tial sequence.  Since there are 1, 3, 7, 15, ..., 2   of 
these transitions in columns 1, 2, 3, ..., k respectively of 
the count sequence, there will be  £  2-1 total ones in the 
i = l 
differential sequence.  Now 
k        k k 
I     21-1 = I     (21) - k = I     (21*) - 1-k 
1=1       1=1 i=0 
But 
I  21 = 2 
i=0 
k+1 
so the total number of ones in the differential sequence is 
k + 1 2K ' - k - 2.  Let 
I = 2
k+1
-k-2 
k2 k-1 
be the ratio of the number of ones in a differential sequence 
to the number of ones in the corresponding count sequence. 
Then 
11m I = nm 2
k
 
+
 
1
-k-2     '4 llm
  F~i— = lim F 
k-»» k2K_l    k->- k 
1 im — 
k^«» k2 k-1 
1 im 
k-co 2 
1 
k-1 = 0 
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Thus, as the number of counter bits (rows of the generator 
matrix) gets very   large, the number of mudulo two additions 
for the differential method becomes a very   small fraction of 
the number of modulo, two additions needed for the straight, 
count sequence. 
The method described above works well in theory, but 
in practice the actual time savings cannot be expected to be 
as good as the above model indicates.  The reason for this 
is that the instructions that actually perform the modulo 
two additions are only part of the "bottleneck", and a few 
extra instructions are needed to form the counter differen- 
tial.  A time savings does result using this method.  For a 
15 row matrix, it is estimated that the differential method 
results in a 12% reduction in execution time over the 
straight count sequence method.  This percentage reduction 
increases with the number of rows, but execution time soon 
becomes prohibitive above this point anyway.  The differen- 
tial method actually consumes more time for matrices with 
only a few rows, but this is not noticeable due to the fast 
execution time for a small number of rows.  Another tech- 
nique for reducing execution time not actually implemented 
in MINDIST is discussed in Appendix B. 
The parameters passed to MINDIST are the number of 
rows, number of columns, and the address of the generator 
matrix of the code.  The lower bound on minimum distance 
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must also be supplied.  If a weight distribution is desired 
the address of the weight distribution table must be pro- 
vided.  This parameter is set to zero if a weight distribu- 
tion is not requested.  The weight distribution table will 
consist of n+1 word entries where n is the code length.  The 
first entry will contain the number of codewords of weight 
0, while the last entry will contain the number of codewords 
of weight n.  In the worst case, 65 entries will be needed 
to handle the maximum code length of 64.  The minimum dis- 
tance of the code as well as the completed weight distribu- 
tion table, if applicable, will be returned to the calling 
program. 
4.12 CNTBITS Subroutine 
This subroutine was supplied as a utility function. 
Its only purpose is to count the number of set bits in a 
right justified field of a register.  Parameters passed are 
the register with the set bits to be counted and the bit 
size (32 maximum) of the right justified field.  The number 
of set bits in this field will be returned to the calling 
program. 
4.13 GCD Subroutine 
GCD will determine the greatest common divisor of two 
numbers.  If both numbers are zero, the result returned will 
also be zero.  The algorithm used to perform this function 
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is well known, e.g., [8, pp. 12-14].  Starting with the 
larger of the two numbers as the dividend and the smaller 
as the divisor, the quotient and remainder of the division 
are obtained.  The previous divisor becomes the new dividend, 
and the remainder becomes the new divisor.  The division step 
is repeated until a remainder of zero results.  At this 
point, the divisor (last nonzero remainder) is the desired 
greatest common divisor. 
The two numbers whose GCD is to be determined are 
passed as parameters, and the greatest common divisor will 
be returned to the calling program.  This result will always 
be a positive number or zero regardless of the signs of the 
two passed numbers. 
4.14  ORDER Subroutine 
This subroutine will determine the order of a given 
element of a Galois field.  The order e of an element 6 is 
just the smallest e such that 3e = 1.  If 3=0, rhen e is un- 
defined, however this subroutine will return a value of zero 
for such cases. 
The method used to determine the order of a Galois 
field element is described in Appendix C of [7]: 
,m. 
"If a is a primitive element of GF(2 ), then the 
order e of or is 
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e = 
(2m-l) 
,m 6CD(2'"-l,j) 
The value 2m-l is just the multiplicative group order of the 
Galois field, and is contained in the first entry of the 
Galois field table.  Use is made of the GCD subroutine to 
calculate the greatest common divisor specified in the above 
equation. 
Parameters passed to the ORDER subroutine are the ad- 
dress of the Galois field table and the power j of the field 
element whose order is to be fftund.  As before, a -1 should 
be specified if zero is indicated.  The order of the field 
element will be returned to the calling program. 
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5.  THE STUDY OF GOPPA CODES USING THE CODING 
THEORY SUBROUTINES 
5.1  Using the Coding Theory Subroutines 
The preceding chapter discussed the details of each of 
the subroutines in this system.  This section will briefly 
discuss how these subroutines may be used to achieve the 
desired results.  The primary purpose of these subroutines 
is to analyze Goppa codes, however, by bypassing the Goppa 
parity check matrix generation step and directly inputing a 
generator or parity check matrix, any type of block code 
may be analyzed. 
Basically, the user must write a main program which 
calls the various coding theory subroutines in the proper 
sequence to perform the desired task.  The tables which serve 
as inputs to the subroutines, e.g., the location set and 
g(z) root and multiplicity tables, may be fixed, in which 
case only one code can be studied per computer run.  Alter- 
natively, the main program may dynamically generate the in- 
put tables based on some criteria.  In this case, it becomes 
possible to study a series of similar codes in one computer 
run.  Other than setting up the input tables, the only func- 
tion of the main program is to properly set up the param- 
eters for the various subroutines and check for exceptional 
condi ti ons . 
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For most of the work reported in this paper, another 
subroutine called GOPPANLZ was used.  Actually, this sub- 
routine has so broad a purpose so as to be considered part 
of the main program.  GOPPANLZ performs a complete analysis 
of a Goppa code given the location set and g(z) root and 
multiplicity table.  The following list of printed informa- 
tion is provided for each code analyzed by GOPPANLZ: 
1. The location set elements. 
2. The roots of g(z) and their multiplicity. 
3. The dimension over GF(2) of the Galois field. 
4. The H matrix in identity form. 
5. The G matrix in identity form. 
6.  The code length 
7.  The number of information digits. 
8.  The number of parity check digits 
9.  The degree of the generator polynomial 
10. The Goppa lower bound on minimum distance 
11. The actual minimum distance of the code. 
12. The weight distribution of the code 
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Item 12 is optional, and items 11 and 12 will only be pro- 
vided if the number of rows of the resulting Goppa generator 
matrix is less than or equal to a specified maximum.  This 
maximum number of rows can be adjusted according to how much 
computer time is available for the calculation of the mini- 
mum distance.  If many codes are to be studied in a single 
computer run, the maximum row limit should be small, however, 
if only a specific code is being studied, it may be possible 
to let the MINDIST subroutine run for several hours.  For 
most of the work reported in this thesis, the maximum row 
limit was chosen to be 15.  This resulted in about a 12 sec- 
ond maximum search time for any one code studied.  The maxi- 
mum search time will double each time another row is added 
to the limit.  Even if the minimum distance search is not 
executed for a particular code, at least the other informa- 
tion such as (n,k) will be listed.  Sometimes the minimum 
distance can be discerned just by looking at the rows of the 
generator matrix.  Any really interesting codes can be re- 
processed and the minimum distance calculated if desired. 
5.2  Results and Comments 
Once the coding theory subroutines became available, it 
was discovered that there are numerous ways of specifying 
Goppa codes given a Galois field.  Some of these have been 
mentioned in the various references.  In order to make a 
systematic study, albeit an incomplete one, the author de- 
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cided to divide each Galois field into equivalence classes. 
All elements of the same order are in the same equivalence 
class, and the set of equivalence classes so defined forms 
a partition on the Galois field.  The elements of each 
equivalence class in turn become the members of the location 
set of the Goppa code to be studied.  Once the location set 
has been established, the remainder of the Galois field be- 
comes the domain for the roots of g(z).  In this study, g(z) 
was specified such that 
g(z) = (z-a.j) 
Thus, g(z) has only one root, and the repetition of the root 
r may be varied.  Studies of this sort were conducted and 
results obtained over a variety of Galois fields. 
5.2.1  Goppa Codes with L £GF(23) 
GF(23) has 7 elements in its multiplicative 
group.  23 - 1 = 7, so the field consists of zero with unde- 
fined order, one with order 1, and the remaining 6 elements 
of order 7.  In order to follow the previously mentioned 
criteria, the only eligible location set from this field 
consists of the elements of order 7.  0 and 1 may then be 
used in turn as the generator polynomial roots.  Note, when 
g(z) = z , i.e., 0 is used as the root, the code obtained 
using L = GF(23) - {0} is a cyclic BCH code [3].  In this 
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study, L = GF(23) - {0,1} which would actually result in a 
shortened BCH code.  Goppa has also shown [3] that for maxi- 
mum length L and g(z) = (z-a.)r all codes with the same r 
have the same weight spectrum, and thus have the same mini- 
mum distance.  In this study, L is not maximal, however, 
both codes studied with L QGF(23) are cumulant codes with 
one being a shortened BCH case and the other being a non- 
cyclic code which corresponded to the BCH code before it 
was shortened.  As a result of this, the two codes studied 
from this field might be expected to be similar.  This is 
indeed the case as may be seen from the results presented in 
Table 1 in Appendix A.  Both codes are (6,3) codes with the 
same weight distribution and a minimum distance of 3.  There 
is no improvement in the actual minimum distance over that 
indicated by the Goppa lower bound on minimum distance. 
The above cases were for r=l.  No non-trivial 
codes were obtained with L £GF(23) when r>l .  In fact, 
these codes consisted only of the zero codeword with infi- 
nite minimum distance. 
As an additional study, the code with L = GF(23) 
- {0,1} and g(z) = z(z-l) was constructed.  Its Goppa bound 
on minimum distance is 5, however, this code is also trivial, 
consisting only of the zero codeword. 
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5.2.2  Goppa Codes with L£GF(25) 
There is an interesting feature of Galois fields 
21' 
of the form GF(2  ), 1 _<_i j<_4 „ which warrants additional dis- 
cussion (Section 5.2.5).  Since GF(2I+) is one of these spe- 
cial Galois fields, codes from GF(21+) will be discussed lat- 
er in this thesis (Section 5.2.7). 
Like GF(23), the multiplicative group order of 
GF(25) has only one factor, 25 - 1 = 31.  This field con- 
sists of 0 with undefined order, 1 with order 1, and 30 
elements of order 31.  Thus, the only eligible location set 
for this field is L = GF(25) - {0,1}.  See Table 3 in Appen- 
dix A for a listing of the codes studied from this field. 
As in the case of codes with LCGF(23), there 
was a correspondence between the codes using g(z) = zr and 
the codes using g(z) = (z-l)r.  For the former case, the al- 
most cyclic nature of these shortened BCH codes was readily 
apparent by observing the G matrices printed in systematic 
form.  This feature was not apparent in the codes with g(z) 
= (z-1) .  Improvement in minimum distance over that speci- 
fied by the Goppa bound was noticed for several of the codes 
studied, however, in each of these cases, increasing the 
multiplicity r by 2 generated the same code with no improve- 
ment in minimum distance over the bound. 
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5.2.3  Goppa Codes with L gGF(26) ) 
The multiplicative group of GF(26) contains 
26 - 1 = 63 elements.  This number may be factored as fol- 
1 ows : 
26 - 1 = 63 = 1-3-3-7 
Thus, there exist elements of GF(26) of all possible combina^ 
tions of these orders.  A list of the orders and the number 
of elements of GF(26) belonging to each is listed below: 
Order 
1 
3 
7 
9 
21 
63 
# Elements 
1 
1 
2 
6 
6 
12 
36_ 
64 total 
Because of this mix of elements and their orders, it was pos^ 
sible to study numerous codes with LgGF(26) following the 
code specification criteria previously mentioned.  Codes 
with location sets of order 7, 9, 21, and 63 are possible. 
See Table 4 in Appendix A for a complete listing of the 
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codes studied with LCGF(26). 
The first two codes listed in the table are the 
same as the two codes studied with L £GF(23).  This is to 
be expected since GF(26) is an extension field of GF(23), 
and the order of the location set elements in each case is 
7. 
It became apparent that given an appropriate lo- 
cation set it is the minimum polynomial of the root of g(z) 
that determines the atrributes of the code.  While in most 
cases the order of the Goppa polynomial root determines the 
parameters n and k, it is actually the min'imum polynomial of 
the root which determines the minimum distance and weight 
distribution of the code.  At least this was seen to be the 
case for codes whose weight distributions were obtained. 
For longer codes with a small value of r, the 
number of information bits k is generally 
r+1 k = n - m(—5—), r odd 
where n is the code length, m is the dimension of the Galois 
field over GF(2), and r is the multiplicity of the root of 
the Goppa polynomial.  This result corresponds to the fact 
that when there are less rows specified in the unreduced 
Goppa parity check matrix, there is less chance of the rows 
being linearly dependent.  As r is increased, however, the 
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above relation fails to apply due to certain rows becoming 
linearly dependent. 
5.2.4 Goppa Codes with LCLGF(27) 
The multiplicative group of GF(27) consists of 
127 elements.  This is a prime number, so there are 126 
elements of order 127, the remaining elements being 0 and 1 
The desired code lengths of 126 exceed the capabilities of 
the coding theory subroutines, so these codes were not ac- 
tually studied.  It seems reasonable to speculate, however, 
that these codes would be similar to those studied with L 
CTGF(23) and GF(25), since these fields also have a prime 
number of elements in their multiplicative groups. 
21' 5.2.5 Galois Fields of the Form GF(2  ) 
The number of elements in the multiplicative 
2 i 2 i 
group of GF(2  ), where i is a positive integer, is 2 
21 2  - 1 may always be factored into a set of distinct fac- 
2J tors such that each factor is of the form 2  +1, where j 
is a positive integer. 
Theorem.  For any positive inter i 
?i      1-1   oJ 
2^  - 1 = n  (2* + 1) 
j = 0 
Proof will be by induction.  For i=l, we have 
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2 °   2j 1 = 2^-1 = 3=  n 2C   c\l 
j=o     ; 
Assume the formula is true for some i and prove that it is 
true for i +1. 
?i      i-1   oJ 
2L     -   1 =  n  (2 - + 1 ) for.some i 
j = 0 
i +1       9 i   o i        o i      ? i 
-1=2*  -2*  - 1 = (2*  + 1){2       - 1) 
oi     i-1   oj        i   oJ 
= (2* + 1)  n  (2* + 1) = n  (2* + 1) 
j=0 j=0 
This proves the above relationship.  Q.E.D. 
Each of the above factors is necessarily dis- 
tinct.  It also appears that each individual term is a prime 
number, although this has been shown to be false [4, page 
14].  The first five of these numbers, known as Fermat's num- 
bers F. , are prime: 
FQ = 21 + 1 =3 
F1 = 22 + 1 = 5 
F2 = 24 +1 = 17 
F3 = 28 + 1 = 257 
F, = 216 + 1 = 65537 
4 "V. 
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F5 = 232 + 1 = 4294967297 = (641)(6700417) 
As can be seen, however, Fr- is a composite of two prime num- 
5
     i 2 bers.  Fermat conjectured that 2  + 1 is prime for all nat- 
ural numbers i, but in 1732, Euler factored F5 as shown above, 
invalidating Fermat's conjecture [4, pp. 14-16].  The follow- 
ing discussion will limit itself to Galois fields of the 
form GF(2  ) where the corresponding Fermat number is prime. 
If we limit ourselves to Galois fields of the 
21 form GF(2  ) for cases where 1 <_i j<_4, it can be seen that the 
21' 
number of prime factors of 2  - 1 is just i+l if 1 is m- 
21' 
eluded as a factor.  Thus, the elements of GF(2  ) will have 
orders which are these i+l prime factors and all possible 
multiplicative combinations of them, since these are the 
• 21' 
values which divide 2' 1.  The number of elements of each 
order can be determined from Euler's <j> number.  For a given 
21 
multiplicative combination of the factors of 2  - 1 corre- 
sponding to a specific order 
<f> = (2d       + 1)...(2 + DO 1 
(1 1 
2d     +1 
■) = (2'   + 1) 
22  +1 
-)•• 
?   n      ?2 
.(22  + 1)(-2 
1L     +1 
( 
2^ lc     +1 
) 
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This reduces to 
+ = 2 
r-,   r9 r     r-,  r~     r 
2 ' 22 c 22 n = 22 '+2 *+...+2 n 
The various orders of GF(2  ) are defined by 
all possible multiplicative combinations of the factors of 
21' 2   - 1.  Each combination produces a particular order, and 
the number of elements of each order is a unique power of 2. 
By making use of Galois fields of the form 
21 GF(2  ) for l_si_s4 and following the previously mentioned cri- 
teria for specifying Goppa codes, it can be seen that these 
Goppa codes will have lengths which are powers of 2.  In 
fact, for a given Galois field, code lengths of all powers 
2i-l 
of 2 from 22 through 2    will be possible simply by choos- 
ing the appropriate order of elements for the location set 
of the code.  Actually, only codes with lengths up to 26 can 
be studied by the coding theory subroutine, since 64 is the 
maximum code length they can handle. 
5.2.6  Goppa Codes and Reed-Muller Codes 
One of the purposes of this research was to at- 
tempt to find Goppa codes which are also Reed-Muller codes. 
Reed-Muller codes are a class of non-cyclic group codes with 
lengths and minimum distances both an even power of 2 [7, 
pp. 125-129].  These codes may be formed by taking a vector 
of length 2m with all l's and the set of m vectors such that 
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the 2  columns of the m vectors have each of the possible m- 
tuples of 0 and 1.  In addition to these m+1 vectors, take 
all possible vector products of the m vectors two at a time, 
three at a time, ..., m at a time.  The result will be a 
total of 2  linearly independent rows of a 2m by 2m matrix. 
The generator matrix of an rth order Reed-Muller code is 
formed by using the set of rows of the established basis con- 
sisting of vector products of the m vectors r or less at a 
time.  An order 0 code is always specified by the generator 
matrix with one row of all Is.  An order 1 code is formed 
using the original m+1 vectors as the rows of G, etc.  Since 
all of the rows of G selected in this manner are linearly in- 
dependent, the parameters of Reed-Muller codes are as fol- 
1 ows : 
n = 2 m 
k = mi rlTl' i + cp + ... + (p 
•m- k = 1 + ('{) + . m v
m-r-l' 
It can be shown that the minimum distance of a Reed-Muller 
code is 
d .„ = 2 
mi n 
m-r 
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and these codes have a weight distribution which is symmetri 
cal about 2m_1 .  Using Galois fields of the type GF(22 ), 
an effort was made to find Goppa codes which are also Reed- 
Muller codes.  All such codes found are listed separately 
in Table 6 of Appendix A. 
5.2.7  Goppa Codes with LglGFU'*) 
The Galois field GF(21+) has elements of order 1, 
3, 5, and 15 with 1, 2, 4, and 8 elements respectively. 
Codes with location set orders 5 and 15 corresponding to 
lengths 4 and 8 were studied.  See Table 2 in Appendix A for 
a listing of these codes. 
The only improvement in actual minimum distance 
over the Goppa bound resulted when 1 was selected as the 
root of the generator polynomial, and for each of these 
cases, the resulting code was found to be a Reed-Muller code, 
Actually, two of the codes are trivial, consisting of only 
the all 0 and the all 1 vectors as codewords.  These corre- 
spond to zero order (r=0) Reed-Muller codes of lengths 4 
and 8.  The other Reed-Muller code obtained from this field 
was the first order (r=l) length 8 Reed-Muller code with 
minimum distance 4.  This code also happens to be the (8,4) 
Hamming single error-correcting, double error-detecting code 
Single overall parity check codes are also Reed- 
Muller codes.  They have order r = m-1 for length n = 2m. 
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^J 
Of course, the minimum distance of these codes is 2.  No 
Goppa codes were studied with minimum distance less than 3, 
as this would imply that the degree of g(z) is less than 1. 
It appears from [2] and [9] that the Goppa parity check ma- 
trix is not even defined for the case when the degree of 
g(z) = 0.  This implies that the dual of a Goppa code with 
no parity check matrix is the code with only the zero code- 
word.  The dual of this code which would correspond to a 
Goppa code with g(z) = 1, is the set of all possible 2m 
tuples, i.e., the code with no redundancy.  Thus, it appears 
that single overall parity check codes cannot possibly be 
Goppa codes.  This fact jeopardizes the attempt to find Goppa 
codes which cover the set of all Reed-Muller codes. 
As in the case of L £GF(26), the minimum poly- 
nomial to which the root of g(z) belongs seems to control 
the attributes of the code.  Codes with roots from the same 
minimum polynomial are equivalent.  Codes with location set 
order 5 (four elements) and g(z) root order 15 were generated 
only for roots belonging to the minimum polynomial of a.  No 
non-trivial codes were generated for other order 15 roots. 
Even in the cases that generated codes, there was no improve- 
ment over the Goppa bound of 3, so that one column of the 4 
by 1 generator matrix was zero. 
5.2.8  Goppa Codes with L£GF(2S) 
As Galois field dimension increases, the number 
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of possible codes also increases drastically.  GF(24) has 
15 non-zero elements with four different orders, while 
GF(28) has 255 non-zero elements with 8 different orders. 
Only codes of lengths 32 or less were studied with L C^ 
GF(28).  See Table 5 in Appendix A for a list of these codes. 
Once again, it is apparent that the minimum poly- 
nomial to which the root of g(z) belongs seems to be the ma- 
jor determinant of the attributes of the code.  In most cases, 
roots of the same order but different minimum polynomials 
generated the same values of n and k, with only the weight 
distribution and possibly the minimum distance differing. 
There were, however, exceptions to this, and most of these 
exceptions occur at higher multiplicity values. 
As with the case of codes using LC^GF(26), it 
appears that at low multiplicity values the number of infor- 
mation bits is a multiple of the field dimension over GF(2). 
This result, which is not surprising, is due to the fact that 
for smaller numbers of parity check matrix rows, there is a 
smaller chance of the rows being linearly dependent.  It ap- 
pears that this phenomenon is independent of the location 
set order and the g(z) root order for low multiplicity values. 
The search for Reed-Muller codes with L'C^. GF(28) 
proved somewhat disappointing.  Of course, the Reed-Muller 
codes already discovered from GF(21+) did appear, but there 
seems to be no general assurance of obtaining Reed-Muller 
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codes by following the previously mentioned criteria for 
specifying Goppa codes.  Only codes with location set order 
17 and g(z) = (z-1)  produced additional non-trivial Reed- 
Muller codes.  These codes have length 16 and are of order 
2, 1, and 0 respectively as the root multiplicity increases. 
The (16,11) code was the only Reed-Muller code found which 
could not also be classified as a Hamming or repetition code. 
It may be noted that 17, the location set order, is a (the 
largest) prime factor of the multiplicative group order of 
GF(28).  Perhaps only location sets with prime orders pro- 
21 duce Goppa codes from GF(2  ). 
Repetition codes, which are trivial order 0 Reed- 
Muller codes, can apparently be generated for any code 
length using any Galois field simply by taking r large 
enough in g(z) = (z-1) .  In the author's studies, only root 
element 1 generated all non-zero columns of G at high multi- 
plicity values.  Other root elements always produced zero 
columns of G at high multiplicity values, effectively reduc- 
ing the length of the code.  A listing of all the Reed- 
Muller Goppa codes discovered using various Galois fields 
may be found in Table 6 of Appendix A. 
5.2.9 Additional Results with L&GF(2M 
The results to be discussed in this section may 
be found in Table 7 of Appendix A.  The codes in this table 
have L = GF(24) - {a, a3} and g(z) = [(z-a)(z-a3)]r for 
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r=l and 3.  These codes, along with the example used by Goppa 
[2], were used as a test of the coding theory subroutines. 
Tzeng and Zimmermann [9] showed that these codes are reversi- 
ble if the location set is ordered such that 
3   i 
a. = ^—, for I < i < i 4 
Neither of these codes showed any improvement in actual mini- 
mum distance over that guaranteed by the Goppa lower bound 
on minimum distance. 
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6.  CONCLUSIONS 
A system of coding theory subroutines designed primarily 
for the study of binary Goppa codes was presented.  The 
greatest obstacle blocking the efficient study of codes was 
found to be the minimum distance search algorithm.  Tech- 
niques were employed to make this function more efficient, 
but even so, as the number of information digits gets larger 
the minimum distance search time becomes prohibitive.  A 
theoretical but somewhat impractical minimum distance search 
algorithm was presented in Appendix B, but certian aspects 
of this algorithm are not easily implemented efficiently in 
software.  Perhaps with future revelations, this algorithm 
may become practical. 
Results of the Goppa code studies were presented in the 
tables of Appendix A.  A summary of these results as well as 
the criteria used for establishing the Goppa codes was pre- 
sented in Chapter 5.  The Goppa codes studied were relatively 
short with n <_  64 as dictated by the coding theory subrou- 
tines.  Using the criteria mentioned, it was found that the 
code parameters are a function of the minimum polynomial of 
the root of the Goppa polynomial. 
21 The structure of Galois fields of the form GF(2  ) was 
probed for 1 <_i <_4.  It was discovered that for these fields 
the number of elements of each order is a power of 2, and 
each order has a number of elements which is a unique power 
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of 2.  An attempt was made to discover Goppa codes which are 
also Reed-Muller codes using this type of field as a basis. 
Although some Reed-Muller codes were found, it appears that 
this method of specifying Goppa codes does not produce Reed- 
Muller codes in general.  Goppa codes which are also Reed- 
Muller codes are listed separately in Table 6 of Appendix 
A. 
It was shown that single overall parity check codes, 
which are a special case of Reed-Muller codes when the 
length is a power of 2, are not Goppa codes.  Thus, it ap- 
pears that the intersection of the Goppa and Reed-Muller 
classes of codes may not be very  great. 
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APPENDIX A 
Tables of Goppa Codes Studied 
This Appendix lists the tables of results for the Goppa 
codes studied.  The criteria for establishing the codes of 
Tables 1-5 was discussed in Section 5.2.  Tables 1-5 list 
the codes with L£GF(23), GF(24), GF(25), GF(26), and 
GF(28), respectively.  Part b) of these tables list the 
weight distributions for the codes studied.  Table 6 lists 
all codes which were discovered to be Reed-Muller codes. 
Table 7 lists a few reversible Goppa codes. 
Instructions for Tables 1-5, Part a) 
ORDER - These two columns give the order of 
the location set elements and the gen- 
erator polynomial root element, re- 
spectively. 
MIN FUNC OF G ROOT If the minimum polynomial of the root 
of the Goppa generator polynomial has 
an affect on the code attributes for a 
given L and G order and root multiplic- 
ity, then the logarithms to the base a 
of the lowest powers of a which are 
roots of the minimum polynomials are 
given for all minimum polynomials ap- 
plicable.  If this column is blank, 
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REP 
N, K, D 
the minimum polynomial either has no 
effect on the code attributes or the 
effects are undetermined because no 
weight distribution was obtained. 
This is the number of times the factor 
with the root appears in the Goppa gen- 
erator polynomial, i.e., this is the 
RE P degree of g(z) .  g(z) = (z-a.. ) 
These parameters are the code length, 
number of information bits, and the 
code length, respectively.  In some 
cases where the minimum distance search 
algorithm was not used, only an upper 
bound on minimum distance is given.  In 
other cases, the author was able to de- 
termine by inspection of the G matrix 
that the actual minimum distance of 
the code is the same as the Goppa lower 
bound on minimum distance. 
This quantity is the Goppa lower bound 
on minimum distance for the code. 
IMP This is the improvement in actual mini 
mum distance over that guaranteed by 
the Goppa bound. 
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DIST This field gives the weight distribu- 
tion label for this code if a weight 
distribution was obtained and k>l.  The 
alphabetic portion serves to distin- 
guish the different weight distribu- 
tions, and the number is the dimension 
of the Galois field over GF(2) which 
was used for L the first time this par- 
ticular weight distribution occurred. 
Numbers 3, 4, 5, 6 and 8 refer the 
reader to tables 1, 2, 3, 4 and 5, 
part b), respectively.  An asterisk in- 
dicates that the weight distribution 
i s symmetri cal. 
Instructions for Tables 1-5, Part b) 
WT This column lists all the weights from 
3 to the maximum code length studied 
using the given field. 
CODES - Each column is a different weight dis- 
tribution.  The column headers are the 
same labels that were used in Tables 
1-5, part a) as the weight distribution 
labels.  The column of numbers, repre- 
senting the number of codewords of the 
various weights, extends down only as 
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far as is dictated by the corresponding 
code length. 
Instructions for Table 6 
FIELD - This gives the Galois field which was 
used for the particular Reed-Muller 
code. 
ORDER, REP, N, K, D- See instructions for Tables 1-5, part 
a). 
m This gives the logarithm to the base 2 
of the length of the Reed-Muller code. 
This is the order (as defined in Sec- 
tion 5.2.6) of the Reed-Muller code. 
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Table 1, Part a).  Codes with L£GF(23) 
•* 
ORDER MIN FUNC 
L   G OF G ROOT REP N K D DJk IMP DIST 
7 1 6 3 3 3 0 A3 
7    1 1 & 3 3 3 0 A3 
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Table 1, Part b).  Weight Distributions 
WT A3 
Codes 
3 
4 
5 
6 
4 
3 
0 
0 
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Table 2, Part a).  Codes with L £6F(2^) 
ORDER MIN FUNC 
L G OF G ROOT REP N K D h IMP DIST 
5 1 1 4 1 4 3 1 
5 15 1 1 4 1 3 3 0 
15 - 1 8 4 3 3 0 A4 
15 1 1 8 4 4 3 1 
* 
B4 
15 1 3-5 8 1 8 5-7 3-1 
15 3 1 8 4 3 3 0 A4 . 
15 5 1 8 4 3 3 0 C4 
15 5 3 8 1 5 5 0 
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Table 2, Part b).  Weight Distributions 
WT A4 B4 C4 
CODES 
3 
4 
5 
6 
7 
8 
4 
5 
4 
2 
0 
0 
0 5 
14 5 
0 2 
0 2 
0 1 
1 0 
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Table 3, Part a).  Codes with L£GF(25) 
ORDER   MIN FUNC 
L    G   OF G ROOT 
31 
31 
31 
31 
31 
31 
31 
31 
31 
31 
REP N K D !i IMP DIST 
1 30 25 3 3 0 
3 30 20 5 5 0 
5 30 15 7 7 0 A5 
7-9 30 10 11 9-11 2-0 B5 
11-13 30 5 15 13-15 2-0 C5 
1 30 25 3 3 0 
3 30 20 5 5 0 
5 30 15 7 7 0 A5 
7-9 30 10 11 9-11 2-0 B5 
11-13 30 5 15 13-15 2-0 C5 
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Table 3, Part b).  Weight Distributions 
CODES 
WT A5 B5 C5 
3 0 0 0 
4 0 0 0 
5 0 0 0 
6 0 0 0 
7 120 0 0 
8 345 0 0 
9 0 0 0 
10 0 0 0 
11 3360 120 0 
12 5320 190 0 
13 0 0 0 
14 0 0 0 
15 9424 272 16 
16 8835 255 15 
17 0 0 0 
18 0 0 0 
19 3360 120 0 
20 1848 66 0 
21 0 0 0 
22 0 0 0 
23 120 0 0 
24 35 0 0 
25 0 0 0 
26 0 0 0 
27 0 0 0 
28 0 0 0 
29 0 0 0 
30 0 0 0 
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Table 4, Part a).  Codes with L£GF(26) 
ORDER MIN FUNC 
L G OF G ROOT REP N K D h IMP DIST 
7 - 6 3 3 3 0 A3 
7 1 6 3 3 3 0 A3 
7 3 6 1 6 3 3 
7 63 5, 31 6 1 5 3 2 
9 - 6 2 3 3 0 
* 
A6 
9 1 6 2 4 3 1 B6 
9 3 6 2 4 3 1 B6 
9 63 5, 13, 31 6 1 3 3 0 
21 - 12 6 3 3 0 C6 
21 - 12 3 6 5 1 D6 
21 1 12 6 4 3 1 
* 
E6 
21 1 3-9 12 1 12 5-11 7-1 
21 3 . 12 6 3 3 0 F6 
21 3 3 12 1 9 5 4 
21 7 12 6 4 3 1 G6 
21 9 12 6 3 3 0 H6 
21 9 3 12 1 5 5 0 
21 63 1 12 6 3 3 0 16 
21 63 5 12 6 3 3 0 J6 
21 63 11 12 6 3 3 0 K6 
21 63 13 12 6 3 3 0 L6 
21 63 23 12 6 3 3 0 M6 
21 63 31 12 
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6 3 3 0 N6 
Tabl e 4a - Cont inue d 
ORDER MIN FUNC i 
L G OF G ROOT REP N K D 
^G IMP DIST 
21 63 5 3 12 1 8 5 3 
21 63 23 3 12 2 5 5 0 06 
21 63 31 3 12 1 5 5 0 
63 - 1 36 30 3 3 0 
63 - 3 36 24 5 5 0 
63 - 5 36 18 £8 7 
63 - 7 36 14 9 9 0 P6 
63 - -' 9 36 11 12 11 1 Q6 
63 - 11 36 5 16 13 3 R6 
63 - 13 36 3 18 15 3 S6 
63 1 36 30 3 3 0 
63 3 36 24 5 5 0 
63 5 36 18 <8 7 
63 7 36 12 10 9 1 
* 
T6 
63 9 36 9 12 11 1 
* 
U6 
63 11 36 5 16 13 3 V6 
63 13 36 3 16 15 1 W6 
63 15-21 36 1 24 17- 23 7-1 
63 3 1 36 30 3 3 0 
63 3 3 36 24 5 5 0 
63 3 5 36 18 ±8 7 
63 3 7 36 12 10 9 1 
* 
T6 
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Table   4a   -   Continued 
Jp 
Lfc. 
ORDER MIN FUNC 
L G OF G ROOT REP N K D 
\ 
IMP DIST 
63 3 9 36 9 12 11 1 
* 
U6 
63 3 11 36 5 16 13 3 V6 
63 3 13 36 3 16 15 1 W6 
63 3 15-21 36 l' 24 17-23 7-1 
63 7 1 36 30 3 3 0 
63 7 3 36 24 5 5 0 
63 7 5 36 18 7 7 0 
63 7 9 7 36 12 10 9 1 X6 
63 7 27 7 36 12 9 9 0 Y6 
63 7 9 9 36 9 11 11 0 Z6 
63 7 27 9 36 9 11 11 0 AA6 
63 7 9 11 36 5 16 13 3 BB6 
63 7 27 11 36 5 13 13 0 CC6 
63 7 9 13 36 2 17 15 2 DD6 
63 7 2 7 13 36 1 18 15 3 
63 9 1 36 30 3 3 0 
63 9 3 36 24 5 5 0 
63 9 5 36 18 7 7 0 
63 9 7 36 12 9 9 0 EE6 
63 9 9 36 9 11 11 0 FF6 
63 9 11 36 4 15 13 2 GG6 
63 21 1 36 30 3 3 0 
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Table   4a   -   Continued 
ORDER MIN FUNC 
L G OF G ROOT REP N K D h IMP DIST 
63 21 3 36 . 24 5 5 0 
63 21 5 36 18 7 7 0 
63 21 3 7 36 12 9 9 0 Y6 
63 21 15 7 36 12 10 9 1 X6 
63 21 3 9 36 9 11 11 0 AA6 
63 21 15 9 36 9 11 11 0 Z6 
63 21 3 11 36 5 13 13 0 CC6 
63 21 15 11 36 5 16 13 3 BB6 
63 21 3 13 36 1 18 15 3 
63 21 15 13 36 2 17 15 2 DD6 
79. 
Table 4, Part b).  Weight Distributions 
CODES 
WT A6 B6 C6 D6 E6 F6 G6 H6 16 J6 
3 2 0 8 0 0 7* 0 3 3 3 
4 0 3 6 0 15 9 18 9 8 7 
5 0 0 0 0 0 9 0 13 13 13 
6 1 0 16 4 32 13 24 13 12 15 
7 24 0 0 9 0 13 13 13 
8 9 3 15 6 21 6 11 8 
9 0 0 0 7 0 3 3 3 
10 0 0 0 3 0 3 0 1 
11 0 0 0 0 0 0 0 0 
12 0 0r>- 1 0 0 0 0 0 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
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Table 4b - Continued 
WT   A6    B6    C£ 
33 
34 
35 
36 
CODES 
D6   E6   F6   G6   H6 16  J6 
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Table  4b  -   Continued 
CODES 
WT K6 L6 M6 N6 06 P6 36 R6 S6 T6 
3 5 4 4 4 0 0 0 0 0 0 
4 5 5 7 8 0 0 0 0 0 0 
5 9 12 14 13 1 0 0 0 0 0 
6 19 19 15 12 0 0 0 0 0 0 
7 15 12 8 11 0 0 0 0 0 0 
8 6 6 8 11 1 0 0 0 0 0 
9 3 4 6 3 1 8 0 0 0 0 
10 1 1 1 0 0 72 0 0 0 72 
11 0 0 0 1 0 198 0 0 0 0 
12 0 0 0 4 0 0 285 99 0 0 70 
13 504 0 0 0 0 
14 927 243 0 0 576 
15 1224 0 0 0 0 
16 1737 387 9 0 441 
17 2376 0 0 0 0 
18 2104 544 16 4 1776 
19 1764 0 0 0 0 
20 1818 468 0 0 441 
21 1320 0 0 0 0 
22 918 234 0 0 576 
23 648 0 0 0 0 
24 246 60 6 3 70 
25 144 0 0 0 0 
26 72 0 0 0 72 
27 6 0 0 0 0 
28 9 9 0 0 0 
29 0 0 0 0 0 
30 3 3 0 0 0 
31 0 0 0 0 0 
32 0 0 0 0 0 
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Table 4b - Continued 
WT K6 L6 M6 
CODES 
N6          06 P6 Q6 R6 S6 T 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 1 
33 
34 
35 
36 
-83- 
Table   4b   -   Continued 
CODES 
WT U6 V6 W6 X6 Y6 Z6 AA6 BB6 CC6 DD6 
3  . 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 .0 0 
7 0 0 0 0 0 0 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 
9 0 0 0 0 4 0 0 0 0 0 
10 0 0 0 30 30 0 0 0 0 0 
11 0 0 0 24 36 6 2 0 0 0 
12 46 0 0 52 52 10 10 0 0 0 
13 0 0 0 172 116 28 14 0 4 0 
14 48 0 0 230 230 28 28 0 0 0 
15 0 0 0 306 340 30 50 0 0 0 
16 81 21 3 457 457 61 61 2 2 0 
.17 0 0 0 520 556 68 46 12 4 2 
18 160 0 0 528 528 68 68 8 8 1 
19 0 0 0 502 492 42 94 0 0 0 
20 81 0 0 432 432 44 44 2 2 0 
21 0 0 0 364 316 60 34 4 8 0 
22 48 0 0 216 216 28 28 0 0 0 
23 0 0 0 126 156 18 14 0 0 0 
24 46 10 4 78 78 10 10 3 3 0 
25 0 0 0 32 32 4 2 0 0 0 
26 0 0 0 18 18 4 4 0 0 0 
27 0 0 0 2 0 0 0 0 0 0 
28 0 0 0 4 4 2 2 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 2 2 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 
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Table 4b - Continue d 
CODES 
WT U6 V6 W6 X6 Y6 Z6 AA6 BB6 CC6 DD6 
33 0 0 0 0 0 0 0 0 0 0 
34 0 0 0 0 0 0 0 0 0 0 
35 0 0 0 0 0 0 0 0 0 0 
36 1 0 0 0 0 0 0 0 0 0 
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Table 4b - Continued 
CODES 
WT 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
EE6 
0 
0 
0 
0 
0 
0 
15 
36 
36 
65 
123 
204 
298 
414 
534 
530 
582 
513 
298 
216 
102 
57 
51 
6 
6 
6 
3 
0 
0 
0 
FF6 
0 
0 
0 
0 
0 
0 
0 
0 
12 
13 
18 
24 
26 
48 
72 
86 
72 
51 
26 
12 
18 
15 
12 
6 
0 
0 
0 
0 
0 
0 
GG6 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
3 
3 
4 
3 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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Table 4b - Continued 
CODES 
WT 
33 
34 
35 
36 
EE6 
0 
0 
0 
0 
FF6 
0 
0 
0 
0 
GG6 
0 
0 
0 
0 
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Table 5, Part a).  Codes with LCGF(28) 
ORDER MIN FUNC 
L G OF G ROOT REP N K D 
°Jk IMP DIST 
5 1 4 1 4 3 1 
5 15 17 4 1 3 3 0 
15 ■ - 8 4 3 3 0 A4 
15 1 8 4 4 3 1 
* 
B4 
15 1 3- 5 8 1 8 5-7 3-1 
15 3 8 4 3 3 0 A4 
15 5 8 4 3 3 0 C4 
15 5 8 1 5 5 0 
15 17 45 8 1 5 3 2 
15 51 5 8 1 5 3 2 
15 51 25, 55 8 1 6 3 3 
15 51 95 8 1 7 3 4 
15 85 39, 63 8 1 5 3 2 
15 255 7, 31 8 1 6 3 3 
15 255 11 , 13, 29 
37, 47, 127 
8 1 5 3 2 
-j 
17 - 16 8 5 3 2 A8 
17 1 16 11 4 3 1 
* 
B8 
17 1 3 16 7 6 5 1 
* 
C8 
17 1 5 16 5 8 7 1 
* 
D8 
17 1 7- 13 16 1 16 9-15 7-1 
17 3 1 16 8 3 3 0 E8 
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Table  5a   -   Continued 
ORDER MIN FUNC 
OF G ROOT REP N K  D IMP  DIST 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
17 
5 
15 
51 
51 
51 
51 
85 
85 
85 
85 
85 
85 
255 
255 
255 
255 
255 
255 
255 
5 
25, 95 
55 
95 
3 
9, 39 
21 , 27 
63 
87, 111 
3, 9, 21 
39, 63, 111 
I , 53 
7, 43, 47, 
59 
II , 37 
13, 31 , 61 
127 
19 
23, 91 
29 
1
 O 
16 8 
16 8 
16 8 
16  8 
3 
3 
3 
3 
3 16 8 
16 1 13 
16 8 3 
16 8 3 
16 8 3 
16 8 3 
16 8 3 
16 1 5 
3 
3 
3 
3 
3 
5 
3 
3 
3 
3 
3 
5 
16 8 3 3 
16 8 3 3 
16 8 3 3 
16 8 3. 3 
16 8 3 3 
16 8 3 3 
16 8 3 3 
0 
0 
0 
0 
0 
8 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
F8 
F8 
G8 
H8 
18 
J8 
F8 
K8 
L8 
M8 
H8 
G8 
M8 
F8 
N8 
08 
P8 
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Table 5a Continued 
ORDER 
L   G 
17 
17 
255 
255 
MIN FUNC 
OF G ROOT 
1 , 19, 23, 
31 , 61 
13, 37, 59, 
127 
51 - 
51 - 
51 - 
51 1 
51 1 
51 1 
51 1 
51 "" 3 
51 3 
51 3 
51 3 
51 5 
51 5 
51 5 
51 15 
51 15 
51 15 17 
51 15 119 
REP 
1 
3 
5-7 
1 
3 
5 
7-17 
1 
3 
5 
7-13 
1 
3 
5 
1 
3 
5 
5 
N K D DQ' 
16 1 7 5 
16 1 9 5 
32 24 <4 3 
32 16 5 5 
32 8 10 7-9 
32 24 3 3 
32 16 £6 5 
32 9 8 7 
32  16 <6  5 
32  8  8   7 
IMP  DIST 
0 
3-1  Q8 
0 
1 R8 
32  1  32  9-19  23-13 
32  24 3   3    0 
1 S8 
32 1 16 9-15  7-1 
32 24 3 3 0 
32 16 5 5 0 
32 8 8 7 1 
32 24 3 3 0 
32 16 <6 5 
32 8 10 7 3 
32 8 10 7 3 
T8 
U8 
V8 
-90- 
Table   5a   -   Continued 
ORDER MIN FUNC 
L    G OF G ROOT REP N K  D h IMP DIST 
51   15 7 32 1  12 9 3 
51   17 1 32 24 3 3 0 
51   17 3 32 16 <6 5 
51   17 15 5 32 9  8 7 1 W8 
51   17 45 5 32 9  8 7 1 X8 
51   17 7-9 32 1  17 9-11 8-6 
51   85 1 32 24 3 3 0 
51   85 ''3, 9, 21 
27 
3 32 16 5 5 0 
51   85 3 5 32 8  9 7 2 Y8 
51   85 9 5 32 8  8 7 1 Z8 
51   85 21 5 32 8  8 7 1 AA8 
51   85 27 5 32 8  8 7 1 BB8 
51   85 39 5 32 8 8 7 1 CC8 
51   85 63 5, 32 8  9 7 • 2' DD8 
51   85 " 87 5 32 8. 8 7 1 EE8 
51 - -85 1,11 5 32 8 8 7 • 1 FF8 
51   85 3, 9, 39 
87 
7 .  32 1  11 
» 
9 2 
51   255 1 32 24 3 3 0 • 
51   255 all but 61 3 32 16 5 . 5 0 
51   255 . 61 3 32 16 <6 5 
■91 
Table 5a - Continued 
ORDER MIN FUNC 
L G OF G ROOT REP N K D h IMP DIST 
51 255 1 5 32 8 10 7 3 GG8 
51 255 7 5 32 8 7 7 0 HH8 
51 255 11 5 32 8 7 7 0 118 
51 255 13 5 32 8 9 7 2 JJ8 
51 255 19 5 32 8 10 7 3 KK8 
51 255 23 5 32 8 10 7 J  3 LL8 
51 255 29 5 32 8 7 7 0 MM8 
51 255 31 5 32 8 10 7 3 NN8 
51 255 37 5 32 8 7 7 0 008 
51 255 43 5 32 8 9 7 2 PP8 
51 255 47 5 32 8 10 7 3 QQ8 
51 255 53  T 5 32 8 10 7 3 RR8 
51 255 59 5 32 8 10 7 3 SS8 
51 255 61 5 32 8 10 7 3 TT8 
51 255 91 5 32 8 10 7 3 UU8 
51 ^55 127 ^ 5 32 8 7 7 0 VV8 
51 255 1 , 37, 53 7 32 1 12 9 3 
51 
\ 
51 
255 
255 
7, 23, Ol 
11 , 59 
7 
7 
32 
32 
1 
1 
18 
15 
9 
9 
9 
6 
51 2 55'. 13 7 32 2 15 9 6 WW8 
51 255 19 7 32 1 19 9 10 
51 255 29 7 32 2 15 9 6 XX8 
-92- 
Table 5a - Continued 
ORDER MIN FUNC 
L    G OF G ROOT REP N K D DQ J_MP  DIST 
51   255 43 7 32 2 12 9 3    YY8 
51   255 47 7 32 2 17 9 8    ZZ8 
51   255 61 7 32 1 17 9 8 
51   255 91 7 32 2 12 9 3    AAA8 
51   255 127 7 32 2 12 9 3    BBB8 
51   255 29, 127 9 32 1 19 11 8 
) 
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Table 5, Part b).  Weight Distributions 
CODES 
WT A8 B8 C8 D8 E8 F8 G8 H8 18 J8 
3 0 0 0 0 4 2 3 3 4 2 
4 0 140 0 0 0 0 0 0 0 0 
5 24 0 0 0 12 18 15 14 11 20 
6 44 448 48 0 44 44 44 44 44 44 
7 40 0 0 0 48 44 46 50 52 37 
8 45 870 30 30 45 45 45 45 45 45 
9 40 0 0 0 48 44 46 40 42 52 
10 28 448 48 0 28 28 28 28 28 28 
11 24 0 0 0 12 18 15 19 16 16 
12 10 140 0 0 10 10 10 10 10 10 
13 0 0 . 0 o 4 2 3 3 0 
14 0 0 0 0 0 0 0 0 0 0 
15 0 0 0 0 0 0 0 0 0 1 
16 0 1 1 1 0 0 0 0 0 0 
17 
18 ' 
19 % 
v 
20 
21 . .. 
22 
23 
24 ' 
25 i 
26 % 
27 
28 
29 
30 
% 
31 
32 
0 
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Table 5b - Ci 
CODES 
onti nued 
WT K8 L8 M8 N8 08 P8 Q8 R8 S8 T8 
3 1 1 2 3 2 3 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 22 21 19 16 If 16 0 0 0 0 
6 44 44 44 44 44 44 0 0 0 0 
7 38 42 40 43 48 42 0 0 0 0 
8 45 45 45 45 45 45 0 10 30 2 
9 48 42 50 48 38 52 0 0 0 4. 
10 28 28 28 28 28 28 8 0 0 4 
11 17 21 14 17 22 11 0 0 0 8 
12 10 10 10 10 10 10 0 72 8 9 
13* 2 1 3 0 1 4 40 ' 0 0 20 
14 0 .0 0 0 0 0 28 0 48 28 
15 0 0 0 1 0 0 40 0 0 34 
16 0 0 0 0 0 0 44 346 57 35 
17 8 0 0 30 
18 36 0 48 24 
]P 24 0 0 20 
20 
t
'- 
> 10 72 56 25 
21 J 16 0 0 8 
22 
.  ■• j 
0 0 0* 0 
23 0 0 0 2 
24 '' *V 10 8 0 
25 • ~ 0 0 Q 2 
26 a 0 0 0 0 
2 7 0 0 0 0 
28 { j 0 0 0 0 
29 0 
at 
0 0 0 
30 « 0 0 0 0 
31 0 o • 0 0 
32 0 1 0 ' 0 
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T able 5b - Conti nued 
CODES 
WT U8 V8 W8 X8 Y8 Z8 AA8 BB8 CC8 DD8 
3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 0 0 0 0 0 0 
8 0 0 5 6 0 1 2 1 1 0 
9 0 0 2 2 6 2 6 3 3 3 
10 5 5 0 0 4 5 10 6 6 4 
11 4 10 16 18 7 6 6 7 7 10 
12 13 13 50 48 14 14 15 16 16 14 
13 20 22 '' 46 42 17 26 28 24 22 18 
14 25 25 0 0 28 28 36 31 31 28 
15 48 36 68 66 35 31 48 33 34 37 
16 34 34 109 109 31 29 29 21 21 31 
17 32 28 62 70 28 28 26 27 25 29 
18 31 31 64 64 28 27 26 22 22 28 
19 12 18 40 38 25 26 10 23 29 16 
20 15 15 22 24 18 16 7 22 22 18 
21 12 14 18 14 5 8 4 8 6 12 
22 3 3 0 0 4 4 0 5 5 4 
23 0 0 4 6 5 1 0 1 2 1 
24 1 1 5 4 0 3 2 3 3 0 
25 0 0 0 0 0 0 0 2 0 2 
26 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 0 
31 0 0 o* 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 
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Table 5b - Continued 
CODES 
WT EE8 FF8 GG8 HH8 118 JJ8 KK8 LL8 MM8 NN8 
3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 
7 0 0 0 1 1 0 0 0 1 0 
8 2 ' 1 0 0 0 0 0 0 0 0 
9 8 5 0 1 0 1 0 0 0 0 
10 10 5 4 6 5 6 7 6 6 6 
11 13 7 8 8 5 7 6 5 10 9 
12 15 14 19 14 12 12 13 11 11 14 
13 30 '' 20 18 28 26 25 19 21 18 20 
14 36 28 21 21 27 24 31 26 26 21 
15 38 36 41 25 39 37 33 44 36 40 
16 29 29 36 36 31 33 33 31 31 36 
17 8 23 32 29 22 21 30 28 30 28 
18 26 27 26 32 37 36 33 37 37 32 
19 21 25 22 26 25 27 24 23 24 21 
20 7 16 13 12 10 10 9 13 13 12 
21 10 8 6 6 8 9 15 7 8 8 
22 0 4 5 5 3 6 1 2 2 5 
23 0 4 1 4 2 1 y 0 1 2 
24 2 3 3 1 2 °/^ /o 0 0 1 
25 0 0 0 ' 0 0 0 0 0 0 0 
26 0 0 0 0 0 0 0 1 1 0 
27 0 0 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 
5 
0 0 0 
30 0 0 0 ro 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 
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Table 5b - Continued 
CODES 
WT 008 PP8 QQ8 RR8 SS8 TT8 UU8 VV8 WW8 XX8 
3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0" 
6 0 0 0 0 0 0 0 0 0 0 
7 1 0 0 0 0 0 0 1 0 0 
8 0 0 0 0 0 0 0 0 0 0 
9 1 1 0 0 0 0 0 0 0 0 
10 7 6 6 6 7 5 7 4 0 0 
11 5 6 7 5 10 7 9 6 0 0 
12 11 18 12 18 13 12 11 19 0 0 
13 26 35 20 12 34 16 24 34 0 0 
14 22 31 24 31 31 27 22 21 0 0 
15 31 36 36 43 34 50 33 19 2 1 
16 36 32 33 32 33 31 36 36 0 0 
17 31 27 38 28 24 31 31 32 0 0 
18 33 24 36 24 33 37 33 26 1 1 
19 25 18 21 31 18 13 21 28 0 1 
20 15 12 10 12 9 10 15 13 0 0 
21 6 1 6 8 6 8 8 6 0 0 
22 2 3 6 3 1 3 2 5 0 0 
2 3 2 4 0 1 2 2 1 2 0 0 
24 1 , 1 0 1 0 2 1 3 0 0 
25 0 0 0 0 0 1 1 0 0 0 
26 0 0 0 0 0 0 0 0 0 0 
27 0 0 0 0 0 0 0 0 0 0 
28 0 0 0 0 0 0 0 0 0 0 
29 0 0 0 0 0 0 0 0 0 0 
30 0 0 0 0 0 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 
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Table 5b - Continued 
WT 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
CODES 
YY8 ZZ8 AAA8 BBB8 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
1 0 1 1 
0 0 0 0 
0 0 0 0 
2 0 0 1 
0 0 0 0 
0 1 0 0 
0 1 0 0 
0 1 2 1 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
/ 
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Table 6.  Goppa Codes which are also Reed-Muller Codes 
ORDER R 
FIELD L    _( 3    REP N K D m 
GF(24] 5    1 1 4 1 4 2 
Gf(24; 15    1 1 8 4 4 3 
GF(24] 15    1 3-5 8 8 3 
GF(28 5 1 4 4 2 
GF(28 15 1 8 4 4 3 
GF(28 15 3-5 8 8 3 
GF(28 )    17 I    1 16 11 4 4 
GF(28 )    17 1    5 16 5 8 4 
GF(28 )    17 1    7-13 16 16 4 
GF(28 )    51 1    7-17 32 32 5 
-M PARAMETERS 
r_ 
0 
1 
0 
0 
1 
0 
2 
1 
0 
0 
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Table 7.  Some Codes with LGGF^1*) and 2 Roots 
Location set ordering (produces reversible codes): 
{a2, 0, a8, a10, a7, a5, a\ a14, a5, 1, a13, a12, 
a9, a11} 
Goppa polynomial:  g(z) = [(z-a)(z-a3)] REP 
REP 
1 
3 
N 
14 
14 
6 
2 
5 
9 
5 
9 
IMP 
0 
0 
DIST 
T7a 
T7b 
Weight distributions 
WT 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
T7a 
0 
0 
10 
15 
16 
14 
2 
1 
4 
1 
0 
0 
T7b 
0 . 
0 
0 
0 
0 
0 
2 
1 
0 
0 
0 
0 
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APPENDIX B 
Another Minimum Distance Search Algorithm 
In Section 4.11, much consideration was given to the 
minimum distance search function of the MINDIST subroutine. 
Several methods of reducing computer execution time were 
given.  Another method will be discussed here which could 
also result in time savings.  The algorithm to be discussed 
was not actually implemented in this system of subroutines, 
and is discussed here only for the sake of completeness. 
A generator matrix G in echelon canonical, identity, or 
any similar form has n columns such that k (the number of 
information bits or rows of G) of these columns consist of a 
1 in one row and 0 in the remaining rows.  Also, each row 
of the matrix contains one of these l's such that if a sepa- 
rate matrix were formed using only these k columns, the re- 
sult would be a k by k identity matrix:  Let d  denote the 
Hamming weight of a row of G with minimum weight.  Then the 
contribution to d  from the k "one columns" is 1, and the 
o 
remaining weight comes from the remaining n-k columns in 
this row.  d may or may not be the actual minimum distance 
of the code. 
For the algorithm to be discussed, d will function as 3 o 
an upper bound on the minimum distance of the code.  Any 
linear combination of d or more different rows of G will 
-102- 
certainly result in a codeword with weight greater than or 
equal to d .  In fact, the contribution to the weight from 
the k "one columns" will be m if a linear combination of m 
rows of G is taken.  As a result of this, only linear combi- 
nations of 1, 2, . .., d  - 1 rows of G need be taken in the 
search for the minimum distance of the code.  Of course, 
the weights of each of these linear combinations could 
be compared to the Goppa lower bound on minimum distance, 
and the search could be halted if a match occurs.  Thus, the 
minimum distance of the code would be either the minimum 
weight of the linear combinations taken, d , or the Goppa 
bound on minimum- distance, whichever would apply.  Using 
this method, at most 
(if) + i\) * 
o 
different linear combinations of the rows of G need be taken 
This could result in considerable savings over takin§ the 
entire set of 2  linear combinations, depending on the value 
of d  for the given code.  Using this algorithm, it would 
not be possible to produce a weight distribution for the 
code, since all the 2 codewords are not actually generated. 
Additional time savings could result if d„ were replaced 3 o 
by the weight of a linear combination of the rows of G with 
weight less than d anytime this phenomenon occurs.  Each 
-103- 
time this occurs, the maximum number of rows of G that need 
to be combined at one time is decreased. 
Although the algorithm just presented seems to show con- 
siderable promise, it may not be possible to implement it 
using software in such a way as to result in reduced execu- 
tion time.  The main determent would be the logic that gen- 
erated the mask to select the rows of G one at a time, two 
at a time, etc.  There appears to be no easy software solu- 
tion to the problem of generating all the permutations of 
(.) in succession.  Any set of instructions which could per- 
form this function would probably add to the "bottleneck" 
of instructions in MINDIST, and thus tend to counteract the 
time savings resulting from taking less linear combinations. 
The algorithm would show promise on a computer with a hard- 
ly 
ware implementation of (.), or if a set of instructions were 
available, which could perform this function efficiently. 
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