The interpretation of microarray and other high-throughput data is highly dependent on the biological context of experiments. However, standard analysis packages are poor at simultaneously presenting both the array and related bioinformatic data. We have addressed this challenge by developing a system springScape based on 'spring embedding' and an 'information landscape' allowing several related data sources to be dynamically combined while highlighting one particular feature.
INTRODUCTION
Microarrays for the measurement of gene expression have become a ubiquitous source of data in many biological experiments. Their strength-the ability to simultaneously track the mRNA levels of thousands of genes-also poses considerable challenges. The high dimensionality and high noise level of the data can obscure patterns that would be recognized with ease in smaller datasets. For these reasons, visualisation of the results of such experiments is difficult and requires sophisticated mathematical tools. Furthermore, the interpretation of experimental results often depends on the biological context, which can be provided by reference to non-microarray data sources. For example, an experiment aimed at distinguishing tumor from normal tissue samples might benefit from a visualisation showing the microarray data mapped to the Gene Ontology (GO) (Ashburner, et al., 2000) network of molecular function terms. Alternatively, an experimenter aiming to delineate the transcriptional response to DNA damage might wish to combine microarray data with protein-DNA interaction information in order to highlight genes involved in transcriptional control. However, current analysis packages provide little flexibility to produce single-view visualisations which combine both the gene expression data and complementary information from other bioinformatic resources.
Many bioinformatic data sources can be represented as networks (e.g. protein homology, protein interaction, gene regulation, metabolic networks etc). Even microarray data can be viewed as a network in which genes with similar expression profiles across experimental conditions are connected by links weighted by the strength of the similarity. However, commonly used multivariate visualisation techniques optimize functions which do not explicitly take account of this network structure. For example, principal components analysis (PCA) focuses on the subspace of largest variance within the data, while multidimensional scaling (MDS) optimizes representation of the inter-point distances. One method explicitly designed for visualising network information is that of spring embedding (Eades, 1984; Fruchterman and Reingold, 1991) . By representing each node as a mass and each connection as a spring, the method finds a layout of the network which is of low potential energy. In this configuration, nodes connected by the strongest springs (eg genes with the most similar expression profiles) are drawn close to each other while those with weaker interactions lie further apart.
Spring embedding has been used to visualise gene expression data (Schroeder, et al., 2001 ) by representing each gene as a node and using the angle between expression profile vectors as a distance measure. Kim et al. (2001) obtained two-dimensional coordinates of genes from a force-directed placement algorithm (similar to spring embedding) and then summarized the density of points in the third dimension using an 'information landscape'-a 3-dimensional surface whose height is proportional to the density of points in the 2-D plane. This simplification of the complex 2-D layout allowed them to identify regions of the map ('mountains') enriched with genes belonging to specific functional classes. However, in neither of these studies was the important aspect of combining bioinformatic data from multiple sources addressed.
A common approach in microarray analysis is first to explore the gene expression data on its own to ascertain genes and conditions showing interesting behaviour, and later to progress to statistical analyses and integration with functional information. For example, a popular methodology is to generate lists of genes which are differentially expressed between experimental conditions and then to examine them for over-or under-representation of functional annotations, such as those from the GO database. The examination of such lists requires significant effort which increases exponentially with the number of conditions compared. Some of this effort could be reduced if such integration with external information could be achieved at the data-exploratory stage, rather than after explicit hypotheses have been tested. It is toward this goal that our research with spring embedding algorithms has been aimed.
In this paper we describe a system, springScape, based on the concepts of spring embedding and the information landscape to visualise gene expression microarray data in the context of other bioinformatic data sources. Our goals are to visualise the high dimensional data in 2-D while combining data from several sources. We desire a method well adapted to visualising biological networks and which enables us to vary the weight of each different data source according to the purpose of the visualisation. The spring embedding technique will allow us to do this in a way which is dynamically visible to the user. Finally, we wish to use the system to focus on one particular aspect of these data sources (often the microarray data itself), and for this we will use the information landscape concept.
We illustrate the use of the springScape system with three examples using two microarray data sets. The first example shows how the algorithm can be used to map gene expression data on to a single external data source-a GO network. In the second example, we show how more than one external data source can be combined in a sequential manner to elucidate complex relationships between these and the expression data. Finally, we provide an example showing how correlations between gene expression profiles themselves can be combined with external data to influence the visualisation.
METHODS

Data source combination
Our approach starts by deciding what the N n nodes and N e edges in the spring network will represent. For example, each node might be a single gene, with the springs representing the strength of the correlation between the genes' expression profiles over time. Alternatively, each node might be a GO term representing a whole functional class of genes, and the edges could then represent the connectivity of the GO relationships. Next, each of the K information sources must be represented as an N n xN n similarity matrix where each element s ijk is a measure of the strength of interaction between nodes i and j in the k'th information source. To continue the examples, in the former case, s ijk might be the thresholded correlation between genes i and j, while in the latter case, s ijk would be the adjacency of terms i and j on the GO directed acyclic graph. When there are several information sources, the individual similarity matrices are combined using a weighted mean:
where w k is the weight of the k'th information source in the embedding. In our visualisations we used values of w k ranging from 0.0001 to 0.01. The weights are not normalised so that the absolute magnitude of s ij can be varied by the user.
Spring embedding
Having defined the overall similarity information to be represented, we proceed to map this to the 2-D plane. We define a network of N n identical masses connected by N e springs, where the strength of each spring is specified by the corresponding element of the combined similarity matrix, s ij . If s ij ¼ 0 we say the nodes are unconnected, otherwise for both s ij < 0 and s ij > 0 we say they are connected. The physical nature of the springs is given by a force law which relates the spring length x to the attractive force F. To prevent degenerate solutions (where all nodes collapse to a single point), we ensure that the nodes also repel each other within a small range. The exact form of the force law is not critical to the success of the approach; we follow the approach of Fruchterman and Reingold (1991) in using a square attractive term coupled with an inverse repulsive term. In our system, we subtract a constant repulsive term, r, from all pairs of nodes which are closer than x max to form a modified similarity
Thus nodes separated by less than x max which are unconnected (s ¼ 0) receive a negative similarity, while the attraction of connected nodes is reduced. We then compute the spring forces F ij according to
This set up ensures connected nodes separated by more than x max will always attract and that unconnected nodes coming within a distance x max will always repel each other. However, if two nodes are strongly connected (s ij > r) they will always attract even when separated by less than x max . In our experiments, we have found that this helps to unravel 'tangled' network layouts. As the connected nodes are allowed to approach each other closely, they can effectively act as a single node and thus 'thread' their way through gaps that would be inaccessible to a more spatially extended subnetwork. Although this setup theoretically allows two nodes to occupy identical positions, in many biological networks we have analysed, repulsion from the rest of the network prevents this from happening. However, to prevent such pairs collapsing to a single point, we identify connected nodes separated by x < x max /100, giving them a repulsive modified similarity of s' ij ¼ -r. The values of the parameters used in our visualisations were
The simulation starts with the nodes uniformly distributed at random on the unit square and proceeds according to Newtonian dynamics until the user stops the display (owing to lack of further movement) or a fixed number of iterations has been reached. The equations of motion are solved explicitly using Euler's method. The frequency of display updates is determined by the user (typically every 2-10 iterations) and we used a maximum of between 10 3 and 10 4 iterations in our experiments. (Note that although the basic spring embedding procedure requires around N n iterations, further iterations are required in the edge crossing and edge repulsion stages-see below). In order to allow the system to reach a static equilibrium, we include a fluid-like energy dissipation term in the simulation. This is defined by a force proportional to, but in the opposite direction to the velocity. The proportionality Ebbels et al.
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constant used in our experiments was 0.1 such that 10% of the velocity is lost at each iteration.
Edge crossing detection and edge repulsion
An important goal in network layout algorithms is minimisation of the number of edges which cross each other. The obvious advantage is that the structure of a network with fewer edge crossings is much more easily interpretable to the human eye. However, the removal of edge crossings can also lead to a lower energy solution by allowing edges 'stretched' across intervening edges to reduce their length. We include edge crossing detection and correction in our algorithm typically every few hundred iterations of the Euler solver, allowing the system to return to a relaxed state before the next set of corrections are made. Only edges with similarity above a threshold, s ij > s ec are checked and the crossings are corrected using the following algorithm.
Let x i and y i , i ¼ 1,2,3,4 denote the coordinates of two pairs of nodes in the network connected by two edges (1,2) and (3,4 then the two edges cross if 0 < a < 1 and 0 < b < 1. We correct the crossing simply by swapping the coordinates of points 2 and 4: ðx 2 ‚ y 2 Þ $ ðx 4 ‚y 4 Þ. Pairs of edges are considered sequentially and if a crossing is detected, it is immediately corrected. A potential problem here is that a correction may induce new crossings in the remaining network. These are not explicitly checked, but will be corrected if they occur between a pair of edges that has not yet been considered. If not, they will be corrected at the next round of detection.
Although the above algorithm corrects edge crossings, it allows layouts which place some nodes very close to unrelated edges. This makes interpretation of the map difficult because such nodes may appear to be connected to the nearby edge. To reduce this problem we add secondary masses to the centre of each edge which only use the repulsive force law. The 'edge repulsion' is turned on late in the simulation when the large scale layout has been solved and acts merely to obtain a configuration with well spaced nodes.
Information landscape
Once the 2-dimensional coordinates of the nodes have been found, we are free to use the third dimension to focus on one particular part of the information being presented. We chose to use the idea of an 'information landscape' (Kim, et al., 2001 )-a 3 dimensional surface whose colour and height represent the information of interest. In our formulation, we construct the surface using Gaussian kernels of fixed width s placed at each node. The height z of the surface at any point (x,y) is found by summing the kernels:
where each kernel is weighted by u i , the parameter of interest (eg mean gene expression level for node i). The kernel width can be set by the user according to the level of detail they wish to display. The figures in this paper used values between s ¼ 0.01 and 0.02.
Assessing reproducibility of the visualisation
Given the same data, the spring embedding approach does not always produce the same layout, partly owing to the random initial configuration and partly because of the presence of local minima in the spring potential energy. We assessed how often a similar layout is obtained over many random restarts using two methods. Firstly, we developed a modified form of Procrustes analysis (see supplementary information) to examine the similarity between different layouts. The analysis was applied to subnetworks of varying sizes and the evolution of Procrustes fit error with subnetwork size was compared to that from random layouts. Secondly, we investigated the potential energies of the spring layouts. The mean and standard deviation of the energy was calculated across the multiple realisations and compared to that from random layouts (see Supplementary Information). springScape and all testing procedures were developed within the MAT-LAB programming environment (version 7.0, The MathWorks, Natick, MA) on a 2.5GHz Pentium 4 PC with 1GB RAM. We use MATLAB in preference to other data analysis tools such as R because of its highly interactive graphics facilities.
RESULTS
Yeast cell cycle time course displayed on GO
To demonstrate the visualisation of gene expression data in the context of a single additional data source, we used the yeast cell cycle data of Spellman et al. (1998) . In this experiment, yeast cells were synchronised by the addition of a factor, and the cell population sampled every 7 minutes over the course of approximately two cell division cycles (119 min in total). RNA was extracted and expression profiles obtained using spotted cDNA arrays. We mapped the genes to the GO cellular component ontology using annotations from the Saccharomyces Genome Database (SGD) (Cherry, et al., 1998) . A subnetwork of the GO graph, rooted at the term 'cell' and extending to a distance of 2 edges was extracted and a visualisation using the spring embedding algorithm is shown in Figure 1 . The layout clearly illustrates the GO connectivity and satisfies various 'aesthetic' criteria such as a low number of edge crossings.
The mean expression ratio (MER) of all genes annotated to each GO term was then visualised using the information landscape technique. To calculate the MER for the leaf nodes of the subnetwork, we used the inheritance properties of GO to allocate genes to leaves that were ancestors of the annotated terms. However, inheritance was not used at higher levels of the subnetwork itself, to avoid the MER of an ancestor being influenced by genes annotated to a descendant present in the visualisation.
The data for 4 of the time points are shown in Figure 2 . The GO network has been visualised by the spring embedding procedure and is overlaid by a landscape of mean gene expression. Some nodes have no annotations for yeast and therefore display no landscape in the figure. Clear differences between the mean expression of each GO term can easily be identified from this plot. For example, at 0 min, the term with the highest mean expression, to the right of the network, is 'cell wall'. High expression of cell wall proteins might be expected at mitosis which is the stage depicted at the initiation of the experiment. As the cells move into the G1 and S phases of the cell cycle at 14 and 28 min, mean expression becomes more comparable across many GO terms, particularly children of the terms 'intracellular' and 'membrane'. This includes, for example, the term 'nucleus' and terms relating to the mitochondrial membrane and respiratory chain complexes. At 63 min, the cells are beginning the second round of the cycle, again in the M/G1 phase. However, the plot indicates that the gene expression profile is far from similar to that at 0 min, being heavily dominated by the term 'septum'. Again, activity at this location is expected at mitosis and there is one gene in the GO database, DSE4 (YNR067C), annotated to this term. This gene is involved in degrading the cell wall, allowing mother and daughter cells to springScape: visualisation of microarray and contextual bioinformatic data e101 separate (Colman-Lerner, et al., 2001) . Note that GO terms are highlighted by MER, not by enrichment in differentially expressed genes, and so the standard hypergeometric test for enrichment is not applicable. Thus, although the mean is a rather course summary of the expression of many genes annotated to a given term, this is not always a limiting factor and the system affords a global overview of the expression changes in the context of the Gene Ontology relationships. Changes in expression related to different locations in the cell can be easily identified, and interesting regions expanded by extracting further subnetworks of GO at a deeper level.
Yeast cell cycle displayed on GO with protein-protein interactions
The real versatility of the system becomes apparent when gene expression data is viewed in the context of more than one other information source. For yeast, a wealth of bioinformatic data is available, much of which can be represented as a network. We chose data on protein-protein interactions (PPIs) from the Munich Information centre for Protein Sequences (MIPS, http://mips.gsf.de/) to add to the visualisation described above. Figure 3 shows the effect of adding this as a second external information source. The upper left panel depicts the GO cellular component ontology relationships, rooted at the term 'cell' and visualised by the spring embedding procedure (as for Figure 2 ). In the upper right panel, PPIs have been added to the information displayed. Note that since GO inheritance is not used except at the leaf nodes, none of the PPIs shown connect ancestor -descendant pairs. The number of interacting protein pairs for each pair of GO terms gives an interaction strength which is depicted by the thickness of the red lines in the figure. In the lower left panel, the PPI springs have been activated, leading to a new network layout where GO terms which share many interactions are drawn closer together. To highlight terms most affected by the addition of this PPI information, pairs of terms were ranked by the magnitude of the decrease in separation due to the new forces. The pairs showing the five largest decrements in separation are all between children of the terms 'membrane' and 'intracellular'. For example, the largest change is for the terms 'integral to membrane' and 'cytoplasm' which have 523 distinct pairs of interacting proteins linking them. Finally, the lower right panel shows, for the 28 min time point, the mean expression of all genes annotated to each GO term as a coloured landscape. This is superimposed on the network layout produced by both the GO and PPI information. This time point is the same as that shown in the lower left panel of Figure 2 , but Figure 3 gives a very different picture of the landscape of gene expression. In Figure 2 , the distribution of mean expression is rather uniform across GO terms whereas the landscape of Figure 3 is dominated by a few salient peaks. These high peaks highlight cellular components characterised by both large numbers of protein interactions and high mean gene expression. 
e102
The highest peak towards the top middle of the panel is due to the terms 'cytoplasm', 'intracellular organelle' and 'nucleus'. The number of interacting protein pairs between each of these three terms is greater than 3400 and has led to their close proximity on the map. Note that the three terms corresponding to this peak are terminal nodes of the network (i.e. at the lowest level displayed in Figure 1 ).
Human dendritic cell viral infection data
Our last example is aimed at demonstrating how the visualisation can be influenced by genes with similar patterns of expression across a time course or multiple experimental conditions. Human dendritic cells were exposed to five stimuli, either pathogen components (lipopolysaccharide (LPS), polyinosinic polycytidylic acid (PIC, a synthetic form of double-stranded RNA)), or live and inactivated viruses (influenza, UV-treated influenza, rhinovirus). Expression profiles were monitored at 6 time points over 24 hours using custom cDNA arrays. The top level network of the GO molecular function ontology was extracted from the GO database extending to all terms with more than 300 UniProt annotations (http://www.ebi.uniprot.org/). Genes from the custom arrays were assigned to the GO terms using Unigene (http://www.ncbi. nlm.nih.gov/entrez/query.fcgi?db¼unigene and Locus Link (www. ncbi.nlm.nih.gov/LocusLink) mappings. The network as visualised by the spring embedding algorithm is shown in Figure 4 . Figure 5 (upper panel) shows the mean log expression ratio for the LPS treatment at 18 hours of all genes annotated to each term visualised by the information landscape technique. As with the yeast data, GO inheritance was only used to annotate the leaf nodes and not the internal nodes of the network. The plot is dominated by two peaks-one positive and one negative. The positive peak corresponds to the term 'rhodopsin-like receptor activity' and the negative one to 'protein kinase activity'. Next we add springs whose strengths are proportional to the Pearson correlation coefficient between the mean expression profiles (across all time points and experimental conditions) of each pair of terms. GO terms whose mean expression responds over time and condition in a similar fashion to each other will thus be drawn closer together on the resulting map. This is shown in Figure 5 (lower panel) where we see that the GO network has become distorted by these extra forces. Disregarding terms which have a parent-child relationship, the pair having the highest correlation are 'carrier activity' and 'cation transporter activity' which, annotate identical genes in this data set and therefore have a correlation of 1.0. This pair of nodes is found close together at approximately (0.4,0.4) in the lower panel. Other pairs of terms found close together in the lower panel include 'endopeptidase activity' and 'cation channel activity' at approximate coordinates (0.45,0.53) with correlation 0.62. If one plots the inter-node distances from the lower panel versus the correlation coefficients, it is found that there is a Fig. 2 . Yeast cell cycle data. The GO cellular component ontology of Figure 1 is shown (solid lines) with the mean expression of all genes annotated to each node overlaid in the 3 rd dimension (coloured landscape). Each panel shows expression data for a different time point in the cell cycle. Note that the height and colour of the landscape in each panel has been scaled to maximise differences in mean expression between the nodes, and thus is not comparable between panels.
springScape: visualisation of microarray and contextual bioinformatic data e103 relationship (though weak, Pearson correlation À0.55) such that pairs with higher correlations tend to have lower inter-node distances (data not shown). Of course, one does not expect a perfect relationship since the visualisation is not merely optimising the correlation springs, but also those of the GO network.
Reproducibility of the visualisation
Though the Newtonian dynamics of the spring algorithm are deterministic, repeated layouts of the same input data may not be identical due to the random initial configuration and existence of local minima in the spring energy. We assessed the reproducibility of the spring embedding algorithm for two different biological networks: the top level of the GO biological process ontology (down to 300 UniProt annotations) and part of the MIPS PPI network for yeast (rooted at YAL003w and extending to a distance of 5 edges).
As expected, the reproducibility decreased with increasing scale (see Table 1 in Supplementary Information), with the Procrustes residual increasing from 10-15% at small scales to 25-30% at scales equal to half the network size. The residuals for the PPI network were somewhat higher than those for the GO network.
We attribute this to the higher connectivity of the PPI network (mean connection degree 2.9 as compared to 2.4 for the GO network). This increases network 'frustration', thereby multiplying the number of similar local minima of the spring potential energy. Comparison with random layouts shows that the spring-embedded layouts achieve a much lower residual, around 15-30% of the random value. In all cases the reproducibility of the real layouts was much higher than random layouts.
Additionally, we compared the mean potential energy of the springs in each layout to assess the similarity of the (possibly local) minima found by the multiple realisations. For the GO network the mean energy per spring was 2.50±0.010 while for the PPI network it was 2.43 ± 0.003 (arbitrary units). The standard errors demonstrate a low degree of variation in energy minima across the multiple embeddings. The mean energies of the random layouts were 799 ± 9.7 and 757 ± 5.0 respectively, several hundred times larger than for the embedded layouts, again showing the substantial improvement produced by the embedding algorithm. In summary therefore, we find that while the layouts produced by the spring embedding algorithm are not always identical, there is a reasonable degree of reproducibility which is several 
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times better than that for random layouts. Although it is difficult to translate these layout reproducibility values into the reproducibility of interpretation, experience with a number of different networks indicates that the variation is not usually high enough to change the overall inferences drawn from the visualisation.
DISCUSSION
The system developed here is motivated by our desire to combine several bioinformatic information sources when visualising the results of a gene expression microarray experiment. It is often through combination of different experimental data that scientific insight is generated and this is made easier if all relevant information sources are synthesised in a single view. The representation of the data as networks allows the simultaneous combination of many different sources of information and the solution described is flexible in that the influence of each information source can be varied by the user. Typically this would involve the sequential 'turning on' of forces for each set of data and observation of the dynamic response of the spring network, as exemplified by Figure 3 . Alternatively, one could alternate back and forth between visualisations based on different information sources in order to gauge the influence of each one. The fusion of multiple data sources is augmented by adding a third dimension displaying one key aspect of the data, often the gene expression levels themselves. With the information landscape technique, the display of this 'special' information is influenced by the spring-embedded map; the height of the landscape is a combination of the values of the 'special' data and the density of nodes. We have shown that the system is capable of highlighting known biological information (such as the high mean expression of cell wall and septum proteins in Figure 2 ). The potential for identification of novel biology by combining different information sources is exemplified by the GO / gene expression / PPI visualisation of Figure 3 . Nonetheless it should be stressed that such visualisations merely serve to generate hypotheses which must then be confirmed by further statistical or experimental investigation.
Though we have illustrated the use of spingScape primarily with examples from GO, we emphasise that this is not just another GO browser. There already exist many tools for visualising the enrichment of GO terms with differentially expressed genes (e.g. Zeeberg, et al., 2003; Zhang, et al., 2004) . In our case, GO simply provides one particularly useful bioinformatic context to influence the visualisation. For the display of biological networks in general, several methods have been proposed (Enright and Ouzounis, 2001; Kim, et al., 2001; Schroeder, et al., 2001; Han and Ju, 2003; Adai, et al., 2004) . However, none of these show how information sources can be combined to investigate their different influences on the interpretation. We have chosen to combine networks through a simple weighted mean of similarity matrices, though more complex ideas can be envisaged, such as making use of networks with different springScape: visualisation of microarray and contextual bioinformatic data e105 edge types. For example, we have demonstrated our method with undirected networks (e.g. GO was treated as undirected), but directed representations could also be considered. These correspond to non-symmetric similarity matrices and when combined, could cause effects such as the cancelling out of opposite-direction edges and the reinforcement of same-direction edges.
Our spring embedding algorithm is designed to visualise networks with up to a few hundred nodes and edges. At the outset, we realised that attempting to visualise larger networks would be fruitless, since even for 'aesthetically pleasing' layouts, the display space would become cluttered with nodes and edges. The time complexity of the algorithm depends on the range of the repulsive force, x max . When this is large, most nodes repel each other and the time required for each iteration is approximately quadratic in the number of nodes, t / N 2 n . When x max is small, the iteration time depends linearly on the number of edges in the network, t / N e . Since in a connected network N e can vary between N n À 1 and 1 2 N n ðN n À 1Þ, in most practical applications, each iteration proceeds at quadratic speeds. When combined with the total number of iterations, this produced an approximately cubic total time complexity in our experiments. This rather strong scaling with the number of nodes is not a disadvantage however, since we do not plan to visualise very large networks for the reasons noted above. Other algorithms such as LGL (Adai et al., 2004) and Interviewer (Han and Ju, 2003) are specifically aimed at scalability, and are more appropriate for straightforward layout of large graphs. In practice, the examples presented here were all visualised in less than 2 minutes on a 2.5GHz PC with 1GB RAM running MATLAB 7.0. In addition, we have found that further insight into the relationships within the data is obtained by observing the dynamics of the algorithm, rather than merely viewing the final layout. For example, the strength of a connection is perceived intuitively from the acceleration of the connected nodes-a feature not explicitly visible in the final layout. Finally, few algorithms allow one data source to receive a special focus as provided by the information landscape. To our knowledge, this concept has only been used to represent the clustering of nodes in the layout (Kim, et al., 2001) , rather than a combination of the node density and other information of particular interest, as presented here. For display, the landscape is evaluated on a grid, and its display scales with the grid size (not the network size) with typical display times of $10s using the equipment described above.
We have demonstrated springScape on a few examples, specifically concentrating on networks derived from the Gene Ontology since these are some of the most common annotation resources used in the interpretation of microarray experiments. However, many applications can be envisaged, such as combining gene regulatory interactions from the literature with time-series correlations between the expressed genes. This would highlight when existing interactions are supported by the experimental data, and allow new interactions to be hypothesised. Alternatively, the similarities between expressions of a group of genes could be used to embed a network where the nodes represent arrays. This would form a map showing differences between treatment conditions, in a similar fashion to that in which PCA is often used. However, with the algorithm described here, further information linking the arrays (perhaps clinical chemistry or tumour morphology measurements) could be included in the display. As shown in this paper, the Gene Ontology perhaps provides some of the most interesting applications. For example, combining a GO network with protein homology information, one could construct maps similar to those presented here, but where the GO network is distorted in a fashion specific to a given organism or group of organisms.
CONCLUSIONS
In summary, the springScape system presented here allows the results of microarray experiments to be viewed in their biological context; in particular, several relevant bioinformatic data sources may be combined to produce a visualisation which reflects the biological question being addressed. This type of combined visualisation is not present in currently available algorithms for the display of such data, leaving the biologist struggling to see the 'big picture' and the overall meaning of the experimental results. We hope that our system may be used in the future to help generate clarity and insight from the synthesis of microarray data with multiple other sources of biological information. 
