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Abstract 
We derive upper and lower bounds on total variation distance to stationarity for the distribution 
of search cost under the move-to-front (MTF) rule for self-organizing lists with i.i.d. record 
requests. These enable us to obtain sharp rates of convergence for several standard examples of 
weights, including Zipf’s law and geometric weights, as the length of the list becomes large. 
The upper bound also shows that a number of moves of the order of the length of the list is 
uniformly sufficient for near-stationarity over all choices of weights. Concerning the stationary 
search cost distribution itself, we use a representation obtained by considering the continuized 
MTF Markov chain to derive, for each of the standard examples, the asymptotic distribution for 
long lists. 
1. Introduction and summary 
Suppose that a file of n data records, say, [n] := { 1,. . . ,n}, is to be maintained 
as a list and that the cost (E (0, 1, . . , n - 1)) of searching for a requested record is 
the number of records preceding it in the list. Assume that a record is requested at 
each discrete unit of time. We construct a (simplistic) probability model by positing 
that the successive requests are independent and that record i is requested with prob- 
ability pi >O, where C:=, pi = 1. The optimal strategy would be to arrange the list 
by nonincreasing order of request probabilities, were these probabilities known. The 
most commonly used strategy is to allow the file to “organize itself” via the moue- 
to-front (MTF) rule, according to which the requested item is moved to the front of 
the list while leaving the relative order of the other items in the list unchanged. The 
resulting stochastic process on lists (permutations) is then a Markov chain. In addition 
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to the stationary behavior of the chain, it is important o study its rate of convergence, 
since self-organizing rules that perform well in stationarity may [as in the case of the 
transposition (TR) rule, according to which the requested item is transposed with its 
immediate predecessor] perform quite badly en route. 
Much has been written about MTF and related list-updating schemes; we cite only the 
literature relevant o our concerns in this paper. Fill [lo], and independently Phatarfod 
[ 171, derived an exact expression for the multistep transition probabilities for the MTF 
chain. One use made of the formula by Fill was to assess the speed of convergence to 
stationarity, as measured by separation, Using coupling and other techniques, Diaconis 
[7] addressed the same rate-of-convergence issue using the standard total variation 
distance as the measure of discrepancy. For a summary of his unpublished results on 
MTF, see Section 3.4 and Remark 4.4 in [lo]. 
The results we have cited concern the behavior of the entire permutation chain. From 
a computer scientist’s or MTF consumer’s perspective, however, what is important is 
the cost of searching for a requested record. (Also of interest is the cost associated 
with moving the record, but that is at most proportional to the search cost.) Fill [lo, 
Section 51, made a start on the rate-of-convergence problem for MTF search cost by 
determining precisely the number of steps k required (in the worst case over all possible 
initial lists) for the relative error in approximating expected search cost in stationarity 
by the corresponding quantity at time k to become small. (For earlier work along 
somewhat he same lines, see Bitner’s [4] notion of overwork and the discussion by 
Hester and Hirschberg [14].) But expected search cost measures only average behavior. 
In this paper we settle the convergence-rate problem for the distribution of search cost, 
measuring the error by total variation distance between the distributions. In doing so, 
we find that the convergence for search cost is much faster than for the entire list 
chain. 
Even the stationary distribution of search cost is not easy to compute xactly: see [15] 
or [12, Corollary 5.21 for cumbersome combinatorial formulas, and [12, Theorems 5.1 
and 7.21 or [l 1, Theorem 11, for an integral representation more suited to nwnerical 
computations. Thus it is natural to seek a limiting distribution for stationary search 
cost S, as the length n of the list becomes large, and we succeed for all the standard 
examples for the weights pi, including Zipf’s law (pi 0: I/i, i E [n]) and geometric 
weights (pi cx @, i E [n]). 
The paper is organized as follows. In Section 2 we first review relevant proba- 
bilistic concepts, including total variation (TV) distance and the common technique 
of coupling. We then use coupling to obtain a general upper bound, and facts about 
Kolmogorov-Smimov (K-S) distance and its relation to total variation distance to ob- 
tain a general ower bound, for TV distance from stationarity for the MTF search cost 
distribution at a finite time k. These bounds are utilized to derive sharp rates of conver- 
gence for the standard weight examples in Section 3, and in Section 4 we find limiting 
distributions for stationary search cost for the same examples. The upper bound also 
shows that k = cn steps are universally uniformly sufficient for near-stationarity, in
that TV is then no greater than l/(ec), regardless of n and the pi’s* 
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2. General bounds 
2.1. Preliminaries and notation 
The main results of Section 2, namely, Propositions 2.2 and 2.5, will give upper 
and lower bounds on TV distance from stationarity for the distribution of search cost 
at time k. In this subsection we establish some notation and make a few preliminary 
remarks. Throughout the paper we consider the MTF chain run, as usual, in discrete 
time. For most computations, working in continuous time is even easier. For basic 
properties of TV distance used here, see, e.g., [6] or [2]. 
For any two probability measures p and v on a common measurable space (Sz, S), 
we write 
for the total variation (TV) distance between p and v. For any measurable mapping 
T from a given probability space (a, d, P) into a measurable space (Y, 3), we write 
Y(T) for its probability distribution (or law) PT-’ on (Y, $3’). If T(O), T(l), . . . are 
measurable mappings from (Sz, d, P) into (Y, 93), then T := (T(O), T( 1 ), . . .> is a 
measurable mapping from (0, d, P) into (Y-, 9L?), using the standard definition for 
the sequence space ( Yyoo, &?X ). 
For k = O,l,..., let S(k) = S,,(k) denote the MTF search cost (E (0,. . ,n - l}) at 
time k, i.e., the cost of searching for the (k + 1)st requested record. Now consider two 
copies of the MTF list chain X, one started deterministically in permutation x and one 
started in the (well-known) stationary distribution Q. (As first derived by Hendricks 
[131, CJ - Q can be generated by sampling all n records without replacement according 
to the weights pi and placing the records from front to back in the order selected.) We 
use P,, PQ, LZ,, 9~ to indicate dependence on the initial order. Note that 8&Y(k)) 
does not depend on k; we write 9(X(00)) for it and similarly .9(S(oo)) for _Ye(S(k)). 
Because X is an ergodic Markov chain under P,, it is easy to see that 
(1 p=((X(k),X(k + l), . . .)I - ~Q((x(o),x(l), . . .>)ji 
= Wn(W)) - ~(X(~))ll IO 
as k t 00. Since, for each k, S(k) is a (measurable) function of X(k) and X(k + 1) 
[S(k) is the depth in X(k) of the frontmost record of X(k + l)], it follows that 
@k := IIYn((W),S(k + l),...)) - ~Q((s(o),s(l),.. .>)I1 
d Il~n(W(k),W + 11,. . .>I - ~Q((x(o),x(l)>. . .>)\I ---) 0, 
as k 4 CO, and the convergence of elk to 0 is plainly monotone. To quantify & -+ 0, 
that is, to characterize at what stage in the evolution of the MTF chain the behavior of 
search cost from that stage onward closely resembles the same behavior in stationarity, 
we would like, for fixed finite n and pi,. , . , p,, and E > 0, to be able to accurately 
determine how large k must be to make CXk no larger than E. Unfortunately, as the 
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search cost sequence (S(k)) is not itself a Markov chain, there is no guarantee that ffk 
equals lP&W)) - ~(S(~))ll or that the latter quantity decreases with k. 
Instead of treating &, in this paper we shall examine the rate at which the smaller 
discrepancy 
TV&) := ;y;IPG(k’)) - ~(S(~))]l 
I 
(2.1) 
decreases to 0 as k increases. 
Remark 2.1. For ease of discussion here, suppose that p and v are probability measures 
on a common Jinite set 0. 
(a) The use of total variation distance is natural and has become quite standard 
among probabilists, but other measures of discrepancy from stationarity are possible. 
The distance 11~ - vJIrv is the largest absolute error, over all subsets A c Q, that one 
can incur in using &4) as an approximation to v(A) (or vice versa). Alternatively, one 
might measure how well p approximates v by the relative pointwise distance 
rpd(p, v) := my”” 
IV(Y) - PL(Y)I 
V(Y) 
(see, e.g. [ 181) or by a one-sided version 
sep(p, v) := max 
V(Y) - P(Y) 
Y V(Y) 
known as separation and discussed in the specific context of MTF in [lo]. For further 
discussion along these lines, consult Ch. 3B in [6] and Section 2.3 in [18]. For our 
lower-bound results, the notion of Kolmogorov-Smirnov distance and its relation to 
TV distance will be useful; this subject is taken up in Section 2.3. 
(b) Coupling is a standard technique for bounding variation distance. Here is the 
simple idea. Suppose that we can construct mappings Y and 2 on a common probability 
space with Z(Y) = p and 9(Z) = v. Then, for any A C s2, 
Ip(A) - v(A)/ = IP(Y E A) - P(Z E A)1 <P(Y # Z), 
and so P(Y # 2) provides an upper bound on 11~ - vI]rv. 
In the context of MTF, two copies of the list (started with different distributions for 
their orders) can be coupled as follows. Let the sequence of requested records be the 
same for the two lists, at each time choosing i with probability pi, i E n. Once each 
record (or even each record but one) has been requested at least once, the two lists 
are in the same order. Thus 
where T is the first time that each record (but one) has been requested. In the next 
subsection a straightforward refinement of this observation will allow us to obtain very 
sharp upper bounds on total variation distance for search cost. 
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2.2. General upper bound 
We consider the worst-case distance 
TV(k) := m;xTV,(k) = m;xr;k I15Zn(S(k’)) - .=%‘(s(oc))(~. 
The following bound will give the correct rate for all our examples. 
(2.2) 
Proposition 2.2. For any k, the quantity TV(k) defined at (2.2) satis$es 
TV(k) < 5 pi( 1 - pi)k < 5 pieekp’. 
i=l i=l 
Proof. We get new information from the standard coupling construction for MTF. 
Consider two lists, one started in arrangement n and the other in stationarity. Let the 
sequence of requested records be the same for the two lists, at each time choosing i 
with probability pi, i E [n]. Let Z’i denote the time of first request for item i. If Ti <k’, 
then record i is in the same position in the two lists at time k’. Thus for k’> k we 
have 
IIyn(S(k’)) - ~(S(~))lI d $ PiP(T, > k’) = 2 Pit1 - Pilk’ 
< 5 pi( 1 - pi)k < 5 pie-kpl. 0 
i=l i=l 
The next result shows that k=cn steps are sufficient, uniformly for all weight classes, 
to make TV(k) small, and will give the correct rate for some examples. 
Corollary 2.3. If k = cn is an integer, then 
TV(k) d e-‘c-l. 
Proof. Using Proposition 2.2, if k = cn then 
TV(k) < 5 piePkpg = z x ! 5 kpie-kf’t 
i=l n I=~ 
= e-‘c-‘. 0 
2.3. General lower bound 
The total variation distance \\_Y,(S(k)) - ~(S(W))(( is the maximum of 
IPG(k) E A) - P(S(m) E A)l 
over all subsets A of (0,. . . , n - 1). If instead we restrict the maximum to the inter- 
vals of the form A = (0,. . , e}, we obtain the smaller Kolmogorou-Smirnou (K-S) 
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distance, i.e., sup-norm distance between distribution functions. The next result was 
proved in [l I]: see Theorem 3 and Remark 4.1(b) there. The permutations id and rev 
are (1,2,..., n) and (n,n - 1,. . . , l), respectively. 
Lemma 2.4. Assume pl B . . . >p,, > 0. Let d,(k) denote the Kolmogorov-Smirnov 
distance between the distributions _Yz(S(k)) and P’(S(oo)) for MTF search cost. 
Then 
J(k) ad*(k) := max d,(k) = max(dr&k), did(k)) B max 
II 
[fd(k),$)], 
where 
0 <A(k) := &S(k) - Woo) = (2.3) 
d”(k) = mfx [Pid(S(k) <c) - P&S(k) G c)] (2.4) 
is the Kolmogorov-Smirnov distance between Y&S(k)) and Zid(S(k)). Further- 
more, d*(k), J(k), and A(k) are all nonincreasing in k. 
The lemma yields a lower bound sufficient for all our examples: 
Proposition 2.5. Assume pl> . . . B p,, > 0. Then for any k, the quantity TV(k) 
defined at (2.2) satis$es 
TV(k)> max [jJ(k),q] , 
where A(k) and J(k) are given by (2.3) and (2.4), respectively. 
3. Rates of convergence: xamples 
In this section we use the bounds of Section 2 to obtain sharp rates of convergence 
for TV(k) for the standard examples of weights, namely, Zipf’s law, generalized Zipf’s 
law (GZL), power law, and geometric weights. There is of course one more familiar 
example, namely, uniform weights, but this case is trivial: the exact distribution of S(k) 
for any O<kdco is uniform on {O,..., n - 1). Thus 0 steps sufFice for convergence of 
the search cost distribution in this case. To avoid trivialities, we exclude the uniform- 
weights case in our ensuing discussion. 
The main result, Theorem 3.1, gives the number of steps necessary and sufficient for 
(convergence to stationarity of) search cost (in total variation). Roughly, this means 
that if the length n of the list is large and MTF is run for the specified number of 
steps (for example, n 1-1’C for Zipf’s law weights), then the distribution of search cost 
is very close to its stationary counterpart if c is large but not otherwise. 
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Table 1 
Rates of convergence for MTF search cost and for the entire list 
Weights WI Search cost Entire list 
Uniform 1 0 nInn+cn 
Zipf’s law j-1 ,1-l:‘ n In n (In n - In Inn + C) 
GZL iP, CI > 0 fixed 
O<ct<l cn & (In n - In Inn + c.) 
r*>l C i(r)@ (Inn - In In n + c) 
Power law i”, s > 0 fixed cn cnc+I 
Geometric @,O<fI<lfixed C CO-” 
To make this more precise, suppose that we are given a triangular array of weights 
Pn = (Pn,i, i = I,..., n), n 2 1; here Pn,i plays the role of pi in Sections 1 and 2 when 
the list has length n. We say that k = k(n,c) steps are necessary for search cost if 
there exists a function H, independent of n, with TV(k) % TV,,(k) d H(c) for all n and 
c and H(c) + 0 as c 4 co. Similarly, we shall say that k = k(n,c) steps are sufficient 
for search cost if there exist a strictly positive function h, independent of n, and a 
function c H N(c) < cc with TV(k)ah(c) for all n>N(c). For our examples, the 
assertion that k = k(n,c) steps are both necessary and sufficient is merely a convenient 
summary; in each case we shall actually provide easily computed upper and lower 
bounds on TV(k). 
For all of our examples, p, is the nonincreasing rearrangement (in order to satisfy the 
hypothesis of Proposition 2.5) of the probabilities Wi/‘w,‘, i E [n], where w = (w~)~>I 
is a sequence (independent of n) of strictly positive numbers, and w,’ := C:=, wi. 
For (x > 1, let [(cc) := Cz, i-“. 
Theorem 3.1. Table 1 gives the number of steps necessary and sujficient for MTF 
search cost convergence for the examples listed. 
Remark 3.2. (a) For remarks about our choice of examples, see Section 2 in [8]. 
(b) A definition similar to that for search cost can be given for the assertion that 
k = k(n, c) steps are necessary and sufficient for convergence in total variation for the 
entire list chain X. Results for the entire list are given for comparison in Table 1 and 
were derived by Diaconis [7]. Similar results for convergence in separation for X can 
be found in [ 10, Section 41. 
(c) For all the examples, convergence in total variation for search cost is of faster 
order than convergence in relative error terms for expected search cost (compare [ 10, 
Section S]), but we do not know any general results in this direction. 
(d) It is interesting that while the widely noted “cutoff phenomenon” of Aldous and 
Diaconis [1,2] occurs for the entire list for uniform, Zipf’s law, and generalized Zipf’s 
law weights - that is, the parameter c does not appear in the highest-order term - there 
is no cutoff for search cost for any of the examples. 
We will prove Theorem 3.1 for the search cost entry in the various lines of Table 1 
in the ensuing subsections. 
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3.1. Summable weights: GZL with u > 1 and geometric weights 
Proposition 3.3. Zf Cz, wi < 00, then c steps are necessary and sufJicient. 
Proof. We may assume, after resealing if necessary, that Cr, wi = 1. The first of the 
following two lemmas shows that c steps are sufficient, uniformly in n 3 1. The second 
shows that c steps are necessary, uniformly in n 2 max(3, io + 1 ), where 
io := min(i8 1 : wi+l # Wi} (3.1) 
is finite by the summability hypothesis. 0 
Lemma 3.4. If Cr, wi = 1 and k>c, then for any nal 
TV(k) <w,’ E wie-wzc I 0 as c T 0;). 
i=l 
Proof. According to Proposition 2.2, 
TV(k) < 5 pievkp’ = (w,‘)-’ 5 wi exp( -/hi/w:) 
i=l i=l 
d wrl l$ Wi exp( -WC). 
By the dominated convergence theorem, this bound j, 0 as c 1 00. 0 
Lemma 3.5. If CE, w = 1 and n> max(3,io + l), with io defined at (3.1), then 
TV(k)>+ lwio - wi0+il(min(wi,w2))k, k>O. 
Proof. Using Proposition 2.5, 2TV(k) is at least 
pid(S(k) G 1) - P,,(S(k) d 1). (3.2) 
Ifk = 0, then (3.2) equals (p1+p2)-(pn.-+pn)2p1-pn (since n33) 3(wi,-wi,+l/ 
(since n 2 io + 1 ), as desired. If k 3 1, then (by coupling) (3.2) equals 
i 
Pt(P1 + P2) + $2P*(pl + Pi> 1 [ - I$‘PF(Pi + Pn) + Pt(Pn-1 + Pn) 1 n-l = Pf(P2 - Pn) + c d(Pl - Pn) + P:(PI - Pn-1) 
i=2 
II-1 
>(Pl - Pn) c Pb3h - P&4 (since n23) 
r=2 
2 lwio - W&+1 I (min(w W2>Ik, 
again as desired. 0 
Remark 3.6. The conditions n 23 and n >io + 1 in Lemma 3.5 are both needed: 
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(a) If n = 2, then the entire permutation chain (X(k))k>~ is in exact stationarity at 
time k = 1. 
(b) If n<io, then pi=n-‘, i E [n]: the weights are equal, and (for any start) z(s(k)) 
is exactly stationary already at time k = 0. 
3.2. GZL with M < 1 and power law 
Lemma 3.7. For GZL weights with CI < 1 or power law weights, cn steps are nec- 
essary and su$icient. 
Proof. Sufficiency is immediate from Corollary 2.3. The first of the following two 
lemmas hows for GZL weights with 0 < a < 1 that k = m’“%(a) steps are uniformly 
necessary for c( bounded away from both 0 and 1. Here 
w,’ = H,(E) := $ i-” 
equals (1 + o(l))(l - t~-‘n’-~ as II -+ co for fixed tl. The second lemma shows for 
power law weights with 0 < s < co that k = cn+G,(s) steps are uniformly necessary 
for s bounded away from both 0 and 00. Here 
w,’ = G,(s) := ,$ is 
equals (1 + o( 1 ))(s + I)-‘nS*’ as n --$ 00 for fixed s. q 
Lemma 3.8. Consider GZL weights with CI < 1. If k = uPH,(a) is a nonnegative 
integer, then for n > 16 
41 - a) -2oc TV(k)> Te . 
Proof. Following the proof of Theorem 5.19 in [lo], for n 3 16 we have 
d(k)> h(2” - ($)‘)& exp(-4. ~c). 
n 
Since H,(a)<(l - tl)-ln’-’ and 2” - (4/3)‘Ba(ln2 - ln(4/3)), this yields 
do 3 3g_qlnz _ In(;))e-20” .$ @-; a),-2oc. 
n 
The result follows from Proposition 2.5. Cl 
Lemma 3.9. Consider power law weights. Zf k = cn+G,(s) is a nonnegative integer, 
then for n 2 12 
srs -& 
TV(k)2 me . 
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Proof. If nZ 12 and 3n/4<i<n, then n + 1 - i,<e-‘(n - 1) and ~0 
p, = (n + 1 - v < eC’(n - I>” 
1 
G(s) (s + 1)-‘(n - I)$+’ 
= (s+~KSG 1 a’ < L 
n-l n-l 11 4’ 
Thus 
(Pi - Pj) exP(-4kpi) 
1 owl 
a 2.J 2 b[5n/61 - Pr7n/81+l)exp(-4kpr3n/41) 
I-[3n/4] j=r7n/8]+1 
> i. $. (i - 1) G,(s)-’ ((i)‘- (g)‘) exp [-4kG,(s)-’ (:)‘I 
(using in + 1 ,< fn for n 3 12 in the exponent) 
n2 
’ (24)2 
_ n-(S+‘) nS (6-s - 8-‘) exp (-4~3~‘) 
2 &(6-’ - 8-S)e-4C 2 &sB-“(ln 8 - In 6)eC4” 
n 
2 2010 
-s8-Se-4C. 
The result follows from Proposition 2.5. q 
3.3. Zipf’s law 
Lemma 3.10. For Zzjfs law weights, n ‘-‘k steps are necessary and suficient. 
Proof. Sufficiency and necessity are established in Lemmas 3.11 and 3.13, respec- 
tively. 0 
Lemma 3.11. Consider Zipf’s law weights. Zf k = nl-‘/c is an integer, then 
TV(k) < 2 
c 
provided 
Blnlnn Inn 
0-C l+Inn‘<c<p. 
41nlnn 
Proof. According to Proposition 2.2, since here w,’ = H, := cF=, i-‘, we have 
(3.3) 
TV(k)< 2 pie-kJ’l c 
i=I 
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Using the log concavity of x H xe --x for x E (0, co) and a simple integral comparison 
(like that in the proof of Theorem 5.5 in [lo]), we find 
J 
I 
H, TV(k) < 
Iln 
X-’ exp [-x-I /(n”“H,)] dx + z . & 
=I 
n’-“‘/Hn 
Hi7 
l/(n’:‘H ) 
y-‘eMY dy + i m. 
n 
We claim next that 
H, /n r-r/c Q ] 
or, equivalently, that 
+~)-’ 
(3.4) 
(3.5) 
(3.6) 
when n>6 and the lower bound on c in (3.3) is met. To see this, first observe for 
n>6 that 
H,, < In n + 1 < (In n)2 (3.7) 
and hence 
In H, 
O<---- 
21nlnn 2 3 
Inn 
<----<- < -. 
Inn e 4 
Further, 1 +4x2(1 -x)-l for O&X,<:. Therefore 
81nlnn 
c31+---- 
Inn 
,l+!&&(l-~)-l. 
Combining (3.4) and (3.5), when n26 we find 
J 
1 
Hi, TV(A) d 
l/(n”‘H ) 
y-’ dy + ; 
n 
= ln(nlicH,) + 2e-’ 
=C -’ Inn + lnH, + 2e-’ 
6c-‘lnn+2lnH, 
6 c-l Inn f4lnlnn by (3.7) 
6 2c-’ Inn by the upper bound in (3.3). 
Thus TV(k)<2c-‘(lnn)/H,, 62~‘, as desired, since, according to the following re- 
mark, we may without loss of generality assume n 2 6. 0 
Remark 3.12. Of course TV(k) < 1, so we may assume c 22 in the proof of Lemma 
3.11. The upper bound on c in (3.3) then implies that either n = 3, whence k = 2 and 
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the result is easily checked, or n >2 x 10 ‘I Of course n need not be so large to obtain . 
a useful bound on TV(k): one can compute cyzl pi exp(-kpi) up through moderate 
values of n and refine the estimates in the proof of Lemma 3.11 thereafter. Similar 
comments apply to Lemma 3.13 and its proof. 
Lemma 3.13. Consider Zipf’s law weights. rf k = nl-“c is an integer, then 
TV(k)> $c-’ 
provided 
8lnlnn 
0-C l+r<c<flnn. (3.8) 
Proof. We use Proposition 2.5. If 4 <i Gn, then 
(2pi)-’ = iH,i> f 32. 
Thus 
A(k) 2 i ,, C (pi - pj)e-4kfi 
> ; ‘r ,$,cpi _ ; pi> e-4kp, = 
l-4 J-21 
d ‘g’(n + 1 - 2i)pie-4kp’ 
n lb+21141 
> 8 ,z pie-4kpi. 
Using the log concavity of x H xe-’ for x E (0,oo) and an integral comparison (as in 
the proof of Theorem 5.7 in [lo]), we find 
fwl 
A(k) 1 1@+2)/41 -’ 
--a- 
where, assuming n > 12, 
s n-‘(‘(n+2)/4J+l) J(n, c) := x-l exp[-x-’ /(n”‘Hn)] dx 3ln 
s 
114 2 x-l exp[-x-’ /(nl’CH,)] dx = 
3h J 
fp’“p” 
y-‘e-Ydy 
4/(n’icH.) 
J 
113 
2 y-‘ewY dv as at (3.5) 
4/(n’f’H”) 
l/3 
2 e-‘13 J 4/(&q y-l dv = e- ‘/3 [In (n”“HJ4) - In 31 
3 e-Ii3 [ilnn+ln (!$)I. 
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Hence 
by the upper bound in (3.8) 
e- 113 
>FC -1 
Inn e-1/3 
2-C -1 
In 12 
(Inn)+ 1 16 (ln12)f 1 %W q 
4. Limiting stationary search cost distribution: examples 
The distribution of search cost for MTF is more difficult to compute at finite times 
than in stationarity. This is true when the chain is run in continuous time (see Sections 2 
and 3 in [l 11) and even more so when it is run in discrete time. Thus it is natural 
to use the distribution of S, z S,(co) as an approximation to _Yn(S,(k)), and in the 
previous two sections we have studied the accuracy of this approximation. However, 
even LZ(S,) is difficult to compute exactly. In [ 11, Section 31, it was shown that _!?(A’,) 
has the mixture representation 
&I’ C xj(r>, (4.1) 
jC[n]: j#I 
where, for i E [n], P(Z = i) = pi; .Z(T 1 I = i) is the exponential distribution with 
parameter (= reciprocal mean) p;; and, conditionally given I = i and 7’ = t, the 
random variables Xj( 7’), j # i, are independent and Bernoulli with success probabilities 
1 -e-R’. This gives the following integral representation for the probability generating 
function of S,, which was derived by different methods and stated in a slightly different 
form in [12, Theorem 5.11: 
Lemma 4.1. The probability generating function for S,, satisfies 
n (ewPJ’ +z(l - e-h’)) 
I 
dt 
++ -e~P(-+)))]d~. 
Flajolet et al. have shown that the generating function for S,, can be inverted to 
give an exact combinatorial expression for P(& < s) [12, Corollary 5.21, but these 
authors point out the computational complexity that results. For example, when n = 
1000 and s = 20, they note that the combinatorial expression requires about 1040 
elementary operations to compute and that even a more sophisticated use of the integral 
representation requires 10’ to 10’ operations. This motivates our search for a limiting 
distribution as n -+ CO to serve as an approximation to the exact T(,S,). 
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Table 2 
Limiting distributions for MTF stationary search cost 
Weights WI Limiting distribution 
Uniform 1 P S,~n--+U 
Zipf’s law i-l (In S,)/(ln n)zU 
GZL i-‘, a > 0 fixed 
O<acl S,/nzA(a) 
a>1 
P 
Sti --%ZL(u) 
Power law i-‘, s r 0 fixed S,/nzB(s) 
Geometric 8’, 0 -C 0 < 1 fixed Y S” -+k%Xn(B) 
For all of OUI examples, pi s p,,i = Wi/W,+, i E [n], where w = (Wi)l<i<m 
is an infinite sequence of strictly positive numbers, and w,’ := Cy=, wi. (Unlike in 
Section 3, we shall not be concerned with the ordering of the pi’s+) Then we can 
recast Lemma 4.1 in the form 
(e-Tf + z( 1 - e-“jr)) 
1 
dt (4.2) 
=(w’)-l$wipemf [jElgj+i(,.P (-:f)+z (1 -exp (-zt)))] dt. 
(4.3) 
Theorem 4.2. For the examples listed, Table 2 gives limiting distributions for sta- 
tionary search cost S,, for MTF as n -+ 00. 
Remark 4.3. (a) In Table 2, U has the uniform distribution on the unit interval. We 
shall establish the results in the various lines of Table 2 in the ensuing subsections, 
wherein we shall characterize the distributions of Soeom(e), Soz~(~), A(a), and B(s). In 
particular, the first two are discrete distributions on (0, 1,. . .}, and the last two are 
absolutely continuous distributions on the unit interval examined in some detail in the 
Appendix. 
(b) It would be interesting to derive rates of convergence for Theorem 4.2. For all 
but geometric weights and GZL weights with c( > 1, total variation is too strong a 
metric, since the TV distance between discrete and continuous distributions is 1. One 
needs to metrize weak convergence, using, for example, the Prohorov metric p (e.g., 
[9, Section 11.31). One case is easy: for uniform weights, _%‘(S,/n) is uniform on the 
set (0, I/n ,..., (n - 1)/n}, so P(T(S&), Y(U)) = 1/(2n). 
(c) Continuing the theme of (b), consider for definiteness Zipf’s law weights. It 
would be interesting to study how large n and k must be in order that, for any ‘II, the 
distribution of (ln&(k))/(lnn) be close to uniform. For a start, the upper bound of 
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Lemma 3.11 could be combined with an upper bound on p( 9((ln &)/(ln n), Z(U)) 
to find sufficiently large values of n and k. 
4.1. Summable weights: GZL with CI > 1 and geometric weights 
Choose and fix a sequence w = (Wi)i> 1 with Cr, wi < cc. We may assume, after 
resealing if necessary, that Czi wi = 1. Generate a random variable I with P(I = i) = 
wi, i > 1. Independently, fill a list from front to back by sampling without replacement 
from the records 1,2,. . . using the probabilities ~1, ~2,. ., indefinitely, or at least until 
record I appears. Let S E SW be the number of records preceding record I in the list. 
Proposition 4.4. rf Cr, wi = 1, then S,,zS as n 4 CO. 
Proof. It is easy to see [cf. (4.2)] that S has probability generating function 
E.fs=Ewi 
cc 
J [ Wi e-W’ n (eewj’ + z( 1 - eP’/‘)) i=l 0 l<j-ccu:j+ 1 dt. 
By (4.2) and two applications of the dominated convergence theorem, Ez~ ---t EzS 
for fixed z E [0, 1). 0 
4.2. GZL with a < 1 and power law 
Lemma 4.5. For GZL weights with c1 < 1, S,/n%,4(a), where for O<l < cc we 
have 
E exp[-AA(c (L - 1) lZI exp [-A (1 - ~vll’~Z~ eUZz-l(‘~U)+lldz)] 
X 
JW 
e -ur,-[(l/+11 &.d”. (4.4) 
?-=I 
Proof. Fix 0 < CI < 1 and 0 ,< A < 00. According to (4.3), .5?(S,Jn) has Laplace transform 
L,(R) :=E exp -A? = 
[ 1 Jn,i(R), 
where we recall H,,(a) := CF=, i-” and define 
:=I” e”‘exp{jEgj+lln [I- (1 -e-‘ln) (1-exp(- ($,‘t))]} dt. 
From here, one can derive explicit upper and lower bounds leading to 
M~)+(l-~)6,x~‘I:,e~‘exp{-~~[l-J~oexp(-(~)’~) dy 
I) 
dt dx; 
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the details are left to the reader. Call this last expression L(n). Since evidently 
L(n)Tl as AlO, it follows from the continuity theorem for Laplace transforms (e.g., [5, 
Theorem 6.6.31) that S,/nzA, say, where A has Laplace transform L. Now change 
variables in J$ from y to z = (xly)“t, and finally change variables from (x,t) to 
(r, v) = (xpa,xOLt), to see that L(1) agrees with the right-hand side of (4.4). q 
A similar proof gives 
Lemma 4.6. For power law weights, S,,/n%B(s), where for 0~1~ 00 we have 
X 
J 
e-u’r(‘/s)+’ dr du. 
r=O 
4.3. Zipys law 
Lemma 4.7. For Zipf’s law weights, (lnS,)/(lnn)-%. 
Proof. By changing variables just as from (4.2) to (4.3), we may alter (4.1) so that 
I = 1, and T are independent, T has the standard (unit mean) exponential distribution, 
and the conditional success probability for Xj(T) is 
I-exp(-zt) =l-exp(-:,>=I-exp(-(;t). 
With this notation we will establish the lemma by proving that 
U, := (lnS,)/(lnn)-%Y, 
where S,, d S, := zjEtnl q(T) <S, + 1. We shall find it convenient to work with 
Laplace transforms, so we also define U,l := [ln(& + l)/(ln n)] > 0. 
First observe that V, := (ln1,)/(lnn)%U: for fixed v E [O,l], 
$,‘I 
P(V*,cv)=P(Z&zU)=~~o 
n 
as n --t 00, recalling H, := Cy=, i-l. We now claim that it is sufficient to show, for 
each v E [0, l] and t E (0, oo), that the conditional law of U, given I’, = v and T = t 
converges weakly to &, point mass at u. Here is the argument. If we can show this, 
then the same is clearly true with UL in place of U,. But then, for fixed 0 <I < 00, 
the increasing functions 1 - E [exp(-AU,‘) 1 T = t, V, = v] of v E [0, l] converge 
pointwise to the continuous function 1 - e -I’. According to a theorem of Pblya (see 
[3, Exercise 17.J]), the convergence is uniform in v. It then follows routinely that 
E [exp(-AU,‘) 1 T = t] + SD:, e-Iv dv and hence by dominated convergence that the 
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(unconditional) Laplace transform of U,l converges pointwise to that of U. By the 
continuity theorem, UL, hence also U,, converges in law to U. 
So, fixing u E [0, l] and t E (O,oo), it is enough to show that (In Z,)/(lnn)-%, 
where Z,, = CT=] Yj and the Yj’s are independent Bernoulli (1 - eP”‘j). We begin by 
showing that P((ln Zn)/(ln n) d u - E) 4 0 for any E > 0. Indeed, for 0 < E da, 
P((lnC,)/(lnn)<u - 8) = P(Z’,<n’-“) 
d P(Yj = 0 for some j < [n’-‘~ + 1) 
To proceed, first note that 
s LP’] f2 # exp n“-’ ( 1 -;t dxd2exp - ( n” Ln”-&J + 2 t > 
= exp[-(1 +o(l))n”t] = o(1). 
That leaves 
/;“‘-I exp (-Tt) & = tn” 1:: e-yy-2 dy 
s 00 < t-lnv-2E \ e-y dv = t-‘nv-2L exp (-tn”) = o( 1). tn’ 
We finish by showing that P((ln Z,)/(lnn) > u + E) --f 0 for any E > 0. Indeed, for 
O<&<l-VU, 
P ((ln Z,)/(ln n) > u + E) 
= P(.z, > no+&) = c P(C, = k) 
k>n’+’ 
cc P(yj = 1 if and only if j E [k]) 
k> PI’+’ 
(since Yj decreases stochastically as j increases) 
k > nl’-‘. 0 i P(Yj = 1 for all j E [k]) 
=k&, (;)J [’ -exp (-Tt)] 
‘k.+P (kn)b ($‘) =,g+< (;)$? 
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= 2”exp(tn”) (![~~~~~J~~I = exp [-(I + o(l))sn”+“lnn] = o(1). q 
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Appendix A. The distributions of A(a) and B(s) 
In this appendix we list some basic properties of the distributions of the random 
variables A(tx) and B(s) appearing in Theorem 4.2 and Lemmas 4.5 and 4.6. Since the 
results are somewhat neater for B(s), we focus on that case. 
A.1. The distribution of B(s) 
Unless explicitly stated otherwise, consider s > 0 to be fixed. The following char- 
acterization of B(B(s)) follows routinely from Lemma 4.6. 
Lemma A.1. Let U be uniformly distributed on the unit interval and let X have 
the standard (i.e., unit mean) exponential distribution. Suppose that U and X are 
independent, and let V E V(s) = X(USI(‘fS). Let g 3 gs be dejined on (0,~) by 
g(v):=1 - fv-lb 
s 
” 
e-ql/s)-l & 
(A.1) 
z=o 
= 1 _ i 
s 
1 
e-v'r('i+l&. 
64.2) 
S r=O 
J' 
I 
= 1 _ epu_u e-ury'Js&. (A.3) 
r=O 
Then: 
(a) V E (0,oo) has continuous density fv given by 
f’(v)= (~+l)~~oe-“ril~~)ildr (A.4) 
(b) The function g is strictly increasing, continuously differentiable, and onto (0, I), 
with derivative 
g’(v) = f 
I 
1 
e-“rr”sdr. (A.5) 
r=O 
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Density for B(1) 
-\, 0.2 0.4 0.6 0.8 
Fig. 1 
(c) B 5 B(s) has the same distribution as g(Y). 
(d) Y(B) is absolutely continuous, with support equal to the entire unit interval. 
Corollary A.2. (a) The density for B over (0,l) is given by 
fB(b) = z = (1 + s)L>=e-;;;“;,;;; 
r 0 e r 
V-’ - [(l - b)e” - 11-l =(l +s> 
wherein u = g- ’ (b). 
(A.61 
(A.7) 
(b) The density fe(b) is strictly decreasing in b E (0,l). 
Proof. Eq. (A.6) in part (a) is obtained by changing variables and using (A.4) and 
(A.5), and then (A.7) follows upon integration by parts for both integrals. Part (b) 
can be seen by differentiating (A.6) with respect to v and using the Cauchy-Schwarz 
inequality. q 
Remark A.3. When l/s is an integer, the integrals in (A.l)-(A.7) can be computed 
explicitly. For example, if s = 1, then 
g(v) = 1 - v-’ (1 - e-“) 
and 
Mb) = 2 x 
2 - e-“(v2 + 2uf 2) 
v - e-v(u2 + v) ’ 
Fig. 1 shows a graph of the density f_&t) made using the ParametricPlot command 
in Mathematics (with proper attention to numerical issues). The dashed lines shown 
are the tangents i - i b and 4( 1 - b) to the curve at b = 0 and b = 1, respectively, as 
discussed next. 
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The density f~ is well behaved at nonboundary points of (0,l). The next result 
sketches the behavior at the boundaries. Its proof uses (A.6) and standard asymptotic 
methods. 
Lemma A.4. Consider the density fj of Corollary A.2. 
(a) As b 10, 
j&b> = s [ 1 - 
s2(1 + s) 
(1+2S)(l +Ss)b+0(b2) 1 . 
fs(b) = Cl+ o(l))? b (f + I)] 
--s 
(1 -b) 
64.8) 
64.9) 
Remark AS. It is not hard to show that B(s) converges in distribution to uniform 
as s J 0, as suggested by the limiting uniform distribution for S,,/n in the case of 
equal weights, and to unit mass at 0 as sTo0. These results are reflected in graphs 
of the densities. For s near 0, f,(b) decays very slowly from its initial value of 
(1-t s)~/( 1 + 2s) E (1,l +s2 ) and then drops off sharply to 0 near b = 1, in accordance 
with (A.9). For large S, fB(b) drops rapidly from its initial large value of (1 +-s)~/( 1 + 
2s) E ( $S + i, is + 5 + f~-‘) nearly to 0, and approaches 0 thereafter in accordance 
with (A.9). 
The moments of B(s) are most easily computed by using the representation (4.1) to 
compute the moments of S,/n and then passing to the limit. The first two moments of 
S, were first derived by McCabe [ 161. In our notation, 
E&=x c pipi 
i j: j#i Pi + Pj 
and 
ES,2=ESn+2C C C 
PiPjPk 
i j:j#i k:kfi,j (Pi f Pj + Pk)(Pi + Pj>’ 
These formulas yield the following result. 
Lemma Ah The random variable B(s) has mean 
1 
JJ 
1 
EB(s)=(l +s) .rySdy& 
x=0 Y=O xs + ys 
=g$ [Is, &] 
and second moment 
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f (,a) Density for A(1/4) 
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0 _ 75 
t 
_________________________________________________! 
i 
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0.25 
0.2 0.4 0.6 0.8 la 
Fig. 2. 
Remark A.7. In special cases these moments can be computed explicitly. For example, 
ifs = 1, one find 
EB(1) = i(l - ln2), EB2(1) = $ - 8ln2+ $ln3, 
so that B(1) has mean A 0.409 and standard eviation A 0.254. 
A.2. The distribution of A(a) 
Most of the details in this case are similar to those for B(s) and are left to the reader. 
Fig. 2 displays a graph of the density f~ for A(1/4), obtained using the Mathematics 
commands NIntegrate and ParametricPlot. The distribution has mean 
EA(1/4) = $(5 - 61n2) = 0.481 
and standard eviation G 0.288 [calculated by suitably reducing the analogue of (A.lO) 
to a one-dimensional integral, which is then evaluated numerically]. 
The striking behavior of &(a) as aT 1 reflects part (a) of our final result, the analogue 
of Lemma A.4. 
Lemma A.8. Consider the density f~ for A(R). 
(a) As Q T 1, 
fA(a)=(l -a)[l+(l +o(l))/]ln(l -a>l]+ 1-z 
(b) Let u I 0. 
(i) If c1 < l/2, then 
(1 - cx)2 
fA(o) --$ ~ l-2c(’ 
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(ii) If tl = l/2, then 
fA(a) = +a~ +0(l) --f 00. 
(iii) Zf tl > l/2, then 
&(a) = (1 + o(1)) 
(1 - ,)‘/a r 
c1 ( 
2 _ ! a-lW/@l --f co \ 
a/ 
Remark A.9. More detailed asymptotics as a j, 0 
in Fig. 2, 
depend on the value of a. For A( l/4) 
&(a) = i - $2 + O(a2/ In al). 
Remark A.10. It follows from Lemma A.8 that the densities f&) (each decreasing) 
converge uniformly to the uniform density as a J, 0. This is a very strong form of 
convergence, in particular implying total variation convergence of the corresponding 
distributions. 
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