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Abstract—We consider the problem of joint three-dimensional
localization and synchronization for a single-input single-output
(SISO) multi-carrier system in the presence of a reconfigurable
intelligent surface (RIS), equipped with a uniform planar ar-
ray. First, we derive the Cramér-Rao bounds (CRBs) on the
estimation error of the channel parameters, namely, the angle-
of-departure (AOD), composed of azimuth and elevation, from
RIS to the user equipment (UE) and times-of-arrival (TOAs)
for the path from the base station (BS) to UE and BS-RIS-
UE reflection. In order to avoid high-dimensional search over
the parameter space, we devise a low-complexity estimation
algorithm that performs two 1D searches over the TOAs and one
2D search over the AODs. Simulation results demonstrate that
the considered RIS-aided wireless system can provide submeter-
level positioning and synchronization accuracy, materializing the
positioning capability of Beyond 5G networks even with single-
antenna BS and UE. Furthermore, the proposed estimator is
shown to attain the CRB at a wide interval of distances between
UE and RIS. Finally, we also investigate the scaling of the position
error bound with the number of RIS elements.
Index Terms—Reconfigurable intelligent surface, position error
bound, Cramér-Rao bound, localization.
I. INTRODUCTION
Provisioning of radio localization in cellular wireless com-
munication standards was stirred by governmental require-
ments (Federal Communications Commission and European
Commission) on locating the user equipment (UE) by the
operators upon receiving an emergency call. Other applica-
tions include location-aware communication, geo-advertising,
augmented reality, etc [1]. According to 3GPP standards, lo-
calization in 4G [2] can be obtained using time-difference-of-
arrival measurements between a UE and multiple synchronized
base stations (BSs). Since UE is not synchronized to the BSs,
at least 4 BSs are needed to solve for the 3D UE position and
the clock bias. Hence, cellular localization requires sufficient
dense infrastructure and tight inter-BS synchronization. In
the context of 5G, it has been shown that mmWave lo-
calization with a single BS is possible, provided that UE
and BS are equipped with large arrays, and communicate
under sufficiently rich multipath conditions [3]. By estimating
angles-of-arrival (AOAs) and angles-of-departure (AODs) in
addition to delays, localization and synchronization is possible,
even when the multipath sources are a priori unknown [4].
Towards 6G, reconfigurable intelligent surfaces (RISs) deserve
special attention among the technological enablers, since they
can redirect strong signals from a BS towards a UE, thus
boosting communication quality among other advantages [5].
In recent years, significant effort has been devoted to study
manufacturing, channel models, control, performance gains,
and topology design of RIS-aided communication system (see
e.g., [6], [7]).
RISs have been considered as one of the main enabling
technologies of beyond-5G localization [8], [9] and have
been investigated in a number of studies in the localization
literature, e.g., [10]–[15]. In [10], [11] localization in the
near-field range of a RIS, functioning as a lens, is studied.
Cramér Rao bounds (CRBs) have been derived in [12] for
a 2D localization in presence of a large intelligent surface
equipped with a uniform linear arry (ULA). In [13], authors
have proposed a joint positioning and beam training algorithm
for a wireless system comprising multiple RISs with ULAs.
A single-input single-output 2D localization problem with
synchronized signaling and multiple RISs (with ULA) has
been investigated in [14] by deriving the CRB bounds. In [15],
position error bounds (PEBs) have been derived for 3D uplink
localization considering both synchronous and asynchronous
cases. The authors pointed to the fact that the bounds can
be attained by applying a grid search to maximize the log-
likelihood function, however, no low-complexity estimation
algorithm was presented.
In this paper, we study the 3D downlink localization and
synchronization of a UE with a single antenna using the
received line-of-sight (LOS) signal from a single-antenna BS
and the reflected signal from a RIS with a uniform planar array
(UPA). To the best of our knowledge, RIS-aided localization
has never been studied in this elemental configuration. The
contributions of this paper are:
• We show that both the 3D position and clock bias of
the user can be estimated when both the BS and the UE
have a single antenna, by the aid of a single RIS, provided
that multiple distinct RIS phase profiles are used. As it
is known, localization and synchronization would not be
possible in the considered scenario without the RIS.
• We perform the Fisher information matrix (FIM) analysis
and calculate the CRB bounds for the user position
and channel parameters, showing that the localization is
enabled by AOD estimation from the RIS.

















Fig. 1: (a): System setup, (b): Elevation and azimuth angles of a vector.
chronization method, which transforms the underlying 4-
dimensional problem into two 1-dimensional and one two
2-dimensional problems. We also show that the proposed
method attains the CRB bound.
The MATLAB implementation of the CRB calculations and
the proposed estimation technique can be found in the repos-
itory [16].
Notation
Vectors and matrices are indicated by lowercase and up-
percase bold letters resp. The element in the ith row and
jth column of matrix A is specified by [A]i,j . Similarly,
[p]i indicates the ith element of vector p. The subindex
i : j specifies all the elements between i and j. All vectors
are columns, unless stated otherwise. By ⊗, we indicate the
Kronecker product, and by vec(·), the matrix vectorization
operator. The complex conjugate, Hermitian, and transpose
operators are represented by (·)∗, (·)H, and (·)>, respectively.
II. SYSTEM AND CHANNEL MODEL
A. System Setup
We consider a wireless system consisting of a single-antenna
BS, a single-antenna UE, and a RIS. In Fig. 1a, the system
setup is illustrated. The user receives the transmitted signal
directly from BS (LOS path) and also from the RIS (reflected
path). We assume that the position of the BS and the RIS
(pb and pr, respectively according to some general coordinate




are known. On the other hand, the UE position (p) is un-
known and should be estimated. In addition, we consider an
asynchronous scenario, where the user clock bias ∆t should
also be estimated. Fig. 1b presents the definition of azimuth
and elevation of a general angle in the RIS coordinate system.
We assume that RIS is an Mr by Mc UPA with inter-element
distance equal to d. In this case, the element in the `th row
(` ∈ {0, . . . ,Mr−1}) and mth column (m ∈ {0, . . . ,Mc−1})
has the position q`,m = [d`− d(Mr− 1)/2), 0, dm− d(Mc−
1)/2] in the RIS coordinate system. We assume that the RIS
modulates the phase of the incident wave at time t according
to the matrix Γt ∈ CMr×Mc , where |[Γt]`,m| = 1 for all ` and
m.
B. Signal Transmission
In this paper, we consider the transmission of T OFDM
symbols with N subcarriers for one localization occasion. For
simplicity, we assume that all the transmitted pilot symbols
are equal to
√
Es. Then the received signal can be expressed








> +N , (2)
where Y = [y0, . . . ,yT−1], and yt ∈ CN corresponds
to the tth OFDM symbol. The noise matrix N ∈ CN×T
comprises zero-mean circularly-symmetric independent and
identically distributed Gaussian elements with variance σ2.
The complex channel gain for the LOS path and the reflected
path are indicated by gb and gr, respectively. The delays τb =
‖p− pb‖/c + ∆t and τr = ‖p− pr‖/c + ‖pb − pr‖/c + ∆t
account for the propagation distance LOS and reflected path
delays, respectively, including the clock offset ∆t. The effect
of these delays on the signal is captured by the vectors d(τb)
and d(τr), respectively, where we have defined
d(τ) = [1, e−j2πτ∆f , . . . , e−j2πτ(N−1)∆f ]> (3)











where, θ = [θaz, θel]> represents the known AOA in azimuth
and elevation from the BS to the RIS, and φ = [φaz, φel]>
denotes the AOD from the RIS to the UE, with φaz =
atan2 ([s]2, [s]1) and φel = arccos([s]3/‖p− pr‖), where
s = R(p− pr).
Moreover, we have γt = vec(Γt) and the response vector
of the RIS for the angle ψ ∈ {φ,θ} is defined as a(ψ) =
ar(ψ)⊗ ac(ψ) and
ar(ψ) = e
jβr [1, e−j[k(ψ)]1d, . . . , e−j[k(ψ)]1(Mr−1)d]> (5)
ac(ψ) = e
jβc [1, e−j[k(ψ)]3d, . . . , e−j[k(ψ)]3(Mc−1)d]> (6)




[sinψel cosψaz, sinψel sinψaz, cosψel]
> (7)
is the wavenumber vector and λ is the carrier wavelength.
Here, we assume that the wavelength remains relatively con-
stant within the transmission bandwidth.
C. Goal
Our goal is to estimate the UE location p and its clock bias
∆t from the observation Y , given the RIS phase profiles, the
transmitted signals, as well as location and orientation of the
BS and RIS.
III. FISHER INFORMATION ANALYSIS
A. FIM Derivation
In this section, we calculate the PEB, which is a lower
bound on the root mean square error (RMSE) of any unbiased











where F po is the FIM of positional parameters
ζpo = [p
>,∆t, gb,i, gb,r, gr,i, gr,r]
>. (9)
Here, the subindices r and i indicate the real and imaginary
parts, respectively, of the path gains gb and gr. We can
calculate F po based on the Fisher information of the channel
parameters F ch as F po = J>F chJ . The Jacobian matrix





where ζch = [τb, τr, φaz, φel, gb,i, gb,r, gr,i, gr,r]
> is the set of

















where E ∈ CN×T is the noiseless part of the received signal
in (2). The matrices F ch and J needed to calculate the PEB
are derived in Appendix A and Appendix B, respectively.
The CRB bound can be calculated also for ∆t and the
channel parameters. As an example, the CRB bound for ∆t
can be represented as√
E[(∆t − ∆̂t)2] ≥
√
[F−1po ]4,4 (12)
where ∆̃t indicates the estimate of the true time bias ∆t and
E represents the expectation over noise.
B. FIM Interpretation
We observe that the FIM involves a sum of rank-2 matrices
over T transmissions and N subcarriers. As the dimension
of F ch is 8 × 8, it immediately follows that TN ≥ 4 is a
necessary condition for the problem to be identifiable. On the
other hand, setting N > 1 is required to be able to estimate
any of the delays, while T > 1 is needed to estimate the
AODs. From [17], it is known that in order for the AOD to be
identifiable, we need that the RIS phase profile vectors γt’s at
different transmission instances are not all parallel.
From a geometric point of view, it can be shown that
the four channel geometric parameters (i.e., the two delays
and the two AODs for azimuth and elevation) determine
the four positional parameters (the 3D localization as the
intersection between the AOD line and one-half of a two-
sheet hyperboloid, and the clock bias). There is a one-to-one
mapping between the channel geometric and the positional
parameters, which is equivalent to the fact that the Jacobian
J is an invertible matrix.
IV. LOW-COMPLEXITY ESTIMATION
In this section, we develop an estimator to determine the
channel parameters in ζch based on the received signal Y ,
and then give an estimation of the UE position and clock bias
based on the channel parameters. We first estimate τb and τr
using IFFT of the received signal and then φ based on the 2D-
IFFT of the RIS phase profile matrices. At the end of each
step, a quasi-Newton algorithm is used to refine the estimation.
A. Estimation of τb


















where nt represents the tth column of matrix N . This
operation adds coherently the T transmissions for the LOS
path, whereas this does not happen for the signal reflected by
the RIS. We assume that T times the received power from the
BS is much greater than the received power from RIS, which
is a relevant assumption, especially when both BS and UE are
in the far-field of RIS.
Next, we calculate the IFFT of the vector yc, that is ȳc =





where NF determines the length of the IFFT vector. If
τb = `/(NF∆f) (15)
for some integer `, the absolute value of the elements of ȳc will
likely have a maximum around `. However, with probability
one, this assumption does not hold. Therefore, to obtain a
more accurate estimation of τb we induce some artificial delay
δ by calculating yc(δ) , yc  d(δ). First, we set δ = 0
and calculate k̃ = arg max
k
|e>k Fyc(0)|, where ek is vector
comprising all zeros, except with a 1 in the kth entry. Next,
we refine our estimation by calculating






Then τb can be estimated as
τ̃b = k̃/(NF∆f)− δ̃. (17)
Based on our numerical observation, the optimization over δ
can be performed by a quasi-Newton method using 0 as start-
ing point. We note that the purpose of auxiliary parameter δ is
to add an artificial delay to the signal such that τb +δ satisfies
the condition (15), therefore, it is sufficient to constrain the
range of δ in (16) to [0, 1/(NF∆f)].
B. Estimation of τr
To estimate τr, we first remove the BS contribution from
the received signal Y by computing











[yc  d(−τ̃b)]n (20)
Then, similarly as in Section IV-A, we first perform the opti-
mization
k̃ = arg max
k
∥∥e>k (FYr)∥∥ (21)
where e>k (FYr) extracts the k-th row from the IFFT of Yr.
To refine the estimate, we calculate
δ̃ = arg max
δ∈[0,1/(NF ∆f)]
∥∥e>k F (Yr  d(δ)1>T )∥∥. (22)
Finally similarly as in (17), we have τ̃r = k̃/(NF∆f)− δ̃.
C. Estimation of φ
To estimate φ, we first remove the delay effects of the
reflected path from the signal Y r by calculating
Y φ = Y r  d(−τ̃r)1>T . (23)
Next, we sum over all the rows of Y φ to obtain yφ ∈ CT×1.








To estimate φ based on yφ, we use the properties of the
Kronecker product and vec operator [18, Eq. (520)], and based
on (4), we obtain
[u(φ)]t = e
−j(βr+βc)ac(φ)
> (Γt A(θ))ar(φ) (26)
whereA(θ) = ac(θ)ar(θ)>. Motivated by (26), we search for
φ through taking 2D IFFT of the known matrices Γt A(θ)
as
Γ̄t = F r (Γt A(θ))F>c . (27)
The matrices F r ∈ CNFr×Mr and F c ∈ CNFc×Mc are
defined similarly as in (14), where NFr and NFc determine the
dimensions of the 2D IFFT transforms. We note that matrices
Γ̄t do not depend on the received signal and can be calculated
offline.
Now, lets assume that for some integers 0 ≤ ` ≤ NFr − 1
and 0 ≤ m ≤ NFc − 1, we have
[k(φ)]1d ≡ −2π`/NFr mod 2π (28)
[k(φ)]3d ≡ −2πm/NFc mod 2π. (29)
Then, by comparing (26) and (27), one can see that for some
complex scalar ξ we have
η`,m ,
[
[Γ̄0]`,m, . . . , [Γ̄T−1]`,m
]>
= ξu(φ). (30)
TABLE I: Parameters used in the simulation.
Parameter Symbol Value
RIS dimensions Mr ×Mc 64× 64
Wavelength λ 1 cm
RIS element distance d 0.5 cm
Light speed c 3× 108 m/s
Number of subcarriers N 3 000
Subcarrier bandwidth ∆f 120 kHz
Number of transmissions T 256
Transmission Power NEs 20 dBm
Noise PSD N0 −174 dBm/Hz
UE’s Noise figure nf 8 dB
Noise variance σ2 = nfN0∆f −115.2 dBm
BS position pb [5, 5, 0]
IFFT dimensions NF 4096
2-D IFFT dimensions NFr = NFc 256
Motivated by (30) and (25), we find ˜̀and m̃ such that [˜̀, m̃] =
arg min`,m w`,m, where
w`,m ,
∥∥yφ − h(η`,m)η`,m∥∥2 (31)
where function h(η`,m) returns a scalar that minimizes the





Next, we use a quadratic interpolation to obtain continuous
(and more accurate) values for ˜̀, m̃, i.e., we calculate
`q = ˜̀+
w`−1,m − w`+1,m
2(w`−1,m + w`+1,m − 2w`,m)
. (33)
Also, we calculate mq similarly to (33). Next, based on `q
and mq, we estimate [k(φ)]1 and [k(φ)]3 using (28)–(29) and
calculate an estimation of φ using the following relations
[k(φ)]2 = −
√
4π2/λ2 − ([k(φ)]1)2 − ([k(φ)]3)2 (34)
φaz = atan2 (−[k(φ)]2,−[k(φ)]1) (35)
φel = acos (−λ[k(φ)]3/2π) . (36)
Finally, we refine our estimation by performing the mini-
mization
φ̃ = arg min
ψ
∥∥yφ − h(u(ψ))u(ψ)∥∥ (37)
where u(ψ) is defined in (4). We solve (37) by applying
the quasi-Newton algorithm, using (35) and (36) as the initial
point.
D. Estimation of UE position and clock bias
The UE position is calculated as p̃ = pr+κ̃R
>k(φ̃), where
k(φ̃) is defined in (7) and
κ̃ = arg min
κ
(
‖κR>k(φ̃)‖+ ‖pb − pr‖
−
∥∥∥pb − pr − κR>k(φ̃)∥∥∥− (τ̃r − τ̃b)c)2 (38)
where c is the speed of the light. The value of κ̃ can be
found numerically via a gradient-descent algorithm. Then we
estimate the clock bias as








































Fig. 2: Estimation error (markers) and the CRB bounds (lines) for user position, time bias ∆t, AOD elevation φel, AOD azimuth φaz, LOS delay τb, and




2,−10], where r ∈ [1 35].
Complexity: Finally, we note that the estimation of the
channel parameters can also be done by searching over the
parameters [τb, τr, φaz, φel] to maximize the likelihood func-
tion (or minimize the squared error function). However, this
four-dimensional search would be much more complex than
our method which has two one-dimensional and one two-
dimensional search.
V. SIMULATION RESULTS
In this section, we evaluate the CRB presented in Sec. III
and compare them to the RMSE of the estimator proposed
in Sec. IV. We study also the effect of the number of RIS
elements on PEB. To evaluate the estimator performance,
we average over 1 000 noise realizations. For each noise
realization, ∆t is set to a random number uniformly drawn
from the interval [0, 1/∆f). It is assumed that the RIS and the
BS are at the same height, while UE is placed 10 meters below
them. The absolute coordinate system is set to be aligned
with the RIS coordinates, i.e., R is an identity matrix and
pr = [0, 0, 0]. All the phase shifts of the RIS elements are
drawn from a uniform distribution over [0, 2π), independently.
The amplitude of the channel gains gb and gr are calculated
based on Friis’ formula (using unit directivity for BS, UE,
and RIS elements) and their phase are set randomly between
[0, 2π). The rest of the parameters are presented in Table I.
Fig. 2 illustrates the CRB and the estimation errors for the





2,−10]. As can be seen, positioning
with submeter accuracy is possible for r < 30. One can see
that the proposed estimator is operating in close vicinity of the
theoretical bounds. With low values of r, the UE is positioned
almost beneath RIS and a relatively poor angle estimation
is obtained. With r > 10m the estimation performance
deteriorates with r for all the parameters as the signal-to-noise
ratio (SNR) decreases. As can be seen, the estimation error of
∆t is close to the PEB bound. This can be explained based
on (39) and the fact that the error in τb is much less than the
position error.
In Fig. 3, we illustrate the effect of the RIS size on the PEB
bound at five different locations. A RIS with the same number


















2,−10] with r ∈ {20, 30, 40, 50}.
of rows and columns is considered. One can see that for all
the considered points, the decrease in the PEB is proportional
to the square-root of the number of the RIS elements. This
is due to the SNR increase of the reflected path, which is
proportional to the number of RIS elements, and the fact that
there is no significant beamforming gain because the phase
shifts are random.
VI. CONCLUSION
We have investigated localization and synchronization in a
wireless system with a single-antenna UE, a single-antenna
BS, and a RIS. We have calculated the Cramér-Rao bounds
and derived a low-complexity estimator to determine the AOD
from the RIS, and the delays of the direct and reflected signals.
Then based on these parameters, we have estimated the user
position and its clock bias. By comparing the estimator’s error
to the CRBs we have shown that our estimator is efficient and
that 3D localization and synchronization is possible for the
considered system. Our results point to the potential of RIS
in enabling radio localization for simple wireless networks.
A future research direction is to investigate the multi-user
scenario and to study the effects of employing multi-antenna
BS, different RIS phase profiles, and different pilots’ energy
levels on the localization performance in the considered setup.
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APPENDIX A
CALCULATING F ch
In this appendix, we derive ∂[E]n,t/∂[ζch]r, then elements































































[cosφel cosφaz, cosφel sinφaz,− sinφel]>
(47)
Q = [q0,0, q1,0, . . . , qMr−1,Mc−1]. (48)




















−j2πnτr∆f [u(φ)]t[1, j]. (50)
APPENDIX B
CALCULATING J
According to (10), to determine the elements of J , one
should calculate the derivatives ∂[ζch]r/∂[ζpo]s. To do so,
we first write each element of ζch as a function of ζpo, as
described in Section II-B and then calculate the derivatives.
For any function f , we use the notation ∂f/∂p ∈ R3 to























] = [1, 1]. (53)




























] = [1, 1, 1, 1]. (56)
The rest of the derivatives are zero.
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