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Abstract—The recently proposed data-driven background
dataset refinement technique provides a means of selecting an in-
formative background for support vector machine (SVM)-based
speaker verification systems. This paper investigates the char-
acteristics of the impostor examples in such highly-informative
background datasets. Data-driven dataset refinement individually
evaluates the suitability of candidate impostor examples for the
SVM background prior to selecting the highest-ranking examples
as a refined background dataset. Further, the characteristics of
the refined dataset were analysed to investigate the desired traits
of an informative SVM background.
The most informative examples of the refined dataset were
found to consist of large amounts of active speech and distinctive
language characteristics. The data-driven refinement technique
was shown to filter the set of candidate impostor examples
to produce a more disperse representation of the impostor
population in the SVM kernel space, thereby reducing the
number of redundant and less-informative examples in the
background dataset. Furthermore, data-driven refinement was
shown to provide performance gains when applied to the difficult
task of refining a small candidate dataset that was mis-matched
to the evaluation conditions.
Index Terms—Speaker verification, support vector machine
(SVM), data selection, impostor cohort.
I. INTRODUCTION
RECENT studies have demonstrated that SVM-basedspeaker verification classification performance relies
heavily on the choice of SVM kernel [1], [2], [3], [4] and the
use of session compensation [5], [6]. However, the choice of
impostor examples used in the background dataset and their
effect on classification performance is often overlooked [7].
The SVM relies on the background dataset to provide dis-
criminatory information against client data during the training
process. In the context of speaker verification, it is common
for the number of impostor observations used in SVM training
to significantly outweigh the number of positive speaker exam-
ples. Consequently, the SVM gets most of its discriminatory
information from the background dataset.
The importance of selecting an appropriate background
dataset has been demonstrated in previous work [7] where
the shortcomings of the traditional heuristic-based approach
to dataset selection were investigated. It was found that
a sub-optimal background was selected due to the manner
in which the candidate background datasets were compiled.
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Consequently, the inclusion of a small proportion of inappro-
priate background examples limited the potential classification
performance offered by the system. To overcome this short-
coming, a data-driven selection technique termed background
dataset refinement was proposed [7].
Background dataset refinement [7] is a data-driven approach
to the selection of the most suitable set of impostor examples
from a diverse candidate impostor dataset. Selection of a
refined SVM background is performed on a per-utterance basis
after first ranking the candidate examples using an impostor
suitability metric, termed support vector frequency. The sup-
port vector frequency of a candidate impostor example was
defined as the number of times that it was selected as a support
vector when training a set of development SVMs. Later
research [8] investigated the versatility of dataset refinement
where it was found to be well suited to the selection of a cohort
for the purpose of T-norm score normalisation [9]. These
studies were the first steps to seeking out a dataset selection
technique to systematically determine the most informative
subset of candidate impostor examples.
The refined dataset gives some insight into the characteris-
tics that are desirable in a background dataset. The following
study extends on [7] and [8] by investigating these character-
istics and the underlying attributes of the data-driven dataset
refinement technique. The properties analysed of impostor
examples in the refined background datasets include their
distribution in the SVM kernel space, active speech content
and language characteristics.
This article is structured as follows. The experimental pro-
tocol used in this study is detailed in Section II. An example
of traditional heuristic-based background dataset selection is
given in Section III along with a discussion on the shortcom-
ings of the technique. Section IV describes how the SVM
training process can be exploited in the task of data selection
followed by the definition of the support vector frequency
metric of impostor suitability and finally, the data-driven im-
postor selection technique. Experimental results in Section V
investigate the effectiveness of the impostor suitability metric
and how well the refined background dataset generalises to
unseen data. The characteristics of an informative refined
dataset are analysed in Section VI with conclusions presented
in Section VII.
II. EXPERIMENTAL CONFIGURATION
The following section details the Gaussian mixture model
(GMM)-SVM configuration and the datasets used to evaluate
system performance in this study. This configuration matches
2TABLE I
NUMBER OF CANDIDATE IMPOSTOR EXAMPLES FROM EACH DATA
SOURCE.
Data Source Male Female
Fisher 2000 2000
Switchboard II 2000 2000
NIST 2004 1901 2651
NIST 2005 543 1115
that used in [7] and [8] so as to align with previous studies.
Details are also given on the collection of candidate impostor
examples available for use in the background dataset.
A. GMM-SVM System
GMM mean supervectors were used as features for SVM
training and classification with the associated GMM mean
supervector kernel [5]. The GMM system used to produce the
mean supervectors was previously described in [10].
The SVM implementation uses the open source
LIA MISTRAL package [11] based on the libSVM
library [12]. Nuisance attribute projection (NAP) [5] was
employed to reduce session variation by removing the 50
dimensions of greatest variation from the supervector space.
B. Datasets and Evaluations Corpora
Development evaluations were performed using both the all-
language and English-only trials from the 1conv4w condition
of the NIST 2006 speaker recognition evaluation (SRE). In
this study, classification performance was measured in terms
of minimum decision cost function (DCF) and equal error rate
(EER), as defined in the NIST SRE protocol [13].
The NIST 2008 SRE corpus was used to determine whether
the background dataset selected during development evalua-
tions generalised well to unseen data. All results were found
using both condition 6 and 7 as specified in the official NIST
2008 evaluation protocol [13] in which the former evaluates
telephony data trials from all languages while the latter re-
stricts these trials to the use of English spoken utterances.
Candidate impostor observations were collected from NIST
2004 and NIST 2005 databases and a random selection of 2000
utterances1 from each of Fisher and Switchboard 2 corpora
giving a total of 6444 male and 7766 female observations.
Table I details the number of candidate impostor examples
used from each of these data sources. The limited amount
of data from the NIST 2005 corpus is due to the intentional
exclusion of utterances from any speakers that also appear in
the NIST 2006 corpus. For this study, these datasets consisted
only of telephony data. Conversations were spoken in a range
of languages with the majority in English.
T-norm score normalisation [9] was applied to all scores
with results pooled after being evaluated on a gender-
dependent basis. Unless otherwise specified, the background
dataset was used as the T-norm cohort in this study with T-
norm models being trained using the leave-one-out approach.
This reflects the approach implemented by Campbell et al.
1Selected randomly from the entire relevant database due to memory
limitations restricting the complete dataset size to around 8000 examples.
in [14] where the use of a single dataset as the SVM back-
ground and the T-norm cohort provided superior performance
to the use of a disjoint T-norm dataset. The motivation to adopt
this approach in the following study is based on the assumption
that an ideal T-norm cohort consists of similar characteristics
to the background dataset in being a diverse range of impostor
observations.
III. HEURISTIC BACKGROUND DATASET SELECTION
Traditionally, the background dataset has been selected
based on heuristics [15], [16]. Heuristic-based selection typ-
ically involves subjecting various combinations of candidate
SVM backgrounds to development evaluations where the
candidate dataset that maximises classification performance is
selected as the most appropriate impostor set for the evaluation
of unseen data.
This section looks at the heuristic-based approach to back-
ground dataset selection typically used in the development of
SVM-based speaker verification systems. This is done through
the selection of a heuristically-chosen background dataset from
a set of available resources after which the shortcomings of
the approach are discussed in Section III-B. Following the
developments in [7], analysis of the following experimental
results provides the motivation for the development of the
data-driven approach to background dataset selection.
A. Development Evaluations
The results from the all-language (det1) and English-only
(det3) SRE’06 development evaluations when using a number
of different background dataset configurations are detailed
in Table II. The best performing heuristic dataset in both
evaluation conditions was the NIST 2004 corpus.
Surprisingly, the full NIST 2004 dataset provided better
performance in the English-only evaluations than the closer
matching English subset of the NIST 2004 data. While in
this case, the inclusion of seemingly less-suited non-English
examples were beneficial to performance, the combination of
the NIST 2004 dataset with impostor data from an alternate
source degraded performance in all evaluations despite the
significant increase in dataset size.
B. Shortcomings of Heuristic Dataset Selection
The most unstructured aspect of the heuristic-based ap-
proach to dataset selection is the compilation of the candidate
datasets used in the development evaluations. These datasets
are typically compiled based on broad characteristics such as
data source and language rather than the merit of individual
candidate examples. Development evaluations are therefore
limited to seeking out the most appropriate candidate dataset
rather than candidate examples. As the discriminatory infor-
mation possessed by each candidate example is not analysed,
the heuristic-based approach cannot guarantee the selection of
the most suitable background dataset from available impostor
examples without becoming a tedious and time consuming
task.
The results in Table II can be analysed to further illustrate
the shortcoming of the heuristic-based approach to dataset
3TABLE II
T-NORMED RESULTS FROM ALL-LANGUAGE AND ENGLISH-ONLY NIST
2006 SRE USING DIFFERENT BACKGROUND DATASETS.
All English
Background Min.DCF EER Min.DCF EER
NIST 2004 .0217 4.73% .0135 2.82%
NIST 2004 (English-only) .0271 5.39% .0140 2.93%
NIST 2005 .0279 5.69% .0174 3.48%
Fisher .0293 5.59% .0155 3.03%
Switchboard II .0302 6.06% .0178 3.48%
NIST 2004 + NIST 2005 .0221 4.76% .0143 3.09%
NIST 2004 + Fisher .0224 4.81% .0136 2.82%
NIST 2004 + SWB2 .0224 4.95% .0141 2.98%
Complete Set .0234 5.06% .0152 3.21%
selection. These results indicate that the addition of less-
appropriate examples to the NIST 2004 dataset degraded
performance in the development evaluations. This brings about
the question as to whether a proportion of the heuristically-
selected NIST 2004 dataset is, infact, not well-suited to the
task of the background dataset and inherently limits the
achievable performance of the SVM-based verification system.
The performance offered in development evaluations by
datasets other than the NIST 2004 corpus indicates that the
SVM training process was able to exploit some degree of
useful discriminatory information from these sets. This implies
that informative impostor examples exist in each of these
datasets. It is possible that the inclusion of these beneficial
examples to the NIST 2004 dataset may provide additional
discriminatory information for SVM training and result in
improved performance.
IV. DATA-DRIVEN BACKGROUND DATASET SELECTION
This section covers the data-driven selection technique that
was presented in [7] and is used for dataset selection in
the remainder of this study. Also termed background dataset
refinement, the approach uses a development dataset to assist
in the systematic selection of the SVM background. Available
candidate impostor examples are ranked by the potential they
offer to the background dataset to allow the most suitable
impostor observations to be selected on an individual ba-
sis, thereby overcoming the shortcoming of the traditional
heuristic-based approach. The criterion used to perform this
impostor observation ranking is termed support vector fre-
quency.
A. Support Vector Frequency
The support vector frequency metric [7] provides a means
of exploiting information from the SVM training process
regarding the discriminatory information offered by each of
the background impostor examples. The training of a client
SVM involves positioning a separating hyperplane in a high-
dimensional space so as to maximise the margin between im-
postor and speaker classes [17]. The position of this separating
hyperplane is defined by a subset of both positive and negative
training examples termed support vectors. The SVM training
process can, therefore, be viewed as a data selection process in
which the most informative examples are selected as support
vectors. This leads to the assertion that the impostor support
vectors are the most important subset of background examples
with respect to the client’s training data.
Extending this assertion over a large set of trained SVMs,
the background examples that are more frequently selected as
support vectors are likely to be relatively more important to
the background dataset than those that are rarely selected. The
support vector frequency of a candidate background example
is, therefore, defined as the total number of instances in which
it is selected as a support vector when training a set of
development client models. The SVM hyperplane normal is
given by ω =
￿
i αiyixi over all training examples xi with
a class label yi ∈ {−1, 1}. Denoting the background training
examples as j ∈ {i; yi = −1}, the support vector frequency
of background example j can, therefore, be formulated as
SVFreqj =
K￿
k=1
φ
￿
αkj
￿
(1)
where αkj is the coefficient allocated to the jth impostor
example in the training of the kth development client SVM,
and
φ(α) =
￿
1 α > 0 ,
0 α = 0 .
(2)
In this form, the support vector frequency of an example pro-
vides a measure of it’s relative importance in the background
dataset.
B. Background Dataset Refinement Procedure
A refined dataset RN can be selected as the most suitable
impostor examples from a large and diverse candidate dataset
B using a set of development client vectors S. The speakers
observed in the set S should be disjoint from those in B. The
data-driven approach to dataset selection can be performed as
follows:
1) Using the entire candidate impostor set B as the SVM
background, train a set of development client SVMs
from each vector in S.
2) Calculate the support vector frequency of each impostor
example in B.
3) The refined impostor dataset RN is selected as the
N examples from B with the highest support vector
frequency (note that RN ⊂ B).
4) Use RN in the evaluation of a development corpus to
determine the number of examples N that maximises
classification performance.
As in the case of the heuristic-based approach to dataset
selection, the characteristics found in development dataset S
are likely to influence the selection of the refined dataset RN .
V. RESULTS
The following experiments were designed with the objective
of determining how effectively the support vector frequency
metric measures the suitability of an impostor example and
how well the background dataset refinement technique gener-
alises to unseen data. Extended results over [7] and [8] are
4included where both all-language and English-only trials are
presented to allow for a thorough analysis of the language-
dependencies of the data-driven refinement technique in Sec-
tion V-C. Furthermore, the refinement of a small dataset
that is somewhat mis-matched to the evaluation conditions is
performed in Section V-E to demonstrate the effectiveness of
dataset refinement under adverse conditions.
The candidate impostor dataset B in the following experi-
ments was compiled from all available resources as detailed in
Table I of Section II-B. The set of development client vectors
S was made up of the training and testing utterances from
the 1conv4w, all-language condition of the NIST 2006 SRE.
Datasets were collected on a gender-dependent basis with
refinement being performed likewise. Unless otherwise stated,
T-norm score normalisation was applied to all scores using the
background dataset as the T-norm cohort (See Section II-B).
Consequently, the T-norm cohort was refined along with the
background dataset.
A. The Effect of Refinement
In order to determine the effectiveness of the support vector
frequency metric to represent impostor suitability, the mini-
mum DCF and EER from the all-language, 1-sided NIST 2006
SRE were evaluated during the refinement of the candidate
background dataset B for the female subset. The solid lines
of the plots in Figure 1 depict these results. Improvements in
both minimum DCF and EER were observed as the number of
background examples were pruned to retain only the highest-
ranking examples. This demonstrates that the support vector
frequency effectively represents the suitability of an impostor
example for use in the SVM background dataset.
The minima in the plots of Figure 1 are reached through
extensive refinement. This suggests that a significant number
of impostor examples from the candidate dataset hinder clas-
sification performance despite their likely selection as support
vectors in a number of client SVMs. The training examples
that are most difficult to classify are selected as support vectors
to define the separating hyperplane. However, a proportion
of these examples may have originated from abnormal or
defective speech segments, thereby degrading classification
performance. While it is unlikely that a significant number of
candidate examples exhibit these detrimental traits, Figure 1
suggests that the support vector frequency is able to discrim-
inate between the truly informative examples and those less-
suited to the SVM background. Further experimental studies
are presented in Section VI-D where the traits of the highest-
and lowest-ranking examples are analysed in order to better
understand the characteristics of the support vector frequency
metric.
For completeness, the performance statistics obtained when
refining the background datasets in the reverse direction are
depicted as dashed lines in the plots of Figure 1. In these trials,
impostor examples with the lowest support vector frequency
were retained such that the least informative examples were
selected as the background dataset. The background dataset of
N examples selected via refinement in the reverse direction
will be denoted as VN for the remainder of this study.
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Fig. 1. T-normed min. DCF and EER for 1-sided, female, all-language
NIST 2006 SRE as the complete background dataset was refined compared
to reverse-refinement.
The right-hand side of the reverse-refined plots in Figure 1
shows that performance suffered severe degradation when the
highest-ranking examples were removed from the candidate
dataset, despite the small reduction in background dataset size.
This demonstrates that a small set of highly-appropriate im-
postor observations provide a significant amount of beneficial
discriminatory information to the SVM training process.
An aspect of SVM training briefly investigated during this
study was the effect of the cost parameter on the support
vector frequency metric. The cost parameter specifies the
penalty associated with the mis-classification of a training
example such that a larger cost brings about an increased
penalty for errors [17]. The cost also defines the upper limit
of weights allocated to support vectors during SVM training.
Experimental results indicated that using a large cost, such that
support vector weights were not constrained, provided the best
performance from refined datasets. It is believed that limiting
the range of the support vector weights has a corresponding
effect on the ability of the support vector frequency metric
to discriminate between the individual suitability of candidate
background examples.
B. Generalisation of Background Dataset Refinement
This section looks at the generalisation of the refined
datasets in the all-language and English-only conditions of the
recent NIST SREs. This discussion expands on the investiga-
tion of the English-only results in [7].
Presented in Figure 2 is a plot of the minimum DCF for
all-language trials on the NIST 2006 and 2008 corpora as the
background dataset was refined using the data-driven selection
technique with the NIST 2006 corpus serving as development
data. Results are presented for both un-normalised and T-
normalised scores demonstrating that the implicit refinement
of the T-norm cohort provided normalised scores with consis-
tent performance gains over un-normalised scores throughout
the range of background dataset sizes.
The high correlation of the NIST 2006 and NIST 2008
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Fig. 2. Un-normalised and T-normed min. DCF in 1-sided, all-language
NIST 2006 and 2008 SRE as candidate dataset was refined.
TABLE III
MIN. DCF AND EER OBTAINED FROM 1-SIDED, ALL-LANGUAGE NIST
2006 AND 2008 EVALUATIONS WHEN USING THE COMPLETE,
HEURISTICALLY CHOSEN AND REFINED BACKGROUND DATASETS FOR
SVM TRAINING.
SRE’06 SRE’08
Background Min.DCF EER Min. DCF EER
Complete (B) .0234 5.06% .0435 8.34%
Heuristic .0217 4.73% .0406 8.41%
R4000 .0227 4.79% .0422 8.30%
R2000 .0213 4.65% .0411 8.24%
R1000 .0204 4.65% .0398 8.47%
R750 .0204 4.62% .0395 8.28%
R500 .0205 4.73% .0393 8.44%
R250 .0215 4.81% .0393 8.80%
performance curves in Figure 2 demonstrates the effective-
ness of the dataset refinement technique to select an SVM
background that generalises well from the development data
to the unseen corpus2. As the number of background examples
were reduced through refinement, the performance in both the
SRE’06 and SRE’08 improved until the size of the dataset
was reduced to approximately 500 observations, where further
refinement was found to degrade performance. It is expected
that this degradation was due to the inadequate coverage of
the impostor space resulting in the under-training of client
SVMs [1].
Table III presents the performance statistics from the all-
language evaluations when using several different sizes of re-
fined background datasets along with the heuristically chosen
set (determined in Section III-A). In these evaluations, the
heuristic set provided a relative improvement of 7% and 6%
in minimum DCF over the complete set of impostors in the
SRE’06 and SRE’08 respectively. However, the background
dataset offering the best overall performance on both corpora
was the refined impostor set of 750 observations (R750),
providing relative minimum DCF improvements of 12% and
9% in SRE’06 and SRE’08 respectively over the complete
candidate dataset.
Several interesting trends were observed in the English-only
trials presented in Table IV. While the heuristically selected
2It should be noted that a small proportion of speakers from the NIST 2006
corpus are also present in the all-language NIST 2008 evaluations (around
6%), however, this was expected to have a negligible effect on the apparent
generalisation ability of the refined dataset.
TABLE IV
MIN. DCF AND EER OBTAINED FROM 1-SIDED, ENGLISH-ONLY NIST
2006 AND 2008 EVALUATIONS WHEN USING THE COMPLETE,
HEURISTICALLY CHOSEN AND REFINED BACKGROUND DATASETS FOR
SVM TRAINING.
SRE’06 SRE’08
Background Min.DCF EER Min. DCF EER
Complete (B) .0152 3.21% .0185 4.29%
Heuristic .0135 2.82% .0182 4.31%
R4000 .0144 2.93% .0173 4.15%
R2000 .0128 2.66% .0166 4.15%
R1000 .0121 2.49% .0168 4.29%
R750 .0122 2.55% .0170 4.01%
R500 .0118 2.49% .0178 4.17%
R250 .0130 2.87% .0199 4.51%
impostor set provided a relative reduction of more than 11% in
both minimum DCF and EER on the development corpus over
the complete set of impostors, it failed to generalise well to the
NIST 2008 SRE, resulting in little improvement in minimum
DCF and a marginal loss in EER. In contrast, the refined
background dataset of 500 observations (R500) was found
to provide the best performance on the development dataset
with a 22% relative improvement in both the minimum DCF
and the EER over the complete set of impostors. The refined
dataset was also found to provide gains over the heuristically
selected set of impostors in the evaluation of the unseen
SRE’08. While this indicates that the selected refined dataset
generalised well to unseen data, the larger refined dataset R750
was found to give better overall performance. It is expected
that experiments such as those in Section VI will motivate
possible modifications to the method used to select the size of
the refined dataset so as to improve dataset generalisation.
In all evaluations, an impostor set selected through back-
ground dataset refinement provided superior performance over
the heuristically-selected dataset. This demonstrates that the
data-driven selection technique can effectively determine a
reduced set of highly-appropriate impostor examples from
varying data sources for use as the SVM background dataset.
An interesting observation that can be made from the
results presented in this section is that the refinement process
appears to provide more apparent and consistent benefits to
the minimum DCF than the EER, particularly in the evaluation
of the unseen corpora. These trends can be observed by the
anti-clockwise rotation of the DET curve from the refined
dataset relative to that of the candidate dataset in Figure 3. The
analysis of the score distributions between evaluations using
the full and refined datasets found the means of the target and
impostor distributions to remain relatively unchanged, however
a reduction in their variance was observed, thus explaining the
improved system performance through refinement. The DET
plot rotation observed in Figure 3 appeared to be due to a
reduction in the ratio of variances between the impostor and
target score distributions when employing dataset refinement
which is supported by the findings in [18].
Results in this study focus solely on SVM-based classifica-
tion using the GMM supervector kernel. As with most system
development scenarios, the configuration of the refinement
system was matched to the intended classifier. Recent findings,
however, have demonstrated that impostor dataset refinement
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Fig. 3. DET plot of the All-language SRE’06 when evaluated using the
complete and refined background datasets.
using the GMM supervector kernel can also provide benefits
to generative GMM-UBM-based classifiers [19].
C. Language Dependence
Experiments in this section aim to determine the degree that
the language characteristics found in the development dataset
S effect the selection of refined datasets. The performance
offered by refined datasets is compared when refinement is
conducted using a development dataset that is matched and
mis-matched to the evaluation language conditions of the
unseen corpus.
Two sets of development data were compiled for these
experiments: the all-language NIST 2006 dataset S, used
in all refinement experiments thus far, and the English-only
subset of this data, denoted as Seng . Both development sets
were used to refine the complete set of impostor examples
B. During refinement, the size of the refined dataset was
optimised to minimise the EER for the SRE’06. Table V details
the corresponding performance from these datasets on both the
NIST 2006 and 2008 SRE.
Comparable performance was found from both refined
datasets in the English-only SRE’06 trials irrespective of
development dataset language, while a marginal performance
improvement was achieved in English-only SRE’08 results
when refinement was performed using the closer matching
development data of Seng . Similarly, the all-language trials
on both corpora showed improved performance when the
background dataset was refined using S as development data
rather than with the English-only Seng . These results suggest
that the use of a development dataset with a broader range of
language characteristics than the evaluation set is not harmful
to performance, however, a development dataset that does
not include examples that represent the evaluation conditions
may reduce the potential performance offered through dataset
refinement.
D. Selection of T-norm Dataset Size
Until now, the refined background dataset has been used
as the impostor cohort to perform T-norm score normalisa-
TABLE V
PERFORMANCE WITH MATCHED AN UNMATCHED LANGUAGE CONDITIONS
BETWEEN DEVELOPMENT DATASET AND TEST CONDITIONS.
Test Language
All English
Eval. Dev. Min.DCF EER Min. DCF EER
SRE’06 S .0204 4.62% .0118 2.49%
Seng .0221 4.78% .0117 2.55%
SRE’08 S .0395 8.28% .0178 4.17%
Seng .0408 8.31% .0174 4.16%
tion. The effectiveness of this approach was demonstrated
in Section V-B. Recent studies, however, have demonstrated
that dataset refinement is also applicable to the selection of
the T-norm cohort [8]. Through the independent selection
of the top N impostor examples for the refined background
and T-norm datasets, the sensitivity of SVM-based classifica-
tion performance to each of these datasets can be analysed.
Extending on [8], the minimum DCF is used as the sole
criteria to minimise when determining the size of the refined
datasets. This performance statistic was used as the selection
criteria instead of the EER as it tended to produce refined
datasets that generalised more readily to an unseen copora
when independently refining two datasets.
The candidate impostor dataset B was ranked with the NIST
2006 corpus serving as development data. Refined T-norm
and background datasets were then independently selected as
the top N examples from the ranked candidate examples.
Consequently, this independent selection produced intersecting
datasets where the smaller dataset was a subset of the other.
An exhaustive search of refined dataset sizes was conducted in
an attempt to minimise the minimum DCF on the all-language
NIST 2006 SRE. The minimum DCF performance achieved
during this search is depicted as a 3-D plot in Figure 4 (a)
with the corresponding performance on the NIST 2008 SRE
shown in Figure 4 (b). The lighter peaks in the plots designate
improved performance.
Figure 4 shows that higher performance variation occurs
along the axis that represents the size of the T-norm dataset
than the axis of the background dataset size. This indicates
that the minimum DCF was more sensitive to the selection of
a suitable T-norm dataset than the background dataset in the
evaluation of both the development and unseen corpora.
The minimum DCF was minimised in the SRE’06 when
using the 1500 highest-ranking impostor examples (R1500)
as the background dataset and the subset of the top 500
observations (R500) as the T-norm dataset. The performance
of development evaluations when using these refined datasets
is compared to the use of the complete impostor set B in
Table VI. The use of both refined datasets in the SRE’06
provided a relative reduction of 14% in minimum DCF and 8%
in EER over the complete dataset B. Similarly, a 10% relative
improvement in minimum DCF was observed in the SRE’08
when using the refined datasets over the complete dataset,
however, the EER remained unchanged. When restricting
evaluations to the use of only one of the refined datasets,
superior performance was obtained with the refined T-norm
dataset over the refined SVM background.
7TABLE VI
PERFORMANCE ON ALL-LANGUAGE SRE’06 AND SRE’08 USING COMPLETE AND REFINED T-NORM AND BACKGROUND DATASETS.
Config. SRE’06 SRE’08
(Bck / T-norm) Bck T-norm Min.DCF EER DCF EER
Complete / Complete B B .0234 5.06% .0435 8.34%
Complete / Refined B R500 .0210 4.75% .0403 8.31%
Refined / Complete R1500 B .0231 4.84% .0427 8.40%
Refined / Refined R1500 R500 .0201 4.65% .0391 8.34%
(a) SRE’06
(b) SRE’08
Fig. 4. Min DCF. on NIST 2006 and 2008 SRE with refinement of
intersecting background and T-norm datasets. (Lighter peaks denote improved
performance)
Comparing the results from the use of independently-
selected T-norm and background datasets found in Table VI
to those achieved when refining a single dataset for both tasks
in Table III of Section V-B, it can be seen that little gain was
achieved through the independent selection of these datasets.
Nonetheless, in demonstrating that good performance can be
found through the refinement of a single T-norm and SVM
background dataset, the traditional approach of individually
selecting these datasets can be merged into a single task during
system development.
E. Refinement of Small Candidate Datasets
The previous sections focussed on the refinement of a
substantially-sized impostor candidate dataset. Of interest,
however, is whether dataset refinement can be applied to the
more difficult task of refining a small candidate dataset com-
posed of impostor examples that are somewhat mis-matched
to the evaluation conditions.
TABLE VII
MIN. DCF AND EER OBTAINED FROM 1-SIDED, ALL-LANGUAGE NIST
2006 AND 2008 EVALUATIONS WHEN USING COMPLETE AND REFINED
SWITCHBOARD 2 BACKGROUND DATASET FOR SVM TRAINING.
SRE’06 SRE’08
Background Min.DCF EER Min. DCF EER
Bswb .0305 6.11% .0471 9.02%
Rswb100 .0282 5.37% .0440 8.73%
For these experiments, a random selection of 1000 exam-
ples were selected from the original 2000 examples of the
Switchboard 2 corpus to form the candidate dataset Bswb.
This corpus was selected as it provided the worst performance
from the available data sources in the development evaluations
of Section III-A, thereby indicating a certain degree of mis-
match to the evaluation conditions. The examples in Bswb were
ranked by support vector frequency using S as development
data from which several sizes of refined background datasets
were subjected to development evaluations. The 100 highest-
ranking examples (Rswb100) were found to minimise the EER in
the SRE’06 and were, therefore, selected as the best refined
data for the evaluation of the unseen NIST 2008 SRE. Results
when using the complete set Bswb and the refined dataset Rswb100
as the SVM background in the evaluation of both SRE’06 and
SRE’08 are detailed in Table VII.
Table VII indicates that the refined dataset Rswb100 provided
relative improvements of 8% and 12% in minimum DCF
and EER respectively over the use of the complete dataset
Bswb in the SRE’06 development evaluations. Similar DCF
improvements were also observed in NIST 2008 SRE while
the EER demonstrated a modest gain over the complete
dataset. Such statistics demonstrate that dataset refinement can
effectively determine the most suitable impostor examples for
the refined SVM background despite the candidate examples
being limited in number and somewhat mis-matched to the
evaluation conditions.
VI. BACKGROUND DATASET REFINEMENT
CHARACTERISTICS
The previous section demonstrated the effectiveness of the
recently proposed data-driven impostor selection technique
for selecting a highly-appropriate SVM background from a
diverse set of candidate impostor examples. This section aims
to reveal the underlying characteristics of the background
dataset that become more apparent as it is increasingly refined
so as to provide an understanding of the ideal traits desired
of background impostor examples. It is expected that future
studies will utilise such information to improve the data-driven
selection process.
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Fig. 5. Support vector frequencies of ranked examples from the complete
background datasets.
A. Ranking by Support Vector Frequency
This section investigates the distribution of the support
vector frequencies that are calculated on the examples in the
candidate dataset. The plot in Figure 5 shows the support
vector frequencies obtained on the male and female candidate
impostor datasets, B, when ranked using the corresponding
development dataset S of 1950 male or 2556 female client
vectors. The left side of the plot shows that a small subset of
examples were regularly selected as support vectors, indicating
the relatively high degree of discriminative information they
offer to the SVM training process.
The support vector frequencies of the lowest-ranking exam-
ples, depicted on the right-hand side of Figure 5, indicates that
very few examples are allocated a support vector frequency of
zero. This suggests that nearly all background examples were
found to provide some degree of discriminative information in
the training of client SVMs. In pruning these lower-ranking
examples from the dataset, support vectors are essentially
removed from a number of client SVMs trained on the
development dataset S. Counterintuitively, this process was
found to aid classification performance in Section V-B, despite
the apparent discriminative information these support vectors
may have provided in the SVM training process.
From the right-hand side of the plot in Figure 5, the support
vector frequency of each example increases consistently until
the 1000 highest-ranking examples are encountered where
a sharp rise in support vector frequency is observed. This
change in slope of the support vector frequency plot falls
within a similar region to the number of examples selected
in the refined datasets of Section V-B. Previous sections
have demonstrated how the data-driven selection technique
determines the optimal size of the refined dataset by fulfilling
a given criteria on a set of development evaluations. Ideally,
development evaluations could be eradicated from the process
of selecting the refined dataset size so as to reduce the time
required for system development. Future studies will further
investigate anomalies such as the change of slope in the
support vector frequency to determine whether a method of
automatically calculating the optimal size of refined dataset
can be derived to, subsequently, alleviate the need to perform
development evaluations.
B. Impostor Dispersion in the SVM Feature Space
The data-driven impostor selection technique filters from
the candidate impostor dataset those examples that provide
the least information during the training of a set of develop-
ment SVMs. Consequently, the way in which the impostor
population is represented in the SVM kernel space changes
as examples are removed. In order to learn the kernel space
characteristics that belong to a highly-informative dataset, the
dispersion of examples in the refined background dataset can
be analysed as the lower-ranking observations are progres-
sively removed from the set. It is expected that the average
distance between examples will provide insight as to the
impact of outlying examples on the SVM training process
and whether tightly-grouped observations are filtered from the
candidate set to reduce redundancy in the refined dataset.
The average distance between examples, d, in the refined
background dataset RN was calculated using
d(RN ) =
2
N(N − 1)
N￿
n=1
N￿
m=n+1
￿RN (n)−RN (m)￿ (3)
where the dataset RN contains N observations.
The average distance between examples, d(RN ), was cal-
culated as the background dataset was more extensively re-
fined with resulting distances being depicted as solid lines in
Figure 6. For comparison, refinement was also performed in
the reverse direction allowing d(VN ) to be calculated as the
lowest-ranking examples were retained in the dataset VN . The
distances d(VN ) are shown as dashed lines in Figure 6.
The solid lines in Figure 6 indicate that a consistent
increase in inter-example distance occurred as the number
of background examples were reduced to include only the
highest-ranking examples. This suggests that the background
refinement technique filters the candidate set of impostor
examples to produce a more dispersed impostor representation
in the SVM feature space. Supporting this hypothesis is the
consistent reduction of inter-example distance when retaining
only the lowest-ranking candidate examples in the dataset VN ,
as can be observed in the dashed curves of Figure 6. In this
case, more extensive refinement increased the compactness of
the impostor observations in Vn.
To further aid the analysis of inter-example dispersion, the
variance within the impostor space was calculated in the re-
fined datasets. For this task, the trace of the covariance matrix
estimated from the background supervectors was determined
during refinement providing a measure of total variance in the
kernel space. The trace from the complete set of candidate
impostor examples was determined to be approximately 0.57
for both male and female datasets. The refined dataset consist-
ing of the 1000 highest-ranking examples gave a 7% relative
increase in this value to around 0.61 whereas the trace of
the 1000 lowest-ranking examples fell to around 0.53. These
trends indicate that refinement of a candidate dataset produces
a more uniformly distributed set of examples. This observation
suggests that outlying examples provide substantial beneficial
discriminatory informative during SVM training.
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Fig. 6. Average inter-example distance in the background dataset as it is
both refined and reverse-refined.
TABLE VIII
CONTRIBUTION (%) OF DATA SOURCES TO REFINED BACKGROUND
DATASETS.
Gender Background Fisher SWB2 NIST04 NIST05
Male
Complete 31% 31% 30% 8%
R750 34% 12% 50% 4%
R500 32% 9% 55% 4%
Female
Complete 26% 26% 34% 14%
R750 25% 9% 51% 14%
R500 24% 7% 57% 12%
C. Database Contribution to Refined Background
Table VIII details the contribution of each data source to
the complete and best refined background datasets of 750
and 500 examples (R750 and R500) as determined for the
all-language and English-only trials respectively in Section
V-B. These statistics show that the refinement of the complete
datasets caused a significant increase in the contribution from
the NIST 2004 data source in both gender datasets. The
Fisher data source maintained a similar contribution in both
the complete and refined datasets while the proportion of
NIST 2005 examples in the male dataset was reduced through
refinement.
The most notable filtering was observed in the Switchboard
2 data source where more than 70% of it’s examples were
pruned from the candidate dataset during refinement. The
refinement of a subset of the Switchboard 2 data in Sec-
tion V-E found that performance was maximised after pruning
more than 90% of examples from the candidate dataset.
These statistics indicate that data-driven refinement is capable
of filtering less suited examples from the candidate dataset
irrespective of the diversity and the number of examples in
the candidate dataset.
Based on the proportion of NIST 2004 examples retained
in the refined datasets, it can be presumed that a higher
proportion of suitable impostor examples exist in this corpus
relative to the other copora trialled. This presumption is
supported by the findings of Section III in which NIST 2004
was selected as the heuristically-chosen dataset.
D. Ideal Impostor Audio Characteristics
In order to determine the audio characteristics that are
beneficial to the SVM background dataset, the active speech
TABLE IX
MEAN AND STANDARD DEVIATION OF ACTIVE SPEECH LENGTH DETECTED
IN 100 HIGHEST- AND 100 LOWEST-RANKED IMPOSTOR OBSERVATIONS.
Background B R100 V100
Male Female Male Female Male Female
µ Length (sec) 160 164 186 181 125 134
σ Length (sec) 47 46 39 40 55 65
TABLE X
PERCENTAGE (%) OF UTTERANCES FROM NATIVE ENGLISH, NON-NATIVE
ENGLISH AND NON-ENGLISH SPEAKERS IN REFINED AND
REVERSE-REFINED BACKGROUND DATASETS.
Background B R100 V100
Male Female Male Female Male Female
Native English 91 90 42 13 92 93Non-native English 16 11 6 6
Non-English 9 10 42 76 2 1
content and language from the 100 observations of highest
and lowest support vector frequency were analysed on a per-
gender basis. Statistics regarding the amount of active speech
detected in the observations of these background datasets and
the complete dataset, are detailed in Table IX. An average
of more than 180 seconds of active speech was found in
the highest-ranking observations, R100, while an average of
approximately 160 seconds was found in the examples of the
candidate dataset B. In contrast, the average speech content
of the less informative set V100 was a considerable 61 and
47 seconds less than R100 for male and female datasets
respectively. It is expected that the longer speech segments
in R100 allowed the GMM MAP adaptation process to better
characterise speakers and, therefore, produce more reliable
supervectors.
The number of utterances in the refined and complete
background datasets consisting of US English, non-native
English and non-English speech3 are listed in Table X with the
all-language SRE’06 dataset, S, serving as development data.
It is interesting to observe that more than 90% of utterances
in the dataset V100 in both genders are from native English
speech samples with minimal non-English utterances being
selected. In contrast, a significant proportion of the male and
female datasets R100 are made up of non-English utterances.
These statistics support the assumptions made in Section VI-B
in that outlying examples, such as those exhibiting distinctive
language characteristics (ie. non-English speech), are highly-
appropriate impostor examples while redundancy is reduced
through dataset refinement.
E. Common Impostor Selection Between 2006 and 2008 De-
velopment Data
To determine the degree that the refined dataset is dependent
on the development dataset, a second development dataset was
compiled from all NIST 2008, 1-sided training and testing ut-
terances. This dataset and the original NIST 2006 development
dataset S were each used to refine the candidate dataset B so
3Native and non-native English statistics were combined for the complete
dataset as these two language categories were not always distinguishable in
the database metadata.
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Fig. 7. Percentage of examples common to background datasets refined using
NIST 2006 and NIST 2008 as development data.
as to produce different refined datasets. As each dataset was
more extensively refined, the commonly-selected observations
between the two datasets were monitored. Figure 7 shows this
example-overlap of the refined datasets in terms of percentage.
As the number of background examples were reduced through
refinement, a consistent decrease in the amount of commonly-
selected observations was observed until the number of obser-
vations fell below a thousand examples. At this point, more
than 60% of examples were commonly selected from both sets
of development data despite the refined datasets only retaining
20% of the complete set of candidate examples. This high
porportion of commonly-selected examples provides further
insight as to why refined datasets were able to generalise well
to the unseen data of NIST 2008 SRE in Section V-B.
VII. CONCLUSIONS
This paper investigated the properties of the recently pro-
posed data-driven dataset selection technique and the charac-
teristics of the impostor utterances that were found to be of
high value to the SVM background dataset.
It was determined that dataset refinement produced a back-
ground dataset that consisted of well dispersed impostor
vectors in the SVM feature space with those examples residing
in un-populated areas of the feature space being particularly
beneficial to discriminative training in the SVM. The 100
highest-ranking impostor observations were found to consist
of a considerable amount of active speech and distinctive
language characteristics (such as non-English or non-native
English speech).
Experiments in this study calculated the support vector
frequencies of a large set of impostor examples using the NIST
2006 SRE database. Evaluation of the English-only NIST 2006
SRE then showed that a refined background dataset of the 500
highest-ranking observations maximised performance, giving
relative improvements of up to 22% in both minimum DCF
and EER over the complete background dataset. Similarly,
the all-language NIST 2006 SRE found a 12% improvement
in minimum DCF through the use of the refined dataset of
750 examples over the candidate dataset. This demonstrated
that the support vector frequency was an effective means of
determining the most informative impostor examples from the
candidate dataset. The selected refined dataset was also shown
to generalise well to the NIST 2008 SRE where gains were
observed in both DCF and EER over a background selected
using the traditional heuristic-based approach.
The versatility of dataset refinement was demonstrated
through its application to the selection of the T-norm co-
hort where a refined dataset was found to provide improved
performance over the use of an un-refined impostor cohort.
Furthermore, the application of dataset refinement to a small
candidate dataset that was mis-matched to the evaluation
conditions found that it could effectively seek out the most
suitable examples for the background dataset irrespective of
the size and diversity of the candidate background dataset.
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