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Abstract
This work is concerned with the numerical solution of linear parabolic differential
equations
d
dt
u(t) + Au(t) = f(t), t ∈ [0, T ],
u(0) = u0,
where A : D(A) ⊂ X → X denotes a sectorial operator acting on some Banach
space X and f is a given forcing term. The most basic example would be given
by the negative Laplacian A = −∆ on X = L2(Ω) with domain of definition
D(A) = H2(Ω) ∩ H10(Ω) on some bounded domain Ω ⊂ Rd.
In the first chapter, we focus on the homogeneous problem, the solution to
which is given by u(t) = e−tAu0. A short introduction to the theory of analytic
semigroups is given, which forms the basis for the further development. We prove
Besov regularity of the solution u(t) for each fixed t > 0where the spatial domain
Ω may have a non-smooth boundary and reentrant corners. Moreover, we exploit
the Dunford-Cauchy representation of analytic semigroups to numerical evaluate
the operator exponential. Essentially, a quadrature rule for a Banach space val-
ued integrand over an infinite integration interval is presented. The error analysis
which incorporates spatial discretisation errors also leads to an efficient algorithm
which evaluates e−tAu0 up to any prescribed target accuracy. In contrast to clas-
sical schemes (e.g. Implicit Euler) the algorithm allows us to do arbitrary large
time steps and is inherently parallel.
In the second chapter, the scope is extended to the inhomogeneous problem.
After some results about the mapping properties of the solution operator L which
maps the forcing term f ∈ L2(0, T ;X) to the solution u ∈ L2(0, T ;D(A)) ∩
H1(0, T ;X), we present a new discretisation scheme. We utilise multi-wavelets
to discretise the time direction. The coefficients of the wavelet decomposition be-
come X-valued and can in turn be discretised by a wavelet basis on the spatial
domain Ω. For this scheme to be successful, we have to show that the X-valued
coefficients decay sufficiently fast to permit a sparse approximation to the solu-
tion. This goal is accomplished under very weak regularity assumptions on f .
Moreover, we outline an efficient algorithm which calculates the wavelet decom-
position of u = Lf given the forcing term f . This algorithm is based on the
quadrature rule from the first chapter.
The third chapter is devoted to applications in regularisation theory. The in-
verse problems to the homogeneous and the inhomogeneous problem are well-
known to be ill-posed such that we have to apply some regularisation technique.
After a short introduction to the classical theory, we present a modification of
Tikhonov regularisation which is closely adapted to the eigenspaces of the ill-
posed operator. While this eigenspaces are usually unknown, we develop an al-
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gorithm based on a contour integral which projects any given value onto certain
selected eigenspaces. Moreover, this algorithm allows us to apply the inverse of
the restriction of an analytic semigroup to certain eigenspaces which yields an
economical regularisation scheme. Concerning the inhomogeneous problem, an
adaptive discretisation is presented which proves useful in Tikhonov regularisa-
tion.
In the fourth chapter numerical experiments for the algorithms from the pre-
ceding chapters as well as comparisons to classical methods are collected. The
error analysis from the first chapter turns out to be rather sharp. Moreover, the
algorithm based on quadrature outperforms a classical single step method of sec-
ond order. The new discretisation scheme for the inhomogeneous problem leads
to very few significant coefficients in the time decomposition which renders the
scheme very appealing. This is exemplified in Tikhonov regularisation where we
observe singularities in the solution which are resolved well by the adaptive solu-
tion scheme.
Zusammenfassung
Die vorliegende Arbeit ist der numerischen Lösung linearer, parabolischer Diffe-
rentialgleichungen
d
dt
u(t) + Au(t) = f(t), t ∈ [0, T ],
u(0) = u0,
gewidmet. Hierbei bezeichnet A : D(A) ⊂ X → X einen sektoriellen Operator,
der auf einem Banach-RaumX operiert. f ist ein vorgegebener Zwangsterm. Das
einfachste Beispiel für diese Situation liefert der negative Laplace-Operator A =
−∆ mit Definitionsbereich D(A) = H2(Ω)∩H10(Ω) im RaumX = L2(Ω), wobei
Ω ⊂ Rn ein beschränktes Gebiet ist.
Das erste Kapitel beschäftigt sich mit dem homogenen Problem, dessen Lö-
sung durch u(t) = e−tAu0 gegeben ist. Nach einem kurzen Abriß der Theorie ana-
lytischer Halbgruppen beweisen wir ein Resultat über die Besov-Regularität von
u(t) für jedes feste t > 0, wobei das Gebiet Ω einen nicht-glatten Rand und ins-
besondere einspringende Ecken besitzen darf. Die Dunford-Cauchy-Darstellung
des Evolutionsoperators wird zur numerischen Approximation von e−tAu0 aus-
genutzt, wobei eine Quadraturregel über unbeschränkte Integrationsintervalle für
Integranden mit Werten in Banach-Räumen zur Anwendung kommt. Die Fehler-
analyse bezieht auch Fehler aus der Diskretisierung des Raumes X mit ein und
liefert einen Algorithmus, der e−tAu0 bis auf eine vorgegebene Zielgenauigkeit
auswertet. Im Gegensatz zu klassischen Verfahren, wie z.B. dem impliziten Euler,
erlaubt der Algorithmus beliebig große Zeitschritte und eine sehr einfache Paral-
lelisierung.
Das zweite Kapitel zielt auf die Lösung inhomogener Probleme. Zunächst
werden die Abbildungseigenschaften des OperatorsL untersucht, der den Zwangs-
term f ∈ L2(0, T ;X) auf die Lösung u = Lf ∈ L2(0, T ;D(A)) ∩ H1(0, T ;X)
abbildet. Basierend auf Multiwavelets, wird eine Diskretisierung in Zeitrichtung
entwickelt. Die Koeffizienten in der Multiskalen-Zerlegung liegen im Banach-
Raum X und können selbst wieder in eine Waveletbasis über dem Gebiet Ω ent-
wickelt werden. Damit diese Diskretisierung praktisch anwendbar ist, müssen die
X-wertigen Koeffizienten ein hinreichend starkes Abklingverhalten zeigen. Wir
beweisen entsprechende Resultate unter sehr schwachen Voraussetzungen an den
Zwangsterm f . Zusätzlich wird, aufbauend auf der Quadraturregel aus dem ersten
Kapitel, ein Algorithmus zur effizienten Berechnung der Waveletentwicklung von
u = Lf skizziert.
Im dritten Kapitel werden Anwendungen in der Regularisierungstheorie vor-
gestellt. Die Invertierung der Lösungsoperatoren aus den beiden ersten Kapiteln
führt bekanntermaßen zu schlecht gestellten Problemen, die durch entsprechen-
de Techniken regularisiert werden müssen. Zunächst stellen wir die klassische
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Tikhonov-Regularisierung vor, die dann an die Eigenräume der Vorwärtsoperato-
ren angepaßt wird. Typischerweise sind diese Eigenräume unbekannt, aber über
die Integraldarstellung der Projektoren auf diese Räume in Kombination mit einer
Quadraturregel wird ein Algorithmus entwickelt, der die Projektoren numerisch
approximiert. Derselbe Algorithmus erlaubt es auch, die Restriktion analytischer
Halbgruppen auf gewisse Eigenräume zu invertieren, was zu einem neuartigen
Regularisierungsschema führt. Für das inhomogene Problem stellen wir eine ad-
aptive Diskretisierung derjenigen linearen Probleme vor, die bei der Tikhonov-
Regularisierung auftreten.
Im vierten Kapitel sind numerische Experimente zu den neuen Algorithmen
und Vergleiche mit klassischen Verfahren zusammengestellt. Die Fehleranalyse
aus dem ersten Kapitel erweist sich als scharf. Desweiteren benötigt die Qua-
draturregel weniger Aufwand als ein klassisches Einschrittverfahren zweiter Ord-
nung, um eine vorgegebene Fehlerschranke zu erreichen. Das neuartige Diskre-
tisierungsschema für inhomogene Probleme führt zu sehr wenigen signifikanten
Koeffizienten, so daß das Schema sehr erfolgversprechend erscheint. Wir demon-
strieren diesen Vorteil am Beispiel der Tikhonov-Regularisierung. Am Rande des
Diskretisierungsbereiches treten Singularitäten auf, die von der adaptiven Multis-
kalendiskretisierung sehr gut erfaßt werden.
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Chapter 1
Homogeneous Initial Value
Problems
Let X0 be a (complex) Banach space and A : D(A;X0) ⊂ X0 → X0 be a linear
operator. This chapter is concerned with the initial value problem
d
dt
u(t) + Au(t) = 0, t > 0,
u(0) = u0, u0 ∈ X0,
(1.1)
the solution of which is given by u(t) = e−tAu0. First, the solution operator e−tA
will be identified as an analytic semigroup. The general framework of semigroup
theory will permit a description of the smoothness of u(t), depending on the prop-
erties of the initial value u0. As a specific example, parabolic partial differential
equations will be cast into the semigroup formulation and the smoothness of the
solution will be given in terms of Sobolev and Besov spaces.
Second, the representation of the solution operator as Dunford-Cauchy inte-
gral will be exploited to develop a numerical algorithm to evaluate u(t) = e−tAu0
for arbitrary large time steps t > 0. After a suitable discretisation based on
wavelets, an algorithm will be presented which approximates the solution up to
any prescribed tolerance η > 0.
1.1 Analytic Semigroups
In this section, a short overview of analytic semigroups {e−tA}t≥0 and the re-
lationship to their negative infinitesimal generator A will be given. For a more
comprehensive representation we shall refer e.g. to [4, 42, 43]. Unless explicitly
given, the proofs of the following facts are well-known in the field and can be
found in any of the three references.
The overview is based on the notion of a sectorial operator.
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Definition 1.1. An operator A : D(A;X0) ⊂ X0 → X0 is called sectorial iff
1. A is linear, closed, and densely defined in X0.
2. There exist constants M > 0, c0 ∈ R, and ω0 ∈ (0, pi/2) such that the
spectrum of A is contained in the open sector
Σ = Σc0,ω0 = {z ∈ C : z 6= c0, | arg(z − c0)| < ω0}, (1.2)
and such that
‖(γI − A)−1‖L(X0) ≤
M
|c0 − γ| , γ ∈ C \ Σc0,ω0 . (1.3)
Remark 1.2. The notation A : D(A;X0) ⊂ X0 → X0 is meant to indicate that
the operator A is only defined on the set D(A;X0) which is regarded as subset of
X0. Thus,D(A;X0) is equipped with the norm ofX0 and the boundedness ofA is
measured with respect to the topology of L (X0). In general, Awill be unbounded
in this topology, but its resolvents are bounded (cf. (1.3)).
An alternative point of view is to consider the spaceX1 = D(A;X0) equipped
with the graph norm
‖x‖X1 = ‖x‖X0 + ‖Ax‖X0 , x ∈ X1.
Then, X1 is a Banach space with X1
d
↪→ X0 and γI − A is a norm-isomorphism
from X1 onto X0 iff γ ∈ ρ(A) (see lemma A.1 on page 157). With the modified
topology of X1, the condition (1.3) can be replaced by the equivalent condition
‖(γI − A)−1‖L(X0,X1) ≤M ′, γ ∈ C \ Σc0,ω0 , (1.4)
for some constantM ′ > 0 (see lemma A.3 and A.4).
Nevertheless, we shall motivate in example 1.4 that L (X0) is the appropriate
topology in our context.
The properties of a sectorial operator permit us to define the operator expo-
nential e−tA for every t > 0 by means of the Dunford-Cauchy integral
e−tA :=
1
2pii
∫
Γ
e−tγ(γI − A)−1 dγ, t > 0, (1.5)
where Γ is any piecewise smooth simple curve running in C \ Σc0,ω0 from∞eiω
to∞e−iω for any ω0 ≤ ω < pi/2. For every t > 0, the integral converges in the
uniform operator topology overX0, and therefore e−tA : X0 → X0 is a linear and
bounded operator.
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Setting
e0A := I,
the family {e−tA}t≥0 is a strongly continuous analytic semigroup, that is, the fol-
lowing properties are valid.
1. Semigroup law: e−tAe−sA = e−(t+s)A for all t, s ≥ 0.
2. Strong continuity: limt→0+ e−tAx = x for all x ∈ X0.
3. Analyticity: The mapping t 7→ e−tA is analytical on (0,∞) in the topology
of L (X0).
In general, the operator A : D(A;X0) ⊂ X0 → X0 is unbounded. Thus, the
spaces D(Ak;X0), k ∈ N, recursively defined by
D(A1;X0) := D(A;X0),
D(Ak;X0) :=
{
x ∈ D(A;X0) : Ax ∈ D(Ak−1;X0)
}
,
become narrower with increasing k, D(Ak+1;X0)  D(Ak;X0). The following
lemma states the smoothing properties of the analytic semigroup with respect to
the spaces D(Ak;X0) and gives the derivative of the semigroup.
Lemma 1.3. If −A is the infinitesimal generator of an analytic semigroup the
following properties hold.
1. e−tAx ∈ D(Ak;X0) for each t > 0, x ∈ X0, and k ∈ N. If x ∈ D(Ak;X0),
then
Ake−tAx = e−tAAkx, t ≥ 0.
2. For any
σ < inf{<(γ) : γ ∈ σ(A)} (1.6)
there exists a constantM0 ≥ 1 such that
‖e−tA‖L(X0) ≤M0e−σt, t ≥ 0. (1.7)
3. The function t 7→ e−tA belongs to C∞((0,∞);L (X0)) with derivatives
dk
dtk
e−tA = (−1)kAke−tA, t > 0, k ∈ N.
Moreover, for any σ satisfying (1.6) there exist constantsMk ≥ 1 such that
‖Ake−tA‖L(X0) ≤Mkt−ke−tσ, t > 0, k ∈ N. (1.8)
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Example 1.4. To clarify the relevance of the different function spaces, an example
seems advisable. LetΩ ⊂ Rd be some bounded Lipschitz domain and letA denote
the Laplace operator −∆ with homogeneous boundary conditions. We put
X0 = H
−1(Ω) and D(A;X0) = H10(Ω).
It is well known that A provides a norm-isomorphism from H10(Ω) onto H
−1(Ω) if
both spaces are equipped with their natural norms.
In contrast, A becomes unbounded when regarded as operator from X0 =
H−1(Ω) into itself with the domain of definition D(A;H−1(Ω)) = H10(Ω), indi-
cated by the notation
A : H10(Ω) ⊂ H−1(Ω)→ H−1(Ω).
Nevertheless, the operator is sectorial (see lemma 1.20) and thus generates an
analytic semigroup {e−tA}t≥0 which has the following mapping properties:
e−tA ∈ L (H−1(Ω),H−1(Ω)) , t > 0,
‖e−tAu0‖H−1(Ω) . e−tσ‖u0‖H−1(Ω), u0 ∈ H−1(Ω), t > 0,
e−tA ∈ L (H−1(Ω),H10(Ω)) , t > 0,
‖e−tAu0‖H10(Ω) . t−1e−tσ‖u0‖H−1(Ω), u0 ∈ H−1(Ω), t > 0.
For the second estimate we used (1.8) and ‖Au‖H−1(Ω) ∼ ‖u‖H10(Ω), u ∈ H10(Ω).
Therefore, the appropriate topology to measure e−tA in is either L (H−1(Ω))
or L (H−1(Ω),H10(Ω)). In contrast, it seems natural to regard A as element of
L (H10(Ω),H−1(Ω)).
For the space
D(A2;H−1(Ω)) = {u ∈ H10(Ω) : Au ∈ H10(Ω)},
i.e. the pre-image of H10(Ω) under the mapping A, seems no identification with
Sobolev or Besov spaces available unless ∂Ω is smooth enough. Nevertheless this
space is naturally linked to the analytic semigroup for it consists exactly of those
elements u0 ∈ H−1(Ω) for which the mapping
t 7→ e−tAu0, t > 0,
has a bounded second derivative if t→ 0+. Lemma 1.3 implies∥∥∥∥ d2dt2 e−tAu0
∥∥∥∥
H−1(Ω)
=
∥∥e−tAA2u0∥∥H−1(Ω)
≤ M0e−σt
∥∥A2u0∥∥H−1(Ω) , u0 ∈ D(A2;H−1(Ω)),
i.e. the second derivative is bounded for t → 0+ if u0 ∈ D(A2;H−1(Ω)). For the
converse direction of the proof, we refer to [14], Theorem 2.3.2.
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Lemma 1.5. Let A : D(A;X0) ⊂ X0 → X0 be a sectorial operator. Then for
every γ ∈ C with <(γ) > −c0 we have
(γI + A)−1 =
∫ ∞
0
e−γte−tA dt, (1.9)
i.e. the resolvent of A is the Laplace transform of the analytic semigroup.
Several topological properties of analytic semigroups readily follow from this
lemma and the Dunford-Cauchy representation (1.5). For further use, we record
four of them.
Corollary 1.6. For every t ≥ 0 the operator e−tA is one-to-one.
Corollary 1.7. The infinitesimal generator −A is uniquely determined by the
semigroup {e−tA}t≥0.
Corollary 1.8. e−tA is compact for every t > 0 if and only if A has a compact
resolvent.
Corollary 1.9. If A has a compact resolvent the operator Ake−tA : X0 → X0,
t > 0, is compact for every k ∈ N.
Proof. By general Dunford-Cauchy operator calculus (see e.g. [25]) the represen-
tation
Ake−tA =
1
2pii
∫
Γ
γke−tγ(γI − A)−1 dγ, t > 0,
holds with the integral converging in the uniform operator topology of L (X0).
As the operators (γI − A)−1 are compact by assumption the integral value is a
compact operator, too.
In preparation of chapter 3 we state the following lemma concerning the ad-
joint of an analytic semigroup.
Lemma 1.10. Assume X0 to be a Hilbert space and {e−tA}t≥0 to be an analytic
semigroup. Then, {(e−tA)∗}t≥0 = {e−tA∗}t≥0 is an analytic semigroup as well.
In addition, let A be normal, i.e. A∗A = AA∗. Then, B = A + A∗ generates
an analytic semigroup with
e−tA
∗
e−tA = e−tB, t ≥ 0.
Proof. As σ(A∗) = σ(A) and ‖(γI − A∗)−1‖L(X0) = ‖(γI − A)−1‖L(X0) it is
evident that A∗ is sectorial if and only if A is sectorial. Thus {e−tA∗}t≥0 is an
analytic semigroup, that coincides with {(e−tA)∗}t≥0 due to corollary 1.10.6 on
p. 41 of [43].
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If A is normal, we have D(A;X0) = D(A∗;X0) (see [33]) and the operators
A, A∗, e−tA, and e−tA∗ commute pairwise with each other. By direct calculation,
one checks that e−tA∗e−tA obeys the semigroup law and is strongly continuous for
t → 0+. Moreover, the mapping t 7→ e−tA∗e−tA is analytic as a product of two
analytic functions. Thus, {e−tA∗e−tA}t≥0 is an analytic semigroup. From
d
dt
(
e−tA
∗
e−tA
)
= −A∗e−tA∗e−tA − e−tA∗Ae−tA
= −(A∗ + A)e−tA∗e−tA
it follows that B = A∗ + A with D(B;X0) = D(A;X0) is the generator of
{e−tA∗e−tA}t≥0.
The following lemma concerning rational approximation of analytic semi-
groups will be used in chapter 4.
Lemma 1.11. ([38]) Assume that X0 is a Hilbert space. Let r(z) be a rational
function such that
e−z = r(z) +O(|z|p+1), z ∈ C, z → 0,
for a p ∈ N, and assume r(z) to be strongly A(θ)-stable for some θ ≥ 0, i.e.
|r(∞)| < 1 and
{ |r(z)| ≤ 1 for all z ∈ C, | arg(z)| ≤ θ, if θ 6= 0,
|r(x)| < 1 for all x > 0, if θ = 0.
1. If A is self-adjoint and positive definite one has∥∥∥e−tAu0 − r( t
n
A
)n
u0
∥∥∥
X0
≤ Cn−p‖u0‖X0 , n ∈ N, u0 ∈ X0,
where the constant C depends only on the function r.
2. If A is a sectorial operator with c0 > 0 and ω0 < θ then∥∥∥e−tAu0 − r( t
n
A
)n
u0
∥∥∥
X0
≤ Cn−p‖u0‖X0 , n ∈ N, u0 ∈ X0,
where the constant C depends only on the function r.
We call attention to the error bounds not depending on t > 0. Thus, the
convergence result can be restated as
‖e−nhAu0 − r(hA)nu0‖X0 ≤ Cn−p‖u0‖X0 , n ∈ N, u0 ∈ X0,
for a fixed time step h > 0 and a constant C > 0 independent of h, showing that
the approximation error decreases at the sample points tn = nh, n ∈ N, as n−p
for a fixed time step h > 0. This convergence stems in part from the decay of the
semigroup for t → ∞ (see (1.7)) and cannot be expected for inf <(σ(A)) < 0,
i.e. if the norm of the semigroup increases in time.
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1.2 Spectral Properties
If X0 is a Hilbert space and A is positive definite there exists an orthonormal
basis of eigenvectors {xk}k∈N of A with associated eigenvalues λk > 0, sorted by
decreasing size. Then, the operator exponential can be rephrased as
e−tAu0 =
∞∑
k=1
e−tλk〈u0, xk〉X0xk, t ≥ 0.
From this representation, it is immediately clear that
‖e−tAu0‖X0 ≤ e−tλ1‖u0‖X0 and σ(e−tA) \ {0} = e−tσ(A), t > 0.
Moreover, the eigenvector of e−tA to the eigenvalue e−tλk coincides with the
eigenvector of A to the eigenvalue λk. This close relationship can be transferred
to the general situation as stated in the following theorem.
Theorem 1.12. (Spectral mapping theorem, [27, 42]) Let A be a sectorial opera-
tor on a Banach space X0. For every t > 0
σ(e−tA) \ {0} = e−tσ(A)
and
σp(e
−tA) = e−tσp(A),
where σp denotes the point spectrum, i.e. the set of eigenvalues. Moreover, the
eigenspaces of A and e−tA are related by
N (e−tλI − e−tA) = link∈Z N
((
λ+
2piki
t
)
I − A
)
for each t > 0 and λ ∈ C.
The following construction, known as separation of the spectrum, projects
A as well as e−tA onto the eigenvector spaces associated with a bounded subset
of σ(A). When trying to approximately invert the semigroup in chapter 3, this
representation will be exploited to define a boundedly invertible approximation of
the semigroup. The technical details are as follows.
Assume that σ(A) is split into two disjoint, nonempty sets σ1 and σ2 such that
σ1 lies in the interior of some Jordan curve Γ1 and σ2 in the exterior part. Then,
P := PΓ1 :=
1
2pii
∫
Γ1
(γI − A)−1 dγ
defines a bounded linear operator. Its basic properties are collected in
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Lemma 1.13. (Theorem III.6.17 of [33]; Section 2.3 of [42])
The operator P is a projection with R(P ) ⊂ D(Ak;X0) for every k ∈ N. More-
over, setting
Y1 = P (X0), Y2 = (I − P )(X0),
A1 : Y1 → Y1 : x 7→ Ax for all x ∈ Y1,
A2 : D(A2) = D(A;X0) ∩ Y2 → Y2 : x 7→ Ax for all x ∈ D(A2),
the operator A1 : Y1 → Y1 is linear and bounded, and
σ(A1) = σ1, σ(A2) = σ2,
(γI − A1)−1 = (γI − A)−1|Y1 , γ ∈ ρ(A),
(γI − A2)−1 = (γI − A)−1|Y2 , γ ∈ ρ(A).
If, in addition,X0 is a Hilbert space andA is normal, then P is the orthogonal
projection onto Y1.
Thus, A is split into a bounded part A1 and an unbounded one A2. As the
projection P is defined by a curve integral similar to the definition of the operator
exponential e−tA, both are compatible in the following sense.
Lemma 1.14. ([42], Prop. 2.3.3) The projection P commutes with e−tA, which
implies e−tA(Y1) ⊂ Y1 and e−tA(Y2) ⊂ Y2, i.e. Y1 and Y2 are invariant subspaces
of X0 with respect to the semigroup. A1 and A2 generate semigroups in Y1 and
Y2, respectively, with
e−tA1 = e−tA|Y1 = e−tAP |Y1 ,
e−tA2 = e−tA|Y2 = e−tA(I − P )|Y2 .
As A1 is bounded, {e−tA1}t≥0 extends to a group {e−tA1}t∈R. In particular,
e−tA1 , t > 0, is boundedly invertible with inverse
(e−tA1)−1 = etA1 =
1
2pii
∫
Γ1
etγ(γI − A)−1 dγ.
Moreover, for every σ > sup{<(γ) : γ ∈ σ1} there exists a constantMσ ≥ 1 such
that
‖etA1‖ ≤Mσeσt, t ≥ 0.
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1.3 Smoothness Properties
To describe the smoothness of t 7→ e−tAu0 in detail, two scales of Banach spaces
will be introduced. The first one is based on fractional powers of A and measures
smoothness in a way that is naturally linked to the semigroup. The second one
utilises interpolation between the spaces X0 and D(Ak;X0). In the context of
elliptic problems, this approach describes the smoothing properties of analytic
semigroups with respect to the usual Sobolev and Besov spaces.
1.3.1 Fractional Powers
If A is a sectorial operator with c0 > 0, the Dunford-Cauchy integral
A−α :=
1
2pii
∫
Γ
γ−α(γI − A)−1 dγ, (1.10)
is well defined for every α > 0. Here, Γ is chosen as in (1.5) and avoids the
negative real axis. The resolvent bound (1.3) ensures the convergence in the uni-
form operator topology. Therefore, A−α is linear, bounded, and one-to-one. For
α = n ∈ N, (1.10) is consistent with the elementary definition of A−n.
As A−α ∈ L (X0) is one-to-one, the inverse Aα is well defined as an un-
bounded operator D(Aα;X0) ⊂ X0 → X0 with D(Aα;X0) = R(A−α). The
main properties are collected in the following
Lemma 1.15. ([43], Th. 2.6.8) Let A be a sectorial operator with c0 > 0.
1. Aα is a closed operator with the domain D(Aα;X0) = R(A−α).
2. a ≥ β > 0 implies D(Aα;X0) ↪→ D(Aβ;X0), where D(Aα;X0) and
D(Aβ;X0) are understood to be equipped with the norm ‖Aα · ‖X0 and
‖Aβ · ‖X0 , respectively.
3. D(Aα;X0) is dense in X0 for every α ≥ 0.
4. For every α, β ∈ R one has
Aα+βx = AαAβx,
provided x ∈ D(Aγ;X0), γ = max{α, β, α+ β}.
Thus, the spaces D(Aα;X0), equipped with the graph norm, form a scale of
dense subspaces of X0. The interrelation with the semigroup {e−tA}t≥0 is de-
scribed in the following lemma which extends lemma 1.3 to fractional powers.
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Lemma 1.16. ([43], Th. 2.6.13) Let A be the negative infinitesimal generator of
an analytic semigroup. If 0 ∈ ρ(A), then
1. e−tA : X0 → D(Aα;X0) for every t > 0 and α ≥ 0.
2. For every x ∈ D(Aα;X0) one has Aαe−tAx = e−tAAαx.
3. For every t > 0 the operator Aαe−tA is bounded by
‖Aαe−tA‖L(X0) ≤Mαt−αe−σt, (1.11)
with σ as in (1.6).
4. If 0 < α ≤ 1 and x ∈ D(Aα;X0), then
‖(e−tA − I)x‖X0 ≤
Mα
α
tα‖Aαx‖X0 , (1.12)
whereMα is the constant from (1.11).
Remark 1.17. In the analysis of inhomogeneous problems the asymptotic be-
haviour of ‖Ae−tAx‖X0 for t→ 0+ will become a key point. For x ∈ D(Aα;X0),
estimate (1.11) immediately yields
‖Ae−tAx‖X0 = ‖A1−αe−tAAαx‖X0 . tα−1 for t→ 0+.
This rate of decay cannot be improved for general x ∈ D(Aα;X0) as the following
result shows: If ‖Ae−tAx‖X0 . tα−1 for t → 0+ for some x ∈ X0, then x ∈
D(Aβ;X0) for all 0 < β < α.
Proof. One has (see [14, 42])
‖Ae−tAx‖X0 . tα−1 (t→ 0+) ⇐⇒ x ∈ (X0,D(A;X0))α,∞
and
(X0,D(A;X0))α,∞ ↪→ (X0,D(A;X0))β,1 ↪→ D(Aβ;X0)
for 0 < β < α ≤ 1.
1.3.2 Interpolation Spaces
In the previous section, smoothness was measured by the fractional powers Aα.
Now, interpolation spaces between X0 and D(Ak;X0), k ∈ N, are considered in
order to achieve a more flexible theory. The representation follows [4], section
V.1, where proofs and more details can be found.
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Let B : D(B;X0) ⊂ X0 → X0 be a linear, densely defined, and closed
operator with 0 ∈ ρ(B). Then the spaces
Xk := D(Bk;X0), ‖ · ‖k := ‖Bk · ‖X0 , k ∈ N ∪ {0},
are Banach spaces with dense embeddings
Xk+1 ↪→ Xk, k ∈ N ∪ {0},
and Bk := B|Xk+1 provides an isometric isomorphism from Xk+1 onto Xk.
To extend the definition to non-integer values we fix a family of exact inter-
polation functors (·, ·)θ, θ ∈ (0, 1), such that (Y, Z)θ is dense in Z whenever Y is
dense in Z. In particular, the complex interpolation functor [·, ·]θ and the real ones
(·, ·)θ,q for every fixed q ∈ [1,∞) are valid choices. For every non-integer α > 0
we define
Xα := (Xk, Xk+1)α−k, k < α < k + 1,
and
Bα := B|Xα , D(Bα;X0) := {x ∈ Xα ∩ D(B;X0) : Bx ∈ Xα}.
Then {(Xα, Bα}α≥0 is a densely injected Banach scale, i.e. the following two
conditions are satisfied.
1. Bα is a topological isomorphism from Xα+1 onto Xα for all α ≥ 0.
2. For every pair α > β ≥ 0 it holds that
Xα
d
↪→ Xβ,
and the diagram
Xα+1
id−−−→ Xβ+1
Bα
y∼= Bβy∼=
Xα
id−−−→ Xβ
is commutative.
Given the negative generator A of an analytic semigroup, some γ ∈ ρ(A) is fixed
and B set to γI−A. Then the Banach scale generated by (X0, γI−A) and (·, ·)θ,
θ ∈ (0, 1), is well defined and there is a close interrelation with the semigroup
{e−tA}t≥0.
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Theorem 1.18. ([4], Cor. V.2.1.4, p. 293) Let A be the negative infinitesimal gen-
erator of an analytic semigroup in X0 which obeys
‖e−tA‖L(X0) ≤M0e−σt, t ≥ 0,
for some σ as in (1.6), and let Aα denote the realisation of A in Xα for α > 0.
Then, ρ(Aα) = ρ(A) and Aα is the negative infinitesimal generator of an analytic
semigroup in Xα with
‖e−tAα‖L(Xα) ≤M0e−σt, t ≥ 0.
Moreover,
‖Aα‖L(Xα+1,Xα) ≤ ‖A‖L(X1,X0)
and
‖(γI − Aα)−1‖L(Xα,Xα+j) ≤ ‖(γI − A)−1‖L(X0,Xj)
for γ ∈ ρ(A), j = 0, 1, and α ≥ 0.
Given 0 ≤ β < α, there exists a constant c = c(α− β) such that
‖e−tAβ‖L(Xβ ,Xα) ≤ ctβ−αe−σt, t > 0.
This result basically means that interpolation preserves the spectral properties
of A as well as the smoothing properties of the analytic semigroup.
Remark 1.19. In general, fractional powers and interpolation spaces are related
by
(X0,D(Am;X0))α/m,1 d↪→ D(Aα;X0) d↪→ (X0,D(Am;X0))0α/m,∞,
([50], Theorem 1.15.2). In special cases, including self-adjoint positive definite
operators in Hilbert spaces, one has
(X0,D(Am;X0))α/m,2 ·= D(Aα;X0).
Extensive lists of sufficient conditions for this equality to hold can be found in
[4, 42].
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1.4 Semigroups Generated by Elliptic Operators
After collecting the properties of analytic semigroups in an abstract setting a spe-
cific example will be discussed which arises in practice most frequently from el-
liptic boundary value problems.
Let H ↪→ V ↪→ H ′ denote a Gelfand triple of Hilbert spaces with dense
embeddings and assume a(·, ·) : H × H → C to be a bounded, H–coercive
sesquilinear form, i.e.
|a(v, w)| ≤ c1‖v‖H‖w‖H , v, w ∈ H, (1.13)
and
<(a(v, v)) ≥ c2‖v‖2H − c3‖v‖2V , v ∈ H, (1.14)
for constants c1, c2 > 0 and c3 ∈ R.
Lemma 1.20. ([48]) Let the linear operator A : H → H ′ be defined by
〈Av,w〉H′×H := a(v, w), v, w ∈ H,
where a(·, ·) is a sesquilinear form obeying (1.13) and (1.14).
1. A : H ⊂ H ′ → H ′ is the negative infinitesimal generator of an analytic
semigroup in H ′.
2. Let A˜ = A|V be the realisation of A in V with domain of definition
D(A˜) = D(A;V ) = {x ∈ H : Ax ∈ V }.
Then A˜ : D(A;V ) ⊂ V → V is the negative infinitesimal generator of an
analytic semigroup in V .
In particular, A and A˜ are sectorial operators on the respective spaces with c0 =
−c3 and for some ω0 ∈ (0, pi/2).
To avoid an overburdened notation we will use A instead of A˜ in the following
which is justified because A and A˜ as well as e−tA and e−t eA coincide on the space
V . The previous lemma together with lemma 1.3 implies the estimates
‖Ake−tAu0‖H′ . t−ke−σt‖u0‖H′ for all u0 ∈ H ′, k ∈ N, t > 0,
‖Ake−tAu0‖V . t−ke−σt‖u0‖V for all u0 ∈ V, k ∈ N, t > 0,
which are regularity results for the solution of the homogeneous initial value prob-
lem (1.1). We wish to turn these abstract results into estimates in the Sobolev and
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Besov norms which govern the efficiency of linear and nonlinear approximation,
respectively. For this purpose, we will show embeddings of the spaces
D(Ak;V ), k = 1, 2, and D(Ak;H ′), k = 1, 2, 3,
into Sobolev and Besov spaces. In principle, one could also strive for embeddings
of higher spaces D(Ak;H ′), k > 3, but this approach is limited by the availability
of regularity results for the elliptic problem.
For the following discussion, we confine ourselves to the Laplace equation
with homogeneous boundary conditions on some bounded Lipschitz domain Ω ⊂
Rn. Thus, the relevant spaces are
H = H10(Ω), V = L2(Ω), H
′ = H−1(Ω),
and the operator A is given by A = −∆ on the space H10(Ω). To identify the
spaces
D(A; L2(Ω)) = {u ∈ H10(Ω) : Au ∈ L2(Ω)} = A−1(L2(Ω)),
D(A2;H−1(Ω)) = {u ∈ H10(Ω) : Au ∈ H10(Ω)} = A−1(H10(Ω)),
as well as D(A3;H−1(Ω)), we have to invoke the regularity theory for the Lapla-
cian equation a comprehensive summary of which can be found in [32]. Two
fundamental results of loc. cit. are the following
Lemma 1.21. (H3/2-Theorem) Let Ω ⊂ Rn be a bounded Lipschitz domain. If
f ∈ L2(Ω) and u is the solution of
−∆u = f on Ω,
u = 0 on ∂Ω, (1.15)
then u ∈ H3/2(Ω).
Lemma 1.22. For any α > 3/2 there exists a Lipschitz domain Ω and f ∈ C∞(Ω)
such that the solution u of (1.15) does not belong to Hα(Ω).
As A is also continuous from H2(Ω) into L2(Ω) the embeddings
H2(Ω) ∩ H10(Ω) ↪→ D(A; L2(Ω)) ↪→ H3/2(Ω) ∩ H10(Ω),
are valid, where the first one is strict for general Lipschitz domains Ω due to the
previous lemma.
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Remark 1.23. According to remark 1.19, the above embeddings imply(
L2(Ω),H
2(Ω) ∩ H10(Ω)
)
α,2
↪→ D(Aα; L2(Ω)), 0 < α < 1,
and
D(Aα; L2(Ω)) ↪→
(
L2(Ω),H
3/2(Ω) ∩ H10(Ω)
)
α,2
, 0 < α < 1.
If we denote
H2α0 (Ω) =
{ {u ∈ H2α(Ω) : tru = 0}, α > 1/4,
H2α(Ω), α < 1/4,
where tr : Hβ+
1
2 (Ω) → Hβ(∂Ω), β > 0, is the trace operator, these embeddings
can be rewritten as
H2α0 (Ω) ↪→ D(Aα; L2(Ω)) ↪→ H
3
2
α
0 (Ω), 0 < α < 1, α 6=
1
4
. (1.16)
This gives sufficient and necessary conditions for membership in the spaces of
fractional powers. In particular, any function being piecewise constant on Ω with
arbitrary boundary values is contained in D(Aα; L2(Ω)) for α < 14 . This will
become important in section 2.4.
Since regularity in the Sobolev scale is limited we switch focus to the Besov
scale. The following lemma will be used to show the embedding of D(A; L2(Ω))
and D(A2;H−1(Ω)) into a Besov space.
Lemma 1.24. ([18], Theorem 4.1) Let Ω be a bounded Lipschitz domain in Rn.
Then, there is an 0 < ε < 1 depending only on the Lipschitz character of Ω such
that whenever u is a solution to (1.15) with
f ∈ Bλ−2p (Lp(Ω)), λ =
n
n− 1
(
1 +
1
p
)
, 1 < p ≤ 2 + ε, (1.17)
then
u ∈ Bατ (Lτ (Ω)),
1
τ
=
α
n
+
1
p
for all 0 < α < λ. (1.18)
Corollary 1.25.
1. A−1 is a continuous mapping from L2(Ω) into H3/2(Ω).
2. If n = 2 or n = 3, the operator A−1 is continuous from Bλ−2p (Lp(Ω)) into
Bατ (Lτ (Ω)) for λ =
n
n−1(1 + 1/p), 1 < p ≤ 2, and α, τ as in (1.18).
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Proof. We shall apply lemma A.6 on page 161 to infer the continuity of A−1 :
Y0 → Y1 for
Y0 = L2(Ω), Y1 = H
3/2(Ω),
and
Y0 = B
λ−2
p (Lp(Ω)), Y1 = B
α
τ (Lτ (Ω)),
respectively. The inclusion A−1(Y0) ⊂ Y1 is asserted by lemma 1.21 and lemma
1.24, respectively, which is condition (c) of lemma A.6. To fulfil conditions (a)
and (b), we have to find a pair of space (X0, X1) such that
X1 ↪→ Y0 ↪→ X0 and A−1 ∈ L (X0, X1) , (1.19)
which is done separately for each case.
1. Set X0 = H−1(Ω) and X1 = H10(Ω). Then one has
A−1 ∈ L (X0, X1) ,
X1 ↪→ L2(Ω) = Y0 ↪→ X0, and
A−1(L2(Ω)) ⊂ H3/2(Ω).
Thus, A−1 is continuous from L2(Ω) into H3/2(Ω).
To handle the following two cases, we will exploit the continuous embedding
Bs1p1(Lp1(Ω)) ↪→ Bs0p0(Lp0(Ω)), (1.20)
which holds for
s1 − n
p1
> s0 − n
p0
, if 1 ≤ p1 < p0 ≤ ∞,
s1 ≥ s0, if 1 ≤ p1 = p0 ≤ ∞,
(see e.g. [50]).
2. Let n = 2. Then one has by assumption λ = 2(1 + 1/p), 1 < p ≤ 2. Thus
Bλ−2p (Lp(Ω)) is continuously embedded into B
s
2(L2(Ω)) for all s < 1, and
we have
Bλ−2p (Lp(Ω)) ↪→ Bs2(L2(Ω)) ↪→ L2(Ω) =: X0.
Moreover, the embedding
X1 := H
3/2(Ω) = B
3/2
2 (L2(Ω)) ↪→ Bλ−2p (Lp(Ω)) = Y0
is valid for λ ≤ 7/2 and p ≤ 2. According to the first step, A−1 is con-
tinuous from X0 = L2(Ω) into X1 = H3/2(Ω). Thus, the preconditions of
lemma A.6 are fulfilled, and A−1 is also continuous from Bλ−2p (Lp(Ω)) into
Bατ (Lτ (Ω)) for λ = 2(1 + 1/p), 1 < p ≤ 2, and α, τ as in (1.18).
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3. Let n = 3. As λ = 3
2
(1 + 1/p) ∈ [9/4, 3) for 1 < p ≤ 2, the embeddings
X1 := H
1
0(Ω) ↪→ Bλ−2p (Lp(Ω)) ↪→ H−1(Ω) =: X0
hold true. Since A−1 ∈ L (X0, X1), lemma A.6 asserts that A−1 is also
continuous from Bλ−2p (Lp(Ω)) into B
α
τ (Lτ (Ω)), λ =
3
2
(1 + 1/p), 1 < p ≤ 2,
and α, τ as in (1.18).
So far we have analysed the mapping properties of the operator A−1. The
following lemma generalises these results to the resolvents (γI − A)−1.
Lemma 1.26. Let γ ∈ C \ {0} be such that
(γI +∆)uγ = f on Ω ⊂ Rn,
uγ = 0 on ∂Ω,
(1.21)
has an unique solution uγ ∈ H10(Ω) for every f ∈ H−1(Ω), i.e. γ ∈ ρ(−∆).
1. f ∈ L2(Ω) implies uγ ∈ H3/2(Ω). In addition, the estimate
‖uγ‖H3/2(Ω) ≤ C‖f‖L2(Ω), γ ∈ C \ Σc0,ω0 , (1.22)
holds true with a constant C > 0 independent of γ, i.e.
‖(γI − A)−1‖L(L2(Ω),H3/2(Ω)) ≤ C
uniformly for γ ∈ C \ Σc0,ω0 .
2. If f ∈ Bλ−2p (Lp(Ω)) ∩ L2(Ω), λ = nn−1(1 + 1p), 1 < p ≤ 2, then uγ ∈
Bατ (Lτ (Ω)), τ = (α/n + 1/p)
−1, for all 0 < α < λ. Moreover, there exist
constants C1, C2 > 0 independent of γ such that
‖uγ‖Bατ (Lτ (Ω)) ≤ C1‖f‖Bλ−2p (Lp(Ω)) + C2|γ| ‖f‖L2(Ω), (1.23)
for all γ ∈ C \ Σc0,ω0 .
Proof. According to the resolvent equation (A.3) from page 158, applied to the
operator A : D(A; L2(Ω)) ⊂ L2(Ω)→ L2(Ω), the representation
uγ = (γI − A)−1f = A−1
(
f − γ(γI − A)−1f) (1.24)
is valid for every f ∈ L2(Ω). In a first step, the validity of the H3/2-theorem is
confirmed for problem (1.21). If f ∈ L2(Ω), (γI − A)−1f ∈ H10(Ω) follows by
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the general solution theory of elliptic boundary value problems. Thus, we have
f − γ(γI − A)−1f ∈ L2(Ω) such that uγ ∈ H3/2(Ω) by (1.24) and lemma 1.21.
According to lemma 1.20, A is a sectorial operator in the space X0 = L2(Ω).
Thus, estimate (1.3) implies
‖f − γ(γI − A)−1f‖L2(Ω)
≤
(
1 +M
|γ|
|c0 − γ|)
)
‖f‖L2(Ω),
. ‖f‖L2(Ω), γ ∈ C \ Σc0,ω0 .
By corollary 1.25, A−1 is continuous from L2(Ω) into H3/2(Ω) from which
‖uγ‖H3/2(Ω) ≤ ‖A−1‖L(L2(Ω),H3/2(Ω)) · ‖f − γ(γI − A)−1f‖L2(Ω)
≤ C‖f‖L2(Ω)
follows with a constant C > 0 independent of γ.
In a second step, Besov regularity of uγ is shown. By virtue of step one,
f ∈ L2(Ω) implies (γI − A)−1f ∈ H3/2(Ω). According to (1.20), the space
H3/2(Ω) is continuously embedded in Bλ−2p (Lp(Ω)), λ =
n
n−1(1 +
1
p
), if
7
2
>
n
n− 1
(
1 +
1
p
)
− n
p
,
which holds true for all 1 < p ≤ 2, n ≥ 2, because of
n
n− 1
(
1 +
1
p
)
− n
p
≤ 2 + 1
p
(2− n) ≤ 2.
Thus we have
f − γ(γI − A)−1f ∈ Bλ−2p (Lp(Ω)).
By equation (1.24) and lemma 1.24 the second claim follows.
To show the bound (1.23), we assume f ∈ Bλ−2p (Lp(Ω)) ∩ L2(Ω). According
to the first step, the estimate
‖γ(γI − A)−1f‖H3/2(Ω) ≤ C|γ|‖f‖L2(Ω)
is valid. Due to the embedding H3/2(Ω) ↪→ Bλ−2p (Lp(Ω)), this implies
‖f − γ(γI − A)−1f‖Bλ−2p (Lp(Ω)) ≤ ‖f‖Bλ−2p (Lp(Ω)) + C|γ|‖f‖L2(Ω),
with a potentially modified constant C > 0. As A−1 was shown to be continuous
from Bλ−2p (Lp(Ω)) into B
α
τ (Lτ (Ω)) in corollary 1.25, the estimate (1.23) follows
from the representation (1.24).
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The estimate (1.23) will become important in section 1.6 where the systems
(γI − A)uγ = f are solved numerically. (1.23) basically means that uγ can be
calculated efficiently by the adaptive algorithm developed in [15] provided that f
has a certain Besov regularity. Nevertheless, it should be noted that the Bατ (Lτ (Ω))
norm of the solution uγ might increase linearly with |γ|.
With lemma 1.21 and 1.24 at hand, we are in the position to prove the follow-
ing regularity result.
Lemma 1.27. Let Ω ⊂ Rn be a bounded Lipschitz domain and A : H10(Ω) →
H−1(Ω) be given as A = −∆ on H10(Ω). Moreover, let α and τ be related as in
(1.18).
1. The following embeddings are valid:
D(A2;H−1(Ω)) ↪→ H3/2(Ω), (1.25)
D(A2;H−1(Ω)) ↪→ Bατ (Lτ (Ω)), 0 < α < min
{
3,
2n
n− 1
}
, (1.26)
D(A3;H−1(Ω)) ↪→ Bατ (Lτ (Ω)), 0 < α <
2n
n− 1 . (1.27)
2. For the realisation of A in L2(Ω) one has
D(A; L2(Ω)) ↪→ H3/2(Ω), (1.28)
D(A2; L2(Ω)) ↪→ Bατ (Lτ (Ω)), 0 < α < min
{7
2
,
2n
n− 1
}
. (1.29)
Therefore the following estimates are valid for all t > 0 and σ < c0:
If the initial value u0 is in H−1(Ω) one has
‖e−tAu0‖H10(Ω) . t−1e−σt‖u0‖H−1(Ω),
‖e−tAu0‖Bατ (Lτ (Ω)) . t−2e−σt‖u0‖H−1(Ω), α as in (1.26),
‖e−tAu0‖Bατ (Lτ (Ω)) . t−3e−σt‖u0‖H−1(Ω), α as in (1.27),
If u0 ∈ L2(Ω) one has
‖e−tAu0‖H3/2(Ω) . t−1e−σt‖u0‖L2(Ω),
‖e−tAu0‖Bατ (Lτ (Ω)) . t−2e−σt‖u0‖L2(Ω), α as in (1.29).
Proof. To show the five embeddings it is sufficient to show the corresponding
inclusions due to lemma A.5.
By the very definition, u ∈ H10(Ω) is in D(A2;H−1(Ω)) if and only if f :=
Au ∈ H10(Ω). According to the H3/2-theorem, f ∈ H10(Ω) ⊂ L2(Ω) implies
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u ∈ H3/2(Ω). Thus, the inclusion D(A2;H−1(Ω)) ⊂ H3/2(Ω) holds true. The
same argument shows also D(A; L2(Ω)) ⊂ H3/2(Ω).
We are going to show (1.26). If
f ∈ H10(Ω) ↪→ B12(L2(Ω)) ↪→ B1p(Lp(Ω)), 1 ≤ p ≤ 2,
the assumptions of lemma 1.24 are satisfied for all 1 < p ≤ 2 and λ = n
n−1(1 +
1/p) < min{3, 2 n
n−1}. Thus (1.26) holds true. The same argument, with H10(Ω)
replaced by H3/2(Ω), shows (1.29).
To show (1.27) we start from
Au = f ∈ D(A2,H−1(Ω)) ⊂ Bατ (Lτ (Ω))
with τ, α as in (1.26). Setting
1
p˜
=
1
τ
=
α
n
+
1
2
< 1 for α <
n
2
in lemma 1.24, we have p˜ > 1 and
λ˜ =
n
n− 1
(
1 +
1
p˜
)
=
n
n− 1
(
3
2
+
α
n
)
< 2
n
n− 1 .
Thus lemma (1.24) yields
u ∈ Beαeτ (Leτ (Ω)) for 1τ˜ =
α˜
n
+
1
2
, 0 < α˜ < λ˜ < 2
n
n− 1 .
Since λ˜ → 2n/(n − 1) and p˜ → 1+ for α → n/2 the statement holds for all
0 < α˜ < 2 n
n−1 , and we have proven the embedding (1.28).
Due to the proven embeddings the five estimates for the norm of e−tAu0 follow
from theorem 1.18.
It should be noted that the embeddings (1.27) and (1.29) improve (1.26) only
in the case n = 2.
1.5 Evaluation of the Line Integral
In this section, we will develop a quadrature rule for the numerical evaluation of
the Dunford–Cauchy integral (1.5). As the integrand is analytic in the domain
C \ Σ the theory of Sinc–functions is used to obtain an exponential convergence
rate with respect to the number of function evaluations. Convergence takes place
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in the operator topologies of L (X0) as well as L (X0, X1) and thus is independent
of the initial value u0.
Similar ideas have already been used in [30, 46], but we believe that the con-
structions from loc. cit. have several shortcomings. First, the analysis of the ref-
erences is built on the properties of symmetric positive definite and strongly P-
positive1 operators, respectively, both classes being smaller than the one of secto-
rial operators. As an operator generates an analytic semigroup if and only if it is
sectorial it seems appropriate to build the quadrature rule one the properties of a
sectorial operator. Second, the construction of [46] yields convergence O(N−p),
p = 2, 4, where N denotes the number of function evaluations. In contrast, we
obtain exponential convergence with respect to N . Third, we will construct the
quadrature rule such that it is robust with respect to small time steps. Convergence
inevitably breaks down if t→ 0, but we will demonstrate in the numerical exper-
iments that our quadrature rule can be applied with reasonable efficiency for all
practical relevant time steps.
1.5.1 Sinc Quadrature
We shall recall the following definitions and results from [47], where we have
replaced complex valued functions with vector valued functions in a general Ba-
nach space X . Ultimately, we are interested in the spaces X = L (X0) and
X = L (X0, X1).
For d > 0 let Dd = {z ∈ C : |=(z)| < d} be the strip of width 2d around the
real axis and define for ε ∈ (0, 1) the rectangular domain
Dd(ε) := {z ∈ C : |<(z)| < 1/ε, |=(z)| < d(1− ε)}.
ThenH1(Dd) denotes the family of all functions F : Dd → X holomorphic inDd
such that
N1(Dd, F ) := lim
ε→0
∫
∂Dd(ε)
‖F (z)‖X |dz| (1.30)
is finite. If F extends continuously to ∂Dd, (1.30) can be reduced to
N1(Dd, F ) =
∫
R
(‖F (x+ id)‖X + ‖F (x− id)‖X ) dx.
Theorem 1.28. ([47], Theorem 3.2.1) Let F ∈ H1(Dd), h > 0, and
T (F, h) := h
∞∑
k=−∞
F (kh).
1An operator A is called strongly P-positive if its spectrum is contained in some parabola
P = {z = x+ iy : x = ay2+b}, a > 0, b ∈ R, and if its resolvents satisfy ‖(γI−A)−1‖L(X0) .
(1 +
√|γ|)−1 outside P (see [30] for more details).
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Then the estimate
‖
∫
R
F (x) dx− T (F, h)‖X ≤ e
−pid/h
2 sinh(pid/h)
N1(Dd, F ), h > 0,
≤ e
2
e2 − 1e
−2pid/hN1(Dd, F ), pid > h > 0,
(1.31)
holds.
To build a numerical scheme, the infinite sum T (F, h) has to be replaced by a
finite one, i.e.
T (F, h) ≈ TN(F, h) := h
N∑
k=−N
F (kh).
We will follow the strategy from [47] to bound the additional error
‖T (F, h)− TN(F, h)‖X = h‖
∞∑
k=N+1
(F (−kh) + F (kh)) ‖X
by a decay condition on F (x) for |x| → ∞. Then both error contributions are
equilibrated by a proper choice of N depending on h. To do so, we have to
exploit the properties of the integrand which shall be discussed in the following
subsection.
1.5.2 Properties of the Integrand
The integrand is given as
F (γ) =
1
2pii
e−γt(γI − A)−1, γ ∈ Γ.
For a concrete calculation of the line integral (1.5), the path of integration Γ and a
proper parametrisation γ : R→ C must be chosen, which leaves a lot of freedom
within the construction.
We propose the hyperbola
γ(x) = c+ cosh(x+ iδ)
= c+ cosh(x) cos(δ) + i sinh(x) sin(δ), x ∈ R,
with some pi/2 > δ > ω0 and c0 > c. From the representations
γ(x) = c+
1
2
exeiδ
(
1 + e−2xe−2iδ
)
= c+
1
2
e−xe−iδ
(
e2xe2iδ + 1
)
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Figure 1.1: Hyperbola and enclosing rays for δ = pi/6 and c = 0.
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we can see that γ(x) has for x→ ±∞ the asymptotes
a±δ(τ) = c+ τe±iδ, τ ≥ 0.
Setting τ = sinh(x), x > 0, we obtain
=(aδ(sinh(x))) = sin(δ) sinh(x)
= =(γ(x)) (1.32)
= =(cos(δ) + aδ(sinh(x)))
and
<(aδ(sinh(x))) = c+ sinh(x) cos(δ)
≤ c+ cosh(x) cos(δ) (1.33)
= <(γ(x))
≤ c+ (1 + sinh(x)) cos(δ), x ≥ 0.
Thus, the upper part of the curve Γ is enclosed by the rays aδ(τ) and cos(δ)+aδ(τ)
(see figure 1.1). Due to the symmetry with respect to the real line, the rays a−δ(τ)
and cos(δ) + a−δ(τ) fence the lower part of Γ. We opted for this particular curve
and its parametrisation for the following two reasons.
First, γ extends to a holomorphic function
γ(z) = c+ cosh(x+ i(δ + y)), z = x+ iy ∈ Dd,
for every d > 0. Therefore, the integrand2
F (z) = Ft(z) = − 1
2pii
e−γ(z)t(γ(z)I − A)−1 sinh(z + iδ), z ∈ Dd,
is analytic on the strip Dd provided that γ maps Dd into ρ(A). Due to the prop-
erties of a sectorial operator it is sufficient to check γ(Dd) ⊂ C \ Σc0,ω0 . The
boundary ∂Dd is mapped on the hyperbolas c+cosh(x+ i(δ± d)), x ∈ R, which
are located to the left of the rays τ 7→ cos(δ) + c + e±(δ−d)τ , τ ≥ 0, by (1.33).
Hence the conditions
cos(δ − d) + c < c0 (1.34)
and
δ − d ≥ ω0 (1.35)
are sufficient to ensure γ(Dd) ⊂ C \ Σc0,ω0 ⊂ ρ(A).
2The change of sign is caused by the fact that γ(x) is oriented clockwise.
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Second, <(γ(z)), z ∈ Dd, tends exponentially to infinity for <(z) → ±∞
whenever
d+ δ < pi/2. (1.36)
This implies a fast decay of the term e−tγ(z) and the whole integrand which is
essential for the following error analysis. The exponential growth of <(γ(z))
compensates to some extent for small 0 < t  1 and allows us to apply the
quadrature rule with reasonable efficiency even for t close to zero.
Based on this parametrisation together with the conditions (1.34), (1.35), and
(1.36) the error analysis will be given in the spaceL (X0) as well as inL (X0, X1).
The case L (X0) will be discussed first.
1.5.3 Convergence in L (X0)
Estimating the Integrand
For the error analysis, ‖F (z)‖L(X0) must be estimated along the real axis as well
as on the boundary of the strip Dd. Denoting z = x + iy, x ∈ R, y ∈ [−d, d], we
have
<(γ(z)) = c+ cosh(x) cos(y + δ) > c+ 1
2
e|x| cos(y + δ), x ∈ R.
Together with the resolvent bound (1.3) this implies
‖F (z)‖L(X0) ≤
M
2pi
e−<(γ(z))t
∣∣∣∣ sinh(z + iδ)cosh(z + iδ) + c− c0
∣∣∣∣
<
M
2pi
B(y + δ, c− c0)e−cte− 12 t cos(y+δ)e|x| , (1.37)
where
B(θ, ξ) := sup
x∈R
∣∣∣∣ sinh(x+ iθ)cosh(x+ iθ) + ξ
∣∣∣∣ .
By discussing
∣∣∣ sinh(x+iθ)cosh(x+iθ)+ξ ∣∣∣2 it can easily be seen that B(θ, ξ) is finite for every
θ ∈ (0, pi/2) and ξ < 0 and that the critical points may be obtained by solving a
fourth degree polynomial equation.
Remark 1.29. The following quadrature rule is solely based on the validity of the
key estimate (1.37). Assuming c ≥ 0, the bound
‖FT (z)‖L(X0) ≤
M
2pi
B(y + δ, c− c0)e−cT e− 12T cos(y+δ)e|x|
≤ M
2pi
B(y + δ, c− c0)e−cte− 12 t cos(y+δ)e|x|
26 CHAPTER 1. HOMOGENEOUS INITIAL VALUE PROBLEMS
holds true for every time T ≥ t. Therefore the error bound of the quadrature rule
developed for Ft will also be valid for FT , i.e. the convergence will be uniform for
T ∈ [t,∞).
Remark 1.30. (Exponential Integral)
For the exponential integral
E1(x) :=
∫ ∞
1
e−xτ
τ
dτ =
∫ ∞
x
e−τ
τ
dτ, x > 0, (1.38)
the following estimates are valid (see [1]) :
1
x+ 1
< exE1(x) ≤ 1
x
, x > 0, (1.39)
1
2
log(1 +
2
x
) < exE1(x) < log(1 +
1
x
), x > 0. (1.40)
Lemma 1.31. If 0 ≤ f(x) < Ce−αe|x| holds for some constants C > 0, α > 0
and all x ∈ R, then the bound∫
R
f(x) dx ≤ 2Ce−α log(1 + 1
α
)
is valid.
Proof. ∫
R
f(x) dx ≤ 2C
∫ ∞
0
e−αe
x
dx
= 2CE1(α)
≤ 2Ce−α log(1 + 1
α
)
From this lemma and estimate (1.37) it follows that
N1(Dd, F ) =
∫
R
‖F (x+ id)‖L(X0) + ‖F (x− id)‖L(X0) dx
≤ 2M
2pi
e−ct
[
B(δ + d, c− c0)e−α1 log(1 + 1
α1
) +
+B(δ − d, c− c0)e−α2 log(1 + 1
α2
)
]
with constants
α1 :=
1
2
t cos(δ + d), α2 :=
1
2
t cos(δ − d). (1.41)
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Bounding the Remainder of the Series
In the special case y = 0 estimate (1.37) reads
‖F (x)‖L(X0) ≤ Ce−α0e
|x|
, x ∈ R,
where we denote
α0 :=
1
2
t cos(δ), C =
M
2pi
B(δ, c− c0)e−ct.
To bound the cut-off error
h‖
∞∑
k=N+1
(F (kh) + F (−kh)) ‖L(X0) ≤ 2Ch
∞∑
k=N+1
e−α0e
kh
(1.42)
we shall use the following well-known fact.
Remark 1.32. Let f : R→ [0,∞) be a monotonically decreasing function. Then
the estimate
h
∞∑
k=N+1
f(kh) ≤
∫ ∞
hN
f(s) ds (1.43)
holds true for all h > 0, N ∈ N.
If we apply this to f(s) = e−α0es we obtain
h
∞∑
k=N+1
e−α0e
kh ≤
∫ ∞
hN
e−α0e
s
ds =
∫ ∞
α0ehN
e−r
r
dr
= E1(α0e
hN) ≤ 1
α0
e−α0e
hN−hN
≤ 1
α0
e−α0e
hN
.
Remark 1.33. The bound
E1(α0e
hN) ≤ e−α0ehN log
(
1 +
e−hN
α0
)
is sharper for small values of α0ehN than the one above and should be used instead.
But as we failed to give an explicit expression for N depending on h when using
the sharper estimate and as we are interested in large values of α0ehN , we will
continue to work with the weaker bound.
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To equilibrate the quadrature error and the cut-off error we choose for some
given h > 0
N = max
{
0,
⌊
1
h
log
(
2pid
α0h
)⌋
+ 1
}
, (1.44)
with bxc = sup{k ∈ Z : k ≤ x} as usual. This choice ensures
e−α0e
hN ≤ e−2pid/h.
Therefore, the overall error bound
‖e−tA − h
N∑
k=−N
F (kh)‖L(X0) ≤ Cte−2pid/h (1.45)
follows with
Ct =
e2
e2 − 1N1(Dd, F ) +
M
piα0
e−ctB(δ, c− c0).
1.5.4 Convergence in L (X0, X1)
Since e−tA as well as the resolvents (γI − A)−1 are bounded mappings from
X0 into X1 it is natural to expect convergence of the quadrature rule in the norm
L (X0, X1), too. The analysis will progress along the same lines as in the previous
section.
By the uniform boundedness of the resolvents stated in (1.4), we have for
z = x+ iy ∈ Dd,
‖F (z)‖L(X0,X1) ≤
M ′
2pi
e−<(γ(z))t| sinh(z + iδ)|
≤ M
′
2pi
e−
1
2
t cos(y+δ)e|x|−cte|x|
=
M ′
2pi
e−cte−
1
2
t cos(y+δ)e|x|+|x|.
This yields the bounds∫
R
‖F (x+ id)‖L(X0,X1) dx ≤
M ′
2pi
e−ct · 2
∫ ∞
0
e−α1e
x+x dx
=
M ′
pi
e−α1
α1
e−ct
and ∫
R
‖F (x− id)‖L(X0,X1) dx ≤
M ′
pi
e−α2
α2
e−ct,
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with the constants α1 and α2 from (1.41). Adding both inequalities results in the
estimate
N1(Dd, F ) ≤ M
′
pi
e−ct
(
1
α1
e−α1 +
1
α2
e−α2
)
.
To control the cut-off error, the infinite sum
∞∑
k=N+1
h
(‖F (kh)‖L(X0,X1) + ‖F (−kh)‖L(X0,X1))
≤ M
′
pi
e−cth
∞∑
k=N+1
e−α0e
kh+kh
has to be bounded. The function f(s) = s−α0es is monotonically decreasing for
s > − log(α0). Thus, remark 1.32 can be applied provided hN > − log(α0) and
we obtain
h
∞∑
k=N+1
e−α0e
kh+kh ≤
∫ ∞
hN
e−α0e
s+s ds (1.46)
=
1
α0
∫ ∞
α0ehN
e−τ dτ
=
1
α0
e−α0e
hN
.
The choice
N = max
{
0,
⌊
1
h
log
(
α−10
)⌋
+ 1,
⌊
1
h
log
(
2pid
α0h
)⌋
+ 1,
}
(1.47)
ensures
hN > − log(α0) and e−α0ehN ≤ e−2pid/h
and an overall error bound of
‖e−tA − h
N∑
k=−N
F (kh)‖L(X0,X1) ≤ C ′te−2pid/h (1.48)
with
C ′t =
M ′
pi
e−ct
(
1
α0
+
e2
e2 − 1
(
1
α1
e−α1 +
1
α2
e−α2
))
.
30 CHAPTER 1. HOMOGENEOUS INITIAL VALUE PROBLEMS
Remark 1.34. (Asymptotics for t→ 0+) As αi ∼ t we have
C ′t ∼
1
t
, t→ 0+.
To ensure C ′te
−2pid/h ≤ η for some target accuracy η > 0 we may choose
1
h
=
log(C ′tη
−1)
2pid
∼ − log(tη).
According to (1.47) we have for sufficiently small h > 0 that
N ∼ 1
h
log
(
4pid
ht cos(δ)
)
∼ − log(tη) log(− log(tη)t−1).
Thus, for fixed η > 0 the number of quadrature points N increases like (log(t))2
for t → 0. This indicates that the scheme is robust with respect to small time
steps.
Remark 1.35. Although e−tA is a bounded operator from X0 into D(A2;X0) the
previous analysis cannot be extended to this topology. This is inhibited by the
mapping properties of the resolvents (γI − A)−1 which map X0 into D(A;X0),
but not into D(A2;X0).
1.6 Numerical Realisation
The previous section stated convergence of the quadrature rule in an abstract
Banach space setting. To turn it into a numerical scheme, A will be assumed
to be given by an elliptic boundary value problem as described in section 1.4.
The main work in the evaluation of F (γ)u0 is the application of the resolvents
(γkI − A)−1u0 = vγk where γk = γ(kh) for k = −N,−N + 1, . . . , N and fixed
h > 0. Clearly, this is achieved by the solution of the operator equations
(γkI − A)vγk = u0, k = −N,−N + 1, . . . , N,
which require an appropriate discretisation. In principle, every numerical scheme
like FD or FEM is suitable, as long as it provides an assessable error bound.
We opt for adaptive wavelet schemes as presented in [15], because the strong
analytic background of wavelet methods facilitates our error analysis in this and
the following sections.
For the convenience of the reader, some basic ideas of wavelets for PDE’s shall
be sketched first. For an in depth discussion we refer to [15] and the references
therein. Second, an evaluation scheme of e−tAu0 will be given which is accurate
up to a prescribed tolerance.
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1.6.1 Wavelets for Operator Equations
Let Ψ = {ψλ : λ ∈ J }, Ψ˜ = {ψ˜λ : λ ∈ J } be a pair of biorthogonal
wavelet bases in the Hilbert space V , where J denotes a countable index set.
Then Ψ forms a Riesz basis of V , i.e. each u ∈ V has an unique expansion
u =
∑
λ∈J 〈ψ˜λ, u〉V×V ψλ such that u = (〈ψ˜λ, u〉V×V )λ∈J ∈ `2(J ) and such that
the norm equivalence
cR‖u‖`2(J ) ≤ ‖u‖V ≤ CR‖u‖`2(J ), uTΨ = u ∈ V, (1.49)
holds with constants cR, CR > 0. Analogically, each u ∈ V may be represented
in the dual basis Ψ˜,
u =
∑
λ∈J
〈ψλ, u〉V×V ψ˜λ = u˜T Ψ˜.
Biorthogonality yields
1
CR
‖u˜‖`2(J ) ≤ ‖u‖V ≤
1
cR
‖u˜‖`2(J ), u˜T Ψ˜ = u ∈ V.
Additionally, let H be a densely embedded subspace of V and denote its dual
with respect to the pivot space V by H ′. We assume that H is characterised as
follows: There exists a positive diagonal matrixD = diag{dλ : λ ∈ J } such that
u ∈ H ⇐⇒ Du ∈ `2(J ), u = uTΨ ∈ V,
and such that the norm equivalence
cH‖Du‖`2(J ) ≤ ‖u‖H ≤ CH‖Du‖`2(J ), u = uTΨ ∈ H, (1.50)
holds with constants cH , CH > 0. It follows from biorthogonality and duality that
C−1H ‖D−1u˜‖`2(J ) ≤ ‖u‖H′ ≤ c−1H ‖D−1u˜‖`2(J ), u = u˜T Ψ˜ ∈ H ′. (1.51)
From another point of view, this may be stated as follows: The rescaled bases
D−1Ψ andDΨ˜ are Riesz bases ofH andH ′, respectively. This suggests working
with the rescaled bases exclusively, if one is only interested in the spaces H and
H ′. As we are going to discretise operators from H onto H ′ as well as endomor-
phisms of V , we record the dependency onD explicitly.
Let B : H → H ′ be a norm-isomorphism fromH ontoH ′, i.e. B is linear and
there exist constants cB, CB > 0, such that
cB‖u‖H ≤ ‖Bu‖H′ ≤ CB‖u‖H , u ∈ H. (1.52)
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Hence, the operator equation
Bu = f, f ∈ H ′, (1.53)
has an unique solution u ∈ H , depending continuously on f ∈ H ′. The variational
formulation
〈Bu, v〉 = 〈f, v〉 for all v ∈ H, (1.54)
is equivalent to the infinite-dimensional system
〈Bu,D−1Ψ〉 = 〈f,D−1Ψ〉, (1.55)
as D−1Ψ is complete in H . Inserting the representation u = (Du)T D−1Ψ into
the previous equation yields
D−1〈BΨ,Ψ〉D−1︸ ︷︷ ︸
=B
Du = D−1〈f,Ψ〉︸ ︷︷ ︸
=f
, (1.56)
which is a well-posed equation in `2(J ) due to the norm equivalences (1.50) and
(1.52).
Remark 1.36. For every bounded linear operator B : H → H ′ we have
‖B‖L(`2(J ),`2(J )) ≤ C2H‖B‖L(H,H′), (1.57)
where B = D−1〈BΨ,Ψ〉D−1 denotes the discretisation of B. If (1.52) holds,
i.e. B−1 ∈ L (H ′, H) exists, we have
cBc
2
H‖u‖`2(J ) ≤ ‖Bu‖`2(J ) ≤ CBC2H‖u‖`2(J ), u ∈ `2(J ). (1.58)
Likewise, for every continuous endomorphism B : V → V the estimates
‖〈BΨ,Ψ〉‖L(`2(J ),`2(J )) ≤ C2R‖B‖L(V ) (1.59)
and
‖〈BΨ˜, Ψ˜〉‖L(`2(J ),`2(J )) ≤ c−2R ‖B‖L(V ) (1.60)
are valid.
To solve equation (1.56), in principle a Richardson iteration may be applied,
if B and hence B are symmetric positive definite, i.e. we will start from an initial
guess u0 and calculate
uk+1 = uk + α(f −Buk), k = 0, 1, . . . ,
with a suitable damping parameter α > 0. Within a numerical realisation, the
infinite-dimensional vector Buk has to be replaced with some approximation w
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with finite support and an assessable error. This causes a disturbance in the infinite
iteration, which can be controlled in such a way that convergence is preserved
while maintaining an optimal work-accuracy balance [15].
During the following algorithms, we will have to switch between the primal
and dual basis and to change normalisation. To avoid excessive use of constants
we make the following
Assumption 1.37. Dλ,λ ≥ 1 for all λ ∈ J .
This implies
‖u‖`2(J ) ≤ ‖Du‖`2(J ), Du ∈ `2(J ),
which is the discrete analogue of the embedding inequality
‖u‖V ≤ ‖u‖H , u ∈ H.
For any u = uTΨ ∈ V we have
u˜ = 〈Ψ, u〉 = 〈Ψ,uTΨ〉 = 〈Ψ,Ψ〉u, (1.61)
that is, an application of the Gramian matrix transforms primal into dual coor-
dinates. By remark 1.36 the Gramian matrix is a continuous mapping `2(J ) →
`2(J ) with
‖〈Ψ,Ψ〉‖L(`2(J )) ≤ C2R. (1.62)
1.6.2 A Numerical Scheme
Within the wavelet framework, an adequate discretisation depends on the mapping
properties of the operator and on the continuous norms involved. When applying
the operator exponential e−tA we have at least two options.
The first one regards e−tA as operatorH ′ → H and results in the discretisation
u(t) = E1(t)u0
with
E1(t) = D〈e−tAΨ˜, Ψ˜〉D,
u0 = D
−1〈u0,Ψ〉, u0 ∈ H ′,
u(t) = D〈e−tAu0, Ψ˜〉.
The second one considers e−tA as mapping V → V and gives rise to
u(t) = E0(t)u0
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with
E0(t) = 〈e−tAΨ˜, Ψ˜〉,
u0 = 〈u0,Ψ〉, u0 ∈ V,
u(t) = 〈e−tAu0, Ψ˜〉.
The first approach seems more appropriate since
1. it allows more general initial values, i.e. u0 ∈ H ′ instead of u0 ∈ V ;
2. the error is measured in the stronger norm of H instead of that of V ;
3. it reflects the smoothing properties of analytic semigroups properly.
Nevertheless, the second approach permits faster computations as N from (1.44)
is generally smaller than N from (1.47). Thus it is preferable whenever e−tA is
regarded as endomorphism of V which seems suitable in Tikhonov regularisation
(cf. chapter 3).
We start with the first approach. The following algorithm approximates u(t) =
E1(t)u0 up to a prescribed tolerance η > 0. For its formulation the availability of
a routine
w← Solve(B(γ), η,u0)
is assumed which solves the elliptic subproblems
B(γ)vγ = u0, B(γ) := D
−1
γ 〈(γI − A)Ψ,Ψ〉D−1γ ,
with accuracy η > 0, i.e. ‖w − vγ‖`2(J ) ≤ η. To keep the presentation reason-
able simple, we choose Dγ = D to be some positive diagonal matrix which is
independent of γ and ensures the norm equivalence (1.50). We will modify the
scheme to account for matricesDγ depending on γ in section 4.1.2. Based on the
routine Solve the realisation of which is given in [15] the following algorithm is
formulated.
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Algorithm 1.38.
w← Apply(E1(t), η,u0)
• Choose
h =
{
2pid
log(2C′t‖u0‖`2(J ))−log(c2Hη)
, if η < 2c−2H C
′
t‖u0‖`2(J ),
1, otherwise,
and N = N(t, h) as in (1.47).
• For k = −N,−N + 1, . . . , N − 1, N
wk ← Solve(B(γ(kh)), ηk,u0)
with ηk = η2(2N+1)|wk| , wk =
h
2pii
e−tγ(kh) sinh(kh+ iδ).
• w← −∑k=Nk=−N wkwk
Lemma 1.39. The output w of Apply(E1(t), η,u0) satisfies
‖E1(t)u0 −w‖`2(J ) ≤ η. (1.63)
Proof. We denote u0 = (Du0)T Ψ˜ ∈ H ′. Moreover, let ŵk = B(γ(kh))−1u0,
k = −N,−N + 1, . . . , N , be the exact solutions of the elliptic problems.
From the triangle inequality, the fact ‖ŵk − wk‖`2(J ) ≤ ηk, and the norm
equivalences (1.50) and (1.51) we infer
‖w −D〈e−tAu0, Ψ˜〉‖`2(J )
≤
∥∥∥∥∥w −
k=N∑
k=−N
wkŵk
∥∥∥∥∥
`2(J )
+
∥∥∥∥∥
k=N∑
k=−N
wkŵk −D〈e−tAu0, Ψ˜〉
∥∥∥∥∥
`2(J )
≤
k=N∑
k=−N
|wk|ηk + c−1H
∥∥∥∥∥e−tAu0 −
k=N∑
k=−N
wk(γ(kh)I − A)−1u0
∥∥∥∥∥
H
≤ η
2
+ c−1H ‖e−tA −QN(Ft, h)‖L(H′,H)‖u0‖H′
≤ η
2
+ c−2H ‖e−tA −QN(Ft, h)‖L(H′,H)‖u0‖`2(J ).
According to the choice of h and the error analysis of the previous section, the
quadrature error is less than 1
2
c2Hη/‖u0‖`2(J ), which proves the claim.
Remark 1.40. From remark 1.29 it follows that the vector
w(T ) = − h
2pii
k=N∑
k=−N
e−Tγ(kh) sinh(kh+ iδ)wk
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has the property ‖E1(T )u0 − w(T )‖`2(J ) < η for every T ≥ t. Thus, once the
intermediate valueswk are at hand approximations to all E1(T )u0 for T ∈ [t,∞)
can be calculated at virtually no additional costs.
If e−tA is regarded as operator V → V the algorithm needs only slight modi-
fications in the choice of h and N . The resolvents (λI − A)−1 have to be treated
as mappings H ′ → H to ensure well-posedness as before. Therefore, in the fol-
lowing algorithm the bases are switched by a simple rescaling. The initial value
u0 ∈ V is assumed to be given in dual coordinates, u0 = 〈u0,Ψ〉.
Algorithm 1.41.
w← Apply(E0(t), η,u0)
• Choose
h =
{
2pid
log(2Ct‖u0‖`2(J ))−log(c2Rη)
, if η < 2c−2R Ct‖u0‖`2(J ),
1, otherwise,
and N = N(t, h) as in (1.44).
• For k = −N,−N + 1, . . . , N − 1, N
wk ← Solve(B(γ(kh)), ηk,D−1u0)
with ηk = η2(2N+1)|wk| , wk =
h
2pii
e−tγ(kh) sinh(kh+ iδ).
• w← −D−1∑k=Nk=−N wkwk
Lemma 1.42. The output w of Apply(E0(t), η,u0) satisfies
‖E0(t)u0 −w‖`2(J ) ≤ η. (1.64)
Proof. The statement is proven similarly to that of lemma 1.39 with only one
supplement. The accuracy of the vectors D−1wk follows from assumption 1.37
and the properties of the scheme Solve(B(γ(kh)), η,D−1u0).
1.6.3 Asymptotic Results
After proving the accuracy of the scheme, it would be desirable to show its effi-
ciency. An ambitious goal would be to show asymptotic optimality in the spirit
of [15], i.e. if v = E1(t)u0 ∈ `wτ (J ) the amount of work in Apply(E1(t), η,u0)
should stay proportional to η−1/s with 1/τ = s + 1/2. But it seems unlikely
to achieve an according result because of the following facts. The exact solution
v = e−tAu0 is in general smoother than the solutions uγ of (γI−A)uγ = u0. Thus,
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the elliptic problems can only be solved at cost ∼ η−1/s′ with some s′ < s which
forces the overall algorithm to use more than ∼ η−1/s work. Even worse, the fol-
lowing lemma shows thatApply(E1(t), η,u0) has a higher asymptotic complexity
than the elliptic solvers.
Lemma 1.43. Assume that the algorithm Solve(B(γ(0)), η,u0) needs at least
Cη−1/s arithmetic operations with constants C > 0, s > 0 for η → 0+. Then,
there exists no constant C˜ such that the number of arithmetic operations used by
Apply(E1(t), η,u0) is bounded from above by C˜η−1/s.
Proof. The algorithmApply(E1(t), η,u0) calls Solve(B(γ(0)), η0,u0)with target
accuracy
η0 =
η
2(2N + 1)|w0| =
η
2(2N + 1)Cγh
,
|w0| =
∣∣∣∣ h2piie−tγ(0) sinh(iδ)
∣∣∣∣ = Cγh.
If η tends to zero, h tends also to zero. According to (1.47) we have
hN > log
(
2pid
α0h
)
→∞, (h→ 0).
Because of
η0 =
η
(4Nh+ 2h)Cγ
<
η
4CγNh
,
the algorithm Solve(B(γ(0)), η0,u0) needs at least
Cη
−1/s
0 > C(4CγNh)
1/sη−1/s
arithmetic operations. But the expression on the right hand side cannot be in
O (η−1/s) since Nh→∞ (h→ 0).
It should be noted that already one call to the elliptic solver spoils the asymp-
totic complexity of Apply(E1(t), η,u0) since the target accuracy η0 decreases
faster than η. To overcome this handicap, we will modify algorithm 1.38 after
the following remark.
Remark 1.44. As the sequence |wk| is monotonically decreasing for sufficiently
large k, the target accuracies ηk increase with k. As we will see in section 4.1,
the condition number of B(γ(kh)) grows with increasing k. Thus, the well-
conditioned systems are solved with high accuracy while the ill-conditioned sys-
tems are solved with low accuracy. For parallelisation this is a very favourable
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feature since the solution of each elliptic subproblem needs roughly the same
amount of time.
The following modification of algorithm 1.38 will destroy this property, but
allows us to give a reasonable bound for the work spent in the new algorithm. In
spite of the asymptotic property we suggest to use the unmodified algorithm 1.38
in practice, as long as the condition number of B(γ(kh)) increases with k.
According to the proof of lemma 1.39 we may choose any sequence (ηk)Nk=−N
of target accuracies that satisfies
N∑
k=−N
ηk|wk| ≤ 1
2
η (1.65)
without spoiling the accuracy. To obtain an asymptotic result we will solve all
elliptic systems with the same tolerance ηk = Cηη. An appropriate constant Cη
will be calculated in the following.
We have for ηk = Cηη
N∑
k=−N
ηk|wk| = Cηη
N∑
k=−N
|wk|
= Cηη
h
2pi
N∑
k=−N
|e−tγ(kh) sinh(kh+ iδ)|
≤ Cηη h
2pi
e−tc
N∑
k=−N
e−t cosh(kh) cos(δ) cosh(kh)
≤ Cηη h
2pi
e−tc
∞∑
k=−∞
e−t cosh(kh) cos(δ) cosh(kh).
To bound the trailing series we will use 1
2
e|x| ≤ cosh(x) ≤ e|x|, x ∈ R, which
implies
h
∞∑
k=−∞
e−t cosh(kh) cos(δ) cosh(kh) ≤ h
∞∑
k=−∞
e−α0e
|kh|
e|kh|.
Because of the convergence
h
∞∑
k=−∞
e−α0e
|kh|
e|kh| →
∫ ∞
−∞
e−α0e
|x|
e|x| dx =
2
α0
e−α0 , h→ 0,
1.6. NUMERICAL REALISATION 39
there exists a constant h0 > 0 such that the left hand side is bounded by 4α−10 e
−α0
for all h ∈ (0, h0]. With this bound we obtain
N∑
k=−N
ηk|wk| ≤ Cη 2
piα0
e−tce−α0η
for all sufficiently small h. Therefore, condition (1.65) is satisfied if we set
Cη = Cη(t, α0) =
pi
4
α0e
tc+α0
Based on this choice of target accuracies we shall formulate an alternative version
of algorithm 1.38. It should be noted that this algorithm has been proven to be
accurate only for h < h0 with some unknown constant h0 = h0(α0) > 0. Thus it
is mostly of theoretical interest.
Algorithm 1.45.
w← ApplyMod(E1(t), η,u0)
• Choose
h =
{
2pid
log(2C′t‖u0‖`2(J ))−log(c2Hη)
, if η < 2c−2H C
′
t‖u0‖`2(J ),
1, otherwise,
and N = N(t, h) as in (1.47).
• For k = −N,−N + 1, . . . , N − 1, N
wk ← Solve(B(γ(kh)), Cη(t, α0)η,u0)
• w← −∑k=Nk=−N wkwk
Lemma 1.46. Assume that the algorithm Solve(B(γ), η,u0) needs at mostCη−1/s
arithmetic operations with constants C > 0, s > 0 independent of γ ∈ Γ for
η → 0+. Then, there exists a constant C˜ such that the number of arithmetic
operations used by ApplyMod(E1(t), η,u0) is bounded by
C˜ log(η−1) log(log(η−1))η−1/s.
Proof. According to the error analysis of the quadrature rule we have h−1 ∼
log(η−1) and
N ∼ 1
h
log
(
1
h
)
∼ log(η−1) log(log(η−1)).
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Thus, the computational costs to solve the 2N + 1 elliptic problems are bounded
by
C(2N + 1)η−1/s . log(η−1) log(log(η−1))η−1/s.
Moreover, the number of non-zero entries in each vector wk is bounded C ′η−1/s
(see [15]). Thus the final sum in algorithm 1.38 can be also calculated at cost
C ′(2N + 1)η−1/s . log(η−1) log(log(η−1))η−1/s.
1.6.4 Mapping Properties of E0(t) and E1(t)
We will discuss the mapping properties of the discrete evolution operators E0(t)
and E1(t) in the concrete situation of section 1.4. Then, the norm equivalences
(1.49) and (1.50) become
‖u‖`2(J ) ∼ ‖u‖L2(Ω), u = uTΨ ∈ L2(Ω), (1.66)
and
‖Du‖`2(J ) ∼ ‖u‖H10(Ω), u = uTΨ ∈ H10(Ω), (1.67)
respectively, where e.g. D = diag{2|λ| : λ ∈ J } is a reasonable choice. In fact,
the norm equivalences extend to a whole range of Besov spaces. For a certain
range of r and s depending on the smoothness and vanishing moments of the
wavelet basis we have (see e.g. [24])
‖Dru‖`p(J ) ∼ ‖u‖Bs+rp (Lp(Ω)),
1
p
=
s
n
+
1
2
. (1.68)
This norm equivalence together with the regularity lemma 1.27 allows us to show
that E0(t) and E1(t) are continuous mappings from `2(J ) into `p(J ), p < 2.
Lemma 1.47. The discrete evolution operatorE0(t) is a continuous mapping from
`2(J ) into `p(J ) for
p > p∗0 :=
2(n− 1)
n+ 3
.
Proof. We have to show that u(t) = E0(t)u0 ∈ `p(J ) for every initial value
u0 ∈ `2(J ). By virtue of lemma 1.27, we infer from u0 = uT0 Ψ˜ ∈ L2(Ω) that
e−tAu0 ∈ Bατ (Lτ (Ω)), τ, α as in (1.27).
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According to (1.68) with r = 0 and s = α, u(t) = 〈e−tAu0, Ψ˜〉 is in `p(J ) for
1
p
=
α
n
+
1
2
<
2
n− 1 +
1
2
=
3 + n
2(n− 1) =
1
p∗0
,
where the restriction of α is due to (1.27).
Lemma 1.48. The discrete evolution operatorE1(t) is a continuous mapping from
`2(J ) into `p(J ) for
p > p∗1 :=
6(n− 1)
3n+ 1
.
Proof. Assume u0 = D−1〈u0,Ψ〉 ∈ `2(J ), which is equivalent to u0 ∈ H−1(Ω)
by (1.51). Due to lemma 1.27, we conclude
u(t) = e−tAu0 ∈ H3/2(Ω) ∩ Bατ (Lτ (Ω))
with
1
τ
=
α
n
+
1
2
, 0 < α < α∗ :=
2n
n− 1 .
As in Proposition 2 of [17] one shows, by interpolation between H3/2(Ω) =
B
3/2
2 (L2(Ω)) and B
α
τ (Lτ (Ω)), that
u(t) ∈ Bs+1p (Lp(Ω)),
1
p
=
s
n
+
1
2
, 0 < s <
α∗
3
.
Due to (1.68) with r = 1, this implies
E1(t)u0 = D〈e−tAu0,Ψ〉 ∈ `p(J )
for
1
p
<
α∗
3n
+
1
2
=
3n+ 1
6(n− 1) =
1
p∗1
.
Corollary 1.49. Ei(t) is a continuous endomorphism of `wp (J ) for p∗i < p < 2,
i = 0, 1.
Proof. The claim follows from the previous two lemmata and the embeddings
`wp (J ) ↪→ `2(J ), p < 2, and `p(J ) ↪→ `wp (J ).
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1.6.5 Applying Projections
We wish to approximate either the projection
PΓ1u =
1
2pii
∫
Γ1
(γI − A)−1u dγ
or the projected semigroup
e−tAPΓ1u =
1
2pii
∫
Γ1
e−tγ(γI − A)−1u dγ, t ∈ R,
for some fixed u ∈ X0. Since the first problem is included in the second one as
the special case t = 0 it is sufficient to treat only the second one.
For the Jordan curve Γ1 enclosing some bounded subset of σ(A) as described
in section 1.2 an analytic and 2pi-periodic parametrisation
s 7→ γ(s), s ∈ [0, 2pi),
is assumed to be given. Then, the integrand
F (s) = −iγ′(s)e−tγ(s)(γ(s)I − A)−1u, s ∈ [0, 2pi),
is also 2pi-periodic and analytic in the topology ofX0 so that the following lemma
applies.
Lemma 1.50. ([34], Theorem 12.6) Let F : R→ X0 be analytic and 2pi-periodic.
Then, there exists d > 0 such that F extends to an analytic, bounded, and 2pi-
periodic function on the strip Dd. Moreover, the quadrature error of the trape-
zoidal rule
QN(F ) =
1
2N
2N−1∑
k=0
F
(kpi
N
)
, N ∈ N,
is bounded by
‖ 1
2pi
∫ 2pi
0
F (s) ds−QN(F )‖X0 ≤ ‖F‖L∞(Dd,X0)
1
e2dN − 1 .
In absence of estimates for d and ‖F‖L∞(Dd) it seems reasonable to use
‖QN(F )u−Q2N(F )u‖X0 ≈ ‖QN(F )u− PΓ1u‖X0
as error estimator. To show convergence of the upcoming algorithm we make the
following
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Assumption 1.51. There exist constants cQ, CQ > 0 and N0 ≥ 1 such that
cQ‖QN(F )u−Q2N(F )u‖X0 ≤ ‖QN(F )u− e−tAPΓ1u‖X0
and
‖QN(F )u− e−tAPΓ1u‖X0 ≤ CQ‖QN(F )u−Q2N(F )u‖X0
for all N ≥ N0.
As e−tAPΓ1 is a continuous mapping from X0 = H
′ into D(A;X0) = H it is
natural to choose the following discretisation of uP = e−tAPΓ1u:
uP = PE1(t) · u,
with
u = D−1〈u,Ψ〉,
uP = D〈e−tAPΓ1u, Ψ˜〉,
PE1(t) = D〈e−tAPΓ1u, Ψ˜〉D.
To formulate the following algorithm, we define Nl = 2lN0, l ∈ N. The
quadrature points associated with Nl are sl,k = kpiNl , k = 0, 1, . . . , 2Nl − 1. Obvi-
ously, the sequences of quadrature points are nested, i.e. sl+1,2k = sl,k. Therefore,
QNl(F )u can be improved toQ2Nl(F )u by evaluating the integrand F at the nodes
sl+1,2k+1, k = 0, 1, . . . , Nl − 1.
Algorithm 1.52.
w← Apply(PE1(t), η,v)
• Fix some 0 < % ≤ cH
3CQCH
.
• For k = 0, 1, . . . , 2N0 − 1
w0,k ← Solve(B(γ(s0,k)), η3|γ′(s0,k) exp(−tγ(s0,k))| min{1, 32%},v)
• w0 ← −i2N0
∑2N0−1
k=0 γ
′(s0,k)e−tγ(s0,k)w0,k
• For l = 1, 2, . . .
– for k = 1, 3, . . . , 2Nl − 1
wl,k ← Solve(B(γ(sl,k)), η3|γ′(sl,k) exp(−tγ(sl,k))| min{1, 32%},v)
– ul ← −i2Nl
∑Nl−1
k=0 γ
′(sl,2k+1)e−tγ(sl,2k+1)wl,2k+1
– dl ← 12wl−1 − ul
– wl ← 12(wl−1 + ul)
– If ‖dl‖`2(J ) ≤ %η then return w = wl−1.
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Remark 1.53. To remain consistent with the theory the algorithm returns wl−1.
In practice, wl should be returned as it is the more accurate approximation.
Lemma 1.54. If assumption 1.51 holds the algorithm Apply(PE1(t), η,v) termi-
nates after a finite number of steps for every η > 0 and its output w satisfies
‖w −PE1(t)v‖`2(J ) ≤ η.
Proof. Let ŵl,k denote the exact solution of
D−1〈(γ(sl,k)I − A)Ψ,Ψ〉D−1ŵl,k = v,
and define ûl, d̂l and ŵl as the corresponding quantities from the algorithm. Ac-
cording to the error bounds guaranteed by Solve we have
‖wl−1 − ŵl−1‖`2(J )
≤ 1
2Nl−1
2Nl−1−1∑
k=0
|γ′(sl−1,k)e−tγ(sl−1,k)| · ‖wl−1,k − ŵl−1,k‖`2(J )
≤ 1
2Nl−1
2Nl−1−1∑
k=0
η
3
min{1, 3
2
%}
≤ 1
3
ηmin{1, 3
2
%}
and similarly
‖ul − ûl‖`2(J ) ≤
1
6
ηmin{1, 3
2
%},
‖dl − d̂l‖`2(J ) ≤
1
3
ηmin{1, 3
2
%}.
First, the termination criterion is shown to be met for sufficiently large l ∈ N.
From lemma 1.50 and assumption 1.51 the estimate
‖dl‖`2(J ) ≤ ‖d̂l‖`2(J ) + ‖dl − d̂l‖`2(J )
≤ (cHcQ)−1‖F‖L∞(Dd,H)
1
e2dNl − 1 +
1
2
%η
follows. As the first addend tends to zero for l → ∞ there exist l0 ∈ N such that
the termination criterion ‖dl0‖ ≤ %η is met.
Second, the error bound is shown to hold for w = wl0−1. Obviously, one has
‖wl0−1 −D〈e−tAPΓv, Ψ˜〉‖`2(J )
≤ ‖wl0−1 − ŵl0−1‖`2(J ) + ‖ŵl0−1 −D〈e−tAPΓΨ˜, Ψ˜〉v‖`2(J )
≤ 1
3
η + ‖ŵl0−1 −D〈e−tAPΓΨ˜, Ψ˜〉v‖`2(J ).
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The second addend is bounded with help of the norm equivalences (1.50) and
assumption 1.51,
‖ŵl0−1 −D〈e−tAPΓv, Ψ˜〉‖`2(J )
≤ c−1H ‖QNl0−1v − e−tAPΓv‖H
≤ c−1H CQ‖QNl0−1v −QNl0v‖H
≤ c−1H CHCQ‖ŵl0−1 − ŵl0‖`2(J )
≤ c−1H CHCQ
(
‖dl0‖`2(J ) + ‖d̂l0 − dl0‖`2(J )
)
. (1.69)
As the termination criterion is met the first addend in the brackets is bounded by
‖dl0‖`2(J ) ≤ ρη ≤
cH
CQCH
η
3
.
The second one can be estimated by
‖d̂l0−1 − dl0−1‖`2(J ) ≤
1
2
%η ≤ cH
CQCH
η
4
.
Inserting both estimates in (1.69) yields
‖ŵl0−1 −D〈e−tAPΓv, Ψ˜〉‖`2(J ) ≤
2
3
η.
Thus, the overall error of the output w is bounded by η.
It should be noted that the constant cQ is not needed in concrete calculations,
but was introduced to show that the algorithm terminates (i.e. it is actually an
algorithm).
Remark 1.55. As the quadrature rule lacks an error bound with numerically ac-
cessible constants, one could think of extrapolation techniques to overcome this
handicap. But extrapolation is useless for periodic functions since all constants in
the asymptotic error expansion of the trapezoidal rule vanish.
Remark 1.56. For later use, we shall mention that the operator e−tAPΓ1 is also
well-defined as endomorphism of V . The application of the corresponding discre-
tised operator
PE0(t) = 〈e−tAPΓΨ,Ψ〉
can be realised as follows.
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Algorithm 1.57.
w← Apply(PE0(t),v, η)
• w1← D−1v
• w2← Apply(PE1(t),w1, η)
• w ← D−1w2
It follows from lemma 1.54 and assumption 1.37 that the output of this algorithm
is accurate up to an error of size η.
Remark 1.58. The projected semigroup provides also an efficient way for long
time integration, i.e. to apply e−tA for t 0. Due to lemma 1.14, one has
‖e−tAu0 − e−tAPu0‖X0 = ‖(I − P )e−tAu0‖X0 ≤ e−t inf <(σ2)‖u0‖X0 .
Thus, for inf <(σ2) > 0 and t→∞, the semigroup e−tA is closely approximated
by the projected semigroup and it is sufficient to apply e−tAP instead of e−tA.
Chapter 2
Inhomogeneous Initial Value
Problems
In this chapter the scope of problems is extended to inhomogeneous problems of
the form
d
dt
u(t) + Au(t) = f(t), t ∈ (0, T ),
u(0) = 0,
(2.1)
with a given forcing term f ∈ L2(0, T ;X). The solution is obtained by the one-
sided convolution of f with the semigroup, i.e.
u(t) = (Lf)(t) =
∫ t
0
e−(t−τ)Af(τ) dτ, t ∈ [0, T ], (2.2)
which is also known as Duhamel’s principle. We will first identify the mapping
properties of the solution operator L : L2(0, T ;X) → L2(0, T ;X). In a second
step, a discretisation of the space L2(0, T ;X) adapted to these mapping properties
will be described and an efficient implementation based on the algorithms of the
previous chapter will be outlined.
For a concise notation, we set X = X0 and D(A) = D(A;X0). As the other
spaces from the previous chapter do not occur in the actual one there is no risk of
confusion. For convenience,D(A) will always be equipped with the norm ‖A ·‖X
instead of the graph norm. Both norms are equivalent because of 0 ∈ ρ(A) due to
(2.4).
2.1 Mild Solution and Fourier Analysis
For the forthcoming analysis, A is assumed to be sectorial with c0 > 0 which has
two important implications. First, the norm of e−tA, t ≥ 0, decays exponentially
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in time, i.e. estimate (1.7) holds for constantsM0 ≥ 1 and σ > 0, in effect
‖e−tA‖L(X) ≤M0e−tσ, t ≥ 0. (2.3)
Second, the resolvent set of A contains the whole imaginary line and there exists
a constant K > 0 such that
‖(iωI − A)−1‖L(X) ≤ K
1 + |ω| , ω ∈ R. (2.4)
These two properties permit us to apply Fourier analysis to the inhomoge-
neous problem. To fix notation, we define for arbitrary g ∈ L2(R;X) the Fourier
transform by
ĝ(ω) = F(g)(ω) = 1√
2pi
∫
R
e−iωtg(t) dt, ω ∈ R,
where the integral is understood as Cauchy principal value if supp g is unbounded.
Given any forcing term f ∈ L2(0, T ;X), f is extended to an element of L2(R;X)
by setting f(t) = 0 for t 6∈ [0, T ]. Similarly, the semigroup is defined to be the
zero operator for t < 0, i.e. e−tA := 0 for t < 0. With this conventions, the
function
u(t) = (Lf)(t) =
∫
R
e−(t−τ)Af(τ) dτ = (e−·A ∗ f)(t) (2.5)
is well-defined on R, has support [0,∞), and coincides with the solution of (2.1)
for t ∈ [0, T ] a.e.
Lemma 2.1. For every 0 < T ≤ ∞, the operator L is a bounded mapping
from L2(0, T ;X) into L2(0, T ;D(A))∩H1(0, T ;X). More precisely, the following
estimates are valid:
‖Lf‖L2(0,T ;D(A)) ≤
1 +K√
2pi
‖f‖L2(0,T ;X), f ∈ L2(0, T ;X),
and
‖Lf‖H1(0,T ;X) ≤ K√
2pi
‖f‖L2(0,T ;X), f ∈ L2(0, T ;X).
Proof. (cf. [36], Appendix A) We calculate the Fourier transform of u = Lf and
apply the convolution theorem,
û(ω) = F(e−A· ∗ f)(ω)
= F(e−A·)(ω) · f̂(ω).
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Setting γ = iω in lemma 1.5 yields
F(e−A·)(ω) = (2pi)−1/2(iωI + A)−1, ω ∈ R.
Thus, the equation
û(ω) =
1√
2pi
(iωI + A)−1f̂(ω), ω ∈ R, (2.6)
holds true from which we will draw two conclusions.
First, (2.6) together with estimate (2.4) implies
‖u‖2H1(0,∞;X) =
∫
R
(1 + |ω|2)‖û(ω)‖2X dω
≤ K
2
2pi
∫
R
1 + |ω|2
(1 + |ω|)2‖f̂(ω)‖
2
X dω
≤ K
2
2pi
‖f̂‖2L2(R;X)
=
K2
2pi
‖f‖2L2(0,∞;X),
i.e. L is a bounded mapping from L2(0,∞;X) into H1(0,∞;X). As
‖u‖H1(0,T ;X) ≤ ‖u‖H1(0,∞;X)
and
‖f‖L2(0,∞;X) = ‖f‖L2(0,T ;X), supp f ⊂ [0, T ],
the result for T <∞ follows immediately.
Second, we infer from the resolvent equation (A.3) that
A(iωI + A)−1 = I − iω(iωI + A)−1, ω ∈ R,
hence
Aû(ω) =
1√
2pi
(I − iω(iω + A)−1)f̂(ω), ω ∈ R. (2.7)
In combination with (2.4) the bound
‖Aû(ω)‖X ≤ 1√
2pi
(
1 +
|ω|
1 + |ω| ·K
)
‖f̂(ω)‖X
≤ 1 +K√
2pi
‖f̂(ω)‖X , ω ∈ R,
follows, i.e.
‖u‖L2(0,∞;D(A)) ≤
1 +K√
2pi
‖f‖L2(0,∞;X).
As above, this estimate also implies the bound for T <∞.
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Remark 2.2. The above proof rests on the decay
‖(iωI − A)−1‖L(X) = O
(|ω|−1) , |ω| → ∞,
which cannot be improved in general as the following example shows.
Assume X to be a Hilbert space and A to be a self-adjoint and positive def-
inite operator. Then, A generates an analytic semigroup on X and possesses an
orthonormal basis of eigenvectors. For a normalised eigenvector xk ∈ X to the
eigenvalue λk > 0 we have
‖(iωI − A)−1xk‖X = ‖(iω − λk)−1xk‖X
=
1√
ω2 + λ2k
≥ 1|ω|+ |λk| .
Therefore, ‖(iωI − A)−1‖L(X) = O(|ω|−α), |ω| → ∞, holds for α = 1 but not
for any α > 1.
Remark 2.3. From the proof of the lemma, one can also see that the following
generalisation holds true.
If f ∈ Hk0(0, T ;X) for some k ∈ N, then
Lf ∈ Hk(0, T ;D(A)) ∩ Hk+1(0, T ;X).
The homogeneous boundary conditions of f are needed to extend f to an element
of Hk(R;X) with supp f = [0, T ]. An arbitrary continuous extension operator
Hk(0, T ;X) → Hk(R;X) cannot be used in our setting because the extension
would violate (2.5).
Remark 2.4. In general, u = Lf cannot be expected to belong to H2(0, T ;X),
as the following examples shows. We set f(t) = f0 ∈ X , t ∈ [0, T ], constant in
time. Then
u(t) = A−1(I − e−tA)f0,
u′(t) = e−tAf0,
u′′(t) = −Ae−tAf0,
such that u′′ ∈ L2(0, T ;X) iff
∫ T
0
‖Ae−tAf0‖2X dt is finite. According to remark
1.17 a sufficient condition is f0 ∈ D(Aα) for some α > 1/2 and a necessary one
f0 ∈ D(A1/2), i.e. spatial regularity of f0 is inevitable for regularity in time of u.
We point out that this observation does not contradict the previous remark. If
f is constant in time, we have f ∈ Hk(0, T ;X) for arbitrary k ∈ N, but it fails to
satisfy homogeneous boundary conditions unless f = 0.
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Remark 2.5. The operator L can also be shown to be continuous between the
following spaces with their respective norms ([37]):
Lp(0, T ;X) −→ Lp(0, T ;D(A)), for all 1 < p <∞,
L2(0, T ;X) −→ C([0, T ]; [D(A);X] 1
2
),
C([0, T ];X) −→ C([0, T ];D(A1−)), for all  > 0,
L2(0, T ;X) −→ C([0, T ];D(A 12−)), for all  > 0.
The last statement can be generalised to L being continuous as mapping
L2(0, T ;D(Aα)) −→ C([0, T ];D(Aα+β)), α ≥ 0, 0 ≤ β < 1/2.
Proof. We prove only the last statement, as it plays a role in later sections. Let
f ∈ L2(0, T ;D(Aα)) for some α ≥ 0. Then, we have for 0 ≤ β < 1/2
‖Aα+β(Lf)(t)‖X = ‖
∫ t
0
Aβe−(t−τ)AAαf(τ) dτ‖X
≤ Mβ
(∫ t
0
(t− τ)−2β dτ
)1/2
‖Aαf‖L2(0,T ;X),
where (1.11) was used to bound the operator-norm ‖Aβe−(t−τ)A‖L(X). From∫ t
0
(t− τ)−2β dτ = t
1−2β
1− 2β ≤
T 1−2β
1− 2β , β < 1/2, t ∈ [0, T ],
one infers
‖Aα+β(Lf)(t)‖X ≤Mβ T
1/2−β
√
1− 2β ‖A
αf‖L2(0,T ;X), t ∈ [0, T ].
Lemma 2.6. (Compactness) If A has a compact resolvent, the operator L is
compact as mapping
1. from L2(0, T ;X) into L2(0, T ;X),
2. from L2(0, T ;X) into C([0, T ];X), and
3. from C([0, T ];X) into C([0, T ];X).
Proof. The proof of the third part is outlined in [37], Remark 1.4.8.2, p. 71. We
shall follow the same lines to prove the more general second part of our statement.
52 CHAPTER 2. INHOMOGENEOUS INITIAL VALUE PROBLEMS
The first and third claim will then be implied by the second one and the continuous
embedding C([0, T ];X) ↪→ L2(0, T ;X).
To prove the second part, L is approximated by the operators
(Lδf)(t) =
∫ (t−δ)+
0
e−(t−τ)Af(τ) dτ, δ > 0,
where (t− δ)+ denotes max{0, t− δ}. We are going to show that
1. Lδ is compact from L2(0, T ;X) into C([0, T ];X), and that
2. Lδ converges to L for δ → 0 in the uniform operator topology
of L (L2(0, T ;X),C([0, T ];X)).
Thus, L will be compact as uniform limit of compact operators.
1) Let fn, n ∈ N, be a sequence in the unit sphere of L2(0, T ;X). For s, t ∈ [0, T ],
s < t, we estimate
‖(Lδfn)(s)− (Lδfn)(t)‖X
≤
∥∥∥∥∥
∫ (t−δ)+
(s−δ)+
e−(t−τ)Af(τ) dτ
∥∥∥∥∥
X
+
∥∥∥∥∥
∫ (s−δ)+
0
(e−(s−τ)A − e−(t−τ)A)f(τ) dτ
∥∥∥∥∥
X
≤
(∫ (t−δ)+
(s−δ)+
∥∥e−(t−τ)A∥∥2L(X) dτ
)1/2
‖f‖L2(0,T ;X)
+
(∫ (s−δ)+
0
∥∥e−(s−τ)A − e−(t−τ)A∥∥2L(X) dτ
)1/2
‖f‖L2(0,T ;X)
. (t− s)1/2‖f‖L2(0,T ;X)
≤ (t− s)1/2.
In the last but one step we used ‖e−(t−τ)A‖L(X) ≤ M0, which follows from (2.3),
and
‖e−(s−τ)A − e−(t−τ)A‖X ≤ (t− s) max
δ≤r≤T
‖Ae−tA‖L(X),
which results from the analyticity of the semigroup. Thus, the family of functions
(Lδfn)n∈N is equicontinuous. Moreover, the set ((Lδfn)(t))n∈N is precompact in
X for every fixed pair δ > 0, t ∈ [0, T ], which follows from the representation
A−1(A(Lδfn)(t))
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and the boundedness of ALδ : L2(0, T ;X) → C(0, T ;X). According to the
generalised Arzela-Ascoli theorem ([44], Chap. 9, Theorem 33 on p. 179), the
sequence (Lδfn) contains a subsequence that converges in C([0, T ];X). Thus, Lδ
is compact as mapping from L2(0, T ;X) into C([0, T ];X).
2) To show Lδ → L we bound the difference for t ∈ [0, T ] as follows:
‖(L− Lδ)(f)(t)‖X = ‖
∫ t
(t−δ)+
e−(t−τ)Af(τ) dτ‖X
≤
(∫ t
(t−δ)+
‖e−(t−τ)A‖2L(X) dτ
)1/2
‖f‖L2(0,T ;X)
≤ M0
√
δ‖f‖L2(0,T ;X).
Since the estimate is uniform with respect to t ∈ [0, T ], we have shown
‖L− Lδ‖L(L2(0,T ;X),C([0,T ];X)) .
√
δ → 0 (δ → 0),
such that L is compact as mapping from L2(0, T ;X) into C([0, T ];X).
Remark 2.7. In the next chapter, we will be interested in finding a pair of spaces
(X ,Y) such that L becomes boundedly invertible in the topology of L (X ,Y).
Clearly, the previous lemma excludes the choices X = Y = L2(0, T ;X) or X =
Y = C([0, T ];X).
Motivated by the proof of lemma 2.1, we choose X = L2(0, T ;X) and Y =
L2(0,∞;D(A)) ∩ H1(0,∞;X) equipped with the norm
‖u‖Y =
(‖u‖2L2(0,∞;D(A)) + ‖u‖2H1(0,∞;X))1/2.
According to lemma 2.1, the bound
‖u‖Y ≤ 1 + 2K√
2pi
‖f‖X
is valid for u = Lf . To show the reverse inequality, we infer from (2.6)
‖f̂(ω)‖X =
√
2pi
∥∥−iωû(ω) + Aû(ω)∥∥
X
≤
√
2pi
(|ω| ‖û(ω)‖X + ‖Aû(ω)‖X),
which implies
‖f‖L2(0,T ;X) = ‖f̂‖L2(R;X)
≤
√
2pi
(∫
R
|ω|2‖û(ω)‖2X dω +
∫
R
‖Aû(ω)‖2X dω
)1/2
≤
√
2pi
(
‖u‖2H1(0,∞;X) + ‖Au‖2L2(0,∞;X)
)1/2
.
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Thus, L is boundedly invertible when regarded as operator from X = L2(0, T ;X)
into Y = L2(0,∞;D(A)) ∩ H1(0,∞;X).
We cannot replace the space Y = L2(0,∞;D(A)) ∩ H1(0,∞;X) simply by
Y = L2(0, T ;D(A)) ∩ H1(0, T ;X) for some finite T > 0 because the solution
u = Lf as defined by (2.5) has infinite support [0,∞). But as f is supported on
[0, T ] we infer from (2.5) and (2.3) that
‖u(t)‖X = ‖e−(t−T )A(Lf)(T )‖X ≤M0e−σ(t−T )‖(Lf)(T )‖X , t ≥ T.
This implies
‖u‖H1(0,∞;X) ≤ ‖u‖H1(0,T ;X) + C (‖(Lf)(T )‖X + ‖A(Lf)(T )‖X)
as well as
‖u‖L2(0,∞;D(A)) ≤ ‖u‖L2(0,T ;D(A)) + C (‖(Lf)(T )‖X + ‖A(Lf)(T )‖X) ,
whenever (Lf)(T ) ∈ D(A). As this approach leads to rather complicated func-
tion spaces, we do not pursue it further.
2.2 Conceptual Remarks
Before we start with the numerical part of this chapter some remarks on the un-
derlying strategy seem to be advisable. At the current state of the art Rothe’s
method is considered the best developed method to tackle inhomogeneous and
quasi-linear problems arising from time dependent partial differential equations.
The main idea is to formulate the problem at hand as abstract ordinary differential
equation
u′(t) = F (t, u(t)), u(0) = u0,
(e.g. F (t, u(t)) = f(t)−Au(t)) on some Banach space X . Then, an ODE solver
is applied to the problem in X , i.e. conceptually one does several steps
u0 = u0, t0 = 0,
uk+1 = Φh(F, u
k, uk+1, tk, tk+1), tk+1 = tk + hk, k = 0, 1, . . . ,
where Φh is a suitable step function and the step width hk > 0 varies with k. The
solution of this idealised method can be shown to converge to the true solution for
several classes of step functions Φh (see for instance [38, 40, 41]). In a subsequent
step, the abstract space X is discretised by a standard method like finite elements
or wavelets and the discretisation is interpreted as additional error in the space X
(see e.g. [10, 11, 12, 35]).
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We emphasise the fact that the time discretisation and the space discretisa-
tion are completely decoupled which simplifies the analysis as well as the imple-
mentation to a great extent. We will follow a similar route and discuss the time
discretisation in an abstract Banach space setting first and postpone the space dis-
cretisation to a second step.
To perform the time discretisation we recall that the solution operator L of
(2.1) maps L2(0, T ;X) into itself. Therefore, a wavelet basis of L2(0, T ) with co-
efficients from X is used to represent the forcing term f as well as the solution
u = Lf . Depending on the wavelet coefficients of f , the largest (in the sense of
‖ · ‖X) wavelet coefficients of Lf will be identified and it will be shown how to
compute them by applications of A−1 and e−tA. This yields an economic repre-
sentation of Lf with respect to the coefficients in time.
In the second step, the abstract space X is discretised by a wavelet basis as
discussed in section 1.6. Due to the norm equivalences (1.49) and (1.50) the error
estimates from the abstract setting carry over to the discrete setting and vice versa.
Thus a completely discrete and computable representation of Lf is achieved.
At a first glance it seems wasteful to store the whole solution u ∈ L2(0, T ;X)
instead of simple snapshots uk ∈ X as in Rothe’s method. But in applications
of control theory and regularisation it is in fact inevitable to memorise the whole
solution. This poses severe restrictions on the solvable problems due to memory
and computation time limitations and makes an economic time dependent repre-
sentation crucial.
2.3 Time Discretisation
For a proper discretisation in time, we utilise multi-wavelets as orthonormal basis
of L2(0, T ). We omit the construction which can for example be found in [2] and
just state the relevant properties. Given a fixed m ∈ N, the basis consists of a set
of scaling functions υe, e = 0, 1, . . . ,m− 1, and of the dilates and translates
θe[j,k](t) = 2
j/2θe(2jt− k), j ≥ 0, k ∈ {0, 1, . . . , 2j − 1},
of the wavelets θe, e = 0, 1, . . . ,m− 1. To unify notation the index set
K = {µ = (0, 0, e) : 0 ≤ e < m}
∪ {µ = (j, k, e) : j ≥ 0, 0 ≤ k < 2j, m ≤ e < 2m}
is introduced and the basis functions θµ, µ = (j, k, e), are defined as
θµ(t) =
{
υe(t), 0 ≤ e < m,
θe−m[j,k] (t), m ≤ e < 2m.
The collectionΘ = {θµ : µ ∈ K} has the following properties.
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1. Θ is an orthonormal basis of L2(0, T ).
2. Each basis function θµ has support
Sµ := [aµ, bµ] := [2
−jTk, 2−jT (k + 1)]
and is polynomial of degree m− 1 on (aµ,mµ) and (mµ, bµ), where mµ =
1
2
(aµ + bµ) denotes the mid-point of Sµ.
3. Each wavelet θµ, µ = (j, k, e), e ≥ m, hasm vanishing moments, i.e.
〈θµ, tr〉L2(0,T ) =
∫
Sµ
θµ(t)t
r dt = 0, r = 0, 1, . . . ,m− 1.
As shorthand notation we define |µ| := j as level of the wavelet with index µ =
(j, k, e).
Our aim is to discretise L2(0, T ;X). If we admit coefficients dµ ∈ X , each
f ∈ L2(0, T ;X) has an unique representation
f(t) =
∑
µ∈K
dµθµ(t), dµ = 〈f, θµ〉 =
∫ bµ
aµ
f(t)θµ(t) dt,
with
‖(dµ)µ∈K‖2`2(K;X) =
∑
µ∈K
‖dµ‖2X =
∫ T
0
‖f(t)‖2X dt = ‖f‖2L2(0,T ;X)
due to orthonormality. Likewise, the representation
u(t) = (Lf)(t) =
∑
ν∈K
〈Lf, θν〉 θν(t)
=
∑
ν∈K
∑
µ∈K
〈L(dµθµ), θν〉 θν(t)
holds. To efficiently approximate Lf , we need estimates of the size of the coeffi-
cients cµ,ν = 〈L(dµθµ), θν〉 in the norm ofX . These will be given in the following
section.
In practical applications, the abstract coefficients dµ are replaced by their rep-
resentation in a suitable wavelet basis. For concreteness we fix X = L2(Ω) for
some domain Ω ⊂ Rn, and pick a pair of biorthogonal wavelet bases Ψ, Ψ˜ as in
section 1.6.1. Then
dµ = d
T
µΨ˜ and cν = 〈Lf, θν〉 = cTνΨ.
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The infinite array (dµ)µ∈K is the representation of f with respect to the tensor
product basis Ψ˜⊗Θ. Similarly, (cν)ν∈K are the wavelet coefficients of the solution
u = Lf with respect to the basis Ψ ⊗ Θ. Nevertheless, we are not going to
search for the optimal approximation of Lf in Ψ ⊗ Θ. Instead, we will search
for the significant coefficients cν in the time dependent representation and let the
calculation of cν as a subproblem which is solved mainly by the algorithm of
section 1.6.2.
Thus, we strive for the best R-term approximation in
ΣR =
{∑
µ∈bK
dµθµ : K̂ ⊂ K, #K̂ ≤ R, dµ ∈ `2(J )
}
,
which is more restrictive (and less powerful) than the best R-term approximation
with respect to the full basisΨ⊗Θ.
2.4 Wavelet Analysis
Given a forcing term
f(t) = fµ(t) = dµ · θµ(t), dµ ∈ X time independent, (2.8)
we are interested in bounding the norm of the coefficients
cµ,ν := 〈Lfµ, θν〉 =
∫ bν
aν
(Lfµ)(t) · θν(t) dt.
Clearly, for bν ≤ aµ, i.e. if θν is located to the left of θµ, we have cµ,ν = 0.
To deal with the case bν > aµ, we will rely on the estimates
‖cµ,ν‖X ≤ ‖Lfµ‖L2(Sν ;X) (2.9)
and
‖cµ,ν‖X . 2− 32 |ν|‖ d
dt
(Lfµ)(t)‖L∞(Sν ;X), (2.10)
which follow from the Cauchy-Schwarz inequality and lemma 2.9, respectively.
The third basic tool is provided by the semigroup property in combination with
the compact support of fµ, which yields the representation
(Lfµ)(t) =
∫ bµ
aµ
e−(t−τ)Afµ(τ) dτ
= e−(t−bµ)A
∫ bµ
aµ
e−(bµ−τ)Afµ(τ) dτ
= e−(t−bµ)A(Lfµ)(bµ), for t ≥ bµ. (2.11)
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We shall tackle the problem from two points of view. The first one will only
use that fµ is a function in L2(0, T ;X) with compact support and at least one
vanishing moment. Due to this generic assumption, the results easily carry over
to more general systems of wavelets, e.g. biorthogonal wavelets. The second type
of analysis will be limited to piecewise linear functions (i.e. m = 2) because it
relies on an explicit representation of Lfµ.
2.4.1 Preliminary Results
We will first show cµ,ν ∈ D(A). In view of lemma 1.27, i.e. D(A) ↪→ H3/2(Ω)
in caseX = L2(Ω), this implies that each coefficient cµ,ν can be approximated by
wavelets in space at a certain rate.
Lemma 2.8. There is a constant C > 0 such that
‖cµ,ν‖D(A) ≤ C‖dµ‖X (2.12)
for all µ, ν ∈ K and all dµ ∈ X .
Proof. This follows from
‖cµ,ν‖D(A) = ‖〈Lfµ, θν〉‖D(A) ≤ ‖Lfµ‖L2(Sν ;D(A))
and the continuity of L from L2(0, T ;X) into L2(0, T ;D(A)).
We will now concentrate on the decay of ‖cµ,ν‖X with increasing levels |µ|,
|ν|. The following result is well-known and forms the basis for further investiga-
tions.
Lemma 2.9. For the basis Θ with m ≥ 1 and every 1 ≤ p ≤ ∞ there exists a
constant C = C(m, p, T ) > 0 such that the estimate
‖〈u, θν〉‖X ≤ C2−(
3
2
− 1
p)|ν|‖u′‖Lp(aν ,bν ;X) (2.13)
holds true for all u ∈ W1p(aν , bν ;X) and ν ∈ K. In particular, the bounds
‖〈u, θν〉‖X . 2−|ν|‖u′‖L2(aν ,bν ;X) (2.14)
and
‖〈u, θν〉‖X . 2− 32 |ν|‖u′‖L∞(aν ,bν ;X) (2.15)
are valid for all u ∈ H1(aν , bν ;X) and u ∈ W1∞(aν , bν ;X), respectively.
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Proof. The proof is classical for real or complex valued functions. We sketch the
main ideas to convince the reader that the proof is valid for X valued functions
also.
Let ν = (j, k, e) ∈ K. Given the wavelet θe with support [0, T ] the function
%(t) =
∫ t
0
θe(τ) dτ
is in H10(0, T ) with %
′ = θe. The function % vanishes for t ≥ T due to the zeroth
vanishing moment of θe.
As u ∈ W1p(aν , bν ;X) by assumption one obtains with integration by parts
〈u, θν〉 = 2j/2
∫ bν
aν
u(t) · θe(2jt− k) dt
= 2j/2
∫ bν
aν
u′(t) · 2−j%(2jt− k) dt. (2.16)
Let q denote the conjugate index to p, i.e. 1/p + 1/q = 1. Applying the Hölder
inequality to the last integral yields
‖〈u, θν〉‖X ≤ 2−j/2‖u′‖Lp(aν ,bν) · ‖%(2j · −k)‖Lq(aν ,bν)
= 2−j/2‖u′‖Lp(aν ,bν) · 2−j/q‖%‖Lq(0,T )
= 2−(
3
2
− 1
p)j‖%‖Lq(0,T ) · ‖u′‖Lp(aν ,bν).
According to Youngs inequality we have
‖%‖Lq(0,T ) = ‖θe ∗ 1‖Lq(0,T ) ≤ ‖θe‖L1(0,T )‖1‖Lq(0,T ) = T 1/q‖θe‖L1(0,T ),
which proves the claim with
C = T 1/q max
0≤e<m
‖θe‖L1(0,T ).
Corollary 2.10. Let f ∈ L2(0, T ;X) be arbitrary. Then, we have for the solution
u = Lf of problem (2.1)
‖〈u, θν〉‖X . 2−|ν|‖f‖L2(0,T ;X). (2.17)
If, in particular, f(t) = dµθµ(t) for some time-independent vector dµ ∈ X , the
estimate
‖〈u, θν〉‖X . 2−|ν|‖dµ‖X (2.18)
holds true.
Proof. This follows from lemma 2.1, lemma 2.9, and ‖dµθµ‖L2(0,T ;X) = ‖dµ‖X .
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2.4.2 Analysis of the Generic Case
In preparation of further results, the norm of Lfµ is bounded pointwise.
Lemma 2.11. For arbitrary dµ ∈ X the estimates
‖(Lfµ)(t)‖X ≤M0g(t− aµ)‖dµ‖X , t ∈ [aµ, bµ], (2.19)
≤M0(t− aµ)1/2‖dµ‖X , t ∈ [aµ, bµ], (2.20)
≤M0(bµ − aµ)1/2‖dµ‖X , t ∈ [aµ, bµ], (2.21)
and
‖(Lfµ)(t)‖X ≤M0g(bµ − aµ)e−σ(t−bµ)‖dµ‖X , t ≥ bµ, (2.22)
≤M0(bµ − aµ)1/2e−σ(t−bµ)‖dµ‖X , t ≥ bµ, (2.23)
are valid, where
g(τ) :=
( 1
2σ
(
1− e−2στ))1/2. (2.24)
Before giving the proof, a short comment on the function g seems to be nec-
essary. By a Taylor expansion, we see 1− e−x ≤ x for x ∈ R and thus
g(τ) ≤ τ 1/2, τ ≥ 0. (2.25)
While this estimate is sharp for τ → 0, it is not for 0 τ ≤ T and the estimates
of ‖(Lfµ)(t)‖X based on (2.25) turned out to be rather useless in numerical ex-
periments for small levels |µ|. Thus, we will keep track of g at the cost of a more
cumbersome notation.
Proof. For t ∈ [aµ, bµ] the Cauchy-Schwarz inequality and (2.3) yield
‖(Lfµ)(t)‖X ≤
(∫ t
aµ
‖e−(t−τ)A‖2L(X) dτ
)1/2
‖fµ‖L2(aµ,t;X)
≤ M0
(∫ t
aµ
e−2σ(t−τ) dτ
)1/2
‖fµ‖L2(aµ,bµ;X)
= M0
( 1
2σ
(
1− e−2σ(t−aµ)))1/2‖dµ‖X
= M0g(t− aµ)‖dµ‖X ,
which proves (2.19). The bound (2.20) follows by virtue of (2.25).
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For t ≥ bµ we infer from (2.11), (2.3), and (2.19) that
‖(Lfµ)(t)‖X = ‖e−(t−bµ)A(Lfµ)(bµ)‖X
≤ M0e−(t−bµ)σ‖(Lfµ)(bµ)‖X
≤ M0e−(t−bµ)σg(bµ − aµ)‖dµ‖X
≤ M0e−(t−bµ)σ(bµ − aµ)1/2‖dµ‖X ,
which is (2.22) and (2.23).
Corollary 2.12. We have
‖Lfµ‖L2(0,T ;X) ≤ M0(bµ − aµ)1/2(T − aµ)1/2‖dµ‖X
. 2−|µ|/2‖dµ‖X .
Proof. According to lemma 2.11, the estimate
‖Lfµ‖2L2(0,T ;X) ≤
∫ bµ
aµ
M20 (t− aµ)‖dµ‖2X dt
+
∫ T
bµ
M20 (bµ − aµ)e−2σ(t−bµ)‖dµ‖2X dt
≤ M20
(
(bµ − aµ)2 + (bµ − aµ)(T − bµ)
) ‖dµ‖2X
= M20 (bµ − aµ)(T − aµ)‖dµ‖2X
holds true.
This result is noteworthy as we have
‖fµ‖L2(0,T ;X) = ‖dµ‖X , but ‖Lfµ‖L2(0,T ;X) . 2−
1
2
|µ|‖dµ‖X ,
i.e. the energy of the solution decreases when the forcing term has constant energy
at increasing frequency.
We can improve lemma 2.11 under smoothness assumptions on the coefficient
dµ.
Lemma 2.13. Assume dµ ∈ D(Aα) for some α ∈ (0, 1]. Then the estimate
‖(Lfµ)(t)‖X ≤ Ce−(t−bµ)σ2−( 12+α)|µ|‖Aαdµ‖X , t ≥ bµ, (2.26)
is valid with a constant C = C(α) > 0 tending to infinity for α→ 0.
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Proof. For t = bµ we understand (Lfµ)(bµ) as scalar product of θµ with the X-
valued function τ 7→ e−(bµ−τ)Adµ, i.e.
(Lfµ)(bµ) =
∫ bµ
aµ
e−(bµ−τ)Adµ · θµ(τ) dτ = 〈e−(bµ−·)A, θµ〉.
According to lemma 1.16 the assumption dµ ∈ D(Aα) implies
‖Ae−(bµ−τ)Adµ‖X ≤M1−α(bµ − τ)α−1‖Aαdµ‖X ,
where M1−α denotes the constant introduced in (1.11). Therefore the derivative
of τ 7→ e−(bµ−τ)Adµ can be bounded in the L1(Sµ;X)-norm as follows:
‖Ae−(bµ−τ)Adµ‖L1(Sµ;X) ≤
∫ bµ
aµ
‖Ae−(bµ−τ)Adµ‖X dτ
≤ M1−α‖Aαdµ‖X
∫ bµ
aµ
(bµ − τ)α−1 dτ
≤ 1
α
M1−α(bµ − aµ)α‖Aαdµ‖X
. 1
α
M1−α2−α|µ|‖Aαdµ‖X ,
where we used bµ−aµ ∼ 2−|µ| in the last step. By virtue of lemma 2.9 with p = 1
this estimate implies
‖(Lfµ)(bµ)‖X . M1−α
α
2−(1/2+α)|µ|‖Aαdµ‖X ,
which is (2.26) for t = bµ.
According to (2.11) and the decay of the semigroup (2.3), the result for t > bµ
follows readily.
A comparison of (2.26) with (2.23) shows that (2.26) holds also true for the
limit case α = 0. Therefore we suspect that C(α) in (2.26) is in fact bounded for
α→ 0 in spite of being unable to prove it.
The previous lemma reveals that the norm of (Lfµ)(t) depends strongly on the
smoothness of the coefficient dµ. As the maximal value α for which dµ ∈ D(Aα)
holds is rarely known in practice we shall continue to work with the generic as-
sumption dµ ∈ X . The resulting estimates should be viewed as the most general
ones which instantly improve whenever dµ ∈ D(Aα) for some α > 0.
So far, the norm of Lfµ has been bounded pointwise. We will now utilise these
bounds to obtain estimates of the coefficients cµ,ν . First, the case of overlapping
supports will be analysed.
2.4. WAVELET ANALYSIS 63
Lemma 2.14. The following estimates are valid:
‖cµ,ν‖X ≤M0
{
(bν − aν)1/2g(bν − aµ), if Sν ⊂ Sµ,
(bν − aµ)1/2g(bµ − aµ), if Sµ ⊂ Sν . (2.27)
If either Sν ⊂ Sµ or Sµ ⊂ Sν one has
‖cµ,ν‖X ≤ M0(bν − aν)1/2(bµ − aµ)1/2‖dµ‖X (2.28)
. 2−(|ν|+|µ|)/2‖dµ‖X . (2.29)
Proof.
1) Assume Sν ⊂ Sµ. Then, one has by the Cauchy-Schwarz inequality
‖〈Lfµ, θν〉‖X = ‖
∫ bν
aν
(Lfµ)(t) · θν(t) dt‖X
≤ ‖Lfµ‖L2(aν ,bν ;X).
To bound the L2(aν , bν ;X)-norm of Lfµ we use (2.19) which results in
‖Lf‖L2(aν ,bν ;X) ≤ M0
(∫ bν
aν
g(t− aµ)2 dt
)1/2 · ‖dµ‖2X
≤ M0(aν − bν)1/2g(bν − aµ)‖dµ‖2X ,
where we exploited that g is monotonic increasing. Thus, the first part of (2.27)
holds true. As
g(bν − aµ) ≤ (bν − aµ)1/2 ≤ (bµ − aµ)1/2,
(2.28) is also valid.
2) Assume Sµ ⊂ Sν . Analogously to the first step, one has
‖〈Lfµ, θν〉‖X = ‖
∫ bν
aµ
(Lfµ)(t) · θν(t) dt‖X
≤ ‖Lfµ‖L2(aµ,bν ;X).
From (2.19) and (2.22) together with σ > 0 we infer
‖Lf‖L2(aµ,bν ;X) ≤ M0
(∫ bν
aµ
g(bµ − aµ)2 dt
)1/2
‖dµ‖X
≤ M0g(bµ − aµ)(bν − aµ)1/2‖dµ‖X
≤ M0g(bµ − aµ)(bν − aν)1/2‖dµ‖X
where (bν − aµ)1/2 ≤ (bν − aν)1/2 follows from Sµ ⊂ Sν . Thus, we have shown
the second part of (2.27) as well as (2.28).
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Lemma 2.15. Assume ϑ = ϑ(µ, ν) = aν − bµ ≥ 0. Then, the following estimate
is valid:
‖Lfµ‖L2(aν ,bν ;X) ≤M0g(bν − aν)e−ϑσ‖(Lfµ)(bµ)‖X . (2.30)
Proof. From the representation (2.11) together with (2.3) one infers
‖(Lfµ)(t)‖X ≤M0e−(t−bµ)σ‖(Lfµ)(bµ)‖X , t ≥ bµ.
Squaring and integrating over t ∈ [aν , bν ] yields
‖Lfµ‖2L2(aν ,bν ;X) ≤ M20
∫ bν
aν
e−2σ(t−bµ) dt · ‖(Lfµ)(bµ)‖2X
≤ M20 g(bν − aν)2e−2σ(aν−bµ)‖(Lfµ)(bµ)‖2X ,
where the last estimate follows from the monotonic decrease of the integrand.
Thus, (2.30) has been proven.
Corollary 2.16. Under the assumptions of the previous lemma the estimates
‖cµ,ν‖X ≤ M0g(bν − aν)e−ϑσ‖(Lf)(bµ)‖X (2.31)
≤ M20 g(bν − aν)g(bµ − aµ)e−ϑσ‖dµ‖X (2.32)
. 2−(|µ|+|ν|)/2e−ϑσ‖dµ‖X (2.33)
are valid.
Proof. This follows from the previous lemma, from (2.19), and from the proper-
ties of g.
To improve the above result we impose the additional assumption (Lfµ)(bµ) ∈
D(Aα) for some α ∈ [0, 1]. By remark 2.5 we have
‖AαL(dµθµ)(bµ)‖X ≤ C(α)‖dµ‖X , 0 ≤ α < 1/2,
where C(α)→∞ for α→ 1/2. To allow α ≥ 1/2 an additional condition on dµ,
namely dµ ∈ D(Aβ) for some β > 0 (cf. remark 2.5), is needed. We recall that
this assumption was satisfied for β < 1/4 under very mild conditions on dµ in the
particular setting of remark 1.23. Thus α ∈ (1/2, 3/4) seems a reasonable range
for α in the following result.
Lemma 2.17. Assume ϑ = aν − bµ > 0, and (Lfµ)(bµ) ∈ D(Aα) for some
α ∈ [0, 1]. Then, the bound
‖A(Lfµ)‖L2(aν ,bν ;X) ≤Mαϑα−1(bν − aν)1/2e−ϑσ‖Aα(Lfµ)(bµ)‖X (2.34)
is valid.
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Proof. From (1.11) and (2.11) we infer the bound
‖A(Lfµ)(t)‖X ≤Mα(t− bµ)α−1e−(t−bµ)σ‖Aα(Lfµ)(bµ)‖X ,
from which∫ bν
aν
‖A(Lfµ)(t)‖2X dt
≤M2α
∫ bν
aν
(t− bµ)2(α−1)e−2(t−bµ)σ dt · ‖Aα(Lfµ)(bµ)‖2X
follows. As σ > 0 and α− 1 ≤ 0, the integrand is monotonically decreasing with
respect to t. Thus, the bound∫ bν
aν
‖A(Lfµ)(t)‖2X dt
≤M2α(bν − aν)(aν − bµ)2(α−1)e−2(aν−bµ)σ‖Aα(Lfµ)(bµ)‖2X
is valid and the proof is completed.
Corollary 2.18. Under the assumptions of the previous lemma, there exists a con-
stant C = C(α, T ) > 0 such that
‖cµ,ν‖X ≤ Cϑα−12− 32 |ν|e−ϑσ‖Aα(Lf)(bµ)‖X . (2.35)
In the particular case α = 0 we have
‖cµ,ν‖X ≤ Cϑ−12− 32 |ν|g(bµ − aµ)e−ϑσ‖dµ‖X (2.36)
. ϑ−12− 32 |ν|2− 12 |µ|e−ϑσ‖dµ‖X . (2.37)
If, in addition, dµ ∈ D(A) the estimate
‖cµ,ν‖X . ϑ−12− 32 |ν|2− 32 |µ|e−ϑσ‖Adµ‖X (2.38)
holds true.
Proof. From lemma 2.9 we have
‖cµ,ν‖X ≤ C22−|ν|‖u′‖L2(aν ,bν ;X)
where u = Lfµ. As u solves (2.1) and supp fµ∩ (aν , bν) = ∅ holds, we obtain the
identity
d
dt
(Lfµ)(t) = fµ(t)− A(Lfµ)(t) = −A(Lfµ)(t), t ∈ (aν , bν) a.e.
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Thus, (2.35) follows from (2.34).
(2.35) for α = 0 in combination with (2.21) yields (2.36).
The last estimate follows from (2.35) for α = 0 and from the bound of
‖(Lfµ)(bµ)‖X which results when setting t = bµ and p =∞ in (2.26).
So far we have obtained estimates of ‖cµ,ν‖X under fairly general conditions.
To improve these results, the special structure of the wavelets will be exploited in
the next section.
2.4.3 Piecewise Linear Wavelets
In this section, we confine ourselves to piecewise linear wavelets, i.e. the basisΘ
is considered for m = 2. The analysis relies heavily on the fact that (Lfµ)(t) can
explicitly be calculated in this case.
To do so, we restrict fµ to a linear part, i.e. fµ|[a,b](τ) = p(τ) ∈ P2 for some
interval [a, b] ⊂ Sµ, and apply integration by parts, which results in∫ b
a
e−(t−τ)Ap(τ) dτ = A−1
(
e−(t−b)Ap(b)− e−(t−a)Ap(a))
−
∫ b
a
A−1e−(t−τ)Ap′(τ) dτ
= A−1
(
e−(t−b)Ap(b)− e−(t−a)Ap(a))
−A−2 (e−(t−b)A − e−(t−a)A) p′(a),
where we used p′(t) = const on [a, b]. Thus, we have obtained an explicit repre-
sentation of (Lfµ)(t) only depending on two point values and the derivative.
The following lemma concerning linear forcing terms exploits this represen-
tation and forms the basis for further investigations.
Lemma 2.19. Let f : [0, T ] → X be linear in time on its support supp f =
[a, b] ⊂ [0, T ], i.e. f(t) = d0 + td1 for t ∈ [a, b] with two fixed coefficients
d0, d1 ∈ X and f(t) = 0 for t 6∈ [a, b].
1. If Sν = [aν , bν ] ⊂ [a, b], then the estimates
‖〈Lf, θν〉‖X ≤ C12− 32 |ν|e−(aν−a)σ (‖f(a)‖X + ‖d1‖X) (2.39)
and
‖〈Lf, θν〉‖X ≤ C22− 32 |ν| (‖f(a)‖X + (bν − a)‖d1‖X) (2.40)
hold true, where the constants C1, C2 > 0 are independent of f and ν.
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2. If bν ≥ b, then the bound
‖〈Lf, θν〉‖X ≤ C32− 32 |ν|e−(aν−b)σ
(‖f‖L∞((a,b);X) + (b− a)‖d1‖X)
(2.41)
is valid, where the constant C3 > 0 does not depend on f and ν.
Proof. Let f(t) = d0 + td1 for t ∈ [a, b] with two time-independent coefficients
d0, d1 ∈ X . As shown above, the representation
(Lf)(t) = A−1
(
f(t)− e−(t−a)Af(a))
−A−2 (I − e−(t−a)A) d1, t ∈ [a, b], (2.42)
is valid.
1) Assume Sν ⊂ [a, b]. Due to the vanishing moments of θν the linear parts of
(Lf)(t) cancel out when calculating 〈Lf, θν〉, thus we have
〈Lf, θν〉 = 〈r, θν〉,
whenever t 7→ (Lf)(t) − r(t) is linear. We will utilise this fact in two different
ways.
In a first step, we simply drop all linear parts in (2.42) and obtain
r(t) = e−(t−a)A
(
A−2d1 − A−1f(a)
)
. (2.43)
Using the decay of the semigroup (2.3), the derivative
d
dt
r(t) = e−(t−a)A
(
f(a)− A−1d1
)
,
can be bounded by
‖r′(t)‖X ≤ M0e−(t−a)σ
∥∥f(a)− A−1d1∥∥X
≤ M0e−(t−a)σ (‖f(a)‖X +K‖d1‖X)
≤ M0max{1, K} e−(t−a)σ (‖f(a)‖X + ‖d1‖X) .
For the second estimate we used ‖A−1d1‖X ≤ K‖d1‖X which is a specialisation
of (2.4) to ω = 0. According to lemma 2.9 we have
‖〈Lf, θν〉‖X . 2− 32 |ν|‖r′‖L∞(Sν ;X)
. 2− 32 |ν|e−(aν−a)σ (‖f(a)‖X + ‖d1‖X) ,
which proves (2.39).
To motivate the second step, we note that d1 will become the derivative when
the lemma is applied to the linear parts of a wavelet. As ‖d1‖X = ‖θ′µdµ‖X ∼
68 CHAPTER 2. INHOMOGENEOUS INITIAL VALUE PROBLEMS
2
3
2
|µ|‖dµ‖X , the bound (2.39) will become useless for increasing levels |µ|. To
cope with this problem we shall utilise lemma 1.16 which states in particular
‖(I − e−tA)A−1d1‖X ≤M1t‖d1‖X , t ≥ 0, d1 ∈ X. (2.44)
As t will be the size of the support of θµ the growth of the derivative θ′µ with |µ|
will be compensated by (2.44) up to a factor 2
1
2
|µ|. The technical details are as
follows.
We choose
r(t) = e−(t−a)A
(
A−2d1 − A−1f(a)
)
+ tA−1d1,
where we have augmented r(t) from (2.43) by the linear term tA−1d1. The deriva-
tive becomes
d
dt
r(t) = e−(t−a)Af(a) +
(
I − e−(t−a)A)A−1d1.
According to (2.3) and (2.44), it can be bounded by
‖r′(t)‖X = M0e−(t−a)σ‖f(a)‖X +M1(t− a)‖d1‖X
≤ max{M0,M1} (‖f(a)‖X + (bν − a)‖d1‖X) , t ∈ [aν , bν ].
In combination with lemma 2.9 the validity of (2.40) follows.
2)Assume b ≤ bν , i.e. the support of θν is located to the right of [a, b]. As f(t) = 0
for t > b we infer as in (2.11) that
(Lf)(t) = e−(t−b)A(Lf)(b), t ≥ b.
Because of
‖ d
dt
(Lf)(t)‖L∞(Sν ;X) = ‖ − e−(t−b)AA(Lf)(b)‖L∞(Sν ;X)
≤ M0e−(aν−b)σ‖A(Lf)(b)‖X
we have to bound the expression (cf. (2.42) with t = b)
‖A(Lf)(b)‖X ≤
∥∥f(b)− e−(b−a)Af(a)∥∥
X
+
∥∥A−1 (I − e−(b−a)A) d1∥∥X .
The first addend is obviously bounded by
‖f(b)− e−(b−a)Af(a)‖X ≤
(
1 +M0e
−(b−a)σ) ‖f‖L∞((a,b);X).
To bound the second one, we invoke (2.44) and obtain
‖A−1 (I − e−(b−a)A) d1‖X = ‖ (I − e−(b−a)A)A−1d1‖X
≤ M1(b− a)‖d1‖X .
Once again, the claim (2.41) follows from lemma 2.9.
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Corollary 2.20. Let θµ be given by a scaling function, i.e. µ = (0, 0, 0) or µ =
(0, 0, 1). Then, there exists a constant C > 0 such that
‖cµ,ν‖X ≤ C2− 32 |ν|e−aνσ‖dµ‖X (2.45)
holds.
Proof. This follows immediately from the preceding lemma as each scaling func-
tion is linear on [a, b] = [0, T ].
The following corollary is based on the fact that each wavelet is linear on
(aµ,mµ) and (mµ, bµ)1.
Corollary 2.21. Let θµ be given as wavelet.
1. If Sν ⊂ [aµ,mµ], then the estimate
‖cµ,ν‖X . 2− 32 (|ν|−|µ|)e−(aν−aµ)σ‖dµ‖X (2.46)
is valid.
2. If Sν ⊂ [mµ, bµ], then the bound
‖cµ,ν‖X . 2− 32 (|ν|−|µ|)e−(aν−mµ)σ‖dµ‖X (2.47)
holds true.
3. If either Sν ⊂ [aµ,mµ] or Sν ⊂ [mµ, bµ], i.e. meas(Sν ∩ Sµ) 6= 0 and
|ν| ≥ |µ|+ 1, the estimate
‖cµ,ν‖X . 2−|ν|2− 12 (|ν|−|µ|)‖dµ‖X (2.48)
holds.
4. If aν ≥ bµ with arbitrary |ν| ≥ 0 then the bound
‖cµ,ν‖X . 2− 32 |ν|2 12 |µ|e−(aν−bµ)σ‖dµ‖X (2.49)
is valid.
1We recall thatmµ denotes the mid-point of Sµ, see section 2.3.
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Proof. For the proof, each wavelet is split into its linear parts,
θ(t) = θL(t) + θR(t),
where
θL(t) =
{
θ(t), t ∈ (aµ,mµ),
0, otherwise,
and
θR(t) =
{
θ(t), t ∈ (mµ, bµ),
0, otherwise,
When applying lemma 2.19 to these functions we shall use
‖θµdµ‖L∞(Sµ;X) ∼ 2
1
2
|µ|‖dµ‖X
and
‖d1‖X ∼ ‖θ′µdµ‖L∞(Sµ;X) ∼ 2
3
2
|µ|‖dµ‖X
without further notice.
1) Let Sν ⊂ [aµ,mµ]. Since θµ = θL on Sν it is sufficient to apply lemma 2.19
to θL. Setting f = θL, a = aµ and b = mµ the estimates (2.46) and (2.47)
immediately follow from (2.39) and (2.40) together with b−a = mµ−aµ ∼ 2−|µ|.
2) If Sν ⊂ [mµ, bµ], we use the splitting
cµ,ν = 〈L(θµdµ), θν〉 = 〈L(θLµdµ), θν〉+ 〈L(θRµ dµ), θν〉.
Setting f = θLµ , a = aµ, and b = mµ in (2.41) yields
‖〈L(θLµdµ), θν〉‖X . 2−
3
2
|ν|e−(aν−mµ)σ2
1
2
|µ|‖dµ‖X
≤
{
2−|ν|2−
1
2
(|ν|−|µ|)‖dµ‖X ,
2−
3
2
(|ν|−|µ|)e−(aν−mµ)σ‖dµ‖X , (2.50)
which is (2.46) and (2.48), respectively. To estimate ‖〈L(θRµ dµ), θν〉‖X we set
f = θR, a = mµ, and b = bµ in (2.39) as well as in (2.40) and obtain the same
bounds as in (2.50).
3) Assume aν ≥ bµ. Then (2.41) of lemma 2.19 applies to each of the linear parts
of θµ which proves (2.49)
2.4.4 Concluding Remarks
For fµ(t) = dµθµ(t) the norm of the coefficients cµ,ν = 〈Lfµ, θν〉 was bounded
by several expressions which complement each other. We summarise the results
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here, with a view towards the asymptotic. Thus, we do not mention g(bµ − aµ),
but replace it always by the upper bound (bµ − aµ)1/2 ∼ 2−|µ|.
First, for arbitrary indices µ, ν ∈ K one has
‖cµ,ν‖X . 2−|ν|‖dµ‖X ,
which asserts a decay with increasing |ν| regardless of the relative position of Sµ
and Sν to each other. Second, if µ refers to a scaling function, the estimate
‖cµ,ν‖X . e−aνσ2− 32 |ν|‖dµ‖X
holds, which reveals an exponential decay in the scale |ν| as well as in the distance
of the support Sν from the initial time t = 0.
Third, assume Sν ⊂ Sµ with |ν| ≥ |µ|+ 1. Then the estimate
‖cµ,ν‖X . 2− 32 |ν|2 32 |µ|‖dµ‖X
{
e−(aν−aµ)σ, if aν ∈ [aµ,mµ),
e−(aν−mµ)σ, if aν ∈ [mµ, bµ),
was proven which is useful for small levels |µ|. In this case, the distances aν − aµ
and aν −mµ become large enough to make the factors e−(aν−aµ)σ and e−(aν−mµ)σ,
respectively, small enough to be significant.
Fourth, denote ϑ = max{0, aν − bµ}. Then one has, either for overlapping or
disjoint supports,
‖cµ,ν‖X . min
{
2−
1
2
|µ| 2−
1
2
|ν|
2
1
2
|µ| 2−
3
2
|ν|
}
e−ϑσ‖dµ‖X .
Clearly, the first bound is superior for |µ| > |ν|, while the second one is advanta-
geous for |µ| < |ν|.
In case of a positive distance ϑ > 0 the bound
‖cµ,ν‖X . ϑα−12− 32 |ν|e−ϑσ‖Aα(Lf)(bµ)‖X
was proven. In particular, one has
‖cµ,ν‖X . ϑ−12− 32 |ν|2− 12 |µ|e−ϑσ‖dµ‖X
due to (2.36). Under the additional assumption dµ ∈ D(A) this estimate was
enhanced to
‖cµ,ν‖X . ϑ−12− 32 |ν|2− 32 |µ|e−ϑσ‖Adµ‖X ,
see (2.38).
We point out that ‖cµ,ν‖X decays with |ν|, |µ|, |µ|− |ν|, and dist(Sν , Sµ) = ϑ.
In particular, one has for µ = ν
‖cµ,µ‖X . 2−|µ|‖dµ‖X ,
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which is a fundamental difference to wavelets applied to elliptic differential equa-
tions. With the notation of section 1.6.1 one has in the elliptic setting
|Bλ,λ| ∼ 1, λ ∈ J .
2.5 Pointwise Evaluation
We now strive for the evaluation of (Lf)(t) at a given point t ∈ (0, T ]. The
simplest approach is to replace the integral by a quadrature rule, i.e.
(Lf)(t) =
∫ t
0
e−(t−τ)Af(τ) dτ ≈
n∑
k=1
wke
−(t−τk)Af(τk)
with appropriate weights wk and nodes τk. Classical error analysis requires a
sufficiently smooth integrand I(τ) = e−(t−τ)Af(τ). Under the assumption f ∈
C1([0, T ];X), one has
I ′(τ) = Ae−(t−τ)Af(τ) + e−(t−τ)Af ′(τ).
For τ → t, ‖I ′(τ)‖X is unbounded unless f(t) ∈ D(A). Thus, spatial regularity
of f(t) is required for an error analysis. Analogously, one sees that ‖I ′′(τ)‖X is
bounded on [0, t] only if f ∈ C2([0, t];X)∩C1([0, t];D(A))with f ′′(t) ∈ D(A2).
As these assumptions are quite restrictive, we will take a different approach.
Assume that f(t) =
∑
µ∈bK dµθµ(t) is given where the index set K̂ ⊂ K is
finite. In section 2.4.3 an exact representation of (Lf)(t) was derived for linear
functions which only involve applications of A−1 and e−(t−τ)A for a finite number
of values τ . After fixing some notation, we shall give similar expressions for
(L(θµdµ))(t).
We denote by
f+(t) = lim
τ→t+
f(τ) and f−(t) = lim
τ→t−
f(τ)
the right-hand and left-hand limit, respectively, of a function f at t and define by
[f ](t) = f+(t)− f−(t)
the “jump” of f at the point t. With this notation, we shall give (Lfµ)(t) for µ ∈ K
and t ≥ aµ.
µ = (0, 0, 0):
θ(0,0,0)(τ) =
1√
T
is constant, therefore
(Ldµθ(0,0,0))(t) =
1√
T
A−1(I − e−tA)dµ. (2.51)
2.5. POINTWISE EVALUATION 73
µ = (0, 0, 1):
θ(0,0,1)(τ) =
√
3
T
(2 τ
T
− 1) is linear, therefore
(Ldµθ(0,0,1))(t) =
√
3
T
A−1
(
(2
t
T
− 1)I + e−tA
)
dµ
+ 2
√
3
T 3
A−2
(
e−tA − I) dµ. (2.52)
µ = (j, k, e), e ∈ {2, 3}:
θµ(τ) is linear on (aµ,mµ) and (mµ, bµ). For t ∈ [aµ,mµ] one has
(Ldµθµ)(t) = A
−1 (θµ(t)I − θµ(aµ)e−(t−aµ)A) dµ
− A−2 (θ′µ(aµ)I − θ′µ(aµ)e−(t−aµ)A) dµ. (2.53)
If t > mµ, the solution is given by
(Ldµθµ)(t) =[
A−1e−(t−τ)Adµθµ(τ)
]min{bµ,t}
τ=aµ
− A−1e−(t−mµ)Adµ[θµ](mµ)
− [A−2e−(t−τ)Adµθ′µ(τ)]min{bµ,t}τ=aµ + A−2e−(t−mµ)Adµ[θ′µ](mµ). (2.54)
Based on these formulae, we will sketch an algorithm that evaluates (Lf)(sk)
simultaneously at K˜ given points s1, s2, . . . , s eK . Due to remark 1.40 all necessary
values of e−(t−τ)Adµ can be calculated by one application of the quadrature rule
from section 1.6.2. Thus, the algorithm needs only #K̂ calls to the quadrature
rule.
Within the algorithm provisional values vk ∈ X andwk ∈ X , k = 1, 2, . . . , K˜,
are used which are related to the values (Lf)(sk) by
(Lf)(sk) = A
−1(vk + A−1wk),
compare to (2.51)–(2.54). In a first step, the quantities vk and wk are calculated by
an iteration over K̂ and by adding the corresponding quantities from (2.51)–(2.54).
In a second step, A−1 is applied twice.
1. Initialise vk and wk, k = 1, . . . , K˜, to zero.
2. For µ ∈ K̂ do
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(a) Find the set Tλ of all points t− τ > 0 where t ∈ {s1, s2, . . . , s eK} and
τ takes the following values (cf. (2.51)–(2.54)):
τ = 0, if µ designates a scaling function;
τ ∈ {0, aµ}, if t ≤ mµ;
τ ∈ {0, aµ,mµ, bµ}, ifmµ < t < bµ;
τ ∈ {0, aµ,mµ}, if t ≥ bµ.
(b) Evaluate u(µ, t) = e−tAdµ for all t ∈ Tµ by one application of the
quadrature rule from section 1.6.2.
(c) Add u(µ, t) to vk and wk according to (2.51)–(2.54).
3. For k = 1, 2, . . . , K˜ calculate
(Lf)(sk) = A
−1(vk + A−1wk).
Intentionally, we did not specify how to steer the precision in the different
steps and omitted an error analysis. Within the numerical experiments of section
4.2 we will do all steps with a fixed tolerance well below the desired accuracy of
the output.
Remark 2.22. The Dunford-Cauchy representation (1.5) of e−tA extends to
A−ke−tA =
1
2pii
∫
Γ
γ−ke−tγ(γI − A)−1 dγ,
if the curve Γ avoids zero. Assuming |γ| ≥ 1 for γ ∈ Γ the error analysis of
section 1.5 carries over to the above integral and the values e−tAu, A−1e−tAu, and
A−2e−tAu can be calculated simultaneously which allows to skip step 3. of the
above algorithm draft.
Although this seems an economical strategy we observed instabilities in nu-
merical tests which are most likely caused by cancellation effects in forming the
final sum. Step 3. of the above algorithm avoids this effect as the application of
A−1 smoothes out errors in vk and wk and thus makes the algorithm more robust
with respect to cancellation in forming vk and wk.
It should also be noted that step 3. is inherently parallel as the calculations are
completely independent for different values k = 1, 2, . . . , K˜.
2.6 Evaluation of Wavelet Coefficients
The next step is to approximate the multi scale decomposition
(Lf)(t) =
∑
ν∈K
cνθν(t), cν =
∑
µ∈K
cµ,ν ,
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by some finite sum
û(t) =
∑
ν∈bK
ĉνθν(t), #K̂ = N <∞,
with controllable error
‖(Lf)(t)− û(t)‖L2(0,T ;X) ≤
 ∑
ν∈K\bK
‖cν‖2X
1/2 +
∑
ν∈bK
‖cν − ĉν‖2X
1/2 ≤ η.
Thus, we are faced with two tasks.
1. One has to identify a suitable set K̂ based on the input f . Clearly, the
set should contain the significant coefficients cν , i.e. those with large norm
‖cν‖X .
2. The coefficients cν , ν ∈ K̂, should be approximated by ĉν , ν ∈ K̂, up to an
error proportional to η.
Both problems are fundamental when utilising wavelets for numerical purposes.
After a long series of heuristic approaches these problems were tackled and solved
on a sound theoretical basis in [16] and [21]. Nevertheless, we are not going to use
these methods here for two reasons. First, algorithmic details and estimation of
constants are subject to ongoing research ([5, 51]). Second, the mapping L does
not fit into the theoretical setting of [16, 21] as it is not local.
Due to these obstructions, we fall back to a simple heuristic. Given
f(t) =
∑
µ∈Kf
dµθµ(t)
with a finite set Kf ⊂ K we define an extended set
K̂(η) = Kf ∪ {ν ∈ K : |ν| ≤ Jmax ∧
∑
µ∈Kf
err(µ, ν)‖dµ‖X > η}
and calculate an approximation to Lf on this set. The function err : K×K → R+
is intended to give an upper bound for ‖cµ,ν‖X and is based on the error estimates
of section 2.4.
We define
err(µ, ν) :=
{
0, if bν ≤ aµ,
2−
3
2
|ν|e−σaν , if µ = (0, 0, 0) or (0, 0, 1).
(2.55)
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In case of overlapping supports we set
err(µ, ν) := min
{
2
1
2
(|µ|+|ν|), 2−
3
2
(|ν|−|µ|)e−
eϑσ, 2− 12 (3|ν|−|µ|)} , (2.56)
where
ϑ˜ =
{
aν − aµ, if aν < mµ,
aν −mµ, ifmµ ≤ aν . (2.57)
In case of non-overlapping supports, i.e. ϑ = bµ − aν ≥ 0, we shall use
err(µ, ν) := min
{
ϑ−12−
3
2
|ν|2−
1
2
|µ|, 2−
3
2
|ν|2
1
2
|µ|
}
· e−ϑσ, (2.58)
where ϑ−1 is understood to be infinity for ϑ = 0.
Intentionally we dropped all constants in front of the asymptotic expressions
when defining err(µ, ν). In the numerical experiments it will be seen that this
approach leads to a reliable bound.
The coefficients ĉλ ∈ K′(f) are approximated by a Gauss quadrature rule of
order 4 applied to (Lf)(t). This approach is justified by numerical experiments
(cf. section 4.2) for moderately sized target accuracies η > 0.
Chapter 3
Applications in Regularisation
In the previous two chapters the values
u(t) = e−tAu0 ∈ X, u0 ∈ X given, t > 0 fixed,
and
u = Lf ∈ L2(0, T ;X), f ∈ L2(0, T ;X) given,
were computed from u0 and f , respectively. In this chapter the inverse problems
will be discussed, i.e.
Given u(t0) for some t0 > 0, reconstruct u0,
and
Given u, reconstruct f,
respectively. These problems are inherently ill-posed as, imprecisely speaking,
e−tA and the convolution with the semigroup smooth out sharp features which are
needed to reconstruct the initial value u0 or the forcing term f . Thus, one needs
additional techniques to approximate the ill-posed problems by well-posed ones
in a suitable manner.
This chapter is organised as follows. First, a short overview of regularisation
theory will be given with emphasis on Tikhonov regularisation and the discrep-
ancy principle. The discrepancy principle will be adapted to account for numerical
errors and will be shown to converge in the sense of regularisation theory. Second,
the results shall be applied to approximately invert e−tA for a fixed time t > 0.
Several methods will be described and compared to each other in numerical exper-
iments. Third, Tikhonov regularisation combined with the discrepancy principle
will be applied to invert Lu = f where we focus on a proper discretisation of the
arising linear systems.
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3.1 Foundations of Regularisation Theory
We shall give a short introduction to regularisation theory as presented in [28].
For all proofs we refer to loc. cit.
Let S : X → Y be a linear and compact operator between two Hilbert spaces
X and Y . We aim at solving
Sx = y (3.1)
for some given y ∈ Y . This equation has no solution unless y ∈ R(S). Even if
y ∈ R(S), in general the solution is neither unique nor continuously depending
on y.
A theoretical tool to solve (3.1) is theMoore-Penrose generalised inverse S† :
D(S†) ⊂ Y → X , D(S†) = R(S)⊕R(S)⊥, defined by
x† = S†y =
∫ ‖S‖2
0
1
λ
dEλ S
∗y,
where {Eλ}λ≥0 denotes the spectral family of the self-adjoint, compact operator
S∗S. The integral converges if and only if y belongs to D(S†). Equivalently, x†
can be defined as the least-squares solution of (3.1) with minimal norm, i.e.
‖Sx† − y‖Y = inf
z∈X
‖Sz − y‖Y
and x† has minimal norm among all z ∈ X for which the infimum is attained.
To approximate S† by a bounded function it is reasonable to replace 1/λ by a
family of functions gα(λ), α > 0, which are bounded and tend to 1/λ pointwise
if α approaches zero. The regularised solution is then defined as
xα = gα(S
∗S)S∗y =
∫ ‖S‖2
0
gα(λ) dEλ S
∗y, (3.2)
where the integral converges for every y ∈ Y as gα(λ) is bounded on [0, ‖S‖2]. In
particular, the operator gα(S∗S)S∗ : Y → X is continuous with
‖gα(S∗S)S∗‖L(Y,X) ≤ sup{
√
λ |gα(λ)| : λ ∈ [0, ‖S‖2L(X,Y )]}.
The residual can explicitly be calculated as
x† − xα = x† − gα(S∗S)S∗y
= (I − gα(S∗S)S∗S)x†
=
∫ ‖S‖2
0
rα(λ) dEλ x
†
with
rα(λ) = 1− λgα(λ). (3.3)
The approximation properties of this method are stated in the following lemma.
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Lemma 3.1. ([28], Theorem 4.1) Let gα(λ) : [0, ‖S‖2] → R fulfil the following
assumptions for all α > 0: gα is piecewise continuous, there exists a constant
Cg > 0 independent of α such that
|λgα(λ)| ≤ Cg, (3.4)
and
lim
α→0
gα(λ) =
1
λ
for all λ ∈ (0, ‖S‖2].
Then
lim
α→0
gα(S
∗S)S∗y = S†y, if y ∈ D(S†), (3.5)
and
lim
α→0
‖gα(S∗S)S∗y‖X = ∞, if y 6∈ D(S†). (3.6)
To measure the speed of convergence in (3.5) some regularity of x† has to be
imposed. We introduce the sets
Xµ,ρ = {x ∈ X : x = (S∗S)µw, ‖w‖X ≤ ρ} , µ, ρ > 0,
which are compact subsets ofX due to the compactness of S. In terms of approx-
imation theory, the parameter µ is a smoothness index while ρ plays the same role
as the norm1 in a smoothness space.
Lemma 3.2. ([28], Theorem 4.3) Let gα(λ) fulfil the assumptions of lemma 3.1.
If
λµ|rα(λ)| ≤ ωµ(α) for all α > 0, λ ∈ [0, ‖S‖2],
with rα from (3.3) and x† ∈ Xµ,ρ for some µ, ρ > 0, then
‖xα − x†‖X ≤ ωµ(α)ρ
as well as
‖Sxα − Sx†‖Y ≤ ωµ+1/2(α)ρ.
In practice, one has to deal with ‘noisy data’ yδ with ‘noise level’
‖y − yδ‖Y ≤ δ
1To be precise, inf{‖w‖X : w ∈ X,x = (S∗S)µw} would be a proper norm of x under the
assumptions we made so far for the operator S. If, in addition, S is injective we can drop the
infimum as w is uniquely defined by x.
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and accordingly with perturbed results
xδα = gα(S
∗S)S∗yδ.
Due to the previous lemma and the estimate
‖x† − xδα‖X ≤ ‖x† − xα‖X + ‖xα − xδα‖X
it is sufficient to bound the ‘propagated error’ ‖xα − xδα‖X .
Lemma 3.3. ([28], Theorem 4.2) Let the assumptions of lemma 3.1 be fulfilled
and set for α > 0
Gα = sup
{|gα(λ)| : λ ∈ [0, ‖S‖2]} .
Then the estimates
‖Sxα − Sxδα‖Y ≤ Cgδ (3.7)
and
‖xα − xδα‖X ≤
√
CgGαδ, (3.8)
hold true with Cg from (3.4).
Thus, the propagated error stays proportional to the noise level δ, and the
overall error is bounded by
‖x† − xδα‖X ≤ ωµ(α)ρ+
√
CgGαδ. (3.9)
In practice, a reasonable parameter value α = α(δ, yδ) > 0 has to be chosen
for given data yδ. In principle, one can try to minimise the right hand side of (3.9)
with respect to α. If the parameters µ and ρ are unknown, one has to resort to
other strategies. A widely used method is the discrepancy principle which defines
α = α(δ, yδ) = sup{β > 0 : ‖Sxδβ − yδ‖ = τδ} (3.10)
with some fixed parameter
τ > sup
{|rα(λ)| : α > 0, λ ∈ [0, ‖S‖2]} .
Under fairly general conditions on gα(λ) convergence
xδα(δ,yδ) → x† if δ → 0,
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of optimal order can be shown ([28], Theorem 4.17).
Setting gα(λ) = (α + λ)−1 yields the well-known Tikhonov regularisation
which reads
(αI + S∗S)xδα = S
∗yδ.
xδα can equivalently be defined as solution of the minimisation problem
α‖x‖X + ‖Sx− yδ‖Y → min
x∈X
,
which can be interpreted as compromise between the size of ‖x‖X and the residual
error ‖Sx− yδ‖Y . We shall modify this scheme in the next section.
3.2 A Modification of Tikhonov Regularisation
Tikhonov regularisation amounts to a shift of the whole spectrum σ(S∗S) by α >
0. As the ill-posedness of (3.1) is caused only by the lower parts of the spectrum it
seems more appropriate to shift only the parts close to zero. Therefore, we define
the function
g˜α(λ) =
{
λ−1, if λ > α,
(λ+ α)−1, otherwise, (3.11)
and the regularised solution to the ill-posed problem as
x˜δα = g˜α(λ)(S
∗S)S∗yδ. (3.12)
Thus, x˜δα is the solution of the operator equation
(αQα + S
∗S)x˜δα = y
δ, (3.13)
where Qα denotes the orthogonal projection onto the eigenspaces of S∗S associ-
ated with the eigenvalues in σ(S∗S) ∩ [0, α]. By the spectral mapping theorem
and the projectors PΓ described in section 1.2 the projection Qα can be applied
numerically. The details will be given in section 3.4.3.
Applying lemma 3.1 and 3.2 as well as theorem 4.17 of [28] shows the fol-
lowing properties of the proposed regularisation scheme.
Lemma 3.4.
1. The regularisation scheme defined by (3.11) is convergent, i.e. for y ∈
D(S†)
lim
α→0
g˜α(λ)(S
∗S)S∗y = S†y.
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2. We have
‖Sx˜α − Sx˜δα‖Y ≤ δ,
‖x˜α − x˜δα‖X ≤
δ√
α
.
3. For any x† ∈ Xµ,ρ := {x = (S∗S)µw : ‖w‖ ≤ ρ}, ρ > 0, µ ∈ (0, 1/2],
there hold
‖x˜α − x†‖X ≤ αµρ
and
‖Sx˜α − Sx†‖Y ≤ αµ+ 12ρ.
4. If the regularisation parameter α > 0 is chosen according to the discrep-
ancy principle, i.e.
α = α(δ, yδ) = sup{β > 0 : ‖Sx˜δβ − yδ‖Y = τδ},
then g˜α(λ) defines a convergent regularisation method of optimal order in
Xµ,ρ for µ ∈ (0, 1/2], i.e.
sup
{‖x˜δα − x‖X : x ∈ Xµ,ρ, yδ ∈ Y, ‖Sx− yδ‖Y ≤ δ} . δ 2µ2µ+1ρ 12µ+1
holds for all δ > 0.
Up to the size of the constants, the usual Tikhonov regularisation enjoys the
same four properties. Therefore, one might ask for the advantages of the proposed
scheme over the classical scheme. We expect a better quantitative behaviour as the
new scheme is adapted to the spectrum of the operator. This shall be demonstrated
in the numerical experiments.
3.3 The Discrepancy Principle
In the previous section, the regularisation scheme was seen to converge to the
Moore-Penrose inverse for exact data and α→ 0. In case of noisy data yδ, choos-
ing the parameter α = α(δ, yδ) according to the discrepancy principle (3.10) en-
sured convergence of xδα towards x
δ if δ → 0.
The strict condition (3.10) can be relaxed to finding the largest α such that
‖Sxδα − yδ‖Y ≤ τδ ≤ ‖Sxδ2α − yδ‖Y
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holds which eases the use of the discrepancy principle. But, in practice, neither
xδα nor the residuum ‖Sxδα − yδ‖Y can be calculated exactly. Therefore, we are
going to analyse the behaviour of the discrepancy principle if both quantities are
replaced with approximations x̂δα and Rα. Their error is assumed to be bounded
by
‖x̂δα − xδα‖X ≤ τ1δ
and ∣∣Rα − ‖Sx̂δα − yδ‖Y ∣∣ ≤ τ2‖S‖−1δ,
respectively, where the positive constants τ1, τ2 are chosen such that
τ − τ1 − τ2 > γ := sup
{|rα(λ)| : α > 0, λ ∈ [0, ‖S‖2]} . (3.14)
Lemma 3.5. Let α = α(δ, yδ) be chosen such that
Rα ≤ τδ ≤ R2α.
Then the regularisation method (gα(S∗S)S∗, α) is convergent for all y ∈ R(S)
and of optimal order in Xµ,ρ for µ ∈ (0, 1/2].
Proof. We refer to the proof of theorem 4.17 in [28] were the analogous statement
is shown for the discrepancy principle with exact values of xδα and ‖Sxδα − yδ‖Y .
A careful inspection reveals that the claim is reduced to the two estimates
‖Sxα − y‖Y ≤ c1δ (3.15)
and
‖Sx2α − y‖Y > c2δ (3.16)
with constants c1, c2 > 0. We are going to show that these bounds hold also in the
presence of numerical errors, but with increased constants.
We infer (3.15) from the assumption Rα ≤ τδ as follows. One has
‖Sxα − y‖Y ≤ ‖Sxδα − yδ‖Y + γδ
≤ ‖Sx̂δα − yδ‖Y + ‖S‖L(X,Y ) · ‖xδα − x̂δα‖X + γδ
≤ Rα + τ2δ + τ1δ + γδ
≤ (τ + τ1 + τ2 + γ)δ,
where the first inequality results from the properties of rα(λ) and the definition of
γ.
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To see (3.16) we observe that
‖Sxδ2α − yδ‖Y ≥ ‖Sx̂δ2α − yδ‖Y − ‖S‖L(X,Y ) · ‖xδ2α − x̂δ2α‖X
≥ R2α − (τ1 + τ2)δ
> (τ − τ1 − τ2)δ.
This implies
‖Sx2α − y‖Y ≥ (τ − τ1 − τ2 − γ)δ,
where τ − τ1 − τ2 − γ is positive due to the choice of τ , τ1, and τ2.
Loosely speaking, it is sufficient to keep the discretisation errors proportional
to the noise level. It should be noticed that this result is purely asymptotic for δ →
0+. In particular, the constants τ, τ1, and τ2 which heavily influence the outcome
of numerical experiments can be chosen freely as long as (3.14) is satisfied.
3.4 Approximate Inversion of e−tA
We now specialise to the case S = e−tA for some fixed time t > 0. Since S is
one-to-one and compact due to corollary 1.6 and 1.8, respectively, the operator
fulfills the assumptions made in section 3.1.
First, we shall discuss whether the operator e−tA can induce a norm equiv-
alence between properly chosen spaces. Second, the condition numbers of the
linear systems arising from the (modified) Tikhonov regularisation will be calcu-
lated.
Third, four different approaches for regularisation shall be given and com-
pared to each other by numerical experiments. The first two are the Tikhonov
regularisation and the modified Tikhonov regularisation as described in the previ-
ous section. A proper discretisation of the arising linear systems will be outlined
and the discrepancy principle shall be formulated as an algorithm operating on the
discrete systems.
The third approach will amount to regularisation in the discrete setting, i.e. the
discrete evolution operator Es(t), s ∈ [−1, 1], is regularised in the space `2(J ).
This approach has the advantage that the involved norms can easily be changed.
The fourth strategy shall use the fact that the projection of e−tA on finite di-
mensional eigenspaces of A is boundedly invertible. By lemma 1.14, the inverse
of the projection is easily accessed numerically.
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3.4.1 Norm Equivalences
For concreteness, let A given by a H-coercive sesquilinear form as in section 1.4.
If the embedding H ↪→ V is compact the resolvents (λI − A)−1 : V → V ,
λ ∈ ρ(A), are compact, too. By corollary 1.8 the operator exponential e−tA :
V → V is compact, thus not boundedly invertible. Even stronger, the operators
Ake−tA : V → V are compact by corollary 1.9 which inhibits any estimate of the
form
‖x‖V . ‖Ake−tAx‖V , x ∈ V.
Thus, the operator exponential does not induce a norm equivalence between V
and any of the spaces D(Ak;V ).
Example 3.6. We consider A = −∆ on the space X = H−1(Ω). Then e−tA is
compact as mapping from H−1(Ω) into each of the following spaces:
1. D(A;H−1(Ω)) = H10(Ω) by corollary 1.8;
2. H3/2(Ω) by the embedding D(A2;H−1(Ω)) ↪→ H3/2(Ω) and corollary 1.9;
3. Bατ (Lτ (Ω)) for
1
τ
= α
n
+ 1
2
, 0 < α < 2 n
n−1 , by lemma 1.27.
If Ω is convex or if ∂Ω is C1 one has also compactness as mapping from H−1(Ω)
into H2(Ω). In general, if the Poisson problem is Hr(Ω)-regular for some r ∈ N,
e−tA is compact from H−1(Ω) into Hr(Ω).
Therefore, it seems unlikely that e−tA is a norm-isomorphism between any
pair of Sobolev or Besov spaces.
This observation has also implications for the sets
Xµ,ρ =
{
x ∈ X : x = (e−tA∗e−tA)µw, ‖w‖X ≤ ρ
}
, µ, ρ > 0,
which were introduced in the first section of this chapter to proof convergence
rates for regularisation schemes. If A is assumed to be normal, e−tA commutes
with e−tA∗ and the semigroup property yields
(
e−tA
∗
e−tA
)µ
= e−µtA
∗
e−µtA. Due
to lemma 1.3, this implies the inclusion Xµ,ρ ⊂ D(Ak;X) for every k ∈ N.
In view of the previous example, the assumption x† ∈ Xµ,ρ seems rarely to be
satisfied in practice.
3.4.2 Condition Numbers
We denote by {µk}k≥1 the eigenvalues of the operator S∗S = e−tA∗e−tA, ordered
by decreasing size, µk ≥ µk+1. By the spectral theory of self-adjoint and compact
operators in Hilbert spaces one has {µk}k≥1 ⊂ [0, ‖S∗S‖] and µk k→∞−→ 0whenever
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R(S∗S) ⊂ X is infinite dimensional. We are going to calculate the condition
numbers of the operators
αI + S∗S and αQα + S∗S,
with respect to the spectral norm.
Obviously, one has
κ(αI + S∗S) =
λmax(αI + S
∗S)
λmin(αI + S∗S)
=
α+ µ1
α
= 1 +
µ1
α
≤ 1 + 1
α
‖S∗S‖L(X),
i.e. the condition number of the system is O(α−1) for α→ 0+.
Qα is defined as the orthogonal projection onto the eigenspaces of S∗S asso-
ciated to all µk ≤ α. If α > µ1 one has Qα = I such that
κ(αQα + S
∗S) = κ(αI + S∗S) = 1 +
µ1
α
as above. If α ≤ µ1 there exists an unique index k0 with µk0+1 < α ≤ µk0 . From
σ(αQα + S
∗S) = {µk : µk ≥ α} ∪ {α+ µk : µk < α}
= {µk : k = 1, 2, . . . , k0} ∪ {α+ µk : k ≥ k0 + 1} ,
one infers
minσ(αQα + S
∗S) = min{µk0 , α} ≥ α
and
maxσ(αQα + S
∗S) = max{µ1, α+ µk0+1}.
Thus, the condition number of αQα + S∗S is bounded by
κ(αQα + S
∗S) ≤ max
{µ1
α
, 1 +
µk0+1
α
}
≤ max
{µ1
α
, 2
}
.
We have
κ(αQα + S
∗S) < κ(αI + S∗S) for α ≤ µ1,
i.e. the modified Tikhonov scheme has an improved condition number compared
to the usual Tikhonov method. Nevertheless both methods yield linear systems
with condition number O(α−1), α → 0+. Thus, one has to solve increasingly
ill-conditioned linear systems when α tends to zero.
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3.4.3 Discrete Systems
Within the (modified) Tikhonov regularisation, the operator equation
(αQα + e
−tA∗e−tA)x = e−tA
∗
y (3.17)
has to be solved, where Qα either denotes the identity or a projection, depending
on the size of α.
By the usual approach the equation is formulated as equivalent problem in
`2(J ),
(α〈(Qα + e−tA∗e−tA)Ψ,Ψ〉)x = 〈e−tA∗y,Ψ〉 =: z. (3.18)
We rewrite this system as
(αGQαG+GE
∗
0(t)GE0(t)G)x = GE
∗
0(t)〈y,Ψ〉, (3.19)
where G := 〈Ψ,Ψ〉 denotes the Gramian matrix of Ψ and E0(t) is the discrete
evolution operator as defined in section 1.6.2. The application of G is necessary
to map vectors represented in the primal basisΨ into vectors in the dual basis Ψ˜.
The operators E0(t) and Qα map dual coordinates to primal ones, as can be seen
from their construction in section 1.6.2 and 1.6.5, respectively.
To avoid the application of the Gramian matrix, the system (3.17) could also
by discretised by
(α〈(Qα + e−tA∗e−tA)Ψ˜, Ψ˜〉)x = 〈e−tA∗y, Ψ˜〉 (3.20)
which could be rewritten as
(αQα + E
∗
0(t)GE0(t))x = E0(t)〈e−tA
∗
y,Ψ〉. (3.21)
Clearly, one saves three applications of G compared to (3.18). But the drawback
is that the solution x is represented in the dual basis, which lacks smoothness com-
pared to the primal basis, at least in actual constructions of wavelet bases adapted
to elliptic boundary value problems. Thus, we hesitate to use this approach and
concentrate on (3.18).
We aim at solving system (3.18) by the methods of [15]. The main build-
ing blocks are algorithms to apply the occurring operators up to any prescribed
accuracy. We provide these in the following subsections.
The Right Hand Side z
Let y = 〈y,Ψ〉 ∈ `2(J ) be given. Then the right hand side of (3.18) has the
representation
z = 〈e−tA∗y,Ψ〉 = 〈Ψ,Ψ〉 〈e−tA∗Ψ˜, Ψ˜〉y = G · E∗0(t) · y.
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As y has possibly infinitely many non-vanishing entries the following scheme
starts formally with a coarsening step to approximate y by a finite dimensional
vector. In practice, an approximation of y with accuracy η1 should be calculated
in the first step.
Algorithm 3.7.
w← EvalRhs(η, y)
• w1 ← Coarse(η1,y), η1 = c
2
R
3C2R‖e−tA∗‖L(V )
η;
• w2 ← Apply(E∗(t), η2,w1), η2 = η3C2R ;
• w ← Apply(G, η3,w2), η3 = η3 .
Lemma 3.8. The output w of EvalRhs(η,y) satisfies
‖〈e−tA∗Ψ,Ψ〉y −w‖`2(J ) ≤ η.
Proof. Repeated application of the triangle inequality yields
‖〈e−tA∗y,Ψ〉 −w‖`2(J )
≤ ‖G‖L(`2(J ))
(‖E∗0(t)‖L(`2(J )) · η1 + η2)+ η3.
As, by remark 1.36, ‖G‖L(`2(J )) ≤ C2R and ‖E∗0(t)‖L(`2(J )) ≤ c−2R ‖e−tA
∗‖L(V ),
the choice of η1, η2, and η3 ensures that the error is bound by η.
The Projection
Given a regularisation parameter α > 0 the orthogonal projection Qα onto the
eigenspace associated with the eigenvalues of e−tA∗e−tA, in [0, α] is to be evalu-
ated. Denote by {λk}k≥1 the eigenvalues of B = A + A∗ sorted by increasing
size, λk ≤ λk+1. Due to the spectral mapping theorem 1.12 we have
σ(e−tB) ∩ [0, α] = ({0} ∪ {e−tλk : k ≥ 1}) ∩ [0, α]
= {0} ∪ {e−tλk : λk ≥ 1
t
log(
1
α
)}.
By the results of section 1.2 we are capable to evaluate projections onto the
eigenspaces associated to any bounded subset of σ(B). Thus, the representa-
tion Qα = I − Pα is used where Pα = PΓ1 and the Jordan curve Γ1 encloses
{λk : λk < 1t log( 1α)} (cf. section 1.2). The discretised version of Qα becomes
〈QαΨ,Ψ〉 = G(I −Pα)G,
where Pα = PE0(0) is the discretised projection as defined in remark 1.56.
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The Operator e−tA∗e−tA
The most obvious way of applying 〈e−tA∗e−tAΨ,Ψ〉 is the reduction to operators
already at hand, i.e.
〈e−tA∗e−tAΨ,Ψ〉 = G · E∗0(t) ·G · E0(t) ·G.
If A is normal, lemma 1.10 offers a more economical way. As e−tA∗e−tA = e−tB
withB = A+A∗, the application of 〈e−tA∗e−tAΨ,Ψ〉 is reduced to the application
of one evolution operator 〈e−tBΨ,Ψ〉. As (e−tB)t≥0 is an analytic semigroup the
algorithm of section 1.6.2 can be used to apply e−tB. To avoid confusion, we
denote by EB0 (t) the discrete evolution operator associated to e
−tB. We propose
the following algorithm to evaluate 〈(αI + e−tB)Ψ,Ψ〉v = G·(αI+EB0 (t)·G)·v.
Algorithm 3.9.
w← Apply(〈(αI + e−tB)Ψ,Ψ〉, η,v)
• w1 ← Apply(G, η1,v), η1 = c
2
R
3C2R‖e−tB‖L(V )
η;
• w2 ← Apply(〈e−tBΨ˜, Ψ˜〉, η2,w1), η2 = 13C2Rη;
• w ← Apply(G, η3, αv +w2), η3 = 13η.
Lemma 3.10. The output w of Apply(〈(αI + e−tB)Ψ,Ψ〉, η,v) satisfies
‖〈(αI + e−tB)Ψ,Ψ〉 −w‖`2(J ) ≤ η.
Proof. The proof is similar to that of lemma 3.8.
If the identity is replaced by a projection Qα = I − Pα a similar algorithm is
used.
Algorithm 3.11.
w← Apply(〈(αQα + e−tB)Ψ,Ψ〉, η,v)
• w1 ← Apply(G, η1,v), η1 = c
2
R
4C2R(α+‖e−tB‖L(V ))
η;
• w2 ← Apply(〈e−tBΨ˜, Ψ˜〉, η2,w1), η2 = 14C2Rη;
• w3 ← Apply(〈PαΨ˜, Ψ˜〉, η3,w1), η3 = 14αC2Rη;
• w ← Apply(G, η4, α(v −w3) +w2), η4 = 14η.
90 CHAPTER 3. APPLICATIONS IN REGULARISATION
Lemma 3.12. The output w of Apply(〈(αQα + e−tB)Ψ,Ψ〉, η,v) satisfies
‖〈(αQα + e−tB)Ψ,Ψ〉 −w‖`2(J ) ≤ η.
Proof. The proof is similar to that of lemma 3.8.
3.4.4 The Discrepancy Principle
With the discretised operators at hand, we can formulate a discrete version of the
discrepancy principle. We assume the three parameters τ, τ1, τ2 > 0 to be given
such that τ − τ1− τ2 > 1 holds (cf. (3.14)). Moreover, we fix c ∈ [1/2, 1) and test
the stopping criterion
‖Sxαk+1 − yδ‖Y ≤ τδ ≤ ‖Sxδαk − yδ‖Y
for αk = ckα0. The choice of c permits a certain tuning of the algorithm, as the
search for the optimal α becomes more thorough and more expensive for c closer
to one.
Algorithm 3.13.
x← DiscrepancyPrinciple(yδ, δ, α0)
For k = 0, 1, . . .
• αk := ckα0
• xk ← Solve(〈(αkQαk + S∗S)Ψ,Ψ〉, z, τ1δ)
• wk ← Apply(〈SΨ,Ψ〉,xk, 12τ2‖S‖−1δ)
• rk ← wk − EvalRhs(12τ2‖S‖−1δ,yδ)
• If ‖rk‖`2(J ) ≤ τδ then return x← xk.
3.4.5 Regularisation of the Discrete Problem
So far we have first regularised the continuous problem and then discretised the
arising well-posed problem. In this subsection, we will exchange the order of
regularisation and discretisation to obtain a scheme in which we can easily change
the underlying norms.
We consider the problem
Es(t)x = y, (3.22)
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posed in `2(J ) with the discrete evolution operator defined by
Es(t) = D
s〈e−tAΨ˜, Ψ˜〉Ds, s ∈ [−1, 1].
The parameter s steers the involved norms. As discussed in section 1.6.2, E0(t)
and E1(t) are discretisations of the operator e−tA regarded as mapping L2(Ω) →
L2(Ω) and H−1(Ω)→ H10(Ω), respectively.
As e−tA is compact the discretised operator has the same property as endomor-
phism of `2(J ) and the discrete equation is ill-posed, too. Applying Tikhonov-
regularisation in `2(J ) yields the equation
(αI + E∗s(t)Es(t))x
δ
α = E
∗
s(t)y
δ,
where I denotes the identity in `2(J ) and not the Gramian matrix. yδ and xδα are
given by
yδ = Ds〈yδ,Ψ〉, xδα = D−s〈xδα, Ψ˜〉,
and the regularised equation is equivalent to the solution of the minimisation prob-
lem
Js(α,y
δ) = α‖xδα‖2`2(J ) + ‖Es(t)xδα − yδ‖2`2(J )
= α‖D−s〈xδα, Ψ˜〉‖2`2(J ) + ‖Ds〈e−tAxδα − yδ,Ψ〉‖2`2(J )
→ min
xδα∈`2(J )
.
By the norm equivalences of the wavelet basis one sees
‖xδα‖`2(J ) ∼ ‖xδα‖H−s(Ω) and ‖yδ‖`2(J ) ∼ ‖yδ‖Hs(Ω).
Thus, the smaller s is the stronger the norm in which smoothness of xδα is mea-
sured becomes. In turn, the norm in which the residuum is measured becomes
weaker for smaller s. In practice, the range s ∈ [−1, 0] is of interest as the solu-
tion xδα should be smooth.
Concerning the convergence of the regularisation scheme for δ → 0+ the
properties of Tikhonov regularisation read as follows. Assume
y = e−tAx† with x† ∈ H−s(Ω)
and
‖y − yδ‖Hs(Ω) ≤ δ.
Then,
‖xδα − x†‖H−s(Ω) → 0 for δ → 0+,
if α = α(δ, yδ) is chosen properly, e.g. according to the discrepancy principle.
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3.4.6 Projection Methods
Lemma 1.14 shows that S = e−tA becomes boundedly invertible if it is projected
onto the eigenspaces associated with a bounded subset of σ(A).
To fix ideas we assume that σ(A) = {λk : k ∈ N} with <(λk) ≤ <(λk+1)
and <(λk) → ∞ for k → ∞. Then, by the spectral mapping theorem, e−tA
has the eigenvalues e−tλk which tend to zero if k → ∞. Thus, we discard the
eigenvalues for large k by projection. Fix a k0 ∈ N and set σ1 = {λk : 1 ≤ k ≤
k0}. According to the notation of section 1.2 the projection onto the eigenspaces
associated with σ1 is denoted by PΓ1 . The projected semigroup PΓ1e
−tA = e−tA1
is boundedly invertible with inverse
etA1 =
1
2pii
∫
Γ1
etγ(γI − A)−1 dγ
and
‖etA1‖L(X) ≤ Cet<(λk0 ),
for some constant C = C(k0) ≥ 1. Thus, the regularised solution defined as
xδk0 = e
tA1yδ,
depends continuously on yδ, and 1/k0 plays the role of the regularisation param-
eter. Clearly, if k0 → ∞ and y is given exactly the regularised solution xk0 will
tend to x† if A has a complete system of eigenvectors.
To choose k0 properly, the discrepancy principle is utilised, i.e. we pick
k0 = inf{k ∈ N : ‖e−tAxδk − yδ‖ ≤ τδ}
for some fixed parameter τ ≥ 1.
It should be noted that this idea is a widespread example in regularisation
theory. But, to the knowledge of the author, it was not implemented yet since the
eigenvalues and eigenspaces of general compact operators S were not accessible
numerically. By the techniques developed in the first chapter the scheme becomes
for the first time realisable in a fairly general setting.
We also point out that the projection method requires less computation time
than the Tikhonov scheme. In our setting, the algorithmApply(PE1(t),yδ, η)will
be called for some η  δ until the discrepancy principle is met. Each call will
need N elliptic subproblems to be solved where we observed N to be well below
80 in our experiments. In contrast, the Tikhonov method requires the solution
of the linear system (3.17) for several α > 0. Any linear solver applied to this
problem will perform an application of Apply(EB1 (t),w, η) once per step and
will need several steps to solve the linear problem. As Apply(PE1(t),yδ, η) and
Apply(EB1 (t),w, η) need roughly the same amount of work the projection method
is considerably faster than the Tikhonov scheme.
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3.5 Approximate Inversion of L
This section is devoted to the approximate inversion of the compact operator
L : L2(0, T ;X) → L2(0, T ;X) which was defined in the previous chapter. As
the spectrum of L is not accessible2 we concentrate on the usual Tikhonov regu-
larisation. Thus, we have to find the solution xδα ∈ L2(0, T ;X) of the equation
(αI + L∗L)xδα = L
∗yδ, α > 0, (3.23)
for given yδ ∈ L2(0, T ;X). The L2(0, T ;X)-adjoint of L is given by
(L∗f)(t) =
∫ T
t
e−(τ−t)A
∗
f(τ) dτ, f ∈ L2(0, T ;X),
i.e. it is the solution operator to the backward problem
− d
dt
u(t) + A∗u(t) = f(t), t ∈ [0, T ),
u(T ) = 0.
Therefore, L∗ can be treated by the same methods as the forward operator L.
3.5.1 Regularity Results
As L∗L is self-adjoint and positive semidefinite, the operator αI+L∗L is a norm-
automorphism of L2(0, T ;X) for every α > 0 and induces the norm equivalence
α‖x‖L2(0,T ;X) ≤ ‖ (αI + L∗L)x‖L2(0,T ;X)
≤ (α+ ‖L‖2L(L2(0,T ;X))) ‖x‖L2(0,T ;X).
Thus, we have at least xδα ∈ L2(0, T ;X) with
‖xδα‖L2(0,T ;X) ≤ α−1‖L∗yδ‖L2(0,T ;X), yδ ∈ L2(0, T ;X). (3.24)
Due to the special structure of the least squares equation stronger results are avail-
able.
Lemma 3.14. The solution xδα of (3.23) belongs to the space
Y = L2(0, T ;D(A)) ∩ H1(0, T ;X)
2Lemma 1.13 (Separation of the Spectrum) applies to the operator L, but the application of the
resolvents (λI − L)−1 for complex values λ seems not feasible at the moment.
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with
‖xδα‖Y . α−2‖yδ‖L2(0,T ;X), yδ ∈ L2(0, T ;X),
where Y is equipped with the norm
‖x‖Y = max
{‖x‖L2(0,T ;D(A)), ‖x‖H1(0,T ;X)} .
Proof. Regrouping the least squares equation (3.23) yields
xδα = α
−1L∗
(
yδ − Lxδα
)
. (3.25)
As L and L∗ are continuous from L2(0, T ;X) into itself the estimate
‖yδ − Lxδα‖L2(0,T ;X)
≤ ‖yδ‖L2(0,T ;X) + α−1‖L‖L(L2(0,T ;X))‖L∗yδ‖L2(0,T ;X)
. α−1‖yδ‖L2(0,T ;X),
follows from (3.24). Inserting this estimate into (3.25) yields
‖xδα‖Y . α−2‖yδ‖L2(0,T ;X),
since L∗ is continuous from L2(0, T ;X) into Y by lemma 2.1.
This lemma asserts regularity of the solution on the whole time interval [0, T ],
but a the cost of a factor α−2 in the norm estimate. The following lemma describes
a much stronger regularity property of the solution xδα restricted to the interior of
the interval [0, T ].
Lemma 3.15. The solution xδα to (3.23) is analytic in t for 0 < t < T asX-valued
function provided that A has a compact resolvent.
Proof. This statement is contained in Theorem 1.4.8.1 of [37] on page 66. We
just note that
• the ‘regularised solution’ xδα from our context is the ‘optimal control’ u0
from [37] and
• the restriction of [37] to the case α = 1 is not essential as the least squares
equation (3.23) can always be rewritten as(
I +
L∗√
α
L√
α
)
xδα =
L∗√
α
yδ√
α
,
i.e. L is replaced by α−1/2L which does not change the mapping properties
of the operator.
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3.5.2 Discretisation
For a proper discretisation of the positive definite and self-adjoint operator αI +
L∗L we recall the tensor product basesΥ = Θ⊗Ψ and Υ˜ = Θ⊗Ψ˜ from section
2.3 which give rise to the discretised system
〈(αI + L∗L)Υ,Υ〉L2(0,T ;X)xδα = zδ (3.26)
with
xδα = 〈xδα, Υ˜〉L2(0,T ;X) and zδ = 〈L∗yδ,Υ〉L2(0,T ;X).
The operator 〈(αI + L∗L)Υ,Υ〉 inherits selfadjointness and positive definiteness
from the continuous operator. When solving the system (3.26), the main difficulty
is the application of the operator 〈(αI + L∗L)Υ,Υ〉. As the application of L :=
〈LΥ˜, Υ˜〉 and L∗ := 〈L∗Υ˜, Υ˜〉 is already available from the previous chapter the
following algorithm is based on the decomposition
〈L∗LΥ,Υ〉 = 〈Υ,Υ〉 · L∗ · 〈Υ,Υ〉 · L · 〈Υ,Υ〉.
AsΘ is an orthonormal basis, the application ofGΥ := 〈Υ,Υ〉 reduces to several
applications ofG = 〈Ψ,Ψ〉.
Let x ∈ L2(0, T ;X) be given by (xλ)λ∈K1 , i.e.
x(t) =
∑
λ∈K1
(xTλΨ)θλ(t),
for a finite set K1 and finitely supported vectors xλ ∈ `2(J ). We approximate the
solution 〈(αI + L∗L)x,Υ〉 as follows.
1. Apply 〈Υ,Υ〉: For all λ ∈ K1 set w1,λ = Gxλ.
2. Apply L∗ to (w1,λ)λ∈J1 and denote the result by (w2,λ)λ∈K2 where K2 is in
general a new index set.
3. Apply 〈Υ,Υ〉: For all λ ∈ K2 set w3,λ = Gw2,λ.
4. Apply L to (w3,λ)λ∈K2 and denote the result by (w4,λ)λ∈K3 where K3 is in
general a new index set.
5. Apply 〈Υ,Υ〉: For all λ ∈ K3 set yλ = Gw3,λ.
6. Return α(w1,λ)λ∈K1 + (yλ)λ∈K3 as approximation to 〈(αI + L∗L)x,Υ〉.
We have deliberately left out how to steer the precision in the different steps.
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Chapter 4
Numerical Experiments
In this chapter, the numerical algorithms of the previous three chapters will be val-
idated as far as possible. A major concern is the identification of various constants
which occur in the error analysis, but which are not explicitly known.
4.1 Application of the Operator Exponential
The operator A = −∆ with homogeneous boundary conditions will serve as
model problem. According to lemma 1.20, A generates an analytic semigroup
in H−1(Ω) as well as in L2(Ω) and either space can be chosen for the underly-
ing space X0. When testing the application of the operator exponential we will
set X0 = H−1(Ω) and any errors will be measured in D(A;H−1(Ω)) = X1 =
H10(Ω). For inhomogeneous problems and regularisation the point of view will
be changed. Then, X0 = L2(Ω) will be fixed and all errors will be measured in
L2(Ω).
Regardless of the underlying space, A is self-adjoint and positive definite on
the space X0. Therefore, A is sectorial with c0 = inf σ(A) > 0 and for every
ω0 ∈ (0, pi/2) with
M =M(ω0) =
1
sin(ω0)
,
where the estimate
‖(γI − A)−1u‖X0 ≤
1
sin(ω0)|γ − c0|‖u‖X0 ,
u ∈ X0, γ ∈ C \ Σc0,ω0 ,
can be seen to be sharp with the aid of the orthonormal basis of eigenvectors.
According to the general theory, the estimate (1.4), i.e.
‖(γI − A)−1u‖D(A;X0) ≤M ′‖u‖X0 , u ∈ X0, γ ∈ C \ Σc0,ω0 ,
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holds also true, but there seems to be no sharp bound available for the constant
M ′ =M ′(ω0).
The computational domain Ω will either be given as unit interval (0, 1) ⊂ R
or as the L-shaped domain (−1, 1)2 \ [0, 1)2 ⊂ R2.
4.1.1 Selection of Parameters
For the following experiments, the value ω0 = pi10 is chosen which results in a
moderately sized constant
M = 3.236 . . .
To fix a reasonable value δ > 0 for the path of integration Γ we strive for making
d > 0 as large as possible because the error decays like e−2pid/h. To obey the
restrictions (1.35) and (1.36), we set
d =
1
2
(pi
2
− ω0 − ε
)
, δ = ω0 + d,
for some small ε > 0 which leads to
δ + d = ω0 + 2d =
pi
2
− ε < pi
2
.
The constant
1
cos(δ + d)
=
1
cos(pi/2− ε) =
1
ε
+
1
6
ε+O(ε3), ε→ 0,
is a linear factor in the error bound and becomes singular for ε → 0. The choice
ε = pi/15 yields
d =
pi
6
, δ =
8
30
pi,
and
cos(δ + d)−1 = cos(pi/15)−1 = 4.809 . . . < 5,
which seems a reasonable compromise between the different requirements on the
constants.
We have to choose the constant c such that it satisfies the constraint (1.34), i.e.
c < c0 − cos(δ − d) = c0 − cos
( pi
10
)
.
As e−ct is a constant in the error bound of the quadrature rule, it seems advisable
to choose c as large as possible. But for increasing c the path of integration,
in particular the vertex of the hyperbola, approaches the spectrum of A. Thus,
the condition of the elliptic problems becomes worse for larger values of c. The
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precise effect of this trade-off to the efficiency of the quadrature rule seems to be
rather complicated. Therefore we opted for c = 0 which is independent of the
computational domain and not limited to our two test cases.
Within the adaptive application of the operator exponential a pair of parame-
ters h > 0 and N ∈ N has to be found such that the quadrature error, measured
in H10(Ω), stays below a prescribed tolerance η > 0. According to (1.48) we can
choose
h =
2pid
log(C ′t)− log(η)
, η < C ′t, (4.1)
and N = N(h, t) as in (1.47) which yields exponential convergence with respect
to h.
To improve the quantitative behaviour of the algorithm we try to minimise N
by an exact equilibration of the two error components described in section 1.5.4.
Thus, the smallest N ∈ N is calculated such that there exists an h > 0 with(
e−α1
α1
+
e−α2
α2
)
e−pid/h
2 sinh(pid/h)
=
1
α0
e−α0e
hN
(4.2)
and
M ′
pi
e−ct
((
e−α1
α1
+
e−α2
α2
)
e−pid/h
2 sinh(pid/h)
+
1
α0
e−α0e
hN
)
< η. (4.3)
In practice, we iterate over N = 1, 2, . . ., and solve (4.2) by Newton’s method
until (4.3) is satisfied for the resulting value of h.
The adaptive algorithm benefits from the judicious selection of h andN in two
aspects. First, N is kept as small as possible which reduces the amount of work
to apply the quadrature rule. Second, we observed a more robust behaviour of the
algorithm for small time steps 0 < t  1 if h and N were calculated from (4.2)
and (4.3) instead of using (4.1). This effect seems mostly caused by the two sides
of (4.2) depending differently on t.
4.1.2 Elliptic Problems
To apply the quadrature rule, the operator equation
(γI − A)vγ = u0
has to be solved for γ = γk, k = −N,−N + 1, . . . , N . By a discretisation as
described in section 1.6.1, the equivalent `2(J )-problem
Bγvγ = D
−1
γ u0 (4.4)
100 CHAPTER 4. NUMERICAL EXPERIMENTS
with
Bγ = D
−1
γ 〈(γI − A)Ψ,Ψ〉D−1γ ,
vγ = Dγ〈vγ, Ψ˜〉,
u0 = 〈u0,Ψ〉,
arises. To achieve a possible small condition number of Bγ for all γ ∈ Γ, the
diagonal matrixDγ is chosen to depend on γ,
(Dγ)λ,λ = θ(γ) |〈(γI − A)ψλ, ψλ〉|1/2 , λ ∈ J ,
with the constant θ(γ) defined as
θ(γ) := sup
λ∈J
|〈Aψλ, ψλ〉|1/2
|〈(γI − A)ψλ, ψλ〉|1/2
.
θ(γ) is finite for every γ ∈ ρ(A) as the energy norms of (γI − A) and A are
equivalent.
The introduction of θ(γ) is necessary since the vectors vγ have to be rescaled
to some shared norm when forming the final sum
N∑
k=−N
wkvγk ≈ D〈e−tAu0, Ψ˜〉
in algorithm 1.38. Setting D = D0, we use the discrete energy norm of A as
shared norm. The choice of θ(γ) ensures
(D)λ,λ ≤ (Dγ)λ,λ for all λ ∈ J .
Therefore any approximation v̂γ to vγ with error η has less or equal error in the
shared norm, i.e.
‖Dγ〈vγ, Ψ˜〉 − v̂γ‖`2(J ) ≤ η =⇒ ‖D〈vγ, Ψ˜〉 −DD−1γ v̂γ‖`2(J ) ≤ η.
It should be kept in mind that the constant θ(γ) does not affect the condition of
Bγ .
Within the following experiments, the infinite matrixBγ is replaced by a finite
sub-matrixBJγ which arises from truncating the wavelet basesΨ and Ψ˜ at a fixed
highest level J . This approach contradicts the idea of an adaptive solution of the
elliptic systems (4.4), but is at the moment the most feasible. An approximate
application of the full operator Bγ is subject to ongoing research ([5, 8, 51]) and
beyond the scope of this work. As the elliptic solvers are black boxes with respect
to our algorithms the non-adaptive variants can easily be replaced by their adaptive
counterparts once they are available.
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4.1.3 The Unit Interval
The case Ω = (0, 1) serves validation purposes since the solutions can be obtained
analytically by means of an orthonormal basis. The functions
vk(x) =
√
2 sin(pikx), k = 1, 2, . . .
are the normalised eigenvectors of A with corresponding eigenvalues λk = pi2k2,
and form an orthonormal basis of L2(0, 1). Expanding the initial value u0 ∈
L2(0, 1) into this basis, we obtain
e−tAu0 =
∞∑
k=1
e−tλk〈u0, vk〉L2(0,1)vk. (4.5)
As the coefficients in this Fourier series decay exponentially, the series can by
evaluated numerically up to machine precision after a proper truncation.
For the space discretisation, we use wavelets of order 3 with maximal level
J = 15 based on cardinal B-splines as constructed in [19]. In a first step, the
condition numbers of the discrete operators BJγ are measured on different dis-
cretisation levels J as function of |γ|, γ ∈ Γ. In figure 4.1 the condition numbers
on level J = 10 and J = 14 are depicted1. As both curves are almost equal up
to |γ| ≈ 106 we consider these values also to be good approximations to the con-
dition of the infinite operator in this range of |γ|. For |γ| > 106 it is questionable
whether the measured values approximate κ2(Bγ) accurately.
When applying the quadrature rule for the Dunford-Cauchy integral the oper-
atorsBγ are only needed for |γ| ≤ 105 even for small target accuracies η > 0 and
short time steps t > 0. Thus, the condition numbers are satisfactory in the relevant
range of |γ| and the systems (4.4) can be solved efficiently by iterative solvers.
In a second step, the convergence rate of the quadrature rule is measured for
different time steps t > 0. To estimate the constants occurring in the error analy-
sis, the elliptic equations are solved up to machine precision. As iterative solver
the cg algorithm is applied to the normal equation
B∗γBγvγ = B
∗
γD
−1
γ u0, (4.6)
where B∗γ = Bγ thanks to the selfadjointness of A. For the initial value two
functions of different smoothness are chosen. The first one is the analytic function
u1(x) = e
sin(2pix) − 1, x ∈ (0, 1). (4.7)
1We did not calculate the condition numbers on level J = 15 due to computation time and
memory limitations.
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Figure 4.1: Condition number κ2(BJγ ) depending on γ ∈ Γ for Ω = (0, 1)
The second one is given as discontinuous function
u2(x) = χ[1/4,1/2)(x) =
{
1, 1/4 ≤ x < 1/2,
0, otherwise. (4.8)
One has u2 ∈ H1/2−ε(Ω) for ε > 0 or equivalently, u2 ∈ D(A3/4−ε;H−1(Ω)),
ε > 0, which follows from remark 1.19 and interpolation between X0 = H−1(Ω)
and D(A;H−1(Ω)) = H10(Ω).
Two different methods are used to measure the error. We shall discuss them
in detail as their calculation becomes important when discussing the results of the
numerical experiments.
Measurement of the Error
The first method is based on the calculation of a reference solution in wavelet
coordinates, while the second one aims at calculating the continuous H10(0, 1)-
norm directly.
As starting point, we use the exact Fourier representation (4.5). By dropping
all coefficients with modulus below 10−16 we obtain a finite Fourier expansion
e−tAu0 ≈ uK(t) =
K∑
k=1
e−tλk〈u0, vk〉vk,
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which can by evaluated pointwise by the Goertzel-Reinsch algorithm in a stable
manner (see e.g. [26]). To calculate a reference solution in wavelet coordinates
the following three steps are performed.
1. By the Gauss quadrature developed in [6, 7], the solution is expanded into
the dual basis,
u˜(t) = 〈uK(t),ΨJ〉.
We use a quadrature rule of order 6, which results in a negligible quadrature
error at J = 15, provided uK(t) is smooth enough in space. For the dis-
continuous initial value u2 this holds only true for sufficiently large times
t 0.
2. We solve the system
GJw = u˜(t), GJ := 〈ΨJ ,ΨJ〉,
which amounts to a change from the dual to the primal basis. AsGJ is self-
adjoint and positive definite with κ2(GJ) < 10, this step can be performed
almost up to machine accuracy.
3. We set
uRef = D
Jw,
which scales the coefficients appropriately. This step inevitable amplifies
errors in w, as the entries ofDJ are approximately of size
(DJ)λ,λ ≈ 2|λ|,
i.e. they have size up to 215 = 32768.
As alternative method, we calculate the norms
‖u(t)−wTΨ‖2L2(0,1) =
∫ 1
0
(u(t)(x)− (wTΨ)(x))2 dx
and
‖u(t)−wTΨ‖2H10(0,1) = ‖u(t)−w
TΨ‖2L2(0,1)
+
∫ 1
0
(
d
dx
(
u(t)(x)− (wTΨ)(x)))2 dx,
directly. The values (wTΨ)(x) as well as the derivatives d
dx
(wTΨ)(x) can easily
be calculated at dyadic points x. Also, u(t) as given in (4.5) can be differentiated
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with respect to x analytically, and the resulting Cosine series can be evaluated be
the same method as the Sine series. Therefore, we approximated both integrals
by the Simpson rule with step size h = 2−15. As this rule is of fourth order, the
quadrature error should be negligible.
To verify both methods, we expanded the initial value u1 into the primal ba-
sis as described and measured the error in L2(0, 1) and H10(0, 1). The results are
reported in figure 4.2 for different levels J .
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Figure 4.2: Difference of Error Measures
We observe that the L2(0, 1) error reaches machine accuracy for sufficiently
large discretisation levels J , while the H10(0, 1) error only reaches 10
−7. This ef-
fect is most likely caused by the approximation properties of wavelet basis which
allows third order approximation in L2(0, 1) but only second order approxima-
tion in H10(0, 1). Thus, in the following experiments the H
1
0(0, 1) error cannot be
expected to become arbitrary small, i.e. to reach machine accuracy.
Performance of the Quadrature Rule
In figure 4.3, the error of the quadrature rule is depicted for eight different time
steps in dependence of N . The underlying elliptic systems were solved up to
machine accuracy at a fixed level J = 15. To calculate the error bound of section
1.5.4 we simply setM ′ = 1. The error was measured by both methods from the
previous subsection, referred to as “discrete” and “continuous” error, respectively.
4.1. APPLICATION OF THE OPERATOR EXPONENTIAL 105
First, we observe that both measures of error decay slightly faster than the
error bound. Second, the constant C ′t in front of the error bound (1.48) seems to
be rather sharp for the larger values of t but appears by far too pessimistic for the
smaller values.
We believe that both effects are caused by the following discrepancies between
the general setting of the error analysis and the actual situation in the numerical
experiments. The error analysis is based on the notion of a sectorial operator,
while the present operator is self-adjoint and positive definite which is a substan-
tially stronger property. This might be reflected by a larger value of the parameter
d which results in a stronger decay of e−2pid/h for h → 0. Moreover, the error
analysis is based on the estimate
‖(γI − A)−1u0‖H10(Ω) ≤M ′‖u0‖H−1(Ω), u0 ∈ H−1(Ω), γ ∈ C \ Σc0,ω0 ,
which accounts for initial values u0 ∈ H−1(Ω). But actually we have u0 ∈ L2(Ω),
such that the stronger estimate
‖(γI − A)−1u0‖H10(Ω) .
‖u0‖L2(Ω)
|c0 − γ|1/2 , u0 ∈ L2(Ω), γ ∈ C \ Σc0,ω0 ,
holds true (see [48]). For large values of t this additional decay of the integrand is
almost negligible compared to the exponential decay
e−t<(γ(x)) ∼ e− 12 t cos(δ)e|x| .
Thus, the estimates ofC ′t are rather sharp. But for very small values of t, the factor
|c0 − γ(x)|−1/2 yields an additional decay of the integrand before |x| becomes
large enough to make e−t<(γ(x)) small. Thus, C ′t might be more favourable than
predicted by the theory.
Both measures of error follow each other closely, until an error of 10−8 is
reached. This indicates that both are reliable in this range. When a certain error
is reached both error measures stagnate but in most cases on different levels. Due
to the results of the previous subsection we do not believe in a defect of our error
analysis or the implementation. Most likely, errors in the calculation of the refer-
ence solution and the limited approximation quality of the wavelet basis in H10(Ω)
inhibit a smaller error.
We repeated this experiment with the non-smooth initial value, and obtained
the results depicted in figure 4.4. The results are almost the same as in the first
experiment, except for one remarkable difference. For the short time steps t =
0.0005 and t = 0.0001, the error stagnates at 10−6 which is significantly larger
than in the first experiment. This seems to be caused by two reasons. First, the
solution lacks smoothness in space since the discontinuities in u2 induce strong
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gradients in u(t) = e−tAu2 at x = 0.25 and x = 0.5. This complicates the
calculation of the reference solution as well as the approximation of the numerical
solution. Second, any discretisation error in the initial value is amplified by the
evolution operator itself. This effect is of principal nature as the operator e−tA
becomes unbounded in the topology of L (H−1(0, 1),H10(0, 1)) for t→ 0+, i.e.
‖e−tA‖L(H−1(0,1),H10(0,1)) ∼
1
t
, t→ 0+.
It should be kept in mind that we are interested in possibly large time steps. Thus
the limited accuracy for small time steps does not seem to be a serious problem.
Performance of the Adaptive Algorithm
Now, we test the adaptive algorithm. Motivated by the preceding experiment, we
set the constants to M ′ = 1 and cH = CH = 1 within the adaptive algorithm. It
should be noticed that we do not claim these values to be good approximations to
the actual constants; they are only justified within this algorithm.
In figures 4.5 and 4.6 the target accuracy η > 0 and the actual error are plotted
as function of N . One observes that the actual error stays well below the target
accuracy; in fact, it is smaller by at least a factor of ten which seems to be caused
by two reasons. First, the bound for the quadrature error is too pessimistic as
already observed in the foregoing experiment. Second, the error of the solutions to
the elliptic problems is measured in the norm ‖Dγ ·‖`2(J ) which is by construction
stronger than the norm ‖D · ‖`2(J ). Thus, the values vk are generally calculated
more precisely than needed by the error analysis.
4.1.4 The L-shaped Domain
We shall consider the L-shaped domain Ω = (−1, 1)2 \ [0, 1]2 ⊂ R2. The smallest
eigenvalue λ1 of A is bounded by
9.6397238 ≤ λ1 ≤ 9.6397239,
(see [29]). For the numerical calculations the value c0 = 9.6 < λ1 is chosen.
We will utilise the biorthogonal wavelets of primal and dual order three con-
structed in [20] along with the improvements from [9] for the spatial discretisation.
All computations will be done on a fixed highest level J = 9.
First, the condition numbers of the elliptic problems will be calculated along
the path of integration. Second, the convergence of the quadrature rule shall be
measured. For comparison, the initial value problem will be solved by an implicit
second order scheme with step size control.
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Figure 4.3: Error compared to error bound for smooth initial value
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Figure 4.4: Error compared to error bound for non-smooth initial value
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Figure 4.5: Adaptive application of e−tA for smooth initial value
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Figure 4.6: Adaptive application of e−tA for non-smooth initial value
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Figure 4.7: Condition numbers for L-shaped domain
The condition number of B9γ for γ ∈ Γ is reported in figure 4.7. As expected
the condition is worse than in the 1D case. Nevertheless it seems acceptable for
|γ| ≤ 10−4 which turned out to be sufficient for our numerical experiments. But,
for the sake of efficiency, it would be advisable either to use more advanced pre-
conditioners or to adjust the wavelet bases to the problem at hand. Both topics go
beyond the scope of this work.
Due to the increased condition number and size of the linear systems compared
to the 1D case it is no longer feasible to use the normal equations (4.6). Instead,
we follow a suggestion from [49] and apply a slightly modified cg algorithm to
the non-hermitian system (4.4). The modification consists only in replacing the
complex inner product by the functional
〈x,y〉′ =
n∑
k=1
xkyk, x,y ∈ Cn,
i.e. the complex conjugate in the second argument of the complex inner product
is dropped. The modified cg algorithm may suffer from breakdown but within our
experiments we always observed convergence. Most likely this is caused by the
hermitian partA dominating the non-hermitian part γI as long as |γ| is sufficiently
small.
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To solve equation (4.4) up to a prescribed accuracy η > 0we simulate an adap-
tive solver as follows: The modified cg algorithm is iterated until the residuum
drops below η/100 which ensures an error in the solution of at most η/2 as
‖ (B9γ)−1 ‖2 = 1σmin(Bγ) ≤ 50 for |γ| ≤ 10−4.
Then, the solution is rescaled by D0D−1γ and coarsened by η/2 which renders an
approximate solution to (4.4) with error less than η and a sparse representation.
For the initial value three functions of different smoothness are selected. The
first one is given as
u1(x, y) :=
{
exp
(
0.09
d(x,y)−0.09
)
, d(x, y) < 0.09,
0, otherwise,
where
d(x, y) := (x+ 0.5)2 + 0.3(y + 0.1)2,
(see figure 4.8, upper picture). As u1 ∈ D(Ak; L2(Ω)) for all k ∈ N, it provides a
test for arbitrary smooth initial data.
The second one u2 is a singularity function as constructed in [31] and has
precisely Sobolev regularity 5/3, i.e. u2 ∈ H5/3(Ω) and u2 6∈ H5/3+(Ω) for  > 0,
see the picture in the middle of figure 4.8. Despite the lack of Sobolev regularity
one has u2 ∈ D(A; L2(Ω)), i.e. Au2 ∈ L2(Ω).
The third function is given by u3 = Au2 ∈ L2(Ω), see the lower picture in
figure 4.8, and is not contained in D(A; L2(Ω)).
The spatial regularity of the initial value will not influence the convergence
rates in the following experiments – neither of the quadrature rule nor of the sin-
gle step methods (cf. lemma 1.11). Nevertheless the spatial regularity will become
important when discussing the mapping properties of the discrete evolution oper-
ator E1(t).
Within the following experiments, all initial values are expanded with respect
to the dual wavelet basis Ψ˜ and normalised in `2(J ) afterwards, i.e. the vectors
ui = ‖〈ui,Ψ〉‖−1`2(J )〈ui,Ψ〉, i = 1, 2, 3,
and their rescaled versions D−1ui are used as input to the algorithms. As we
are going to report the absolute errors in all experiments the normalisation should
ensure a fair comparison between the results for the three initial values.
4.1.5 The Implicit Euler Scheme
For comparison, the implicit Euler scheme with step size control is implemented.
Thus, given an initial value u0 two approximations of e−hAu0 with different step
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Figure 4.8: Initial values u1 (top), u2 (middle) and u3 (bottom)
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size are computed, i.e.
uh(h) = (I + hA)
−1u0,
uh/2(h) =
(
I +
h
2
A
)−2
u0,
and the difference is used as estimate for the local truncation error, i.e.
‖e−hAu0 − uh(h)‖L2(Ω) ≈ [err(h)]L2(Ω) := ‖uh(h)− uh/2(h)‖L2(Ω). (4.9)
The validity of this error estimator rests on an asymptotic error expansion which
is shown to hold in [10] (Theorem 2.7) provided the initial value u0 has sufficient
spatial regularity. To control the step size h > 0, we try to keep the error estimator
below a given tolerance.
In a first experiment, the error estimator is measured in dependence of h for the
three initial values u1, u2, and u3. The self-adjoint and positive definite systems
arising from the discretisation of the implicit Euler scheme are solved by the cg
algorithm up to machine precision.
The results are reported in figure 4.9. One notes that the L2(Ω) error estimator
roughly decays like the step size for h > 10−5 but starts to increase for step sizes
smaller than 10−5. A similar effect is seen for the H10(Ω) error estimator with the
distinction that the growth starts already for larger values of h.
From the reported values, it seems not feasible to obtain a high accuracy solu-
tion by control of the local truncation error. To keep the error per step below, say,
tol = 10−5 a step size less than 10−5 is needed which makes the solution process
very costly.
In a second experiment, the step size control is dispensed with and the error is
estimated after several time steps. Thus, the target time T = 0.2 is fixed and K
time steps of step size h = T/K are done. The error is estimated by ‖uh(T ) −
uh/2(T )‖L2(Ω).
This procedure departs from the usual strategy to bound the local truncation
error. Nevertheless, it is backed up by lemma 1.11 which states convergence of
the time discretisation independent of the local truncation errors.
The results are reported in figure 4.10. One observes that the convergence rate
of O(h) is perfectly matched for all three initial values. Surprisingly, the error
for the non-smooth initial value is substantially smaller than for the smooth initial
values. We believe that u3 contains mostly high frequencies when expanded in
the eigenvector basis of A. This frequencies are smoothed out very fast such that
the solution e−TAu3 is smaller than e−TAu1 and e−TAu2. Thus, the absolute error
becomes small, too.
Our ultimate target is to obtain a reference solution with L2(Ω) error smaller
than 10−5. As both preceding experiments show this goal is hardly achieved by
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Figure 4.9: Error estimator for implicit Euler after one step
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Figure 4.10: Error estimator for implicit Euler after several steps
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the implicit Euler scheme due to the slow first order convergence. Therefore, we
are going to utilise higher order methods.
4.1.6 Higher Order Methods
We skip Runge-Kutta and multi step methods which deserve a separate discussion
and concentrate on rational approximations of the operator exponential which are
a simple instance of implicit single step methods.
Denote by r(z) = s(z)
q(z)
a rational approximation to e−z of order p ∈ N, i.e.
e−z − r(z) = O(zp+1), z ∈ C, z → 0.
To yield an approximation to the operator exponential, the function r must satisfy
stability conditions, e.g. strong A(θ)-stability as defined in lemma 1.11. There
exist several other concepts of stability, but in general only rational functions with
deg(s) ≤ deg(q) lead to stable methods.
The Crank-Nicolson method is given by
rCN(z) =
2− z
2 + z
.
As the method is A(pi/2)-stable, it is convergent with order p = 2 due to lemma
1.11.
Despite this fact, we argue against the use of the Crank-Nicolson method or,
more generally, the use of any method with grad(s) = grad(q) as approximation
to analytic semigroups for the following reason.
The operator
rCN(hA) = (2I − hA)(2I + hA)−1
is a norm-automorphism of each of the spaces H−1(Ω), L2(Ω), and H10(Ω) unless
2h−1 ∈ σ(A). Thus, it does not reflect the smoothing properties of the analytic
semigroup properly. More seriously, we cannot expect convergence in H10(Ω) for
initial values u0 6∈ H10(Ω) as the approximate solution rCN(hA)u0 is not in H10(Ω),
in general.
These counter-arguments only affect parabolic equations, i.e. problems mod-
elled by analytic semigroups. If, for example, the wave equation is cast into semi-
group formulation the evolution operator e−tiA becomes an isometry for each of
the spaces D(Aα). Thus, the time discretisation should preserve the regularity of
the initial value u0. In fact, the operator rCN(ihA), h > 0, is an isometry of each
of the spaces D(Aα) and seems to be superior to the implicit Euler for hyperbolic
problems. We refer to [45] for a detailed discussion and numerical experiments.
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Therefore schemes with grad(s) < grad(q) are preferable in our case. As the
nominators of the sub-diagonal Padé approximations of e−z have non-real roots
we prefer not to use them. Instead, we opt for the function
r(z) =
1− (√2− 1) z(
1 +
(
1−√2/2) z)2
which approximates e−z with order 2 and is stronglyA(pi/2)-stable. We repeat the
experiments done with the implicit Euler with this approximation of the operator
exponential and report the results in figure 4.11 and 4.12. It should be noted that
the error estimator becomes
‖e−hAu0 − uh(h)‖L2(Ω) ≈ [err(h)]L2(Ω) :=
8
7
‖uh(h)− uh/2(h)‖L2(Ω) (4.10)
for a second order scheme.
Figure 4.11 reports the size of the error estimator after one step for step sizes
h ∈ [0.1, 10−7]. Clearly, the error does not drop like h or h2 as it is expected.
In figure 4.12 the error estimator after T/h steps of step size h is depicted.
The order 2 convergence is clearly visible.
Finally, a reference solution of the problems ui(tk) = e−tkAui, i = 1, 2, 3, at
the points tk = 0.02k, k = 1, 2, . . . , 10, is obtained by the second order scheme
as follows. For each step from tk to tk+1, K steps with step size h = 0.02/K
are done where K is increased until the error estimator in the H10(Ω) norm drops
below the target tolerance tol = 10−5. Figure 4.13 reports the minimal number of
steps K to reach the target accuracy. 2
In the next section, the approximations to e−tkAu0 calculated by this method
are compared with the approximations from the Apply(E1(t),v, η) scheme.
4.1.7 Numerical Results
In a first step, the performance of the scheme Apply(E1(t),u0, η) is measured for
different time steps tk = 0.02 · k, k = 1, 2, . . . , 10, and different target accuracies
ηi = 2
−i, i = 2, 3, . . . , 14. As in the 1D case, the constants are chosen to be
cH = CH = 1 andM ′ = 1.
To obtain a reference solution the quadrature rule is applied with N = 100
ensuring a quadrature error below machine precision. The arising equations of
type (4.4) are solved by the modified cg algorithm until the residual drops below
10−14. We note that this solution differs from the solution obtained by the second
2In practice, one would use a step size control and the reported numbers should be increased
by the work used for failed tries. Nevertheless, the optimistic numbers are given to ensure a fair
comparison with the adaptive scheme in spite of the author being biased towards the second one.
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Figure 4.11: Error estimator of second order scheme after one step
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Figure 4.12: Error estimator of second order scheme after several steps
4.1. APPLICATION OF THE OPERATOR EXPONENTIAL 121
k 1 2 3 4 5 6 7 8 9 10
∑
Kk
u1 50 16 8 5 5 5 5 5 5 5 109
Kk u2 41 18 10 8 5 5 5 5 5 5 107
u3 46 21 10 8 5 5 5 5 5 5 115
Figure 4.13: Steps to reach target accuracy for second order scheme
k u1 u2 u3
1 1.03916e-05 8.04109e-06 8.53439e-06
2 6.57054e-06 6.30185e-06 6.75667e-06
3 6.97651e-06 8.53612e-06 8.5357e-06
4 7.76754e-06 6.40575e-06 5.78224e-06
5 3.66348e-06 8.36118e-06 7.93745e-06
6 1.81096e-06 4.48505e-06 4.68296e-06
7 9.26651e-07 2.59694e-06 2.96744e-06
8 4.91318e-07 1.6626e-06 2.00212e-06
9 2.74094e-07 1.17838e-06 1.42538e-06
10 1.65323e-07 8.99556e-07 1.05776e-06
Figure 4.14: L2(Ω) error estimator for each step
k u1 u2 u3
1 0.000168622 0.000130784 0.000138434
2 0.000107643 0.00010257 0.000109789
3 0.000112793 0.000137557 0.000139736
4 0.000125038 0.000103354 9.46604e-05
5 5.91387e-05 0.000135159 0.000129688
6 2.93235e-05 7.25549e-05 7.64243e-05
7 1.50301e-05 4.20226e-05 4.84327e-05
8 7.97023e-06 2.69411e-05 3.27182e-05
9 4.4425e-06 1.91516e-05 2.33365e-05
10 2.67828e-06 1.46707e-05 1.73499e-05
Figure 4.15: H10(Ω) error estimator for each step
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Initial value u1 u2 u2
Disc. norm L2(Ω) H10(Ω) L2(Ω) H
1
0(Ω) L2(Ω) H
1
0(Ω)
t = 0.02 2.5e-06 4.0e-05 2.3e-06 3.8e-05 3.0e-06 4.9e-05
t = 0.04 2.4e-06 3.8e-05 2.2e-06 3.5e-05 2.1e-06 3.4e-05
t = 0.06 3.1e-06 5.2e-05 3.4e-06 5.4e-05 2.6e-06 4.2e-05
t = 0.08 3.0e-06 5.0e-05 3.5e-06 5.6e-05 3.4e-06 5.4e-05
t = 0.1 3.9e-06 6.4e-05 4.2e-06 6.8e-05 2.6e-06 4.3e-05
t = 0.12 3.7e-06 6.0e-05 3.5e-06 5.7e-05 1.8e-06 3.0e-05
t = 0.14 3.2e-06 5.2e-05 2.8e-06 4.5e-05 1.2e-06 2.0e-05
t = 0.16 2.7e-06 4.5e-05 2.3e-06 3.7e-05 7.8e-07 1.3e-05
t = 0.18 2.4e-06 3.9e-05 2.0e-06 3.2e-05 5.2e-07 8.4e-06
t = 0.2 2.1e-06 3.4e-05 1.8e-06 2.9e-05 3.6e-07 5.8e-06
Figure 4.16: Difference of reference solutions obtained by
(a) second order scheme and
(b) quadrature rule with N = 100
order scheme by roughly 10−6 in the discrete L2(Ω)-norm (10−5 in the discrete
H10(Ω)-norm), see figure 4.16 for details. This difference matches the target accu-
racy chosen for the second order scheme closely. Thus we believe that the solution
obtained by the quadrature rule is more precise and choose it as reference solution.
In figures 4.17 and 4.18 the target accuracy and the actual discrete H10(Ω) error
are depicted in dependence on the number N of elliptic equations that needed to
be solved. We report only the results for six time steps as the results for the
intermediate times do not differ substantially.
In both figures it is clearly visible that the error decays exponentially with N ,
or, more appropriate for an adaptive scheme, N = O(log(η−1)). This tells not
the whole story as the elliptic subproblems are solved more accurately when η
decreases. Nevertheless, it indicates the efficiency of the scheme. The rate of
convergence seems not to depend on the smoothness of the initial value.
Moreover, the adaptive application of the operator exponential outperforms the
second order single step method with respect to the number of elliptic problems
as a comparison of figures 4.17 and 4.18 with tabular 4.13 shows.
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Figure 4.17: Results of adaptive solver for t = 0.02, 0.04, 0.06 (top to bottom)
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Figure 4.18: Results of adaptive solver for t = 0.08, 0.1, 0.2 (top to bottom)
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4.1.8 Decay of Wavelet Coefficients
It was proven in corollary 1.49 that the discrete evolution operator E1(t) maps
`2(J ) continuously into `wp (J ) for
p > p∗1 =
6(n− 1)
3n+ 1
n=2
=
6
7
.
This implies
σR(u(t)) . ‖u(t)‖`wp (J )R−s, 0 < s =
1
p
− 1
2
<
2
3
,
where σR(u(t)) denotes the error of the best R-term approximation in `2(J ).
ThusO(η−1/s)wavelets coefficients are needed to approximate u(t) up to an error
η > 0.
Nevertheless, two questions remain open. First, it is unlikely that the em-
beddings proven in lemma 1.27 are optimal since the parameters are limited for
technical reasons. Thus larger values s > 2/3 seem possible. Second, the norm
‖u(t)‖`wp (J ) is expected to increase severely for t → 0+. This effect will obscure
the asymptotic decay of the wavelet coefficients in numerical calculations and we
have to ask for the decay which is observed in practice.
We calculated u(t) = E1(t)ui for t = 10−k, k = 0, 1, . . . , 5, and measured the
error of the best R-term approximation of u(t). The results are depicted in figures
4.19 and 4.20, where the blue, green and red curves refer to u1 ∈ D(A∞; L2(Ω)),
u2 ∈ D(A; L2(Ω)), and u3 ∈ L2(Ω), respectively.
For the four time steps t ≥ 10−3 the parameter s seems to be independent
of the initial value ui. In all cases we observe s ∈ [1.04; 1.24] with s slightly
increasing with time. This indicates a higher Besov regularity of the solutions
u(t) = e−tAui than predicted by lemma 1.27. It should be noted that the wavelet
basis in use3 only allows a rate of decay s ≤ 1 when we measure the error of
the best R-term-approximation in H10(Ω). Thus we cannot infer the precise Besov
regularity of u(t) from s.
For smaller time steps only the very smooth initial value u1 retains the full
regularity. For the other two initial values, the asymptotics are not clearly visible
which indicates either a poor Besov regularity or very large Besov norms of the
solution.
4.1.9 Remark on the Error Analysis
In the previous sections, the choice of cH = CH = 1 has led to a reliable algo-
rithm. This observation indicates that the error analysis of section 1.5 carries over
3We used the basis implemented in [9] with parametersm = m˜ = 3.
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Figure 4.19: Error of Best n-term Approximation
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Figure 4.20: Error of Best n-term Approximation
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to the discrete setting, thus avoiding the Riesz constants. We are going to sketch
the ideas of an error analysis in the discrete setting.
Denoting by
κ : H → `2(J ) : v 7→ D0〈v, Ψ˜〉
and
κ˜ : H ′ → `2(J ) : v 7→ D−10 〈v,Ψ〉
the coordinate mappings of the bases Ψ and Ψ˜, respectively, both mappings are
norm-isomorphisms between the respective spaces by the Riesz property. In par-
ticular, κ and κ˜−1 can be interchanged with integration. Thus, the discrete evolu-
tion operator has the representation
E1(t) = κ ◦ e−tA ◦ κ˜−1 = 1
2pii
∫
Γ
e−γtκ ◦ (γI − A)−1 ◦ κ˜−1 dγ
with the integral converging absolutely in L (`2(J )). As κ and κ˜−1 retain the
analyticity of γ 7→ (γI − A)−1, the discrete integrand
γ 7→ e−γtκ ◦ (γI − A)−1 ◦ κ˜−1
is analytic in L (`2(J )) and decays exponentially for <(γ)→∞.
In fact, the error analysis in L (H ′, H) from section 1.5.4 holds similarly in
L (`2(J )) ifM ′ is replaced by a constantM ′′ with
‖D0〈(γI − A)−1Ψ˜, Ψ˜〉D0‖`2(J ) ≤M ′′, γ ∈ C \ Σc0,ω0 .
4.2 Application of L
The major concern within this section is to locate the significant coefficients in the
expansion
u(t) = (Lf)(t) =
∑
ν∈K
cνθν(t), t ∈ [0, T ],
depending on the coefficients of the input
f(t) =
∑
µ∈K
dµθµ(t).
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As L is linear it is sufficient to consider the wavelets dµθµ(t) individually as forc-
ing term f .
In the following experiments, the norm of all coefficients will be measured in
the discrete norm of X = L2(0, 1). With this choice of the space X , the space
D(A) = D(A; L2(0, 1)) becomes D(A) = H2(0, 1) ∩ H10(0, 1).
We fix the coefficient dµ = u2 ∈ L2(0, 1) with u2 from (4.8). As u2 is piece-
wise constant we have u2 ∈ H1/2− for all  > 0, but not for  = 0, i.e. u2 ∈ D(Aα)
iff α < 1/4 by remark 1.19.
We shall use all wavelets which are located at the left border of [0, 1], i.e. 0 ∈
supp θµ, as forcing term f(t) = dµθµ(t). The solution is calculated up to level
Jt = 10, i.e.
uµ(t) = (Lfµ)(t) ≈
∑
ν∈K,|ν|≤10
cµ,νθν(t).
We shall do the following two experiments.
1. We will measure the energy( ∑
ν∈K,|ν|≤10
‖cµ,ν‖2L2(0,1)
)1/2
as function of the level |µ| to estimate the influence of different levels to the
output. According to corollary 2.12, the energy decays at least like 2−|µ|/2.
2. We will compare the bounds for ‖cµ,ν‖L2(0,1) from section (2.4) to the actual
values.
The result of the first experiment is depicted in figure 4.21. The norm of u(t) =
(Lfµ)(t) decays like 2−|µ| which is notably stronger than the rate of decay 2−|µ|/2
proven in corollary 2.12. This effect may be caused by the vanishing moments
of fµ, see lemma 2.13, although the condition dµ ∈ D(A) was violated in our
experiment. From a practical point of view, this observation is very useful since
higher level wavelets have substantially smaller influence to the output than low
level wavelets. (Please remember that fµ was normalised in L2(0, 1; L2(0, 1)).)
The second experiment will shed light on the positions of the significant coef-
ficients cµ,ν . In the figures 4.22 to 4.33 some forcing terms fµ = dµθµ, the cor-
responding solution Lfµ, the size of the coefficients ‖cµ,ν‖L2(0,1), and the bounds
err(µ, ν) from section 2.6 for these norms are depicted.
For the scaling functions, i.e. µ = (0, 0, 0) and µ = (0, 0, 1), it is clearly
visible that the significant coefficients concentrate on the initial time t = 0 and on
the low levels. This is in good agreement with the bound
‖cµ,ν‖L2(0,1) . 2−
3
2
|ν|e−aνσ‖dµ‖L2(0,1)
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Figure 4.21: Decay of ‖Lfµ‖L2(0,T ;L2(0,1)) with increasing input level |µ|
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from corollary 2.20.
For the wavelets on level |µ| = 0 (see figures 4.26 to 4.29) we observe a similar
decay of the wavelet coefficients in the range [0, 1
2
] which is clearly caused by the
wavelets being linear in this part. At t = 1
2
either the wavelet or its derivative has
a jump which forces the solution Lfµ to have large coefficients too. This effect
could be avoided by continuous wavelets but then we would have to dispense with
orthogonality or compact support.
The similar plots for wavelets on level |µ| = 4 can be found in figures 4.30 to
4.33. From the plots of Lfµ it seems that the support of the solution Lfµ is only
somewhat larger than that of the forcing term fµ. While we have
‖(Lfµ)(t)‖L2(0,1) . e−pi
2(t−1/16)‖(Lfµ)(1/16)‖L2(0,1), t ≥ 1/16,
(cf. lemma 2.11) this estimate is not sufficient to explain this effect. We conjecture
that the vanishing moments of θµ cause (Lfµ)(t) to become small in norm since
(Lfµ)(t) can be viewed as ’scalar product’ of θµ with the function τ 7→ e−(t−τ)dµ.
On this idea a rigorous proof was built in lemma 2.13, but under the hypothesis
dµ ∈ D(A) which is violated in our experiment.
From figures 4.31 and 4.33 we learn that there are very few significant coef-
ficients of Lfµ, |µ| = 4, which all concentrate around the level and the position
of fµ. Moreover, the size of the coefficients is substantially smaller than the size
of the error bounds. It should be noted that the scaling was adjusted to match the
size of the coefficients properly.
Moreover, there seems to be a decay of the wavelet coefficients with the level
difference |µ| − |ν| even for |µ| < |ν| which was not predicted by the theory. We
noticed the same effect also for all other coefficients fµ which we tested, but we
are not sure about the reason.
These observations have an important implication for the application of the
operator L to generic forcing terms
f(t) =
∑
µ∈bK
dµθµ(t).
Even if K̂ contains indices µ with high levels |µ| these indices will only have
small influence to the output and one can be content with calculating only a few
coefficients of the output in the vicinity of this high level coefficients.
The numerical experiments indicate that the analysis from section 2.4 captures
the essential features of the solution only if the level |µ| of the input is small,
i.e. if the exponential decay of the semigroup dominates the decay of the wavelet
coefficients due to the vanishing moments. For input on higher levels |µ| our
analysis appears not to give sharp results. A reason might be that we have only
exploited the zeroth vanishing moment of the wavelets but not the first one.
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Figure 4.22: Forcing term fµ (top) and solution u = Lfµ (bottom) for µ = (0, 0, 0)
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Figure 4.23: Size of wavelet coefficients vs. theoretical bounds for µ = (0, 0, 0)
Top: Actual size of wavelet coefficients of u = Lfµ
Bottom: Theoretical bounds err(µ, ν).
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Figure 4.24: Forcing term fµ (top) and solution u = Lfµ (bottom) for µ = (0, 0, 1)
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Figure 4.25: Size of wavelet coefficients vs. theoretical bounds for µ = (0, 0, 1)
Top: Actual size of wavelet coefficients of u = Lfµ
Bottom: Theoretical bounds err(µ, ν).
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Figure 4.26: Forcing term fµ (top) and solution u = Lfµ (bottom) for µ = (0, 0, 2)
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Figure 4.27: Size of wavelet coefficients vs. theoretical bounds for µ = (0, 0, 2)
Top: Actual size of wavelet coefficients of u = Lfµ
Bottom: Theoretical bounds err(µ, ν).
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Figure 4.28: Forcing term fµ (top) and solution u = Lfµ (bottom) for µ = (0, 0, 3)
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Figure 4.29: Size of wavelet coefficients vs. theoretical bounds for µ = (0, 0, 3)
Top: Actual size of wavelet coefficients of u = Lfµ
Bottom: Theoretical bounds err(µ, ν).
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Figure 4.30: Forcing term fµ (top) and solution u = Lfµ (bottom) for µ = (4, 0, 2)
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Figure 4.31: Size of wavelet coefficients vs. theoretical bounds for µ = (4, 0, 2)
Top: Actual size of wavelet coefficients of u = Lfµ
Bottom: Theoretical bounds err(µ, ν).
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Figure 4.32: Forcing term fµ (top) and solution u = Lfµ (bottom) for µ = (4, 0, 3)
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Figure 4.33: Size of wavelet coefficients vs. theoretical bounds for µ = (4, 0, 3)
Top: Actual size of wavelet coefficients of u = Lfµ
Bottom: Theoretical bounds err(µ, ν).
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Nevertheless, the numerical results for large |µ| support our choice of the time
discretisation since high level input seems to inflict very few significant coefficient
which are also small in norm. For the following experiments, we will continue to
work with err(µ, ν) as error bound, although it seems to be rather pessimistic for
large values of |µ|.
4.3 Regularisation
4.3.1 Regularisation of e−tA
We strive to recover x† = u1 from approximations yδ to y = u(t) = e−tAu0,
t = 0.01, where u1 was defined in (4.7). The disturbance yδ − y was created by
adding white noise to the wavelet coefficients (normalised in L2(0, 1)) such that
error in the discrete L2(0, 1) norm became exactly δ.
The four algorithms from section 3.4 will be compared by measuring the dif-
ference of the regularised solution and the true one in the discrete L2(Ω)-norm,
i.e. ‖xδα − x†‖L2(Ω) when the disturbance δ > 0 tends to zero. α will be chosen
according to the discrepancy principle.
The results are reported in figure 4.34. First, we observe that the conventional
Tikhonov scheme and the modified one yield the same errors. This is a disappoint-
ment as the modified Tikhonov scheme seems to be superior to the usual one by
its construction. Nevertheless, the experiments indicate that the additional effort
for applying the projection does not pay off.
Second, the regularisation in the discrete setting with s = 0 produce an error
close to the error of the Tikhonov regularisation, but the methods with s = −1/2
and s = −1 yield more accurate approximations to x† for large data errors δ. This
effect was by no means clear in advance, as these methods regularise in norms
different from ‖ · ‖L2(0,1), in which the error was measured.
Third, we notice that the projection method yields errors ‖xδα − x‖ which are
much smaller than those of the other five methods. Since this method requires
also less computational effort than the other methods as discussed in section 3.4.6
it seems to be preferable over the other five methods.
As far as can be judged from figure 4.34 none of the five methods converges
with a substantially higher rate than the other ones. As the inversion of the oper-
ator exponential is a severely ill-posed problem (see [28] for a definition) there is
perhaps no chance to improve the standard methods.
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4.3.2 A Model Problem
Before applying Tikhonov regularisation to the operator L we will discuss the
numerical effects when solving the equation
(αI + L∗L)fα = L∗y, fα ∈ L2(0, T ; L2(0, 1)), (4.11)
for some given function y ∈ L2(0, T ; L2(0, 1)). As described in section 3.5 we
discretise this problem as
(αGΥ +GΥL
∗GΥLGΥ) fα = GΥL∗y = z, (4.12)
where
fα = 〈fα, Υ˜〉, y = 〈y, Υ˜〉, z = 〈L∗y,Υ〉 = L∗GΥy.
Due to the increasingly ill-conditioned linear systems when α→ 0, it is not feasi-
ble to apply the iterative method of [15] here. Instead, the cg algorithm is applied
to solve the discretised problem. In every application of the operator L we calcu-
late all coefficients which are larger than η = 10−6 in the L2(Ω)-norm according
to the bounds from section 2.4. We will monitor two measures of convergence.
The first one is the norm of the residuum
Rα(f) = ‖〈(αI + L∗L)Υ,Υ〉f − z‖`2(J×K),
which is equivalent to the L2(0, T ; L2(Ω))-norm of the continuous residuum. The
second one is the size of the Tikhonov functional
Tα(f) = α‖GΥf‖2`2(J×K) + ‖GΥ (Lf − y) ‖2`2(J×K)
= α‖GΥf‖2`2(J×K) + 〈GΥLf ,GΥ (L− y)〉
−〈GΥLf ,GΥy〉+ ‖GΥy‖2`2(J×K), (4.13)
which becomes minimal for the exact solution of the discrete system (4.12). While
the first measure is popular in numerical experiments, the second one seems more
appropriate for inverse problems.
For the numerical experiments we choose y(t) = ylin(t) = (1 − t)u2, t ∈
(0, 1), (see figure 4.36), where u2 is the discontinuous function from (4.8). y
is not contained in the image of L for two reasons. First, u2 6∈ H10(0, 1) which
contradicts (Lf)(t) ∈ H10(0, 1) = D(A) for almost every t ∈ (0, 1). Second, one
has (Lf)(0) = 0, but y(0) = u2 6= 0. Due to the second inconsistency, we expect
the solution fα of (4.11) to exhibit a singularity in the vicinity of t = 0 which will
become stronger for decreasing α.
In figure 4.35 the size of the residuum is compared to the size of the Tikhonov
functional after several steps of the cg algorithm for α = 2−8. We notice that the
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Figure 4.35: ResiduumRα(f) compared to functional Tα(f), α = 2−8
functional stagnates after the first step while the residuum drops monotonously.
The same effect was also observed for all other values of α which were tested.
This observation indicates that a good approximation to the minimiser of Tα(f)
is obtained by only one step of the cg algorithm. To understand this behaviour we
note that the cg algorithm can be viewed as the steepest descent method applied
to the functional
Fα(f) = 1
2
〈GΥf , (αI +GΥL∗GΥL)GΥf〉 − 〈GΥf , z〉
=
α
2
〈GΥf ,GΥf〉+ 1
2
〈LGΥf ,LGΥf〉 − 〈GΥf , z〉
=
α
2
〈GΥf ,GΥf〉+ 1
2
〈LGΥf ,LGΥf − y〉 − 1
2
〈GΥf , z〉,
where we used z = GΥL∗y for the last transformation. A comparison with the
Tikhonov functional (4.13) reveals the relation
Tα(f) = 2Fα(f) + ‖GΥy‖2`2(J×K),
i.e. the functionals coincide except for a constant addend. Thus, the cg algo-
rithm can also be viewed as a steepest descent algorithm for the Tikhonov func-
tional. Because of this close relationship to the Tikhonov functional the cg algo-
rithm seems particularly suited to solve the linear system (4.12). Moreover, the
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Figure 4.36: ylin(t) (top) and (L∗ylin)(t) (bottom)
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Figure 4.37: Solutions fα to the least squares equation for α = 2−1, 2−4, 2−7
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Figure 4.38: Size of coefficients of fα, α = 2−1, 2−4, 2−7
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residuum seems not to be an adequate error measure in our setting which can be
explained by the bad condition of the normal equations.
In figures 4.37 and 4.38 the solutions fα along with their significant coeffi-
cients are depicted for α = 2−1, 2−4, and 2−7. We observe that the size of the
solution increases with decreasing α. Moreover, the solution develops a strong
gradient at t = 0 for α = 2−7. From figure 4.38 we learn that the significant
coefficients of fα concentrate at both boundaries t = 0 and t = T = 1 which
corresponds to lemma 3.15. In the interior, there are no significant coefficients at
higher level. This observation suggests that an adaptive discretisation in time may
pay off for least squares problems.
4.3.3 Tikhonov Regularisation of L
To test the Tikhonov regularisation, we pick x† = ylin as depicted 4.36 and set
yδ = Lx† + Ξ, where Ξ denotes Gaussian white noise that was added to the
wavelet coefficients of Lx†. We normalise Ξ such that the error in y becomes
δ = 8 · 10−4‖y‖`2(K). By the Tikhonov regularisation we shall try to recover x†
from yδ.
In figure 4.39, the norm of the regularised solution xδα, its difference to the
exact solution x† and the norm of the residuum Lxδα − yδ are depicted in depen-
dence of α = 2−i, i = −2,−3, . . . ,−8. The discrepancy principle was not met,
but the iteration over α was stopped when the residuum increased from step i = 7
to i = 8. We observe that the residuum drops rather fast with decreasing α. In
comparison, the norm ‖x† − xδα‖ drops only slightly.
The regularised solution xδα along with the difference x
δ
α − x† is depicted in
figure 4.40. The residuum Lxδα − yδ is shown in figure 4.41.
4.4 Concluding Remarks
We have presented a new approach to the solution of parabolic partial differential
equations and we have applied it successfully to a regularisation problem.
The main building block is provided by the approximation to the semigroup
operator e−tA based on the Dunford-Cauchy integral. The algorithm was devel-
oped in chapter 1 along with a complete error analysis.
Compared to the classical approximation by rational functions (i.e. Implicit
Euler, Crank-Nicolson) our method possesses the following advantages.
1. It is inherently parallel and the effort which is needed for a parallel imple-
mentation is almost negligible .
2. It permits arbitrary large time steps.
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Figure 4.40: Regularised solution xδα, α = 2
−7 (top), and error xδα − x† (bottom)
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Figure 4.41: Residuum Lxδα − yδ, α = 2−7
3. There is a complete error analysis available which enables us to apply the
operator exponential up to a prescribed error. In contrast, classical methods
need error estimators and time step control. These techniques introduce
heuristic elements, which render there reliability questionable.
To improve the algorithm, one could think of several strategies. First, hybrid
methods to apply the operator exponential could be considered which use classical
single step methods for short time steps and the new algorithm for long time steps.
Second, one could improve algorithm 1.38 by using homotopy methods. Given
the solution vλ of
(λI − A)vλ = u0
the solution vµ of
(λI − A)vµ = u0 (∗)
can be rewritten as
vµ = vλ + (λ− µ)(µI − A)−1vλ.
As the solution δv of
(µI − A)δv = vλ
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has higher regularity than vµ adaptive algorithms converge faster on this system
than on (∗).
In a second step, we described a new discretisation in time for inhomogeneous
problems. Our analysis showed that the norm of the coefficients cµ,ν ∈ X decays
sufficiently fast to allow a small number of active coefficients only. In future work,
it would be interesting to show smoothness of the coefficients cµ,ν themselves. In
lemma 2.8 the property cµ,ν ∈ D(A) for arbitrary fµ = θµ(t)dµ, dµ ∈ X , was
shown. It would be more demanding to show cµ,ν ∈ D(A2;X). As D(A2;X),
was proven to be embedded in certain Besov spaces, such results would imply that
the coefficients cµ,ν have sparse wavelet representations in space.
While our approach seems quite unusual it provides means to efficiently store
the solution which is needed in applications from control and regularisation the-
ory.
These benefits were exemplified at an inverse problem. When applying the
new time discretisation to Tikhonov regularisation, it turned out that the solution
of the regularised least squares problem exhibits singularities at the boundaries
t = 0 and t = T . This effect renders an adaptive discretisation in time favourable.
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Chapter A
Closed Linear Operators on Banach
Spaces
In this section some basic results about closed linear operators in Banach spaces
are collected. All of these except for lemma A.6 are well known and can be found
in standard textbooks of functional analysis (see e.g. [52]).
We start from a linear and closed operator A : D(A;X0) ⊂ X0 → X0, i.e.
the operator A is defined on some subspace D(A;X0) of X0 and is closed with
respect to the topology of X0. For general linear operators the resolvent set is
defined by
ρ(A) := { λ ∈ C : λI − A is injective,
R(λI − A) is dense in X0, and
(λI − A)−1 : R(λI − A) ⊂ X0 → X0 is continuous}.
For closed operators, these three properties of a resolvent imply more.
Lemma A.1. Let A : D(A;X0) ⊂ X0 → X0 be linear and closed. For any
λ ∈ ρ(A), the operator λI − A maps D(A;X0) onto X0. Hence, λI − A is a
norm-isomorphism between D(A;X0) equipped with the graph norm and X0.
Proof. ([22], Prop. VIII.§1.1) Let λ ∈ ρ(A) be given. By the very definition
λI − A is injective, R(λI − A) is dense in X0, and (λI − A)−1 : R(λI − A) ⊂
X0 → X0 is continuous. We are going to show thatR(λI − A) = X0.
Let y0 ∈ X0 be arbitrary. AsR(λI − A) is dense inX0 there exists a sequence
(xn)n≥1 ⊂ D(A;X0) such that
yn = (λI − A)xn → y0. (A.1)
As (λI − A)−1 is continuous and (yn)n≥1 is a Cauchy sequence, (xn)n≥1 is a
Cauchy sequence as well such that
xn → x0 for some x0 ∈ X0. (A.2)
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As λI−A is closed, (A.1) and (A.2) imply x0 ∈ D(A;X0) and Ax0 = y0. Hence,
we have shown y0 ∈ R(λI − A) for arbitrary y0 ∈ X0, i.e. R(λI − A) = X0.
As the operator λI − A : D(A;X0) → X0 is closed, one-to-one and onto,
the Closed Graph Theorem assures that λI − A is a norm-isomorphism from
D(A;X0), equipped with the graph norm of A, onto X0.
For every pair λ, µ ∈ ρ(A) the resolvent equation
(λI − A)−1 − (µI − A)−1 = −(λ− µ)(λI − A)−1(µI − A)−1 (A.3)
holds.
Denote X1 = D(A;X0) with the graph norm ‖x‖X1 = ‖x‖X0 + ‖Ax‖X0 ,
x ∈ D(A;X0). We want to adapt the operator A to a a second Banach space Y0
which lies between X0 and X1, i.e.
X1
d
↪→ Y0 d↪→ X0,
but unless X1 = Y0 the restriction of A to Y0 is not well defined. The appropriate
notion is the realisation of A in Y0 which is defined as operator
A|Y0 : D(A|Y0) ⊂ Y0 → Y0 : x 7→ Ax
with
D(A|Y0) = {x ∈ D(A;X0) : Ax ∈ Y0}.
As the following lemma shows A|Y0 inherits the topological properties of A.
Lemma A.2. Let A : D(A;X0) ⊂ X0 → X0 be linear, closed, and densely
defined in X0 with non-empty resolvent set ρ(A). Then A|Y0 : D(A|Y0) ⊂ Y0 →
X0 is linear, closed, and densely defined in Y0. Moreover, ρ(A) ⊂ ρ(A|Y0) holds.
Proof. We fix some λ ∈ ρ(A). As (λI − A)−1 : X0 → X1 is continuous and
Y0 is dense in X0 one has also that D(A|Y0) = (λI − A)−1(Y0) is dense in X1 =
(λI − A)−1(X0). The closedness of A|Y0 in Y0 follows from the closedness of A
in X0 and the continuous embedding Y0 ↪→ X0.
For every λ ∈ ρ(A) the operator λI − A|Y0 is injective. It is also onto Y0 as
D(A|Y0) = (λI − A)−1(Y0) and
(λI − A|Y0)(λI − A)−1y0 = y0, for all y0 ∈ Y0.
By the Closed Graph Theorem the operator (λI − A|Y0)−1 : Y0 → D(A|Y0) is
continuous, thus λ ∈ ρ(A|Y0), i.e. ρ(A) ⊂ ρ(A|Y0).
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We shall illustrate these abstract results by an extension of example 1.4. There
we had defined
X0 = H
−1(Ω), X1 = H10(Ω),
A = −∆ with D(A;H−1(Ω)) = H10(Ω).
As third space we choose Y0 = L2(Ω) which clearly satisfies the embeddings
H10(Ω)
d
↪→ L2(Ω) d↪→ H−1(Ω).
The realisation of A in L2(Ω), A1 = A|L2(Ω), has the same spectral properties as
A. In particular, for every λ ∈ ρ(A) = ρ(A1) the operator λI − A provides a
norm-isomorphism from
D(A1; L2(Ω)) = {x ∈ H10(Ω) : Ax ∈ L2(Ω)},
‖x‖D(A1) := ‖x‖L2(Ω) + ‖A1x‖L2(Ω),
onto L2(Ω). If Ω is convex or has a sufficiently smooth boundary one can in fact
show
D(A1; L2(Ω)) = H
2(Ω) ∩ H10(Ω)
with equivalent norms. For general bounded Lipschitz domains Ω only the em-
beddings
H2(Ω) ∩ H10(Ω) ↪→ D(A; L2(Ω)) ↪→ H3/2(Ω) ∩ H10(Ω),
are known. Nevertheless, λI − A1, λ ∈ ρ(A1), provides a norm-isomorphism
from the abstractly defined space D(A; L2(Ω)) onto L2(Ω).
The operator A was treated from two points of view: Either as unbounded
operator A : D(A;X0) ⊂ X0 → X0 or as bounded operator A : X1 → X0.
The following theorems show that both points of view are equivalent for sectorial
operators.
Lemma A.3. LetX0 be some Banach space andA : D(A;X0) ⊂ X0 → X0 some
linear, closed, and densely defined operator. Denote by X1 the space D(A;X0)
equipped with the graph norm
‖x‖X1 = ‖x‖X0 + ‖Ax‖X0 , x ∈ D(A;X0),
and assume ρ(A) to be non-empty. Then, X1
d
↪→ X0 and λI − A is a norm-
isomorphism from X1 onto X0 for every λ ∈ ρ(A).
Assume additionally that A is sectorial, i.e. ρ(A) ⊂ C \ Σc0,ω0 for some
constants c0 ∈ R, ω0 ∈ (0, pi/2), and (1.3) holds. Then, one has
‖(λI − A)−1‖L(X0,X1) ≤M ′, λ ∈ C \ Σc0,ω0 ,
with some constantM ′ > 0.
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Proof. The embedding X1
d
↪→ X0 is obviously true, and lemma A.1 asserts that
λI − A is a norm-isomorphism from X1 onto X0 for every λ ∈ ρ(A).
A proof of the second part is given in remark I.1.2.1 and proposition I.1.4.1 of
[4].
Lemma A.4. LetX1
d
↪→ X0 be a densely embedded couple of Banach spaces and
A : X1 → X0 be a norm-isomorphism from X1 onto X0. Then, the operator
A0 : D(A;X0) ⊂ X0 → X0 : x 7→ Ax, D(A;X0) = X1,
is linear, densely defined, and closed with respect to the topology ofX0. Moreover,
the graph norm of A0 is an equivalent norm for X1.
If, in addition, λI − A is a norm-isomorphism from X0 onto X1 for every
λ ∈ C \ Σc0,ω0 and
‖(λI − A)−1‖L(X0,X1) ≤M ′, λ ∈ C \ Σc0,ω0 ,
holds for some constantM ′ > 0, then A0 is sectorial.
Proof. Clearly,A0 is linear and densely defined. We are going to show the closed-
ness. Let (xn)n≥0 ⊂ D(A;X0) be a sequence such that xn → x0 ∈ X0 and yn =
Axn → y0 ∈ X0. By assumption, we have A−1 ∈ L (X0, X1) ⊂ L (X0, X0).
Therefore, one infers xn = A−1yn → A−1y0. By the uniqueness of limits in X0
one infers x0 = A−1y0 which gives x0 ∈ D(A;X0) and Ax0 = y0. Therefore, A0
is a closed operator in X0.
By assumption, A−1 ∈ L (X0, X1) ⊂ L (X0, X0). As A−1 and A−10 coincide,
this implies 0 ∈ ρ(A), from which the statements of the first part are clear.
For the spectral estimate we refer once again to [4], remark I.1.2.1 and propo-
sition I.1.4.1.
We finish this appendix with two lemmata which were used in section 1.4.
Lemma A.5. Let X , Y be two Banach spaces, both embedded in some third
Banach space Z, X ↪→ Z, Y ↪→ Z. If X ⊂ Y one has X ↪→ Y .
Proof. We borrow an argument from Lemma V.2.1.1. of [3]. Let
id : X → Y
denote the natural injection. Given any sequence (xj)j∈N ⊂ X with
xj −→ x (convergence in X)
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and
xj = id(xj) −→ y (convergence in Y )
we have x = y due to the continuous embedding of both spaces into Z. Therefore,
id is a closed linear mapping on the Banach space X into another Banach space,
hence continuous.
The following lemma is an auxiliary result of chapter 1, but seems to be of
interest in more general situations. Thus, it were put in an abstract setting that
makes the proof more clear, too.
Lemma A.6. Let A : X1 → X0 be a linear operator between two Banach spaces
X1 and X0 and assume a second pair of Banach spaces Y0 and Y1 to be given.
Then, A−1 ∈ L (Y0, Y1) provided the following conditions hold.
(a) A−1 ∈ L (X0, X1)
(b) X1 ↪→ Y0 ↪→ X0
(c) A−1(Y0) ⊂ Y1
(d) There exist a LNR Z such that X1 ↪→ Z and Y1 ↪→ Z.
Proof. The operator
A′ : D ⊂ Y1 → Y0 : x 7→ Ax
with domain of definition D = A−1(Y0) is well defined by (c). It will be shown
to be closed.
For this purpose, let (xn) ⊂ D be any sequence with xn → x0 ∈ Y1 and
A′xn → y0 ∈ Y0. Then, (Axn) = (A′xn) converges to y0 in the topology of X0,
too, because of the embeddings (b). By (a), this implies xn → A−1y0 =: x˜0 with
convergence in X1. Property (c) ensures x˜0 ∈ D. Due to (d) and the uniqueness
of limits one has x˜0 = x0. Therefore, x0 ∈ D and A′x0 = y0.
As A′ : D ⊂ Y1 → Y0 is linear, closed, one-to-one by (a) and (b) and onto by
the choice of D it has a continuous inverse, i.e A−1 ∈ L (Y0, Y1).
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