We present a new application of Samuelson's Correspondence Principle to the analysis of comparative dynamics in stochastic rational expectations models. Our version, which we call the E-correspondence principle, applies to rational expectations equilibria that are stable under least squares and closely related learning rules. With this technique it is sometimes possible to study, without explicitly solving for the equilibrium, how qualitative properties of the equilibrium are affected by changes in the model parameters. Applications to overlapping generations and New Keynesian models illustrate the potential of the technique.
Introduction
The Correspondence Principle introduced by Paul Samuelson over 60 years ago, see (Samuelson 1941) and (Samuelson 1942) , became a useful tool in the 1950's and 60's in comparative statics analysis in both micro-and macroeconomic theory. The applications have ranged from Walrasian stability analysis in general equilibrium theory, stability of macroeconomic systems and deterministic dynamic optimization models to international trade.
1 Samuelson suggested that there is a mutually supportive relationship between the stability of an equilibrium and its comparative statics. The usefulness of Samuelson's correspondence principle has been widely debated, see e.g. the skeptical conclusions in the context of general equilibrium theory and stability of Walrasian tâtonnement in (Quirk and Saposnik 1968) and (Arrow and Hahn 1971) . These objections have pointed out that Samuelson's principle fails to deliver theoretically unambiguous answers at the level of abstract general equilibrium theory. However, they have not questioned the usefulness of the technique in specific models.
With the advent of rational expectations (RE) models this classic technique fell into disuse in stochastic dynamic equilibrium theory.
2 One reason for disuse of the correspondence principle was the growing disenchantment with the fictitious or notional-time aspect of Walrasian stability. In the current paper, in contrast, the stability concept we employ is based on real-time adjustment of agents' forecast rules, when these rules are updated using adaptive learning algorithms. The goal of our paper is to use these real-time learning dynamics to resuscitate key ideas behind Samuelson's principle in a way that makes them applicable to dynamic stochastic RE models.
For stochastic expectations models the appropriate concept of equilibrium is usually taken to be the rational expectations equilibrium (REE). 3 As an illustration consider the classic Muth model, in which the temporary 1 There is a very large literature in these different areas see e.g. (Samuelson 1947) , (Patinkin 1965) and (Quirk and Saposnik 1968) for general equilibrium theory and macroeconomics, (Mortensen 1973) , (Burmeister and Long 1977) and (Brock and Malliaris 1989) for dynamic optimization models and (Neary 1978) for international trade.
2 Expectations played virtually no role in Samuelson's original formulation, since the concepts of neither adaptive nor rational expectations had yet been introduced. 3 Our argument would apply also to "restricted perceptions equilibria," a weakening of rational expectations to set-ups in which agents use misspecified models. equilibrium has the form p t = µ + αp e t + δw t−1 + η t
(1) w t = ρw t−1 + ε t , where 0 < ρ < 1.
(2) p t is the equilibrium price, which depends on the forecasts p e t of the firms and an observable exogenous variable w t that follows an AR(1) process. η t is an unobserved white noise shock. An REE is a stochastic process of the form
where a and b take on specific values (ā,b) that depend on the parameters (µ, α, δ, ρ). Comparative dynamics focuses on the effects of a change in (µ, α, δ, ρ) on (ā,b) and, therefore, on the statistical properties of the REE stochastic process. We study the Muth model in detail in Section 2. We draw on the recent macroeconomic literature on learning dynamics to provide the stability concept for REE that is required to apply Samuelson's correspondence principle to the comparative dynamics of REE. We call this the E-(or Expectational) correspondence principle. Using it one can study, without explicit solution of the equilibrium, how changes in the model parameters affect properties of an REE that is stable under adaptive learning. 4 Under adaptive learning agents do not know the RE values (ā,b) and instead try to infer them using least squares or related econometric techniques. In the Muth example, they would run a regression of the form (3) yielding estimates (a t , b t ) at time t and use the estimated form of (3) to make forecasts. The parameter estimates are updated in real time as more data become available and the REE is said to be stable under learning if (a t , b t ) → (ā,b) as t → ∞.
A basic result in the learning literature is the E-(or Expectational) stability principle according to which, for a very wide variety of models, stability of an equilibrium, under least squares and closely related learning schemes, is governed by E-stability of the equilibrium. See (Evans and Honkapohja 2001) for a detailed discussion of the E-stability concept and the models and adaptive learning rules to which it applies. E-stability is defined using local asymptotic stability of an ordinary differential equation that is associated with the stochastic real-time dynamics of learning. This feature makes it straightforward to formally apply Samuelson's ideas to stochastic RE models.
As with Samuelson's original principle, our formulation does not in general deliver unambiguous results. However, as we demonstrate below, in concrete models useful qualitative results can be obtained when E-stability conditions are combined with RE equilibrium restrictions and other a priori structural information. In work that is similar in spirit, (Echenique 2002) , (Echenique 2004) has recently exploited Samuelson's correspondence principle in the context of abstract games of strategic complementarities, using adaptive dynamics to select among multiple equilibria.
The paper is organized as follows. Section 2 develops a simple example using the Muth cobweb model. In Section 3 we formulate the E-correspondence principle in a general framework. Sections 4 and 5 present applications to two prominent models: the forward-looking nonlinear model, arising in economies with overlapping generations, and the bivariate New Keynesian model of monetary policy. Section 6 concludes.
Introductory Example: Muth's Market Model
Before giving a general formulation, we illustrate the E-correspondence principle using one of the simplest linear expectations models, the "cobweb" model of supply and demand in an isolated market investigated by (Muth 1961) in his classic formulation of rational expectations.
The structural model consists of demand and supply equations:
, where v 1t and v 2t are unobserved mutually independent white noise shocks and r w > 0. For convenience we assume m p > 0, but the slope r p of the industry supply curve is allowed to have either sign. The (scalar) exogenous observable variable w t−1 is assumed to be a positively serially correlated and stationary AR(1) process, see (2) in the Introduction.
Assuming market clearing, s t = d t , yields the temporary equilibrium form (1) given in the Introduction. The relation between the structural parameters (m I , m p , r I , r p , r w , ρ) and the reduced form parameters (µ, α, δ, ρ) is
Note that δ < 0 and that r p > 0 implies α < 0. Under RE p e t is equal to the true conditional expectation of p t , i.e. p e t = E t−1 p t , and there is a unique equilibrium p t =ā +bw t−1 + η t , where (4)
Although the REE is unique, we can still ask whether it is learnable in the sense described in the Introduction. At time t − 1 the firms are assumed to forecast the value of p t using their estimated model, i.e. p e t = a t−1 + b t−1 w t−1 , where (a t−1 , b t−1 ) are obtained from a least squares regression of the form (3) using data through t − 1. The forecast p e t and equation (1) then determine the "temporary equilibrium" value of p t . At end of period t the parameter estimates are updated to (a t , b t ) using the last data point (p t , w t−1 ) and recursive least squares. The REE is stable under learning if (a t , b t ) → (ā,b) as t → ∞. For a detailed discussion of learning in this example see Chapter 2 of (Evans and Honkapohja 2001).
We now come to the concept of E-stability, which provides the conditions for convergence of least squares learning. 5 The definition of E-stability is based on a mapping from the (possibly non-rational) perceived law of motion (PLM) parameters to the actual law of motion (ALM) parameters that these perceptions generate.
The formal definition of E-stability for model (1) is as follows. Inserting the forecasts p e t = a + bw t−1 based on the PLM (3) into (1) yields the ALM, which is given by
This specifies the mapping (a, b) → T (a, b) from the PLM to the ALM, where
The REE (ā,b) in (4) is the unique fixed point (a, b) of T , i.e. the solution to the equation (a, b) = T (a, b), and is said to be E-stable if it is a locally asymptotically stable equilibrium point of the ordinary differential equation
Here a, b are now treated as functions of τ , denoting notional or virtual time.
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It is easily seen that the unique REE is E-stable if and only if α < 1, which corresponds to the supply curve cutting the demand curve from below. E-stability has clear-cut implications for the comparative dynamics of the REE. A shift in the demand function that raises m I and hence µ leads to an increase in the unconditional mean price. (Samuelson 1941) , (Samuelson 1947) obtained the same comparative static result under Walrasian stability. However, we can also derive dynamic properties of the equilibrium stochastic process and obtain qualitative comparative dynamic results.
The impulse response function is given by ∂p t+j
and thus when α < 1 a positive supply shock has a negative and geometrically declining impact on future market prices. In the unstable case α > 1 the impulse response function would be perversely signed. Moreover,
) and since m p > 0 the stability condition α < 1 is equivalent to m p +r p > 0. It follows that ∂ var(p t )/∂m p < 0. In the unstable case α > 1 we would instead have the opposite sign for ∂ var(p t )/∂r p and the sign of ∂ var(p t )/∂m p would be ambiguous.
The General Framework
We now develop these ideas in an abstract setting. We first introduce some terminology and notation. Denote the equilibrium stochastic process parameters by Θ and the reduced form model parameters by Φ. Θ is assumed to be an n−dimensional vector, i.e. Θ ∈ R n , and it describes the parameters of the agents' PLM. A particular value of Θ is the parameter vector of the RE stochastic process when the agents' PLM is identical to the RE process. The reduced form parameters Φ are an m−dimensional vector, i.e. Φ ∈ R m , which is a constant vector determined by the economic model. 8 In the Muth model in Section 2 above we have Φ = (µ, α, δ, ρ) and Θ = (a, b).
We also assume that there is a mapping from the PLM, which is parametrized by Θ, to the ALM and we denote this mapping by T (Θ, Φ), where Φ is a constant vector. In an economic model the mapping T (Θ, Φ) is determined by substituting the agents' forecasts from the PLM into the temporary equilibrium relationship. In the Muth model T (Θ, Φ) is given by (5), i.e. T (Θ, Φ) = (µ + αa, δ + αb), and in the further applications below the map from the PLM to ALM is given by (12), (15), (22) or (23), respectively.
For a given value of Φ, the relevant REE are given by
As we will see later, equations (6) capture the cross-equation restrictions that are the hallmark of forward-looking RE models.
As was already discussed in the Introduction, we exploit the connection between convergence of least squares learning and E-stability. Specific details of the connections are given in the Appendix. In the current abstract setting E-stability is defined by the local asymptotic dynamics of the differential equation near the REE of interest
where Φ is kept fixed. We say that the REE is E-stable if it is a locally asymptotically stable fixed point of (7). The E-stability condition is that all n eigenvalues of the matrix D 1 T (Θ, Φ) − I have negative real parts at the REE of interest. The correspondence principle is concerned with changes in the equilibrium as a result of a change in Φ. When D 1 T (Θ, Φ) − I is non-singular we can apply the implicit function theorem. A small change in Φ defines through equation (6) a function Θ = F (Φ) describing in the parameter space R n how the equilibrium shifts as a result of the change in Φ. Moreover, this function is differentiable when T (Θ, Φ) is continuously differentiable, see e.g. (Simon and Blume 1994) . Taking differentials of (6),
and
can be obtained from (8) using Cramer's rule. We get
where
and ∆ ij is obtained from ∆ by replacing its i'th column by the j'th column of D 2 T , see e.g. (Simon and Blume 1994).
The following lemma is the key to the E-correspondence principle:
Lemma 1 If the equilibrium of interest is E-stable, then sgn(∆) = sgn(−1) n , where n is the dimension of Θ.
Proof. ∆ is equal to the product of the eigenvalues of D 1 T − I. If the eigenvalues of D 1 T − I are all real, the result follows at once. If D 1 T − I has any complex eigenvalues, they appear in conjugate pairs and their product is positive.
On the basis of Lemma 1 we can always sign the denominator in (9) when the equilibrium of interest is E-stable. This allows us to state:
Theorem 2 (The correspondence principle) If the equilibrium defined by the equation T (Θ, Φ) = Θ is E-stable and the parameter Φ j undergoes a small change, then the comparative dynamics satisfy
The proof is immediate from the preceding considerations. Note that a similar result fails for equilibria that are not E-stable since, for example, the determinant ∆ cannot then in general be signed.
We claim no originality for Theorem 2. While Samuelson did not develop his principle in full generality, our formalization is essentially the same as in standard treatments of Samuelson's principle, see e.g. pp. 201-204 of (Brock and Malliaris 1989) . The difference between Samuelson's principle and our E-correspondence principle is that we employ the implications of learning dynamics in stochastic RE models. To further illustrate the use of the E-correspondence principle we present two applications to widely-used dynamic frameworks.
Nonlinear Forward-Looking Models
We consider a standard one-step forward-looking nonlinear model
which is known to have different types of REE, depending on the shape of the G(.) function. x t is a scalar endogenous variable and its value in period t depends on the forecasts of a nonlinear function of its value next period. Here E * t (.) denotes the forecasts of the agents under learning. The equilibria for the model can include steady states, perfect foresight cycles and sunspot equilibria. 
Multiple Steady States
Several versions of the overlapping generations model have the form (11) in which G is an increasing function with multiple steady state solutionŝ x = G(x). The corresponding REE is simply x t =x. If white noise intrinsic shocks were introduced into the model, the REE would be an iid stochastic steady state.
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In this section the presentation is simplified by assuming point expectations so that the model becomes x t = G(x e t+1 ). When learning about a steady state, least squares learning takes a very simple form in which agents forecast using an estimate of the unknown mean computed from the observed data {x t−i , i = 1, 2, . . .}. Letting θ denote the current estimate of the mean, the forecasts are x e t+1 = θ giving the ALM x t = G(θ), so that the T −mapping from PLM to ALM is simply i.e. the mapping from the PLM to ALM is simply G in this case. It is easily seen that the E-stability condition determining local stability of a steady statex under learning is G ′ (x) < 1. We consider two specific examples. In the monetary inflation model with government spending financed by seigniorage there are two steady states, illustrated in Figure 1 .
11 Here x t denotes inflation and it can be seen that the low inflation steady state x L is stable under learning and the high inflation steady state x H is not. Turning to comparative statics, an increase in government spending g shifts the G map upwards and raises x L and lowers x H . (In terms of Section 3, Φ = g.) Thus, the comparative statics of the high inflation steady state x H are counterintuitive and we see that the E-correspondence principle rules this out.
The second example extends the usual overlapping generations model to incorporate a positive production externality. 12 In this model x t denotes employment. The externality can induce multiple steady states and Figure 2 illustrates one possible scenario with three interior steady states x L , x U and x H . Again, under learning x U is unstable while x L and x H are locally sta-11 See Section 11.6.2 of (Evans and Honkapohja 2001) for a presentation of the model and references to the literature. 12 For further details see Chapter 4 of (Evans and Honkapohja 2001). A production subsidy rotates the G map upwards and counterclockwise (with the origin fixed). The E-correspondence principle gives an unambiguous answer for comparative statics: an increase in the subsidy leads to an increase in employment at a stable steady state. Note that this qualitative result obtains even though there are multiple stable steady states.
Sunspot Equilibria
Model (11) can also have sunspot equilibria. A widely studied case of a sunspot solution has the form of 2−state Markov chain. Suppose s t ∈ {1, 2} is a two-state Markov chain with time-invariant transition probabilities π ij = Pr{s t+1 = j |s t = i}. The Markov chain induces, via expectations, an REE {x 1 , x 2 } that is also a Markov chain with the same transition probabilities. Thus, for all t, the REE satisfies
A (2−state) Markov sunspot equilibrium (SSE) with transition probabilities {π 11 , π 22 } is thus a pair {x 1 , x 2 } of distinct values for the state variable that satisfy the equations
We will assume that x 1 > x 2 , without loss of generality.
Using an overlapping generations model, (Woodford 1990) showed that the economy can in some cases converge to an SSE through adaptive learning. (Evans and Honkapohja 1994) and (Evans and Honkapohja 2003b) derived local stability conditions for adaptive learning in model (11), and showed that these conditions are governed by E-stability. Moreover, they showed how stability of SSEs sufficiently near non-stochastic solutions can be obtained from the stability properties of the non-stochastic equilibria.
We now employ the E-correspondence principle to derive a new comparative dynamics result for Markov SSEs with respect to variations in the transition probabilities of the sunspot:
Consider an increase in π 11 . If the SSE is E-stable, then sgn
Proof. We are considering the PLM x t = x i if s t = i. The E-stability condition is obtained from the mapping from the PLM to the ALM
Thus Θ = (x 1 , x 2 ) and Φ = (π 11 , π 22 ) in the notation of Section 3. The stability condition is that the eigenvalues of the matrix
have negative real parts at the fixed point of T . Turning to comparative dynamics, we differentiate (13)- (14) and obtain
Since the system is two-dimensional,
by E-stability. Using (9) we have
Thus,
This result can be given a precise interpretation in two specific cases.
(1) If the mapping G(x) is strictly decreasing, then the amplitude of the sunspot fluctuations is reduced by an increase in the probability of the economy of staying in the high state. This case arises in the standard overlapping generations model. In particular, it applies to SSEs near deterministic 2−cycles as in (Azariadis and Guesnerie 1986) and (Grandmont 1986 ). This case also arises for E-stable SSEs sufficiently near a single steady state. (Evans and Honkapohja 2003b) show that E-stable SSEs exist near a single steady statex = G(x) provided G ′ (x) < −1 at the steady statex. (2) If the mapping G(x) is strictly increasing, there may exist two distinct steady statesx 1 ,x 2 and if G ′ (x 1 ), G ′ (x 2 ) < 1, then there exist E-stable SSEs for which sunspot states are nearx 1 ,x 2 , see (Evans and Honkapohja 1994) and Section 4.6 of (Evans and Honkapohja 2001). Such an equilibrium arises in the model illustrated in Figure 2 . Two-state Markov SSEs (x 1 , x 2 ) sufficiently near (x 1 ,x 2 ) must satisfy the derivative condition of Proposition 3 and G(x 1 ) > G(x 2 ), so that in this case the amplitude of the sunspot fluctuation is increased by an increase in the probability of the economy staying at the high state x 1 . In terms of Figure 2 we have x L < x 2 < x U < x 1 < x H and an increase in π 11 raises x 1 and reduces x 2 .
Monetary Policy in the New Keynesian Model
As another application of the E-correspondence principle we consider a bivariate linear model, the New Keynesian model of monetary policy, which takes the form
Here z t is the output gap, π t is the inflation rate and r t is the nominal interest rate. The parameters σ, κ > 0 and 0 < B < 1. c z and c π are intercepts, which are from the log-linearization of the exact model. g t is an observable shock to the output gap. The stochastic process for g t will be specified below. 
where c r denotes an intercept. The parameters satisfy ϕ π , ϕ z > 0. We are interested in examining how changes in these policy parameters affect the volatilities of the output gap and inflation, as measured by the variances. Introducing the notation y t = (z t , π t ) ′ , equations (16), (17) and (18) can be combined to yield the bivariate system
where 0 < ρ < 1, ε t is white noise with variance σ 2 ε and
Section 3.3 of (Bullard and Mitra 2002) discusses in detail the determinacy and E-stability conditions. There is a unique solution of the form
where a and h are 2 × 1 vectors. The mapping from the PLM to the ALM is
and the fixed point a = T a (a), h = T h (h) defines the REE values of the coefficients a and h. We remark that the RE solution (20)- (21), where a = T a (a), h = T h (h), embodies the cross-equation restrictions of REE.
The E-stability conditions for this solution are that the real parts of the eigenvalues of the matrices M − I and ρ g M − I are negative. We now turn to the comparative dynamics, focusing on the derivatives ∂|h i | ∂ϕ j , i = 1, 2; j = z, π, i.e. whether more aggressive policy response to either output gap or inflation increases or decreases the magnitude of the response of output gap and inflation to the shock g t . Taking differentials of the equation
Considering the effect of a change in ϕ z we get
By E-stability ∆ = det(I − ρ g M ) > 0 and so
An analogous argument establishes that
The variances of output gap and inflation are given by h Proposition 4 More aggressive interest rate policy, i.e. dϕ π > 0 or dϕ z > 0, decreases the variances of both the output gap and inflation.
Although this model has been studied widely, this analytical result has not, to our knowledge, been previously presented. We remark that if Estability does not hold, then ∆ in the proof of the proposition may have either sign and thus the comparative dynamics are ambiguous.
The examples so far presented have illustrated the usefulness of the Ecorrespondence principle. However, there are situations in which the principle does not deliver theoretically unambiguous results. This was the case with Samuelson's original correspondence principle, as was early discovered, and it holds also for the E-correspondence principle. We illustrate this ambiguity using a variation of the interest rate rule that is sometimes studied.
Consider the same monetary model but with the lagged-data Taylor rule
The reduced form is now
We consider the REEs of the form y t = a + by t−1 + cg t , and the mapping from the PLM to the ALM is
E-stability is defined by local stability of a, b, c) . It can be verified that E-stability conditions are insufficient to provide unambiguous qualitative comparative dynamics. An example will be given below. It is still possible to use the E-correspondence principle in a quantitative way, to compute comparative dynamics results by solving the E-stability differential equations using standard numerical routines that were unavailable at the time Samuelson introduced his classic concept.
We look at two calibrations for the New Keynesian model suggested by (Clarida, Gali, and Gertler 2000) and (Woodford 1999), respectively. We also set ρ g = 0.35 and σ 2 g = 0.02. Our interest is again in the effects of changes in the policy rule parameters ϕ π and ϕ z on the asymptotic variances of the output gap and inflation, which are affected by b and c. We calculate the REE valuesb andc from the E-stability differential equations using a numerical differential equation solver in Mathematica, starting from arbitrary initial conditions. 14 The variances of z t and π t can then be computed from the linear equations V ar(y t ) =b(V ar(y t ))b ′ + σ 2 gcc ′ . Table 1 gives the results when either ϕ π or ϕ z is increased from a base line of ϕ π = 1.5, ϕ z = 0.15. In the case of the CGG calibration, an increase in ϕ π reduces both variances, whereas in the W calibration the variance of the output gap increases while the variance of inflation decreases. This shows that the qualitative comparative dynamics are ambiguous.
Of course, there exist alternative methods of computing how the equilibrium shifts as a result of a parameter change. However, the numerical application of the E-stability differential equation ensures that attention is directed only at E-stable REE. In this sense the computation continues to rely on the E-correspondence principle.
Concluding Remarks
We have employed the key ideas of Samuelson's correspondence principle in a modern setting and shown how useful comparative dynamic results can be derived for learnable REE in dynamic stochastic RE models. In our E-correspondence principle the stability criterion is that of real-time least squares learning and is governed by associated E-stability conditions. Naturally, it would be possible to exploit Samuelson's ideas using other forms of learning dynamics, for example, eductive learning. (For a review of eductive learning see (Guesnerie 2002) and (Evans 2001).) 16 Another example already noted above is the work of (Echenique 2002), (Echenique 2004) , which studied abstract games of strategic complementarity with adaptive dynamics.
Samuelson's principle was often criticized in the subsequent literature. For example, in the context of classic general equilibrium theory (Arrow and Hahn 1971), p. 321 conclude that "the necessary conditions for local stability are too weak for the comparison task." The same criticism applies to the E-correspondence principle -that it does not always yield unambiguous results -as illustrated in our very last example. However, E-stability conditions, when combined with RE equilibrium restrictions as well as other a priori structural information, are in some cases sufficient to provide definitive qualitative comparative dynamic results, as was demonstrated in our applications.
A Appendix: Least Squares Learning and EStability
The connection between convergence of least squares learning and E-stability has been established for a wide range of models with expectations. In this Appendix we outline the connection for multivariate linear models and, more briefly, for nonlinear models. We begin with the general class of multivariate linear models
Here y t is a p × 1 vector of endogenous variables. w t is k × 1 vector of observable exogenous variables, where e t is a vector of white noise shocks and H has all eigenvalues inside the unit circle. v t is a p × 1 unobserved white noise disturbance, independent of w t (the unobserved shocks v t need not be present). e t and v t have finite support (this assumption can be relaxed). Following the usual convention, we assume that w t and y t−1 are observable at time t while y t is not in the time t information set. 17 The framework (24) covers our Section 5 examples with Q = 0 and v t = 0. We include these terms because they often arise in other applications.
We focus on minimal state variable (MSV) REE, which are the usual solutions of interest. When N = 0 these take the form
where η t = dv t and a, b and c can be determined using the method of undetermined coefficients. (The case N = 0 is discussed below). Computing expectations under (25) and inserting them into (24), it follows that the MSV solutions satisfy
In general there can be multiple MSV solutions. 18 We next consider E-stability by regarding (25) as a PLM and T (a, b, c) as the mapping from the PLM to the ALM. An MSV solution is E-stable if it is locally asymptotically stable under the differential equation
The E-stability condition is that all eigenvalues of the Jacobian matrix DT −I have negative real parts (equivalently all eigenvalues of DT have real parts less than one). We make the regularity assumption that the real part of the eigenvalue with largest real part is not equal to one. Explicit calculation of DT is possible using the methods of Chapter 10 of (Evans and Honkapohja 2001). Under least squares learning agents have the PLM
where a t , b t and c t denote parameter estimates from estimating the PLM using data up to period t − 1.
19 At time t agents use (25) to compute their forecasts as before, but with (a, b, c) replaced by the estimates (a t , b t , c t ). The formal analysis of recursive least squares (RLS) learning is developed e.g. in (Evans and Honkapohja 1998) and Chapter 10 of (Evans and Honkapohja 2001) . 20 RLS takes the form
The algorithm starts at t = 1 with a complement of initial conditions. We assume that in the MSV solution of interest y t is stationary and EZ t Z ′ t is nonsingular. Derivation of the connection between stability under least squares learning and E-stability is based on the so-called ordinary differential equation approach to the study of convergence of stochastic approximation algorithms. Formally, the connection is:
Proposition 5 Consider the model (24) under RLS learning and an MSV solutionā,b,c in which all roots ofb lie inside the unit circle. Then RLS learning converges locally toā,b,c if the MSV solution is E-stable.
The phrase "converges locally" can be made precise in several different senses. In particular, first, for initial ξ 0 , R 0 in an appropriate compact set, there is convergence with probability that can be made arbitrarily close to one for K sufficiently small. Secondly, by adding a projection facility to the algorithm that constrains estimates ξ t , R t to a suitable compact set, one can obtain probability one convergence. 21 For further details see (Evans and Honkapohja 1998) and Chapters 6 and 10 of (Evans and Honkapohja 2001) . In contrast, with some additional mild assumptions one can show convergence with probability zero if E-stability does not hold. If N = 0, then the (unique) MSV solution takes the form y t = a + cw t + η t .
In this case the b component is omitted from the PLM, and from the map T (a, c), and now Z ′ t = (1, w ′ t ). For this case E-stability implies global convergence, i.e. probability one convergence from all starting points.
The introductory example of Section 2 takes a somewhat different form since expectations are formed at t − 1. The multivariate version is y t = A + QE * t−1 y t + P w t−1 + η t , w t = Hw t−1 + e t , and the unique MSV solution takes the form y t = a + cw t−1 + η t .
Then the map from PLM is ALM is T (a, c) = (A + Qa, P + Qc). In this case E-stability again implies global convergence under RLS, i.e. probability one convergence from all starting points.
Finally, consider univariate nonlinear models of the form x t = E * t G(x t+1 ) considered in Section 4. For steady state PLMs x t = θ the natural estimate of θ is the sample mean (a least squares regression of x t on a constant). The corresponding recursive algorithm is θ t = θ t−1 + (K/t)(x t−1 − θ t−1 ), with K = 1 or more generally K > 0, and expectations at t given by E * t G(x t+1 ) = G(θ t ). Then θ t →x for θ 0 sufficiently close to a steady statex if and only ifx is E-stable. For 2-state SSEs, state contingent averaging is the natural learning rule. This can be formulated as a least squares regression of x t on dummy variables for the two states, which can in turn be written using the RLS algorithm above. Again it can be shown that if an SSE is E-stable then this learning rule converges locally to the SSE, where "converges locally" has the interpretations stated above. See (Evans and Honkapohja 1994) and Chapter 12 of (Evans and Honkapohja 2001) .
For the nonlinear model analogous results are available for convergence to k-state SSEs, and to cycles, and extensions to stochastic nonlinear models are also available. See Chapters 11 and 12 of (Evans and Honkapohja 2001) and the references therein.
