A new application architecture is designed for continuous, real-time, distributed wireless sensor networks. We develop a wireless sensor network for machinery condition-based maintenance (CBM) in small machinery spaces using commercially available products. We develop a hardware platform, networking architecture, and medium access communication protocol. We implement a singlehop sensor network to facilitate real-time monitoring and extensive data processing for machine monitoring. A new radio battery consumption model is presented and the battery consumption equation is used to select the most suitable topology and design an energy efficient communication protocol for wireless sensor networks. A new streamlined matrix formulation is developed that allows the base station to compute the best periodic sleep times for all the nodes in the network. We combine scheduling and contention to design a hybrid MAC protocol, which achieves 100% collision avoidance by using our modified RTS-CTS contention mechanism known as UC-TDMA protocol. A LabVIEW graphical user interface is described that allows for signal processing, including FFT, various moments, and kurtosis. A wireless CBM sensor network implementation on a heating and air conditioning plant is presented as a case study. 
INTRODUCTION
Remote sensing and measuring is becoming more important with accelerating advances in technology. The ability to process large amounts of data using the internet and advanced digital signal processing techniques means that data can be collected, processed, organized, and interpreted as never before in history. This opens up possibilities of detailed monitoring of the environment, wildlife habitats, complex industrial machinery, aerospace vehicle platforms, and consumer equipment and the home environment. Sensing has advanced from manual meter reading to centralized data acquisition systems to a new era of distributed wireless sensor networks (WSN). WSN can now provide an intelligent platform to gather and analyze data without human intervention. Typically, a sensor network consists of autonomous wireless sensing nodes that are organized to form a network. Each node is equipped with sensors, embedded processing unit, short-range radio communication module, and power supply-which is typically a 9-volt battery. With recent innovations in MEMS sensor technology, WSN hold significant promise in many application domains. On the other hand WSN are also exposed to many technical limitations including energy and memory constraints, available processing power, transmission rate, synchronization rate, and robustness in operation [Saha and Bajcsy 2003] . To overcome these limitations one needs to have optimized WSN design.
Since most research efforts are for applications like habitat monitoring [Mainwaring et al. 2002] , area monitoring [Marcy et al. 1999 ], surveillance, [Zhao et al. 2002] , and so on, environmental sensing and processing remains the principle stimulant in the evolution of sensor networks. Most of the protocol architectures, namely, S-MAC [Ye et al. 2002] , PAMAS [Singh and Raghavendra 1998 ], are thus designed for applications where data is acquired only when an interesting event occurs or when prompted by a user. In contrast to this, we focus on applications requiring turn-wise, continuous, periodic, and real-time transmission of data from sensors. One such application is condition-based maintenance (CBM) of machinery and equipment for reliability and health maintenance. Real-time monitoring and control increases equipment utilization and lifetime, and positively impacts system yield and throughput .
This article develops a new application domain for continuous, real-time, distributed wireless sensor networks in small machinery spaces. It presents design requirements, limitations, and guidelines for basic sensor network architectures for such applications. It describes a hardware platform, networking architecture, and a novel hybrid medium access protocol for such networks. This novel protocol is a user configured TDMA (UC-TDMA) scheme where the sleep scheduling times are continuously updated in real-time by a base station, depending on the number of nodes coming in or going out of the network. Energy consumption notions are used to select the most suitable topology and communication protocol for the wireless sensor network. We also develop a new streamlined matrix formulation to allow the base station to compute the best periodic sleep times for all the nodes in the network. This matrix formulation allows the WSN to adaptively scale to the addition or removal of nodes from the existing network. We implement a single-hop sensor network to facilitate realtime monitoring and extensive data processing for machine maintenance, using the commercially available Crossbow wireless sensors. A LabVIEW graphical user interface is described, which allows for signal processing, including FFT, various moments, and kurtosis. Time plots can be displayed in real time and alarm levels set by the user. A wireless CBM sensor network implementation in a heating and air conditioning plant is presented as a case study. Using our specially developed application GUI, our WSN can be installed very quickly-in about 30 minutes.
The application that we have developed can very well serve as a prototype for large-scale sensor networks. We can form different clusters of nodes with each cluster using our protocol. Individual nodes in a cluster communicate with their cluster head using this protocol and all the cluster heads communicate with a main control center.
MOTIVATION FOR WSN IN CBM
Distributed data acquisition and real-time data interpretation are two primary ingredients of an efficient CBM system. These two are mutually dependent on each other. Data interpretation algorithms are learning systems that mature with time. Distributed data acquisition should thus be adequate for both machine maintenance, and learning by the monitoring system. In control theory terms, one needs both a component to control the machinery, and a component to probe or identify the system. Wireless sensors play an important role in providing this capability. In wired systems, the installation of enough sensors is often limited by the cost of wiring, which runs between $10-$1000 per foot. Previously inaccessible locations, rotating machinery, hazardous or restricted areas, and mobile assets can now be reached with wireless sensors. These can be easily moved, should a sensor need to be relocated.
Often, companies use manual techniques to calibrate, measure, and maintain equipment. In some cases, workers must physically connect PDAs to equipment to extract data for particular sensors, and then download the data to a PC [Lapedus 2003 ]. This labor-intensive method not only increases the cost of maintenance but also makes the system prone to human errors. Especially in US Navy shipboard systems, reduced manning levels make it imperative to install automated maintenance monitoring systems. Wireless sensor networks, are highly flexible, unattended, self-operative systems with low installation costs and minimal intrusion in the existing infrastructure. WSN are quick and easy to install, and require no configuration tools and limited technical expertise on the part of the installer. WSN is also the best solution for temporary installation when troubleshooting or testing machines. Our application is CBM of a small machinery space. Therefore we are interested in a single-hop WSN system. During the review process, reviewers pointed out some of the recent efforts Kling et al. 2005 ] targeting large-scale industrial applications.
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DESIGN REQUIREMENTS
In order to design an efficient architecture for WSN, it is important to understand the requirements that are relevant to the sensor applications . We list the following requirements for implementation of WSN for CBM and many such applications.
Continuous Sensing. Critical manufacturing processes and equipment must be continuously monitored for any variations or malfunctions. A slight shift in performance can adversely affect overall product quality or manufacturing equipment health.
Periodic Data Transmission. CBM systems rely on historical data for diagnosis of impending failures and defects. These are dynamic systems that continuously learn during their operation. Periodic data transmission thus helps update the historical data that in turn helps improve the overall efficacy of the system for both diagnosis and prognosis of system failures and for computing the remaining useful lifetime of equipment.
User-Prompted Data Querying. With a group of sensing nodes monitoring manufacturing equipment and processes, and transmitting data in a periodic manner, situations may arise where the engineer might want to query data from some specific nodes to estimate the current status of a particular process or piece of equipment. Provision for breaching the cycle of periodic transmission to address user-prompted querying is thus required.
Emergency Addressing and Alarms. There can be situations of unforeseen malfunctioning or variations beyond prescribed tolerance bands. A mechanism is hence required to define tolerance bands for each sensing module. When measurements at a particular node exceed the tolerance, the node must breach the periodic cycle to send an alarm about the emergency.
Adaptability. CBM systems are adaptive learning systems, characterized by their evolutionary behavior over time. They should be capable of adapting to new situations and incorporating new knowledge into their own knowledgebase. This inherent adaptability of CBM systems demands a similar characteristic from the WSN architecture.
Network Setup and Reconfigurability. During the setup phase of the CBM system, or during reconfiguration, the maintenance engineer may want to alter the functionality of individual nodes. This may include changes in sampling rate, number of data points transmitted during each transmission, the sequence in which nodes transmit, number of channels transmitted from each node, tolerance band for each sensor node and so on. Such retasking provisions should be built into the design of the WSN.
Scalability. Over the duration of operation, some sensing nodes may fail or their batteries may become depleted. Also, a need may arise for installation of more sensing nodes to monitor processes and equipments more closely and precisely. The WSN should be scalable to accommodate changes in number of nodes without affecting the entire system operation.
Energy Efficiency. Sensor nodes are autonomous devices that usually derive their power from a battery mounted on each node. It becomes necessary to have an inherent energy-saving means in every component of the WSN system to prolong the lifetime of each node in the network. All layers of the architecture are thus required to have built-in power awareness.
Feedback Control. To provide real-time control capabilities for certain dynamic processes, features might be added to allow breaches in normal network operation to transmit control signals back to the nodes. This could help in reducing manning levels by eliminating minor manual control or machine resetting operations. ATmega128L is a low-power microcontroller, which runs TOS from its internal flash memory. It has program flash memory of 128 K bytes, measurement (serial) flash of 512 K bytes and EEPROM of 4 K bytes. It has a 10 bit ADC. It draws input current of 7 mA in receive mode, 21.5 mA in transmit mode, and 15 μA in sleep mode. All nodes support a 3 V external rechargeable battery. Baud rate on the serial RS-232 link between the base station (BS) and the terminal PC is 57600.
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SYSTEM ARCHITECTURE
Having explicitly defined the requirements for the given application domain, we now look at the actual architecture, network topology, and protocol design to address those requirements. Figure 1 gives an overview of our system, where 'SN' denotes a sensor node.
The intent of our WSN is to collect data from distributed sensors so that we can test-run various data analysis and decision-making algorithms on the combined data from various sensors. We wish to compare these runs with a stored fault pattern library to diagnose faults or impending failures, and we wish to upgrade the existing fault pattern library.
Finally, it is required to estimate remaining useful life (RUL) of the equipment and display the results to maintenance personnel. In this article, we focus on design and implementation of the energy-efficient network of sensors for such applications.
The sensor node in the network can be any sensor with wireless networking capabilities. With numerous sensor manufacturers and network products on the market, compatibility between different components manufactured by different manufacturers is a major concern [Lewis 2004 ]. Hence, adoption of standards like IEEE 1451 is gaining momentum. The objective of this standard is to make it easier for different manufacturers to develop smart sensors and to interface those devices to networks. Figure 2 shows the basic architecture of IEEE 1451. Major components include STIM, TEDS, TII, and NCAP, as detailed in the figure. It addresses the issues of transducer to microprocessor interface and TEDS.
ENERGY CONSIDERATIONS
Knowledge of the application domain along with the physical layer functionality of network hardware is the key to an effective energy-aware system design for wireless sensor networks. Energy considerations should be used to select an appropriate WSN topology and communication protocol.
Radio Battery Consumption Model
In this section we present a new battery consumption model that is used in the next two sections to design an energy efficient WSN topology and communication protocol. Using the radio model for power consumption given by Shih et al. [2001] we developed a model for battery consumption of the radio used on our nodes.
We have considered three modes of operation for our radio model, namelytransmit, receive, and sleep. Figure 3 shows the symbolic block diagram of a typical transceiver. Symbolically, we have shown in the diagram that I tx is the total current drawn when transmitter section is active (in transmit mode), I rx is the current drawn by radio when receiver section is active (in receive mode), and when neither section is active, the radio is in sleep mode and I s is the current drawn.
Radios on the sensor nodes are operated by the batteries mounted on the nodes. The amount of energy that can be stored in a battery-its capacity-is measured in ampere-hours. Hence we model the energy consumption of the radio in ampere-hours to establish a direct relationship for the battery energy consumption due to the radio. The Battery Consumption Equation, given below, is our extension of work in Shih et al. [2001] : it measures the battery energy consumed by the radio in one hour. Total battery consumption can easily be obtained by using this per hour measurement.
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N s/rx−tx is number of times per hour that radio switches to transmit mode from either sleep or receive mode, similarly N s/tx−rx and N rx/tx−s are the number of times per hour that the radio switches to receive mode and sleep mode from either of the remaining modes, T s/rx−tx is the time taken by the radio to switch to transmit mode from either sleep or receive mode, similarly T s/tx−rx and T rx/tx−s are times taken to switch to receive and sleep mode respectively from either of the remaining modes, T tx/rx/s is the actual time for which radio transmits, receives or sleeps after switching to the respective modes. I tx is the current drawn by the transmitter electronics alone, I txm is the modulation current required to generate RF output power (P rf ∝ f (I txm )). I rx/s is current drawn by the radio in receive/sleep mode. I rx/tx is the current drawn by the transmitter or receiver electronics, whichever is executed first, when the transceiver is first turned on with a turn-on time of T turn-on.
This battery consumption equation (1) is used to select a topology and energyefficient communication protocol suitable for wireless sensor networks.
Topology-Battery Consumption Perspective
Multiple sensor nodes in our network transmit to a single sink for collective data analysis, decision-making, and storage. The many-to-one paradigm, thus becomes an obvious mode of communication. In this section we compare the two topological arrangements-single-hop and multi-hop-in terms of the energy consumption by nodes in the respective arrangements. We assume that all of the nodes in the network can reach the sink, referred to as base station hereafter, in a single hop. Energy considerations aside, multi-hop may be needed in some situations to maintain network connectivity. However, since we are interested in applications in small machinery spaces, connectivity is not a major issue. Therefore, we focus on energy considerations in this section. Multi-hop seeks to minimize the distance through which each individual node must transmit and hence tries to minimize the energy dissipation at each node. However, in doing this it may increase the overall energy consumption of the network.
For the short-range radio used on nodes, energy consumption in the transmitter electronics is more than the energy required to generate RF output power. For example, in a low power transceiver available today [Chipcon, Inc. http://www.chipcon.com/files/CC1000 Data Sheet 2 2.pdf], current consumption contributing to the RF output power of 1.5 dBm is only 0.45 mA out of the 12 mA total current consumption in the transmitter section. Using multihop topology, in this case, would be more energy-exhausting, as a minimum of 11 mA current will be required by transmitter section of each node for every transmission.
For verifying the above argument, more rigorous calculations were performed for another commercially available radio transceiver from Chipcon [http://www.chipcon.com/Files/CC1020 Data Sheet 1.0.pdf]; transmitting 12-bit encoded data at 19.2 kbps using OOK modulation and no threshold at the receiver. A 3 dB filter bandwidth of 14.4 kHz is used (noise BW = 1.25 * 3 dB BW). A receiver noise figure of 7.5 dB is assumed. Antennas with 1 dB of gain are used. A 20 dB fade margin is chosen (99% Rayleigh probability). Packets are 38 bytes long (excluding preamble), or 456 bits. The system goal is to achieve 90% packet reads on the first try. The operating frequency is 868 MHz. Assuming 20 dB fade margin and 1 dB transmitter/receiver antenna gain; we obtained an 80.9 dB + P O (in dBm) of allowed path loss. P O is the transmitter output power in dBm. For details refer to RF Monolithic, Inc. [http://www.rfm.com/products/tr des24.pdf]. For the indoor environment of typical cubical office spaces, the equation for distance in meters is given.
P O + 80.9 dB = −27.6 dB + 20 log(F ) + 40 log(D) with frequency F in MHz. On substituting F = 868 MHz, we have
By using this relationship, we found that for transmitting up to a distance of 12.7 meters in a single hop, current drawn by the transmitter is 18.1 mA [Chipcon, Inc. http://www.chipcon.com/files/CC1020 Data Sheet 1 0.pdf], and transmitting the same distance using 2 hops of 5.3 meters, it takes 13.7 mA of current at each of the transmitters; drawing a total of more than 27.4 mA for the same distance. Here we have not considered the additional current required for driving the remaining node circuitry, and the protocol overheads.
From the above argument, it is clear that for short-range transmissions single-hop topology is more energy-efficient. Keeping in view the energy constraints, latency requirements, desired simplicity at nodes, and to avoid all the control overheads, we developed a single-hop topology for our network. Moreover, since we are interested in a small machinery space, multi-hop is not needed to keep connectivity.
MAC Protocol-Battery Consumption Perspective
MAC is used for coordinating access to a channel so that information can be transmitted from a source to a destination in a broadcast network. In this section we use the battery consumption equation to quantitatively determine the effect of switching of modes (sleep/receive), used by the MAC protocol, on battery consumption of the radio on the node. For commercially available radios, the ratio of current drawn in sleep mode to listen/idle mode is of the order of 1: 4500 or more [Chipcon, Inc. http://www.chipcon.com/files/CC1000 Data Sheet 2 2.pdf]. As nodes are in idle state most of the time, except when they transmit or receive, listen/idle mode leads to substantial energy waste. Many MAC protocols for WSN exploit this radio hardware feature by putting radio in sleep mode when it is neither transmitting nor receiving any data on the channel. In the periodic sleep and listen scheme used by many protocols, the radio sleeps for a certain duration of time and then listens for a certain time, to see if anyone wants to talk to it. In doing this it switches back and forth between two modes. In order to keep the latency within tolerable limits, the frequency of this switching is usually kept high so that a sender need not wait long for a receiver to wake up.
However, according to the battery consumption equation (1), we discovered that the energy consumption in periodically switching the modes can be more than that required by the transmission of data. In the steady phase of a sensor network, suppose the radio switches its mode every 30 seconds from sleep to awake and awake to sleep mode. On the basis of the energy model given by equation (1), current consumption per hour in just switching the modes is 0.059 mA-hour/hour. This much current consumption is sufficient to transmit data for 17.7 seconds per hour. Transmitting at a nominal rate of 1000 sweeps/second, a node can transmit 17700 data points from each channel in 17.7 seconds. This is much more than the typical data transmission per hour for any sensor in the network. The given data is for a commercially available radio [Chipcon, Inc. http://www.chipcon.com/files/CC1000 Data Sheet 2 2.pdf].
This argument demonstrates that the frequency of switching between the modes should be kept to the minimum possible value, and the transmission of short messages should also be avoided. In the next section we describe our MAC protocol design where, to minimize the frequency of switching, we combine scheduling and contention mechanisms for accessing the shared communication medium.
SCHEDULING AND CONTENTION-A NOVEL HYBRID TDMA MAC PROTOCOL (UC-TDMA)
In this article we introduce a novel hybrid MAC scheduling principle for a TDMA system based on a modified RTS-CTS contention scheme, which we call user-configured (UC) TDMA. This protocol significantly reduces the energy consumption by short-range wireless devices. TDMA protocols have the advantage of being inherently free of idle listening since nodes are informed up front, by means of a schedule, when to expect incoming traffic. To control the overheads associated with computing the schedule and its distribution through the network, TDMA-based protocols must either limit the deployment scenario (e.g., single hop) or hard-code some parameters (e.g., maximum number of two-hop neighbours), compromising on flexibility. Our application is CBM of a small machinery space. Therefore, we are interested in a single-hop system and we ignore transmission times. A head-to-head comparison of protocols from each class reveals that there is no single, best MAC protocol that outperforms all others. The UC-TDMA is a hybrid protocol that retains the advantages of a simple TDMA MAC protocol and addresses its limitations. For CBM, it is necessary for the user to explicitly define the sequence in which data will be collected. This will help in establishing relationships between two measurements and drawing conclusions. Here we design a communication protocol that is a hybrid of two commonly used schemes, neither of which alone, is suitable for this application. We combine scheduling and contention to obtain a user configured time division multiple access (UC-TDMA) MAC protocol for our network. Many researchers have focused their work on MAC protocols specifically for WSN [Shorabi and Pottie 1999; Kannan et al. 2003; Carley et al. 2003; Ye et al. 2002; Heinzelman et al. 2000] . TDMA is intrinsically less energy consuming than contention protocols, which are robust to hidden terminal problems. With contention alone, or scheduling alone, there still remains some possibilities of collision. A TDMA scheme, at its very heart, requires tight time synchronization among various nodes for its proper operation. Wireless nodes, therefore, need frequent message exchanging to maintain synchronization with a certain precision. The associated energy consumption could very well dominate the overall consumption, especially when nodes exchange data packets at a much lower frequency. Given the inaccuracies associated with the low-power, low-cost crystal oscillators used for wireless sensing hardware, TDMA cannot guarantee collision avoidance in situations where nodes have tightly adjacent time schedules. Moreover in applications like CBM, each node may have multiple sensing modalities (e.g. temperature, vibration, pressure, etc.), each of which produces different lengths of data at different intervals of time. Thus, nodes may end up accessing the channel for varying durations, each time they access the channel. To support this application requirement, and to overcome the clock inaccuracies, it becomes imperative to incorporate a mechanism that will be able to tolerate inaccuracies in synchronization, and will allow for on-the-fly time slot extension for any node. In this section, we develop a new hybrid UC-TDMA protocol that combines scheduling and contention to achieve the lowest possible protocol overhead and 100% collision avoidance with deterministic slot allocation along with a modified RTS-CTS mechanism. We also seek to achieve negligible protocol processing at various nodes, and minimum contention overheads to the nodes. Most of these features can be attributed to the single-hop topology, and the centralized control provided to the base station.
The overall processing to be carried out for effectuating the UC-TDMA MAC protocol can be divided into two parts: the processing carried out at wireless nodes in the network, and the processing carried out at the base station (BS).
Processing at Nodes
One of the important aspects of our network organization and protocol is to minimize the processing required at the nodes for enabling the communication of nodes with BS. The simple finite state machine running at each node is shown in Figure 4 . The switching between states occurs either in emergency alarm situations, or at times scheduled by the base station. At power-on, nodes enter the receive state as it consumes less startup energy than that required by the transmit state. From the battery consumption equation (1) and for typical radio specifications [Chipcon, Inc. http://www.chipcon.com/files/CC1000 Data Sheet 2 2.pdf] we found that it takes 69.78% more energy to start up the radio in transmit mode than in receive mode.
In receive state, the node looks for commands from the BS. In setup state, the node sets up various parameters like active channels, sweep rate, number of data points, sequence number, and node type, further detailed in Section 9. In sleep mode, the node turns its radio off but keeps sensing the physical quantity. It comes out of the sleep mode in case of emergency or time-out. In transmit state, the node transmits the data or other parameters desired by the BS. The times to change state are provided by the BS.
Processing at Base Station
Given centralized control and a resourceful base station, all the energy intensive tasks of the protocol are performed by base station. Figure 6 gives the flowchart of the UC-TDMA protocol running at the base station. In the next four subsections, we detail the functions performed by the base station. 7.2.1 TDMA Slot Allocation for Scheduling. Even though TDMA-based protocols offer natural collision avoidance and energy preservation, they are sometimes not preferred for memory constrained sensor networks. Both the traditional TDMA and the TDMA scheduler approach of TDMA implementation are not easy to implement for distributed networks. Maintaining a TDMA table at each node takes up a major chunk of its valuable memory. This could hamper other expected memory operations like in-network data processing which, along with overheads involved in the protocol, shares the limited onboard memory with the sensor nodes. Running a TDMA scheduler on each node is prohibitive.
We circumvent this major impediment by utilizing our central base station for maintenance of the TDMA slot assignment table. Since this is a single hop network, all the nodes communicate directly with base station. It is thus easier to maintain time slots for all nodes at base station alone and communicate with them accordingly. With this approach, nodes need not maintain any table nor do any scheduling for time slots, which saves both memory and complexity at nodes.
Using our GUI detailed in Section 9, the user can define the sequence in which nodes will access the channel and also the time duration for their respective slots. Depending on the application, nodes might access the channel more than once in a given time frame, and also the length of each slot can be different. Figure 5 shows the TDMA frame for our network. Note that, this is little different from the usual TDMA method in the sense that we are trading off fairness at each node for converging our application needs.
Sleep Scheduling.
We develop a new streamlined matrix formulation to allow the base station to compute the best periodic sleep times for each node in the network. This matrix formulation allows the wireless sensor network to adaptively scale in real-time to the addition or removal of nodes from the existing network.
As the UC-TDMA MAC protocol acquires data from nodes in a periodic manner, along with a provision for emergency addressing, it allows nodes to sleep while they are not transmitting any data. Pertaining to the application requirements and as outlined in Section 6.3, we seek to minimize the frequency of switching between sleep and receive modes.
The base station calculates the times at which nodes wake up. These times are updated as nodes enter or leave the network, and also periodically to counter the clock drift [Saha and Bajcsy 2003 ] between nodes. Here we give the streamlined matrix formulation to update the times.
Given the sweep rate for each node, number of data points from each node, frequency at which each node transmits (every r hours), and the sequence in which they transmit data, the sleep duration for all the nodes in network can be calculated using the following formulation:
Where S 1×n r is the matrix containing the sweep rate for all the nodes in the sequence in which they transmit, N 1×n s is the matrix containing the number of data points transmitted by the respective nodes, U 1×n is a unit matrix, R 1×n U is the updating rate matrix, which contains the rate (every r hours) with which every node transmits its data, T 1×n p is the time period matrix (1/sweep-rate) for each node, and S 1×n d is a matrix containing sleep duration (in seconds) calculated for each node in network. These equations are used by the base station to update the sleep times. Since we use this system for a small machinery space, we ignore the transmission times.
While calculating the sleep durations, we have neglected the transmission times and the time taken by the nodes to set up the link with the base station before transmitting the data. This provides us with the margin to tackle the clock drifts of the nodes as each node wakes up a little before its turn to transmit. Also, in calculating sleep durations, we take advantage of our single hop topology, with the central base station maintaining the TDMA schedule for all the nodes. We thus schedule the sleep times of the nodes such that they sleep for maximum possible duration with minimum possible switching frequency.
7.2.3
User-Configured TDMA Protocol. In this section we describe a novel contention scheme developed for use by the base station (BS). To collect data in accordance with the UC-TDMA frame maintained by the base station, contention is used along with the time schedule. We seek to minimize two major sources of energy waste: collisions and protocol overhead, by using our modified version of the RTS (request to send) and CTS (clear to send) contention mechanism used in IEEE 802.11 [IEEE STD 802.11-1997] .
Our modified RTS-CTS scheme uses a virtual-RTS signal generated by the base station, rather than a node generating an RTS signal for contending the channel as in the original 802.11. A considerable amount of energy is wasted in switching of modes from sleep to receive, then transmitting and then again receiving each time an RTS signal is sent by the node, as in the original RTS-CTS scheme.
We exploit our plug-powered base station to affect our modified RTS-CTS mechanism. From the TDMA schedule, the base station knows which node in the network has access to a channel at any particular instant. The instant any node acquires the channel according to its schedule; BS generates a virtual RTS on behalf of that node after ascertaining that no other node is communicating with it. The node also wakes up at this instant and is ready to receive a CTS signal from the BS before it transmits its data. The BS then sends a CTS signal with the node address appended to it. On receiving this signal, node transmits the predetermined number of data points to the BS. After successful reception of data points, the BS acknowledges the node with a request to sleep. Similarly, data is collected sequentially from all the nodes in the UC-TDMA frame, and then the frame is repeated indefinitely to collect the data from the network.
Collisions cause significant amount of energy wastage as messages are to be retransmitted. Also retransmission of messages can disturb the existing periodic transmission schedule. It is thus wise to spend some energy on the contention mechanism, along with scheduling. Even with contention alone, collisions are not reduced to zero and latency is increased, as the sender waits for a random duration of time before again contending for the channel. With this modified RTS-CTS, BS generates the virtual RTS signal, and there is no chance that any two nodes will simultaneously contend for the channel during normal network operation. This is because whenever any node is scheduled to access the channel, if at that particular instant BS is communicating with some other node, which is accessing the channel either due to an emergency (detailed in Section 8.3) or due to clock drift [Saha and Bajcsy 2003] , then the virtual RTS signal for the scheduled node will not be generated until the base station has finished communicating with the other node. This reduces the probability of collisions to zero. This modified RTS-CTS scheme also reduces the control overhead for contention to zero, for nodes in the network. As these control overheads are short packets, a large amount of energy is wasted in the startup of transmitter electronics . Also, processing required at the node to acquire the channel is reduced to nearly zero. The node simply sleeps and wakes up according to a timer.
Our Modified RTS-CTS scheme in UC-TDMA thus saves a fairly large amount of energy by reducing the collisions, protocol overheads, and processing at nodes. Figure 6 describes the flow of the complete network operation. To start-run the sensor network for machine monitoring, we first need to physically install the sensors at proper locations on the machine. Each sensor contains a 16-bit node type associated with the physical quantity (like vibration, temperature, pressure, strain, etc.) it measures. Base station is connected through a serial port to some hand-held computing device (like a PDA, or laptop), which runs the application program. At power-on all nodes in the network are in receive mode.
Network Setup and Operation.
In the flow chart given in Figure 6 , the first few blocks describe the setup of network. Through a user interface, the user defines the functionality of various nodes in network. The user can specify values of various parameters, individually for all the nodes. Node parameters include sweep rate, number of sweeps, node type, sequence number of node in the TDMA frame, and active channels. The base station keeps all these parameters in different parameter arrays according to the sequence of nodes in the TDMA time-frame. After obtaining the functional definition for all nodes in the network, the base station checks for the availability of defined nodes. If any node is found to be missing, base station alarms the user about the missing node, and updates all of its parameter arrays. The sleep duration for each node is then calculated by using equation (2) or (3). The base station then configures all the nodes one by one, with the specified parameters and calculated sleep durations.
After setting up the network and configuring all the nodes, we are now ready for gathering data from the distributed sensors. The base station first employs the user configured TDMA frame for determining which node has access to the channel, and for ascertaining the time duration for which the node will access the channel. The BS then uses the modified RTS-CTS mechanism for finally establishing the link with the selected node, while avoiding any collisions.
SYSTEM FEATURES
In this section we discuss the additional features of our system design that make the wireless sensor network effective for condition-based maintenance.
Modes of Operation
Broadly, we have considered two modes of operation for our network. The first is continuous mode. This is useful for newly deployed networks where we are usually confronted with the question of how frequently data should be collected from various sensor nodes. In this mode we collect data continuously and sequentially from each node. Sleep durations given by equation (2) are used in this mode. Nodes transmit their data and then sleep for the time during which other nodes transmit. This mode, thus, offers the most detailed description of the machine on which it is operated. It also offers the maximum throughput, which is defined as the amount of data that can be moved from any of the given sources to a single sink in the given time period. For detailed definition refer to [Duarte-Melo and Liu 2003] .
The other mode is noncontinuous mode of network operation. After operating a newly installed network in continuous mode and performing the appropriate analysis of the obtained data one can answer this question. An updating rate matrix R 1×n n can then be obtained for reducing the redundancy of data gathering. This rate matrix is used by the equation (3) to obtain the sleep durations in this mode. Node transmits data after every r hours, where r is the rate specified by updating rate matrix for that particular node. All the nodes can have different updating rates. Here also, node sleeps all the time except when it transmits in its turn.
Adaptability and Reconfigurability
During normal operation of the network in noncontinuous mode, application data requirements might change for a set of measurements. Our network should hence be able to adapt to such changes by adjusting certain node parameters (like sampling rate, number of data points, and active channels). But then this adjustment should not disrupt the normal functioning of the remaining network.
To render this adaptability, the base station makes use of new node parameters to calculate a new sleep schedule for the desired nodes. Here we have assumed that applications do not compel networks to change the sequence of nodes to adapt to the changing application data requirements. To configure nodes with this new schedule and parameters, after completing the ongoing cycle, BS appends these parameters and new sleep schedule to the CTS signal sent to nodes while they acquire the channel, and then retrieve the data according to the newly configured parameters.
To facilitate the reconfiguration that also includes the change in the sequence in which nodes transmit, BS stops acknowledging the nodes with sleep commands after determining that there is a request for reconfiguration. Consequently, all the nodes in the network remain awake at the end of cycle. This situation is similar to the setup phase. BS calculates a new sleep schedule for the entire network and uses a new UC-TDMA frame for sequencing the nodes. It takes one complete TDMA frame for configuring the nodes with the new parameters. It thus takes one cycle for the network to begin operating with the new configuration.
Scalability
To address the requirements of scalability, the following two aspects are to be taken care of: failure of existing nodes and addition of new nodes. If a node is not able to transmit its data at the scheduled time, it is considered to be failed. It can be seen from the flowchart in Figure 6 that if data from any node is not retrieved, it is declared to be failed. The BS then reports about the missing node (with its node type and node address) to the engineer. The UC-TDMA frame is then scaled by removing the failed node from the sequence. The sleep schedule for the remaining nodes is calculated again with the new TDMA slot sequence. This new sleep schedule for each node is appended to the CTS signal sent to the nodes according to the existing slot sequence. As can be seen from the flowchart, a new UC-TDMA frame is effected after sending the new schedule to all the nodes according to the existing schedule.
Addition of new nodes is not so frequent an affair in a CBM network. To scale the UC-TDMA frame with the addition of new nodes, after every ten repetitions of TDMA frame, the BS pings for availability of newly installed nodes in the network. On detecting a new node, its node type, sequence number in the TDMA time frame, and other node parameters are read by the BS. These parameters are then inserted into arrays at the location specified by the sequence number. A newly calculated sleep schedule for nodes is appended with the CTS signal for the respective nodes. Nodes now access the channel according to new slot sequence. After retrieving the data from the node, it is set to sleep for the time specified by the new schedule so that the network can carry on with its normal operation from the next cycle. Refer to Figure 6 .
IMPLEMENTATION AND PERFORMANCE VALIDATION OF WSN
Implementation of WSN
We implemented this UC-TDMA protocol in a Heating and Air-conditioning Plant at ARRI. Using our specially developed application GUI, our WSN, can be installed in this small machine room very quickly, in about 30 minutes. We used four Crossbow sensor nodes, one Base station, one Laptop and LabVIEW version 7.1 for the implementation. All of the sensor nodes were physically installed at optimal locations on the machinery shown in Figure 7 . It was found that the sensors need to be tightly placed in order to get accurate measurements. The base station was connected to a laptop using a 9-pin RS-232 serial connector. 
Graphical User Interfaces
We created two separate GUIs: a network configuration wizard and an application GUI as shown in Figures 8 and 9 respectively. The network configuration wizard is used to save all the node parameters in a separate configuration file which is used by the application GUI for setting up the network. More than one configuration file can be created and saved for later use. For each node, the following parameters are defined. 1. Sweep rate, the data sampling rate (one sweep represents one sample from all active channels). 2. Number of Sweeps, is number of data points transmitted each time a node transmits (one data point represents one sample point from all active channels). 3. Sequence Number, is the sequence at which a particular node will transmit. The node with sequence number two will transmit after the node with sequence number one and so on. 4. Active Channels, is the number of channels that transmit each time a node transmits. Each node can have a maximum of eight channels. 5. Node Number, it is a 16-bit number that identifies the type of physical quantity being measured by any particular node.
The application program utilizes Sweep rate, Number of Sweeps and Sequence Number arrays for creating the UC-TDMA frame. Sweep rate, along with the number of sweeps, ascertains the time duration of the TDMA slot for that particular node. Sequence number on other hand resolves the position of the slot in the frame.
The application program communicates with the nodes through the base station connected to the serial port. Figure 9 shows the time plots obtained from two CrossBow sensors in real time. The plots keep moving to the left as new data keeps coming in real time. Below the time plots are their respective frequency plots obtained by taking as FFT of data points transmitted by the sensor node in one time slot. The FFT is thus updated after each time node transmits new data to the base station. These are therefore time varying FFT plots of real time data acquired by the BS. These FFT plots thus represent the instantaneous vibration frequency signatures. Other plots of moments and statistics can easily be added.
Data Management and UC-TDMA Protocol Parameters
The data acquired by each sensor over the time of network operation is saved in a data file selected by the user. This data can be used by any other application program for further detailed data analysis using various tools like fuzzy logic, neural networks, and so on. The network was operated in the continuous mode of the UC-TDMA protocol for gathering the data. The sensor nodes were configured for turn-wise transmission of 2000 sweeps at a sweep rate of 829 sweeps per second from three active channels on the node.
Performance Analysis. Data transmission performance of the network was found to be satisfactory with around 1% data loss per time slot. This loss was determined by the checksum errors obtained at the base station. It was found that after a node finishes sending its data to BS, there is a little delay on the order of 100th of a millisecond before the next node in the sequence starts transmitting. This delay is attributed to the time taken by the BS to generate a CTS signal plus the time taken by the node in responding with data.
Energy Performance Testing and Evaluation
We studied the power consumption of each node to evaluate the performance of our UC-TDMA MAC protocol from the battery energy consumption perspective. In the implemented WSN, we measured the actual currents at the nodes consumed in each state as required in Equation (1). The plots in Figures 10 , 11, and 12 were obtained by using these measured currents in equation (1), the Battery Consumption Equation, to calculate the battery energy consumed by the node, and equations (2) and (3) were used for calculating the sleep durations for the nodes in the network. The following measured node-parameters in the implemented WSN were used for the above calculations. I tx = 21.5 mA, current drawn by a node in transmit mode; I rx = 7 mA, current drawn by a node in receive mode; I s = 15 μA, current drawn by a node in sleep mode. Mode switching times T rx−tx, T s−tx , T tx−rx , T s−rx , T tx−s , T rx−s , were obtained from the Chipcon CC1000 SmartRF Specifications [Chipcon, Inc. http://www.chipcon.com/files/CC1000 Data Sheet 2 2.pdf]. Figure 10 shows how the battery energy is consumed, by each node in the network, with and without the tight sleep schedule catered by the UC-TDMA protocol. The plots in Figure 10 are obtained for the implemented network, having two nodes, in continuous mode of operation, and each node transmitting data for 2 seconds in its turn. Based on the actual currents measured in our WSN with four nodes, we extrapolated the battery consumption to higher numbers of nodes using Equations (2) and (3). Shown in Figure 11 is the projected effect of increasing the number of nodes in a network operating in the continuous mode. As the number of nodes in the network increases, the number of times each node switches to transmit mode in any given hour decreases. Therefore, the battery energy consumed by the node in the given ten days also decreases. It can be seen that the performance of the UC-TDMA protocol improves with the increase in the number of nodes in the network. Figure 12 shows the performance of the UC-TDMA protocol for our implemented network operating in the noncontinuous mode. It plots the battery energy consumed by a node (in ten days) versus the data updating rate for the node. It is interesting to note, from Figures 10, 11, and 12 , that the performance of the UC-TDMA protocol keeps on improving with the increasing complexities in the network. The battery energy savings offered by the UC-TDMA protocol in the noncontinuous mode are pretty high, and promising for the untethered wireless sensor networks that are expected to operate on nonrenewable batteries for extended periods of time.
Another test to verify the performance of UC-TDMA was carried out on the implemented WSN to evaluate the practical service lifetime of the node battery power subsystem. Two AA (Duracell ® Pile Alkaline) batteries were used for continuous TDMA and for UC-TDMA with one and four nodes. Three series of tests were carried out, for five days each. The results of the battery life test for five days are shown in Figure 13 . This shows that UC-TDMA performs better than the continuous transmission scheme and its performance with regards to battery life improves as more nodes are added to the system. We implemented a WSN for CBM on the HVAC machinery room at UTA's Automation and Robotics Research Institute in about 45 minutes using our developed WSN and interface programming techniques. Extensive tests were done on energy efficiency and battery life, and it was found that the UC-TDMA protocol developed in this article significantly improves the energy efficiency of the installed WSN.
