In this paper, we find all the quasiconformal maps on a particular non-rigid 2-step Carnot group.
CHAPTER INTRODUCTION TO CARNOT GROUPS

Lie algebras
Lie groups are inherently tied to Lie algebras. For every Lie group, there is a corresponding Lie algebra, and conversely, for every finite-dimensional Lie algebra over the real numbers, R, there is a corresponding Lie group. For our purposes, we begin with the notion of a Lie algebra and show how the particular Lie algebra we work with in this paper can be considered as a Lie group. We begin by defining an integral piece of any Lie algebra, the Lie bracket. That is, a Lie bracket is a binary operation on the vector space V , that is bilinear, anticommutative, and satisfies the Jacobi identity. The only case that we consider is when F = R, and anticommutativity implies that [ x, x] = 0 for any x ∈ V in this case. (This property is referred to as alternativity.) Definition 1.1.2. A Lie algebra is a vector space V together with a Lie bracket. Each V i in the definition of a Carnot Lie algebra is referred to as the ith layer. Furthermore, V 1 is considered to be the horizontal direction, while the remaining layers, V 2 , ..., V r , are considered to be the vertical directions.
The specific Lie algebra we consider is n = RX ⊕ RY 1 ⊕ RY 2 ⊕ RZ 1 ⊕ RZ 2 , where X, Y 1 , Y 2 , Z 1 , and Z 2 are orthonormal vectors. (For ease of notation, these vectors are written without arrows.) We define the brackets [X, Y 1 ] = Z 1 and [X, Y 2 ] = Z 2 . All the other brackets of the basis vectors are 0. Setting V 1 = RX ⊕ RY 1 ⊕ RY 2 and V 2 = RZ 1 ⊕ RZ 2 , we get a 2-step Carnot Lie algebra, n = V 1 ⊕ V 2 . From now on, we reserve the use of n to refer specifically to this Carnot Lie algebra.
Group operation, norm, and metric
Given the basic framework of a Carnot Lie algebra, as well as the particular example we are working with, we discuss the corresponding Carnot group by first defining the group operation.
The operation, * , is given by the Baker-Campbell-Hausdorff formula (BCH formula). Definition 1.2.1. Given p, q ∈ n, we define p * q = p + q + It's easy to check that (n, * ) does indeed define a group. (The identity and inverses match those of vector addition.) So, n is a Lie algebra with corresponding Lie group (n, * ). We refer to the Lie algebra and the associated Lie group interchangeably as simply n, with the understanding that n has its group structure provided by the BCH formula.
Our eventual goal is to discuss quasiconformal maps on n. In order to do so, a metric on n is needed. The metric associated with Carnot groups is defined to be the infimum of the length of horizontal curves joining two points. This is referred to as the Carnot metric, d c . Rather than working with the Carnot metric, we define a distance function that can be used in it's place. We proceed by first defining a 'norm' on n. Definition 1.2.2. Let |·| 1 and |·| 2 be norms on V 1 and V 2 , respectively. The 'norm,' · , is given by
We can say the specific norms used on V 1 and V 2 are the Euclidean norm and write p =
∈ W for 0 = w ∈ W , as the bracket exists in the second layer, V 2 . On the
In other words, N (W ) = W ⊕ V 2 . Similar to W , N (W ) is a subspace of n that is trivially closed under the Lie bracket. So, N (W ) is indeed another subalgebra of n.
It was mentioned before that the subalgebras, W and N (W ), can actually be considered as subgroups of n. All that needs to be shown is that they're each closed under the group operation, * , given by the BCH formula. (This is a simple task as each is closed under vector addition, as a subspace, and closed under the Lie bracket, as a subalgebra.) Given that these subalgebras are subgroups, it's useful to consider the form of left cosets.
First, we can write p ∈ n as p = xX * (
, left cosets of N (W ) have the following form:
All elements in the same left coset of N (W ) have the same X component, matching that of a representative element. We can also write
While it's easy enough to see we can write p in this form through direct computation, it's easiest to just notice that 
(1.3.5)
All elements in the same left coset of W have the same X, Z 1 , and Z 2 components, when written in the same form as we initially wrote p. They match that of a representative element. 
If A is a linear isomorphism as well, then we refer to A as a Lie algebra isomorphism.
From now on, the term isomorphism implies a Lie algebra isomorphism. In any context, an isomorphism tends to preserve certain properties of the isomorphic objects. Recall the definition of the map ad (p) from the previous chapter. If we generalize the notion of this linear transformation to any Lie algebra, we can still discuss the rank of such a map. So, for some Lie algebra n 1 and a fixed x ∈ n 1 , we refer to the rank of ad ( x) as r ( x), just as before. What we see in the next theorem is that the rank of this map is one such property that's preserved by an isomorphism.
Proof. Fix x ∈ n 1 . Consider the maps ad ( x) : n 1 −→ n 1 and ad (A ( x)) : n 2 −→ n 2 . It suffices to show the dimensions of the images of the maps, ad ( x) (n 1 ) and ad (A ( x)) (n 2 ), are equal. So we need only show there is a linear isomorphism from ad ( x) (n 1 ) to ad (A ( x)) (n 2 ). We can simply use the isomorphism A restricted to ad ( x) (n 1 ). Then, all that needs to be shown is that the restriction map is onto ad (A ( x)) (n 2 ).
Let y ∈ ad (A ( x)) (n 2 ). So y = [A ( x) , y 1 ] for some y 1 ∈ n 2 . There exists x 1 ∈ n 1 such that
Graded isomorphisms
As alluded to in the last chapter, our interest in isomorphisms is with graded isomorphisms, which are Lie algebra isomorphisms that preserve the layers of a Carnot Lie algebra.
A Lie algebra homomorphism, A :
for each i = 1, 2, ..., r. If A is an isomorphism, then we refer to A as a graded isomorphism.
If A happens to be an isomorphism, then each layer is bijective. So A (V i ) = V i for each i = 1, 2, ..., r, and r = s. Graded isomorphisms are important to the discussion of the Pansu differential of a quasiconformal map, but first we need more information about the form of such a map on n. So, we consider how a graded isomorphism affects W .
Let A be a graded isomorphism on n. From Proposition 2.2.2,
, e, e 1 , e 2 ∈ R. We can use the Lie bracket to determine how A acts on the second layer of n, and we get
What we see is that any graded isomorphism on n is determined purely by how it acts on the first layer, V 1 . Also, since A : W −→ W represents an isomorphism, ad − bc = 0. (Otherwise, A isn't a linear isomoprhism.) 9
Quasiconformal maps
Our overarching goal is to give the form of any quasiconformal map on n. To do so, we need to make use of some established results. The following definitions give context to the results we need.
for all x, y ∈ M .
It's clear that a quasi-similarity is the same as a biLipschitz map.
Definition 2.3.2. Let F : M −→ N be a homeomorphism between two metric spaces. For any
x ∈ M and any r > 0, set
The map F is called quasiconformal if there is some H < ∞ such that
Notice this definition doesn't indicate the form of F , but rather what condition must be satisfied for a homeomorphism to be considered quasiconformal.
For Carnot groups, a quasiconformal map is equaivalent to a quasisymmetric map (see [1] ).
Bearing this in mind, the results we cite on quasisymmetric maps are immediately useful to us. A Carnot group that satisfies the hypothesis of the above theorem is said to have reducible first stratum. Given the result of Proposition 2.2.2, n has reducible first stratum. So, we can rephrase Theorem 2.3.4 for our situation.
Corollary 2.3.5. If F : n −→ n is a quasiconformal map, then F is biLipschitz.
The fact that quasiconformal maps on n are biLipschitz is very important, as we make use of this frequently in the last chapter. A result that is useful much sooner is given in the following theorem. Lemma 2.3.8. If F : n −→ n is a quasiconformal map and p ∈ n so that p * W is a left coset of
Proof. Let p * W be a left coset of W . So, p ∈ p * W , which implies 
Proof. Suppose p * W, q * W lie in the same left coset of N (W ). Hence, p and q have the same
occurs if we choose s with identical Y 1 , Y 2 components to r. We can make a similar choice for s regardless of r, so,
We get the same finite expression for
The reverse implication follows by contrapositive. So, suppose p * W, q * W don't lie in the same left coset of N (W ). It suffices to consider the case when p * W = xX * (
We claim: for t >
. Since the right hand side goes to
Case 1:
Proposition 2.3.11. If F : n −→ n is a quasiconformal map, then F permutes left cosets of
Proof. Suppose p, q are in the same left coset of N (W ). Then, p * W, q * W lie in the same left In a similar manner to Lemma 2.3.8, we can give the form of the image of left cosets of N (W )
under a quasiconformal map.
Lemma 2.3.12. If F : n −→ n is a quasiconformal map and p ∈ n so that p * N (W ) is a left coset of N (W ), then
Proof. See proof of Lemma 2.3.8.
The fact that any quasiconformal map permutes left cosets of W and N (W ) is important in terms of determining the form of any quasiconformal map on n.
13 Theorem 2.3.13. Let F : n −→ n be a quasiconformal map. There are real valued functions f =
By Lemma 2.3.12, F (xX * N (W )) = F (xX) * N (W ). The X component of every element of
) * W has the same Z 1 and Z 2 components, matching that of
. So, the Z 1 , Z 2 components are determined independently of y 1 and
In regards to finding the form of any quasiconformal map on n, we now have a starting point to work from. We work towards further refining the component functions, f, g 1 , g 2 , h 1 , h 2 , in the following chapters.
CHAPTER 3 DIFFERENTIABILITY OF QUASICONFORMAL MAPS
Pansu differentiability
By having a notion of differentiability of a quasiconformal map, we're able to gain more information about the component functions of the map. This, in turn, refines our knowledge of the map itself. We borrow the theory of Pansu differentiability from Pansu [4] . 
In the definition of Pansu differentiability, we refer to the graded homomorphism, A, as the Pansu differential of F at p, and write A = dF (p). This notation helps to put emphasis on the fact that the graded homomorphism is dependent on the point p.
Since the metric d is left invariant,
So we can rephrase the definition of Pansu differentiability to say that
We use this version of the limit to do our calculations. From now on, the term differentiability is used to refer specifically to Pansu differentiability. If we apply this theorem in conjunction with Fubini's Theorem, we get that for a.e. left coset p * W ,
F is differentiable at a.e. point in p * W .
Partial derivatives
With the notion of differentiability of a quasiconformal map on n established, we can now undergo the task of calculating some of the partial derivatives of the component functions, f , g 1 ,
Since we're working with the Euclidean norm on the first and second layers, we have the following inequalities:
All of which are less than or equal to |xX
We're able to find the partial derivatives we're concerned with by utilizing the limits of 3.2.1 and making careful choices for s.
Let F : n −→ n be a quasiconformal map such that F is differentiable at
First, recall that a graded isomorphism acts on V 1 as follows: 
Last,
So, again by Theorem 2.3.13, 
for someṽ 2 ∈ V 2 . (We calculateṽ 2 explicitly after choosing a particular s.) We can now apply the first three limits of 3.2.1 to get
as s −→ 0.
Let s =xX. (In other words,ỹ 1 =ỹ 2 =z 1 =z 2 = 0.) If we consider 3.2.5, we get
Hence, the derivative of f (x) is f (x) = e = e (p). (This is simply the definition of the derivative of a function from Calculus.) So, we see that e is a function that only depends on the X component of p. (It doesn't depend on y 1 , y 2 , z 1 , z 2 .) We can write e = e (x). Now, instead, let s =ỹ 1 Y 1 . If we consider 3.2.6, we get
Hence, the partial derivative of g 1 with respect to y 1 is
If we consider 3.2.7, we get
Hence, the partial derivative of g 2 with respect to y 1 is
If we let s =ỹ 2 Y 2 and consider 3.2.6 and 3.2.7 in a similar manner to the above calculations, then we find that the partial derivatives of g 1 and g 2 with respect to y 2 are
Recall that a graded isomorphism acts on V 2 as follows:
Now, let s =z 1 Z 1 +z 2 Z 2 , and we get 
We can now apply the last two limits of 3.2.1 to get
Using 3.2.9 and settingz 2 = 0 we get
Using 3.2.10 withz 2 = 0 we get
Hence, the partial derivatives of h 1 and h 2 with respect to z 1 are
we can write ea = e (x) a (x, z 1 , z 2 ) and eb = e (x) b (x, z 1 , z 2 ).
If we instead letz 1 = 0 and consider 3.2.9 and 3.2.10 in a similar manner, we get the partial derivatives of h 1 and h 2 with respect to z 2 are
While it can also be shown that the partial derivatives of g 1 and g 2 with respect to x are e 1 (p) and e 2 (p), respectively, this isn't be important to us. After we've gained more information about Recall, every quasiconformal map, F , has the form
has the form
In the last chapter, we found the partial derivatives of g 1 and g 2 with respect to y 1 and y 2 to be
Notice, these partial derivatives are independent of y 1 and y 2 . Since any biLipschitz map is absolutely continuous, we can recover g 1 and g 2 from their partial derivatives.
Proposition 4.1.1. There are functions t 1 (x, z 1 , z 2 ), t 2 (x, z 1 , z 2 ) such that the component functions g 1 , g 2 can be written as
After finding the partial derivatives of h 1 and h 2 , we saw that a, b, c, d don't depend on all the components of p, but rather on just the X, Z 
, so that p and q only vary in the
holds for any choice of y 1 , y 2 .
If we let y 1 −→ ∞, we see that a (x,z 1 ,z 2 ) − a (x, z 1 , z 2 ) = 0. If we let y 2 −→ ∞, we see
The next step is to show that a, b, c, d don't depend on the X component of p. To make things easier, we first consider the component functions, g 1 , g 2 , in terms of a matrix equation
The following proposition is equivalent to saying a, b, c, d are constant. 
for any x,x ∈ R.
Proof. We proceed by contradiction.
Assume the matrices aren't equal, therefore, there exists a w ∈ W ,
for some x,x ∈ R, x =x.
It's not difficult to show, by direct computation, that F (p * tw) = F (p) * tM w and F (q * tw) =
we get
Notice,
Under the assumption that tM w = tM w, the t term can't vanish in both the Y 1 and
Applying the norm to this expression, we see d (p * tw, q * tw) grows like t Taking the initial problem of finding the form of a quasiconformal map on n one step further, we find that the reverse implication of Theorem 4.4.1 is also true. Hence, we get the following, stronger, theorem. 
29
In a general metric space, quasiconformal maps are not always as rigid as the case we've examined. In Euclidean space, for example, not all quasiconformal maps are biLipschitz. On the other hand, every quasiconformal map of the quaternion Heisenberg group is a similarity (see [4] ).
In our case, not only are all quasiconformal maps biLipschitz (see 2.3.5), they're even more rigid as exhibited by permuting certain left cosets (see 2.3.7, 2.3.11, 4.4.2) and having a specific form (see 4.4.4).
