This paper studies the properties of naive block bootstrap tests that are scaled by zero frequency spectral density estimators (long run variance estimators). The naive bootstrap is a bootstrap where the formula used in the bootstrap world to compute standard errors is the same as the formula used on the original data. Simulation evidence shows that the naive bootstrap can be much more accurate than the standard normal approximation. The larger the HAC bandwidth, the greater the improvement. This improvement holds for a large number of popular kernels, including the Bartlett kernel, and it holds when the i.i.d. bootstrap is used and yet the data are serially correlated. Using recently developed fixed-b asymptotics for HAC robust tests, we provide theoretical results that can explain the finite sample patterns. We show that the block bootstrap, including the special case of the i.i.d. bootstrap, has the same limiting distribution as the fixed-b asymptotic distribution. For the special case of a location model, we provide theoretical results that suggest the naive bootstrap can be more accurate than the standard normal approximation depending on the choice of the bandwidth and the number of finite moments in the data. Our theoretical results lay the foundation for a bootstrap asymptotic theory that is an alternative to the traditional approach based on Edgeworth expansions. * For helpful comments and suggestions we thank an editor and two anonymous referees,
Introduction
In this paper we analyze bootstrap procedures applied to tests based on heteroskedasticity autocorrelation (HAC) robust variance estimators using time series data that is covariance stationary.
Because of dependence in the data, implementation of the bootstrap is more complicated than in the i.i.d. case. Many variants of the bootstrap have been proposed for dependent data including the well known moving blocks bootstrap originally proposed by Kunsch (1989) . Theoretical conditions under which the block bootstrap can be expected to provide refinements have been established by Götze and Künsch (1996) , Lahiri (1996) , Andrews (2002) and others. Refinements of the block bootstrap in generalized method of moments (GMM) models have been shown by Hall and Horowitz (1996) and Inoue and Shintani (2006) . The theoretical results in these papers have been established using Edgeworth expansions with leading terms that are distributed standard normal.
When the moving blocks bootstrap (MBB) is applied to tests based on heteroskedasticity autocorrelation robust variance estimators, a particular version of the MBB has been labeled "naive"
by Davison and Hall (1993) . The naive bootstrap uses the same formula for the HAC estimator in the bootstrap world as is used on the original data. While this may seem to be a natural way to proceed with the MBB, Davison and Hall (1993) and Götze and Künsch (1996) have shown that the naive MBB will not provide higher order accuracy as measured by Edgeworth expansions. To obtain higher order Edgeworth results they show that the HAC estimator in the bootstrap world needs to be computed using a formula that reflects the constraint on the correlation structure of the bootstrap data imposed by the moving blocks scheme. Recent work by Inoue and Shintani (2006) extends the Edgeworth analysis to certain testing problems in the GMM framework.
In a recent paper, Kiefer and Vogelsang (2005) reported small sample simulation results for HAC robust t-statistics for testing hypotheses about the sample mean of a stationary univariate time series. They found that the naive bootstrap, including the i.i.d. bootstrap, can dramatically outperform the standard normal approximation, and this improvement over the standard normal approximation occurs for many kernels including the Bartlett kernel. The case of the Bartlett kernel is interesting because the Edgeworth expansion results in the literature suggest that even the nonnaive version of the MBB will not be more accurate than the standard normal approximation in the Bartlett kernel case. The simulations reported by Kiefer and Vogelsang (2005) also exhibited an interesting and persistent pattern: the naive MBB, especially the i.i.d. bootstrap, closely mimics rejections that are obtained when using the fixed-b asymptotic approximation proposed in their paper. Because these finite sample patterns are not predicted by the existing Edgeworth theory, an alternative theory is needed to understand the finite sample performance of the naive MBB.
In this paper we develop a theoretical framework that can be used to explain the finite sample patterns reported by Kiefer and Vogelsang (2005) . We make two theoretical contributions. First, we provide sufficient conditions under which the naive MBB has the same first order fixed-b asymptotic distribution as the original statistic. This result holds for fixed block lengths (including the special case of the i.i.d. bootstrap) and for block lengths that increase with the sample size but at a slower rate 1 . This result explains why rejections using the naive MBB closely follow the rejections using fixed-b asymptotic critical values. Second, in a simple location model and for the special case of the Bartlett kernel, we develop a higher order asymptotic theory to show that the i.i.d. bootstrap has an error in rejection probability (ERP) that may converge to zero faster than the ERP of the standard normal approximation depending on the bandwidth choice and the number of finite moments that exist in the data. Ex ante, it is not intuitively obvious that the i.i.d. bootstrap could be more accurate than the standard normal approximation (see Singh (1981) ). Ex post, this property is no longer surprising when viewed from within the fixed-b asymptotic framework.
In establishing the higher order properties of the i.i.d. bootstrap, we provide an upper bound on the error rate of the fixed-b approximation and show that this is of the same order as the upper bound on the i.i.d. bootstrap error. Specifically, the bound we derive is of the order O T −1/2+3/(2p) , where p is the number of finite moments in the data. In contrast, the error rate of the normal approximation for one-tail tests based on the Bartlett kernel is O T −1/2 + O M T + O M −1 , where M is the bandwidth parameter (see e.g. Sun and Phillips (2009) ). Any rate for M that is either larger or smaller than O √ T implies a normal approximation error of magnitude larger than O T −1/2 . This is unequivocally larger than our upper bound when p = ∞; when p < ∞, it can be larger or smaller than our upper bound depending on the particular value of p and how it relates to the rate of M . For instance, p > 9 suffices if M = O T 1/3 , which is the rate of the conventional MSE-optimal bandwidth parameter choice for the Bartlett kernel. If M = O √ T , which is the optimal-ERP bandwidth choice for one sided confidence intervals as recently found by Sun and Phillips (2009) , the normal approximation error converges at the best possible rate of O T −1/2 . In this case, our upper bound on the fixed-b (and the i.i.d. bootstrap) approximation is at least of the same order (they are of equal order only if p = ∞ as when the data is Gaussian) and our upper bound becomes uninformative.
Recently, Jansson (2004) and Sun, Phillips and Jin (2008) analyzed the higher order asymptotic properties of the fixed-b asymptotic theory for the simple location model when the data is Gaussian.
The upper bound on the error rate of the fixed-b asymptotics we derive here when p = ∞ is not as fast as the rates found by Jansson (2004) and Sun et al. (2008) . Thus, the bound on the ERP we provide is not sharp. While it is possible that the results in Jansson (2004) and Sun et al. (2008) extend to the non-Gaussian case studied here, establishing such results appear very difficult. Because Jansson (2004) and Sun et al. (2008) obtain results under the assumption that the data is Gaussian, their results cannot be applied to the bootstrap since the bootstrap data cannot be Gaussian by construction.
The remainder of the paper is organized as follows. In the next section we describe the model and test statistics. We review the fixed-b asymptotic approximation. Section 3 reports simulation results for the simple location model and for a stationary regression model. The simulations illustrate the performance of the naive MBB relative to the standard normal and fixed-b approximations.
In Sections 4 and 5 we provide theoretical explanations for several of the patterns that emerge from the simulations. Section 4 focuses on stationary regression models and establishes the first order asymptotic equivalence between the naive bootstrap and the fixed-b asymptotic approximation.
These results could be generalized in straightforward ways to nonlinear models estimated by generalized method of moments. In Section 5 we narrow the focus to the simple location model and we provide higher order asymptotic results for Bartlett kernel based tests. These results establish that the fixed-b asymptotic approximation and the naive i.i.d. bootstrap have ERPs that converge to zero at rates faster than the standard normal approximation. In Section 6 we discuss heuristic comparisons between fixed-b asymptotic approximations and the Edgeworth approximations derived by Velasco and Robinson (2001) in an effort to shed some light on the relative performance of Edgeworth approximations and the naive bootstrap/fixed-b asymptotics in the simple location model. Proofs are given in two mathematical appendices.
Model and Test Statistics
Throughout the paper we focus on stationary regression models of the form
where x t and β are s × 1 vectors. The stationary time series {x t } and {u t } are autocorrelated and possibly conditionally heteroskedastic. It is assumed that u t is mean zero and is uncorrelated with
The parameter of interest is β and its estimator isβ = T t=1 x t x ′ t −1 T t=1 x t y t , the ordinary least squares (OLS) estimator. Let Q = E (x t x ′ t ) and Ω = lim T →∞ V ar T −1/2 T t=1 v t , where v t = x t u t . For HAC robust testing we require estimates of Q and Ω. The usual estimate of Q
Estimation of Ω is often implemented with a kernel variance estimator such asΩ
where
is continuous at x = 0, and M is the bandwidth parameter, which can act as a truncation lag for kernels such that k (x) = 0 for |x| > 1.
Consider testing the null hypothesis H 0 : Rβ = r against H 1 : Rβ = r, where R is a q × s matrix of rank q and r is a q × 1 vector. We consider the following F -type statistic:
Rβ − r /q.
In the case where q = 1 we can consider t−statistics of the form
Under suitable regularity conditions (described subsequently), √ T Rβ − r can be approximated by a vector of normal random variables with variance-covariance matrix RQ −1 ΩQ −1 R ′ . Given that p limQ = Q, the traditional asymptotic approach seeks to establish consistency ofΩ to justify approximatingΩ by Ω. Consistency ofΩ requires that M → ∞ as T → ∞, but M/T → 0. Under the traditional approach, F T has a limiting chi-square distribution and t T has a limiting standard normal distribution.
An alternative approximation forΩ has been proposed by Kiefer and Vogelsang (2005) . Suppose the bandwidth is modelled as M = bT , with b a fixed constant in (0, 1]. Because b is held fixed in this asymptotic nesting of M , this approach has been labelled fixed-b asymptotics. Under fixed-b asymptotics,Ω converges to a random variable (rather than a constant) that depends on the kernel and bandwidth. As a consequence, F T and t T have nonstandard distributions. These limiting distributions are useful for testing because they reflect the choice of bandwidth and kernel but are otherwise asymptotically pivotal (i.e. independent of nuisance parameters) and critical values can be tabulated. For example, under suitable regularity conditions (to be described subsequently), Kiefer and Vogelsang (2005) showed that
where ⇒ denotes weak convergence, W i (r) is an i × 1 vector of independent standard Wiener processes and Q i (b) is a random matrix that depends on the kernel. For example, in the case of the Bartlett kernel,
An alternative to asymptotic approximations is the bootstrap. In this paper we focus on the MBB of Kunsch (1989) and Liu and Singh (1992) . Define the vector w t = (y t , x ′ t ) ′ that collects the dependent and the explanatory variables for each observation. Let ℓ ∈ N (1 ≤ ℓ < T ) be a block length, and let B t,ℓ = {w t , w t+1 , . . . , w t+ℓ−1 } be the block of ℓ consecutive observations starting at w t . Note that ℓ = 1 gives the standard i.i.d. bootstrap. For simplicity take T = k 0 ℓ.
The MBB draws k 0 = T /ℓ blocks randomly with replacement from the set of overlapping blocks {B 1,ℓ , . . . , B T −ℓ+1,ℓ }. Let F * T and t * T denote the naive bootstrap versions of F T and t T . F * T and t * T are computed as follows. Given a bootstrap resample w * t = (y * t , x * ′ t ) ′ , let β * denote the OLS estimate from the regression of y * t on x * t and let
is used in place of v t . The naive bootstrap statistics are defined as
where r * = R β, and in the case of q = 1,
Although the bootstrap statistics obviously depend on ℓ, we do not index them by ℓ to simplify notation. These bootstrap statistics are naive in the sense that they are computed with standard errors that are of the same form as those used in computing F T and t T using the resampled data in place of the original data. The empirical distributions of F * T and t * T can be accurately estimated using simulations.
As a benchmark for the simulations in the next section, we also consider the version of the MBB proposed by Götze and Künsch (1996) which we label the GK-MBB. The GK bootstrap statistics take the same form as in (5) and (6) except that r * is replaced by
x t+s y t+s , andΩ * is replaced with
Note thatβ andΩ * GK reflect the impact of the block structure of the resampled data on the mean and variance ofβ * . Recentering and rescaling with r * GK andΩ * GK have the effect of making the Edgeworth expansions of the original and bootstrap statistics close to each other.
Finite Sample Performance
In this section we use simulations to compare and contrast the finite sample performance of the standard asymptotic approximation, the fixed-b asymptotic approximation and the naive and GK bootstraps. We first present results for the simple location model followed by results for a stationary regression model with four regressors. The simple location model simulations illustrate interesting patterns in the relative performance of the different asymptotic approximations. Theoretical results that can explain some of these patterns are provided by the higher order asymptotic theory in Consider the simple location model,
{ε t } ∼ i.i.d.N (0, 1) and u 1 = 0. We consider testing the null hypothesis that β 1 ≤ 0 against the alternative that β 1 > 0 at a nominal level of 5% using
where se β 1 is the HAC standard error estimate. We focus on a one-sided test because the theoretical results developed in Section 5 apply to one-sided tests. The true parameter, β 1 , is set equal to zero and we consider three values for the AR parameter ρ: 0.0, 0.5 and 0.9. In the simulations, 10, 000 random samples are generated for the sample size T = 50. Similar patters were found for other sample sizes. We consider the Bartlett and the QS kernels (results for other kernels are available from the authors) and report results across 25 different values of the bandwidth: M = 2, 4, . . . , 48, 50. We reject the null hypothesis whenever tβ 1 > t c , where t c is a critical value.
The methods differ in the way in which the critical value is calculated. In particular, t c = 1.645 is used for the standard asymptotic approximation, whereas for the fixed-b approximation t c is the 95% percentile of the fixed-b asymptotic distribution derived by Kiefer and Vogelsang (2005) .
Given Götze and Künsch (1996) we also implement both bootstraps using ℓ = M .
We also report rejection probabilities using the Edgeworth approximation for t c derived by Velasco and Robinson (2001) . Using t z to denote the right-tail N (0, 1) critical value, the Edgeworth critical value is given by
where We implement the Edgeworth approximation in two ways. In the first, we make the unrealistic assumptions (from the perspective of practice) that it is known that the errors are AR (1) and that the value of ρ is known. This provides an infeasible benchmark. In the second, we re-
place Ω with Ω and we replace is not considered here.
The performance of the Edgeworth approximations are interesting. The most relevant pattern is that neither Edgeworth approximation closely follows the naive MBB suggesting that theoretical explanations for the patterns displayed by the naive MBB will not be found using Edgeworth arguments. This is not surprising given the theoretical arguments made by Davison and Hall (1993) and Götze and Künsch (1996) the feasible Edgeworth consistently is more accurate than the N (0, 1) but is less accurate than the naive MBB or fixed-b. The infeasible Edgeworth behaves much differently in the presence of serial correlation. When the bandwidth is small, the infeasible Edgeworth tends to under-reject, especially when ρ = 0.9. When the bandwidth is large and the Bartlett kernel is used, the infeasible Edgeworth has rejections very similar to the naive MBB but it tends to over-reject more than those tests when the QS kernel is used. Overall it is interesting to note that the feasible and infeasible Edgeworth approximations do not seem systematically linked to each other.
Looking at Figures 2 and 4 it is apparent that the naive MBB and GK-MBB exhibit different patterns. When the block length is set to 5, the naive bootstrap clearly follows the fixed-b rejections whereas the GK bootstrap clearly follows the N (0, 1) rejections. Not surprisingly, the GK bootstrap reduces the over-rejection problem of the N (0, 1) approximation. Comparing the naive and GK bootstraps indicates that the naive bootstrap tends to deliver rejections closer to 0.05 than the GK bootstrap when ℓ = 5 for all three values of ρ, and as M increases, the naive bootstrap has rejections much closer to 0.05 than the GK bootstrap. When setting ℓ = M , both bootstraps perform reasonably well when ℓ and M are small but they become erratic as ℓ and M become large. This is to be expected given that theoretical results in the MBB literature (this paper included) require the block length to be of smaller order than the sample size.
To show that many of the patterns in the simple location model continue to hold in a regression setting, we now report results for a stationary regression model with four regressors using the well-studied setup of Andrews (1991) . We consider the linear regression model
where {u t } is given by (8) and
where v ti are generated as i.i.d. N (0, 1) errors that are independent of each other and independent with u t . We used 2, 000 replications.
We consider testing the null hypothesis that β 2 = 0 against the alternative that β 2 = 0 at a nominal level of 5%. The test statistic is
where se β 2 is a HAC standard error estimate. Because tβ 2 is exactly invariant to the values of the other regression parameters, we set them to zero without loss of generality. We reject the null hypothesis whenever tβ 2 > t c , where t c is a critical value. We use the same setup as in the simple location model except that we report results for a wider range of block lengths ℓ ∈ {1, 5, 10, 25}.
We do not report Edgeworth results because formal Edgeworth expansions do not appear available for regression models. We consider a two-sided test in the regression case to show that many of the patterns seen for the one-sided test in the simple location model carry over to two-sided tests. Focusing on the case of ℓ = 10, we see that the naive bootstrap performs better than both the N (0, 1) and fixed-b approximations. As M increases, rejections become close to 0.05 for both kernels and all three values of ρ. The GK bootstrap shows different patterns. It tends to under-reject with M is small and tends to over-rejects when M is large although is also performs better than both the N (0, 1) and fixed-b approximations. With ℓ = M both bootstraps have similar rejections when ℓ, M are small and both are improvements over the asymptotic approximations. But, as ℓ, M increase, the similarity of the bootstraps begins to break down and both bootstraps become erratic as ℓ, M become large.
In unreported simulations we computed finite sample power 4 of the tests over a grid of values for β 1 in the location model and β 2 in the regression model. We found that power of the naive bootstrap closely follows power when using the fixed-b critical value. As M increases, power of both the naive MBB and fixed-b decrease and this pattern is consistent with local asymptotic power calculations reported by Kiefer and Vogelsang (2005) . Power using the N (0, 1) approximation is often higher but this is largely due to the substantial over-rejection problem of the normal approximation under the null.
The patterns in the simulations in both the simple location and regression models suggest that the fixed-b approximation and the naive MBB are systematically related and that they may provide an improvement over the N (0, 1) approximation. Careful choice of the block length may provide an improvement over the fixed-b approximation. Comparisons to the GK-MBB suggest that the naive and GK bootstraps are not systematically related. Obtaining theoretical results that explain all of these patterns is a very challenging research program. In the next section we establish the asymptotic equivalence of the fixed-b approximation and the naive MBB in stationary regression models. We then focus on the simple location model and show that the naive MBB theoretically is more accurate than the N (0, 1) approximation when the Bartlett kernel is used. The very difficult question as to whether with careful choice of the block length the naive bootstrap can improve upon the fixed-b approximation is beyond the scope of this paper.
Fixed-b Bootstrap Asymptotics
In this section we derive the asymptotic distribution of naive block bootstrap HAC robust tests under the fixed-b asymptotics. In particular, for linear regression models we show that t * T and F * T have the same limiting fixed-b distribution as t T and F T . Define Kiefer and Vogelsang (2005) we make the following two high level assumptions:
Here, we assume in addition that the statistic of interest, A T , is such that:
A3. A T can be written as
where g is a continuous functional of (X T (r) , Q T (r) , D T (r)), and D T (r) is a vector of deterministic functions of T and r such that
Condition A3 is a general way of expressing statistics that includes t T and F T . The function D T (r) reflects the choice of kernel. Using the arguments of Kiefer and Vogelsang (2005) , it follows thatΩ is a continuous functional of the processes X T (r) , Q T (r) , and D T (r), where Under conditions A1 through A3, an application of the continuous mapping theorem (CMT) implies that as T → ∞, series. We use the following notation for the bootstrap asymptotics (see Chang and Park (2003) for similar notation and for several useful bootstrap asymptotic properties): Let Z * T be a sequence of bootstrap statistics. We write Z * T = o P * (1) in probability, or Z * T → P * 0 in probability, if for any
Finally, we write Z * T ⇒ P * Z in probability if, conditional on the sample, Z * T weakly converges to Z under P * , for all samples contained in a set with probability converging to one. Specifically, we write Z * T ⇒ P * Z in probability if and only if E * (f (Z * T )) → E (f (Z)) in probability for any bounded and uniformly continuous function f .
Suppose the bootstrap processes X * T (r) and Q * T (r) satisfy the following assumptions, in probability:
In this section we study the asymptotic behavior of naive bootstrap statistics, i.e., we suppose that A3 * . The bootstrap statistic A * T can be written as
where g and D T (r) are as defined in A3.
According to condition A3 * , the bootstrap statistic is equal to the exact same function as the original statistic, but replaces the bootstrap data for the real data. This is the sense in which the bootstrap statistic is naive. It is a very straightforward algebraic calculation to show that t * T and F * T satisfy condition A3 * . In particular, note that the recentering ofβ * aroundβ ensures that the bootstrap statistics can be expressed as the same functionals of X * T (r) , Q * T (r) and D T (r) as the original statistics. It is clear that under Assumptions A1 * -A3 * , by an application of the CMT, we have that
in probability. Because the random variable g (·, ·, ·) is pivotal (as in the case of t and F tests), the limiting distribution of A * T coincides with the limiting distribution of A T , independently of Λ * and Q * . Thus, the asymptotic equivalence between A * T and A T depends crucially on the conditions A1 * and A2 * . Next, we provide primitive conditions on {x t } and {v t } that are sufficient for A1 * and A2 * .
We derive results under the assumptions that {x t } and {v t } are near epoch dependent (NED) on an underlying mixing process {ε t }. NED processes allow for very general forms of dependence and contain mixing processes as a special case. For a general time series {w t }, we view each coordinate w t as a measurable function of the potentially infinite history of another underlying process {ε t }, i.e. w t (. . . , ε t−1 , ε t , ε t+1 , . . .) . Let F t s ≡ σ (ε s , . . . , ε t ) for any s ≤ t be the sigma-field generated by ε s , . . . , ε t , and let E t s denote the expectation conditional on F t s . We say {w t } is L q -NED on {ε t }, q ≥ 1, if w t q < ∞ and
Here and in what follows, w q = for some δ > 0, we say {w t } is L q -NED of size −a. We assume {ε t } is strong mixing.
The strong mixing coefficients are
We impose the following assumptions on {x t } and {v t }:
1c. v t p ≤ ∆ < ∞, and E (v t ) = 0 for all t = 1, 2, . . . . 1d. {v t } is a weakly stationary sequence L 2 -NED on {ε t } with NED coefficients of size − 1 2 .
1e. {ε t } is an α-mixing sequence with α k 0 of size
We can show that Assumption 1 is a sufficient assumption for the high level conditions A1 and A2. Note that under Assumption 1, Ω = lim T →∞ V ar T −1/2 S T exists. We further assume Ω is positive definite, which ensures the existence of a matrix Λ such that Ω = ΛΛ ′ . Next, we show that the following strengthened version of Assumption 1 is sufficient to ensure that conditions A1 * and A2 * hold.
For some p > 2 and δ > 0, v t p+δ ≤ ∆ < ∞, and E (v t ) = 0 for all t = 1, 2, . . . . 1d ′ . {v t } is a weakly stationary sequence L 2+δ -NED on {ε t } with NED coefficients of size −1.
Lemma 4.1 Under Assumption 1 strengthened by Assumption 1 ′ , it follows that, a) For any fixed ℓ such that 1 ≤ ℓ < T, as T → ∞,
in probability, where Λ ℓ is the square root matrix of
in probability, where Λ is the square root matrix of Ω.
c) Under both sets of assumptions on ℓ, it follows that
Parts a) and b) of Lemma 4.1 provide functional central limit theorems (FCLT) for the bootstrap partial sum process of the bootstrap scores
To prove these results, we apply a bootstrap FCLT (Lemma A.3 given in the Appendix) for
, when {X * t } is a MBB resample of {X t }, a NED process on a mixing process. Lemma A.3 is a multivariate extension of an univariate bootstrap FCLT given in Paparoditis and Politis (2003) for stationary mixing processes to the NED case.
We consider two cases: a) one where ℓ is fixed as T → ∞, and b) another where ℓ → ∞ as T → ∞. Note that the first case includes the i.i.d. bootstrap as a special case. According to Lemma 4.1, the bootstrap partial sum process X * T (r) weakly converges to a Brownian motion with the "right" covariance matrix Ω only if the block size ℓ increases with the sample size at an appropriate rate. When ℓ is fixed, the limiting covariance matrix is Ω ℓ , which is different from Ω under general autocorrelation. This reflects the well-known fact that the MBB with fixed block size (and therefore the i.i.d. bootstrap) achieves only partial correction of dependence (cf. Liu and Singh (1992) ).
Our first formal theoretical result is as follows.
Theorem 4.1 Let b ∈ (0, 1] be a constant and suppose M = bT . Let Assumption 1 strengthened by Assumption 1 ′ hold, and let k (x) be the Bartlett kernel or let k(x) be such that k ′′ (x) exists and is continuous everywhere with the possible exception of |x| = 1. Suppose the block size ℓ is either
in probability, where Q q (b) is a random matrix defined in Definition 1 of Kiefer and Vogelsang (2005) .
Theorem 4.1 shows that the naive bootstrap F test statistic has asymptotically the same distribution of F T derived under the fixed-b asymptotics nesting of Kiefer and Vogelsang (2005) . A similar result holds for t * T . The first implication of Theorem 4.1 is that a naive bootstrap is as accurate to first order as the first order fixed-b asymptotics of Kiefer and Vogelsang (2005) . The second implication is that a simple i.i.d. bootstrap is asymptotically valid (and equivalent to first order to the fixed-b asymptotic limit), even in the presence of serial correlation. This result is a consequence of the asymptotic pivotalness of the F statistic.
Higher-order results
In this section we provide an upper bound on the rate of convergence of the error implicit in the naive i.i.d. bootstrap approximation and show that it can be smaller than the error of the N (0, 1) approximation even for dependent data. We focus on the t-statistic in the simple location model given by (7), i.e. we assume x t ≡ 1 for all t. Here the score vector v t is equal to the scalar u t . We derive results for the Bartlett kernel because Ω can be expressed as a relatively simple function of X T (r) in this case. We expect our results to naturally extend to other kernels although the details are likely to be very tedious.
In this section we assume u t is a linear process. This is a more restrictive dependence assumption than our previous NED Assumption 1. To prove our results, we will rely on the method of strong approximations (see below for more details on this method), available for linear processes, and this is the main reason why we restrict attention to the special class of linear processes. We are unaware of such results for NED sequences. Thus, we let
with π (z) = ∞ j=0 π j z j , and make the following additional assumptions.
Assumption 2 a) ε t are i.i.d. with E (ε t ) = 0, E ε 2 t = σ 2 and E |ε t | p < ∞ for some p > 2.
b) π (z) = 0 for all |z| ≤ 1 and
Under Assumption 2, the FCLT for linear processes (cf. Theorem 3.4, Phillips and Solo, 1992) implies that
where Ω = Λ 2 ≡ π 2 (1) σ 2 is the long run variance under Assumption 2. To establish our results we need a result stronger than this invariance principle. In particular, we need specific rates of convergence of the partial sum process for its limiting process. This can be achieved through the method of strong approximations. Recently, Park (2003) uses strong approximations to show that the bootstrap provides an asymptotic refinement for unit root tests. Similarly, Park (2006) relies on this method to show asymptotic refinements of the bootstrap in the context of weakly integrated processes. Our methods of proof will closely follow those of Park (2006) .
Consider the following probabilistic embedding of the partial sum process of u t :
In what follows, we will not make a distinction between W T and its distributionally equivalent copy W 0 T . Therefore we will interpret the distributional equality = d as the usual equality. The Skohorod representation theorem guarantees that there exists a probability space (Ω, F, P ) supporting W T and W 1 such that W T → ΛW 1 a.s. uniformly in [0, 1] . Moreover, we can state the following result, which follows from a strong approximation result due to Akonom (1993) (Theorem 3, p. 74).
Lemma 5.1 Under Assumption 2, we have that
+ǫ .
Part a) of Lemma 5.1 shows that the stochastic order of sup r∈[0,1] |W T (r) − ΛW 1 (r)| is equal to
As we will show next, the t-statistic can be written as a functional of W T (r) (or of its distributionally equivalent copy T −1/2 [T r] t=1 u t ). Thus, we can use part a) to determine the stochastic order of the error term in the stochastic expansion of the t-statistic. Part b) shows that W T can be approximated by ΛW 1 with an error that is distributionally 5 of order O T −1/2+3/(2p) .
Thus, although the approximation error of W T with ΛW 1 is of order O P T −1/2+1/p , its effect is distributionally of a larger order of magnitude, namely O T −1/2+3/(2p) . We will rely on this result to derive the error of the fixed-b asymptotic approximation.
Asymptotic expansion of the t-statistic
We first provide an asymptotic expansion for the t-statistic. The t-statistic can be written as follows:
Thus,Ω is the Bartlett kernel variance estimator of Ω = lim T →∞ V ar T −1/2 T t=1 u t = σ 2 π 2 (1). The bandwidth is equal to M = bT , where b is a fixed constant. Following Kiefer and Vogelsang (2005) , we can writeΩ
Lemma 5.2 Under Assumption 2, and for any fixed b ∈ (0, 1], we havê
with Q 1 (b) given by (4).
Lemma 5.2 provides an asymptotic expansion forΩ with remainder O P T −1/2+1/p . The leading term of this expansion is the distribution derived by Kiefer and Vogelsang (2005) . The rate of convergence ofΩ increases with p, the number of finite moments of ε. If all moments of ε exist, we can set p = ∞ and get the parametric convergence rate of O P T −1/2 . Our next result provides the asymptotic expansion for the t-statistic.
Theorem 5.1 Under Assumption 2, and for any fixed b ∈ (0, 1], we have
where tβ 1 and Q 1 (b) are defined as above.
The leading term of the expansion for tβ 1 is the fixed-b first-order asymptotic distribution derived by Kiefer and Vogelsang (2005) . Using Lemma 5.1. b) and following Park (2003, Corollary 3 .8) we can prove the following corollary to Theorem 5.1.
Corollary 5.1 Under Assumption 2, and for any fixed b ∈ (0, 1], we have P tβ
uniformly in x ∈ R, for any ǫ > 0.
Corollary 5.1 gives an upper bound on the rate at which the true sampling distribution of We should point out that stronger results than Corollary 5.1 have been obtained in some recent work if it assumed that u t is Gaussian. Jansson (2004) has established that (the bound on) the error of the fixed-b asymptotic approximation is O log T T for the case of the Bartlett kernel with b = 1. This result has been refined to O(T −1 ) and extended to a general class of kernels and wider range of b by Sun et al. (2008) . In contrast, our bound is of order O T −1/2 when u t is Gaussian, implying that the method of strong approximations does not deliver a sharp bound in the Gaussian case. While the error rate results of Jansson (2004) and Sun et al. (2008) are stronger than ours, it is not known whether they continue to hold without the Gaussian assumption. Because the Gaussian assumption cannot hold for the bootstrap, the methods of proof used by Jansson (2004) and Sun et al. (2008) cannot be directly applied to the bootstrap.
Asymptotic expansion of the naive i.i.d. bootstrap t-statistic
Next, we provide an asymptotic expansion for the naive i.i.d. bootstrap statistic. Let
be an i.i.d. bootstrap sample. Note that u * t = y * t −ȳ, where y * t is an i.i.d. bootstrap observation drawn from {y t } . The naive i.i.d. bootstrap t−statistic is defined as
whereβ * 1 = y * andΩ * is of the same form asΩ but evaluated with the bootstrap data:
t , and By a bootstrap FCLT,
in probability, where W 1 denotes a standard Brownian motion independent of the realization of u t . As above, we can find a process W * T that has the same distribution as W 0 * T , conditional on the original sample, and such that the following result follows. We write
in probability, where the equality is to be interpreted as an equality in distribution under the bootstrap measure. The following result is a strong approximation for the bootstrap partial sum process.
Lemma 5.3 Under Assumption 2, we have
The next result gives an expansion forΩ * and is the bootstrap analogue of Lemma 5.2.
Lemma 5.4 Under Assumption 2, we havê
, in probability, where Q 1 (b) is as defined previously.
Given Lemma 5.4, we can derive the following asymptotic expansion for the naive i.i.d. bootstrap t-statistic.
Theorem 5.2 Under Assumption 2, we have
The following corollary to Theorem 5.2 shows that the effect of the remainder term in the asymptotic expansion of tβ * 1 is distributionally of order O T −1/2+3/(2p) .
Corollary 5.2 Under Assumption 2, we have
It then follows from Corollaries 5.1 and 5.2 that
The result in (12) shows that the bound on the i.i.d. bootstrap error is of the same order of magnitude as the bound on the error implied by the fixed-b asymptotic approximation. In particular, if p = ∞ the i.i.d. bootstrap error bound is arbitrarily close to o P T −1/2+ǫ , smaller than the error implied by the normal approximation when M = cT δ , and δ = 1/2. In particular, the i.i.d. bootstrap error is smaller than the error associated with the normal approximation when the optimal MSE bandwidth is used to compute the HAC Bartlett kernel estimator whenever p > 9.
When M = O √ T , the optimal-ERP bandwidth, the bound on the i.i.d. bootstrap error is of the same magnitude as the normal error when p = ∞ and it is larger when p < ∞. Therefore, no conclusions can be obtained in this case because our bound results are not sharp.
The reason why the i.i.d. bootstrap can provide a refinement in this context is that it replicates the fixed-b distribution. This is true even when the data are dependent, as we showed more generally before.
Heuristic Comparisons of Edgeworth and Fixed-b
While rigorous comparisons of the Edgeworth approximations with fixed-b approximations are well beyond the scope of this paper, some heuristic comparisons can be instructive for guiding future work. In deriving formal Edgeworth approximations, Velasco and Robinson (2001) approximate the bias and variance of the HAC variance estimator under the traditional assumption that M/T shrinks to zero. In the simple location model we have from Velasco and Robinson (2001) for the QS kernel
Although the Bartlett kernel does not satisfy the assumptions used by Velasco and Robinson (2001) , existing results in the spectral analysis literature give for the Bartlett kernel
Notice that the Edgeworth approximation (9) is a function of these moments.
Alternatively, the fixed-b approximation approximates the entire distribution of Ω:
The bias of Ω/Ω can be approximated by E(Q 1 (b) − 1). It is interesting to compare E(Q 1 (b) − 1) and V ar(Q 1 (b)) with the traditional bias and variance formulas. For the Bartlett kernel (see Kiefer and Vogelsang (2005) )
Recalling 
Conclusion
In this paper, we theoretically analyze the performance of the naive MBB applied to HAC robust tests based on nonparametric kernel estimators of the long run variance. In simulations reported here and in Kiefer and Vogelsang (2005) it was found that the naive MBB outperforms the N (0, 1) approximation in finite samples. This improvement holds for many kernels, including the Bartlett kernel, and holds even for the i.i.d. bootstrap, despite the dependence in the data. These simulations suggest that the performance of the naive MBB is tightly linked to the finite sample performance of the recently developed fixed-b (i.e. fixed bandwidth) asymptotics. We provide a theoretical explanation for this result: we prove that the bootstrap distribution of the naive MBB is asymptotically the same as the fixed-b asymptotic distribution. In addition, for a simple location model we show that a naive i.i.d. bootstrap can reduce the magnitude of the error in estimating one-sided distribution functions of robust t− statistics compared to the N (0, 1) approximation error for statistics studentized with a Bartlett kernel variance estimator depending on the bandwidth choice and the number of finite moments in the data. Our simulations also suggest that the naive MBB can be more accurate than the fixed-b asymptotic approximation when the block size is chosen appropriately. Providing a theoretical explanation for this finding is a challenging topic of for future research.
Notes
1 The finding that the naive bootstrap is first order equivalent to the fixed-b asymptotic distribution for fixed block lengths in addition to slowly growing block lengths does not suggest that the choice of block length does not matter. Our simulations will clearly show that the choice of block length matters and the simulations suggest the naive bootstrap can provide refinements over fixed-b asymptotics with suitable choice of block length. We conjecture that such refinements will only hold for block lengths that grow at a suitable rate with fixed block lengths being insufficient.
It should also be pointed out that from the perspective of improvements over the standard normal approximation, our results do depart from the existing literature by showing that use of small/fixed block lengths work for the naive bootstrap. This is a positive result because it shows that a wide range of block length choices can deliver improvements over the standard normal approximation when the naive bootstrap is used. This is a desirable robustness.
2 The regularity conditions used by Velasco and Robinson (2001) 3 In unreported simulations we obtained results for the case of ρ = 0.99. As one would expect, the tendency to over-reject increases even for the NB5 and GK5 bootstraps. 4 We do not consider size-adjusted power because there is only one statistic being considered and its size adjusted power has nothing to do with the choice of critical value. Only unadjusted power depends on the choice of critical value. 5 We follow Park (2003) and say that a random sequence R T is distributionally of order o (T −a+ǫ ) =
Appendix A This Appendix contains the proofs of the results in Section 4. Throughout this Appendix K denotes a generic constant that may change from one usage to the next. We first state four lemmas that are auxiliary in proving Lemma 4.1 and Theorem 4.1 in Section 4. We then provide the proofs of our main results followed by the proofs of the auxiliary lemmas.
The following result is a maximal inequality for mixingales (see e.g. Davidson (1994) for a definition of mixingale) due to Hansen (1991 Hansen ( , 1992 . Zero mean NED processes on a mixing process are mixingales and we will repeatedly use this result in our proofs.
Lemma A.1 For some nondecreasing sequence of σ-fields F t and for some p > 1, let X t , F t be an L p -mixingale with mixingale coefficients ψ m and mixingale constants c t . Then, letting S j = j t=1 X t and Ψ = ∞ m=1 ψ m it follows that
The following result gives the probability limits of the MBB variance of a scaled bootstrap sample mean under two different assumptions on the block size ℓ: (a) when ℓ is fixed as T → ∞;
and (b) when ℓ → ∞ as T → ∞ at an appropriate rate. We state the result for a general time series {X t } satisfying the following assumptions:
Assumption A Let {X t } be a weakly stationary sequence of s × 1 random vectors such that the following hold:
Let {X * t : t = 1, 2, . . . , T } denote a MBB resample obtained from {X t : t = 1, 2, . . . , T } using block size ℓ.
Our next result establishes a FCLT for the bootstrap partial sum process
. We need to strengthen Assumption A as follows.
Assumption A ′ Let {X t } be a weakly stationary sequence of s × 1 random vectors such that the following hold: a) For some p > 2 and some δ > 0, X t p+δ ≤ ∆ < ∞ for all t = 1, 2, . . ..
Lemma A.3 Suppose Assumption A ′ holds and let Ω ℓ and Ω as defined in Lemma A.2 be positive definite matrices. It follows that a) For any fixed ℓ such that 1 ≤ ℓ < T, as T → ∞,
in probability, where Λ ℓ is the square root matrix of Ω ℓ .
The following result will be used in the proof of Lemma 4.1.
Lemma A.4 Suppose {X t − E (X t )} is a weakly stationary L 2 -mixingale with X t p ≤ ∆ < ∞ for some p > 2 such that its mixingale coefficients ψ m satisfy ∞ m=1 ψ m < ∞ and its mixingale constants are uniformly bounded. Let {X * t : t = 1, . . . , T } denote a MBB resample of {X t : t = 1, . . . , T } with block size ℓ satisfying either of the two following conditions: a) ℓ is fixed as T → ∞, or b)
Proof of Lemma 4.1. We start with the proof of a) and b), which can be treated simultaneously.
Given our definitions of v * 0t and v * t , we can write
An application of Lemma A.3 implies that under Assumption 1 ′ , Z * T (r) ⇒ P * Λ * W s (r), in probability, where Λ * is the square root matrix of Ω * = p lim V ar * T −1/2 T t=1 v * 0t . In particular, by Lemma A.2, Ω * = Ω ℓ in a) and Ω * = Ω in b). Thus, to prove that X * T (r) ⇒ P * Λ * W s (r), in probability, it suffices to show that sup r |A * 1T (r) − A * 2T (r)| = o P * (1) in probability. Adding and subtracting
t=1 E * (x * t x * ′ t ) β − β , and rearranging terms yields
where M r , B and I m are as defined in the proof of Lemma A.3. We can show that sup r∈[0,1] |b * 2T (r)| = O P * k −1/2 0 in probability, given in particular the factβ − β = O P T −1/2 . Moreover,
(see e.g. Fitzenberger (1997) ). Sincev T = 0 by the FOC defining the OLS estimator, it follows that E * Û * 1 = 0 + O P ℓ T , and noting that
under both conditions a) and b). For B * 2T (r), note that
1) in probability. This follows by an application of Lemma A.4 since z t = x t x ′ t − E (x t x ′ t ) satisfies the assumptions of this lemma under Assumption 1. To prove c), note we can write
As just proven, I 1 = o P * (1) , in probability, and I 3 = o P (1) given Assumption 1. Next, we will show that I 2 = o P (1). Adding and subtracting µ ≡ E (x t x ′ t ) yields
Under Assumption 1.a)-b) and 1.e), we can show that {x t x ′ t − µ} is an L 2 -NED of size −1 on {ε t } (cf. Davidson, 1994, Example 17.17) . It then follows by Davidson's (1994) Theorem 17.5 that {x t x ′ t − µ} is an L 2 -mixingale of size −1 with uniformly bounded mixingale constants. Thus, i 2 = O P T −1/2 by an application of Lemma A.1. Similarly, we can show that i 1 = O P T −1/2 + O P ℓ T , which is o P (1) under our assumptions. Indeed, we can write
This completes the proof because
Proof of Theorem 4.1. The proof follows from Lemma 4.1, using the same arguments as in Kiefer and Vogelsang (2005) .
Proof of Lemma A.2. As is well known, the MBB variance Ω * T is equal to the Bartlett kernel variance estimator of √ TX T , up to a term of order O P ℓ 2 T (see e.g. Fitzenberger (1997, p. 252) ).
Note that this term vanishes in probability under both sets of conditions on ℓ. Result b) follows by de Jong and Davidson (2000) Theorem 2.1. Result a) follows by an argument similar to Liu and Singh (1992) and Fitzenberger (1997) , under our more general dependence Assumption A.
Proof of Lemma A.3. These results are multivariate versions of a univariate FCLT given in Paparoditis and Politis (2003) (henceforth PP (2003) ). Whereas PP (2003) assume a mixing condition on {X t }, here we allow for the more general NED condition. Note that we assume throughout that E (X t ) = 0 for all t without loss of generality given that {X t } is stationary. Since Assumption A ′ implies Assumption A, it follows by Lemma A.2 that p lim T →∞ Ω * T = Ω * , where Ω * is equal to Ω ℓ in a) and equal to Ω in b). Since by assumption both Ω ℓ and Ω are positive definite,
exists in probability for all T sufficiently large. By the functional Cramer-Wold device, it suffices to show that λ
Following PP (2003), for any r ∈ [0, 1] , we can write 
The proof consists of two steps: (1) Show that sup r∈[0,1] |W * 2T (r)| = O P * k −1/2 0 in probability;
and (2) Show that W * 1T (r) ⇒ P * W 1 (r) in probability. We start with (1). Since Ω * T → Ω * in probability, and Ω * is p.d., it follows that Ω * −1/2 T = O P (1).
Thus, it suffices to show that
by Markov's inequality. Since k 0 = T /ℓ, k 0 → ∞ as T → ∞ under both set of conditions on ℓ, which implies that sup r |W * 2T (r)| = o P * (1) in probability. An application of triangle's inequality and Jensen's inequality implies that
Since I Mr ∼ i.i.d. Uniform {0, . . . , T − ℓ}, we have that
By Markov's inequality, (15) follows from E k
Recall that for r ∈ [0, 1], B ∈ {1, . . . , ℓ}. Thus,
We now apply Lemma A.1. Under Assumption A ′ , {X t } is an L 2+δ -mixingale (hence an L 2 -mixingale) with mixingale coefficients ψ m of size −1, hence Ψ = ∞ m=1 ψ m < ∞. In particular, we apply Theorem 17.5 of Davidson (1994) , with r = p + δ, p = 2 + δ, b = 1 and a = (2+δ)(p+δ) p−2 . Under our assumptions, the NED constants d t can be set equal to 1, which implies that the mixingale constants c t ≤ max X t p+δ , 1 < ∆ < ∞ for all t. Thus, max 1≤i≤ℓ j+ℓ s=j+i X s 2 ≤ Kℓ 1/2 , and from (18) we have that k
given that k 0 = T /ℓ. This completes the proof of (1).
Next we show step (2). As in PP (2003), we consider the asymptotically equivalent statistic
where 
, where the last equality holds because we can show that V ar * (U * m ) = Ω * T . We now apply a FCLT for martingale difference arrays (cf. Billingsley, 1968, p. 194 Billingsley's (1968, p. 194) condition (18. 3). Next we verify that the Lindeberg condition (cf. Billingsley, 1968, eq. (18.4) ) holds in probability. For this, it suffices that
, we need to show that
uniformly in j, which implies
δ 2 → 0 under both sets of conditions on ℓ. Proof of Lemma A.4. As in the proof of Lemma A.3, we can write
Let U * m = ℓ s=1 (X Im+s − E * X Im+s ) and note that S * j = j m=1 U * m is a martingale array with respect to F * T,j = σ (I 1 , . . . , I j ) . Thus, by an application of Markov's inequality first, and of Doob's inequality second, we have that
Adding and subtracting µ = E (X t ),
for some constant K. Using the properties of the MBB and Lemma A.1, we can show that
, and thus
. Similarly, we can show that E * sup 0≤r≤1 |A * 2T (r)| = O P ℓ 1/2 T = o P (1) under both a) and b).
Appendix B
This Appendix contains the proofs of the results in Section 5. We first present two useful lemmas.
We then present the proofs of the main results, followed by the proofs of the auxiliary lemmas.
Throughout this Appendix, we let Ω = π 2 (1) σ 2 , Λ = π (1) σ, andW (r) ≡ ΛW 1 (r).
Lemma A.5 Under Assumption 2, and for any fixed b ∈ (0, 1], we have
Lemma A.6 Under Assumption 2, with probability approaching one, we have that
Proof of Lemma 5.1. Theorem 3 of Akonom (1993) implies that under our assumptions
for any sequence c T such that
, where C 1 and C 2 are constants independent of T . Part a) follows by letting c T = cT −1/2+1/p , for some constant c, whereas part b)
follows by setting c
. We can write J 1 = 2I 1 − 4I 2 + 2I 3 , where by Lemma A.5,
and
The last result uses the fact that
The desired result follows from combining all the previous expansions.
Proof of Theorem 5.1. Write tβ
, where P T = T −1/2 T t=1 u t and Ω 1 = ΩQ 1 (b) is the leading term of the expansion ofΩ. Note that by a Taylor expansion of f (x) = (1 + x) −1/2 around 0 we can write
Lemma 5.2 implies thatΩ − Ω 1 = O P T −1/2+1/p , and since Ω 1 = O P (1), we get that
Lemma A.5. a) now implies the result.
Proof of Corollary 5.1. We follow the proof of Corollary 3.8 of Park (2003) . In particular, the result follows from Lemma A4 of Park (2003) given that the error terms of the asymptotic . We have that
showing that R
2T is distributionally of order O (T −a ). Since 1 0W 2 (r) dr has moments finite up to any order, Lemma A4. b) of Park (2003) implies that R
2T is also distributionally of order O (T −a ). For part c), the remainder is R 3T = R 5T we have that for i = 3, 4,
which is o (1) for any p > 0 and where we have used the fact that E S [bT ] p ≤ T p/2 by Lemma A.1, part b). The remainders in parts f) and e) can be analyzed using similar arguments and therefore we omit their proofs.
Proof of Lemma 5.3. Since u * t are i.i.d. we can apply the strong approximation result of Sakhanenko (1980) to W * T , as in the proof of Lemma 2.4 of Park (2006) . That is, we may choose W * T in the same probability space as the Brownian motionW * (r) = Ω * 1/2 W 1 (r) such that W * T has the same conditional distribution as W 0 * T and verifies the following condition:
We can write
2T .
Then, by Lemma 5.1.a),
2T , by the Cauchy-Schwartz inequality,
. For c), we can write
3T , with
By Lemma 5.1.a) we have that R
(1)
3T , note that
where R 4T ≡ R
4T + R
4T . R
4T is of the same form as R 3T but with the T W T (r) dr. Following the proof for R 3T , we can show that R
4T can be bounded by
We analyze M 1T and M 2T separately. For M 1T , we can write 
5T + R
5T .
We can majorize R
5T and R
5T by the same terms that majorize R
3T and R
3T respectively. For R (3) 5T we have that
For M 2T , we can write
5T − R
We can show that R
5T ≤ T −3/2 S [bT ] = O P T −1/2+1/p and R
5T can also be shown to be O P T −1/2+1/p by arguments similar to those used above. Thus 
6T + R
6T + R Using arguments similar as above, we can show that each of these terms is O P T −1/2+1/p , completing the proof.
Proof of Lemma A.6. The first result follows trivially from part a) of Lemma 5.3. The remaining result follow exactly as in the proof of Lemma A.5, given Lemma 5.3. 
