Abstract. We show that a multiplicative form of Dirichlet's theorem on simultaneous Diophantine approximation as formulated by Minkowski, cannot be improved for almost all points on any analytic curve on R k which is not contained in a proper affine subspace. Such an investigation was initiated by Davenport and Schmidt in the late sixties.
Introduction
Extending Dirichlet's theorem (1842) on simultaneous Diophantine approximation in various forms, Minkowski (1896) proved the following theorem as a consequence of his convex body theorem [15, Chap. 
-II]:
Minkowski's theorem on linear forms. . Let (ϕ ij ) ∈ SL(n, R) and α 1 , . . . , α n be positive numbers with α 1 · · · α n = 1. Then there exist integers x 1 , . . . , x n , not all zero, such that |ϕ 11 x 1 + · · · + ϕ 1n x n | ≤ α 1
By putting ϕ 11 = · · · = ϕ nn = 1, and ϕ ij = 0 for i = j and i ≥ 2, we obtain a multiplicative variation of Dirichlet's theorem: Given (ξ 1 , . . . , ξ k ) ∈ R k and positive integers N 1 , . . . , N k , there exist integers q 1 , . . . , q k and p, not all zero, such that
Following Davenport and Schmidt [7] , we say that given any infinite set N ⊂ (Z + ) k , the Dirichlet's theorem (DT) cannot be improved along N for (ξ 1 , . . . , ξ k ) ∈ R k , if for every 0 < µ < 1 there are infinitely many (N 1 , . . . , N k ) ∈ N such that the following system of inequalities is insoluble for integers q 1 , . . . , q k and p, not all zero: Davenport and Schmidt [7] showed that for N = {(N, . . . , N) ∈ Z k : N ∈ Z + }, the DT cannot be improved along N for almost all points of R k . The same conclusion was obtained by Kleinbock and Weiss [11] for sets N ⊂ Z k with infinite projection on each coordinate.
In fact, Davenport and Schmidt [8] showed that for k = 2, and for almost every ξ ∈ R, the inequalities (1.3) for (ξ 1 , ξ 2 ) = (ξ, ξ 2 ) do not have nonzero integral solution for infinitely many N 1 = N 2 . Such results for related quantities, say for points on a certain type of curve or a submanifold, were subsequently generalized in [1, 9, 2, 11] ; in each case for µ ≤ µ 0 for some small explicit value of µ 0 < 1 depending on the curve or the submanifold.
In the case of N ⊂ {(N, . . . , N) ∈ Z k : N ∈ Z + }, in [19] it was shown that for any analytic curve which is not contained in a proper affine subspace of R k , the DT cannot be improved along N for almost all points on the curve; that is, for all µ < 1. In this article we will extend this result for any N . This theorem can be reformulated in terms of dynamics of flows on the homogeneous space SL(n, R)/ SL(n, Z); cf. [11, §2.1] . We need to prove that certain sequence of expanding translates a curve on this space tend to become uniformly distributed. To adept the strategy of [19] for the general N , we will need to overcome significant technical difficulties, whose resolution will require making new observations and developing much sharper methods.
1.1. Asymptotic equidistribution of translated curves. Let n ≥ 2 and G = SL(n, R). For τ = (τ 1 , . . . , τ n−1 ) ∈ R n−1 and ξ = (ξ 1 , . . . , ξ n−1 ) ∈ R n−1 , define . . .
.
Let T = {τ i } i∈N ⊂ R n−1 be a sequence such that if τ i = (τ i,1 , . . . , τ i,n−1 ) then τ i,1 ≥ τ i,2 ≥ · · · ≥ τ i,n−1 ≥ 0, and τ i i→∞ −→ ∞. After passing to a subsequence we further assume that there exists 1 ≤ m 1 ≤ n − 1 such that τ i,m 1 i→∞ −→ ∞ and lim i→∞ τ i,r = τ (r) < ∞ for m 1 < r ≤ n − 1.
For 2 ≤ m ≤ n, define (1.5) Q m = g w 0 I n−m ∈ G : g ∈ SL(m, R), w ∈ M m×(n−m) (R) , where 0 is the (n − m) × m-zero matrix and I n−m is the (n − m) × (n − m)-identity matrix.
The main goal of this article is to prove the following: Note that ρ(Q m 1 +1 ) is generated by Ad-unipotent one-parameter subgroups of L. Hence by Ratner's theorem [14] Hx 0 is the closure of the ρ(Q m 1 +1 )-orbit of x 0 .
The above result in the case when τ i = (τ i , . . . , τ i ) ∈ R n−1 for a sequence τ i i→∞ −→ ∞ was proved in [19] . We will generalize that proof to obtain the above result. The main new contribution here is a strong general result about dynamics of intertwined linear actions of various SL(m, R)'s contained in G. Along with new interesting observations, its proof crucially uses the 'Basic lemma' from [19] on joint linear dynamics of various SL(2, R)'s cotained in SL(n, R).
For the basic application of the theorem we will put L = G, Λ = SL(n, Z), ρ the identity matrix, and
For more examples, let σ be an involutive automorphism of SL(n, R) defined by
where w ∈ GL(n, R) permutes the standard basis {e 1 , . . . , e n } of R n such that
Note that
. . .
Another example of Theorem 1.2 is obtained as follows: Let L = G × G and define the homomorphism ρ : G → L by
. Put x 0 = eΛ. If we apply Theorem 1.2 in this case then for its conclusion H = ρ(Q m 1 +1 ).
1.2. Some applications. Using the conclusion of the theorem in the above example we obtain the following result on non-improvability of Dirichlet's theorem on simultaneous Diophantine approximation in the dual form. Theorem 1.3. Let k ≥ 1, and ϕ : I = [a, b] → R k be an analytic curve whose image is not contained in a proper affine subspace. Let N be an infinite subset of (Z + )
k . Then for almost every s ∈ I and any µ < 1, there exists infinitely many (N 1 , . . . , N k ) ∈ N such that both the following sets of inequalities are simultaneously insoluble:
{0}, and
Above statement is stronger than Theorem 1.1. It also generalizes [19, Theorem 1.4], which considered the case of N where
n be an infinite set. Let M be a connected Riemannian analytic submanifold of R k which is not contained in a proper affine subspace of R k . Then with respect to the measure class on M associated to the Riemannian volume form, for almost every ξ ∈ M, the DT cannot be improved for ξ along N .
In fact, the conclusion of Theorem 1.3 holds for almost all ξ ∈ M in place of ϕ(s).
It is interesting in the above results that we can take N with bounded projections on some of the coordinates. In this case such results were not known earlier even for almost all points of R k . For Theorem 1.1, it is essential that the limits N 0,j for m 1 < j ≤ n − 1 are integral: Theorem 1.5. Let N ⊂ R k be an unbounded sequence such that one of the coordinate converges to a non-integral real value. Then there exist 0 < µ < 1 such that for all but finitely many (N 1 , . . . , N k ) ∈ N and every ξ ∈ R k , the system of inequalities (1.3) admit nonzero integral solutions.
This fact, which is a consequence of Minkowski-Hajós Theorem, corroborates the counter examples given in [11, §4.4] and answers a question raised there.
1.3. Non-improvability of Minkowski's theorem along certain N . Theorem 1.6. Let ϕ = (ϕ ij ) : I = [a, b] → SL(n, R) be an analytic map such that R-span{ϕ 1,j (s) : s ∈ I} = R n . Let N be an infinite set of positive integers. Then for almost every s ∈ I, there exists an infinite subset N s ⊂ N such that for any µ < 1 the following system of inequalities is insoluble for any α ∈ N s and (x 1 , . . . , x n ) ∈ Z n {0}:
(1.13) Theorem 1.7. Let N be an infinite subset of (Z + ) n−1 with unbounded projection on every coordinate. Let ϕ be as in Theorem 1.6. We further assume that ϕ i1 (s) ≡ 0 and ϕ ij (s) ≡ ϕ ij are constant functions for all i ≥ 2. Then for almost every s ∈ I, there exists an infinite subset N s ⊂ N such that for every µ < 1 the following system of inequalities is insoluble in for any (N 1 , . . . , N n−1 ) ∈ N s and (x 1 , . . . , x n ) ∈ Z n {0}:
It is a question whether the conditions on ϕ i,j (s) can be removed for i > 2. 
where µ L is the unique L-invariant probability measure on L/Λ.
For the special case of L = G, ρ the identity map, and m 1 = n − 1, that is Q m 1 +1 = G, we can take any convergent sequence x i → x 0 in the above theorem.
A more general uniform version is as follows. 
such that the following holds: Given any compact set By passing to a subsequence we express
For proving Theorem 1.3 there is no loss of generality if we apply a permutation of coordinates on (Z + ) k . Therefore, since there are only finitely many coordinate permutations, after passing to a subsequence, we may assume that
Since N is infinite, there exists m 1 ≥ 1 such that after by passing to a subsequence, we may further assume that N i,m 1 i→∞ −→ ∞, and for each m 1 < j ≤ k there exist N 0,j ∈ Z + such that N i,j = N 0,j for all i. We define
and put T = (τ i ) i∈N . Then T satisfies the conditions of §1.1. We put
Let n = k + 1. We identify the space Ω of unimodular lattices in R n with SL(n, R)/ SL(n, Z). Given 0 < µ < 1, we define
Hence Theorem 1.3 will be proved if we prove the following:
Then |E µ | = 0, where |·| denotes the Lebesgue measure.
In order to deduce this proposition from Theorem 1.2 we need the following result, especially when m 1 < n − 1 = k.
We define a compact set
To prove this we will need the easier inclusion part of the following fact, which was guessed by Minkowski (1896) and proved by Hajós in 1941, see [3, XI.1.3] . Its full strength will be used later for proving Theorem 1.5. Theorem 2.3. Let N denotes the group of upper triangular unipotent matrices in SL(n, R). Let W n = {w ∈ GL(n, Z): w permutes the standard basis of R n }. Then (2.9)
Proposition 2.4. Let N − be the lower triangular unipotent subgroup of SL(n, R) and
n−1 and τ := (log N 1 , . . . , log N n−1 ). Then
Proof. For the involutive automorphism σ as defined by (1.7), we have σ(
We write k = n − 1. Note that
We express the matrix γ as a sum of a lower triangular matrix L of determinant 1, and a matrix M with only the last column nonzero. Then we choose
. Also hM is a matrix with only the last column nonzero. In particular, hγ = (hL + hM) is an upper triangular matrix of determinant 1. Hence hγ ∈ a ′ τ Q ′ 1 by (2.12). This proves (2.11).
Proof of Theorem 2.2. Since
Proof of Proposition 2.1. Let ρ be as in (1.10) . Then the orbit ρ(Q m 1 +1 )x 0 is closed and admits a unique ρ(Q m 1 +1 )-invariant probability measure, say λ. Fix µ < 1. Then
Let J be any subinterval of [a, b] with nonempty interior. Then by Theorem 1.2 there exists i 0 ∈ N such that for all i ≥ i 0 , we have
Therefore by combining the definition of E µ and the choice of f we conclude that
Since J is an arbitrary open subinterval of I, by the Lebesgue density theorem |E µ | = 0.
Thus we have completed the deduction of Theorem 1.3.
Proof of Corollary 1.4. We note that M can be measurably fibered by analytic curves such that almost every curve in the fiber is not contained in a proper affine subspace of R k . Therefore the conclusions of Theorem 1.1 and Theorem 1.3 hold for almost all points on each of these curves. Therefore by Fubini's theorem, the conclusion of the corollary follows.
Proof of Theorem 1.6. The result follows by the arguments as above. We need to consider only the first factor in (2.5) and Q m 1 +1 = G. Clearly K µ has strictly positive measure on G/Γ. The only difference is that to conclude (2.16) we need to use [19, Theorem 1.8] , where the same conclusion as that of Theorem 1.2 was obtained for the given map ϕ and
Proof of Theorem 1.7. Again the deduction of this result is as above, one only considers the first factor. Here by our choice Q m 1 +1 = G and K µ has strictly positive measure on G/Γ. Now note that there exists g 0 ∈ G and an analytic curve ψ :
such that ϕ(s) = u(ψ(s))g 0 for all s ∈ I. By our condition, the image of ψ is not contained in any proper affine subspace of R n−1 . We then apply Theorem 1.2 for
Proof of Theorem 1.5. Let the notation be as in the beginning of this section. Without loss of generality we may assume that (2.2) holds. The only difference is that now the N i,j 's are real numbers instead of integers. We may also assume N i,k i→∞ −→ N 0,k and N 0,k ∈ Z. Let n = k + 1 and x 0 = Z n ∈ Ω. Then in view of (2.5), considering only the first factor, it is enough to show that there exist 0 < µ < 1 and i 0 ∈ N such that (2.17)
Suppose if this intersection is nonempty, then by Theorem 2.3 due to Minkowski and Hajós,
Applying σ on both sides, we get
Let 1 ≤ r ≤ n be such that w −1 e 1 = e r . Then we have
Putting i = n in (2.23) we get that q n = 0. Now for any i 0 > r, if q j = 0 for all j > i 0 then putting i = i 0 in (2.23) we get that q i 0 = 0. Therefore by induction q j = 0 for all j > r. Therefore (2.22) becomes N 0,n−1 = q r ∈ Z, a contradiction. This shows that the intersection in (2.18) cannot be nonempty, and the proof is complete. Now we begin the proof of the main Theorem 1.2.
Nondivergence of translates
Let the notation be as in §1.1 and the statement of Theorem 1.2. We consider the action of G on L/Λ via the homomorphism ρ; that is, for any x ∈ L/Λ and g ∈ G, we have gx := ρ(g)x. Let {x i } i∈N be a sequence in L/Λ such that x i i→∞ −→ x 0 . For any i ∈ N define µ i to be the probability measure on L/Λ as (3.1)
In the case of L = SL(n, R), ρ the identity map, and Λ = SL(n, Z), the result was obtained by Kleinbock and Margulis [10] . 3.1. Let H denote the collection of analytic subgroups H of G such that H ∩ Λ is a lattice in H and a unipotent one-parameter subgroup of H acts ergodically with respect to the H-invariant probability measure on H/H ∩ Λ. Then H is a countable collection [13, 16] .
Let l denote the Lie algebra associated to L.
Given H ∈ H , let h denote its Lie algebra, and fix
Consider the G action on V via ρ; that is gv = ρ(g)v for all g ∈ G and v ∈ V . Given a sequence T as in §1.1, we define
Since {a τ : τ ∈ R n−1 } acts on V by R-diagonalizable commuting automorphisms, by passing to a subsequence of T , we have
3.2. Margulis-Dani non-diverergence criterion. We recall the following criterion based on [5, 17, 10] . Here we use the information that ϕ is an analytic map. 
Proof of Theorem 3.1. Let g 0 ∈ L such that x 0 = g 0 Λ. Take a sequence R k k→∞ −→ 0 of positive reals. Suppose that Theorem 3.1 fails to hold for some ǫ > 0. Then for any R > 0 and any compact set F and infinitely many i ∈ N, the condition (II) of Proposition 3.3 fails to hold for J = I, h 1 = a τ i and h 2 = g 0 ; and hence the condition (I) holds. Therefore after passing to subsequences, there exists W ∈ H , and for each i there exists γ i ∈ Λ such that
After passing to a subsequence v i → v ∈ V and v = 1. Now from (3.3), (3.4) and (3.6) we deduce that
T , ∀s ∈ I. A main result on linear dynamics proved in the next section, namely Corollary 4.9, in view of Lemma 4.1 states that: For any finite dimensional linear representation V of G, any v ∈ V {0} and any B ⊂ R n−1 not contained in a proper affine subspace of R n−1 ,
Since {ϕ(s) : s ∈ I} is not contained in a proper affine subspace of R n−1 , (3.7) implies the if condition of (3.8) but contradicts its implication.
From Theorem 3.1 we deduce the following: Corollary 3.4. After passing to a subsequence, µ i → µ as i → ∞ in the space of probability measures on L/Λ with respect to the weak- * topology; that is,
Dynamics of the intertwined linear actions of various SL(m, R)
′ s contained in G In this section will give proofs of the new technical results of this article, including the one used above. We will also derive their further consequences, which will be crucially needed for applying the linearization techniques in combination with Ratner's theorem, in order to describe the limit measure µ in later sections.
4.1. Layered presentation for the infinite sequence T . Let T = (τ i ) i∈N be an unbounded sequence as in §1.1; that is, τ i = (τ i,1 , . . . , τ i,n ) ∈ R n−1 such that τ i,1 ≥ τ i,2 ≥ · · · ≥ τ i,n ≥ 0. By passing to a subsequence we may further assume that there exist k ∈ {1, . . . , n} and integers n − 1 > m 1 > m 2 > · · · > m k ≥ 1 such that the following holds:
where m k+1 = 0. Definē
Thus we obtain a sequence T = (t i ) i∈N associated to the given sequence T as above.
4.2.
Notation and set up. We are given natural numbers n, k < n and n − 1 ≥ m 1 > · · · > m k ≥ 1. Let E i,j denote the n×n-matrix with 1 in the (i, j)-th coordinate and 0 in the rest. For 1 ≤ ℓ ≤ k, we define
ℓ be a sequence such that each coordinate of t i tends to infinity as i → ∞. For t = (t 1 , . . . , t ℓ ) ∈ R ℓ , define
Note that for the sequences T and T as described in §4.1, we have
Let V be a finite dimensional linear representation of SL(n, R).
The set ∆ ℓ := {ν ∈ R ℓ : V ν = 0} is finite, and
Let π T µ : V → V µ denote the corresponding projection. We put (4.6) ∆ := ∆ k .
We define
(4.7)
Then after passing to a subsequence of T , we have 
In particular, the corresponding projections π
is a sequence such that (each coordinate of
Proposition 4.2 (Basic Lemma-II).
Let B be an affine basis of R n−1 ; that is, {e ′ −e : e ′ ∈ B} is a basis of R n−1 for any e ∈ B. Suppose that v ∈ V is such that
Then for any e ∈ B,
Moreover for any e ∈ B,
The rest of §4.3 is devoted to the proof of this proposition. 
We define a preorder on ∆ by
By passing to a subsequence of T we may assume that is a total preorder. Note that (µ ν and ν µ) does not imply µ = ν.
For
Then for any µ, ν ∈ ∆(W ) and t ∈ (R >0 )
k , where k ≥ 2, we have
Proof. In view of the expression c + h = z c (h) + h, for any t = (t 1 , . . . , t k ) ∈ R k ,
where z(t ′ ) ∈ z c (h) and
Here we observe that since k ≥ 2,
Since the action of c is via commuting R-diagonalizable elements and W is an irreducible z c (h) + h-module, the center z c (h) of c + h acts on W by scalers. Therefore for each t ∈ (R >0 ) k , there exists a constants c(t
For any µ ∈ ∆(W ), there exists 0 = w ∈ π
Therefore, since w = 0,
Notation. We express R n−1 = R m k ⊕ R n−1−m k and let q : R n−1 → R m k and q ⊥ : R n−1 → R n−1−m k denote the associated projections. Let
ωu(e)ω −1 = u(q(e)), ∀e ∈ E.
Proof. We fix the standard basis of R n−1−m k , and consider the basis q(E) of R m k . Then there exists a unique
such that w(q(e)) = q ⊥ (e) for all e ∈ E. Then ω(w) ∈ W satisfies (4.29).
Lemma 4.5. For any ω ∈ W the following holds:
Proof. Let w denote the Lie subalgebra of g associated to W. Then w is contained in the sum of strictly negative eigenspaces of ad(A(T )) acting on g. Therefore (4.31) and (4.32) hold.
Similarly (4.33) and (4.34) hold, because w is contained in the sum of zero eigenspaces and strictly negative eigenspaces of ad(A ℓ ) acting on g for all 1 ≤ ℓ ≤ k−1. Proof. Let w 0 = u(e 0 )w−π 0 (u(e 0 )w). PutB 2 = {e−e 0 :B 2 }. Then u(e ′ )w 0 ∈ V 0 +V − for all e ′ ∈B 2 . SinceB 2 is an affine basis of R m , by Proposition 4.6, if w 0 = 0 then π 0 (w 0 ) = 0, which contradicts the choice of w 0 . Therefore w 0 = 0. Hence u(e 0 )w = π 0 (u(e 0 )w) is fixed by SL(m+1, R). In turn, w is fixed by SL(m+1, R).
Proof of Proposition 4.2.
Let e 0 ∈ B. We want to prove (4.11) and (4.12) for e 0 in place of e. By replacing v by u(e 0 )v and replacing every element e ∈ B by e − e 0 , without loss of generality we may assume that e 0 = 0. Let B 1 ⊂ B containing 0 such that q(B 1 ) {0} is a basis of R m k . By Lemma 4.4 there exists ω ∈ W such that (4.37) ωu(e)ω −1 = u(q(e)) ∀e ∈ B 1 .
We put v 0 := ωv. Then by (4.10), (4.31) and (4.37), we have 
We decompose V into irreducible (c + h)-submodules as
For each 1 ≤ j ≤ s, let P j : V → W j denote the associate projection, which is (c + h)-equivariant. To show the validity of (4.39) and (4.40) it is enough to prove that for every 1 ≤ j ≤ s,
, and (4.42)
Now onwards we will fix j as above, and put W = W j and P = P j .
Without loss of generality we may suppose that P (v 0 ) = 0. Let ∆(W, B 1 ) = {ν ∈ ∆(W ) : π ν (P (u(q(e))v 0 )) = 0 for some e ∈ B 1 }. (4.44)
We now recall that by (4.38) we have
Let µ be the maximal element of ∆(W, B 1 ) = ∅ with respect to the total preorder defined on ∆; that is,
Therefore by Lemma 4.3, for all ν ∈ ∆(W, B 1 ) we have ν k ≤ µ k and (4.47)
Hence by (4.44), (4.47), and (4.50) we conclude that
Let H be the Lie subgroup of G associated to the Lie algebra h. Then H is naturally isomorphic to SL(m k + 1, R). We now apply Proposition 4.6 in the case of m = m k and A = A k ,B 1 = q(B 1 ) and w = P (v 0 ). Note that if µ k < 0, then by (4.51) we have
Therefore the condition (4.35) of Proposition 4.6 is satisfied but its conclusion (4.36) fails to hold. Thus we conclude that
Therefore for any t ∈ T , by (4.45), we have
Then from (4.48) we conclude that
Now in view of (4.44) this implies (4.42).
Next in order to prove (4.43), suppose that ν ∈ ∆(W, B 1 ) and ν ′ = 0 ′ . We need to show that ν = 0.
Let i ∈ N. By (4.55),
Therefore, by (4.53) and since t i,k > 0,
Therefore by (4.26) and (4.56), applied first to ν, and to µ, we get = (t 1 , . . . , t k ) ∈ R k define t(ℓ) = (t 1 , . . . , t ℓ ), and
k , each coordinate of t i tends to infinity as i → ∞. By passing to a subsequence we will further assume that
By applying Proposition 4.2 repeatedly, we can decrease k, and obtain the following: Proposition 4.8. Let B be an affine basis of R n−1 and v ∈ V be such that
Then for any 1 ≤ ℓ ≤ k, and any e ∈ B, 
Take any e 0 ∈ B and choose B 1 ⊂ B containing e 0 such that q(B 1 ) is an affine basis of R m 1 . Let W be defined as in (4.28) associated to A 1 in place of A k . Then by Lemma 4.4 there exists ω ∈ W such that ωu(e − e 0 )ω −1 = u(q(e − e 0 )) for all e ∈ B 1 . Therefore 
Then v is G-fixed.
Proof. Given any s 0 ∈ I, there exists a set {s 1 , . . . , s n−1 } ⊂ I such that B := {ϕ(s i ) : 0 ≤ i ≤ n − 1} is an affine basis of R n−1 . Therefore by (4.62) of Proposition 4.8 applied to ℓ = 1 we get
Therefore by [19, Cor. 4 .6] G fixes v.
We will now generalize the above result for all 1 ≤ m 1 ≤ n − 1.
Then v is fixed by the subgroup Q m 1 +1 .
Proof. Without loss of generality we may assume that v = 0. In view of Proposition 4.8
At this stage we will take k = 1 and replace
Take any s 0 ∈ I and put e 0 = ϕ(s 0 ). Due to the hypothesis on ϕ there exists a finite set E ⊂ ϕ(I) containing e 0 such that {q(e) − q(e 0 ) : e ∈ E} is not contained in a union of (m 1 + 1) proper subspaces of L.
Let B 1 ⊂ E containing e 0 be such that the set {q(e) − q(e 0 ) : e ∈ B 1 {e 0 }} is a basis of L. Let W be defined as in (4.28) for k = 1. Then there exists ω ∈ W such that ωu(e − e 0 )ω −1 = u(q(e − e 0 )) for all e ∈ B 1 . We put v 0 = u(e 0 )v. Now by (4.73) and (4.31) for the case of k = 1, u(q(e − e 0 ))ωv 0 = ωu(e − e 0 )v 0
Let H ∼ = SL(m 1 + 1, R) be the Lie group associated to the Lie algebra h as defined through (4.13) for k = 1. Let C = {q(e − e 0 ) : e ∈ B 1 {e 0 }}. Let D C consist of those g ∈ Z H (exp(RA 1 )) such that for each e ′ ∈ C, we have gu(e ′ )g 
Next we want to show that (s)v) )), ∀s ∈ I and λ ∈ R. To see this, put a(t) = exp(tA 1 ) for all t ∈ R. For ξ ∈ R n−1 , we define a(t) · ξ by the relation u(a(t)
, and hence
Take λ ∈ R and
(4.84) Thus (4.79) follows from (4.81) and (4.84). Due to our hypothesis on ϕ(s), we could choose s 0 ∈ I such that q(φ(s 0 )) = 0. Let Q denote the subgroup of H generated by Z H (exp(RA 1 )) and u(Rq(φ(s 0 ))). It may be verified that Q is a parabolic subgroup of H. By (4.77) and (4.79), Q ⊂ Stab G (π
. Now by (4.74) and Corollary 4.7 we conclude that
Let {e 1 , . . . , e m 1 } denote the standard basis of R m 1 = L ⊂ R n−1 . Note that any z ∈ Z H (RA 1 ) acts on e ∈ L via the relation u(z · e) = zu(e)z −1 . This action of Z H (RA 1 ) surjects onto GL(m 1 , R) . Therefore there exists z ∈ Z H (RA 1 ) such that (4.87) {z · q(e − e 0 ) : e ∈ B 1 } = {0, e 1 , . . . , e m 1 }.
Since ω ∈ Q m 1 +1 , and
and replacing v by zωv 0 , and B 1 by {0, e 1 , . . . , e m 1 }, without loss of generality we may assume the following:
Now take any e ∈ F . Then there exists z e ∈ Z H (exp(RA 1 )) such that z e · q(e) = e 1 , and z e · e i = e i (2 ≤ i ≤ m k ). x j (e)E 2,(1+j) ∈ W.
Then ω e u(e 1 + q ⊥ (e))ω e −1 = u(e 1 ) and ω e commutes with u(e i ) for i ≥ 2. Therefore by (4.90), (4.92) and (4.93),
Now H ∪ (ω e Hω e −1 ) ⊂ Stab(v), exp(RA 1 ) ⊂ H and exp(tA 1 )ω e exp(−tA 1 ) converges to the identity element as t → ∞. Therefore ω e ∈ Stab(v) for all e ∈ F .
Let Q be the subgroup generated by H and {ω q ⊥ (e) = ω e : e ∈ F }. Then Q ⊂ Stab(v). By (4.91) Q is generated by H and ω L ⊥ := {ω x : x ∈ L ⊥ }. Now in view of (4.94) it is easily verified that subgroup generated by Z H (exp(A 1 )) and ω L ⊥ contains W. The group generated by W and u(L) contains u(L ⊥ ). Therefore
We will need the following property of Q m 1 +1 . Proof. Let N be a closed normal subgroup of Q m 1 +1 containing u(x). Then u(x) belongs to N ∩ H, which is a normal subgroup of H. Since H ∼ = SL(m 1 + 1, R) is a simple Lie group with finite center, it does not contain an infinite proper normal subgroup. Therefore H ⊂ N. We note that if ω ∈ W ∪ u(L ⊥ ), then the closure of the group generated by ω exp(RA 1 )ω −1 and exp(RA 1 ) contains ω. Since N is normal in Q m 1 +1 and exp(
Invariance under a unipotent flow
Our aim is to prove that the measure µ as in Corollary 3.4 is an algebraic measure. For this purpose, we will first 'stably' modify the measures µ i , and then show that a stable modification of µ is invariant under a unipotent flow. This will allow us to use Ratner's theorem in our investigation. Like (3.1), for any i ∈ N, let λ i be the probability measure on L/Λ defined by (5.5)
Since {a τ i a
−1 i
: i ∈ N} and z(I) are contained in compact subsets of Z, from Theorem 3.1 we deduce that there exists a probability measure λ on L/Λ such that, after passing to a subsequence, λ i → λ in the space of probability measures on L/Λ with respect to the weak- * topology. 
where z r = z(u(s r )), and the same holds for f u(tw 0 ) in place of f , where
and the same for f u(tw 0 ) in place of f . Next, for any s ∈ I r , by (5.3) and (5.6), u(tw 0 )z r a i u(ψ r (s)) = z r u(tq(φ(s r )))a i u(ψ r (s)) = z r a i u(tα
By (5.6), sup s∈Ir z r a i · (−tα
Hence for large enough i,
Now by (5.7)
For all large i, combining (5.10), (5.12) and (5.13):
(5.14)
Since ǫ > 0 is arbitrary, λ is u(tw 0 )-invariant.
Ratner's theorem and dynamical behaviour of translated trajectories near singular sets
Next we will analyze the measure λ using Ratner's description of ergodic and invariant measures for unipotent flows.
For H be as defined in §3.1 and W be an Ad-unipotent one-parameter subgroup of G. For H ∈ H , define
Let π : L → L/Λ denote the natural quotient map. By Ratner's theorem [13] , as explained in [12, Theorem 2.2]:
Theorem 6.1 (Ratner) . Given a W -invariant probability measure λ on L/Λ, there exists H ∈ H such that
And almost all W -ergodic components of the restriction of λ to π(N(H, W )) are of the form gµ H , where
6.1. Algebraic criterion for zero limit measure on singular sets. Similar to the nondivergence criterion given by Proposition 3.3, the next result provides a criterion for 'non-accumulation on singular sets' in terms of linear actions of groups; it is also referred by 'linearization technique'. Let the notation be as in §3.1.
The following linearization statement from [18, Prop. 4.4] uses the fact that ϕ is analytic; cf. [14, 6, 12] . 
Just as in the Proof of Theorem 3.1 we will apply this criterion to obtain an algebraic condition leading to the hypothesis of Corollary 4.9. Proof. Earlier using Theorem 3.1 we have shown that after passing to a subsequence, λ i → λ in the space of probability measures on L/Λ, and by Theorem 5.1 λ is invariant under the Ad-unipotent one-parameter subgroup W . In order to complete the proof it is enough to show that any such limiting measure λ is L-invariant. For notational convenience we will identify any g ∈ G with ρ(g) ∈ L.
By Theorem 6.1 there exists H ∈ H such that 
Let D ⊂ A be as in the statement of Proposition 6.2. Choose any compact neighbourhood Φ of D in V . Then there exists a neighbourhood O of π(C) in L/Λ such that one of the statements (a) or (b) of Proposition 6.2 holds for J = I, and any h 1 = a i and h 2 = g i . For any i > i 0 , (a) cannot hold due to (6.5), and hence (b) must hold; that is, there exists γ i ∈ Λ such that (6.6) (z(s)a i u(ϕ(s))g i γ i )p H = (a i z(s)u(ϕ(s))g i γ i )p H ∈ Φ, ∀s ∈ I.
Let Φ 1 = {z(s) −1 : s ∈ I}Φ. Then Φ 1 is contained in a compact subset of V , and the following holds: (6.7) a i u(ϕ(s))(g i γ i )p H ∈ Φ 1 , ∀s ∈ I, ∀i > i 0 .
Let · be a norm on V . First suppose that after passing to a subsequence, Since there exists a finite set F ⊂ I such that B = {ϕ(s) : s ∈ F } is an affine basis of R n−1 , (6.10) satisfies the condition (4.64) of Corollary 4.9 but contradicts its conclusion (4.65). Thus (6.8) fails to hold after passing to a subsequence. Therefore the set {γ i p H : i ∈ N} is bounded. It is discrete by Proposition 3.2. Hence it is a finite set. Therefore by passing to a subsequence there exists γ ∈ Γ such that (6.11) γ i p H = γp H , ∀i ∈ N.
Therefore by (6.7) we get (6.12) a i u(ϕ(s))g i (γp H ) ⊂ Φ 1 , ∀s ∈ I, ∀i ∈ N. Therefore to prove (1.6), it is enough to prove the theorem in the case of τ i =τ i .
We put x i = x 0 for all i. As noted before there exists a smallest closed subgroup H of L containing ρ(Q m 1 +1 ) such that the orbit Hx 0 is closed and admits a finite Hinvariant measure. Therefore without loss of generality we may replace L by H. Now to complete the proof of the theorem, we only need to prove that µ is L-invariant.
Since ϕ is analytic, the condition (5.3) fails to hold only for finitely many points, and it is straightforward to reduce the proof of the theorem to the case where (5.3) holds for all s ∈ I. Now the difference between µ i and λ i is only through {z(s) : s ∈ I}. Given ǫ > 0, there exists δ > 0 such that if J = [s 1 , s 2 ] ⊂ I and 0 < s 2 − s 1 < δ then |f (z(s 1 ) for all large i. Since λ L is z(s 1 )-invariant, the second integral is same as f dλ L . Now partitioning I into finitely many J's with |J| ≤ δ, we deduce (6.17)
for all large i.
Proof of Theorem 1.8. The above proof applies to this case also. Here we are given that x i → x 0 is a convergent sequence and there is no proper closed subgroup H of G containing ρ(Q m 1 +1 ) such that Hx 0 is closed and admits a finite H-invariant measure. Therefore there is no need to replace H by L as in the above proof.
The proof of Theorem 1.9 can be obtained by combining the ideas of the proof of Theorem 6.3, Proposition 4.2 and the general strategy of the proof of [6, Theorem 3] .
