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We establish a localization phase diagram for light in a random three-dimensional (3D) ensemble
of motionless two-level atoms with a three-fold degenerate upper level, in a strong static magnetic
field. Localized modes appear in a narrow spectral band when the number density of atoms ρ
exceeds a critical value ρc ' 0.1k30, where k0 is the wave number of light in the free space. A critical
exponent of the localization transition taking place upon varying the frequency of light at a constant
ρ > ρc is estimated to be ν = 1.57± 0.07. This classifies the transition as an Anderson localization
transition of 3D orthogonal universality class.
The search for Anderson localization of light in three-
dimensional (3D) disordered media has been an active
research direction since the mid-1980s when John [1] and
Anderson [2] independently noticed that light could be
localized by strong disorder in a way analogous to elec-
tron localization in disordered solids [3]. It was rapidly
recognized that optical localization in a dielectric mate-
rial is difficult to achieve because, on the one hand, of the
way in which the disorder enters the optical wave equa-
tion (the position-dependent dielectric function ε(r) of
the material multiplies the second-order time derivative
of the electric field) and, on the other hand, of the rela-
tively low values of ε of available transparent materials at
optical frequencies [4]. Unfortunately, even the materials
composed of particles with the largest available dielectric
constants, did not allow for an indisputable observation
of disorder-induced light localization in 3D thus far [5–7].
A random spatial arrangement of motionless atoms
represents an alternative to dielectric media for reaching
Anderson localization of light [8, 9]. Indeed, the coher-
ent backscattering (CBS) of light, considered as a pre-
cursor of localization, was observed in cold atomic gases
almost 20 years ago [10–12]. However, the vector charac-
ter of light and the associated dipole-dipole interactions
between atoms have been predicted to prevent Anderson
localization in atomic systems [13, 14]. A static exter-
nal magnetic field partially suppresses the interatomic
dipole-dipole interactions and can induce localization of
light that is quasiresonant with a Jg = 0→ (Je = 1,m =
±1) transition (Jg and Je are the total angular momenta
of the atomic ground and excited states, respectively, and
m is the magnetic quantum number of the excited state)
[15]. It is important to stress that the role played here by
the magnetic field is different from that reported in Ref.
[12] where the field enhances the CBS contrast for light
scattered by a cloud of Rb atoms. In the latter case, the
magnetic field lifts the degeneracy of the atomic ground
state (Jg > 0) and thus suppresses Raman scattering
and lengthens the coherence length of light. We consider
atoms with a nondegenerate ground state (Jg = 0) and
no Raman scattering. The magnetic field can have only
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a negative impact on such interference effects as CBS be-
cause the contrast of the latter is already maximum in
the absence of the field. Therefore, understanding of An-
derson localization in our system cannot be achieved with
far-field interference arguments and requires dealing with
near-field effects, such as the dipole-dipole interactions.
Although the presence of localized modes in the atomic
system subjected to an external magnetic field has been
already established in Ref. [15], the transition between
extended and localized regimes has not been studied yet.
This transition takes place in a dense medium that is
made strongly anisotropic by the magnetic field, and in
the presence of near-field couplings between atoms sep-
arated by less than a wavelength in distance. Questions
thus arise concerning the nature of this transition: To
which extent can it be considered a genuine, disorder-
induced Anderson transition? What is its universality
class? Does the anisotropy of the atomic medium in a
strong magnetic field play any role? It is the purpose of
this Letter to provide exhaustive answers to these ques-
tions and thereby motivate the experimental work on An-
derson localization of light by cold atoms.
An ensemble of N identical two-level atoms (resonance
frequency ω0, Jg = 0 for the ground state, Je = 1 for the
excited states) at positions {rj}, j = 1, . . . , N , subjected
to a constant external magnetic field B ‖ ez and inter-
acting with a free electromagnetic field, is described by
the following Hamiltonian [16–18]:
Hˆ =
N∑
j=1
1∑
m=−1
(~ω0 + geµBBm) |ejm〉〈ejm|
+
∑
⊥k
~ck
(
aˆ†kaˆk +
1
2
)
−
N∑
j=1
Dˆj · Eˆ(rj)
+
1
2ε0
N∑
j 6=n
Dˆj · Dˆnδ(rj − rn). (1)
Here we denote the atomic dipole operators by Dˆj , the
electric displacement vector by ε0Eˆ(r), the photon cre-
ation and annihilation operators corresponding to a mode
of the free electromagnetic field having a wave vector k
and a polarization  by aˆ†k and aˆk, respectively. µB
is the Bohr magneton, and ge is the Lande´ factor of the
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2excited state. As discussed previously [15, 19], the quasi-
modes of the atomic subsystem can be found as eigenvec-
tors of a 3N × 3N effective Hamiltonian G of the open
system of atoms interacting via the electromagnetic field:
Gejmenm′ = (i− 2m∆) δejmenm′ −
2
~Γ0
(1− δejmenm′ )
×
∑
µ,ν
dµejmgjd
ν
gnenm′
eik0rjn
r3jn
×
{
δµν
[
1− ik0rjn − (k0rjn)2
]
− r
µ
jnr
ν
jn
r2jn
[
3− 3ik0rjn − (k0rjn)2
]}
, (2)
where k0 = ω0/c, ∆ = geµBB/~Γ0 is the Zeeman shift
in units of the spontaneous decay rate Γ0, dejmgj =
〈Jem|Dˆj |Jg0〉, and rjn = rj − rn. The complex eigen-
values Λn of the matrix G yield eigenfrequencies ωn =
ω0− (Γ0/2)ReΛn and decay rates Γn/2 = (Γ0/2)ImΛn of
quasimodes. From here on, we consider atoms that are
randomly distributed in a ball of radius R and volume V
with an average density ρ = N/V .
In a strong magnetic field, the eigenvalues Λn split
in three groups corresponding to transitions between the
ground state and one of the three Zeeman sublevels (m =
0,±1) which now have different frequencies ωm = ω0 +
mΓ0∆ [15]. Each group occupies a roughly circular area
of radius b0 ∼ R/`0 on the complex plane [20, 21]. Here
`0 ∼ k20/ρ is the on-resonance scattering mean-free path
computed in the independent-scattering approximation
(ISA) and b0 is the on-resonance optical thickness. If
the distance between eigenvalue groups on the complex
plane 2∆ is much larger than 2b0, each group can be
found independently by diagonalizing an N ×N matrix
G(m). For m = ±1, we find [21]:
G(±1)jn = (i∓ 2∆)δjn + (1− δjn)
3
2
eik0rjn
k0rjn
×
[
P (ik0rjn) +Q(ik0rjn)
sin2 θjn
2
]
, (3)
where P (x) = 1−1/x+1/x2 and Q(x) = −1+3/x−3/x2.
Note that Eq. (3) still contains divergent near-field terms
∝ 1/r3jn associated with dipole-dipole interactions be-
tween atoms, but their magnitude is partially suppressed
with respect to the case of B = 0 [13]. The effective
anisotropy of the atomic medium in a strong magnetic
field, which is not obvious from Eq. (2), now becomes
evident because Eq. (3) contains an explicit dependence
on the angle θjn between rjn and B. A comparison of
eigenvalues of the matrices (2) and (3) and a discussion
of the condition of validity ∆  b0 of Eq. (3) can be
found in the Supplemental Material [21].
We will use Eq. (3) to study the localization tran-
sition for light that is quasiresonant with the transi-
tion between the ground state and one of the excited
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FIG. 1. (a) Third percentile (q = 0.03) of the logarithm of
Thouless conductance g as a function of frequency at a fixed
number density of atoms ρ/k30 = 0.2 for 10 different sizes
of the atomic cloud: N = 2000, 4000, 6000, 8000, 10000,
12000, 14000, 16000, 20000 and 24000 (symbols with error
bars). At least 2 × 107 eigenvalues were calculated for each
N to compute the percentile. Vertical dashed lines indicate
the mobility edges. (b) Fits (solid lines) of Eqs. (4) and (5)
to numerical data for N ≥ 4000 (symbols with error bars)
around one of the mobility edges. The best-fit values of the
mobility edge ReΛc and of the critical exponent ν are given
on the graph.
states corresponding to m = ±1 (there is no localiza-
tion transition for m = 0 [15]). To identify the criti-
cal points (mobility edges), we use the approach devel-
oped in Ref. [22] for scalar waves. In brief, at a fixed
(and sufficiently high) density ρ and for a set of differ-
ent atom numbers N , we compute the eigenvalues Λn of
the matrix (3) for an ensemble of random atomic config-
urations {rj} and then estimate the probability density
p(ln g; ReΛ, N) of the logarithm of the Thouless conduc-
tance g = ImΛn/〈ReΛn − ReΛn−1〉, where the angular
brackets denote ensemble averaging. The small-g part of
p(ln g; ReΛ, N) becomes independent of N at the critical
points ReΛc. Instead of working with p(ln g; ReΛ, N), it
is more convenient to analyze its low-rank (q ≤ 0.05) per-
centiles ln gq defined by q =
∫ ln gq
−∞ p(ln g; ReΛ, N)d(ln g).
Figure 1(a) shows the third percentile (q = 0.03) as a
function of ReΛ for different N . The crossing points
of lines corresponding to different N provide approxi-
3FIG. 2. Best-fit values of the mobility edge ReΛc (a) and of
the critical exponent ν (b) as functions of the rank q of the
analyzed percentile ln gq. Fits were performed for the data
corresponding to ρ/k30 = 0.2 and ln gq within ±1 of an esti-
mated crossing point of curves obtained for different N . The
dashed solid lines show average values of ReΛc and ν, respec-
tively, with the values of the latter printed on the graphs.
Grey areas visualize the errors of the averages.
mate positions of mobility edges ReΛc shown by vertical
dashed lines.
The finite-size scaling analysis of the localization tran-
sition consists in fitting the numerical data for ln gq near
a critical point by polynomials [22, 23]:
ln gq =
n1∑
j1=0
n2∑
j2=0
aj1j2u1(w)
j1u2(w)
j2(k0R)
j1/ν+j2y, (4)
ui(w) =
mi∑
j=0
bijw
j , (5)
where w = (ReΛ − ReΛc)/ReΛc, ν is a critical expo-
nent of the localization transition, and y < 0 is an irrele-
vant exponent accounting for deviations from the single-
parameter scaling. m1 = 1, n1 = 2, m2 = n2 = 1 in
Eqs. (4) and (5) are the minimum values that yield fits
of acceptable quality and, at the same time, give consis-
tent values of best-fit ReΛc and ν for all q from 0.001
to 0.05. An example of fit is shown in Fig. 1(b) whereas
Fig. 2 shows the best-fit values of the mobility edge, cor-
responding to ReΛc + 2m∆ ' −1 in Fig. 1(a), and of
the critical exponent ν as functions of the rank q of the
considered percentile for ρ/k30 = 0.2. The analysis of
the second mobility edge [ReΛc + 2m∆ ' −2.4 in Fig.
1(a)] is complicated by a stronger noise in the numerical
data and does not yield reliable estimations of ν with an
acceptable precision.
The best estimate of the critical exponent 〈ν〉 =
1.57± 0.07 obtained by averaging results obtained for all
q = 0.001–0.05 [see Fig. 2(b)], is consistent with the value
expected for the Anderson transition of the 3D orthog-
onal universality class, typical for spinless time-reversal
(TR) invariant systems [23, 24]. The Hamiltonian (1) is
formally invariant under TR of the whole system “light
+ atoms + the magnet creating the magnetic field B”
(remember that B changes sign upon time reversal) [25].
However, for a constant B that we consider, the subsys-
tem “light + atoms” is not TR invariant and one might
expect the localization transition to belong to the unitary
universality class and have a different critical exponent
[24, 26]. To resolve this apparent contradiction, let us
consider the transfer of an excitation from an atom n to
a distant atom j (see Sec. I of Supplemental Material [21]
for details). The transfer is operated by photons of differ-
ent helicities  = ±1 with probability amplitudes A()jn . It
is not TR invariant because the transfer of an excitation
from the atom j back to the atom n by a photon with
the same helicity have a different probability amplitude:
A
()
nj 6= A()jn . However, this exchange of photons have an
additional symmetry imposing A
()
nj = A
(−)
jn . In other
words, the photons of positive (negative) helicity play
the same role in the excitation transfer from one atom
to another as the photons of negative (positive) helicity
do for the transfer in the opposite direction. As a result,
the exchange of excitations between atoms become TR
invariant, and the localization transition in the ensemble
of atoms belongs to the orthogonal universality class [33].
The anisotropy induced in the atomic medium by the
external magnetic field may play a role in determining
the mobility edges [27–29], but apparently does not mod-
ify the universality class of the localization transition, in
agreement with both previous theoretical results for the
anisotropic Anderson model [29] and experiments in cold-
atom systems [30].
The analysis performed above for a single atomic den-
sity ρ/k30 = 0.2 can be repeated for other densities as well.
The calculation of ν is very computer-time consuming
but the mobility edges can be estimated from the results
for a smaller number of random configurations {rj} and
only two different N , see Fig. 3. For 0.1 . ρ/k30 . 0.12
the mobility edges are too close to be clearly distinguish-
able, and they disappear for ρ/k30 < ρc/k
3
0 ' 0.1 The
latter value also follows from polynomial fits in Fig. 3 as
a minimum density at which localized states appear. It
is slightly larger than ρc/k
3
0 ' 0.08 identified as the ab-
solute localization threshold for scalar waves [31]. In our
opinion, this difference reflects the residual dipole-dipole
interactions which are partially suppressed but not fully
4FIG. 3. Localization phase diagram of an ensemble of two-
level atoms in a strong magnetic field. The frequency on the
vertical axis is measured from ωm = ω0+mΓ0∆ (for m = ±1)
in units of Γ0. Symbols are mobility edges calculated from at
least 107 (5.5 × 106) eigenvalues for N = 8000 (16000) at
every ρ; lines are polynomial fits. The crossing point of the
latter ρc/k
3
0 ' 0.1 is an estimation of the absolute localization
threshold. Inset: the width of the frequency band of localized
states (circles) fitted by Eq. (6) (solid line) with ρc/k
3
0 ' 0.11
and ρ∗/k30 ' 0.51. The dash-dotted lines in both the main
plot and the inset are obtained from the IR criterion in the
ISA [21].
eliminated by the magnetic field. As a consequence, An-
derson localization requires a higher scatterer density and
thus is more difficult to reach for light scattered by atoms
in a magnetic field than for scalar waves. In addition to
this, the region of localized states in the phase diagram
of Fig. 3 is significantly shifted upwards with respect to
its counterpart for scalar waves [31], its shape is modified
and its width is reduced.
Some features of Fig. 3 can be qualitatively understood
based on the Ioffe-Regel (IR) criterion of Anderson lo-
calization k` = 1 evaluated in the ISA. Calculating the
effective wave number k(ω) and the scattering mean free
path `(ω) in the scalar approximation and in the lowest
order in density ρ for an atomic resonance at ω = ωm,
we obtain the dashed-dotted lines in Fig. 3 [21]. The
ISA yields a correct order of magnitude for the mini-
mum density ρc needed to reach localization and rightly
predicts that the band of localized states is blue shifted
with respect to ωm, although it largely underestimates
the magnitude of the shift. The most obvious failure of
the ISA in Fig. 3 is its complete incapacity to describe
the low-frequency mobility edge. As a consequence, also
the width ∆ω of the spectral band in which Anderson
localization takes place is overestimated. The ISA yields
a compact expression for it [21]:
∆ω
Γ0
=
pi
k30
√
(ρ− ρc) (ρ+ ρ∗), (6)
where ρc = k
3
0(
√
5 − 2)/pi and ρ∗ = k30(
√
5 + 2)/pi. This
equation is shown in the inset of Fig. 3 by a dash-dotted
line. Although Eq. (6) does not describe our numerical
results shown by symbols, it can provide a good fit to
them if we treat ρc and ρ
∗ as free fit parameters (solid
line in the inset of Fig. 3).
It is important to keep in mind that in this work we
take two limits in a well-defined order: first B →∞ and
then N →∞, ensuring that the condition ∆ b0 needed
to justify Eq. (3) is always obeyed. Changing the order of
limits would require working with the full 3N × 3N ma-
trix G and might modify the results. In an experiment
with cold atoms, it should be possible to achieve suffi-
ciently strong fields B to decouple transitions with dif-
ferent magnetic quantum numbers m for a given N (see
Ref. [19] for a discussion of a possible experiment). The
optical localization transition can be studied by observ-
ing the time-dependent fluorescence of a dense atomic
system after an excitation by a pulse [19]. The fluores-
cence is expected to slow down when the frequency and
the polarization of the exciting pulse correspond to those
of localized quasimodes. Spectral analysis of the signal
should allow for identification of frequencies ωn and de-
cay rates Γn of quasimodes as it has been already done
in quasi-1D microwave experiments [32], allowing for cal-
culation of Thouless conductance g(ω) for each atomic
configuration. Using “artificial atoms” (quantum dots)
may have an advantage of obviating the Doppler and re-
coil effects inherent for atomic systems [16].
In conclusion, we established the localization phase di-
agram for light propagating in a dense random 3D en-
semble of two-level atoms subjected to a strong magnetic
field, and estimated the critical exponent ν of the local-
ization transition taking place upon varying its frequency.
The value ν = 1.57±0.07 obtained from a finite-size scal-
ing analysis, indicates that the transition is an Anderson
transition of 3D orthogonal universality class, despite the
broken time-reversal symmetry of the system “light +
atoms” which might have changed its universality class
into the unitary one, but is compensated by a symme-
try between photons of opposite helicities propagating in
opposite directions. The transition frequencies are blue-
shifted with respect to the atomic resonances ω0 ± Γ0∆
and the minimum number density of atoms required to
reach the transition is ρc ' 0.1k30. These features of
the phase diagram are qualitatively reproduced by the
IR criterion of localization evaluated in the ISA. How-
ever, the latter criterion fails to provide quantitatively
accurate results. The anisotropy induced in the atomic
medium by the external magnetic field does not modify
the universality class of the localization transition.
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6Supplemental Material
Here we present a heuristic derivation and a verification of validity of the model (3) used in the
main text, and a derivation of the localization phase diagram from the Ioffe-Regel criterion in
the independent-scattering approximation.
I. HEURISTIC DERIVATION OF THE
EFFECTIVE SCALAR HAMILTONIAN FOR
ATOMS IN A STRONG MAGNETIC FIELD
Assume that the atoms are in a strong magnetic field
∆ → ∞ and consider the probability amplitude for a
transfer of an excitation from an atom n (located at rn)
in an excited state with, say, m = −1, to an atom j
(located at rj) initially in the ground state. For the pur-
pose of argument, assume that the atoms are far from
each other: k0rjn  1, rjn = rj − rn. The atom
n emits a photon having a frequency around ω−1 =
ω0 − Γ0∆, a wave vector k ‖ rjn, and a helicity  ⊥ k
with a probability amplitude proportional to a scalar
product ∗ · dgnenm ∝ (1 −  cos θjn) exp(−iϕjn), where
 = ±1 for right and left helicities, respectively, and
rjn = {rjn, θjn, ϕjn}. The photon will reach the atom
j with a probability amplitude ∝ exp(ik0rjn)/k0rjn de-
scribing the propagation of a spherical wave, and will be
absorbed on the transition Jg = 0 → (Je = 1,m = −1)
of this atom with a probability amplitude proportional
to  · dejmgj ∝ (1 −  cos θjn) exp(iϕjn). The two other
transitions corresponding to m = 0 and m = +1 can-
not be excited because their resonant frequencies are too
different from ω−1. For a given helicity , the probabil-
ity amplitude A
()
jn of the excitation transfer is obtained
by multiplying the probability amplitudes of emission by
the atom n, propagation from rn to rj , and absorbtion
by the atom j 6= n:
A
()
jn ∝
eik0rjn
k0rjn
(1−  cos θjn)2. (S1)
Summation over the two helicities yields the total prob-
ability amplitude of the excitation transfer:
G(−1)jn =
∑
=±1
A
()
jn ∝
eik0rjn
k0rjn
(
1− 1
2
sin2 θjn
)
. (S2)
Repeating all the reasonings for m = +1, we obtain
exactly the same equation for G(+1)jn , whereas the result
for G(0)jn is different:
G(0)jn ∝
eik0rjn
k0rjn
(
1− cos2 θjn
)
. (S3)
Extending the above analysis to arbitrary rjn by prop-
erly including near-field dipole-dipole interactions be-
tween the atoms and keeping trace of all numerical fac-
tors yields
G(±1)jn = (i∓ 2∆)δjn + (1− δjn)
3
2
eik0rjn
k0rjn
×
[
P (ik0rjn) +Q(ik0rjn)
sin2 θjn
2
]
, (S4)
G(0)jn = iδjn + (1− δjn)
3
2
eik0rjn
k0rjn
× [P (ik0rjn) +Q(ik0rjn) cos2 θjn] , (S5)
where P (x) = 1−1/x+1/x2 and Q(x) = −1+3/x−3/x2.
Equation (S4) is Eq. (3) of the main text.
II. STUDY OF VALIDITY OF THE SCALAR
HAMILTONIAN (3)
Figure S1 shows a comparison of eigenvalues of the
N × N matrix G(+1) defined by Eq. (3) (red dots) with
eigenvalues of the 3N × 3N matrix G defined by Eq. (2)
(blue open circles), for N = 103, ρ/k30 = 0.2 and 4 values
of magnetic field quantified by the dimensionless Zeeman
shift ∆. For each ∆, we show the eigenvalues on the
complex plane in the linear scale (upper panels) and a
zoom on the part of the complex plane where the eigen-
values corresponding to spatially localized eigenvectors
are located (lower panels). To better resolve eigenvalues
with small imaginary parts, the logarithmic scale is used
for the imaginary axis in the latter case. We see from
Fig. S1 that the eigenvalues of G(+1) and G having real
parts ReΛ around −2m∆ (here, for m = 1) indeed coin-
cide in the limit of large ∆ [e.g., for ∆ = 104, see Fig.
S1(d)]. For a smaller ∆ = 103, the eigenvalues of the two
matrices start to differ but remain quite close, so that
pairs of eigenvalues of G(+1) and G that correspond to
each other can be readily identified, see Fig. S1(c). At
∆ = 102 such an identification becomes difficult, but the
patterns of red dots and blue circles in Fig. S1(b) have
the same global structure, so that the statistical proper-
ties of eigenvalues are likely to be similar. And finally, at
even smaller ∆ = 10, the eigenvalues of the two matrices
start to differ substantially [see Fig. S1(a)]. In partic-
ular, the “cloud” of eigenvalues of G corresponding to
m = 0 and not described by Eq. (3) start to be visible
in the right part of the figure. The eigenvalues of this
cloud can, in their turn, be approximated by eigenvalues
of an N ×N matrix G(0) defined by Eq. (S5). However,
adding the eigenvalues of G(0) to Fig. S1(a) does not help
to cure the main difference between the eigenvalues of the
full vector model and those of its scalar approximation:
the red dots in the lower panel of Fig. S1(a) are consid-
erably lower than the blue circles, and we know from the
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FIG. S1. Illustration of validity of the effective scalar model (3). For a random realization of atomic positions {rj} in a ball
and a magnetic field ∆ = 10 (a), 100 (b), 103 (c) and 104 (d), the eigenvalues of the 3N × 3N matrix G defined by Eq. (2)
(blue empty circles) are compared with the eigenvalues of the N ×N matrix G(+1) defined by Eq. (3) (red dots). For each ∆,
the upper panel shows the eignevalues in the linear scale whereas the lower panel is a zoom on the part of the complex plane
with eigenvalues Λ corresponding to localized eigenvectors, with a logarithmic scale for ImΛ.
previous work [S1, S2] that this corresponds to a quali-
tative difference in the spatial structure of corresponding
eigenvectors which are extended for the full vector model
(2) at small ∆ but localized in the scalar model (3) at
any ∆. According to Fig. S1, the two models start to be
roughly equivalent only for ∆ & 102.
More generally, at large ∆ the three clouds of eigen-
values corresponding to m = 0, ±1 are roughly circular,
as one can see from Fig. S1 for the m = 1 cloud. If we
assume that their radii R scale in the same way as for
the scalar-wave model, we obtain R ∝ b0 ∼ R/`0, where
`0 ∼ k20/ρ is the on-resonance scattering mean free path
computed in the ISA and b0 is the optical thickness of the
atomic medium [S3]. Obviously, replacing the 3N × 3N
matrix G by three N × N matrices G(m) is a good ap-
proximation only when the clouds of eigenvalues corre-
sponding to different m are well separated on the com-
plex plane, i.e. when ∆ b0. This is the regime that we
study in the main text of the paper.
III. LOCALIZATION PHASE DIAGRAM FROM
THE IOFFE-REGEL CRITERION IN THE
INDEPENDENT-SCATTERING
APPROXIMATION
As we notice in the main text, some features of the lo-
calization phase diagram shown in Fig. 3 can be qualita-
tively understood based on the Ioffe-Regel (IR) criterion
of localization evaluated in the independent-scattering
approximation. The IR criterion suggests that the An-
derson transition takes place when k(ω)`(ω) ' 1, where
k(ω) is the effective wave number and `(ω) is the scatter-
ing mean free path of the wave in the medium [S4, S5].
For resonant point scatterers, the IR criterion has been
recently tested in Ref. [S6], which has shown that it can
serve as a qualitative criterion of localization, whereas
its quantitative validity is poor. One should not be dis-
tracted by the seemingly simple form of the IR criterion
because in strongly scattering media where Anderson lo-
8calization can be reached, the calculations of both k(ω)
and `(ω) are highly nontrivial.
A simple approximation that can be used to evalu-
ate k(ω) and `(ω) in the limit of low density of scatter-
ers is the so-called independent-scattering approximation
(ISA) [S5, S7, S8]. We apply the ISA to a cloud of atoms
in a strong magnetic field assuming that light is quasi-
resonant with the transition Jg = 0 → (Je = 1, m = ±1)
that has a resonance frequency ωm = ω0 + mΓ0∆ and
a resonance width Γ0. In the ISA, k − k0 and 1/2` are
proportional to the atomic number density ρ [S5, S7, S8]:
k(ω) = k0 − 1
2k0
ReΣ(ω), (S6)
1
2`(ω)
= − 1
2k0
ImΣ(ω), (S7)
Σ(ω) = ΣISA(ω) = ρt(ω)
=
4piρ
k0
1
2(ω − ωm)/Γ0 + i , (S8)
where k0 = ω/c, we introduced the scattering matrix of
an atom t(ω) and the self-energy Σ(ω), and assumed a
scalar approximation. The latter seems to be justified
because in a strong field, the atoms scatter only a single
polarization component of light. It readily follows from
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FIG. S2. The Ioffe-Regel parameter kISA(ω)`ISA(ω) computed
in the ISA, is shown as a function of frequency ω at a fixed
density ρ/k30 = 0.2. The horizontal dashed line shows its crit-
ical value that approximately determines the position of the
mobility edges. The vertical dashed line shows the frequency
for which kISA(ω)`ISA(ω) takes the minimum value.
Eqs. (S6)–(S8) that
kISA(ω) = k0
[
1− 4piρ
k30
(ω − ωm)/Γ0
1 + 4(ω − ωm)2/Γ20
]
, (S9)
`ISA(ω) =
k20
4piρ
[
1 +
4(ω − ωm)2
Γ20
]
, (S10)
kISA(ω)`ISA(ω) =
k30
4piρ
[
1 +
4(ω − ωm)2
Γ20
]
− ω − ωm
Γ0
. (S11)
Even though Eqs. (S6)–(S11) are valid only at small
ρ, we can still hope that they yield physically reasonable
(even though quantitatively inaccurate) results when ρ is
large and the IR criterion of localization is satisfied. The
frequency dependence of kISA(ω)`ISA(ω) is shown in Fig.
S2 for ρ/k30 = 0.2. Requiring kISA(ω)`ISA(ω) ≤ 1 leads to
the following results. First, kISA(ω)`ISA(ω) ≤ 1 can only
be reached for densities ρ/k30 > ρc/k
3
0 = (
√
5 − 2)/pi '
0.075, which is close to ρc/k
3
0 ' 0.1 found from the calcu-
lations in the main text of the paper. Second, the mini-
mum of kISA(ω)`ISA(ω) is reached at ω = ωm+Γ0piρ/2k
3
0,
and hence the frequency ωc at which the condition
kISA(ω)`ISA(ω) = 1 is first obeyed, is blue shifted with
respect to ωm: (ωc − ωm)/Γ0 =
√
5/2 − 1 ' 0.12 > 0.
This is in qualitative agreement with our numerical re-
sults presented in Fig. 3, even though (ωc−ωm)/Γ0 ' 0.5
found from the latter is significantly larger. The blue
shift of ωc can be understood from Eq. (S9) that shows
that k < k0 on the right from the resonance (ω > ωm),
whereas k > k0 on the left from it (ω < ωm). As a conse-
quence, the the Ioffe-Regel criterion is easier to obey on
the right from the resonance. Note that neither ωc nor
the frequency at which the minimum of kISA(ω)`ISA(ω)
is reached in Fig. S2 correspond to the position of the
atomic resonance in the system. The latter can be de-
fined as a position of either the maximum of fluorescence
spectrum or the minimum of continuous-wave transmis-
sion and may be subject to the Lorentz-Lorenz local field
or collective Lamb shifts. The latter shifts were recently
shown to be absent for ensembles of cold (i.e., motionless
atoms) that we study here, and require inhomogeneous
broadening (e.g., Doppler effect) or some other effect that
would suppress correlations between atoms [S9, S10].
Finally, for ρ > ρc, two mobility edges follow from Eq.
(S11):
ωc − ωm
Γ0
=
pi
2k30
[
ρ±
√
(ρ− ρc) (ρ+ ρ∗)
]
. (S12)
where we defined ρ∗ = k30(
√
5 + 2)/pi ' 1.35k30. The
width of the frequency band of localized states readily
follows:
∆ω
Γ0
=
pi
k30
√
(ρ− ρc) (ρ+ ρ∗). (S13)
These results are shown by dash-dotted lines in Fig. 3
and turn out to provide a qualitatively correct picture of
the localization phase diagram.
9The above calculation may be modified and extended
in several ways. First, the vector nature of light can be
taken into account by replacing the numerical factors 4pi
in Eqs. (S8)–(S11) by 6pi [S8]. Second, one can use a
critical value (k`)c of the IR parameter k` that is differ-
ent from 1. All these modifications do not considerably
improve the overall agreement of the final results for the
location of mobility edges and the width of the spec-
tral band of localized states with our numerical results
in Fig. 3.
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