We develop optimal algorithms for forming the intersection of geometric objects in the plane and apply them to such diverse problems as linear programming, hidden-line elimination, and wire layout. Given N line segments in the plane, finding all intersecting pairs requires O(N 2 ) time. We give an O(N log N) algorithm to determine i to detect whether two simple plane polygons intersect. We employ an whether any two intersect and use t O(N log N) algorithm for finding the common intersection of N half-planes to show that the Simplex method is not h i On obtaining upper and lower bounds and relating these results to other optimal. The emphasis throug out s problems in computational geometry.
I. Introduction
The task of computational geometry is to relate the geometric properties of figures to the complexity of algorithms that manipulate them. One important benefit of such a study is the development of efficient algorithms for applications in which geometry plays a major role, such as computer graphics and operations research.
In an earlier paper! on closest-point problems, we showed how a number of seemingly unrelated questions could be answered by a single algorithm based on a common underlying geometric theme. In this paper we will again try to be economical a~d exploit one unifying idea to solve a variety of problems.
Geometric applications frequently involve finding the intersection of objects. A plane polygon is simple if and only if n~two of its edges intersect, a printed circuit can be realized without crossovers if no two conductors cross, and a pattern can be cut from a single piece of stock if no two parts of the l~yout overlap. In computer graphics, an object to be displayed obscures another if their projections on the viewing plane intersect. The importance of efficient algorithms for these problems is becoming more and more apparent as industrial applications grow increasingly ambitious: a single integrated circuit may contain tens of thousands of components, a complicated scene for graphic display can involve a hundred thousand vectors, and data bases for architectural design must be able to store upwards of one million distinct elements. For these purposes even quadratic algorithms are impractical.
The common theme of the above problems is that they can all be solved quickly if a fast algorithm is available for detecting whether any two of N line segments in the plane intersect. The first part of this paper deals with the development of such an algorithm.
In some cases we must form the common intersection of N objects. The convex hull of a figure is the intersection of its supporting half-spaces. The kernel of a polygon (the locus of points from which all points of the polygon are visible) is the intersection of the half-planes determined by its sides 2 • Determining whether N linear inequalities are simultaneously satisfiable and linear programming are further examples.
When the objects are convex, forming their common intersection is particularly easy and we borrow an algorithm for the intersection of N half-planes to solve a number of problems of this type. The emphasis throughout is on relating these results to basic questions in geometric complexity.
II. Problems and Methods
In this section we will pose four fundamental intersection problems and outline the methods that will be used to obtain upper and lower bounds on the time required for their solution. 
GivenN objeats, find aLl interseating pairs.
Lower bounds: If k pairs intersect, then a lower b01l1ld of O(max(k, N log N»" follows from II. Upper bounds: We make use of the associative property of the intersection operation to rearrange the order in which the operation is applied so that a divide-and-conquer strategy may be used. In this way we will obtain O(N log N) algorithms.
The model of computation we shall assume is the random-access machine (RAM)5, generalized to allow real arithmetic and the storage of real numbers. If the reader is troubled by this generalization she may prefer to work with a traci'itional RAM operating on objects whose coordinates are integral or rational, but our lower bounds will tllen not apply.
Tlte question Of how objects are to be represented arises frequently in computational geometry but causes no difficulty. We will restrict our attention to the The algorithm proceeds in a manner similar to the one-dimeosiona1 algo.rithm given earlier. We will sort the 2N segment endpoints and 1Iarch from left to right, inserting a sea-nt in the data structure when its left endpoint is encountered and deleting a· segment when itS right endpoint is passed, checking sagments for ints ection when they become consecutive in the total o!!!,!'
This will require a structure T to maintain the orderĩ ng, on which we can perfora the following operations:
Consider two non-intersecting line segments A aq.~_ in the plane. We say that A and Bare comparable if ..' " th~re exists a vertical line, say at x, that interse¢. both of them. In case A and B are comparable, we Sb,. Of course, it is possible that a point lies neither above or below a segment, but £!!. it. The preceding definition is an example of the painful and boring attention to detail that' must be paid if our theorems are to be strictly correct. In this paper we shall largely ignore such special cases with the promise that no results will be substantially affected. It seems pointless to fill these pages with intricate definitions that do not contribute materially to tbe questions at hand. Unfortunately, implementors of the algorithms will be compelled to supply the details,.
In two dimensions the lower b.·nd still applies, but there is no geometrically-induce~total order on line segments in the plane and the above algorithm fails. We are obliged to define a new order relation and employ a more complicated data structure. To clarify the discussion, from this point on we assume that no segment is vertical and that no three segments meet in a single point. These assumptions do not change the asymptotic running ttmes of the algorithms. This relationship is illustrated in Figure 4 .
Figure 4. Order relations among convex polygons
We may thus proceed by analogy to Algorithm 1, depending on the fact that, if two polygons intersect, they must at some point be consecutive in the total order.
The only complication is that one polygon may contain another.
Theorem 6.
Whether any two of N convex k-gons intersect can be determined in O(N(k + log N log k)) time.
Proof: We will first sort the polygons by leftmost and rightmost extreme points, then proceed from left to right, inserting and deleting polygons, and performing intersection tests whenever two polygons become adjacent. Proof: This is a straightforward modification of algotithm 1, using the ideas of Theorem 6. We can sort the endpoints of all the edges of the polygons in O(Nk log Nk) time. Perform the same scan as before, inserting and deleting the edges (not polygons) separately. The reason that we do not attempt to insert whole polygons is that non-convex polygons are not totally ordered by the "above" relation, as can be seen from Figure 5 . The region of the plane lying above a segment is either inside some polygon or outside all polygons. As segments are inserted into the data structure, we associate with each segment two pieces of information, UP and DOWN. Each of these is either zero or the number of the polygon to which the segment belongs, zero indicating "outside". If, proceeding upwards from the segment s, we pass out of its polygon, then UP(s) is zero. If, on the other hand, we move into polygon P, then UP(s) = P'. On inserting or deleting a segment we perform the same intersection tests as in Algorithm 1, with the following check for inclusion: if a segment is inserted into a region belonging to a different polygon then trouble has occurred. Suppose that segment s, belonging to polygon P, is to be inserted below segment t and above segment u, both belonging to polygon Q. Then eitherQ contains P entirely, or they intersect. Thus Nk insertions and Nk deletions will be made and O(Nk) segment intersection tests performed.
The height-balanced tree never holds more than Nk segments, so O(Nk log Nk) time suffices. 0 9. Find an algorithm for intersecting two threedimensional convex polyhedra, each having N vertices, in less than 0(N 2 ). Such an algorithm could be used
