Mutual features for pattern classification by Claussen, Heiko
University of Southampton Research Repository
ePrints Soton
Copyright © and Moral Rights for this thesis are retained by the author and/or other 
copyright owners. A copy can be downloaded for personal non-commercial 
research or study, without prior permission or charge. This thesis cannot be 
reproduced or quoted extensively from without first obtaining permission in writing 
from the copyright holder/s. The content must not be changed in any way or sold 
commercially in any format or medium without the formal permission of the 
copyright holders.
  
 When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given e.g.
AUTHOR (year of submission) "Full thesis title", University of Southampton, name 
of the University School or Department, PhD Thesis, pagination
http://eprints.soton.ac.ukUNIVERSITY OF SOUTHAMPTON
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
School of Electronics and Computer Science
Mutual Features
for Pattern Classiﬁcation
by
Heiko Claussen
Thesis for the degree of Doctor of Philosophy
June 2009UNIVERSITY OF SOUTHAMPTON
ABSTRACT
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MUTUAL FEATURES FOR PATTERN CLASSIFICATION
by Heiko Claussen
The mean of a data set is one trivial representation of data from one class. This thesis
discusses mutual interdependence analysis (MIA) that is successfully used to extract more
involved representations, or “mutual features”, accounting for samples in the class. MIA aims to
extract a common or mutual signature that is invariant to changes in the inputs. For example, a
mutual feature is a speaker signature under varying channel conditions or a face signature under
varying illumination conditions. By deﬁnition, the mutual feature is a linear combination of
class examples that is equally correlated with all training samples in the class. An equivalent
view is to ﬁnd a direction to project the dataset such that projection lengths are maximally
correlated. The MIA optimization criterion is presented from the perspectives of canonical
correlation analysis and Bayesian estimation. This allows to state and solve the criterion for
mutual features concisely and to infer other properties of its closed form, unique solution
under various statistical assumptions. Moreover, a generalized MIA solution (GMIA) is deﬁned
that enables utilization of a priori knowledge. MIA and GMIA work well even if the mutual
signature accounts only for a small part of the energy in the inputs. Real world problems do not
exactly ﬁt the signal model of an equally correlated common signature. Therefore, the behavior
of MIA is analyzed in situations where its model does not exactly ﬁt. For these situations it
is shown that GMIA continues to extract meaningful information. Furthermore, the GMIA
result is compared to ubiquitous signal processing methods. It is shown that GMIA extends
these current tools visualizing previously hidden information. The utility of both MIA and
GMIA is demonstrated on two standard pattern recognition problems: text–independent speaker
veriﬁcation and illumination–independent face recognition. For example, GMIA achieves an
equal error rate (EER) of 4.0% in the text–independent speaker veriﬁcation application on
the full NTIMIT database of 630 speakers. On the other hand, for illumination–independent
face recognition, MIA achieves an identiﬁcation error rate of 7.4% in exhausive leave–one–out
tests on the Yale database. Overall, MIA and GMIA are found to achieve competitive pattern
classiﬁcation performance to other modern algorithms.Contents
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Introduction
In modern applications, machines aim to automate or support processes that were solely
performed by humans in the past. On one hand, the goal is to improve their speed, quality,
reliability and reproducibility. On the other hand, such automations promise a reduction in
costs and enable new products and services. Successful examples include optical character
recognition for automatic sorting of mail or support of border control using biometric scanners.
Reasons for the improvements using machines are their large memory, fast computational speed,
low access and response times, exact timing, etc. However, while many tasks seem intuitive for
the human, it is challenging to deﬁne the necessary signal processing procedures in a machine.
Forexample, howtorecognizeapersononagrayscaleimageunderdifferentscaling, resolution,
camera angles, illumination conditions, presence of occlusions etc.?
A ﬁrst step to design a system that automates tasks which are successfully performed by a
human is to model the human behavior, senses etc. To enable this, interdisciplinary knowledge
from, e.g., natural sciences, psychology and the humanities, is utilized. For example, listeners
were asked to deﬁne tones of equal distance in frequency. These experiments showed that the
sensitivity of the human ear is nonlinear over frequency. Features that are based on these results
are successfully used for speaker veriﬁcation and audio compression. However, are behavioral
studies sufﬁcient to model complex and abstract tasks optimally? It can be assumed that a more
general understanding of human thinking is necessary to describe initial human learning patterns
leading ultimately to artiﬁcial intelligence. Moreover, this generalization can help to verify if the
current process of feature extraction is feasible or in some way limiting when modeling complex
tasks. In the following, these points are addressed in context to knowledge of objects, i.e., how
can a machine detect, recognize or classify an object. The task of a machine that models the
human behavior appears similar to the way a newborn human gains knowledge of the world.
For before a newborn starts to speak, it is able to recognize familiar faces or objects. However,
it is difﬁcult to analyze this process scientiﬁcally because of ambiguity in the interpretation of
responses and the missing ability to recall memories of this initial learning phase. One possible
theory that describes this initial learning phase is given by:
1Chapter 1 Introduction 2
There can be no doubt that all our knowledge begins with experience. For
how should our faculty of knowledge be awakened into action did not objects
affecting our senses partly of themselves produce representations, partly arouse the
activity of our understanding to compare these representations, and, by combining
or separating them, work up the raw material of the sensible impressions into that
knowledge of objects which is entitled experience? (Kant, 2003, p.41, originally
published 1781)
Following this hypothesis, the sensor data can be transformed into knowledge of objects
therefore enabling a machine to perform abstract tasks. Note that this view aligns with current
signal processing approaches used to model human behavior. Thus, the current way of modeling
appears not to limit the automation of complex and abstract tasks. However, as the machine
will not produce representations of objects itself, the challenge remains to deﬁne these features
whose combination and correlations make up the raw material of knowledge on which decisions
are based. It can be assumed that it is initially necessary to detect patterns before characteristic
features can be deﬁned. A possible deﬁnition of a pattern is a recurring structure, style or form
of elements or events that contains information which can be used to predict or classify future
appearances. For example, to learn the ﬁrst language, a child needs to ﬁnd links between words
and objects, feelings, behaviors, etc. The goal is to ﬁnd features that represent characteristic
patterns in the data. This thesis focuses on the design and analysis of a novel set of features for
pattern classiﬁcation.
1.1 Problem Statement
There are multiple approaches and philosophies to deﬁne characteristic features. For example,
one can manually deﬁne features based on behavioral experiments as discussed above. The
disadvantage of such approaches is that they are not well adapted to new scenarios or data. That
is, it is not feasible to deﬁne or detect features manually for every new input. Therefore, modern
approaches tend toward an automatic extraction of features. Each of the methods for automatic
feature extraction uses a different viewpoint and criteria to ﬁnd its ‘optimal’ representation.
Most pattern recognition problems implicitly assume that the number of observations is much
higher than the dimensionality of each observation. This allows one to study characteristics
of the distributional observations and design proper discriminant functions for classiﬁcation.
Generally, one can distinguish between supervised and unsupervised approaches. While a priori
information about the class labels is available in the supervised case, unsupervised methods
extract both features and class labels from the data.
Ubiquitous methods for automatic feature extraction include principal component analy-
sis (PCA) (Pearson, 1901), independent component analysis (ICA) (Jutten and Herault,
1991), Fisher’s linear discriminant analysis (FLDA) (Fisher, 1936), canonical correlation
analysis (CCA) (Hotelling, 1936) etc. In the following, a sketch of these methods is givenChapter 1 Introduction 3
to describe how each of them deﬁnes and captures the desired characteristics in the data. For
instance, PCA deﬁnes directions in the input space as features of interest. The ﬁrst direction is
the one that maximizes the variance of the input data projections. The following directions are
found in the same way but are also orthogonal to the previous ones. Thus, principal components
capture the directions of maximum variance in the input set. Another view on characteristics in
the data is taken by ICA. Rather than capturing directions of high variance in the data, ICA aims
to ﬁnd statistically independent representations. That is, the occurrence of one feature does
not contain information about the state of another one. Note, that there is no measure used in
ICA to evaluate the importance of each feature. Thus, one has additionally to ﬁnd the feature
afﬁliations between the training and testing set. Other approaches like FLDA use class label
information aiming to extract characteristics that are maximally discriminative between classes.
The empirical cost function of FLDA ﬁnds features that maximize the ratio of the between-
and within-class scatter of the training data. Again another view is taken by CCA. Here, it
is assumed that two datasets contain information about a common source. CCA ﬁnds pairs
of projecting directions in both datasets that are maximally correlated. These directions are
assumed to represent the characteristics of interest. A more detailed discussion of these and
other related methods is given in chapters of the thesis.
Most available methods aim to extract features that capture differences, e.g., between classes.
They suffer if the training data include various distortions. For example, in face recognition,
most of the image variations are captured in differences of illumination conditions. Thus, by
focusing on differences between the training instances, one focuses on the distortion rather than
the information represented by the face. This illustrates that, e.g., the use of PCA is problematic
in such applications, as discussed in a later chapter. Remaining with this example, one can
imagine that pictures from dissimilar faces in the training set are taken in different illumination
conditions, e.g., one person is photographed on a cloudy and the next one on a sunny day. The
difference in illumination will be represented as most discriminant feature to distinguish these
people using the FLDA approach. Clearly this is not desirable. Also, imagine the training set to
include only a small number of classes. Is is sensible to detect these classes dependent on their
differences that clearly can not capture a sufﬁcient representation of the world? That is, if new
unseen instances appear, will this system be able to classify them as unknown?
In these situations it appears meaningful to focus on the extraction of common or ‘mutual’
features from a given class. The question is if there exists such an invariant class representation
or signature in the data and if it can be extracted. For example, assume a number of speech
recordings from one speaker. Each of them is recorded over different nonlinearly distorted
telephone channels. Is it possible to extract a feature that is equally present in all recordings?
Clearly, such an invariant would be independent of the channel conditions in the training set.
Assuming that this mutual feature represents the speaker, it can be used to detect him or her in
future recordings even if these are distorted by unknown nonlinearities. The goal of this thesis
is to ﬁnd and analyze an invariant representation of high dimensional instances of a single class.
These mutual features are evaluated in applications for pattern classiﬁcation.Chapter 1 Introduction 4
1.2 Challenges
Initially, it appears straightforward to extract a common pattern from a set of inputs. One may
suggest to simply use the mean or median as this common representation. However, both of
these representations have only limited capabilities to cancel distortion effects that are present
in the inputs. Other possibilities are to approximate the mutual pattern in high dimensional
representations by regression or curve ﬁtting. This would enable the cancellation of noise and
possibly some of the distortions. However, these approaches would also simplify the structure
of the data, potentially canceling information. Clearly, there are many ways to approach this
problem. Thus, the question remains how to deﬁne, measure and ﬁnally extract this desired
commonality?
Therearenumerousfeatureextractionmethodsavailablethatextractvariouscharacteristicsfrom
the data. As a starting point it is meaningful to evaluate their criteria for usability to extract
mutual signatures. For example, one method that extracts invariance from the data is minor
component analysis (MCA) (Xu et al., 1992) discussed later in the thesis. Is MCA already a
good solution for our problem or are there issues when using it on high dimensional data? Even
if no suitable solution for our problem is available, this search may unveil numerous measures
of similarity supporting the design of a new approach.
It can be observed that methods are not only used because of their performance. Another
important factor is the comprehensibility of the method itself and its underlying theory. For
example, PCA is ubiquitously used because of its simplicity. Thus, users have a high conﬁdence
in its results and implementation. To enable a wide use, it is the goal to ﬁnd a basic method
for the extraction of mutual signatures that can be solved in closed form. Only after deﬁning a
plausible theory and simple solution does it appear meaningful to increase the complexity of the
method enabling improvements of its performance.
In real world applications, it is common to cut long or continuous signals into segments using
windowing functions. Gabor’s uncertainty principle (Gabor, 1950) states that there exists a
window size dependent trade–off between the frequency resolution and the time resolution of a
signal. Therefore, the window size is usually selected dependent on the application. It appears
meaningless to extract commonalities from inﬁnitely small data segments. Naturally, a method
to extract the mutual signature will be limited by the window choice. Thus, challenges are to
analyze segmentation effects and to ﬁnd limitations of the method designed for mutual feature
extraction.
If it is true that the degree of commonality between inputs is dependent on their representation,
e.g., window size, one can assume that the desired mutual signature is not equally present in all
inputs. For instance, imagine that one input segment contains speech while another one is partly
silence. It can be concluded that a larger amount of speaker dependent information is present
in the ﬁrst segment. This effect is expected for many applications. However, in this thesis it is
assumed that a mutual signature is an invariant of a set of inputs. Clearly, one challenge is toChapter 1 Introduction 5
tackle problems where this model of similarity does not hold exactly.
The goal is to ﬁnd a method to extract a mutual signature from high dimensional data. Note that
many signal processing approaches suffer from the curse of dimensionality (Bellman, 1961)
as discussed later in this thesis. In a nutshell, the curse of dimensionality points out that the
number of samples necessary to estimate a distribution with a ﬁxed error increases exponentially
with the number of dimensions. Therefore, it is important to evaluate the properties of a high
dimensional space. Is it possible to avoid this problem such that a limited number of instances
sufﬁce to extract a mutual signature?
Finally, it is important to test the designed feature extraction method and theory. In a ﬁrst step, it
is advantageous to show certain properties of the mutual signature extraction on synthetic data.
However, the usefulness of a theory is ﬁnally tested by its application in the real world. The goal
is to employ mutual features in multiple applications from different signal processing ﬁelds. In
this way, the wide applicability of the approach is tested. However, it is expected that some
standard, application dependent procedures can not be used because of differences in feature
extraction philosophy. Thus it will be challenging to redesign the pre- and post–processing to
enable a successful utilization of mutual features.
1.3 Contributions
This section gives a summary of selected contributions that originated from the work discussed
in this dissertation. Their sequence is consistent with their appearance in the thesis.
• A novel algorithm called mutual interdependence analysis (MIA) is proposed to extract
a common signature from a high dimensional dataset. Problems related to the high
dimensional space are avoided by constraining the solution, e.g., to the span of the inputs
(see Section 4.1).
• It is proved that there exists, up to its sign, a unique solution to the MIA problem for
linearly independent inputs (see Section 4.1). In this case, the scatter onto the MIA result
is zero. MIA captures an invariance in the data.
• It is shown that the mean subtracted space of linearly independent inputs does not include
the mutual signature (see Sections 4.1 and 4.2). Thus, this common preprocessing step
cancels a pattern in the data.
• The similarities of MIA with other related signal processing approaches, e.g., MCA
(Introduction of Chapter 4), Bayesian estimation (Section 4.4), linear discriminant
analysis(LDA)andCCA(Section4.2), areevaluated. Eachbringsinsighttotheproperties
of MIA. Selected properties are deﬁned in corollary 4.3–4.6.
• The MIA approach is generalized to account for variability in the MIA assumptions,
for example, if the common signature is not equally present in the inputs. The newChapter 1 Introduction 6
method is called generalized MIA (GMIA). A dual form of the GMIA algorithm is
presented to enable efﬁcient computation of problems with large number of inputs or
high dimensionality. An iterative method is sketched to ﬁnd a mutual signature for high
dimensional problems with large number of inputs (see Section 4.4).
• It is shown that MIA ﬁnds patterns that are hidden to ubiquitous signal processing
methods. It is veriﬁed that MIA extracts a mutual signature from synthetic data.
Moreover, it is demonstrated when and how MIA, GMIA or the mean represent a common
signature in the inputs (see Section 5.1). It is illustrated on synthetically mixed face
images that MIA can be used to extract illumination invariant representations from two–
dimensional data (see Section 5.2).
• A successful application of GMIA for text–independent speaker veriﬁcation is shown in
Chapter 6. GMIA achieves an equal error rate (EER) of 4.0% using the full NTIMIT
database of 630 speakers. A higher–order statistics based speech activity detector is im-
plemented (see Section 6.4.1). Moreover, a modiﬁed short time autocorrelation (MSTAC)
approach is deﬁned to increase the quality of voiced speech extraction (see Section 6.4.2).
• MIA is employed for illumination–independent face recognition in Chapter 7. The mutual
face method achieves an error rate of 7.4% in exhaustive leave–one–out tests on cropped
images of the Yale face database. MIA achieves comparable or better results than standard
methods.
The discussed work in this thesis resulted in the following publications:
• Claussen, H., Rosca, J., Damper, R., 2009. Signature extraction using mutual interdepen-
dencies. Pattern Recognition. In review.
• Claussen, H., Rosca, J., Damper, R., 2009. Generalized mutual interdependence analysis.
In: InternationalConferenceonAcoustics, SpeechandSignalProcessing. Taipei, Taiwan,
pp. 3317–3320.
• Claussen, H., Rosca, J., Damper, R., 2008. Mutual features for robust identiﬁcation and
veriﬁcation. In: International Conference on Acoustics, Speech and Signal Processing.
Las Vegas, NV, pp. 1849-1852.
• Claussen, H., Rosca, J., Damper, R., 2007. Mutual interdependence analysis. In: Inde-
pendent Component Analysis and Blind Signal Separation. Springer–Verlag, Heidelberg,
Germany, pp. 446-453.
1.4 Thesis Outline
Here, the structure of the thesis is described providing the reader with an overview of each
chapter. Goals of this section are also to show the interconnection between chapters and toChapter 1 Introduction 7
provide the reader familiar with the subject the possibility to focus on his/her points of interest.
Chapter 1 motivates the concept of mutual features for pattern classiﬁcation. Characteristic
class information is often not captured by highly variable signal components. For example,
in face recognition, class independent information like illumination can contribute more to the
signal variation than the edges of local features like mouth, eyes, nose etc. A representation
that is invariant to the changes in the training data is assumed to be invariant to unknown
changes in the inputs. Therefore, such a mutual signature is expected to be robust to distortions
like differences in illumination representing a powerful feature for classiﬁcation. Moreover,
this chapter discusses challenges related to ﬁnding this mutual signature and provides a list of
selected contributions of work presented in this thesis.
Chapter 2 provides a description of approaches that are either related to the method discussed
in this thesis or ubiquitously used in classiﬁcation and feature extraction tasks. The goals of
this chapter are to give an overview of related concepts and to show their interconnection.
This illustrates how the proposed mutual signature approach extends the present landscape of
feature extraction methods. Additionally, the overview provides a foundation for demonstrating
similarities between the mutual signatures based and ubiquitous methods later in this thesis.
This analysis aids the understanding of mutual features for pattern classiﬁcation visualizing its
properties and leading to a generalization of the approach. Readers can skip this section if they
are familiar with PCA, MCA, CCA, Bayesian estimation, Gaussian mixture models as well as
FLDA and its similarity to CCA.
Chapter 3 discusses selected higher–order and nonlinear methods. This gives a new perspective
to feature extraction problems. Described concepts are used in later chapters, e.g., a kurtosis–
based feature for voice activity detection. Moreover, this chapter motivates pattern analysis in
highdimensionalspaces. Thatis, byviewingaprobleminahighdimensionalspaceitispossible
to use linear methods to solve nonlinear problems in its lower dimensional representation, e.g.,
the dual space. Readers that are familiar with these concepts can skip this section.
Chapter 4 gives a detailed motivation to the extraction of mutual features for pattern classi-
ﬁcation. Thereafter, an algorithm called mutual interdependence analysis (MIA) is proposed.
It is proved that this problem has, up to its sign, a unique solution. Subsequently, MIA is
reinterpreted from the point of view of a modiﬁed CCA problem. Properties of MIA are
analyzed showing, e.g., when the MIA criterion has a deﬁned solution or is equivalent to the
sample mean. A regularization of MIA is proposed to enable matrix inversions if inputs are
nearly collinear. In real world applications, it may not be appropriate to assume a common
signature to be equally present in the inputs. That is, for speaker veriﬁcation it can be expected
that an input instance containing mostly silence captures less speaker characteristic information
than one without pauses. This problem is addressed by the introduction of a generalized MIA
(GMIA)criterionmotivatedfromaBayesianpointofview. Thegeneralizationenablestheuseof
prior knowledge regarding the model misﬁt and the mutual signature. For instance, it is possible
to provide an expectation of this signature. A dual GMIA solution is given to tackle problemsChapter 1 Introduction 8
of either high dimensionality or large number of inputs. MIA can be solved in closed form by
constraining the space of solutions. This chapter demonstrates how to change the constraint
from the span of the inputs to an alternate function space.
Chapter 5 evaluates MIA and GMIA on synthetically generated data. It is shown that MIA
extracts an invariant in the data given the synthetic model. Furthermore, GMIA extracts a
common signature that is hidden to ubiquitous methods such as PCA, ICA and the mean. This
chapter shows results of a statistical experiment that demonstrates when MIA, GMIA or the
mean are preferable. For example, MIA and GMIA are effective if the common signature
represents a small part of the signal energy. Furthermore GMIA is preferable over MIA if the
assumptionofequalpresenceofthemutualsignatureintheinputsdoesnothold. Theapplication
of MIA is shown on both one- and two–dimensional data. Finally, differently illuminated face
images are generated. It is demonstrated that MIA extracts an illumination invariant ‘mutual
face’.
Chapter 6 discusses the implementation of a GMIA–based method for text–independent speaker
veriﬁcation on challenging data. Common methods and features for speaker veriﬁcation are
discussedprovidingabackground oftheﬁeld. Thereafter, thealgorithmsused forpreprocessing,
e.g., for voice activity detection and voiced speech detection, are described. It is discussed how
GMIA signatures are extracted from each class. In the following, the selected background model
is speciﬁed. It estimates the quality of the input by computing the highest score with all learned
signatures. The decision on acceptance is dependent on the difference between this high score
and the score with the signature of the claimed identity. This implementation achieves equal
error rates of 4.0% on the full NTIMIT database of 630 speakers.
Chapter 7 describes the implementation of a MIA–based method for illumination–robust face
recognition. The Yale database was selected providing challenging data including variation
in illumination conditions, facial expressions, occlusions and misalignment. Semi–automatic
preprocessing of this data is discussed. Thereafter, the extraction of the mutual faces as well as
the computation of similarity scores are described. Mutual faces for illumination–robust face
recognition achieve an identiﬁcation error rate of 7.4% in exhaustive leave–one–out tests on the
Yale database.
Chapter 8 concludes the thesis by ﬁrst reminding the reader of the goals and challenges followed
by a discussion on how these points were addressed.
Chapter 9 describes promising areas of further work. For example, links to kernel support vector
machines are suggested that could lead to new MIA applications and further understanding. The
applications for text–independent speaker veriﬁcation and illumination–robust face recognition
are based on multiple assumptions. This chapter pinpoints simpliﬁed models and implementa-
tions that may limit the current results.Chapter 2
Related Work
This chapter provides a basis of concepts used in prominent algorithms for statistical signal
processing, feature extraction and classiﬁcation. Furthermore, the interconnectedness of the
discussed algorithms is illustrated enabling comparison of their properties and assumptions.
These concepts build the foundation for new and improved algorithmic approaches as well as
their analysis and advancement discussed in later chapters of this thesis.
Section 2.1 discusses principal component analysis (PCA) as well as its application in the
Karhunen–Lo` eve transformation and whitening. Because of its popularity, PCA is used as an
entry point into the discussion of algorithmic concepts. Thereafter, Section 2.2 introduces the
alternative minor component analysis (MCA) method. Section 2.3 shows how the PCA and
MCA concepts can be combined in extreme component analysis (XCA) resulting in possibly
better data representations. In the following, Section 2.4 discusses the Bayesian inspired linear
discriminant analysis (LDA) method for classiﬁcation. Section 2.5 introduces Fisher’s linear
discriminant analysis (FLDA) and illustrates the conditions under which the results with its
empirical cost function are equivalent to LDA. Thereafter, in Section 2.6 canonical correlation
analysis (CCA) is discussed. It is shown that CCA results in FLDA if the classiﬁcation table is
used as second input. To demonstrate similarities to the regression domain, Section 2.7 analyses
similarities of least squares estimation (LSE), total least squares estimation (TLS) and ridge
regression (RR). Section 2.8 uses the Bayesian general linear model (BGLM) to derive RR
from a Bayesian perspective and to illustrate the algorithmic incorporation of prior knowledge.
Thereafter, Section 2.9 discusses the design, training and use of Gaussian mixture models
(GMM). Section 2.10 completes this chapter with its summary.
2.1 Principal Component Analysis
Principal component analysis (PCA) (Pearson, 1901) is a popular technique for feature
extraction. Originally, PCA was designed to ﬁnd a hyperplane that ﬁts a cloud of N points
X ∈ RD×N of dimensionality D with a minimum mean square error. Here, the principal
9Chapter 2 Related Work 10
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FIGURE 2.1: Geometrical interpretation of PCA: The principal components represent a set of
orthogonal directions that point toward the maximum data variance.
components wi ∈ RD are deﬁned as orthogonal directions that span this hyperplane. That
is, the ﬁrst principal component represents a one–dimensional hyperplane that ﬁts the data
with minimum mean square error, the second principal component satisﬁes this criterion in the
orthogonal subspace etc. The name ‘principal component’ is deduced from the principal axis of
an elliptic input data cloud that are found by this method. The cost function of PCA is given by:
ˆ wPCA = argmax
w,kwk=1
wT · X · XT · w
wT · w
A geometrical interpretation of PCA is shown in Figure 2.1. The ﬁrst principal component (PC)
w1 points in the direction of the maximal input data variance. The second principal component
points in the direction of the maximal variance in the orthogonal subspace (I − w1 · wT
1 ) · X
to the ﬁrst principal component and so on. Hence, a subset of the ﬁrst N principal components
spans the N–dimensional space that retains a maximum of the input data variance. This property
of PCA is utilised for data compression in the Karhunen–Lo` eve transformation (Section 2.1.1).
Because of the orthogonality of the principal component directions, the input data projections on
themareuncorrelated. Therefore, thecovariancematrixofthepointsintheprojectedinputspace
is diagonal. Consequently, PCA can be described by an eigenvalue decomposition diagonalising
the covariance matrix of the input data. Thus, the eigenvector with the largest eigenvalue
corresponds to the ﬁrst principal component, the one with the second largest eigenvalue to
the second principal component, etc. An important preprocessing step of PCA is mean input
subtraction. Because of their relation to PCA, multiple methods including minor component
analysis (MCA) rely on this preprocessing. The problem that this preprocessing step leads to is
discussed in Section 4.1.
Because of correlations, the resulting transfer of the inputs to another coordinate system by
PCA might already lead to a dimensionality reduction. In this case, where the data can be
fully described in a lower dimensional subspace, the dimensionality reduction is equivalent to a
lossless data compression.Chapter 2 Related Work 11
2.1.1 Karhunen–Lo` eve Transformation
In the literature, the term PCA is interchangeable with Hotelling (Hotelling, 1933) and
Karhunen–Lo` eve transformation (KLT) (Karhunen, 1947). In this thesis, the approach of
using principal components for dimensionality reduction is referred to as Karhunen–Lo` eve
transformation although the idea was initially introduced by Hotelling. The reason for this is the
generalisation of the theory by Karhunen and Lo` eve. In contrast to the early work of Pearson and
Hotelling, Karhunen and Lo` eve represent a stochastic process as an inﬁnite linear combination
of orthogonal random functions. Here, the basis is dependent on the inputs. This is unlike the
Fourier transform where the basis is constrained to sinusoidal functions. In the following, the
discrete case is also denoted KLT despite its original deﬁnition in the inﬁnite dimensional space.
The goal of this transformation is to ﬁnd the set of N vectors ˆ xj ∈ RD that represent the original
data xj ∈ RD while spanning a lower, d–dimensional space. This is achieved by a projection
of the original data onto the set of orthonormal directions wi ∈ RD with i = 1,...,d that are
found to minimise the mean square error ˆ E
n
kx − ˆ xk
2
o
. The projection can be formalised as
ˆ x =
Pd
i=1
 
wT
i · x

wi.
Figure 2.2(a) illustrates an example of the KLT for d = 1 given the input data from Figure 2.1.
A constraint of the KLT is the orthogonality of the data elements in the resulting space and
kwk = 1. Hence,
PN
j=1 ˆ xijˆ xkj = 0,∀i 6= k. Because of the orthogonality constraint, the KLT
results in an uncorrelated representation of the data. It is assumed that uncorrelation minimises
’redundancy’ of the data representation and that the ’information content’ of each data vector
is dependent on its variance. Therefore, by representing the data with an uncorrelated basis
while disregarding directions of minimum variance, the data are compressed with a minimum
loss of information. This assumption can be equated with the approach where the data are
represented by projections on the eigenvectors of its covariance matrix. The eigenvectors
with the highest eigenvalues represent the directions of maximum variance. Thus, the lower
dimensional result, with the minimum mean square error to the original data, can be found in
the case only eigenvectors with the lowest eigenvalues are disregarded. For illustration of this
approach, the eigenvectors Ei are assumed to be sorted by their corresponding eigenvalues. The
concept of the Karhunen–Lo` eve transformation is shown in:
x =
D X
i=1
(xT · Ei) · Ei = ˆ x + e
⇒ ˆ x =
d X
i=1
(xT · Ei) · Ei ; e =
D X
i=d+1
(xT · Ei) · Ei
While ˆ x represents the compressed data in the direction of the d eigenvectors Ei with the largest
eigenvalues, e represents the data parts which are lost in the compression process.Chapter 2 Related Work 12
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(a) Karhunen–Lo` eve transformation
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(b) Whitened input space
FIGURE 2.2: Demonstration of the KLT and whitening. (a) The KLT compresses data
by projection onto the ﬁrst d principal components. (b) Whitening cancels all second order
information of a dataset by scaling the principal component directions to unit variance. Note
that there exist no distinct principal component directions in the whitened space.
2.1.2 Whitening
The whitening procedure (Hyv¨ arinen et al., 2001) is an important preprocessing step for signal
processing algorithms that are based on higher–order statistics such as independent component
analysis (ICA) (see Section 3.1). Therefore, this section shows the deﬁnition and some features
of this method. A random vector (RV) z is called whitened if its elements are zero–mean,
uncorrelated and of unit variance. Figure 2.2(b) shows the result of a whitening procedure
applied to the data in Figure 2.1. The transfer of a vector x to the whitened space is achieved by
multiplication with a so–called whitening matrix V :
z = V · x
PCA and whitening aim to ﬁnd an uncorrelated representation of a dataset. Thus, both methods
solve the eigenvalue decomposition of the sample covariance matrix CXX = ˆ E

x · xT	
. In
the following let D and E represent the diagonal eigenvalue and eigenvector matrix of CXX
respectively. Hence, the eigenvalue decomposition of CXX is given by:
ˆ E

x · xT	
= E · D · ET
Note that the covariance matrix of a whitened vector results in the identity matrix. While the
unit variance constrained results in ones at the diagonal elements of its covariance matrix, the
uncorrelation of the different vector elements forces all off–diagonal values to zero. Using these
constraints, a whitening matrix V can be derived as follows:Chapter 2 Related Work 13
ˆ E

z · zT	
= I
= V · ˆ E

x · xT	
· V T
= D−0.5 · ET · E · D · ET · E · D−0.5
⇒ V = D−0.5 · E
The resulting matrix V transfers E·D·ET, by multiplication from both sides, into the identity
matrix. There are no restrictions concerning the statistical properties of the variables that are
whitened or processed by PCA. However, the ﬁrst- and second–order statistics of the data have
to be known or measurable.
2.2 Minor Component Analysis
In contrast to PCA, minor component analysis (MCA) aims to ﬁnd directions wi ∈ RD of
minimum variance in the data X ∈ RD×N. It is hypothesised that important information of
a system is present in directions where the output data are constrained. This concept will be
of importance in later chapters of this thesis. MCA is used for spectral estimation, curve and
hyper–surface ﬁtting, cognitive perception and computer vision. Xu et al. (1992) coined the
name minor component analysis to refer to neural network ﬁtting methods that compute minor
components. The authors also suggested that their iterative MCA algorithm solves the total least
squares (TLS) problem discussed in Section 2.7.1. The MCA criterion is given by:
ˆ wMCA = argmin
w,kwk=1
wT · X · XT · w
wT · w
(2.1)
If the rank of the covariance matrix CXX = X · XT of the zero mean inputs is smaller than
D−1, there exists no unique solution to equation (2.1). Note that MCA minimises the Rayleigh
quotient r = wT·CXX·w
wT·w . Thus, MCA ﬁnds the smallest eigenvalue/eigenvector pair of CXX.
An iterative solution to equation (2.1) is suggested in Xu et al. (1992) using the derivative of the
Rayleigh quotient ∂r
∂w = 2
wT·w

CXX · w − wT·CXX·w·w
wT·w

as cost function:
wt+1 = wt − α

CXX · wt −
wT
t · CXX · wt · wt
wT
t · wt

Note that the learning rate α inﬂuences the convergence of the algorithm. After each iteration,
the resulting vector is normalised: wt+1 =
wt+1
kwt+1k. Additional minor components can be found
in orthogonal input spaces using a Gram–Schmidt–like deﬂation process. For example, the
second minor component uses X2 = (I − w1 · wT
1 ) · X as the input space of the algorithm.
Figure 2.3 illustrates the MCA method geometrically given the dataset of Figure 2.1. NoteChapter 2 Related Work 14
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FIGURE 2.3: Geometrical interpretation of MCA: The minor components represent a set of
orthogonal directions that point toward the minimum data variance.
that the minor component directions are equivalent to the principal component directions in
reverse order (see for illustration Figure 2.1). Further information about MCA, including its
probabilistic model, can be found in Thompson (1979), Oja (1992) and Williams and Agakov
(2002).
2.3 Extreme Component Analysis
The goal of extreme component analysis (XCA) (Welling et al., 2004) is to combine the
concepts of PCA and MCA to ﬁnd a maximum likelihood representation of the training data
X ∈ RD×N given a ﬁxed number of d components. PCA (Section 2.1) models the data as a
signal embedded in background noise. It is assumed that the d directions of maximum variance
represent most information while the disregarded D − d dimensions contain random Gaussian
noise. On the other hand, MCA (Section 2.2) assumes a high variance background model with
the d constrained directions of minimum variance representing the important information of the
data. XCA assumes that all directions of extreme variance contain information about inherent
data structure. Therefore, a combination of principal and minor components is assumed optimal.
Welling et al. (2004) shows that the extreme components of a dataset are principal components
if the ordered eigenvalues become invariant after some value. This situation is referred to as
log–convex spectrum. However, the extreme components are minor components if the large
eigenvalues are invariant while the lower eigenvalues show structure (referred to as log–concave
spectrum). This suggests that a dataset with a constant plateau between its high and low
eigenvalues can be better modelled by XCA than by either PCA or MCA.
The method proposed by Welling et al. (2004) to ﬁnd d extreme components can be described
as follows. First, d principal and d minor components are extracted from the data. In a second
step, subsets g of d eigenvalues from mixed PCA/MCA eigenvector combinations are evaluated
using the XCA cost function:Chapter 2 Related Work 15
J(g) =
X
i∈g
logλ2
i + (D − d) log

trace(CXX) −
X
i∈g
logλ2
i

 (2.2)
Here, CXX and λ represent the covariance matrix of the inputs and its selected eigenvalues
respectively. Note that because PCA and MCA assume the eigenvalues of the discriminant
vectors to be contiguous, only d compositions of g have to be evaluated. The eigenvectors
that correspond to the combination of eigenvalues yielding the lowest cost in equation (2.2) are
selected as extreme components of the dataset.
2.4 Linear Discriminant Analysis
In contrast to the previously–introduced methods that focus on feature extraction and dimen-
sionality reduction, linear discriminant analysis (LDA) (Duda and Hart, 1973, p.130) is mainly
used for classiﬁcation. The LDA model assumes the probability distributions p(x|k) with
k = 1,...,K of all K classes to be Gaussian with mean µ(k) and equal covariance C.
Therefore, it is possible to ﬁnd linear boundaries between classes that describe equal posterior
probabilities. In this thesis, this simple classiﬁcation approach is used as introduction to the
following sections. Let P(k) denote the probability of the occurrence of class k. Utilising
Bayes theorem (Bayes, 1763) one can ﬁnd the posterior probability of class k as:
p(k|x) =
p(x|k) · P(k)
PK
l=1 p(x|l) · P(l)
(2.3)
By assuming
p(x|k) =
1
q
(2 · π)
D · |C|
· exp

−
1
2
·

x − µ(k)
T
· C−1 ·

x − µ(k)

(2.4)
one can locate the separating hyperplane of classes k and l where x satisﬁes:
log
p(k|x)
p(l|x)
= 0 (2.5)
Therefore, the sign of log
p(k|x)
p(l|x) can be used for classiﬁcation. A positive result represents a
higher probability that x is member of class k than class l. An example of a two–class LDA
problem is illustrated in Figure 2.4(a). By inserting equations (2.3) and (2.4) in (2.5), one can
ﬁnd the following logarithmic likelihood ratio test for classiﬁcation:

µ(k) − µ(l)
T
· C−1 · x
k
≷
l
1
2
·

µ(k) + µ(l)
T
· C−1 ·

µ(k) − µ(l)

+ log
P(l)
P(k)
(2.6)
By performing K similar tests, LDA can ﬁnd the most probable class membership of a new data
point x. An example of LDA in multi–class problems is shown in Figure 2.4(b).Chapter 2 Related Work 16
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FIGURE 2.4: Classiﬁcation with LDA. (a) LDA ﬁnds the linear function of equal posterior
class probability between two identically Gaussian distributed classes. (b) For multi–class
problems, LDA estimates pairwise linear boundaries between the classes that contribute section
wise to the global classiﬁer.
A more general solution to this classiﬁcation problem is given by quadratic discriminant analysis
(QDA) (Hastie et al., 2001). Here, the covariance matrices of the Gaussian priors are not
assumed to be equal.
2.5 Fisher’s Linear Discriminant Analysis
Fisher’s linear discriminant analysis (FLDA) (Fisher, 1936) is a prominent empirical extension
to the Bayesian–motivated LDA in Section 2.4. In contrast to LDA, FLDA does not assume
prior knowledge of the class probability distributions. However, it effectively uses the intuition
that members of one class are well represented in a space where they have small variance. This
classiﬁcation concept will be of importance in Chapter 4. Originally, FLDA was deﬁned for the
case of two classes. The goal is to ﬁnd a linear function that ‘optimally’ discriminates between
them. Figure2.5illustratesthisconceptbycomparingclassseparabilityusingFLDAwithaPCA
based approach. In the following, we will also refer to its natural multi–class generalisation as
FLDA and denote N(k) to be the number of samples in class k. A prominent application of
FLDA is the Fisher face approach (Belhumeur et al., 1997) for face recognition. The empirical
cost function of FLDA is given by:
ˆ W FLDA = argmax
W
|W · SB · W|
|W · SW · W|
(2.7)
Its goal is to ﬁnd a projection W that maximises the quotient of the determinants of the
between–class scatter matrix SB =
PK
k=1 N(k) ·
 
µ(k) − µ

·
 
µ(k) − µ
T
and the within–
class scatter matrix SW =
PK
k=1 S(k) =
PK
k=1
P
xi∈X(k)
 
xi − µ(k)
·
 
xi − µ(k)T
. This
problem is known as generalised Rayleigh quotient and can be solved by the generalisedChapter 2 Related Work 17
eigenvector problem:
SB · wi = λi · SW · wi (2.8)
The resulting generalized eigenvectors wi form the columns of the projection matrix W.
Similarly to the Karhunen–Lo` eve transformation (Section 2.1.1, Karhunen 1947), one can
further reduce the dimensionality of the projections ˜ x = W · x by disregarding the
generalized eigenvectors with the lowest eigenvalues. This method is called reduced-rank LDA.
Classiﬁcation using Fisher’s LDA is done in this projected space. The Fisher and Bayesian
inspired LDA versions are equivalent for two–class problems of Gaussian variables with equal
prior probabilities P(k) and equal, invertible covariance matrices C = C(k) = C(l). In this
case, Fisher’s LDA can be solved by the simple eigenvector problem: S−1
W ·SB ·w = λ·w. By
substituting the previously introduced deﬁnitions of the scatter matrices SW and SB into this
eigenvector problem we obtain:
 
2 X
k=1
N(k) · C(k)
!−1
·
 
2 X
k=1
N(k) ·

µ(k) − µ

·

µ(k) − µ
T
!
· w = λ · w
This can be further simpliﬁed to:
1
4
· C−1 ·

µ(k) − µ(l)

·

µ(k) − µ(l)
T
· w = λ · w (2.9)
It can be shown that w = C−1 ·
 
µ(k) − µ(l)
is a solution to the eigenvector problem in
equation (2.9). In the following, the data are represented by their projections on w. In this
one–dimensional projected space, ˜ x = 1
2 ·

˜ µ(k) + ˜ µ(l)

represents the point of equal posterior
probability. Hence, the hyperplane of FLDA can be found in the original space as:
0 = ˜ x −
1
2
·

˜ µ(k) + ˜ µ(l)

= wT · x −
1
2
·

wT · µ(k) + wT · µ(l)

=

µ(k) − µ(l)
T
· C−1 · x −
1
2
·

µ(k) + µ(l)
T
· C−1 ·

µ(k) − µ(l)

(2.10)
It can be easily seen that equation (2.6) is equivalent to equation (2.10). This proves that FLDA
is equivalent to LDA for two–class problems of Gaussian variables with equal prior probabilities
and equal, invertible covariance matrices.
2.6 Canonical Correlation Analysis
If a common source s ∈ RN inﬂuences two datasets X ∈ RD×N and Z ∈ RK×N, of
possibly different dimensionality, canonical correlation analysis (CCA) (Hotelling, 1936) can
be used to extract this inherent similarity. The goal of CCA is to ﬁnd two vectors to project theChapter 2 Related Work 18
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FIGURE 2.5: Comparison of FLDA and PCA for classiﬁcation. (a) The ﬁrst principal
component represents the direction of maximum variance in the data. (b) FLDA ﬁnds a
direction that maximises the overall variance of data projections while minimizing the variance
of projections from each class. (c) The histograms of the class projections on the ﬁrst principal
component strongly overlap. Note that this projected space is not optimal for classiﬁcation. (d)
Using the FLDA classiﬁer, the histograms of the class projections separate better than in (c).
datasets onto such that their projection lengths are maximally correlated. Let CXZ denote the
cross–covariance matrix between the datasets X and Z. Then the CCA problem is given by
maximisation of the objective function:
J(a,b) =
aT · CXZ · b
p
aT · CXX · a ·
p
bT · CZZ · b
(2.11)
over the vectors a and b. The CCA problem can be solved by a singular value decomposition
(SVD) of C
− 1
2
XX · CXZ · C
− 1
2
ZZ (Mardia et al., 1979). The solution can be obtained by solving
the two eigenvector problems:

C
− 1
2
XX · CXZ · C−1
ZZ · CZX · C
− 1
2
XX

· a = λ · a (2.12)
and 
C
− 1
2
ZZ · CZX · C−1
XX · CXZ · C
− 1
2
ZZ

· b = λ · b . (2.13)Chapter 2 Related Work 19
One can hypothesise that the maximally correlated projections XT · a and ZT · b represent an
estimate of the common source.
Canonical correlation analysis can be used to extract classiﬁcation relevant information from a
set of inputs. Indeed, let X be the union of all data points and Z the table of corresponding
class memberships, k = 1,...,K and i = 1,...,N:
Zki =
(
1, ifxi ∈ X(k)
0, otherwise.
(2.14)
All classiﬁcation relevant information is represented by this classiﬁcation table. Therefore, this
information is retained in those input components of X that originate from a common virtual
source with the classiﬁcation table.
In the following, we align the domain speciﬁc notation of CCA and FLDA to simplify their
comparison. While CCA is deﬁned using covariance matrices, FLDA uses scatter matrices S.
The sample covariance matrix CXX = 1
NSXX, the scatter of the points in X. Analogous to
the correlation matrices, we denote SXZ = ST
ZX to be the cross scatter matrix. The sample
covariance matrices in equation (2.11) can be replaced by their corresponding scatter matrices
because of the scaling invariance of the CCA criterion. In the following, 1 is a matrix of ones
and P = I − 1
N · 1 represents a mean subtracting projection matrix. If Z · ZT is of full rank,
the scatter matrices can be computed as follows:
SXX = (X · P) · (X · P)
T = X · XT −
1
N
· X · 1 · XT
SXZ = (X · P) · (Z · P)
T = X · ZT ·
 
Z · ZT−1
·

Z · ZT −
1
N
· Z · 1 · ZT

SZZ = (Z · P) · (Z · P)
T = Z · ZT −
1
N
· Z · 1 · ZT
Notealso thatthescatter matrixSXX canbe decomposedtoa within-andbetween–class scatter
matrix (Duda and Hart, 1973, p. 119) SXX = SW + SB with
SW = X ·

I − ZT ·
 
Z · ZT−1
· Z

· XT
and
SB = X · ZT ·
 
Z · ZT−1
· Z · XT −
1
N
· X · 1 · XT .
The CCA problem can be solved by the two eigenvector problems (2.12) and (2.13). By replac-
ing the sample covariance matrices with their corresponding scatter matrices, the eigenvector
problems can be rewritten as equations (2.15) and (2.16) below:

S
− 1
2
XX · SXZ · S−1
ZZ · SZX · S
− 1
2
XX

· a = λ · a , or

(SW + SB)
− 1
2 · SB · (SW + SB)
− 1
2

· a = λ · a .Chapter 2 Related Work 20
This further implies:
SB · a = λ · (SW + SB) · a , or
SB · a =
λ
1 − λ
· SW · a . (2.15)
Similarly: 
S
− 1
2
ZZ · SZX · S−1
XX · SXZ · S
− 1
2
ZZ

· b = λ · b (2.16)
Note that the eigenvector equation (2.15) is equivalent to the FLDA formulation in equa-
tion (2.8). The two equations have the same eigenvector as solutions. In other words, the
FLDA discriminant features (w’s) are the same as the directions a, which are solutions of the
modiﬁed CCA criterion. The equivalence between this special CCA approach and FLDA has
been also shown in slightly different ways (Bartlett, 1938; Mardia et al., 1979; Hastie et al.,
1994; Bach and Jordan, 2005). This validates the use of a classiﬁcation table as second CCA
input set. Furthermore, it shows that CCA is a generalization of FLDA contributing a statistical
foundation to this empirical approach.
2.7 Least Squares Estimation
The goal of least square estimation (LSE) (Kay, 1993) is to ﬁnd a linear model that optimally
describes the relation between the inputs X ∈ RN×D and the observed outputs y ∈ RN.
A common application of LSE is the prediction of future outputs given new inputs. In the
following, we discuss LSE and its properties due to similarities in its mathematical formulation
with work in Chapter 4. The ordinary LSE signal model is given by:
y = X · β + n (2.17)
with ˆ E {n} = 0 and the covariance matrix of n being Cn = σ2 · I. As illustrated in
Figure 2.6(a), the optimality criterion of LSE is given by the minimum sum of squared residuals.
Thus, its cost function can be found to: J(β) = ky − X · βk
2. By setting the gradient of the
cost function to zero, the estimator results in:
ˆ βLS =
 
XT · X
−1
· XT · y (2.18)
By inserting the signal model into the LSE function, it can easily be seen that LSE is
unbiased: ˆ βLS = ˆ E
n 
XT · X
−1
· XT · (X · β + n)
o
= β. Kay (1993, Theorem 3.2)
shows that if a pdf p(x,β) satisﬁes the regularity condition: ˆ E
n
δ logp(x,β)
δβ
o
= 0 ∀β,
an unbiased estimator β may attain the Cramer-Rao lower bound (CRLB) if and only if
δ logp(x,β)
δβ = I(β) · (g(x) − β). Here, I(β) and g(x) represent the Fisher information matrix
and the minimum variance unbiased estimator (MVU) ˆ βMVU = g(x) respectively. Note that
I−1(β) equals the covariance matrix of ˆ βMVU. In the following it is shown that for the specialChapter 2 Related Work 21
case n ∼ N(0,σ2 · I), ˆ βLS is the best linear unbiased estimator (BLUE):
δ logp(x,β)
δβ
=
δ
δβ

−log
 
2πσ2 D
2 −
1
2σ2 (y − X · β)
T · (y − X · β)

=
1
σ2
 
XT · y − XT · X · β

=
XT · X
σ2 ·
 
XT · X
−1
· XT · y − β

Note that in this case, I(β) = XT·X
σ2 and ˆ βMVU =
 
XT · X
−1
· XT · y = ˆ βLS.
This result can be generalised to arbitrary pdf’s of n with ˆ E {n} = 0 and covariance
matrix Cn. In this case the Gauss-Markov theorem states that the BLUE is found to be
ˆ βBLUE =
 
XT · C−1
n · X
−1
· XT · C−1
n · y (Kay, 1993).
2.7.1 Total Least Squares
Total least squares estimation (TLS) is a generalised version of the ordinary LSE. It is also
known as “orthogonal regression”, “errors in variables” and “rigorous least squares”. While
the term TLS is relatively new, its general idea goes back to Adcock (1877). An overview
of TLS, including recent advances and more detailed historical information, can be found in
Markovsky and Huffel (2007). The goal of TLS is to model not only noise in the input data
X = [x1,...,xN]T ∈ RN×D but also measurement uncertainties in y ∈ RN. This can be
realised by modiﬁcation of the ordinary LSE model in equation (2.17) to:
y + ∆y = (X + ∆X) · β
TLS ﬁnds the linear transformation β that minimises the residuals in both inputs and outputs.
SimilarlytoordinaryLSE,∆ = [∆X,∆y]isassumedtobezeromeanandGaussiandistributed
with covariance matrix C∆ = σ2 · I. Geometrically, the TLS approach can be viewed as the
search for a linear function that minimises the sum of squared orthogonal distances to the input
points. A visualisation of the approach as well as a comparison to ordinary LSE is shown in
Figure 2.6. The cost function J (β) of the TLS method can be found using the normal equation
of the linear model:
h
X y
i
·
"
β
−1
#
= 0
Projection of the data points onto the normalised normal vector of the linear model results in:Chapter 2 Related Work 22
(a) Ordinary least squares estimation (b) Total least squares estimation
FIGURE 2.6: Comparison of ordinary and total least squares estimation. (a) Ordinary least
squares estimation ﬁnds a linear approximation of the data that minimises the squared distances
to the outputs y. (b) Total least squares estimation minimises the orthogonal distances to the
desired linear data representation.
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ky − X · βk
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(2.19)
As discussed in Golub and Loan (1980) and Markovsky and Huffel (2007), there exists a closed
form solution to
ˆ βTLS = argmin
β
J (β)
if X is of full rank and has unique eigenvalues σ2
1 ≤ ... ≤ σ2
i . In this case, the value of the cost
function equals the smallest eigenvalue of the inputs J

ˆ β

= σ2
i . The closed form solution to
this special TLS case is given by:
ˆ βTLS =
 
XT · X − σ2
i I
−1
· XT · y (2.20)
Note that equation (2.20) represents a negatively regularised version of the ordinary LSE in
equation (2.18). This results in a condition number increase of the inverse which leads to a
reduced robustness of TLS to errors.Chapter 2 Related Work 23
2.7.2 Ridge Regression
In many real world applications, inputs are highly correlated. The resulting near collinearity
leads to ill–conditioning of the inverse (XT · X)−1. The goal of ridge regression (RR) (Hoerl
and Kennard, 1970) is to overcome this problem by penalising large norms of the estimated
parameters β. A generalisation of RR is known as Tikhonov regularization (TR). In the
following, let Γ represent an arbitrary matrix called Tikhonov matrix. The cost function of
TR is given by:
J(β) = ky − X · βk
2 + kΓ · βk
2 (2.21)
Setting the derivative of equation (2.21) to zero, the closed form solution of TR can be found as:
ˆ βTR =
 
XT · X − ΓT · Γ
−1
· XT · y
In RR the Tikhonov matrix is assumed to be a diagonal matrix of non–negative values (Hoerl
and Kennard, 1970). Usually, a scaled version of the identity matrix Γ =
√
αI is used. Thus,
in the literature the RR solution is commonly given by:
ˆ βRR =
 
XT · X − αI
−1
· XT · y (2.22)
In the following, the often empirically–found α is referred to as the Tikhonov factor. Using
this assumption, the regularisation can be interpreted as follows. On the one hand, it can be
shown that α introduces a bias that can lead to an estimate ˆ βRR with smaller mean square error
than the corresponding least square estimate ˆ βLSE. On the other hand, the regularisation can
be simply viewed as a penalty on the sparseness of ˆ βRR. It is the intuition that in the case
of strongly collinear inputs a minimum mean square estimator is close to their mean. If the
Tikhonov matrix is not simpliﬁed to a scaled identity matrix, it can be used to include prior
knowledge, i.e., smoothness of consecutive variables in ˆ βTR.
2.8 The Bayesian General Linear Model
If there is prior knowledge of the model parameters available, it can be advantageous to use a
Bayesian approach. The expected outcome can be predicted based on the posterior probability
using the additionally available information of the input distributions. In this way, it is possible
to ﬁnd biased estimators that can achieve a lower variance than the corresponding BLUE.
In the following, we introduce the Bayesian general linear model (BGLM) to show a formal
derivation of ridge regression. Furthermore, the BGLM builds on the foundation in Section 4.1Chapter 2 Related Work 24
to motivate the integration of prior knowledge. Similar to regression, the BGLM is used to
model statistically a system and predict future outputs. The general linear model is deﬁned as:
y = X · β + n (2.23)
As discussed in Kay (1993), the expected value ˆ E {β|y} from the conditional probability
p(β|y) can be introduced as a biased estimator of β. If n ∼ N(0,Cn) and β ∼ N(µβ,Cβ)
are independent Gaussian variables, the joint probability density function (pdf) p(y,β)
as well as the conditional pdf p(β|y) are Gaussian. Considering our prior assumptions,
p(y) = N(µy,Cy) and p(y,β) = N
h
µy
µβ
i
,
h
Cy Cyβ
Cβy Cβ
i
. Using these assumptions, the
conditional probability can be computed as follows:
p(β|y) =
p(y,β)
p(y)
=
1 s
(2π)D+N
˛
˛
˛
˛
»
Cy Cyβ
Cβy Cβ
–˛
˛
˛
˛
exp

−1
2
h
y−µy
β−µβ
iT
·
h
Cy Cyβ
Cβy Cβ
i−1
·
h
y−µy
β−µβ
i
1 √
(2π)D|Cy|
exp
h
−1
2
 
y − µy
T · C−1
y ·
 
y − µy
i
As discussed in Horn and Johnson (1999), the partitioned determinant can be transformed to 
 
h
Cy Cyβ
Cβy Cβ
i
  = |Cy|
 Cβ − Cβy · C−1
y · Cyβ
 . Therefore, the conditional probability can be
simpliﬁed to:
p(β|y) =
exp

−1
2
h
y−µy
β−µβ
iT
·
h
Cy Cyβ
Cβy Cβ
i−1
·
h
y−µy
β−µβ
i
−
 
y − µy
T · C−1
y ·
 
y − µy


q
(2π)
N 
Cβ − Cβy · C−1
y · Cyβ


This representation of the posterior probability p(β|y) unveils the covariance matrix
Cβ|y = Cβ − Cβy · C−1
y · Cyβ . Using the matrix inversion lemma for partitioned matrices,
the joint covariance matrix of p(y,β) can be found as:
h
Cy Cyβ
Cβy Cβ
i−1
=

C−1
y +C−1
y ·Cyβ·C−1
β|y·Cβy·C−1
y −C−1
y ·Cyβ·C−1
β|y
−C−1
β|y·Cβy·C−1
y C−1
β|y

After some computation, the posterior probability p(β|y) can be simpliﬁed to:
p(β|y) =
1
q
(2π)
N  Cβ|y
 
exp

−
1
2
h
β − ˆ E {β|y}
iT
· C−1
β|y ·
h
β − ˆ E {β|y}
i
where
ˆ E {β|y} = µβ + Cβy · C−1
y ·
 
y − µy

Using the linear signal model y = X · β + n as well as the independence assumption of βChapter 2 Related Work 25
and n, the y dependent components can be expanded to:
µy = ˆ E {X · β + n} = X · µβ
Cy = ˆ E
n 
X · β + n − X · µβ

·
 
X · β + n − X · µβ
To
= X · Cβ · XT + Cn
Cβy = ˆ E
n 
β − µβ

·
 
X · β + n − X · µβ
To
= Cβ · XT
Thus, the posterior expectation of β given y is found as:
ˆ E {β|y} = µβ + Cβ · XT ·
 
X · Cβ · XT + Cn
−1
·
 
y − X · µβ

= µβ +

XT · C−1
n · X + C−1
β
−1
· XT · C−1
n ·
 
y − X · µβ

(2.24)
Ridge regression (Section 2.7.2) follows from the result in equation (2.24) by further assuming
µβ = 0, Cβ = σ2
β I and Cn = σ2
n I:
βRIDGE =
 
XT · X +
σ2
n
σ2
β
I
!−1
· XT · y
For this special case, when the covariance matrices are diagonal and isotropic, the ‘optimal’
Tikhonov regularization factor α =
σ2
n
σ2
β
is unveiled.
2.9 Gaussian Mixture Models
Gaussian mixture models (GMM) (Duda and Hart, 1973, p.170) are a standard and popular
approach for classiﬁcation and probability density estimation. This section discusses the design,
training and use of GMM’s providing a background for further chapters. GMM’s have been
successfully used in a wide range of statistical signal processing applications including speaker
identiﬁcation and veriﬁcation (Reynolds, 1995). The goal of GMM’s is to model datasets that
originate from a mixture of independent Gaussian variables. The general method assumes
the number of mixtures/classes to be known and their parametric distribution families to be
Gaussian. Figure 2.7 shows an example of a GMM. In the following, let xi ∈ RD with
i = 1...N, µ(k) ∈ RD and C(k) ∈ RD×D with k = 1...K representing the N unlabelled
input data points, the mean vector and the covariance matrix of the K classes respectively.
Furthermore, let P(k) be the probability of class occurrence and p(x|k) ∼ N(µ(k),C(k)). The
GMM probability density function p(xi|θ) with θ = {P(k),µ(k),C(k)}K
k=1 is given by:
p(xi|θ) =
K X
k=1
P(k)
r
(2 · π)
D ·
 
C(k)
 

· exp

−
1
2
·

xi − µ(k)
T
· C(k)−1
·

xi − µ(k)

(2.25)Chapter 2 Related Work 26
−1 −0.5 0 0.5 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Input
P
r
o
b
a
b
i
l
i
t
y
 
 
Class 1
Class 2
Class 3
Class 4
GMM
FIGURE 2.7: The Gaussian mixture model represents the data by an additive combination of
multiple, differently parametrised and weighted Gaussian probability density functions.
Moreover, the likelihood of X = [x1,...,xN] being distributed by the probability density
function in equation (2.25) is given by:
L(X|θ) =
N Y
i=1
p(xi|θ) (2.26)
The problem of ﬁnding the missing parameters µ(k), C(k) and ˆ P(k) is commonly solved with
an expectation–maximization (EM) approach (Dempster et al., 1977). The original idea of the
EM algorithm is based on previous work of, e.g., Hartley (1958) and Baum (1972). To provide
the EM algorithm with an initial starting point, the unknown parameters are guessed. Here it
has to be noted that the initial starting conditions inﬂuence the ﬁnal convergence of the EM
algorithm. Only convergence to a local optimum is achieved. The EM algorithm is a procedure
of two subsequent steps that are iterated until convergence. In the ﬁrst step, the expectation of
the desired probability density function is computed given a set of inputs and parameters. In the
second step, the maximum likelihood solution to a reﬁned set of parameters is found utilising
the result of the ﬁrst step. The expectation step for the GMM is given by:
mik =
ˆ P(k)p(xi|µ(k),C(k))
PK
l=1 ˆ P(l)p(xi|µ(l),C(l))
(2.27)
In equation (2.27), the partial membership of each data point xi in each class k is estimated.
The maximisation step of the GMM approach ﬁnds the maximally–likely parameters µ(k), C(k)
and ˆ P(k) given mik:Chapter 2 Related Work 27
ˆ P(k) =
1
N
N X
i=1
mik
µ(k) =
PN
i=1 mik xi
PN
i=1 mik
C(k) =
PN
i=1 mik
 
xi − µ(k)
·
 
xi − µ(k)T
PN
i=1 mik
The probability density function of the GMM that models X in a maximum likelihood sense
is found by insertion of the converged EM solution into equation (2.26). This equation is also
utilised to evaluate the ﬁt of new datasets to this GMM representation. Further information
on the EM algorithm including an introduction and extensions can be found in Bishop (2006,
p.435) and McLachlan and Krishnan (1997) respectively.
2.10 Summary
This chapter described ubiquitous signal processing methods providing a background to later
chapters of this thesis. Different philosophies for the extraction of characteristic information
from an input were discussed. For example, PCA considers the information content of input
projections that represent the highest amount of variance in the data to be maximally important.
In contrast, MCA assumes invariant data projections to characterize the inputs. Again XCA
uses a mixture of both minor and principal components to represent a dataset best. Other
methods, e.g., LDA and FLDA, use class labels to extract features that capture classiﬁcation
relevant structure. Moreover, it was shown that CCA is a generalization of the empirical FLDA
criterion. CCA aims to extract a common signal from two datasets ﬁnding pairs of directions on
which the data projections are maximally correlated. Thereafter, least squares estimation was
recapitulated providing another view on input model generation. Finally, the Bayesian general
linear and Gaussian mixture models were discussed. Both approaches are used in later chapters
of this thesis.Chapter 3
Higher–Order and Nonlinear Methods
Second–order statistics can be used to ﬁnd simple and robust solutions to real world problems.
However, insomeapplications, theinferredGaussiandistributionisinsufﬁcienttomodelthereal
distribution of the data. A possible answer to this problem is to use Gaussian mixture models
to approximate these non–Gaussian distributions (Todros and Tabrikian, 2004). However,
multiple Gaussian distributions have to be used to represent a single non–Gaussian distribution.
Therefore, such an approach artiﬁcially increases the complexity of the solution. This chapter
gives an introduction to higher–order and nonlinear methods that are designed to tackle the
problem of non-Gaussian distributed data. Although the discussed methods are only partially
linked to later chapters, they provide an important extension to the signal processing concepts
discussed in Chapter 2.
Section 3.1 discusses different independent component analysis (ICA) based algorithms which
use higher order statistics to model the data. Thereafter, Section 3.2 gives an introduction
to a selection of kernel methods that enable simpliﬁed nonlinear signal processing. Finally,
Section 3.3 summarizes this chapter.
3.1 Independent Component Analysis
The task of independent component analysis (ICA) (Jutten and Herault, 1991) is to ﬁnd
and separate a number of linearly mixed statistically independent source signals. Statistical
independence of two random variables s1 and s2 is given if their joint pdf factorises to the
product of their marginal pdf’s: p(s1,s2) = p(s1)p(s2). It follows from this property that
independent random variables are uncorrelated: E{s1 s2} = E{s1}E{s2}. This attribute
is commonly used to simplify the procedure of ﬁnding independent components. The most
prominent ICA application is the “cocktail–party problem” (Cherry, 1953). Here, a microphone
array is used to record a number of people speaking simultaneously in the same room.
Thereafter, ICA is utilised to separate the different speech signals by means of the recorded
data and the assumption of statistically independent sources. Figure 3.1 shows the difference
28Chapter 3 Higher–Order and Nonlinear Methods 29
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FIGURE 3.1: Comparison of PCA and ICA using linear transformed subgaussian data. (a) The
principal component directions do not represent the non–Gaussian data structure. (b) ICA ﬁnds
non–orthogonal directions that are aligned with the data.
of PCA and ICA on a non–Gaussian dataset. Note that ICA ﬁnds a closer representation of
the inherent data structure. In the following, let x, s and A represent the measured data, the
unknown source signals and the mixing matrix respectively. The basic linear and noiseless ICA
model is given by:
x = A · s (3.1)
The mixing matrix and source signal are both estimated purely based on the measurements x
and the assumption of statistical independence of s. In order to reduce the inﬂuence of noise it
is common to compress the input using the Karhunen–Lo` eve transformation (Section 2.1.1).
Moreover, because of the uncorrelation of the independent components s it is possible to
simplifythesearchbywhitening(Section2.1.2)ofx. Inthefollowing, letz denotethewhitened
and preprocessed measurements x. The unmixing model of ICA is given by:
s = B · z
Whitening and preprocessing of the inputs leads to a transfer of A to a new mixing matrix
B−1 = V · A. The new mixing matrix is orthogonal constraining the search for an unmixing
matrix B to the space of orthogonal matrices. By assuming ˆ E

z · zT	
= ˆ E

s · sT	
= I, the
orthogonality of B−1 can be seen from:
ˆ E

z · zT	
= B−1 · ˆ E

s · sT	
· (B−1)T = B−1 · (B−1)T = I
A way to visualise ICA is to regard the recovered data s as an orthogonal projection of the
whitened data z. Hence, the task of ICA can be pictured as a rotation of the data in the whitenedChapter 3 Higher–Order and Nonlinear Methods 30
space such that the independent components point along the axes. In the following, let wi
denote the orthogonal directions on which the whitened data is projected. Note that because of
ambiguities of ICA (Section 3.1.4), wi can only represent the independent component directions
up to their orientation and sequence (wi = ±bj). Here, bj represents column j of the unmixing
matrix B. The solution of ICA is commonly derived using a maximum likelihood approach, by
utilising higher order statistics (i.e., kurtosis) or minimisation of mutual information in the data
representations. These principles are described in the following.
3.1.1 Kurtosis
The fourth–order statistic of the data, called kurtosis, is a simple discriminant for the search of
independent components. Kurtosis is positive for super–Gaussian, negative for sub–Gaussian
and zero for Gaussian distributed random variables. Therefore it is a measure of nongaussianity.
In the case of zero mean variables, the kurtosis value of the vector y is calculated as:
kurt(y) = ˆ E

y4	
− 3( ˆ E

y2	
)2 (3.2)
The link between nongaussianity and the independent component directions can be visualised
using the central limit theorem (Laplace, 1810). According to this theorem, the pdf of a mixture
of non–Gaussian, iid variables is closer distributed to a Gaussian than the pdf’s of the original
variables. Therefore, the variables maximise statistical independence if the data representation
minimises the similarity of its variables to Gaussian distributions. Thus, kurtosis–based ICA
algorithms aim to ﬁnd directions that maximize the absolute kurtosis value. In the following, let
z represents the whitened version of x and y = wT · z. The derivative of the absolute kurtosis
value from equation (3.2) with respect to the projecting direction w is given by:
∂abs
 
kurt(wT · z)

∂w
= 4sign
 
kurt(wT · z)
h
ˆ E

z (wT · z)3	
− 3wkwk
2
i
This result can be used to derive a simple version of the FastICA algorithm (Hyv¨ arinen and Oja,
1997; Hyv¨ arinen, 1999). The iterative kurtosis–based FastICA learning rule is given by:
w ← ˆ E

z (wT · z)3	
− 3w (3.3)
The advantages of this algorithm are its cubic convergence and the missing learning rate
parameter. This makes it a simple but powerful tool for the search for independent components.
The procedure to ﬁnd independent components using equation (3.3) can be described as follows.
First, a random start vector w1 is chosen for w. Second, using equation (3.3), the direction w1
is iteratively found that maximises the value of kurtosis. After each iteration, the norm of w1
is reset to unity to retain the unit variance of z. As discussed in Section 3.1, the task of ICAChapter 3 Higher–Order and Nonlinear Methods 31
is to rotate the whitened independent components in the directions of the axes. Thus, after
convergence, the independent component is aligned with the coordinate axis by multiplication
of the data z with the ‘optimized’ vector w1. To align other components, the process is repeated
with new vectors wi that are constrained to the orthogonal space of previously found directions.
Therefore, the alignment from previous transformations is maintained.
This method can be interpreted visually by rotating the whitened input data cloud to receive
maximal non–Gaussian projections on the axes. If this point of maximisation is reached, the
axes point in the directions of maximally independent components. Although it is possible to
create simple and computational effective algorithms based on kurtosis, this measure is rarely
used in processing of real–life data. The reason for this is its strong dependence on outliers.
Hence, the kurtosis measure is usually replaced by a function that reduces this high emphasis
on distanced values. One example for such a weighting function is 1
a log(cosh(ay)) with an
arbitrary factor a.
3.1.2 Maximum Likelihood
A common method for ﬁnding independent components is maximum likelihood (ML) esti-
mation. This approach is very important since many other ICA methods can be described
as a special case or derived from it. The aim of this estimation is to ﬁnd directions in a
multidimensional data set that have the highest probability to represent the original data. Hence,
the probability density functions pk of all k independent components have to be known or need
to be estimated. Thereafter, an unmixing matrix B is found that transfers the pdf’s of the mixed
data x to match with the estimated pdf’s maximally. In case the input data is whitened, the
ML estimation ﬁnds the independent components unbiased by the uncertainty of the initial pdf
estimation. It was shown in Hyv¨ arinen et al. (2001) that the initial pdf only has to be chosen
from the correct family, i.e., sub- or super–Gaussian. Here it should be noted that the ML
estimation does not need whitened input data to ﬁnd the independent components. However,
pre–whitening of the input is advantageous. This preprocessing step reduces the space of
the sought–after unmixing matrix B to the space of orthogonal matrices. Consequently, the
convergence of the ML based gradient algorithms is signiﬁcantly improved (Hyv¨ arinen et al.,
2001). This optimisation is also used to derive another version of the FastICA algorithm. In the
following, let s represent the unmixed independent components, A the unknown mixing matrix,
X = [x1,...,xN] ∈ RD×N the input data and bk the column k of the unmixing matrix B. The
log likelihood algorithm, including a short derivation, is given by:Chapter 3 Higher–Order and Nonlinear Methods 32
x = A · s
⇒ s = A−1 · x = B · x
⇒ sk = bT
k · x
px (x) = abs(|B|)ps (s) = abs(|B|)
Y
k
pk (sk)
L(B) =
N Y
i=1
K Y
k=1
pk
 
bT
k · xi

abs(|B|)
argmax
B

L(B)

= argmax
B
 
N X
i=1
K X
k=1
log

pk
 
bT
k · xi

+ N log

abs(|B|)

!
The log likelihood measure has the same extreme value positions as the likelihood L(B).
However, the logarithm simpliﬁes the algorithm. Therefore, the logarithmic likelihood
formulation is usually preferred. With slight changes to the algorithm, the sum over N can
be replaced by the empirical expectation operator. Hence, ML estimation maximises the
expectation that resulting variables are generated by processes with pdf’s that are similar to
the estimates.
3.1.3 Mutual Information
Minimisation of mutual information aims to ﬁnd a data representation that minimises the
dependencies between the input variables. This alternative concept for ICA is included because
of its importance in the literature and for the completeness of this introduction. Additionally to
a discussion of the method, the similarities to different, parallel ICA approaches are analysed.
These similarities suggest the meaningfulness of the methods. The mutual information I(·)
between variables {yi}i=1...N is given by:
I (y1,...,yN) =
N X
i=1
H (yi) − H (y)
Note that
PN
i=1 H (yi) ≥ H (y) and I (y) ≥ 0. Suppose that the ICA model of equation (3.1)
holds and y = B · z with B being an orthogonal rotation matrix. In this case it can be
shown that the entropy H (y) is independent of B. Thus, minimisation of mutual information
equals the minimisation of
PN
i=1 H (yi). The alternative deﬁnition of mutual information
I (y) = K
 
p(y)||
QN
i=1 p(yi)

illustrates its minimum for independent variables. Here,
K (P kQ) =
X
i
P (yi) · log

P (yi)
Q(yi)
Chapter 3 Higher–Order and Nonlinear Methods 33
FIGURE 3.2: Schematic structure of the Infomax algorithm. The nonlinearity g(·) represents
the node of a neural network. Mixing matrix B is found to transfer input x to a uniform
distributed variable g(y).
represents the Kullback–Leibler divergence (KLD) of the pdf’s P and Q.
K
 
p(y)||
QN
i=1 p(yi)

= 0 if the joint pdf p(y) equals the product of the marginal pdf’s
p(yi), which is the deﬁnition of independent variables yi. A similar approach is taken in neural
network solutions, the Infomax principle of Bell and Sejnowski (1995) and the ML estimation.
Here, the independent components are found by maximisation of the output entropy H (g(y)).
Figure 3.2 illustrates the structure of the Infomax based ICA algorithm. In the following, s and
A represent the vector of independent components and the mixing matrix respectively. Both are
unknown and have to be estimated based on the output vector x. The output y of the unmixing
matrix B is transferred by a nonlinear function g(·). The optimum of the mutual information
minimising algorithm is found if the transformed output g(y) is uniformly distributed. This ICA
approachisequivalenttoaneuralnetworksolutionwherethenodeutilisesthenonlinearfunction
g(·) and the training adapts the unmixing matrix B to maximise the similarity of the output with
a uniform distribution. Cardoso (1997) and Hyv¨ arinen et al. (2001) show the equality between
output entropy maximization and ML estimation for the case where the nonlinearity g(·) is
chosen to be the cumulative density function (cdf) of the original data x. This results from the
uniform distribution of variables that are transformed by their own cdf. Theorem 2.1 by Devroye
(1986) illustrates this transformation to a uniform distributed variable.
Alternatively, the equivalence of output entropy maximisation and the previously–discussed
KLD–based method can be explained as follows. On the one hand, the KLD–based method
aims to ﬁnd a B that minimises the difference of p(bT
i ·x) to prior known marginal pdf’s p(yi).
On the other hand, the Infomax method transfers the marginal pdf’s to uniform distributions
using the nonlinear function g(·). Thereafter, Infomax aims to ﬁnd a B that minimises the
difference to the now–uniform distributed marginal pdf’s. This is equivalent to maximisation of
the output entropy. If P = p
 
g(B · x)

, the output entropy is given by:
H(P)
def = log(N) − K(P||U)
Therefore, the unmixing matrix B is found by minimisation of the Kullback–Leibler divergence
K(P||U). A more detailed discussion of this method can be found in Cardoso (1997).Chapter 3 Higher–Order and Nonlinear Methods 34
3.1.4 Limits of ICA
Using only higher–order statistics leads to one of the major issues of ICA. Because the
fourth–order statistics of Gaussian variables are zero, Gaussian signals cannot be separated by
simple ICA. The border case, which can still be tackled, is a mixture with a single Gaussian
signal. This can be achieved by exclusion of the detectable sub- and super–Gaussian variables.
Another way of looking at the separation problem of Gaussian distributed variables is based on
the central limit theorem. If the pdf of a variable is strongly dissimilar to a Gaussian distribution,
the variable is less likely to be a combination of multiple iid variables. Hence, as discussed
earlier, the difference to a Gaussian distribution can be used as measure of independence
(Hyv¨ arinen et al., 2001). On the other hand, a Gaussian distributed variable could be interpreted
as a mixture of an inﬁnite number of independent components. Therefore, normal distributed
variables cannot be separated using simple ICA. Another feature that cannot be extracted by
ICA is the orientation of the original components. Moreover, the independence constraint does
not give information about the sequence of the found components. Hence, all permutations and
orientations of the independent components are equivalent ICA results.
3.2 Kernel Methods
The kernel methods (KMs) (Shawe-Taylor and Cristianini, 2004) were introduced to tackle
signal processing problems that are poorly modelled by linear systems. These problems include
e.g., analysis of nonlinear relationships between variables, text, images and sequenced data.
Solvingsuchnonlinearproblemsdirectlyisofteninfeasiblebecauseoftheirhighcomplexityand
the problematic interpretation of stability and statistical signiﬁcance of the result. Hence, KMs
use the so called “kernel trick”, i.e., they analyse the inputs in a linearised high–dimensional
space. Therefore, well–researched linear methods can be used in this kernel domain enabling
statistical interpretability of the result. Let xi ∈ RD, yj ∈ RD with i,j = 1,...,N and
Φ(x) = [Φ1(x),...,ΦM(x)] with M > D represent two variables from the input space and
the nonlinear map of x to a higher dimensional kernel–deﬁned feature space respectively. An
example of a kernel matrix is the polynomial kernel of second degree for D = 2:
K(xi,yj) = Φ(xi)T · Φ(yj)
=
h
x2
1i,x2
2i,
√
2x1i x2i
i
·
h
y2
1j,y2
2j,
√
2y1j y2j
iT
=
 
xT
i · yj
2
(3.4)
Second degree polynomial relationships between the variables in the original two–dimensional
space are simpliﬁed to linear relationships in the mapped three–dimensional space. Moreover, it
can be seen in equation (3.4) that the kernel matrix simpliﬁes to the square of a scalar product.
Therefore, if a signal processing algorithm utilises only the kernel matrix, there is no need
to explicitly compute points in the high–dimensional space. Here it should be noted that the
kernel matrix may not contain all information from the original datapoints. One example ofChapter 3 Higher–Order and Nonlinear Methods 35
this is the Gram matrix based kernel: K(x,x)ij = Φ(xi)T · Φ(xj). Because all rotation
matrices R satisfy the orthogonality condition R · RT = I, the Gram matrix based kernel
of inner products is invariant to rotation around the origin. This illustrates the importance of
the problem–dependent kernel choice. In the following, a selection of prominent kernel–based
statistical signal processing methods are discussed. Further information on kernel methods
and their application in support vector machines can be found in Shawe-Taylor and Cristianini
(2004).
3.2.1 Kernel PCA
Kernel PCA (KPCA) utilises nonlinear dependencies for feature extraction and data compres-
sion. The approach is motivated by the successful implementation of the kernel trick in the ﬁeld
of support vector machines. The experience in this ﬁeld proved that many natural dependencies
are not purely linear. Therefore, the transfer of a signal processing problem to a nonlinear space
has the potential of ﬁnding better solutions. Figure 3.3 illustrates the basic principle of KPCA.
The nonlinearity Φ is used to linearise the original input space. Thereafter, the transfered data
are analysed using PCA. Thus, KPCA can be seen as the application of PCA in a kernel–deﬁned
input space. In the following, Ek denotes the eigenvector k of the data in this kernel space. The
desired projections onto the eigenvectors in the nonlinear space are given by:
Ek · Φ(x) =
N X
i=1
ak
i Φ(xi)
T · Φ(x)
Here, ak represents the map from the span Φ(x) to the eigenvector Ek. This repre-
sentation was chosen for variable reduction in the formula. In the following, let D and
Kij = Φ(xi)
T · Φ(xj) represent the diagonal matrix of sorted eigenvalues and the kernel
matrix respectively. The map to the KPCA space ak = 1 √
Dkk Ek can be found by eigenvalue
decomposition of the kernel matrix [E,D] = eig{K}. The KPCA projection on component k
is given by: ˆ xk
i =
N P
i=1
ak
i K(xi,x). More details including a stability analysis of KPCA can be
found in Sch¨ olkopf and Smola (2002) and Shawe-Taylor and Cristianini (2004).
3.2.2 Kernel CCA
As discussed in Section 2.6, CCA is a powerful linear method generalising e.g., LDA, Fisher’s
LDA and PCA. In parallel to the linear case, the goal of kernel CCA (KCCA) (Bach and Jordan,
2002; Shawe-Taylor and Cristianini, 2004) is to ﬁnd the common source of a set of variables.
However, rather than linear projections, KCCA ﬁnds a set of nonlinear functions such that the
correlations in the transformed kernel space are maximised. For clarity, we assume a set of two
variables x and y ∈ RD. In the following, let f(·) and g(·) represent two nonlinear functions
from reproducing kernel Hilbert spaces (RKHS) Ff and Fg ⊂ RD respectively. Furthermore,Chapter 3 Higher–Order and Nonlinear Methods 36
FIGURE 3.3: Linearisation of a feature extraction problem utilizing information of nonlinear
dependencies between variables. This enables the use of linear methods for nonlinear feature
extraction.
let Kf(x,y) = Φf(x)T · Φf(y), Ff =
PN
i=1 ai Kf(xi,·) and Fg =
PN
i=1 bi Kg(yi,·) with
ai,bi ∈ R. Note that Kf(·,·) and Kg(·,·) represent two kernel matrices and F a vector space
with ‘·’ denoting the location of the arguments. Because of the reproducing property of the
RKHS:
f(x) =
N X
i=1
ai Kf(xi,x) = aT · Kf(x,x) = aT · Kf (3.5)
g(y) =
N X
i=1
bi Kg(yi,y) = bT · Kg(y,y) = bT · Kg (3.6)
The objective function that is maximised by KCCA is given by:
J(f(x),g(y)) =
cov{f(x),g(y)}
p
var{f(x)}
p
var{g(y)}
(3.7)
By substituting equations (3.5) and (3.6) in (3.7), the KCCA objective function can be
simpliﬁed:
J(a,b) =
aT · Kf · KT
g · b
q
aT · Kf · KT
f · a
q
bT · Kg · KT
g · b
(3.8)
It should be noted that the points are assumed to be centred in the nonlinear kernel space:
PN
i=1 Φf(xi) = 0. If K is a N × N Gram matrix, this centring can be achieved indirectly by
modiﬁcation of the kernel matrix K = P · ¯ K ·P. Here, ¯ K represents the kernel representation
of the not–centred datapoints and P = I − 1
N 1. As discussed in Bach and Jordan (2002),Chapter 3 Higher–Order and Nonlinear Methods 37
equation (3.8) does not provide a useful estimate of the canonical correlations in the kernel
space. The reason for this is the ﬂexibility of the high–dimensional kernel space representation.
The highest correlation is achieved if a and b are in the column span of Kf and Kg respectively.
In this case equation (3.8) simpliﬁes to a minimisation of the angle between a and b. However,
if one of the kernel matrices has full rank, its columns represent the full space. For example, if
Kf has full rank, the minimum angle between a and b is zero for all possible vectors b. This
exempliﬁes the necessity to regularise and constrain the space of solutions. Shawe-Taylor and
Cristianini (2004) suggest a regularisation of the norms of a and b leading to the new objective
function:
J(a,b) =
aT · Kf · KT
g · b
q 
(1 − α) aT · Kf · KT
f · a + αkak2  
(1 − β) bT · Kg · KT
g · b + β kbk2
Here, the parameters α,β ∈ R are empirically found. As discussed in Bach and Jordan
(2002) and Gretton et al. (2005), KCCA can be used as a contrast function to ﬁnd independent
components. If the space of functions F is large enough, the maximum of equation (3.7) equals
zero if and only if the inputs are statistically independent. The intuition is that for uncorrelated
notindependentvariablesthereexistsanonlinearprojectionsuchthattheirmaximumcorrelation
is non–zero.
3.3 Summary
This chapter provided a background on modern approaches addressing non–Gaussian and
nonlinear problems. A discussion of ICA and its various cost functions provided a different
viewpoint on characteristic information in the inputs. In contrast to previously discussed
methods, ICA ﬁnds directions whose data projections are statistically independent. That is, the
projection length of data onto one independent component provides no statistical information
on the projections onto other components. The higher–order statistic kurtosis is used for voice
activity detection in Chapter 6. Additionally, kernel methods were described. That is, nonlinear
problems are linearized by projection through a kernel function to a speciﬁc high dimensional
space. Here, the projected problem is addressed linearly. The actual projection to a high
dimensional space cancels mathematically and is thus only performed virtually. This illustrated
how problems can be simpliﬁed by viewing them in a high dimensional space.Chapter 4
Mutual Interdependence Analysis
In complex applications there is a clear trend toward high–dimensional data acquisition. Exam-
ples are image, speech, text processing, bioinformatics and spectroscopy. However, prominent
linear signal processing algorithms for feature extraction, regression and classiﬁcation (see
Chapter 2) were developed for problems with a much lower dimensionality D than the number
of available datapoints N. One reason for this assumption is that it can prevent issues of high–
dimensional data representations demonstrated by the curse of dimensionality (Bellman, 1961).
The curse of dimensionality points out that a cartesian grid with 0.1 spacing represents 100
points on a unit square but 1010 points on a 10 dimensional unit cube. In the following, a
number of examples are given to illustrate the implications of the curse of dimensionality in
real problems. A ﬁrst example is the approximation of a Lipschitz function with D variables.
This makes it necessary to perform in the order of N ∝ (1
)D evaluations on a grid to achieve
a uniform approximation error of . Also for statistical estimation it can be shown that the
number of instances that are necessary to model a variable with a given estimation error in a
D–dimensional space could grow non-asymptotically with D. Both examples are discussed in
more detail in Donoho (2000). Another way to visualize the effect of the curse of dimensionality
is the trade off between the number of features e.g., in machine learning. While a large number
offeaturesmaycontainadditionalinformation, theestimationofthedependenciesbetweenthem
may require impractically large sets of data. Given these problems, it appears ill–advised to use
high–dimensional data representations. One possible solution to the resulting problem of high–
dimensional data processing is dimensionality reduction by feature selection. It is necessary
to automate such preprocessing because of the amount and complexity of data from modern
applications. However, it is unclear if the automatically found compressed space is robust to
unknown errors.
As discussed in Section 3.2, processing in high–dimensional spaces also has multiple advan-
tages. One example is that complex nonlinear relationships can be simpliﬁed to linear problems
in a higher dimensional space. In this way, ICA can be solved in the kernel space using the
second order CCA cost function (Section 3.2.2). This suggests that, under some conditions, the
correlations between high–dimensional vectors can be used as measure of their dependence.
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FIGURE 4.1: Device and text independent speaker veriﬁcation using training data from
different, unknown, noisy and nonlinear distorted channels. Does there exists an invariant
representation of the data?
Furthermore, high–dimensional data representations are commonly smooth enabling noise
cancellation. Additional advantages/properties of high–dimensional data representations as for
instance their “concentration of measure” are discussed in Donoho (2000). In summary, taking
both advantages and disadvantages into account, it is possible to design stable algorithms that
work in a high–dimensional space solving the challenges of modern/complex applications.
This chapter focuses on feature extraction in such a high–dimensional input space. The goal is to
extract a single vector that represents the commonalities of a set of inputs. For example, assume
the problem of text independent speaker veriﬁcation. Figure 4.1 illustrates an application where
the training data are recordings from different, unknown, noisy and nonlinear distorted channels.
Does there exist a single representation of the common invariance in the data? The intuition is
that such a representation could be used to verify the origin of unseen recordings. Chapter 6
discusses this application in detail.
A further application where the extraction of a common representation is of interest is
illumination invariant face recognition. Figure 4.2 illustrates this image recognition problem.
The challenge is that most of the signal energy represents illumination differences rather than
structural characteristics of the face. However, is there an inherent structure common to all
images of the same face? If this is the case and it can be extracted, this representation can
be used as a robust feature for face recognition. More information about this problem and its
solution can be found in Chapter 7.
Notethatinthischaptertheinputsareassumedtobefromasingleclass. Therefore, incontrastto
FLDA (Section 2.5), no between–class information can be used to ﬁnd maximally discriminative
features. A reasonable representation w of the high–dimensional inputs xi, which representsChapter 4 Mutual Interdependence Analysis 40
FIGURE 4.2: Illumination invariant face recognition. The main challenge is the high
contribution of the illumination differences to the variance between images. Does there exist a
mutual, illumination invariant image representation?
them equally, is their mean. However, can a data representation be found that includes additional
prior knowledge, e.g., equal dependence of w on the inputs or smoothness of the result? The
goal ofmutual interdependenceanalysis (MIA)(Claussen etal., 2007)is toﬁnd sucha signature.
As discussed earlier, the correlation between high–dimensional data vectors can indicate their
dependence. Thus MIA ﬁnds a data representation that is maximally but equally correlated with
all inputs. As discussed in Corollary 4.4 and Section 4.3, such representation is in the span of
the inputs. Therefore, MIA ﬁnds a vector w that is maximal uniformly correlated with the inputs
X while being in their span: w = X · c, where c ∈ RN.
In the following, assume that w ∈ RD is an equally present, invariant component in a set of
N linear independent data vectors xi ∈ RD with i = 1,...,N. Furthermore, let fi represent
the ‘variability’ of each input vector and assume wT ·fi = 0 ∀i. The mixing model of mutual
interdependence analysis is given by:
xi = w + fi (4.1)
MIA aims to extract the invariant component w. The previously discussed correlation based
criterion of MIA can be interpreted geometrically as the minimisation of the scatter of projection
lengths from the inputs onto a desired direction or result w. The scatter, a scaled version of the
empirical covariance, is given by:
˜ S(X|w) =
N X
i=1
 
wT · xi − wT · µ
2
= wT · S · w (4.2)Chapter 4 Mutual Interdependence Analysis 41
where µ = 1
N
PN
i=1 xi is the D–dimensional sample mean and S =
N P
i=1
(xi − µ) · (xi − µ)
T
is the scatter matrix of the data. Therefore, the MIA problem is to determine ˆ w as:
ˆ w = argmin
w,kwk=1,w=X·c
˜ S(X|w) (4.3)
Note that the deﬁnitions of FLDA from Section 2.5 and MCA from Section 2.2 also use
the within–class scatter matrix S. However, in contrast to these, X is not assumed to be
preprocessed by mean subtraction. The MIA optimisation problem from equation (4.3) is, up to
its sign, unique because of its constrained formulation. Also ˆ w ‘optimally’ represents the data
samples as one aggregate sample.
As discussed in Section 2.2, MCA has no unique solution if the rank of the scatter matrix
is below D − 1. Thus, to use MCA in a high–dimensional space with D > N it is
reasonable todeﬁne theﬁrst minorcomponent asthe ﬁrst uniquedirection ofminimum variance.
In the following, this constrained MCA formulation is assumed. It can be shown that if
rank(S) < D − 1, such a direction represents a non–zero variance and is constrained to the
space of the mean subtracted inputs. In contrast to this, MIA constrains the space of solutions to
the span of the original (not mean subtracted) inputs. The reason for this is that mean subtraction
reduces the rank of S for linear independent inputs. However, in a high–dimensional space it
can be assumed that the inputs are linearly independent. The mean subtracted versions can no
longer fully represent the original inputs because rank(S) is equivalent to the dimensionality of
the spanned space. This phenomenon and the resulting difference between MIA and MCA are
illustrated in Figure 4.3.
In Section 4.1, a solution to the MIA problem is derived. Furthermore, it is proven that MIA
has a unique solution, up to its sign, for linearly independent inputs. Section 4.2 demonstrates
that an alternative unconstrained MIA criterion can be found. This criterion is used to illustrate
MIA properties. In Section 4.3, a regularised MIA version is derived to ensure the stability of
the MIA result. Thereafter, Section 4.4 discusses MIA from a Bayesian point of view which
is used to generalise the MIA solution. Thus additional prior knowledge and constraints can
be used. Section 4.5 shows how MIA can be constrained to different spaces than the span of
the input. Subsequently, Section 4.6 interprets MIA from the point of linear and kernel ridge
regression. Finally, Section 4.7 summarizes the ﬁndings of this chapter.
4.1 Solution to MIA
This section discusses the solution to the MIA problem deﬁned in equation (4.3). Furthermore,
it is shown that MIA has, up to its sign, a unique solution for linearly independent inputs. In
the following, let X = [x1,...,xN] ∈ RD×N represent a set of N inputs of dimensionality
D. Moreover, let µ = 1
N X · 1 and Y = [x1 − µ|...|xN − µ] = X − µ · 1T denote the D-Chapter 4 Mutual Interdependence Analysis 42
(a) MIA and MCA (D = 2;N = 11) (b) MIA and MCA (projected space with D > 2;N = 2)
FIGURE 4.3: Comparison of MCA and MIA. (a) Results of MIA and MCA in a space of
linearly dependent inputs. Note that the span of this input example is not reduced by mean
subtraction and that both methods ﬁnd the same result. (b) Simulation of the results in a high–
dimensional input space where the inputs are linearly independent. The unconstrained MCA
approach does not have a unique solution if rank(S) < D − 1. It is assumed that MCA points
in the ﬁrst unique direction of minimum variance. Note that because of the mean subtraction
inﬂicted rank reduction, MIA has an additional dimension for the optimisation procedure.
Hence, MIA ﬁnds a different result than MCA.
dimensional mean and the set of mean subtracted inputs respectively. Therefore, the MIA
problem from equation (4.3) can also be written as:
ˆ w = argmin
w,kwk=1,w=X·c

wT · Y

2
(4.4)
Note that the original space of the inputs spans the mean subtracted space plus possibly one
additional dimension. Indeed, the mean subtracted inputs, which are linear combinations of the
original inputs, sum up to zero. Mean subtraction cancels linear independence resulting in a
one dimensional span reduction.
Theorem 4.1. The minimum of the criterion in equation (4.4) is zero if the inputs xi are linearly
independent.
Proof sketch: If inputs are linearly independent and span a space of dimensionality N ≤ D,
then the subspace of the mean subtracted inputs in equation (4.4) has dimensionality N − 1.
There exists an additional dimension in RN, orthogonal to this subspace. Thus, the scatter of
the mean subtracted inputs can be made zero. The existence of a solution where the criterion in
equation (4.4) becomes zero is indicative of an invariance property of the data.
Using the projection matrix P, the mean subtraction procedure can be simpliﬁed to:Chapter 4 Mutual Interdependence Analysis 43
Y = X · P with P = I −
1
N
1 . (4.5)
Obviously,
PN
i=1 yi = 0. Hence, the nullspace NULL(y1,y2,...,yN) is non–trivial. All
vectors w ∈ NULL(y1,y2,...,yN) will minimise ˜ S(X|w). The next theorem shows that
the problem given by equation (4.4) has, up to its sign, exactly one solution.
Theorem 4.2. Assume x1,x2,...,xN are linearly independent. Then, there exists an up to
its sign unique w 6= 0 in NULL(y1,y2,...,yN) such that w is in the span of the inputs xi,
i = 1,...,N.
Proof: A solution w 6= 0 and c ∈ RN of the system of equations:
wT · Y = 0 (4.6)
w = X · c (4.7)
will also satisfy the Theorem 4.2 and solve the optimisation criterion of the problem in
equation (4.4) given kwk = 1. Indeed, equation (4.6) is equivalent to the existence of w
such that w ∈ NULL(y1,y2,...,yN) and equation (4.7) speciﬁes that w is in the span of the
inputs xi and w 6= 0. By substitution of w from equation (4.7) and Y from equation (4.5) in
(4.6), the problem can be condensed to:
cT · XT · X · P = 0 (4.8)
Given that G = (XT · X) is a Gram matrix formed by linearly independent vectors
x1,x2,...,xN, G is invertible (see Theorem 7.2.10 in Horn and Johnson 1999). Let:
cT = dT · (XT · X)−1 (4.9)
Therefore, equation (4.8) becomes: dT ·P = 0 with d = ζ 1 and ζ ∈ R. When substituting this
into equation (4.9) we obtain: c = ζ (XT · X)−1 · 1. Hence:
ˆ w = ζ X · (XT · X)−1 · 1 (4.10)
It follows that ˆ w
kˆ wk is, up to its sign, a unique solution to equation (4.4).
It can be easily seen that additive components in all data samples will not affect the scatter
matrix S and therefore will not affect the composition of the MIA solution. MIA captures
invariant information present in all samples.Chapter 4 Mutual Interdependence Analysis 44
4.2 Alternative MIA Solution
The assumption that the MIA result is in the span of the inputs gives a possibility to ﬁnd a, up to
its sign, unique and closed form solution that minimises the scatter of the inputs. Although the
resulting constrained optimization problem in equation (4.3) is well interpretable geometrically,
it is difﬁcult to analyse its properties. In the following, an alternative, unconstrained MIA
solution is derived. This result aids the analysis of MIA properties and reiterates the choice
of the span constraint. Moreover, the alternative approach relates MIA to FLDA and CCA that
were discussed in Section 2. This connection to statistically well understood methods helps the
interpretability of MIA and increases the conﬁdence in its result.
As discussed earlier, it is assumed that the input samples are from a single class. However,
the cost function of FLDA in equation (2.7) is deﬁned using the between class scatter. For the
single class case, the between class scatter is zero. Therefore, FLDA can not be used and a
direct link from MIA to FLDA can not be established. However, the FLDA–like formulation of
the CCA problem in Section 2.6 can be modiﬁed to extract an invariant signal from inputs of a
single class. Here, Z is deﬁned as classiﬁcation table from equation (2.14). One interpretation
of CCA is from the point of view of the cosine angle between the (non mean subtracted) vectors
aT ·X and ZT ·b. The aim is to ﬁnd a vector pair that results in a minimum angle. A modiﬁed
CCA (MCCA) criterion will be used as follows: First, consider the original inputs rather than
the mean subtracted covariance matrices; Second, the class membership table Z for data from a
single class collapses to a vector and b to a scalar, therefore Z ·b = 1·b. Thus, criterion (2.11)
becomes independent of b resulting in:
ˆ aMCCA = argmax
a
J(a) = argmax
a
aT · X · 1
√
aT · X · XT · a
(4.11)
This criterion is maximised when the correlation of a with all inputs xi is as uniform as possible.
The solution to this problem can be found by:
∂J(a)
∂a
= X · 1 − aT · X · 1 ·
 
aT · X · XT · a
−1
· X · XT · a = 0 (4.12)
Therefore, αX · 1 = X · XT · a with α = aT·X·XT·a
aT·X·1 . Furthermore
ˆ a = lim
ε→0

α
 
X · XT + εI
−1
· X · 1

ˆ a = lim
ε→0

α
 
X · XT + εI
−1
· X · XT · X ·
 
XT · X
−1
· 1

ˆ a = αX ·
 
XT · X
−1
· 1 (4.13)
Note that α is a scalar that results in scale independent solutions and εI enables the inversion
of the rank deﬁcient X ·XT. As can be seen, the solution equation (4.13) of the modiﬁed CCA
problem in equation (4.11) is identical to the MIA solution in equation (4.10). Thus, one can
argue that the MCCA and MIA criteria are equal. In the following, we rename ˆ aMCCA to ˆ aMIA.Chapter 4 Mutual Interdependence Analysis 45
The new formulation of MIA in equation (4.11) highlights its properties:
Corollary 4.3. The MIA problem has no deﬁned solution if the inputs are zero mean i.e., if
X · 1 = 0,
This is obvious from equation (4.11).
Corollary 4.4. Any combination ˆ aMIA + b with b in the nullspace of X is also a solution to
equation (4.11).
This means that only the component of a that is in the span of X contributes to the criterion in
equation (4.11).
Corollary 4.5. The solution of equation (4.11) is not unique if the N inputs X do not span the
D-dimensional space RD.
This follows from corollary 4.4. A unique solution can be found by further constraining
equation (4.11). One such constraint is that a be a linear combination of the inputs X:
ˆ aMIA = argmax
a,a=X·c
aT · X · 1
√
aT · X · XT · a
(4.14)
Corollary 4.6. The MIA solution reduces to the mean of the inputs in the special case when the
covariance matrix CXX has one eigenvalue λ of multiplicity D, i.e., CXX = λI.
Indeed, equation (4.14) can be rewritten as:
ˆ aMIA = argmax
a,a=X·c
aT · µ
q
aT · CXX · a + (aT · µ)
2
(4.15)
After normalising with a = X·c
kX·ck and using the spectral decomposition theorem (Moon and
Stirling, 2000), it can be shown that aT · CXX · a is invariant to a given equal eigenvalues of
CXX. The function under equation (4.15) is monotonically increasing in aT ·µ. Therefore, the
optimum is obtained when
aT·µ
kak is maximum resulting in ˆ aMIA = µ.
The invariance in data from one class results in a unique direction that is a characteristic feature
of the data. This may capture information that is powerful enough to distinguish instances from
different classes.
4.3 Regularisation of MIA
If the inputs X ∈ RD×N are nearly collinear, the inverse
 
XT · X
−1
in equation (4.13)
becomes close to singular. In this case, small variations in the inputs, e.g., because of noise, can
have a large effect on the result. This problem can be prevented by regularisation of the norm
kak enabling the computation of the inverse and increasing the stability of the solution. ThisChapter 4 Mutual Interdependence Analysis 46
case parallels with ridge regression (discussed in Section 2.7.2). The regularised MIA criterion
is given by:
ˆ aMIA = argmax
a
J(a) = argmax
a

aT · X · 1
√
aT · X · XT · a
− λkak2

(4.16)
Note that components of a that are in the nullspace of X do not affect the result of
equation (4.11) but are penalised in equation (4.16). The intuition is that the regularised MIA
constrains its result to the span of the inputs. Similarly to equation (4.12), the solution to (4.16)
is given as the root of the derivative:
∂J(a)
∂a
= X · 1 −
1
α
X · XT · a −
2λ
√
aT · X · XT · a
a = 0
Here, α is an arbitrary scaling factor representing the scale invariance of equation (4.11). Let
ν = 2λ
√
aT·X·XT·a
aT·X·1 . Hence:
ˆ a = α
 
X · XT + ν I
−1
· X · 1
ˆ a = α
 
X · XT + ν I
−1
· X ·
 
XT · X + ν I

·
 
XT · X + ν I
−1
· 1
ˆ a = αX ·
 
XT · X + ν I
−1
· 1 (4.17)
SimilartoRR,ν ischosenempirically. Notethattheresultofequation(4.17)isclosetothemean
of the inputs if a high value is chosen for ν. The result of the regularised MIA is given by ˆ a
kˆ ak.
In Section 4.4, the empirical regularisation is replaced by a statistically motivated integration of
prior knowledge.
4.4 Bayesian MIA Framework
In this section, a Bayesian viewpoint is taken to include prior knowledge into the MIA criteria
from equations (4.3) and (4.14). This is desirable because real data samples do not contain
an exactly equal amount of inherent structure. Thus, this uncertainty is modeled to obtain an
improved result. Moreover, this different view on MIA enables the demonstration of further
MIA properties i.e., the stability of the MIA result for minor variability in the inputs. The
derivation of the Bayesian MIA formulation parallels the one discussed in Section 2.8. However,
the data model and assumptions are changed to ﬁt the MIA problem. In the following let
X = [x1,...,xN] ∈ RD×N, w ∈ RD, n ∈ RN and r ∈ RN. Therefore, the MIA equivalent
to equation (2.23) can be found as:
r = XT · w + n (4.18)Chapter 4 Mutual Interdependence Analysis 47
The intended meaning of r is the vector of observed projections of inputs x on w, while n is
measurement noise, e.g., n ∼ N(0,Cn). We assume w to be a random variable. Our goal is to
estimatew ∼ N(µw,Cw)assumingthatw andr arestatisticallyindependent. Ideally, thedata
r = ζ 1 follows from the variance minimization objective if no noise is present and the variance
of projections is zero, which is exactly the MIA criterion (as expressed in Theorem 4.1). We
deﬁne a generalized MIA criterion (GMIA) applying an equivalent derivation to Section 2.8:
wGMIA = µw + Cw · X ·
 
XT · Cw · X + Cf
−1
·
 
r − XT · µw

(4.19)
= µw +

X · C−1
f · XT + C−1
w
−1
· X · C−1
f ·
 
r − XT · µw

(4.20)
The GMIA solution, interpreted as a direction in a high dimensional space RD, aims to minimize
the difference between the observed projections r considering prior information on the noise
distribution. It is an update of the prior meanµw by the current misﬁtr−XT·µw times an input
data X and prior covariance dependent weighting matrix. Equations (4.19) and (4.20) suggest
various properties of MIA. First note that if Cw = I, µw = 0 and Cf = 0, equation (4.19)
becomes identical to (4.10). In general it is desirable that the MIA representation be robust to
small variations in X (e.g., due to noise). Equation (4.19) indicates that small variations in
X do not have a large effect on the GMIA result. Indeed wGMIA is an invariant property of
the class of inputs. Furthermore, equations (4.19) and (4.20) allow the integration of additional
priorknowledgesuchassmoothnessofwGMIA throughthepriorCw, correlationofconsecutive
instances xi through the prior Cf, etc. Moreover, the GMIA formulation can be used to deﬁne
an iterative procedure tackling datasets with large N and D. In this case it might be unfeasible to
compute the matrix inverse. This problem could be approached using the following procedure:
First the data is split into subsets that can be handled computationally. Thereafter, wGMIA is
extracted from the ﬁrst subset. Following subsets are processed using the previous wGMIA as
estimate for µw. Introducing a decreasing weight, the result converts to a MIA representation
of the whole dataset. Note that the quality of such an iterative approach remains to be tested.
4.5 MIA in Constrained Function Space
In some applications, the components of the result are known a priori e.g., in spectroscopy the
spectral distributions of the elements of interest may be known. However, the mixture may
contain further structure due to noise or additional unconsidered components. Therefore, it may
be advantageous to constrain the search for the mutual component to a speciﬁc space. Another
reason for such a constraint is a high number of available inputs. Thus, it may be required to
reduce the size of the inverse in equation (4.10) for computational reasons. In this case, the span
of the inputs may be well represented by a subset of them. In the following it is shown how a
change in the span constraint affects the MIA solution. Let F ∈ RD×K denote the matrix ofChapter 4 Mutual Interdependence Analysis 48
K components that represent the new span constraint. Furthermore, let X ∈ RD×N, w ∈ RD,
c ∈ RK and P = I − 1
N 1 represent the input data, the mutual component, the weighting vector
and the mean subtracting projection matrix respectively. In parallel to Section 4.1:
wT · X · P = 0 (4.21)
w = F · c (4.22)
By substituting equation (4.22) in (4.21):
cT · F T · X · P = 0 (4.23)
If XT ·F ·F T ·X is invertible, the weights can be found to cT = d·(XT ·F ·F T ·X)−1·XT ·F.
Therefore equation (4.23) simpliﬁes to d · P = 0 resulting in d = ζ 1T. Hence:
ˆ w = ζ F · F T · X · (XT · F · F T · X)−1 · 1 (4.24)
For the constraint basis F, the MIA result is given by the normalized solution ˆ w
kˆ wk. Note that
this solution is not equivalent to MIA in a projected space if the basis F is not orthonormal.
Furthermore, note that F · F T has the same effect as Cw in equation (4.19).
4.6 MIA as Regression
The MIA solution in equation (4.17) has striking similarities to ridge regression (RR) in
equation (2.22). In this section, MIA is interpreted as regression to illustrate the similarities
of both approaches. In a ﬁrst step, linear and kernel ridge regression are discussed to familiarize
important concepts. Commonly, regression is used to model an observed real valued output
y ∈ RN as linear combination of N input vectors xi ∈ RD. The learned model ˆ βRR can then
be used to estimate future outputs ˆ y(x) given the data x as ˆ y(x) = xT · ˆ βRR.
However, regression is also utilized for classiﬁcation (Hastie et al., 2001, p.81). Here, one
aims to predict the posterior probability p(y = k|x) that an input x is of class k. This
probability is usually unknown during training. Thus, it is common to approximate the posterior
probability for all class elements to 1 and for instances of other classes to 0. In this way,
each ridge regression classiﬁer aims to separate one class from all others. For more than two
classes, this leads to ambiguous class membership regions. To prevent this, the linear classiﬁers
are combined as described in Bishop (2006, p.183). The advantage of the one–versus–the–
rest approach is that, e.g., by excluding out of class instances, one can ﬁnd a single class
representation that is independent of other classes. Thus, not all classiﬁers have to be retrainedChapter 4 Mutual Interdependence Analysis 49
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(b) Masking effect
FIGURE 4.4: Linear classiﬁcation using ridge regression. (a) Three classes of different
covariance are separated in a two dimensional space. Note the missclassiﬁcation on the
boundary between classes 1 and 2. This is caused by the sensitivity of linear regression to class
instances that are distant to the classiﬁcation boundary. (b) Masking effect of linear regression.
Each classiﬁcation boundary aims to separate one class from all others (this is called one–
versus–the–rest classiﬁer). Therefore linear regression fails to separate class 2 from classes 1
and 3 using a single linear boundary. Note that the ﬁnal boundaries are combinations of the
one–versus–the–rest classiﬁers preventing ambiguous class membership regions.
if a new class is added. However, one–versus–the–rest based linear classiﬁcation is not able to
reliably separate multi–class problems in low dimensional spaces. This is exempliﬁed in the
right plot of Figure 4.4 and discussed below.
Figure 4.4 illustrates classiﬁcation results using linear regression on three classes in a two
dimensional space. In particular, a number of disadvantages of this linear approach are shown.
For example, linear regression is sensitive to outliers. The points of class 1 that are most distant
to the class 2 boundary have a large impact on its direction and position. This results in partial
misclassiﬁcation of class 1 in the left plot of Figure 4.4. Additionally, the estimate of the
posterior probability p(y = k|x) is not constrained to the interval [0,1] resulting in problems
with its interpretability. Moreover, linear regression has problems with masking, e.g., if the
centers of more than two Gaussian distributed classes are on one line. This results from the
rigid nature of the linear boundary in combination with the one–versus–the–rest classiﬁcation
approach. Clearly, it is not possible to ﬁnd a single linear boundary that separates class 2 from
classes 1 and 3 in the right plot of Figure 4.4. As a result, most of the class 2 instances are
missclassiﬁed.
In the following, it is shown how the lack of robustness to outliers as well as the masking
problem can be prevented using a nonlinear extension of ridge regression. As discussed in
Section 3.2, linear methods can be transformed to nonlinear ones by application of the kernel
trick. The resulting kernel ridge regression algorithm is given in Shawe-Taylor and Cristianini
(2004, p.233) as follows:
ˆ y(x) =
N X
i=1
ai K(xi,x) with a = (K + λI)
−1 · y . (4.25)Chapter 4 Mutual Interdependence Analysis 50
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(a) Kernel ridge regression classiﬁers
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(b) Robustness to masking
FIGURE 4.5: Nonlinear classiﬁcation using kernel ridge regression with a Gaussian kernel of
variance 0.2. (a) Classiﬁcation of three classes with different covariances in a two dimensional
space. Note that no training instance is missclassiﬁed. (b) Kernel ridge regression does not
suffer from the masking effects of linear regression when using a Gaussian kernel. However,
both kernel and linear ridge regression are one–versus–the–rest classiﬁer.
As discussed in Hastie et al. (2001, p.84), it is a loose rule for K–class problems that if K ≥ 3
classes are lined up, it may be necessary to use polynomial terms of orders up to K−1 including
their cross products to prevent masking in worst–case scenarios. That is, to resolve masking
problems for K = 10 it could be necessary to use a polynomial kernel of degree 9. In the
following, the Gaussian kernel
K(xi,xj) = exp

−
kxi − xjk
2σ2

is selected to represent a solution that is independent of the number of classes. The Gaussian
kernel assumes that each class is well modeled by a combination of radial basis functions.
The feature space of this kernel is of inﬁnite dimensionality (Shawe-Taylor and Cristianini,
2004, p.297) due to the inﬁnite Taylor expansion of the Gaussian function. Kernel ridge
regression classiﬁcation results of the problems in Figure 4.4 are illustrated in Figure 4.5.
Note that all training data is correctly classiﬁed in the left plot of Figure 4.5 demonstrating
an increased robustness to outliers. Furthermore, the right plot of Figure 4.5 shows that kernel
ridge regression does not suffer from masking problems. This demonstrates that although ridge
regression has problems as a linear classiﬁer, its nonlinear extension to kernel ridge regression is
a powerful tool for classiﬁcation. A drawback of kernel ridge regression to e.g., kernel support
vector machines (KSVMs) (Shawe-Taylor and Cristianini, 2004) is that all training instances are
used to determine the class of new inputs. By selecting a discriminant subset of the training data
as support vectors, new instances can be classiﬁed faster using lower computational effort.
The relationship of MIA to the previously discussed regression methods is as follows. While
linear and kernel ridge regression based classiﬁcation commonly assume a one–versus–the–
rest approach, MIA only considers instances of a single class. Furthermore, MIA assumes no
a priori knowledge of the posterior probability p(y = k|x) deﬁning y = 1. MIA uses highChapter 4 Mutual Interdependence Analysis 51
dimensional, linearly independent inputs and employs their Gram matrix Kij = xT
i · xj as
kernel. That is, the output of MIA is constrained to the span of its inputs. Thus, the MIA
result of the class k inputs represents a linear regression in the N(k)–dimensional subspace of
RD. The assumption of MIA that the input dimensionality D is much larger then their number
N makes it difﬁcult to illustrate MIA based classiﬁcation similarly to the previously discussed
regression approaches. That is, while kernel ridge regression only projects the data virtually to
a high dimensional space, MIA starts off and remains in a high dimensional space. However,
it is the intuition that both, disjointness of the subspaces spanned by instances of the classes k
(with X(k) ∈ RD×N(k)
) and l (with X(l) ∈ RD×N(l)
) ∀k 6= l as well as the high dimensionality
of the spaces N(k) > K with k,l = 1,...,K, ensure robustness and prevent masking. This
can be visualized as follows. If two input samples are represented in a two dimensional space,
the MIA result represents the direction where the projections of both points coincide. It is
hypothesized that a projection onto the same point, e.g., from two inputs of a different class, is
unlikely. Such masking is even less likely if D >> N and one can assume that the subspace
spanned by samples of one class is different to the one spanned by inputs from another class.
Furthermore, as the inputs of a single class are linearly independent in their high dimensional
input representation, each of them could be separated using a linear classiﬁer. That is, not even
samples of the same class mask each other in this high dimensional input space. Therefore, it is
assumed, that inputs from different classes will not result in masking problems.
4.7 Summary
Mutual features were found that represent characteristic, high–dimensional patterns from
each class. For instance, a mutual feature is a speaker signature under varying channel
conditions or a face signature under varying illumination conditions. An algorithm called
mutual interdependence analysis (MIA) was proposed to extract these signatures. By deﬁnition,
the MIA signature is a linear combination of class examples that is equally correlated with all
training samples in the class. It was proved that the MIA criterion has, up to its sign, a unique,
closed form solution for linearly independent inputs. Thereafter, MIA was viewed from the
perspective of a modiﬁed CCA problem. This unveiled certain properties of this approach, e.g.,
whentheMIAcriterionhasadeﬁnedsolutionorisequivalenttothesamplemean. Subsequently,
a regularized MIA algorithm was proposed that enables the matrix inversion if inputs are nearly
collinear. The MIA assumption of an equally present signature in the inputs of one class is not
always suitable. For example, for speaker veriﬁcation it can be assumed that a speech instance
with silence contains a reduced degree of speaker characteristic information. This uncertainty
in the actual degree of similarity was modeled using a Bayesian point of view. The analysis
resulted in the generalized MIA criterion (GMIA). Additionally to modeling a misﬁt in the
MIA assumption, GMIA can utilize a priori information on the mutual signature. This enables
iterative applications of GMIA, e.g., to solve large size problems. The MIA criterion has, up
to its sign, a unique result because of its constrained space of solutions. However, in certainChapter 4 Mutual Interdependence Analysis 52
applications, it may be desirable to ﬁnd solutions in a different, predeﬁned space. Thus, it was
shown how the MIA result can be constrained to a combination of alternate basis functions.
Finally, MIA was interpreted from the point of linear and kernel ridge regression illustrating
the similarities of the methods. This analysis suggested that MIA can be successfully used for
classiﬁcation without suffering from outliers or masking of classes.Chapter 5
Synthetic MIA Examples
After the introduction and theoretical analysis of MIA and GMIA in Chapter 4, this chapter
visualizes their behavior on synthetic data. The advantage of artiﬁcial data is its full
controllability. This enables the simulation of states of interest and clear interpretation of
the results. Furthermore, with exact a priori knowledge of the signal structure, the feature
extraction results can be statistically analyzed. In the following chapters, GMIA is used for
text–independent speaker veriﬁcation and illumination–independent face recognition. Both
approaches are different in their input data structure. That is, while speaker veriﬁcation uses
one–dimensional audio inputs, face recognition is done on two–dimensional images. One goal
of this chapter is to analyze the properties of synthetic examples with both one- and two–
dimensional data inputs. This aids the understanding and conﬁdence in the approaches of the
following chapters.
First, Section 5.1 compares the feature extraction results of GMIA with the mean, PCA and
ICA using one–dimensional synthetic inputs. Thereafter, the extraction performance of GMIA
is statistically analyzed showing when MIA, GMIA or the mean best represent a common
component in the data. Section 5.2 demonstrates how MIA can be used to extract an illumination
independent ‘mutual face’ from a synthetic mixture of differently illuminated face images.
Section 5.3 summarizes the ﬁndings of this chapter.
5.1 One–Dimensional Input Examples
In this section, feature extraction is performed on synthetic data in order to visualize differences
between MIA, GMIA and commonly used methods. A random signal model is deﬁned to create
synthetic problems. This way, the feature extraction results can be compared to the true feature
desired. Assume the following generative model for input data x:
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x1 = α1 s + f1 + n1
x2 = α2 s + f2 + n2
. . .
xN = αN s + fN + nN
(5.1)
where s is a common, invariant component or feature aimed to be extracted from the inputs, αi,
i = 1,...,N are scalars (typically all close to 1), fi, i = 1,...,N are combinations of basis
functions from a given orthogonal dictionary such that any two s and fi are orthogonal and ni,
i = 1,...,N are Gaussian noises. In the following, it is shown that MIA estimates the invariant
component s.
Let us make this model precise. As before, D and N denote the dimensionality and the number
of observations. Additionally, K is the size of a dictionary B of orthogonal basis functions. Let
B = [b1,...,bK] with bk ∈ RD. Each basis vector bk is generated as a weighted mixture of
maximally J elements of the Fourier basis which are not reused ensuring orthogonality of B.
The actual number of mixed elements is chosen uniformly at random, Jk ∈ N and Jk ∼ U(1,J).
For bk, the weights of each Fourier basis element i are given by wjk ∼ N(0,1), j = 1,...,Jk.
For i = 1,...,D (analogous to a time dimension) the basis functions are generated as:
bk (i) =
PJk
j=1 wjk sin

2πiαjk
D + βjk
π
2

q
D
2
PJk
j=1 w2
jk
with
αjk ∈

1,...,
D
2

;βjk ∈ {0,1}; {αjk,βjk} 6= {αlp,βlp}∀j 6= l or k 6= p .
Inthefollowing, oneofthebasisfunctionsbk israndomlyselectedtobethecommoncomponent
s ∈ {b1,...,bK}. The common component is excluded from the basis used to generate
uncorrelated additive functions fn, n = 1,...,N. Thus only K − 1 basis functions can be
combined to generate the additive functions fn ∈ RD. The actual number of basis functions Jn
is randomly chosen, i.e., similarly to Jk, with J = K − 1. The randomly correlated additive
components are given by:
fn (i) =
PJn
j=1 wjncjn (i)
qPJn
j=1 w2
jn
with
cjn ∈ {b1,...,bK}; cjn 6= s, ∀j,n; cjn 6= clp, ∀j 6= l and n = p .
Note that ksk = kfnk = knnk = 1,∀n = 1,...,N. To control the mean and variance of theChapter 5 Synthetic MIA Examples 55
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FIGURE 5.1: Comparison of results using various ubiquitous signal processing methods. Top
left plot shows, for simplicity, only the ﬁrst three inputs. The plots of principal and independent
component analysis show particular components that maximally correlate with the common
component s. The GMIA solution turns out to represent the common component best, as it is
maximally correlated to it.
norms of common, additive and noise component in the inputs, each component is multiplied
by the random variable a1 ∼ N(m1,σ2
1), a2 ∼ N(m2,σ2
2) and a3 ∼ N(m3,σ2
3), respectively.
Finally, the synthetic inputs are generated as:
xn = a1s + a2fn + a3nn
with
PD
i=1 xn (i) ≈ 0. The parameters of the artiﬁcial data generation model are chosen as
D = 1000, K = 10, J = 10 and N = 20. The parameters of the distributions for a1, a2 and a3
are dependent on the particular experiment and are deﬁned correspondingly.
The GMIA solution is compared in Figure 5.1 (rightmost plot in top row) to the mean of the
inputs as well as PCA and ICA results. The mixing model parameters are chosen as m1 = 1,
m2 = 10, m3 = 0, σ1 = 0.05, σ2 = 0.05 and σ3 = 0.05. For simplicity, the GMIA parameters
are Cw = I, Cn = λI and µw = 0. This parameterization of GMIA by λ (the variance of
the noise in model (5.1)), is denoted by GMIA(λ). Its solution represents the non regularized
MIA when λ = 0 and the mean of the inputs when λ → ∞. That is, for λ → ∞, the inverse
 
XT · X + λI
−1
→ 1
λ I simplifying the solution to wGMIA →
ζ
λX ·1, a scaled mean of the
inputs.
PC10, the tenth principal component and IC1, the ﬁrst independent component were hand
selected due to their maximal correlation with the common component. Over all compared
methods, GMIA extracts a signature that is maximally correlated to s. All other methods fail to
extract a signature similar to the common component.Chapter 5 Synthetic MIA Examples 56
In the following, MIA, GMIA and the sample mean are analyzed and compared in more detail.
This is achieved by graphical representation of their results from a large number of randomly
created synthetic problems, matching model (5.1), for various values of the variance of ni (λ).
Each column in Figure 5.2 represents a histogram of experimental results for a given value of λ
(x-axis). The y-axis indicates the correlation of the GMIA solution with s, the true common
component. The colour of the point represents the number of experiments, in a series of random
experiments, where this speciﬁc correlation value is obtained for the given λ. Overall 1000
random experiments are performed, with randomly generated inputs, using various values of λ.
For all test cases in Figure 5.2, the weight of the additive noise is chosen as a3 ∼ N(0,0.0025).
There are experiments with three cases: (a) inputs contain equally a common component;
(b) inputs contain approximately a common component; (c) inputs are approximately equal.
In Figure 5.2(a), the remaining mixing model parameters are chosen as m1 = 1, m2 = 10,
σ1 = 0 and σ2 = 0.05. This situation ﬁts the MIA assumption of an equally present component
with an energy one order of magnitude smaller than the residue fi + ni. The results show
that the common component is best extracted by MIA. In Figure 5.2(b), m1 = 1, m2 = 10,
σ1 = 0.05 and σ2 = 0.05. This situation relaxes the strictly equal presence of the common
component. Clearly, the simple MIA result and the mean do not represent s. However, for
some λ, GMIA succeeds in extracting the common component. Figure 5.2(c) illustrates the case
m1 = 10, m2 = 1, σ1 = 0.05 and σ2 = 0.05. Here, all inputs are similar to the common
component and therefore well represented by a signal plus noise model. The mean of the inputs
is a good solution to this problem.
In summary, MIA and GMIA can be used to efﬁciently compute features in the data representing
an invariant s, or mutual feature to all inputs, whenever data ﬁts the model from equation (5.1),
even when the weight/energy of s is signiﬁcantly smaller that the weight/energy of the other
additive components in the model. Moreover, the computed feature wGMIA is radically different
from the mean of the data in cases like (a) and (b) in Figure 5.2. The invariant feature s may
have a physical interpretation of its own, depending on the problem as we will see next.
5.2 Two–Dimensional Input Examples
Face recognition on differently illuminated images is challenging. The reason is the high level
of variance, in the gray levels of an image, that is accounted for by illumination information.
For example if a face is illuminated from the left, large areas of the left face side are bright
while most of the right face side is dark. In comparison, the ﬁne structures are negligible that
represent person dependent features such as a mole or the shape and position of the eyes, nose
and mouth. Another difﬁculty is that illumination effects are dependent on the 3D information
of the face. However, this information is usually not available causing difﬁculties to distinguish
between face characteristics and shadows.Chapter 5 Synthetic MIA Examples 57
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FIGURE 5.2: Statistical behavior of GMIA. Correlation of wGMIA and s for various λ values.
Left vertical regions in the plots (λ → 0) correspond to wGMIA = wMIA. Right vertical
regions (λ → 104) correspond to wGMIA ≈ µ, the mean of the inputs. (a) The common
component intensity is invariant over the inputs and contributes little to their intensities. wMIA
best represents the common component. (b) The common component intensity varies over
the inputs with σ2 = 0.05 and contributes little to their intensities. In this case, GMIA is
preferable to MIA and the mean to learn a feature wGMIA that is best correlated with the
common component. (c) The common component represents most of the energy in the inputs.
In this case, the mean best represents the common component.
TheintuitionisthatMIAcapturesaninvariantfromasetofinputs. Thus, theMIArepresentation
of a face is also referred to as the mutual face. Is it possible to extract an illumination invariant
mutual face from differently illuminated images? If this is the case, this mutual face can be used
for illumination–invariant face recognition. For example, person characteristic features can be
found without confusions caused by illumination conditions like shadows.
In the following, a synthetic model is deﬁned that allows the artiﬁcial generation of differently
illuminated faces. Thus, a large number of test cases can be generated enabling a statistical
analysis of MIA for face recognition. Let the face be a Lambertian object (Foley et al., 1997,
p.723), where the object image has light reﬂected such that the surface is observed equally
bright from different angles of the observer. Then, one can assume a face image H to be a
linear combination of images from an image basis Hn with n = 1,...,K (Zhou et al., 2007):Chapter 5 Synthetic MIA Examples 58
FIGURE 5.3: Frontal images of the ﬁrst person from the YaleB face database excluding the
ambient and test image. The test image is illuminated frontally.
H =
K X
n=1
αnHn (5.2)
where the αn’s are image weights. An appropriate set of basis images, to study illumination
effects, is the YaleB database (Georghiades et al., 2001). This database contains 65 differently
illuminated faces from 10 people and for 9 different camera angles to view a face. Each
illuminated face image is obtained for a single light source at some unique but distinct position.
In this report, we use only the frontal face direction but at various light source positions. The
frontal illuminated faces are excluded from the basis and used as test images. Moreover, the
images with ambient lighting conditions are excluded. The set of training images for the ﬁrst
person, A, of the YaleB database is illustrated in Figure 5.3. Additionally, the test image HA
0 of
this person is shown in Figure 5.4(a).
Next, 20 images are synthetically generated as inputs to GMIA(λ). Each of these images is
a combination of J = 5 randomly selected images Hi from the basis set Hn. The basis
images are combined according to equation (5.2) using weights α ∼ U(0,1). To retain the image
scaling: H =
PJ
i=1 αiHi PJ
i=1 αi
.Chapter 5 Synthetic MIA Examples 59
(a) Test Image HA
0 (b) MIA Image HA
MIA
FIGURE 5.4: Images used for testing. (a) Frontal illuminated image of the ﬁrst person from the
YaleB face database. (b) Mutual image that is extracted from 20 randomly generated inputs.
Each input is a combination of 5 randomly selected images of a person.
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FIGURE 5.5: Results of synthetic MIA experiments with various illumination conditions. (a)
Similarity scores of GMIA(λ) representation (mutual face) and the test image of the same and
different people from the YaleB database in 50 random experiments. (b) Images of the YaleB
database, ordered from high to low by their similarity score with the mutual face. The score
becomes lower line after line from the top left to the bottom right.
An ‘invariant’ face signature is extracted to represent each person using MIA as follows. Images
are 2D Fourier transformed. Thereafter, GMIA(λ) is separately computed for rows and columns
resulting in D = 250 and N = 20. In a ﬁnal step, GMIA representations for rows and columns
are added and the data is processed using an inverse 2D Fourier transform to obtain a face
signature of the person. This signature is called a mutual face and is e.g., denoted HA
MIA for
person A. Figure 5.4(b) illustrates a GMIA representation that is generated using the previously
described procedure.
A measure is deﬁned to evaluate the similarity between test and GMIA images for the purpose ofChapter 5 Synthetic MIA Examples 60
face recognition. First, the images are ﬁltered on their boundary. Second, the mean correlation
scores of both images are computed separately for rows (S1) and columns (S2). A combined
score is generated as: S =
√
S2
1+S2
2 √
2 . Thus, the score is upper–bounded by the value one.
Now we test if MIA is able to capture illumination invariant facial features and can aid face
recognition. Figure 5.5 illustrates results of synthetic MIA experiments with various illumina-
tion conditions. In particular, we show similarity scores between GMIA(λ) representations of
50 randomly generated input sets from person A and the test images from both A and other
persons B 6= A. MIA (for λ = 0) results in an invariant image representation (all 50 scores
are almost equal). Note that there is a λ dependent trade–off between the score value and the
variance. For all cases of λ, the person A scores higher than person B. Figure 5.5(b) shows
the training database from Figure 5.3 sorted by the score with the MIA representation (mutual
face) of the same person. The score becomes lower line after line from the top left to the bottom
right. The mutual face achieves the highest scores with evenly illuminated images, i.e., where
the illumination does not distort the image.
Results support the intuition that the mutual image is an illumination–invariant representation
of a set of images of one person. The MIA method will be used in a face recognition application
described in a later chapter of this thesis.
5.3 Summary
In this chapter, MIA and GMIA were evaluated using synthetically generated data. Analyses
were performed on both one- and two–dimensional inputs acting as pilot test for following
experiments on real data. In a ﬁrst step, a synthetic signal model was deﬁned. GMIA was shown
to extract an invariant component from the inputs that is hidden to ubiquitous methods such as
PCA, ICA and the mean. Moreover, simulations were presented that demonstrate when and how
MIA,GMIAorthemeanrepresentacommonsignatureintheinputs. MIAandGMIAworkwell
even if the mutual signature accounts only for a small part of the signal energy. It was shown
that GMIA continues to extract meaningful information if the common signature is not equally
present in the inputs. Another mixing model was deﬁned for differently illuminated face images.
In this way, random illumination conditions were generated synthetically. MIA was shown to
extract an illumination invariant ‘mutual face’. That is, MIA extracted a similar representation
for different randomly generated input sets. This representation correlates maximally with
evenly illuminated faces of the same class.Chapter 6
Speaker Veriﬁcation
Speech is not only a carrier of meaning but contains a large amount of information about the
speaker. For instance it is possible to recognize the gender, language, dialect and emotional state
of the speaker from only a few words. Furthermore, the identity of the speaker can be recognised
or classiﬁed as unknown (Holmes and Holmes, 2001, p.220). This information can be used in
many applications e.g., for security, surveillance or human–machine interaction. Although it
seems intuitive for a person to extract this information from speech of even unknown speakers,
it is a challenging task for a machine. Reasons for this are the lack of prior information and
the overall complexity of the task. For example, it is possible for a person to concentrate on
a speaker in a noisy environment e.g., by knowledge of the surroundings, prior expectation of
the disturbance nature, direction of the speech or visual inputs like lip reading. To counter these
advantages, specialised machine models are designed for speciﬁc environments and tasks. Thus,
the complexity can be reduced enabling comparable performance of the machine and the human
(Schmidt-Nielsen and Crystal, 2000). However, it is the intuition that tasks involving e.g., a high
amount of memory, speed, continuity or time can be performed better by a machine.
Possible constrained/specialised applications are identiﬁcation and veriﬁcation tasks. Veriﬁca-
tion compares the task–relevant features of a new speech utterance with previously learned ones
of the claimed class. The goal is to decide if the class claim is correct or not. On the other
hand, identiﬁcation compares the features of the new utterance with all stored features in the
database. The task is to decide the category of the utterance. Here, it is distinguished between
open and closed set identiﬁcation. While open set identiﬁcation considers unknown categories,
i.e., automatically creates a new class or rejects the utterance, closed set identiﬁcation chooses
the category with the highest score in the training set. For speaker identiﬁcation/veriﬁcation,
one can further distinguish between text–dependent and text–independent approaches. While
for text–dependent approaches the speaker has to input cooperatively a phrase that is known to
the machine, text–independent approaches deal with any available information. Text–dependent
identiﬁcation/veriﬁcation can be further classiﬁed into ﬁxed–text, text–prompted and password–
phrase methods. While text independence is preferable for, e.g., surveillance, the higher
accuracy of text–dependent methods is advantageous for, e.g., security applications.
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In this chapter, the application of MIA for text–independent speaker veriﬁcation is discussed. As
previously explained, the signal quality and background noise are major challenges in automated
speaker veriﬁcation. For example, telephone signals are nonlinearly distorted by the channel.
In real applications, this distortion can be expected to vary for every connection. Furthermore,
telephone signals are band–limited which cancels part of the speaker characteristic information.
Moreover, background noise like wind, trafﬁc or conversations of other people are challenges
to modern speaker veriﬁcation systems. The difﬁculty can be visualized by assuming the task
where a person that is only known from a tape recording should be veriﬁed from a cellphone call
with bad reception in a noisy pub. As noted in Schmidt-Nielsen and Crystal (2000), humans are
robusttosuchchangesinenvironmentalconditions. Inthefollowing, theproblemofbackground
noise cancellation is disregarded. However, it is assumed that there exists no undistorted or
equally distorted recording for the training or testing phase of the speaker veriﬁcation system.
The goal of MIA is to extract a signature that represents the speaker mutually in recordings from
different nonlinear channels. Therefore, this feature represents the speaker but is invariant to the
channels. The intuition is that this signature provides a robust feature for speaker veriﬁcation in
unknown channel conditions.
Section 6.1 provides the background in physical speech production for algorithmic concepts of
later chapters. Thereafter, Section 6.2 gives a short introduction to prominent approaches for
speaker veriﬁcation. Section 6.3 discusses the choice and properties of the used databases. In
Section 6.4, the preprocessing steps are motivated and explained. Section 6.5 covers the feature
extraction step using MIA. Thereafter, Section 6.6 discusses the design and importance of a
background model. Section 6.7 introduces the tools for evaluation and compares the results of
MIA with alternative speaker veriﬁcation approaches. Section 6.8 completes this chapter with
its summary.
6.1 Speech Production Background
For the development and comprehension of speaker veriﬁcation methods, it is important to
understand the basic concepts of speech production. Therefore, this section discusses the
physiological processes that are involved in speech production, introduces important terms and
motivates a linear speech production model. The main organs that are involved in speech
production are the lungs, larynx, pharynx, the nasal cavity and various parts of the mouth
(Holmes and Holmes, 2001, p.11). A cross–sectional view of a human head visualises these
organs in Figure 6.1. Generally, sounds are acoustic pressure waves that are produced by
modulation of the air ﬂow between the lungs and the lips/nose. The source of this wave is
expelled air from the lungs to the trachea that is forced through the vocal folds in the larynx.
The opening between the vocal folds is known as the glottis. During inhalation, the glottis is
fully opened allowing the air to ﬁll the lungs. However, for sound production, the vocal folds
are either periodically opening and closing (creating voiced sounds) or relaxed and open (for
unvoiced sounds). In the following let / · / denote a phoneme, the smallest linguistic unit,Chapter 6 Speaker Veriﬁcation 63
FIGURE 6.1: Cross–sectionalviewofahumanheadshowingtheanatomicalstructureoforgans
involved in speech production.
e.g., /f/ in ﬁll. For voiced sounds like /i/ (in she), the vocal folds open and close cyclically
because of muscle tension and the forced airﬂow. The vocal folds can be varied in length,
thickness and position by muscular contraction. The frequency of the vibration, also called
fundamental frequency (denoted f0), is determined by these dimensions, the mass of the vocal
folds and the air pressure from the lungs. This fundamental frequency lies typically in the region
between 50-200 Hz for an adult male and about one octave higher for an adult female. In case
the vocal folds are nearly closed but do not open and close cyclically, the airﬂow from the lungs
is constrained creating a turbulent noise. Speech created in this way is perceived as whisper
(O’Shaughnessy, 1987, p.44). This case is similar for the production of other unvoiced sounds
like /f/. Here, the vocal folds are open leaving the constriction of the airﬂow to the upper teeth
that are pressed against the lower lip. A comparison of the waveform structures from voiced
and unvoiced sounds is shown in Figure 6.2. In the case of swallowing, the epiglottis folds
down directing food to the esophagus and preventing it from entering the trachea and lungs. The
resonant structures between the larynx and lips/nose are also known collectively as the vocal
tract. The acoustic energy that drives the vocal tract is the glottal volume velocity (Markel and
Gray, 1980, p.2). The volume velocity is a function of the subglottic air pressure and the time
variation of glottal area, i.e., an increased pressure or a decreased acoustic impedance causes an
increase in volume velocity.
In addition to the excitation effects, resonances in the vocal tract play an important role in
the production of sounds. By muscular contraction, the structure of the vocal tract can be
modiﬁed i.e., the position of the tongue changes the resonances in the oral cavity and the
lowering of the velum adds the nasal cavity to the vocal tract resonance system. In this way,
different sounds are formed from possibly constant glottal excitation. The resulting resonance
frequencies are called formants. The formants are most prominent for voiced sounds. They areChapter 6 Speaker Veriﬁcation 64
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FIGURE 6.2: Structure of voiced versus unvoiced sounds. (a) The unvoiced part /
R
/ of the
word she appears like amplitude modulated noise. The voiced part /i/ has a clear periodic
structure. (b) The time frequency representation of the same waveform unveils the formants
of the voiced /i/. In contrast, the unvoiced sounds are smoothly structured over the whole
frequency range lacking the horizontal line–structure of the voiced sounds. Note, in contrast to
this example, there is not always a clear contour between the voiced and unvoiced sounds.
usually numbered in accenting order with their representing frequency as F1, F2, F3, etc. An
exampleofformantsandtheirnotationisillustratedinFigure6.2(b). Thelocationandintensities
of the formants are dependent on the physical characteristics of the speaker. Therefore, they
are important features for speaker identiﬁcation and veriﬁcation. Only the subset of voiced
sounds, containing the formant structure, is used for speaker veriﬁcation in this chapter. The
large structural variability of the vocal tract and the complex dampening of the different
tissue densities including mandible, soft palate, hard palate, tongue, nasal cavity etc., make its
exact modelling intractable. Additional modelling difﬁculties are introduced by coarticulation
caused by transitions/overlap of phonemes. Therefore, the vocal tract characteristic is phoneme
context–dependent cancelling the possibility to model each phoneme with a representing vocal
tract model. Common simpliﬁed models assume the vocal tract as a string of ﬁlters or a
combination oflossless tubeswith differentdiameters. Forexample, letE, G, V andLrepresent
the models of the excitation, glottal shaping, vocal tract and the lip radiation respectively in the
z–transform domain. Then, as discussed in Markel and Gray (1980, p.6), the speech S can be
modelled as:
S = E · G · V · L (6.1)
Related to their vocal tract properties, sounds can be divided into two classes: vowels and
consonants. Vowels like /a/ (in stack) are generated without major vocal tract restriction. On
the other hand, consonants like /n/ (in nice) are typically generated with substantial restriction
of the air ﬂow in some part of the vocal tract. Therefore, while vowels can be modelled with
a constant speaker dependent vocal tract, consonant models must represent the high number
of possible vocal tract restrictions. For some consonants, the air ﬂow is fully stopped for aChapter 6 Speaker Veriﬁcation 65
few milliseconds. These phonemes, like /p/ in pack, are called stop consonants or plosives
becauseofthefollowingrapidreleaseoftheair. Anothergroupofconsonantsiscalledfricatives.
Fricatives like /f/ are turbulent noises that are produced by forcing air through a tight channel
i.e., the gap between the upper teeth and the lower lip or the tongue and the soft palate when they
are pressed against each other. A phoneme family that includes both vowels and consonants is
the nasal sounds. Nasalisation occurs when the velum is lowered allowing the nasal cavity to
act as an additional resonator. In this case, the air and sound are partly or fully emitted though
the noise. In English, nasal sounds like /n/ are commonly consonants. However, in other
languages like French or Mandarin, nasal vowels are also linguistically relevant. An important
linguistic property over all languages is that vowels and consonants are alternating i.e., it is
uncommon that more than three vowels or consonants are consecutive. This prior knowledge
about the phoneme structure of speech can be used, e.g., to aid the design of hidden Markov
models (HMM’s) (Baum and Petrie, 1966) in speech recognition.
The property of alternation between vowels and consonants is also used to deﬁne syllables,
a combination of multiple phonemes, which are higher level phonological building blocks of
words. Usually, a syllable is a combination of a vowel with possibly multiple consonants.
Additional speech information is transmitted by emphasis, also called stress, of certain syllables
in a word. This allows to distinguish identically spelled words with different meaning like
re-cord and rec-ord. The stress can be provided by changes in pitch, loudness and timing. The
pitch of a sound is closely related to its fundamental frequency. However, while the fundamental
frequency is an accurate quantiﬁable measure (in Hz), the pitch is deﬁned as an auditory attribute
that allows the qualitative ordering of sounds on a scale from low to high. Thus the term pitch
can be used for instance to describe relative speaker–independent changes in frequency that
are characteristic for the pronunciation of a certain word. Commonly, real sounds are more
complex containing harmonics, an integer multiple of the fundamental frequency. In this case,
the most prominent frequency of a segment is considered its pitch. Comparable to the relation
between pitch and fundamental frequency, the loudness is an subjective measure of the sound
pressure level (in dB). The loudness, measured in phon, considers psychoacoustic effects like
the frequency and timing dependent perception of sound intensity. These effects, illustrating the
sensitivities of the human auditory system, are also used to increase the performance of speech
processing approaches i.e., it is common to pre–emphasise signiﬁcant frequencies in speaker
recognition applications.
However, the speech content is not only recognised by the concatenation of phonemes
using different stress and other acoustic features. Human languages are highly redundant
methods of information transfer. Thus, even if not all ‘phonemes’, syllables or words are
acoustically identiﬁed, it is typically possible to retrieve the meaning of the sentence. The
prior information that is used for this retrieval is, e.g., the current topic of the conversation,
knowledge of the speaker, the language, phonotactics (i.e., which speech sounds can combine
with which other), grammatical structure, gesture and lip movement. Often, the correction or
prediction of ‘misunderstood’ words is performed subconsciously. Prior knowledge also helpsChapter 6 Speaker Veriﬁcation 66
to identify/verify a person acoustically, i.e., a family member that calls every Sunday noon or
a foreign friend that talks in the mother tongue are easily veriﬁed on bad telephone channels.
Moreover, humans can recognise the direction of a sound using the different times of arrival,
intensities, pinna reﬂections etc. in the ears. Thus, if the locations of all possible speakers are
known, this ability can help to differentiate between them.
6.2 Introduction to Speaker Veriﬁcation
This section provides a general background to a selection of common approaches used for
speaker veriﬁcation. It is intended to visualize the differences to procedures used in combination
with MIA for text–independent speaker veriﬁcation. Moreover, it gives an introduction to
readers that are not familiar with the ﬁeld of speech processing.
A prominent and established method for extraction of speaker–dependent information is based
on linear predictive coding (LPC). An early application of this method to the ﬁeld of speech
analysis is discussed in Saito and Itakura (1968). LPC uses a weighted sum of previous signal
values to predict future sample values. The weights are learned from the data using a minimum
mean square error criteria. For speech analysis, LPC is commonly used as spectral estimator. In
the Fourier domain, the LPC model can be viewed as an all–pole ﬁlter describing the spectral
characteristic of a speech input. That is, the minimized error signal results by ﬁltering the speech
input with the inverse LPC model. Figure 6.3(a) illustrates the approximation of a spectral
envelope using a 10th order LPC ﬁlter. The approximated data is one second of voiced speech
from the NTIMIT database (Fisher et al., 1993) in the spectral domain that is band limited to
3.4 kHz. One property of LPC is that it models the peaks of the spectrum more accurately
than the valleys. This is desirable because of its good correspondence to the human auditory
perception (Deng and O’Shaughnessy, 2003, p.47).
Ubiquitous speech features are the mel–frequency cepstral coefﬁcients (MFCCs). The goal of
the mel-cepstrum is to compress the spectral information of short speech segments such that
critical auditory information is retained. Auditory experiments show that the sensitivity of the
human ear is nonlinear with the frequency. Starting with 1 kHz, listeners were asked to deﬁne
tones of equal distance in frequency. Based on these results, Stevens et al. (1937) deﬁne a mel–
scale that is linear in the acoustic perception but nonlinear over frequencies. The conversion
from the frequency f to the mel domain m is approximated as: m = 1127 loge

1 +
f
700

. In a
ﬁrst step of the MFCC extraction, the input is windowed and transfered to the Fourier domain.
It is common to use window sizes in the order of 20 ms to capture the phonetic information
of speech. In the following, let S(i,j) with j = 1,...,D and i = 1,...,N represent the
windowed speech input from window number i of length D in the Fourier domain. Next, the
acoustic perception information is utilized to compress the frequency spectrum using MFCC
ﬁlters. This method was suggested by Davis and Mermelstein (1980). The used ﬁlters are
triangular and linearly spaced in steps of 100 Hz below 1 kHz. The band edges are alignedChapter 6 Speaker Veriﬁcation 67
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FIGURE 6.3: Methods for modeling of spectral speech characteristics. (a) Approximation of
the spectral envelope of a down–sampled voiced signal from the NTIMIT database using a 10th
order LPC model. (b) MFCC ﬁlters that model the sensitivity of the human auditory system.
The ﬁlters are equally spaced below 1 kHz and above follow the mel-scale.
with the center frequencies. In higher frequencies, the spacing between the band edges and
center frequencies follow the logarithmic mel–scale. The 20 MFCC ﬁlters that were suggested
in Davis and Mermelstein (1980) are illustrated in Figure 6.3(b). Note that, in this illustration,
the spacing between the center frequencies above 1 kHz does not correspond to equidistant steps
of 100 mel. The particular spacing is chosen dependent on the application, e.g., correspondent
to bandwidth constraints of the signal. In the following, let M(k,j) with k = 1,...,K and
j = 1,...,D be the spectral representation of the MFCC ﬁlter number k. Then, the normalized
spectral energy of the MFCC ﬁltered inputs Emel is given as:
Emel(i,k) =
PD
j=1 kM(k,j)S(i,j)k2
PD
j=1 kM(k,j)k2
As discussed in Quatieri (2001, p.714), the MFCCs are computed using a discrete cosine
transform on the logarithmic Emel:
MFCC(i,j) =
1
K
K X
k=1
log(Emel (i,k))cos

2π
K
kj

One disadvantage of the MFCCs is that the input signal is ﬁltered twice using different ﬁlter
characteristics. This has a negative effect on the spectral and temporal resolution of the result.
A variation of the previously discussed mel–cepstral analysis is the sub–cepstrum. Here, the
MFCC ﬁlters are directly used on the input signal. Further information on this method can be
found in Erzin et al. (1995) and Quatieri (2001, p.715).
Commonly, a statistical speaker model is learned from a large number of MFCCs to apply theseChapter 6 Speaker Veriﬁcation 68
features to speaker veriﬁcation and identiﬁcation. Methods that are successfully used for these
tasks are vector quantization (VQ) (Linde et al., 1980), Gaussian mixture models (discussed in
Section 2.9) and support vector machines (SVMs) (Cortes and Vapnik, 1995; Shawe-Taylor and
Cristianini, 2004).
6.3 Databases
One important component that aids the design of a speaker veriﬁcation application is a database
for training and testing. There are many desirable properties of such a database. For example,
it is important that it is widely used to enable a comparison with other speaker veriﬁcation
methods or implementations. This can be ensured by using one of the standardized speech
databases of the National Institute of Standards and Technology (NIST) or the Linguistic Data
Consortium (LDC). While NIST is an United States government institute providing various
scientiﬁc databases, LDC is an open consortium of universities, companies and government
research laboratories that focuses on speech databases. Another desirable property of a database
is usually that a large number of speakers from different regional and social backgrounds as
well as of different gender are included. Thus, there is a higher conﬁdence that the achieved
veriﬁcation results are representative for the method rather than the special case that is covered
by the database. Assuming an application of the speaker veriﬁcation in combination with the
telephone network, it is desirable to use speech instances in the database containing different,
realistic, nonlinear channel distortions and noise. However, in the design phase of a speaker
veriﬁcation approach, it may be preferable to exclude such nonlinear channels and focus on a
simpliﬁed problem. Other requirements may be the amount of data that is available for training
and testing, conversational speech, particular background noises, cocktail party recordings,
healthy versus sick speaker, speech from different emotional states, availability of the spoken
text or phoneme maps, presents of different languages, speech from kids etc.
Various portions of the NTIMIT database (Fisher et al., 1993) are used in this thesis. The
NTIMIT database contains speech from 630 speakers (438 males and 192 females) that is
nonlinearly distorted by real telephone channels. Thus, the intuition can be tested that MIA
extracts an invariant, channel independent representation of each speaker. The database is
relatively large and widely used enabling a comparison to other methods. NTIMIT is a distorted
version of the TIMIT (Garofolo et al., 1993) database which is recorded with a high–quality
microphone in a low noise studio environment. Therefore, the veriﬁcation problem can be
simpliﬁed using TIMIT. As previously discussed, this can be advantageous in the design phase
of an algorithm. However, the invariant recording scenario of TIMIT is not desirable to test
the assumption of MIA’s invariant representation of one speaker in various channels. Thus,
only experiments on NTIMIT are discussed. The databases are segmented into a test and train
portion which both include different speakers. The reason for this is that TIMIT was designed
for speech recognition and the acquisition of acoustic–phonetic knowledge. The test portion
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veriﬁcation problems. Additionally available information about the phoneme and text structure
of the recordings is not utilized in this thesis. In both databases, each speaker is represented by
10 utterances that are subdivided into three text types: Type one represents two dialect sentences
that are the same for all speakers in the database, type two contains ﬁve sentences per speaker
that are in common with seven other speakers and type three includes three unique sentences.
The segmentation of the data in a training and testing set is alternately done by sentence, i.e., the
ﬁrst sentence is used for training, the second for testing, the third for training etc. The resulting
training and testing set includes a mix of all text types.
6.4 Preprocessing
As illustrated in equation (6.1), a speech signal can be modeled as an excitation that is
convolved with linear dynamic ﬁlters. These ﬁlters represent various parts of the vocal tract.
As discussed in Section 6.1, unvoiced sounds are generated using a noise–like excitation and
various constrictions of the vocal tract. On the other hand, voiced sounds are generated at
a constant location, the glottis, and propagate through a speaker dependent vocal tract. This
results in a characteristic formant structure. Thus, by excluding silence and unvoiced sounds,
each input instance can be assumed to contain similar speaker–dependent information. The
detection of these non–voiced intervals is described in this section.
Let E(p), G(p), V (p) and L(p) represent the models of the excitation, glottal shaping, vocal tract
and the lip radiation of person p respectively in the z–transform domain. Moreover, let SV
and M represent the voiced speech and speaker–independent signal parts respectively in the
z–transform domain (e.g., recording equipment, environment, etc.). The data can be modeled
as: SV (p) = E(p) · G(p) · V (p) · L(p) · M. By cepstral deconvolution, the model is represented
as a linear combination of its basis functions, for each instance i:
x
(p)
i = logSV
(p)
i = logE
(p)
i + logG
(p)
i + logV (p) + logL
(p)
i + logMi
This additive model suggests that we can use MIA to extract a signature that represents the
speaker’s vocal tract logV (p). Several preprocessing steps are necessary to transform the raw
data such that the additive model holds. To prevent cross interference, each speech utterance of
the training and testing set is preprocessed separately.
6.4.1 Speech Activity Detection
As a ﬁrst preprocessing step, silence and background noise are excluded from the wave data.
Speech activity detection (SAD) is usually performed in speech coding or speech recognition
to prevent unnecessary processing in non–speech intervals. There are various features used toChapter 6 Speaker Veriﬁcation 70
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FIGURE 6.4: Higher order statistics based SAD procedure. (a) Logarithmic kurtosis value of
the waveform for half overlapping intervals of 20ms. Periods of more than two consecutive
intervals under the threshold are classiﬁed as silence (b) Original waveform and the found
segmentation between speech and non-speech.
indicate if speech is present in a wave segment e.g., zero–crossing–rate, low–band–energy, full–
band–energy, cepstral coefﬁcients, higher–order statistics etc. One advantage of these features
is that they can be efﬁciently computed for short time intervals enabling a ﬁne scale for the
rejection of non–speech segments. However, SAD is a non–essential preprocessing step in the
discussed off–line speaker veriﬁcation approach on the NTIMIT database. It is primarily used
to improve the speed of the following voiced speech segmentation. Therefore it is important
to use a conservative SAD approach that ensures that no speech is cut. To achieve this, a
threshold–based approach is used on the logarithmic absolute kurtosis values for 20 ms, half
overlapping data intervals. The threshold is empirically chosen. If the values of more than two
consecutive intervals fall below this threshold, all but the ﬁrst and last interval are cut. The
two retained intervals are exponentially smoothed preventing discontinuities at the cutting ends.
This approach is illustrated in Figure 6.4 on a waveform example form the NTIMIT database.
The logarithmic absolute kurtosis value was also used for speech activity detection in Li et al.
(2005).
6.4.2 Voiced Speech Detection
In a second preprocessing step, the unvoiced speech segments are eliminated using a short–
time autocorrelation (STAC) like approach. In the following, the STAC approach is reviewed
to discuss its properties, motivate the used variation and aid a comparison of both methods.
Let w(k) represent a window function with nonzero elements for k = 0...K − 1. The
STAC, which is commonly used for voiced/unvoiced speech separation, is deﬁned as (DengChapter 6 Speaker Veriﬁcation 71
and O’Shaughnessy, 2003, p. 35):
STACn (i) =
∞ X
m=−∞
x(m)w(n − m)x(m − i)w(n − m + i)
The range of the summation is limited by the window w(k). Furthermore, STAC is even,
STACn (i) = STACn (−i), and tends toward zero for kik → K. A disadvantage of this
method is that, assuming a ﬁnite window function of length K, only the center of the STAC
result is a combination of maximal K non–zero elements i.e., the overlap of the two window
functions reduces as kik increases. The resulting ﬁlter effect makes it necessary to use long
windows (Deng and O’Shaughnessy, 2003, p. 46). However, short windows are important
to ensure accurate voiced/unvoiced segmentation. Thus, a different windowing procedure is
employed that reduces this effect and prevents the trend toward zero. In the following, a Hann
window function is used:
w(k) =
(
0.5

1 − cos

2πk
K−1

, for 0 ≤ k ≤ K − 1
0, otherwise.
The modiﬁed short–time autocorrelation (MSTAC) function is given by:
MSTACn (i) =
∞ X
m=−∞
x(m)w(m − n)x(m + i)w(m − n)
The result of this function is computed for i = −K
2 ... K
2 and steps in n of size K
2 . Note
that in contrast to the STAC, these results are not necessarily even. However, quasi–periodic
signals x(m), e.g., voiced sounds, unveil their periodicity in this domain. The voiced and
unvoiced segments are separated using an empirical decision function that compares the low
and high frequency energies of each MSTAC result. That is, the input segment is assumed to
be voiced if the low frequency energies outweigh the high frequencies and vice versa. For good
resolution, a short window length can be chosen, e.g., 6.3 ms for the discussed examples. Note
that this is possible because information of neighboring windows is utilized. Assuming this
window length, quasi–periodicity frequencies of above approximately 160 Hz are captured. As
discussed in Section 6.1, this is sufﬁcient to capture most of the formants and a large part of
fundamental frequencies. Figure 6.5 illustrates the STAC and MSTAC results for voiced and
unvoiced sounds. In a ﬁnal preprocessing step, the a priori knowledge is used that NTIMIT
utterances are band limited by the used telephone channels. Thus, the voiced speech is down
sampled to 6.8 kHz. The signal to noise ratio is increased by exclusion of noise above the speech
channel.Chapter 6 Speaker Veriﬁcation 72
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6.5 Speaker Signature Extraction
For the design of a speaker characteristic feature, it is necessary to make assumptions regarding
speaker–dependent information that is hidden in speech. A way to derive these assumptions is
to analyze available information on the speech production process. However, this gives little
information that can help with certain trade–offs, e.g., window length vs. frequency resolution,
number vs. size of used frequency bands etc. One can assume that sound perception is an
indicator to answers for some of these questions. This implies that the machine uses similar
information to the human to distinguish between people. Although this is not necessarily true,
the perceptual information can be used as a starting point.
In a psychophysical experiment designed to ﬁnd the sensitivity of humans to changes in
frequency, listeners were asked if two sounds of equal intensity differ. In the F1–F2 range,
70 % of the people noticed a difference of 2 Hz. This variation is deﬁned as a just–noticeable
difference (JND) (Deng and O’Shaughnessy, 2003, p. 241). JNDs represent the resolution of
human audition and are therefore used, e.g., for coding.
Note that to ﬁnd a speaker characteristic representation in the Fourier domain with a resolution
of 2 Hz, it is necessary to use a window size of minimum 0.5 seconds. However, speech is
clearly not well modeled as a constant signal. Thus, for example in a speaker recognition
application using GMMs, the speaker is modeled in multiple states. The hypothesis is that
GMMs represent a phoneme dependent map of a speaker. To distinguish between different
phonemes, it is common to use window sizes of approximately 10 ms. This window size results
in a frequency resolution of 100 Hz. The resolution is further reduced using MFCC ﬁlters.
Clearly, there is an application dependent trade–off between those two extremes. For example,Chapter 6 Speaker Veriﬁcation 73
one could imagine that for speech recognition, the time resolution is critical. On the other hand,
to detect the invariant identity of a speaker, it may be advantageous to use a higher frequency
resolution resulting in a larger window size. Possibly the performance of a speaker veriﬁcation
or identiﬁcation system can be optimized using multiple window sizes to capture both time and
frequency resolution.
In this section, the extraction of a common speaker invariant signature using MIA is discussed.
The assumption is that each speech segment contains such a common characteristic. Obviously,
this is not the case for inﬁnitely small window lengths. Therefore, to show data segmentation
effects, multiple experiments are performed where the data are windowed using different
window sizes. Each utterance is segmented separately to comply with the data model in
equation (6.4). An equal overlap between segments is introduced if more than half of a segment
would be disregarded at the end of an utterance. This step limits the loss of signal energy for
short utterances and long window sizes.
The segmented voiced speech x(p) is nonlinearly transformed to ﬁt the linear model in
equation (5.1). In MIA, correlation coefﬁcients are used as measure of similarity between
two vectors. This measure is sensitive to outliers. Also, low signal values result in negative
peaks in the logarithmic domain. A nonlinear ﬁlter and offset are used, before the logarithmic
transformation, to reduce the focus on these signal parts. First, the inputs are transfered to the
absolute of their Fourier representation. Second, each sample is reassigned with the maximum
of its original and its direct neighboring sample values. Third, an offset is added to limit the
sensitivity to low signal intensities that are affected by noise. The resulting signals are transfered
to the logarithmic domain.
Speech has a speaker independent characteristic with maximum energy in the lower frequencies.
As our goal is to extract signatures to distinguish speakers, it is sensible to disregard information
that is common between them. Furthermore, the step prevents the effect illustrated in
Figure 5.2(c). To achieve this, the mean of the original inputs of all speakers is decorrelated from
them. The new inputs are then used to compute the ﬁnal GMIA signatures for each speaker. The
procedure used to extract GMIA speaker signatures is illustrated in Figure 6.6.
As in the artiﬁcial example, the GMIA parameters are Cw = I, Cn = λI and µw = 0. Thus,
the GMIA result is a weighted sum of the high dimensional inputs. For example, a window size
of 250 ms and 10 seconds of speech data result in D = 1700 and N = 40. In the nonlinear
logarithmic space it is not meaningful to subtract two features from each other. Therefore, the
parameter λ is chosen to the smallest value that ensures positive weights. Note that in the limit
(λ → ∞), all weights are equal and positive.
A goal of the discussed speaker veriﬁcation application is to evaluate the performance of a
GMIA–based approach on real world data. Therefore, it is of interest to show results using
only GMIA signatures. This enables a clear interpretation of GMIA without affects from
preprocessing or other methods. However, for an implementation it is important to design a
system that achieves ‘optimal’ results. This is commonly achieved by using preprocessed dataChapter 6 Speaker Veriﬁcation 74
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FIGURE 6.6: Processing chain for text–independent speaker veriﬁcation using GMIA
and additional features. To satisfy both criteria, GMIA is analyzed alone and with additional
components. For example, a pitch feature is used in combination with the GMIA signature to
improved the overall system performance:
f
(p)
0 = median
n

argmax
i

abs

FFT

abs

sn (i)
(p)

This simple pitch frequency detector can be motivated by a diode based envelope demodulation
circuit. In a ﬁrst step, the signal is rectiﬁed in the time domain using the absolute operator.
Thereafter, the frequency is detected that contributes maximally to the signal energy. Here, the
search over i is constrained to the realistic pitch interval 80–300 Hz (Deng and O’Shaughnessy,
2003, p. 31). In a ﬁnal step, the median result over all input windows is selected to increase the
robustness of the estimator.
6.6 Background Model
For speaker veriﬁcation, it is necessary to deﬁne a similarity measure between the input and
the learned features of the claimed identity. The goal is to compare the current score with a
baseline that represents the minimum score necessary for the acceptance of the claimant. In this
section, the procedure is described that is used to compute the similarity score from both pitch
and GMIA features. Thereafter, the baseline score level is discussed that results from a speaker
world model called the background model.
In a ﬁrst step, the similarity scores of both GMIA signature and the pitch feature are computed
separately. As discussed in Section 6.5, a database of features and correspondent identities is
built from the training data and claimant features are extracted from the testing data. The GMIAChapter 6 Speaker Veriﬁcation 75
distance of a person from the training data and a claimant is given by the sum of square distances
of their signatures. On the other hand, the pitch distance equals the norm one distance between
the estimated f0 values of both individuals divided by 100. The possible range of the GMIA
distance is [0,4] and of the pitch distance is [0,2.2]. This results because the GMIA signatures
are norm one and the pitch detection is constrained to frequencies between 80–300 Hz. The
distances are added to a single measure for an implementation with both GMIA and pitch
feature. Otherwise, only the GMIA distance is used. To simplify the following discussions,
the similarity score is deﬁned as this distance measure with a negative sign.
Next, the design of the used background model is discussed. The standard approach is to ﬁnd
a model for all known impostors and compare the probability that the current instance is from
the claimed identity with the probability that it is ﬁtting the impostor model. A threshold is set
that represents the minimum ratio between these probabilities that is necessary for acceptance.
For noisy conditions, the performance of such a universal background model (UBM) can be
improved by inclusion of noise. However, often it is not realistic to assume a priori knowledge
of the particular kind of background noise or to model all possible backgrounds.
In this chapter, a different philosophy is followed. One difference is that not probabilities but
scores are compared. Recollect that the goal of a background model is to act as comparison
enabling the decision if the score between the input and the claimed identity is sufﬁcient for
acceptance. An input can be distorted by noise which results in a reduction of its maximum
possible score with the undistorted features. Therefore, the goal is to ﬁnd a comparison score
that represents a high score given the quality of the input. To achieve this, the pair of GMIA
signature and pitch features, from the training data, is used as background model that results in
the highest score with the inputs. The speaker identity is accepted if the score of the input with
the claimed speaker identity is larger than the maximum score minus a threshold. Note that at
least one identity will be accepted for any input. This may be a problem for small databases and
open set tests where no training data are present for an impostor. On the other hand, note that if
the speaker is correctly identiﬁed in a speaker identiﬁcation experiment, he/she will always be
accepted with this speaker veriﬁcation approach.
One disadvantage of the current implementation is that the scores have to be computed with all
speakers in the database to perform veriﬁcation. This is no problem because of the necessity to
compute all scores for the following analysis of the approach. However, for an implementation
in a product it is advantageous to select a subset of speakers in the training database as
background speakers. The goal is to select speakers with different characteristics that represent
the space of features. A similar selection procedure for the background model is suggested in
Reynolds (1995).Chapter 6 Speaker Veriﬁcation 76
6.7 Evaluation of Results
One area of critical importance is the evaluation of the results. All feature pairs (GMIA signature
and pitch value) from the training and testing data are compared to enable a representative
measure. This results in 396900 veriﬁcation tests for a single experiment on the full NTIMIT
database of 630 speakers. In this section, the used measures for the result evaluation are
introduced. Thereafter the selection of the threshold described in Section 6.6 is motivated.
Concluding, the results of GMIA for text–independent speaker veriﬁcation are discussed.
Let P, CA, WA, IR, FAR and FRR denote the number of speakers in the database, number
of correctly accepted speakers, number of wrongly accepted speakers, identiﬁcation rate, false
acceptance rate and false rejection rate respectively. The IR, FAR and FRR are given by:
IR = 100
CA
P
[%]
FRR = 100

P − CA
P

[%]
FAR = 100

WA
P(P − 1)

[%]
The IR is of main interest for the evaluation of a speaker identiﬁcation system. Here, the identity
of the speaker with the highest score is assigned to the current input. On the other hand, in
speaker veriﬁcation, a speaker is accepted if the score between its own and the claimed identity
signature SC exceeds the one with a background speaker model SB by more than a deﬁned
threshold ∆. In this way, different speakers from the database could be accepted for a single
claimed identity. The following decision function is used to constrain the possible threshold
values:
SC − SB
SC + SB
< ∆ (6.2)
Note that 0 ≥ SC−SB
SC+SB ≥ 1 ∀ kSCk ≥ kSBk. This is the case for the scores discussed in
Section 6.6. Clearly, the threshold has a direct effect on the FRR and FAR. It is application–
dependent if low FAR or FRR are desirable. For example, in a security–relevant application
it is important to achieve low FAR preferably rejecting a correct speaker rather than accepting
an impostor. However, to enable a comparison of different speaker veriﬁcation approaches, it
is common to select the threshold such that both FAR and FRR are equal. This point is called
equal error rate (EER).
Figure 6.7(a) illustrates the results of the discussed speaker veriﬁcation approach using the
NTIMIT test portion of 168 speakers. Only GMIA signatures were used to exclude effects
of the pitch feature. This enables a clear interpretation of the results. Additionally, window sizeChapter 6 Speaker Veriﬁcation 77
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FIGURE 6.7: Comparison of speaker veriﬁcation results using GMIA and mean features.
Optimal performance is achieved for window lengths between 100 – 500 ms. Note that the
performance drops sharply for shorter window sizes. a) GMIA clearly outperforms the mean
based feature. b) The results are affected if not only voiced speech is used. c) The sets of male
and female speakers are clearly separated.
effects and the advantage of GMIA over mean features are shown. The performance is optimal
for windows between 100–500 ms and drops sharply for shorter lengths. This aligns with the
intuition discussed in Section 6.5 that there exists a trade off between the frequency and time
resolution of a speaker–dependent feature. The results of unprocessed speech are compared
to the ones using only voiced speech. In all cases, GMIA is contrasted to the mean input
feature. Figure 6.7(b) shows that voiced speech extraction is important to achieve ‘optimal’
results. Figure 6.7(c) illustrates the classiﬁcation performance of GMIA using a window of
280 ms. Note that the sets of male and female speakers are clearly separated.
Table 6.1 line 2, column 2 presents EER results of GMIA against previous approaches and
other representative results from the literature. The speaker veriﬁcation performance can be
improved by inclusion of the previously discussed pitch feature. Results of this procedure are
illustrated in Table 6.1 line 1, column 2. The identiﬁcation rates of the algorithms are included
for comparison with previous results in the literature. The assumption of differently distorted
inputs results in the chosen data partitioning where the utterances are alternatively separated in
a training and testing set, i.e., ﬁve utterances are used to train a speaker signature and ﬁve toChapter 6 Speaker Veriﬁcation 78
extract a test signature. Note that this partitioning—and therefore the results—are not exactly
comparable to the other methods. Many test procedure variations are used in the literature.
For example, Reynolds (1995) employs eight utterances for training and each of the remaining
two utterances for testing. Furthermore, Reynolds (1995) deﬁnes 10 background speakers
per person, that achieve an extreme score (high or low) with the person’s feature set and are
maximally spread, that are excluded from the respective testing set. As this variability prevents
an exact comparison, the goal is not to claim best performance but to demonstrate that MIA
extracts an invariant in the data that can be successfully used to represent a speaker independent
of the spoken text and channel conditions.
6.8 Summary
This chapter discussed the implementation of a GMIA–based approach for text–independent
speaker veriﬁcation. In a ﬁrst step, a general speech production background was provided.
This illustrated the concepts, physiological processes and terminology in this ﬁeld. Thereafter,
methods were described that are commonly used in the speech processing domain, e.g., linear
prediction coding and mel–cepstral coefﬁcients. Moreover, the choice of the database for
training and testing was motivated. Note the previous intuition that a mutual feature is a speaker
signature under varying channel conditions. The NTIMIT database was used to enable both
channel variation and a wide use of the database. Subsequently, the preprocessing of the data,
e.g., voice activity and voiced speech detection, were described. Thereafter, the extraction
processes of a speaker signature using GMIA and a pitch feature were discussed. Furthermore,
the measure of similarity or score between a signature in the database and an input instance was
deﬁned. A background model was used that estimates the quality of each input, i.e., the highest
score between the input with all signatures in the database. The decision on the acceptance
was dependent on the difference between this high score and the score with the signature of the
claimed identity. This implementation achieved an equal error rate of 4.0% on the full NTIMIT
database of 630 speakers.Chapter 6 Speaker Veriﬁcation 79
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.Chapter 7
Illumination Robust Face Recognition
Person identiﬁcation, veriﬁcation, tracking etc. is of increasing interest in our interconnected
world. With the advances in technology, these tasks can now be reliably performed using
different biometrics. Besides reliability, a goal is to use approaches that are least intrusive
for the tested person. That is, identiﬁcation should be performed unnoticeably while the
tested person passes by at a distance. One possible approach that promises these capabilities
is face recognition. Additional to its non-intrusiveness, this method can be easily employed
due to the low cost of camera surveillance and its widespread routine deployment nowadays.
Face recognition can be performed on both 2D and 3D representations of a face. Clearly,
the 3D representation captures additional information that results in an improved recognition
performance. For example, an algorithm that uses the 3D shape information of a face is less
prone to errors from different appearances resulting from illumination or make-up. However,
much research effort focuses on face recognition on 2D images. The motivation for this is the
previously mentioned easy employment using available infrastructure.
While face recognition seems intuitive for a human its automatic application in a machine is
challenging. The reason is the high variability of the input information in an uncontrolled
environment. First, a machine needs to detect if a face is present in an image. Here it is
possible that either no, one or multiple faces are visible. If multiple faces are present, they have
to be processed separately. Second, the scaling of the face, that is dependent on the distance
of the person from the camera, needs to be normalized. Third, the system has to account for
the direction of the head. For example, the head may be tilted, the face may be recorded
frontally, from a higher position or from the side. Moreover, the system has to account for
occlusions, for instance, objects covering the face, rain, facial hair, glasses, hats, make–up etc.
Additionally, variations in illumination are challenging for modern face recognition application
as already discussed in Section 5.2. Also, different facial expressions have an impact on the
system. Furthermore, the background of the recording is different for each camera location and
the resolution of the face image varies dependent on the camera and the distance of the person.
Finally, there are many application–dependent effects that result in additional problems. For
example, it may be desirable to ﬁnd a person based on old pictures that do not account for facial
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(a) Original image (b) Distorted image (c) Distorted image upside down
FIGURE 7.1: The Thatcher effect. (a) Original face image. (b) Face image with the eyes
and mouth ﬂipped around a horizontal axis. The distortion is clearly visible. (c) Upside down
representation of the distorted image. Note that the distortion is less obvious than in (b).
changes resulting from the aging process.
The starting point in designing a system that aims to automate tasks that are successfully
performed by humans is to study and model the human approach. This is similarly done
for speaker veriﬁcation discussed in Chapter 6, e.g., the design of MFCC features based on
human auditory perception. For example, people were asked to classify modiﬁed face images
to learn about the features used by humans for face recognition. The hypothesis is that the face
recognition performance is not inﬂuenced if feature–independent image information is deleted.
A short summary of various results is given in Jain et al. (2006, pp. 67,68). For instance,
humans use both global and local features. Global features like low spatial frequency–band
representations of a face are sufﬁcient for gender classiﬁcation. However, local features, that are
captured by the high frequency spatial bands, are necessary for face recognition. A further result
shows that it is harder for humans to recognize faces that are not perceived as ‘attractive’ nor
‘unattractive’. This suggests that there exist speciﬁc, observer–dependent features that enable a
classiﬁcation in these subclasses. This pre–classiﬁcation thereafter supports the recognition.
Furthermore, the face recognition performance was found to depend on the familiarity of
the observer with similar face images, e.g., from different races or genders. An experiment
that underlines the necessary familiarity of the observer to the recognized image class is
demonstrated by the ‘Thatcher effect’ (Thompson, 1980), illustrated in Figure 7.1. Here, the
eyes and mouth of a person are rotated by 180 degrees leaving the rest of the face unchanged.
While the altered image seems grotesque when viewed normally, this distortion is less obvious
if the head is viewed upside down. This result can be interpreted in two ways. First, larger
differences to a normal image are accepted by the observer if a lower familiarity to the image
class is present. Second, not only the position of local features is important for face recognition
but also their appearance, e.g., their shape. This suggests that face recognition is done in a
hierarchical manner. Another result shows that young children typically recognize unfamiliar
people based on ambiguous clues, e.g., clothing, glasses, a walking stick, hairstyle, hats etc.
This clearly shows that for a human, face recognition is not as simple as usually perceived.Chapter 7 Illumination Robust Face Recognition 82
Taking this into consideration, it is sensible to break down the face recognition task into
different subproblems, e.g., face detection, scaling etc. In this chapter, MIA is used for feature
extraction under various illumination conditions. In contrast to Section 5.2, the goal is to tackle
a more realistic problem without perfect alignment of faces from the same class. Furthermore,
variations in facial expressions and occlusions like glasses are included.
Section 7.1 provides a short background to face recognition to familiarize the reader with
related approaches. Section 7.2 discusses the choice of the database and compares properties
of different alternatives. Thereafter, Section 7.3 describes the preprocessing and extraction of
‘mutualfaces’thatrepresentthecommonalitiesofasetofinputsfromoneperson. Subsequently,
Section 7.4 discusses the results of MIA for illumination robust face recognition. Finally, the
chapter is summarized in Section 7.5.
7.1 Face Recognition Background
Face recognition algorithms can be classiﬁed into feature- and appearance–based approaches.
Feature–basedapproachesuseforexamplepositionsoranglesanddistancesbetweenlandmarks,
e.g., eye corners, ends of the mouth, eyebrows, chin, tip of the nose, nostrils etc. to distinguish
between faces. It is assumed that local features capture information that is necessary for
face recognition. This is motivated by results of previously–discussed human face recognition
experiments. A further advantage of feature–based approaches is that it is possible to detect
and compensate for variations in the camera angle. For example one can deduce that a face is
rotated from a difference in distances of the eye corners to the tip of the nose. Using an average
3D model of a head, it is possible to approximate the feature positions for the frontal view.
However, a disadvantage of feature based methods is the difﬁculty of ﬁnding local landmarks
reliably. The reason for this are, e.g., variations in lighting, facial expressions or occlusions.
The second class of face recognition approaches are appearance–based. These approaches are
widely used and successfully applied in modern face recognition systems (Turk and Pentland,
1991; Belhumeur et al., 1997; Moghaddam and Pentland, 1997). The MIA approach for
extraction of ‘mutual faces’, that is discussed in this chapter, falls in this category. Ubiquitous
methods of the same category are the eigenface (Turk and Pentland, 1991) and ﬁsherface
(Belhumeur et al., 1997) approaches. Both methods view each image as a single vector, i.e.,
the lines of the image are concatenated forming a long vector.
The eigenface approach ﬁrst subtracts the mean of all images in the database from each image
instance. Thereafter, PCA is used to ﬁnd the vectors or principal components that capture the
maximum variance in the database. PCA is discussed in Section 2.1. Each principal component
represents a linear combination of all mean–subtracted images in the database. These face image
mixtures are called eigenfaces. An example of the ﬁrst six eigenfaces of the Yale database
(Belhumeur et al., 1997) is given in Figure 7.2. Note that the original images can be recovered
using a combination of the eigenfaces. An approximation of the original images is possibleChapter 7 Illumination Robust Face Recognition 83
FIGURE 7.2: The ﬁrst six eigenfaces of the Yale database. The eigenvalues of the eigenfaces
reduce line–by–line from the top left to the bottom right.
using a mix of the eigenface subset with the highest eigenvalues. This is discussed in more
detail in Section 2.1.1. A simple face recognition algorithm using eigenfaces can be described
as follows. First, the face images from one person in a training database are represented using a
subset of eigenfaces. The weights of the eigenfaces that were used to represent these images are
statistically modeled using a GMM (discussed in Section 2.9). This procedure is repeated for all
individuals. For testing, the unknown input face is again represented by a mixture of eigenfaces.
The identity is selected that corresponds to the modeled weights that are maximally similar to
the ones of the unknown face.
The ﬁsherface approach uses the available class label information in the training data for feature
extraction. The goal is to ﬁnd a set of features that are most discriminant between the classes.
For this task, the ﬁsherface approach uses LDA which is discussed in Section 2.4. The most
discriminant vectors that result from LDA are called ‘ﬁsherfaces’ when reshaped to a 2D image.
A face recognition algorithm using ﬁsherfaces can be implemented analogous to the previousely
discussed eigenface approach by simply replacing the eigenfaces with ﬁsherfaces. This method
was shown to be more robust to variations in illumination conditions (Belhumeur et al., 1997).Chapter 7 Illumination Robust Face Recognition 84
7.2 Databases
The selection of the database is a critical task for the evaluation of a face recognition algorithm.
It is important to select a large and widely–used database as discussed in Section 6.3. This way
it is possible to cover a wide variety of possible cases in the ﬁeld and to enable a comparison
to results from other methods. In the following, two databases are discussed that are not used
in this chapter. The reason for this is their special prominence in the ﬁeld of face recognition
and research on illumination conditions. One of these large, realistic and well known databases
is FERET (Phillips et al., 2000). This database contains 14,126 images of 1,199 individuals
and is provided by NIST. The database was separately collected from algorithm developers and
includes a variety of conditions, e.g., aging, illumination, facial expressions, scaling, camera
angles etc. However, the goal of this chapter is to analyze the effectiveness of MIA for
illumination independent face recognition. Hence, it is important to choose a database that is
commonly used for the evaluation of this particular effect on algorithms. Therefore FERET was
not used. A database that is widely used to analyze the effect of illumination conditions is the
YaleBdatabase(Georghiadesetal.,2001). Thedatabasecontains5850imagesof10people. The
faces were illuminated from 64 different angles with a single light source. Each experiment was
repeated for 9 different angles of the head. Additionally, an image with ambient illumination is
included for each viewing condition. This database was used in Section 5.2. The images of one
viewing condition were taken nearly instantaneously using strobe lights. This results in an exact
alignment and equal facial expressions between all images of a viewing condition. Thus, when
ignoring other than frontal views, it is simple to recognize the person despite the illumination
conditions. Therefore this database was not used.
Another database that is designed to evaluate the effect of varying illumination conditions is
the Yale database (Belhumeur et al., 1997). The difference to the YaleB database is that this
earlier version includes misalignment, different facial expressions and variations in scaling and
camera angles. However, in comparison to the FERET database, the variations in scaling and
camera angle are minor. Thus, no additional component is necessary to account for these effects.
Although, by allowing these variations the algorithm can be tested in a more realistic face
recognition scenario. A disadvantage of the Yale database is its size of only 165 face images of
15 people. Therefore, the database can not be split in a ﬁxed training and testing section. The
testing is done in a leave one out fashion as discussed in Section 7.4 to ensure that the training
and testing data do not overlap.
The original Yale database includes a large amount of background. This is illustrated on one
image instance in Figure 7.3(a). Thus, it is necessary to crop the images to focus on the face
information. Furthermore, it is important to align all images using a deﬁned procedure. For
simplicity, a half automatic cropping and alignment procedure was used. The original images
are 243×320 pixels in size. A 200×200 pixel image is cut around a manually deﬁned center on
the nose and between the eyes. The cropped image instance is illustrated in Figure 7.3(b). In the
following, it is shown how a mutual face is extracted from the cropped images of each person.Chapter 7 Illumination Robust Face Recognition 85
(a) Original image (b) Cropped image
FIGURE 7.3: Yale database preprocessing. (a) Original image from the Yale database.
(b) Cropped image with the center point on the nose and between the eyes.
(a) Yale face database class (b) Mutual image information
FIGURE 7.4: (a) Image set of one individual in the Yale database. The set contains 11 images
of the person taken with various facial expressions and illuminations, with or without glasses.
(b) MIA result, or mutual face estimated from all images of the set.
7.3 Mutual Face Extraction
As discussed in Foley et al. (1997), the reﬂected light intensity I of each image pixel can
be modeled as a sum of an ambient light component and directional light source reﬂections.
Let Ia and Ip be the ambient/directional light source intensities. Also, let ka, kd, ~ n and ~ l be
ambient/diffuse reﬂection coefﬁcients, surface normal of the object, and the direction of the
light source respectively. Hence,
I = Iaka + Ipkd(~ n ·~ l) .Chapter 7 Illumination Robust Face Recognition 86
(a) Eigenface input (b) Fisherface input (c) MIA input
FIGURE 7.5: Examples of training instances used in (a) eigenfaces, (b) ﬁsherfaces and (c)
MIA: (a) Mean-subtracted face obtained as difference between a face instance and the mean
of all images in the database. (b) Mean-subtracted face obtained as difference between a face
instance and the mean image of all instances for the same person. (c) “Centered” face image,
obtained by subtraction of the mean column value from each image column.
More complex illumination models, including multiple directional light sources, can be
captured by the additive superposition of the ambient and reﬂective components for each
light source (Foley et al., 1997, see Equation 16.20).
The intuition is that MIA can extract an illumination–invariant mutual image, perhaps includ-
ing Iaka, from a set of aligned images of the same object (face) under various illumination
conditions. In the following, mutual faces were used in a simple appearance–based face
recognition experiment. Prominent methods of this widely researched area include the eigenface
and ﬁsherface approaches as discussed in Section 7.1. Most use mean image subtraction for
preprocessing, which reduces the image space dimensionality compared to the original image
set. This effect is illustrated in Figure 4.3. Therefore, this step cancels potentially discriminant
image information. In contrast, MIA uses centered images (xT
i · 1 = 0 ∀i) as inputs. Note
that xi represents an input instance of MIA. Usually, this is not equivalent to a whole image, as
for the eigenface and ﬁsherface approach. For the discussed MIA approach, the input instances
are deﬁned as single image columns or rows of the 2D Fourier transformed images. The mean
subtraction centers each image line separately. Figure 7.5 illustrates the difference between
a mean–face–subtracted input instance in the eigenface/ﬁsherface approach and the centered
MIA input.
The procedure to extract the mutual face from the face set of one person can be deﬁned
as follows: First, images are 2D Fourier transformed. Second, each row of the images is
centered and windowed. The windowing represents a high–pass ﬁlter operation. Thus, the
approach focuses on the high frequency image information. In the previously discussed results
of experiments on human perception, these frequencies were found to be of critical importance
for face recognition. Thereafter, MIA is performed separately on each set of rows. After
normalizing and reassembling the rows, the procedure is repeated with the columns of the
original images. Thus, two mutual faces are generated, added, and the result is transformedChapter 7 Illumination Robust Face Recognition 87
FIGURE 7.6: Extraction process of the mutual image representation.
through the 2D inverse FFT. The procedure is shown in Figure 7.6. Note that, for illustrative
purposes, the 2D inverse FFT transformed images of the MIA results on columns and rows are
illustrated before they are combined to a single ‘mutual image’. The procedure to generate a
mutual image representation is repeated for each individual in the database. Thus, a codebook
of mutual faces is generated. In the following, the procedure is discussed that is used to evaluate
the similarity between a new image and the mutual image representations in this database. The
identity of the new face image is selected dependent on this similarity.
7.4 Evaluation of Results
In this section, the method is discussed that is used to estimate the similarity between the mutual
face representations and a new input instance. Furthermore, the testing procedure is described
and the results are presented and compared to other approaches on the Yale database.
The Yale database used with 165 images is small. This results in problems with the testing as
discussed in Section 7.2. To make optimal use of the database, mutual faces are learned on all
but a single test image using the “leave–one–out” method discussed in Duda and Hart (1973,
p.75). The “leave–one–out” method can be summarized as follows. All images but one are
used for training. The remaining image is used for testing against all trained ‘mutual faces’.
Thereafter, the ‘mutual faces’ are trained again with a different left–out image for testing. This
procedure is repeated until each image has been left out once for testing. In this way, a large
training database is available while it is guaranteed that the testing image is not represented in
the training set.
Both ‘mutual faces’ and the test image are cropped to focus on information that is captured in
the face features rather than hairstyle, misalignment or background. The ﬁlter used for cropping
is empirically found and applied for all tests. The cropped face representations of both testing
and the correspondent mutual face are illustrated in Figure 7.7.Chapter 7 Illumination Robust Face Recognition 88
(a) Cropped test image (b) Cropped mutual face
FIGURE 7.7: Cropped face representations for test of similarity. One cropping ﬁlter was
used for all image instances. The hypothesis is that the remaining face image contains less
information about hairstyle, background or misalignment of the face shape. (a) Test image
segment that is used to compute the similarity to the mutual faces (b) Cropped ‘mutual face’
from the same person as the test image. The test image was not used for training.
As for the generation of the mutual image, the similarity of two images is computed separately
on the corresponding centered rows and columns. The measure of similarity between a test
image and the MIA representation of a person is the mean cosine distance. The resulting scores
S1 and S2, from the mean cosine distances of the rows and columns respectively, are fused using
S =
p
S1
2 + S2
2.
In case the left–out image is one of the three illumination variant cases of the Yale database
(centered light, left light and right light), this approach leads to an identiﬁcation error rate (IER)
of 2.2%. Overall, in exhaustive leave–one–out tests, the mutual face method results in an
error rate of 7.4%. This shows that the approach using mutual features is robust against
different illumination conditions but suffers from variations in facial expressions and occlusions.
Recognition performance for unknown illumination is comparable or beyond various reported
results obtained with similar data (Table 7.1). Note that a mutual face can be used to extract
landmarks like eye corners, ends of the mouth, eyebrows, chin, tip of the nose, nostrils, etc. The
advantage over extraction of these points from the original training image is that the mutual
face represents the invariant representation excluding, e.g., variations in illumination. It is
expected that this approach can lead to a more robust detection of these landmarks. Thus,
the MIA approach can be used to enhance both feature- and appearance–based methods, only
requires minimal training, and appears insensitive to multiple illumination sources and diffuse
light conditions.Chapter 7 Illumination Robust Face Recognition 89
TABLE 7.1: Comparison of the identiﬁcation error rate (IER) of MIA with other methods using
the Yale database. Full faces include some background compared to cropped images.
Method IER [%] Evaluation Comments
MIA (Claussen et al., 2008) 7.4 leave–one–out Cropped face (see Figure 7.7)
Minimax Probability Machine (Hoi and Lyu, 2004) 21.2 k–fold cross validation Cropped face test
Kernel PCA (Yang et al., 2000) 26.0
leave–one–out Cropped face test
Fisherface (Belhumeur et al., 1997)a 7.3
Eigenface (Belhumeur et al., 1997)b 24.4
Eigenface w/o 1-3 (Belhumeur et al., 1997)bc 15.3
MIA (Claussen et al., 2008) 2.2 leave–one–out Only illumination
Minimax Probability Machine (Hoi and Lyu, 2004) 10.1 k–fold cross validation Without illumination
Fisherface (Belhumeur et al., 1997)a 0.6
leave–one–out Full face test Eigenface (Belhumeur et al., 1997)b 19.4
Eigenface w/o 1-3 (Belhumeur et al., 1997)bc 10.8
7.5 Summary
This chapter discussed an implementation of a MIA–based method for illumination–robust
face recognition. In a ﬁrst step, a general background to face recognition was provided.
This illustrated some domain speciﬁc challenges and exempliﬁed how human perception is
used to deﬁne discriminant features. Next, prominent methods, e.g., the eigenface and
ﬁsherface approach, were discussed. The Yale database was chosen to include different
illumination conditions and minor misalignments, occlusions etc. Thereafter, a semi–automatic
preprocessing approach was described. The procedure that is used to extract a mutual face was
discussed. Moreover, a similarity metric or score between an input instance and the mutual faces
from the database was deﬁned. Mutual faces for illumination–robust face recognition achieve
an identiﬁcation error rate of 7.4% in exhaustive leave–one–out tests on the Yale database.
aClassiﬁcation was performed using 15 FLDA directions.
bClassiﬁcation was performed using 30 principal components.
cThe ﬁrst three principal components that represent eigenvectors with maximal eigenvalues were disregarded.Chapter 8
Conclusions
The goal of this thesis was to research methods that ﬁnd a unique invariant or signature of a
dataset which can be used for pattern recognition problems. If it is possible to extract such an
essence of an input set it is the intuition that this signature will adequately represent new inputs
of the class despite unseen variability. A novel method, called mutual interdependence analysis
(MIA), was designed in Chapter 4 to extract such mutual features from a set of inputs. By
deﬁnition, the MIA invariant is a linear combination of class examples that has equal correlation
with all the training samples in the class. An equivalent view is to ﬁnd a direction to project
the dataset such that projection lengths are maximally correlated. Both goals have MIA as their
unique solution. It is shown that the scatter of the inputs onto this unique direction is zero for
linearly independent inputs. Using experiments with synthetic data, it was veriﬁed in Chapter 5
that MIA results in the desired unique, invariant class representation.
There exist many signal processing methods to extract features for pattern recognition problems.
Some of these were reviewed in Chapter 2. MIA was compared to related work to evaluate its
novelty and contribution. For instance, MIA and MCA share the goal to extract an invariant
in the data. In contrast to MCA, MIA assumes the result in the span of linearly independent
inputs. In this case, the common step of mean feature subtraction reduces the span of the data
for MCA. The invariant in the data is not represented by the mean subtracted space. Thus, only
MIAcanextractthisinvariant. Moreover, thisthesisdiscussessimilaritiesofMIAwithBayesian
estimation and a modiﬁed CCA approach. Each brings insights into the value and properties of
MIA. As a result, a generalized MIA solution (GMIA) is found. It is shown in Section 5.1 that
GMIA ﬁnds a signal component that is not captured by ubiquitous signal processing methods.
Moreover, simulations are presented that demonstrate when and how MIA, GMIA or the mean
represent a common signature in the inputs. In a nutshell, MIA and GMIA work well if a
signal is equally present in the inputs, even if it accounts only for a small part of the signal
energy. Real world problems usually do not exactly ﬁt a synthetic signal model. Therefore, it is
important to analyze the behavior of MIA in situations where its model does not exactly ﬁt. For
these situations it was shown that GMIA continues to extract meaningful information. GMIA is
preferable over MIA if the assumption of an equally present component in the inputs does not
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hold. Clearly, MIA and GMIA extend the current signal processing tools capturing previously
hidden information.
After the theoretical analysis of MIA and veriﬁcation of the approach on synthetic data it
was shown that mutual signatures are of interest in real world applications. In this thesis,
the performance of MIA and GMIA was demonstrated on both text–independent speaker
veriﬁcation and illumination–independent face recognition applications. For example, GMIA
achieved an EER of 4.0% in the text–independent speaker veriﬁcation application on the full
NTIMIT database of 630 speakers. This result supports the assumption that MIA extracts a
common representation from speech recordings over different nonlinearly distorted channels.
Furthermore, data segmentation effects were evaluated indicating a trade–off between the
time and frequency resolution of the mutual signatures. For illumination–independent face
recognition, the mutual face method achieved an error rate of 7.4% in exhaustive leave–one–
out tests on the Yale face database. It was shown that MIA is more robust to differences in
illumination conditions than to occlusions and differences in facial expressions. Overall, MIA
and GMIA are found to achieve competitive pattern recognition performance to other modern
algorithms.Chapter 9
Future Work
The utilization of mutual features which are invariants in the training data showed promising
results. While this thesis explores many aspects of this topic, there remain various areas
with potential for further research. This further work can be classiﬁed into algorithmic and
application based explorations. On the one hand, the algorithmic work could seek to further
the understanding of methods for the extraction of mutual features. On the other hand, the
application related work could aim to improve results and application dependent know–how in
problems characterized by e.g., high dimensional data, low number of input samples etc. We
discuss these directions in more detail below.
The resolution and amount of sensor data is rapidly increasing with advances in technology.
Thus, modern signal processing applications deal with increasing amounts of data. Future work
could investigate statistical properties of MIA for a large number of inputs and computational
tractability in large dimensions. Signal processing algorithms like PCA, CCA, FLDA etc., use
the dependence between inputs in the form of covariance or scatter matrices. They suffer from
growth of these matrices, e.g., the computational complexity of PCA is O(N2D) (Bach and
Jordan, 2002). It is often possible to use dual formulations of the algorithms to select if the
matrices grow with the number of dimensions or samples. This is exempliﬁed in equations 4.19
and 4.20. A problem arises if both are too high to store all information in the memory. One
possible solution is to approximate the GMIA result iteratively. This could be achieved by
providing an estimate of µw from the GMIA results of previous input subsets. The procedure
will converge by increasing the weight of this component. Future work could analyze the
properties of such a procedure, i.e., if it is sensible to estimate a mutual signature iteratively
in the previously sketched manner.
Mutual interdependence analysis is a linear method for extraction of invariants in high–
dimensional spaces. A prominent approach that uses linear classiﬁcation in high–dimensional
spaces is the kernel support vector machine (KSVM). This method is commonly used for
nonlinear classiﬁcation in a lower dimensional space. The projection of the lower dimensional
inputs to a possibly inﬁnite dimensional space is performed virtually. KSVMs take advantage
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of the fact that nonlinear problems can be transformed to linear ones by transformation of the
inputs to a speciﬁc, higher dimensional space. Figuratively, KSVMs use a ‘key function’, or
kernel, to unlock a particular nonlinear problem. For example, all quadratic problems in the
two–dimensional space are linear in the three-dimensional space: xnew = x2
old,ynew = y2
old and
znew = xold · yold. Another property of KSVMs is that only a sparse subset of the training data
is used for classiﬁcation. This results in an improved classiﬁcation speed over non sparse kernel
methods. A sparse kernel method that is related to MIA is the relevance vector machine (RVM)
(Tipping, 2001). In contrast to the outputs of KSVMs, that represent decisions, the outputs of
RVMs model posterior probabilities. While RVMs achieve comparable performance to KSVMs
they typically lead to sparser models (Bishop, 2006, p.345). Further research could analyze
the similarities between MIA, KSVMs and RVMs. The goal is to ﬁnd new applications and to
transfer knowledge from these domains. For example, the MIA performance could be improved
using a sparse solution to its problem.
In the following, future work on the application side is proposed. Generally, there exists a trade–
off between the frequency resolution and the time resolution as demonstrated by the Gabor
uncertainty principle (Gabor, 1950). However, additionally to this fundamental principle, there
exists a conceptual trade–off between the time and frequency resolution in text–independent
speaker veriﬁcation applications as discussed in Chapter 6. That is, while the just noticeable
frequency resolution of the human ear is approximately 2 Hz (Deng and O’Shaughnessy, 2003,
p. 241), suggesting a window size of 0.5 s, the ‘phoneme’ length is in the order of 10 ms.
Common approaches model the phoneme structure of each person by multiple states. On the
other hand, the GMIA approach ﬁnds a single speaker representation with high frequency
resolution. Both methods yield promising results. Therefore, future work is planned to
combine both philosophies to obtain a more powerful classiﬁer. Furthermore, issues such as the
robustness of both approaches to different noise conditions, recording lengths for training and
testing, computational requirements and the minimum number of background speakers could be
analyzed. Moreover, it is possible to increase the conﬁdence in the results by implementing also
algorithms that model the ‘phoneme’ structure, e.g., with the same preprocessing.
Speaker veriﬁcation approaches can usually not assume that all possible input speakers are
enrolled in the training phase. That is, there is the possibility that an unknown person tries
to gain access under a false identity. Speaker veriﬁcation tests that assume such conditions are
called open–set tests. For simplicity, such tests were excluded in Chapter 6. However, this test
scenario is of interest in real world applications. Thus, further work could evaluate GMIA based
speaker veriﬁcation in an open–set test scenario. Additionally, it should be analyzed if these
different assumptions have an effect on the currently chosen background model.
In this thesis, the background speaker model includes all speaker signatures in the database.
A score of an input and a claimed identity is evaluated by comparison to the highest score of
the input with all signatures. However, this exhaustive computation of scores for all enrolled
speakers is undesirable for large scale applications. Hence, future work could include the design
of a search procedure for a representative subset of speaker signatures. The goal is to ﬁnd aChapter 9 Future Work 94
small number of signatures that are maximally different from each other such that at least one
of them achieves a high score with potential speech inputs. New background speaker models
could be explored if this approach is not feasible.
There are multiple possibilities to advance the current analysis and procedure for illumination–
independent face recognition. For example, the disadvantage of the used Yale database in
Chapter 7 is its small size of 165 images. This is a drawback that limits the statistical
interpretability and representativeness of the results. Future work could utilize the FERET
database for large scale tests. Multiple preprocessing tools, e.g., for face detection, rescaling,
alignment etc., have to be designed prior to this evaluation. A three–dimensional head model
could be used to recover hidden information resulting from different orientations of the head.
A mutual face was shown to be an invariant representation that excludes illumination conditions.
One disadvantage of features like positions or angles and distances between landmarks, e.g.,
eye corners, ends of the mouth, eyebrows, chin, tip of the nose, nostrils etc. is the lack of
robustness of their automatic detection. The reason for this is the variability in the face images,
e.g., by differences in illumination. Future work could evaluate if mutual faces can be used
as a basis to improve the robustness of detection at this scale. If this is successful, a MIA
supported, landmark–based face or object recognition approach should be implemented and
evaluated. Further research could also include the extraction of mutual representations of local
features like mouth, eyes, nose, etc. The goal is to implement a hierarchical approach for face
recognition that simulates the human face recognition behavior.
MIA was shown to perform worse than GMIA in situations where its model does not hold.
Also, GMIA outperformed MIA in the text–independent speaker veriﬁcation application if the
parameter λ was small but prevented negative combinations of the logarithmic features. It is
expected that this performance gain can also be observed for the face recognition application.
However, itiscurrentlyunclearhowtheparameterλshouldbeselectedforoptimalperformance.
In the future, the effects of λ on the illumination–independent face recognition application could
be analyzed. The goal is to design a method that estimates the optimal parameter given the
current set of inputs. Ideally, λ should be chosen automatically based on information theoretic
principles, cross–validation, etc. Finally, alternatives ways of setting Cf and Cw could be
explored to model better the problem.
This chapter indicated some starting points for future explorations. It is expected that most of
these paths of future work will unveil additional questions and increase the understanding of
MIA. One goal is to inspire you, the reader, to help further the knowledge in this ﬁeld.Bibliography
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