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ABSTRACT 
It is well knovm that if there exi~1ts a right 
invariant probability measure over an invariant 
set of alternatives~ then a uniformly most powerful 
invariant test maximizes the average power over 
these alternatives. This result is generalized to 
the case when there exists only a right invariant 
measure over the set of alternatives. The method 
of proof is very simj_lar to the proof of the Hunt~ 
Stein theorem; instead of averaging over the group 
we average over the oet of alternatives. 
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1!._!~~£~£~S:~~~~· It is well knovm that most powerful invariant 
tests have a number of optimum properties (see e.g.~ [5]). Among 
these is the property that if there exists a right invariant pro-
bability measure over an invariant set of alternatives, then the 
uniformly most powerful invariant test maximizes the average power 
over these alternatives. Blackwell and Girschick ([1 ], pp. 233-
236) have given an example that suggest that in a certain sense 
this may also hold in cases when there doesn't exist any invariant 
probability measure over the set of alternatives. In this note we 
shall prove a general result corresponding to the example of 
Blackwell and Girschick. 
2. The theorem. 
--------------
!P 8 : e E o} be a family of 
distributions over a Euclidean space cr ,rJI) dominated by a 
a-finite measure 1-1. ~ and let G be a group of transformations of 
c..x· ~c!l) such that the induced group 'G of transformations of o 
leaves 0 invariant. Let Pe = dP 8/dl-l • 
Theorem. Let G be transitive over 0 , and let eo be a 
-
_g}ven element of 0 Define ge Ex - -1e ge = eo' Let ~ be a 
a-field of subsets of 0 such that for an;y A E vjthe set of 
12_airs (x, e) with gex E A . . ilx C:l " f lS lJl (If :JJ ana or an_.y E t/:' 0 L~ ~ 
- E G g the set Og is in 1f/. Let v be a-finite right invari-
ant t{' measure over . • 
Then given any test function cp , there exists an almost in-
variant test function ~ such that for any sequence 
CD 
c. 0 • 
such that OJ c 0 ~ 
n 
v( OJ ) <CD , U OJ = 0 and 
n n=1 n 
( 1 ) for all g E G 
we have 
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lim v(~ ) J E8$(X)dv(e) >lim sup v(~ ) JE8 ~(X)dv(e) • n~o:> n w n w 
n n 
Proof. Let 
==::-
y =lim supv(w1 r-J { J~(x)p 8 (x)d~(x)}dv(e) 
n w 
n 
Introduce the notation p0 = p8 • 0 
We have~ see [4, Problem 16, p. 252], 
and hence 
Let ¢n be defined by 
¢11 (x) = v(~ ) J ~(g9x)dv(e) , 
n w 
n 
then tl, is measurable and between 0 and 1 • 
'l'n 
There exists a subsequence { ¢n! l 
l 
of {~ } such that 
'*'n 
(2) y = lim J t , (x)p (x)d~(x) • 
ni o 
By the weak compactnN5S theorem for test functions [ 4, P• 354] 
there exists a test function ¢ and a subsequence f til } of l'~'n. 
l 
f tit } such that l '~'n! 
l 
1 im s $ n . (X ) p O (X ) d~ (X ) = s $ (X ) p O (X ) d~ (X ) • 
l 
By (2) 
Y = Jw(x)p0 (x)d~(x) • 
If we can prove that $ is almost invariant, we would have 
lim sup v(~ )J { Jw(x)p8 (x)d~(x)}dv(e) = 
n w 
n 
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lim sup I {\l(~n) f' ~ (g8x)d\l (e )l p0 (x)dj..t (x) = j 
wn 
= lim sup I fvrw~ J ~(x)dv(e)lp0 (x)dj..t(x) 
wn 
= J ~ (x)p 0 (x)dj.l (x) = y 9 
and the theorem follows. 
Using a technique sbnilar to that of [4, pp. 336-7] we prove 
that ~ (x) is almost invariant by proving that for all x and g 
(3) ~n.(gx)- ~ (x)-'> 0. 
J. ni 
],or fixed x and any integer m P let 0 be partitioned .into 
mutually exclusive sets 
Bk = { e : ak < cp ( g8 x ) :S ak + ~ l k = o , • • . , m 
where ak = (k-1)/m. It is seen from the definition of the sets 
~{ that 
f \! (Bknw ) ~; 1 r ~ 
!L ak \l(w )n .S L \!(w ) - cp(gex)d\I(El) ~ L 
k=O n k=O nBif1 wn k=O 
and analogously that 
J cp(&Bgx)d\1(8) -
- -1 Bkg 
from which it follows that 
( 4-) I ~ n . ( gx ) - ~ n . ( x) I 
J. J. 
We have 
I\! (B1nw )-\1 (Bkg -
1nw ) I 
c n n 
--------\l~(~w~)--------- = 
n 
lv (Bkn wn )-v (B1J1wng) I 
\l(wn) 
2 
+ m: • 
\!(W /l.W gL.\) 
< n 11 · 
- \I(W J 11 
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By (1) this tends to zero when n-) co. From (4) it is now seen 
that (3) holds. This completes the proof. 
To see what condition (1) means, consider the following 
example. Let 0 be the real line, G the translation group, v 
the I1ebesgue measure and 
v(w !:.w g) t';;l 
n n < ...u;u. 
\T("w ) - n 
n 
w = [-n, n] . n Then 
and (1) is satisfied. If G was a group of positive scale changes 
and 0 the positive part of the real line, we could let v(C) be 
equal to the Lebesgue measure of log C • Then v is right in-
variant, and with n] (1) would be satisfied. 
3e Relation to other results. Lehmann [5] has given four 
~-~-~----------~------~------
conditions under which the uniformly most powerful invariant test" 
has a number of optimum properties. His condition (ii) is not 
satisfied for our problem, and hence his results cannot be used. 
To see this consider the following situation. 
be tests such that 
1 J E8epi(X)dv(o) 
(1-a if n-i is / 
v ( wn) = C .. 1-5a if n-i is 
w 
n 
where a is a number between 0 and .20 
(5) lim sup 1 J Eeepi (X)dv(o) 1-a i v( w
11
) = , 
w 
11 
and 
(6) lim sup 1 J E 0 {~(cr1 +cr2 )ldv(o) 1~3a v( wn) = 
Let $ be a test such that 
(7) lim sup v(~ J J E0cpi (X)dv(o) = 1-2a • 
n w 
11 
Let epi 
' 
i = 1 '2 
even 
odd i = 1 , 2 
Then 
= 1 '2 
• 
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Then cr1 and are both better than in the sense that (5) 
is greater than (7). But i(cp1+cr2 ) is not as good as ¢ sj.nce 
(6) is less than (7). This means that Lehmann's condition (ii) is 
not satisfied. 
One of the optimality properties of the uniformly most power-
ful invariant test is that it maximizes the minimum power over 
certain alternatives. That fact does not guarantee that there does 
not exist a test which has less minimum power than the best in-
variant test but has power which exceeds the power of the best in-
variant test by a fixed amount over most of the alternative. It 
follows from the theorem that this cannot happen. 
Lebmann and Stein [3] proved that the uniformly most powerful 
invariant test is admissible if G is a group of translations or 
scale changes. Fox and Perng [2] and Perng [6] have shown that if 
one of the conditions in [3] is not satisfied then the uniformly 
most powerful invariant test is not necessarily admissible. But 
it follows from our theorem that although the uniformly most power-
ful invariant test may not be admissible, it will maximize the 
average power. 
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