To be productive and profitable in a modern semiconductor fabrication environment, large amounts of manufacturing data must be collected, analyzed, and maintained. This includes data collected from in-line and off-line wafer inspection systems and from the process equipment itself. This data is increasingly being used to design new processes, control and maintain tools, and to provide the information needed for rapid yield learning and prediction. Because of increasing device complexity, the amount of data being generated is outstripping the yield engineer's ability to effectively monitor and correct unexpected trends and excursions. The 1997 SIA National Technology Roadmap for Semiconductors highlights a need to address these issues through "automated data reduction algorithms to source defects from multiple data sources and to reduce defect sourcing time." SEMATECH and the Oak Ridge National Laboratory † have been developing new strategies and technologies for providing the yield engineer with higher levels of assisted data reduction for the purpose of automated yield analysis. In this paper, we will discuss the current state of the art and trends in yield management automation.
INTRODUCTION
In the competitive semiconductor fabrication environment of today, rapid yield learning can be equated with profitability. Increasing numbers of wafer-starts coupled with larger wafer diameters and smaller critical dimensions have resulted in a huge amount of process and product data that must be collected, analyzed, and maintained. The ability of a manufacturer to readily access this data and to quickly extract useful process knowledge is required as market trends drive the cycle time down [1] . A good example of this trend is shown in Fig. 1 for DRAM device yield. Whereas it took almost five years to ramp up a 64K DRAM device to a mature state several years ago, market forces today have dramatically reduced this time as indicated by a two year ramp for the 16M DRAM device.
Effective yield management tools and strategies are required to achieve this rapid yield learning, to detect and correct process excursions, and to predict device yield at current and future technology nodes.
The 1997 SIA NTRS Roadmap [2] describes a need to reduce defect sourcing times from days to hours over the next several technology nodes as shown in Fig. 2 . This need is driven by market forces that currently require aggressive yield ramping of new products. To maintain productivity according to Moore's law, new processes and tools are continuously being introduced that result in shrinking critical dimensions, larger wafer diameters, higher density devices, and faster device speeds. The result is an increased manufacturing complexity and an increase in the amount of data that must be measured, analyzed, and maintained to control the process. Integrated yield management is continuously being redefined to address the critical need between aggressive yield ramping and increased manufacturing complexity.
In this paper we will focus on the evolution of automation tools that are assisting the yield engineer with the rapid reduction of defect data to provide useful process-specific knowledge. The semiconductor fabricator has a large variety of tools available to provide wafer measurements ranging from in-line whole-wafer optical inspection for defect detection, to off-line scanning electron microscopy (SEM), energy dispersive x-ray spectroscopy (EDX), and focussed ion beam (FIB) for defect analysis and fault isolation.
The wafer is also electrically tested to isolate bit fails for memory and cache, and to provide binmapping for die sort. The result is the collection of a wide variety of data types that must be correlated to quickly source manufacturing problems to errant tools increasing time and processes. To achieve stringent productivity goals, this process must be fast and reliable.
Methods such as automatic defect classification (ADC), spatial signature analysis (SSA), statistical process control (SPC), and datamining are but a few of the technologies being developed and tested in the fabrication environment today as a means of adding informational content to the raw measured data. This information is required to automate the yield analysis process. The evolution of these technologies along with emerging issues will be discussed.
Yield Management Today
Yield management systems today are available commercially and developed inhouse by the manufacturer. Although in-house yield management systems have been evolving for many years, the first commercial systems became available around 1995 [3] . The initial focus of these systems has been to track defect data. It has been estimated that up to 80% of the yield loss in the mature production of high volume, very large-scale integrated (VLSI) circuits can be attributed to random visual particle and pattern defects [4] . Figure 3 schematically shows the base elements of the yield management environment. These elements include (a) data collection from process tools and in-line defect and electrical test inspection points, (b) data storage in various independent database systems, and (c) data analysis for yield management. Shipment  1997  1999  2001  2003  2006  2009  2012  Technology Generation  250 nm  180 nm  150 nm  130 nm  100 nm  70 nm  50 Although there are many emerging issues related to database management, data transfer protocols and standards, and database merging, the focus of this paper is on the automation technologies associated with data analysis represented by level (c) in the figure.
Year of First Product
The fundamental purpose of a yield management system is to collect and store relevant manufacturing data. These systems must also provide the yield engineer with search and retrieval tools that allow easy access to the data. From a high-level point of view this data is used to improve yield by monitoring yield (e.g., probe yield at electrical test), linking yield loss to defects and parametric data, and finally, linking defects and parametric data to processes and tools. With this knowledge, a recovery action plan can be created and executed. The system is also used to confirm that correct actions were taken.
A typical yield management database contains a variety of data types such as those presented in Table 1 [5] . For product data, the wafermap file from in-line inspection represents the primary mechanism for associating yield loss with the manufacturing process. The wafermap file generally consists of a list of (unclassified) defect coordinates and an estimate of defect size. The wafer ID, slot ID, lot number, and inspection tool type is also stored in this file, which is then maintained as data records in the database. In the database, images are linked to defects on identified wafers and lots. WIP (wafers in process) data is then used to link process equipment to wafers. The yield engineer therefore depends on lot and wafer information, along with personal experience, to query the manufacturing process to determine (i.e., source) problems in the line. ... 
Yield Management Automation Trends
The ability to query the fabrication process based primarily on date, lot, wafer ID, etc., although useful, limits the user's ability to quickly locate historical information. For example, if off-line SEM review has determined that a particular defect or pattern problem exists on a wafer, the yield engineer must query on dates, lots, wafers, etc., to find similar historical instances. This is an iterative and slow process. If a query method can be designed that allows the user to look for similar informational content, a faster and more focussed result can be achieved. For example, associating defect classification information based on human or automatic inspection will allow a query based on class type. The amount of imagery that is maintained in a yield management database is large (from 40%-70% based on Table I ). A process for locating similar imagery based on image content [6] (i.e., the image structure as opposed to lot number, wafer ID, date, etc.) would result in a reduced time-to-source. These approaches would quickly narrow down the scope of the search. These are examples of the direction that yield management automation is taking. Figure 4 shows an evolutionary chronology that reflects these current trends. As indicated in Fig. 4 , yield management technology was born based on a need to collect, store, and retrieve relevant measurement data. Management schemes were developed based primarily on commercial database technology that allowed defect, parametric, probe, and image data to be maintained. Different groups within a fab had different motivations for storing data and many different database repositories were established. These different groups later determined that they needed to share data across functional boundaries and various means of physically or virtually merging databases began to take place. This need to correlate different data sources is apparent for spatially-based data such as wafermap defect data and probe yield (e.g., to investigate kill ratios for optical defects). These correlation methods are maturing for spatially based wafer data. For other data types that are time-based, such as tool health data, end point detectors, and other in-situ monitors, the tools and methods to maintain, merge, and correlate these dissimilar measurements are in their infancy.
Beyond database infrastructure and merging issues comes new methods that attribute informational content to data, e.g., the assignment of defect class labels through ADC [7] , or unique signature labels in the population of defects distributed across the wafer using SSA [8] . These methods put the defect occurrence into a context that can later be associated with a particular process or even a corrective action. For example, a defect coordinate in a wafermap file contains very little information, but a tungsten particle within a CVD deposition signature is placed in the context of a specific manufacturing process. Later reporting (or instantaneous alarm) of this information can lead to rapid yield learning and process correction. Information and context-defining processes such as ADC have been under development since the beginning of the decade and some levels of the technology are approaching maturity. Some of the issues associated with these methods will be discussed in Section 2
Effective datamining represents the next frontier in the evolution of the yield management system. Datamining refers to techniques used to discover correlations between various types of input data. For example, a table containing parametric data and functional yield for a give lot (or lots) would be submitted to a datamining process. The result would be data correlations indicating which parametric issues are impacting yield.
Knowledge discovery refers to a higher level of query automation that can incorporate informational content and datamining techniques to direct the yield engineer towards a problem solution. For example, an auto-sourcing SPC approach may evolve that initiates a datamining query once a set of control limits has been exceeded. The result of the datamining process would be the correlation of all associated SPC parameters resulting in a report of a sequence of recommended actions necessary to correct the errant tool or process. These recommendations for corrective actions would be based on historical experience with the process, i.e., an encapsulation and retention of human expertise.
The highest level of automation indicated in Fig. 4 is associated with system-level control. System-level control represents a much more complex and potentially powerful control scenario than single or cluster-tool control. System-level control encompasses many tools and processes and can be open-loop (human in the loop) or closed loop depending on the reliability and potential impact of the decision-making process. System-level control is currently far down the road in terms of current technical developments but represents the future direction of automated yield management. It will be both deterministic and heuristic in its implementation and it will be highly dependent on historical human-level responses to wafermap data.
AUTOMATING THE ANALYSIS OF WAFER DATA
Automating the analysis of wafer defect data to provide informational content is necessary to lay the foundation for knowledge discovery in the manufacturing environment. Defect, wafermap, binmap, bitmap, and statistical monitoring techniques are developing to the extent that they are currently being tested and proven in the field. These technologies and some emerging issues will be described below.
Automatic Defect and Signature Classification
Automatic Defect Classification (ADC) has been developed to provide automation of the tedious manual inspection processes associated with defect detection and review. Although the human ability to recognize patterns in data exceeds the capabilities of computers in general, effectively designed ADC can provide a more reliable and consistent classification result than can human classification under welldefined conditions. ADC also does not suffer boredom, fatigue, or personal problems. Figure 5 shows representative examples of the variety of defect imagery that arise in semiconductor manufacturing. Figure 5 (a)-(c) shows examples of individual pattern and particle defects sensed using optical and electron microscopy. Figure 5 (d) and (e) shows whole-wafer views of defect distributions from optical and electrical testing.
ADC was initially developed in the early '90s to automate the manual classification of defects during off-line optical microscopy review [9, 10, 11] . Since this time, ADC technologies have been extended to include optical in-line defect analysis [12] and SEM off-line review. For in-line ADC, a defect may be classified "on-the-fly", i.e., during the initial wafer scan of the inspection tool, or during a re-visit of the defect after the initial wafer scan. During in-line detection the defect is segmented from the image using a dieto-die comparison or a "golden template" method [13] . During off-line review the defect
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Figure 5 -Examples of the various image types generated for manual and automated defect and wafermap analysis including, (a) optical pattern defect, (b) optical particle defect, (c) SEM particle defect, (d) spatial distribution of optical defects on a wafermap, and (e) a spatial pattern of electrical test fail bins.
is re-detected using the specified electronic wafermap coordinates and die-to-die or golden template methods.
Spatial Signature Analysis (SSA) was initially developed in 1994 to address the need to intelligently group, or cluster, wafermap defects together into spatial signatures that can be uniquely assigned to specific manufacturing processes [1, 14, 15, 16] . Standard practice has been to apply proximity clustering that result in a single event being represented as many unrelated clusters. SSA performs data reduction by clustering defects together into extended spatial groups and assigning a classification label to the group that reflects a possible manufacturing source. SSA and ADC technologies are now being combined to facilitate intelligent wafer sub-sampling for efficient off-line review and improved ADC classifier performance [17] . SSA technology has also been extended to analyze electrical test binmap data to recognize process-dependent patterns [18] .
Automatic defect and signature classification in semiconductor manufacturing has been shown to have an average performance of 75%, with performance being defined as the number of correct class assignments divided by the total number of samples tested based on comparison with a human expert [19, 20, 21, 22] . Figure 6 summarizes the various techniques that have been used for semiconductor ADC/SSA to date. The basic input to all of the classifier approaches are descriptive features [23, 24] . Features are numerical or syntactic [25] descriptions of the defect object within an image. Numerical features include measurements of the defect image intensity, texture, morphology, color, etc. and are used to distinguish one defect from the next.
The methods used for classifying defects, although all feature-based, vary greatly. There are two broad categories of classifier in use: rule-based classifiers with a fixed number of pre-defined classes (pre-defined by the system developer); and trainable classifiers that are trained in the field by the end-user. Fixed-class systems have come into popularity for in-line applications since the resolution of these systems is generally less than off-line review microscopes. The reduced sensitivity of the in-line systems results in simple classification schemes that classify defects, for example, by size or brightness. There is no user training of a fixed-class system. The result is ease-of-use. The down side of this approach is that the system can not easily be trained to accommodate new defect classes that are manufacturer-specific. A trainable system (e.g., based on distance-based classifiers such k-nearest neighbor [26] or neural networks [27] ) can accommodate the wide range of defect types associated with different inspection points in the process, various process layers, or products, but can be cumbersome to train and maintain. The concept of having a classifier system that is ready to use has prompted the extension of the fixed-classifier concept to some off-line review systems but the lack of classification flexibility is considered to be an undesirable limitation by yield engineers. Ultimately there will likely be a fusion of these two approaches that allows the yield engineer to use the system immediately to classify basic categories of defects, while fine tuning these categories through a training process over time.
While classification systems today are providing value to the yield learning process (and adding informational content to the raw defect data), there are still a number of issues that need to be addressed as the development of these systems progresses. Table 2 describes some of the main issues observed to date. Classifiers with a fixed number of pre-defined classes are easy to use but are not flexible or extensible. Trainable classifiers are flexible and extensible but can be difficult to train. Classification to "unknown" vs. "unseen" Classifiers need to differentiate between data that can not be confidently placed into an expected class versus a class that the system has never previously seen.
The final issue in Table 2 , "Classification to 'unknown' vs. 'unseen'" is an example of a subtle issue that can provide a great deal of feedback to the user in terms of system efficacy and maintenance. Figure 7 shows a simple diagram of a classification decision space with three user defined classes. The issue relates to how the classifier handles the difference between a classifiable sample, an "unknown" sample, and an "unseen" sample. A classifiable sample can be placed into a user-defined class. An "unknown" sample can not be placed into a user-defined class due to a lack of confidence in the decision. An "unseen" sample is one that the system has never seen before, i.e., one that falls outside the user-defined class space.
Current automatic classification systems accommodate a class / no-class decision but the no-class decision does not differentiate between "unknown" and "unseen" samples. The utility of differentiating between these two classifications is that a classification scheme might need to be modified to accommodate previously unseen (or new) classes, and information can still be derived from an "unknown" sample. For example, determining that it belongs to class 1 or 2 but not 3 still helps narrow down the possible manufacturing source. This issue impacts multiple entries in Table 2 such as ease of training and managing acceptable process drifts.
Statistical Process Control
Wafer-based SPC today depends on tracking particles and clusters. A cluster is defined as a group of wafer defects that reside within a specified proximity of each other. Current strategies typically involve removing cluster data and tracking the remaining particle data under the assumption that these are random, uncorrected defects. Field testing of the advanced clustering capabilities of SSA has revealed that this basic approach can be modified dramatically to reveal much information. For example, the wafermap shown in Fig. 8 (a) contains a long, many-segmented scratch that typical proximity clustering tools would categorize as multiple clusters. The ability of SSA to locate and analyze this event as one long scratch removes ambiguity from the clustering result. It allows the user to assign process-specific information via the automatic classification procedure that will allow tracking (in an SPC sense) of these types of events to monitor total counts, frequency of occurrence, etc. Care must also be taken in analyzing random events on a wafer. Figure 8 (b) shows a random population of defects across a wafermap that are uncorrelated while (c) shows a distributed (i.e., disconnected) population that is systematic and can be related to a specific manufacturing process. The current practice of clustering and particle tracking would likely divide the dense region of Fig. 8 (c) into multiple clusters, and then count the remaining particles as random. Unless a yield engineer happens to view this wafermap, the error could go unassessed indefinitely. Using an approach such as SSA results in the separation of wafer events into random and systematic events (both clustered and distributed) that provide a higher level of information about the manufacturing process.
Using this informational content to separate and monitor random defects from systematic distributions from scratches, streaks, double slots, and other clusters, provides the yield engineer a much clearer window into the manufacturing process. The ability to use this level of SPC monitoring to initiate datamining processes should also result in much more reliable automatic decision making.
Assisted Image Retrieval
The ability to manage large image databases has been a topic of growing research over the past several years. Imagery is being generated and maintained for a large variety of applications including remote sensing, art galleries, architectural and engineering design, geographic information systems, weather forecasting, medical diagnostics, and law enforcement. Content-based image retrieval (CBIR) represents a promising and cutting-edge technology that is being developed to address these needs. CBIR is a technology used to index and retrieve images from databases based on their pictorial content [6, 28] . Pictorial content is typically defined by a set of features extracted from objects within the image that describe the object color, texture, and or shape. This feature data is used to compare and locate similar imagery within a large image database. The Image Science and Machine Vision Group at the Oak Ridge National Laboratory is adapting this technology for use in semiconductor yield management. Digital imagery for failure analysis is generated between process steps from, for example, optical microscopy and laser scattering systems, and from confocal, SEM, atomic force microscope and focused ion beam imaging modalities. This data is maintained in a yield management database and used by fabrication engineers to diagnose and source manufacturing problems, verify human assertions regarding the state of the manufacturing process, and to train personnel on the wide variety of failure mechanisms observed. Although roughly 70% of all space occupied in the yield management database consists of imagery (see Table 1 ), queries to locate imagery are manual, indirect, tedious, and inefficient.
Imagery collected from manufacturing processes, such as that shown in Fig. 5 , have unique characteristics that can be taken advantage of in developing a semiconductorspecific CBIR approach. For example, a product image typically has an expected structure that can be characterized. The structure can be regular, i.e., repetitive, or it can be textured. If it is the latter, the statistics of the texture can be quantified. A product might also contain predictable geometric patterns. Some mixture of these basic structures is likely as well. The important point is that they are expected and quantifiable. Defect objects in product imagery share a number of common traits across product types and imaging modalities as well. For example, defects tend to be contiguous, randomly textured, irregularly shaped, and they disrupt the background and the expected pattern.
A unique semiconductor image retrieval approach based on CBIR is being developed that overlaps the datamining and knowledge discovery concepts put forth in Section 1.2. Imagery collected from manufacturing processes has unique characteristics that can be taken advantage of in developing a manufacturing-specific CBIR approach. For example, a product image typically has an expected structure that can be characterized. The structure can be regular, i.e., repetitive, or it can be textured. If it is the latter, the statistics of the texture can be quantified. A product might also contain predictable geometric patterns. Some mixture of these basic structures is likely as well. The important point is that they are expected and quantifiable. Defect objects in product imagery share a number of common traits across product types and imaging modalities as well. For example, defects tend to be contiguous, randomly textured, irregularly shaped, and they disrupt the background and the expected pattern.
For illustrative purposes, Fig. 9 shows several examples of textile and semiconductor images captured using optical imaging, microscopy, and SEM. Although these images come from very different manufacturing processes and imaging modalities, they share similar structural characteristics as described above, i.e., they have consistent texture across an image type, they have repetitive structure, or they have regular geometric shapes. The defects that are present are randomly shaped and textured and they disrupt the background pattern.
Specifically, a CBIR method applied to semiconductor yield management could:
• provide support for human-level assertions for sourcing manufacturing problems,
• assist with the off-line review and analysis of unclassifiable defects,
• provide assisted (initial) library generation for ADC systems,
• provide unsupervised classification of defects during early yield learning, and,
• assist in training yield management personnel.
CBIR represents just one of the many technologies and directions that will impact future yield management strategies. Coupling content-based image analysis with the informational content already being extracted by ADC and SSA technologies will provide the yield engineer with powerful search and discovery capabilities.
CONCLUSIONS AND FUTURE DIRECTIONS
Factory database integration is beginning to take place both with in-housedeveloped yield management systems and by commercial suppliers. The ability to couple process, product, and WIP data into a comprehensive yield management system is a fundamental requirement of future yield management technologies. While this is taking place, a continued maturation of automatic classification systems must address the issues raised in Table 2 regarding ease of use, ease of training, class decision-making, and library management. The informational content provided by ADC and SSA both on the defect and wafer level will provide the fundamental information required for advanced SPC strategies, CBIR, datamining, and ultimately, future knowledge discovery methods and system-level control capabilities. The topics presented in this paper have focused mainly on the analysis aspects of integrated yield management. To see the continued evolution of this technology, it will also be required that architecture, infrastructure, and 
