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Аннотация
В данной статье описывается алгоритм решения полиномиальных ура­
внений в кольце D[x], где D – произвольный порядок поля Q(ω), а ω – це­
лое алгебраическое число. Предложенный алгоритм является развитием 
идеи Курта Гензеля, описанной им в 1904 году и впоследствии названной 
леммой Гензеля о подъеме решения полиномиального сравнения. Описы­
ваемый алгоритм основан на следующих теоретических результатах. Во­
первых, оцениваются коэффициенты разложения по базису порядка D
решений уравнения, то есть выводится оценка на высоту решения поли­
номиального уравнения в произвольном порядке поля алгебраических чи­
сел. Во-вторых, выписывается итерационная формула, не содержащая в 
себе делений, позволяющая произвести квадратичный подъем решения со­
ответствующего сравнения по модулю степени простого числа в порядке. 
В-третьих, подбирается эффективная оценка на степень простого числа, 
до которой следует поднимать решение вышеуказанного сравнения для 
получения точного решения исходного уравнения. 
Следует заметить, что для корректной работы алгоритма требуется 
выбрать простое число p, по которому будет производиться подъем, так, 
чтобы выполнялись определенные условия. А именно, p не должно делить 
норму результанта исходного многочлена и его производной и дискрими­
нант целого алгебраического числа ω. Также вычислительная сложность 
алгоритма уменьшается, если удается подобрать простое число p, которое 
в дополнение к двум условиям, изложенным в предыдущем предложе­
нии, обладает тем свойством, что минимальный многочлен алгебраиче­
ского числа ω, все коэффициенты которого редуцированы по модулю p, 
неприводим в конечном поле из p элементов. В этом случае вычислитель­
4ная сложность алгоритма составляет O(m + m3 lnm ln(max0�i�m γi ) + 
m3 ln(max0�i�m γi ) ln ln(max0�i�m γi ) арифметических операций. Здесь 
m – степень исходного многочлена, γi, 0 � i � m – его коэффициенты, а 
γ – максимум модулей всех чисел, сопряженных с γ. В том же случае, 
когда не удается выбрать простое число p так, чтобы минимальный мно­
гочлен ω был неприводим в конечном поле из p элементов, вычислитель­
4ная сложность алгоритма составляет O(m + m3 lnm ln(max0�i�m γi ) + 
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m3 ln(max0�i�m γi ) ln ln(max0�i�m γi )+m
d ln ln(max0�i�m γi )) арифмети­
ческих операций. Здесь d – количество неприводимых сомножителей, на 
которые раскладывается минимальный многочлен числа ω в Fp. Алго­
ритм, изложенный в статье, включает в себя стратегию выбора простого 
числа p для достижения меньшей вычислительной сложности. 
Ключевые слова: полиномиальные уравнения, алгебраические числа, 
группа Галуа.
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SOLUTION OF POLYNOMIAL EQUATIONS 
IN ARBITRARY ORDERS 
M. E. Zelenova 
Abstract
The article deals with an algorithm of solving polynomial equations in a 
ring D[x], where D is an arbitrary order of ﬁeld Q(ω) and ω is an algebraic 
integer. The algorithm develops Kurt Hensel’s idea published in 1904 which 
was named Hensel’s lifting lemma later. The algorithm described is based on 
the following theoretical results. Firstly, basis of order D expansion coeﬃcients 
of the equation roots are estimated, i. e. an estimate for the polynomial 
equation roots height in an algebraic number ﬁeld arbitrary order is derived. 
Secondly, an iterative formula for the corresponding polynomial congruence 
solution quadratic lifting modulo power of prime in the order is obtained. 
This formula does not contain any divisions. Thirdly, an eﬀective bound for 
prime power the congruence solution needs to be lifted to obtain the exact 
solution of the original equation is derived. 
Notice that a prime p which is used for lifting needs to satisfy certain 
conditions for the algorithm correct work. In particular, p should not derive 
the original polynomial and its derivative resultant norm and also p should not 
derive discriminant of an algebraic integer ω. Also the algorithm complexity 
is decreased if it is possible to choose prime p which in addition to two 
previous conditions has the following property: the minimal polynomial of 
ω which coeﬃcients are reduced modulo p is irreducible over ﬁnite ﬁeld Fp. 
4 γi )In this case the algorithm complexity is O(m + m3 lnm ln(max0�i�m + 
m3 ln(max0�i�m γi ) ln ln(max0�i�m γi ) arithmetic operations. Here m is the 
original polynomial degree, γi, 0 � i � m are its coeﬃcients and γ is the 
algebraic numbers conjugated to γ absolute values maximum. If it is impossible 
to choose prime number p such that minimal polynomial of ω is irreducible 
4over Fp then the algorithm complexity is O(m +m3 lnm ln(max0�i�m γi ) + 
m3 ln(max0�i�m γi ) ln ln(max0�i�m γi )+m
d ln ln(max0�i�m γi )) arithmetic 
operations. Here d is the minimal polynomial of ω irreducible factors over Fp
number. The algorithm includes strategy to select a prime p to achieve lower 
computational complexity. 
Keywords: polynomial equations, algebraic numbers, Galois group. 
Bibliography: 15 titles. 
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1. Введение 
Нахождение корней уравнений и систем в определенных кольцах или полях явля­
ется одной из классических задач алгебры и теории чисел. 
Один из подходов к решению данной задачи основан на классическом результате, а 
именно, лемме Гензеля о подъеме решения полиномиального сравнения (см. [1]). Идея 
алгоритмов, построенных с помощью данного подхода, состоит в том, что сначала с 
помощью подъема ищется решение данного уравнения или системы по модулю степени 
некоторого простого числа, а потом с помощью полученного результата ищется ответ 
к исходной задаче. 
Данная идея была использована, например, в статье [2] для факторизации мно­
гочленов с рациональными коэффициентами. Известен также алгоритм нахождения 
рациональных решений целочисленных линейных систем (см. [3]). 
Также модифицированный алгоритм подъема был использован автором в статье 
[4] для нахождения решений полиномиальных уравнений в полях алгебраических чи­
сел. Полученный в данной работе результат является обобщением алгоритма, описан­
ного автором в статье [4]. Первая статья не содержала в себе оценку простого числа 
p, по которому требовалось производить подъем. В данной работе такая оценка имеет 
место быть. 
Итак, пусть ω — целое алгебраическое число степени d, и 
d
µω(x) = 
�
cix
i ∈ Z[x],
i=0 
где cd = 1, — его минимальный многочлен. Обозначим через D произвольный по­
рядок поля K = Q(ω). Предлагаемый алгоритм позволяет по заданному многочлену 
f(x) ∈ D[x] найти все его корни, принадлежащие D, а также определяет случаи, когда 
исходное уравнение корней не имеет. 
2. Алгоритм 
Предположим, что 
m
if(x) = 
�
γix , γi ∈ D, γm =� 0 
i=0 
— многочлен без кратных корней. 
Положим R = γmD(f), где D(f)— дискриминант многочлена f(x), R ∈ D; N(R) ∈ 
Z — норма R. 
Обозначим через g(x)(p) ∈ Fp[x] многочлен, получающийся из g(x) заменой коэф­
фициентов ci их вычетами по модулю простого числа p. 
Каждый элемент β ∈ D представим в виде 
β = b1ω1 + · · · + bdωd,
где bi ∈ Z. Здесь Ω = {ω1, . . . , ωd} — базис D. Будем использовать обозначение 
�β� = max |bi|.
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Также обозначим через Dω дискриминант числа ω, а через Dspl — дискриминант 
поля разложения многочлена µω(x). 
Для произвольного алгебраического числа γ положим 
|γ(k)|,γ = max 
1�k�d
где γ(k) – числа, сопряженные с γ. 
Через pi будем обозначать i–ое простое число, через #M — количество элементов 
в множестве M, а через Mi — i–ый элемент множества M. 
Алгоритм.
Дано: ω — целое алгебраическое число степени d; 
D – порядок в поле Q(ω); 
µω(x) = 
�d i ∈ Z[x], cd = 1, – минимальный многочлен ω;i=0 cix�m if(x) = i=0 γix , γi ∈ D – многочлен без кратных корней. 
Найти: множество решений уравнения f(x) = 0 в D или дать ответ, что решений нет. 
1. Положить S′ = ∅. [на выходе алгоритма множество S′ будет состоять из 
решений исходного уравнения] 
2. Вычислить R = γmD(f), N(R) и R′ ∈ D, такое, что N(R) = R · R′ . [см. лемму 
1] 
3. Вычислить A(x), B(x) ∈ D[x], такие, что 
R = A(x)f(x) +B(x)f ′ (x).
[см. лемму 2] 
4. Вычислить Dω, Dspl. 
5. Положить W = [(4 log |Dspl|+ 2, 5d + 5)2]. 
6. Для каждого i, удовлетворяющего pi � W , выполнять следующие действия: 
6.1. Положить M = ∅ и K = 0. 
6.2. Проверить, выполняются ли условия 
(pi, N(R)) = 1 и (pi,Dω) = 1.
Если нет, то перейти на начало шага 6. 
6.3. Разложить многочлен µω(x)(pi) на неприводимые множители в поле Fpi : 
µω(x)(pi) = µi,1(x) · . . . · µi,ri(x).
Если ri = 1, то положить M = {µi,1(ω)}, K = 1, P = pi и перейти на шаг 
8. 
6.4. Если M = ∅ или #M > ri, то положить 
M = {µi,1(ω), . . . , µi,ri(ω)},K = ri, P = pi.
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7. Если M = ∅, то найти простое число p > pW , такое, что
(p,N(R)) = 1 и (p,Dω) = 1,
найти разложение многочлена µω(x)(p) на неприводимые множители
µω(x)(p) = µ1(x) · . . . · µr(x)
и положить M = {µ1(ω), . . . , µr(ω)}, K = r, P = p.
8. Для каждого i = 1, . . . ,K решить сравнение f(x) ≡ 0 (mod pi), где pi = (P,Mi). 
[см. замечание 1] 
Если оно неразрешимо, то уравнение f(x) = 0 неразрешимо в D.
Если оно разрешимо, то обозначим через Si множество решений сравнения, а
через si — их количество.
Выберем ровно по одному элементу ai ∈ Si. Обозначим через Tk систему срав­
нений x ≡ ak (mod pk), 1 � k � K. 
9. ЕслиK > 1, то с помощью китайской теоремы об остатках получить все решения 
сравнения f(x) ≡ 0 (mod p), решив системы Tk, где 1 � k � K. [см. [5], гл. II 
§2] 
10. Обозначим через S множество всех элементов из D, таких, что для каждого 
δ ∈ S
f(δ) ≡ 0 (mod p).
[при K = 1 такие элементы были получены на шаге 8, а при K > 1 — на шаге 
9] 
� 
pВыбрать δ так, чтобы выполнялось �δ� 2 . 
11. Положить V = 1 + ⌊log2(logp(2CU))⌋, где 
C = d · max ωj′ ,
1�j�d
d−1U = max γj · γm + 1.
0�j<m
Здесь ωj
′ — элементы базиса, взаимного к Ω.
12. Найти решение N0 сравнения 
N(R) · x ≡ 1 (mod p), x ∈ Z,
� 
pдля которого выполняется условие |N0| 2 . 
13. Для каждого k = 1, . . . , V вычислить Nk ∈ Z, такие, что 
Nk ≡ 2Nk−1 −N(R)N2 (mod p2k ),k−1 
2k p|Nk| � .
2 
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14. Для каждого δ ∈ S выполнять следующие действия: 
14.1. Положить δ0 = δ. 
14.2. Для каждого k = 1, . . . , V вычислить 
δk ≡ δk−1 − f(δk−1)B(δk−1)R′ Nk (mod p2k ),
2k p
δk ∈ D, �δk� � .
2 
14.3. Проверить, удовлетворяет ли число δV равенству
f(δV ) = 0.
Если равенство выполняется, то 
S′ = S′ ∪ {δV }.
15. Если S′ = ∅, то дать ответ, что уравнение f(x) = 0 неразрешимо в D. 
Замечание 1. Для того, чтобы решить сравнение f(x) ≡ 0 (mod p), где p = 
(p, µ(ω)), достаточно решить уравнение f(x) = 0 в поле Fpdegµ(x) . Алгоритмы на­
хождения корней многочленов в конечных полях можно найти в книге [6], гл. 3. 
3. Обоснование шагов 5–7 
Более подробно с теорией, изложенной в данном параграфе, можно ознакомиться 
в книгах [7] и [8]; определение символа Артина и формулировка теоремы 1 в более 
общем виде содержится в работе [9]. 
Теорема 1. Предположим, что справедлива расширенная гипотеза Римана. 
Пусть L ⊃ Q — нормальное расширение степени n с дискриминантом D. Тогда для 
произвольного элемента σ ∈ Gal(L/Q) существует простое число p, p ∤ Δ, удовле­�
L/Q
�
творяющее условиям = σ и p � (4 log |D|+ 2, 5n + 5)2 . p
Доказательство. См. [9], §8.8. ✷
Следствие 1. Предположим, что справедлива расширенная гипотеза Римана. 
Если группа Галуа многочлена µω(x) содержит цикл длины d = deg µω(x), то 
найдется простое число p, удовлетворяющее условиям: 
1. p ∤ Dspl. 
2. Многочлен µω(x)(p) неприводим в Fp. 
3. p � (4 log |Dspl|+ 2, 5d + 5)2 . 
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Через El(B) будем обозначать следующее множество: 
lEl(B) = {g(x) = glx + . . .+ g1x+ g0 ∈ Z[x] | gl = 1, max(|g0|, . . . , |gl|) � B,
Gal(g/F ) � Sl}.= 
Теорема 2. Справедлива оценка 
El(B) = O(Bl− 2
1 
logB).
Доказательство. См. [10]. ✷
Замечание 2. Заметим, что доля унитарных многочленов с целыми коэффици­
ентами степени l, группа Галуа которых меньше, чем Sl, а коэффициенты ограниче­�
logBны B, составляет O √ 
�
, а эта величина стремится к нулю при B →∞. Таким 
B
образом, можно ожидать, что большое количество многочленов, возникающих в 
качестве µω(x), имеет группу Галуа Sd, откуда следует, что σd ∈ Gal(µω/Q), и то­
гда при условии справедливости расширенной гипотезы Римана верны утверждения 
следствия 1. Тогда в алгоритме появляется возможность сократить количество 
вычислений, перепрыгнув с шага 6 сразу на шаг 8, а потом на шаг 10. 
4. Обоснование подъема решений 
Лемма 1. Существует R′ ∈ D такое, что N(R) = R · R′ . 
Доказательство. См. [11], гл. 2 §2. ✷
Лемма 2. Существуют A(x), B(x) ∈ D[x] такие, что R = A(x)f(x)+B(x)f ′ (x). 
При этом многочлены A(x) и B(x) можно выписать в явном виде. 
Доказательство. См. [12], гл. 5 §34. ✷
Лемма 3. При любом k � 0 для чисел Nk, определенных на шагах 12 и 13 
алгоритма, выполняется сравнение 
2k N(R) · Nk ≡ 1 (mod p ).
Доказательство. Проведем доказательство индукцией по k. При k = 0 теорема 
верна по построению N0. Пусть теперь k � 1, и сравнение выполнено для всех Ni при 
i < k. 
Согласно предположению индукции, 
2k−1 N(R) · Nk−1 − 1 ≡ 0 (mod p ).
Следовательно, 
(N(R) · Nk−1 − 1)2 = N(R) · (N(R) · Nk2 −1 − 2Nk−1) + 1 ≡ 
2k ≡ −N(R) · Nk + 1 ≡ 0 (mod p ).
✷
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Теорема 3. При любом k � 0 для чисел δk, определенных на шагах 14.1 и 14.2 
алгоритма, выполняется следующее сравнение: 
2k f(δk) ≡ 0 (mod p ) 
Доказательство. Проведем доказательство индукцией по k. При k = 0 теорема 
верна по построению δ0. Пусть теперь k � 1, и сравнение выполнено для всех δi при 
i < k. 
Пусть A(x), B(x) ∈ D[x] – многочлены, построенные на шаге 3 алгоритма. 
2k−1 Согласно предположению индукции, f(δk−1) ≡ 0 (mod p ). 
2k Выполняется следующая цепочка сравнений по модулю p : �
f(δk−1)B(δk−1)R′ 
�
f(δk) ≡ f(δk−1 − f(δk−1)B(δk−1)R′ Nk) ≡ f δk−1 − ≡ 
N(R) 
f(δk−1)B(δk−1)R′ f(δk−1)R′ ≡ f(δk−1)− f ′ (δk−1) = (R − f ′ (δk−1)B(δk−1)) = 
N(R) N(R) 
(f(δk−1))2R′ 2k = A(δk−1) ≡ 0 (mod p ),
N(R) 
2k−1 так как по предположению индукции (f(δk−1))2 ≡ 0 (mod (p )2 = p2k ). ✷
5. Оценка коэффициентов решения уравнения 
Пусть α ∈ D – корень уравнения f(x) = 0. Число α имеет вид α = �id=1 aiωi, где 
ai ∈ Z. В данном параграфе найдем оценку �α� через известные величины. 
max0�i<m |γi|Лемма 4. Имеет место равенство |α| � +1, где γi – коэффициенты |γm|
многочлена f(x). 
Доказательство. См. [13], гл. 9 §39. ✷
Теорема 4. Имеет место неравенство 
�α� � CU,
где 
d−1C = d · max ωj′ , U = max γj · γm + 1.
1�j�d 0�j<m
Доказательство. Обозначим через Ω ′ = {ω1′ , . . . , ω′ } базис, взаимный к Ω. Тогда d
d
ai = Tr(αωi
′ ) = 
�
α(j)(ωi
′ )(j).
j=1 
Следовательно, 
d
|ai| � max |α(j)|
�
|(ωi′ )(j)| � α · d · max |(ωi′ )(j)| = α · d · ω′ � α · d · max ωj′ .i
1�j�d 1�j�d 1�j�d
j=1 
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Здесь (ωi
′ )(j), 1 � i, j � d – числа, сопряженные с ωi
′ , а α(j), 1 � j � d – чис­
(j) (j)mла, сопряженные к α. Они являются корнями уравнений γm x + · · · + γ0 = 0, где 
(j) (j)
γm , . . . , γ0 сопряжены с γm, . . . , γ0 соответственно. 
(j) (j) (j)
Так как γm – m � 0, то N
�
γm
�
∈ Z\{0}. Следо­целое алгебраическое число и γ = 
вательно, 
γ(2) d−11 � |N(γ(j))| = |γm . . . γ(d)| � |γ(j)| γm .m m m m
(j) 1−dТаким образом, |γm | � γm . 
По лемме 4, 
(j)
max0�i<m |γ | max0�i<m γii d−1|α(j)| � + 1 � + 1 � max γi · γm + 1.(j) 1−d 0�i<m|γm | γm
Следовательно, 
d−1 ω′ |ai| � ( max γj · γm + 1) · d · max � CU.j
0�j<m 1�j�d
✷
6. Обоснование корректности работы алгоритма 
Теорема 5. Алгоритм находит все решения уравнения f(x) = 0 в D и возвра­
щает пустое множество, если данное уравнение неразрешимо. 
Если α ∈ D – корень многочлена f(x), то на шаге 6 найдется такое число δ0, что 
� 
pf(δ0) ≡ 0 (mod p), δ0 ≡ α (mod p) и �δ0� . Поскольку 2
2k 2k−1 δk ≡ δk−1 − f(δk−1)B(δk−1)R′ Nk (mod p ) и f(δk−1) ≡ 0 (mod p ) 
при любом k � 1, то δV ≡ δ0 ≡ α (mod p).
По теореме 3, 
2V f(α)− f(δV ) = −f(δV ) ≡ 0 (mod p ).
Левую часть сравнения можно представить в виде 
m
f(α)− f(δV ) = (α− δV )
�
γi(α
i−1 + αi−2δV + · · · + (δV )i−1).
i=1 
Таким образом, выполняется сравнение 
m
2V (α− δV )
�
γi(α
i−1 + αi−2δV + · · · + (δV )i−1) ≡ 0 (mod p ). (1) 
i=1 
Разложим (p) в произведение простых идеалов: 
(p) = P1 . . .Pr.
��
�
126 М. Е. ЗЕЛЕНОВА 
Заметим также, что все Pi различны, поскольку p ∤ Dω. 
Из формулы (1) следует, что 
m
i=1 
где 1 � i � r. 
Так как δV ≡ α (mod p), то верно, что δV ≡ α (mod Pi), 1 � i � r, и, таким 
образом, 
m
γi(α
i−1 + αi−2δV + · · · + (δV )i−1) ≡ 0 (mod Pi2V (α− δV ) ), (2)
γi(α
i−1 + αi−2δV + · · · + (δV )i−1) ≡ f ′ (δV ) (mod Pi).
i=1 
По лемме 2, B(δV )f ′ (δV ) ≡ R (mod p), и, следовательно, 
B(δV )f
′ (δV ) ≡ R (mod Pi), 1 � i � r. (3) 
Докажем от противного, что R �≡ 0 (mod Pi), 1 � i � r. Предположим, что это не 
так, и R ∈ Pi. Но тогда и 
N(R) ∈ Pi. (4) 
Однако N(R) — целое число, откуда и из условия (4) следует, что p | N(R). Но это 
противоречит выбору p. Таким образом, доказано, что R �≡ 0 (mod Pi), 1 � i � r. 
Теперь из выражения (3) следует, что f ′ (δV ) �≡ 0 (mod Pi), 1 � i � r. 
Итак, Pi – простой идеал в D. При этом 
m
�
i=1 
и 
m
γi(α
i−1 + αi−2δV + · · · + (δV )i−1) ≡ 0 (mod Pi2V (α− δV ) )
γi(α
i−1 + αi−2δV + · · · + (δV )i−1) �≡ 0 (mod Pi).
i=1 
2V Следовательно, α ≡ δV (mod Pi ) для любого индекса 1 � i � r, и, таким обра­
2V зом, α ≡ δV (mod p ). 
Оценим модуль коэффициентов разности α и δV : 
2V p 2V �α− δV � � �α�+ �δV � � CU + < p , так как V > log2(logp(2CU)).2 
2V Но каждый коэффициент α− δV – целое число, делящееся на p . Следовательно, все
коэффициенты равны нулю и δV = α.
Таким образом, доказано, что каждый корень многочлена f(x), лежащий в кольце D,
содержится среди чисел, найденных на шаге 14.2 алгоритма. ✷
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7. Оценка сложности работы алгоритма 
Предположим, что целое алгебраическое число ω и порядок Dфиксированы. Тогда 
можно считать, что сложность вычислений, связанных с подсчетом Dω, Dspl, φR(x), R, 
R′ и разложением µω(x) на множители в конечном поле, является константой. Также 
в таком случае можно считать, что сложность арифметических операций в данном 
порядке поля алгебраических чисел составляет O(1). 
Будем вычислять сложность описанного алгоритма в зависимости от параметров 
многочлена f(x) = 
�m
i=0 γix
i, а именно, его степени и коэффициентов. 
Теорема 6. Существует хотя бы одно простое число p > 2, удовлетворяющее 
условию 
1d(2m− 1)(lnm+ ln(2m− 1) + ln(max0�i�m γi )) 
p < 2 ,
A
Для которого верно, что (p,N(R)) = 1. Здесь A — константа, удовлетворяющая 
условию �
q > eAp, (5) 
q<p
где произведение берется по всем простым числам q, меньшим p (см. [14, §22.2]). 
Доказательство. Выполняется следующее равенство: 
R(2) R(d)N(R) = R · · . . . · , (6) 
где R(i), 2 � i � d — числа, сопряженные с R. 
Заметим, что R можно записать в виде 
m(m−1) 
R = (−1) 2 R(f, f ′ ), (7) 
где R(f, f ′ )— это определитель матрицы размера (2m−1)×(2m−1), элементы которой 
ограничены числом m · max0�i�m |γi|.
Таким образом, по неравенству Адамара (см. [15, гл. 8 §7] ) и формуле (7), полу­
чаем неравенство 
|R| = |(R(f, f ′ ))| � (m · max |γi|)2m−1(2m− 1)m−
1
2 . (8) 
0�i�m
Аналогично можно показать, что верны соотношения 
(j)|R(j)| � (m · max |γ |)2m−1(2m− 1)m− 1 2 � j � d, (9) i0�i�m
(j)
где γ — числа, сопряженные с γi. Теперь из формул (6), (8) и (9) следует, что 
2
) (2m−1)d|N(R)| � (m2(2m− 1))d(m− 1 max γi . (10) 
0�i�m
Предположим теперь, что p — наименьшее простое число, удовлетворяющее условию 
p ∤ N(R). Тогда для него должно выполняться неравенство 
�
q � N(R). Применим q<p
2 ,
i
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к вышеуказанному соотношению формулы (10) и (5). Получим следующую цепочку 
неравенств: 
) (2m−1)dAp �e < q � N(R) � (m2(2m− 1))d(m− 12 max γi ,
0�i�m
q<p
откуда следует, что 
1d(2m− 1)(lnm+ ln(2m− 1) + ln(max0�i�m γi )) 
p < 2 .
A
✷
Теорема 7. Наихудшая сложность алгоритма в зависимости от параметров 
многочлена f(x) составляет 
4O(m + m3 lnm ln( max γi ) +m3 ln( max γi ) ln ln( max γi )+ 
0�i�m 0�i�m 0�i�m
+md ln ln( max γi )) 
0�i�m
арифметических операций. 
Доказательство. Сложность шага 2 алгоритма равна количеству операций, тре­
буемых для вычисления определителя матрицы размера (2m−1)×(2m−1) и поэтому 
равна 
O(m3). (11) 
Для шага 3 требуется вычислить m и m−1 определителей такого же вида, откуда 
сложность шага 3 получается равной 
O(m4). (12) 
На шаге 6 требуется для каждого pi < W , где W — граница, зависящая только 
от исходного порядка, раскладывать на множители многочлены степени d. Следова­
тельно, временная сложность шага 6 не зависит от многочлена f(x). 
На шаге 7 нужно, во-первых, найти такое простое число p > W , что p ∤ N(R) и 
p ∤ Dω. На это требуется 
O(π(p)− π(W )) 
операций. Из теоремы 6 и оценок Чебышева следует, что на поиск числа p нужно не 
больше, чем 
1� C3 � d(2m− 1)(lnm+ ln(2m− 1) + ln(max0�i�m γi )) 2O , C3 = (13) 
lnC3 A
арифметических выражений. Выражение (13) можно преобразовать с учетом того, 
что, по предположению, порядок D фиксирован. Получим следующее: �
C3 
� �
m lnm+ m ln(maxo�i�m γi )
�
O = O . (14) 
lnC3 lnm+ ln ln(maxo�i�m γi ) 
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Во-вторых, на шаге 7 требуется разложить на неприводимые множители в конеч­
ном поле Fp многочлен µω(x)(p), причем deg(µω(x)(p)) = d. Здесь p — простое число, 
удовлетворяющее неравенству p < C3. Если пользоваться алгоритмом Берлекэмпа, 
для этого требуется не более, чем 
O(d3 + d2 p) 
арифметических операций. Из теоремы 6 теперь можно получить, что на вторую часть 
шага 7 нужно не более 
O(m lnm+ m ln( max 
o�i�m
γi )) (15) 
операций. 
На шаге 8 требуется K раз (K � d) решить уравнение f(x) = 0 в полях вида Fpl, 
где l � d. На выполнение вышеуказаннх действий требуется 
2O(m p ln p), p < C3 
арифметических операций (см. [6, гл. 3 §3]). С учетом формулы (13) можно заключить, 
что сложность шага 12 составляет 
O(m3(lnm)2 + m3 lnm ln( max γi ) +m3 ln( max γi ) ln ln( max γi )). (16) 
0�i�m o�i�m o�i�m
Поскольку по условию минимальный многочлен µω(x) фиксирован, то и на на­
хождение каждого решения системы Tk по китайской теореме об остатках на шаге 9 
потребуется фиксированное время. Поскольку количество решений каждого уравне­
ния на шаге 8 не превосходит m, то всего таких систем требуется решить не более чем 
mK , где K — количество неприводимых сомножителей при разложении многочлена 
µω(x)(p) на множители в Fp, K � d. Соответственно, в наихудшем случае сложность 
шага 9 составляет 
O(md) (17) 
арифметических операций. 
Для оценки числа V , выбираемого на шаге 11, заметим, что из того, что p > 2, 
следует, что 
V � 1 + ⌊log2 log3(2CU)⌋. (18) 
Для выполнения шага 12 требуется применить обобщенный алгоритм Евклида для 
чисел N(R) и p. Таким образом, сложность шага 12 составляет 
O(ln p) = O(lnm+ ln ln( max γi ) (19) 
0�i�m
арифметических операций. 
Шаги 13 и 14 выполняются за O(V md) операций. Из формулы (18) получаем, что 
O(V md) = O(md ln ln( max γi )) (20) 
0�i�m
операций. 
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γi ) +m
3 ln( max 
0�i�m
γi ) ln ln( max 
0�i�m
γi )+ 
d ln ln( max γi )) 
Объединим выражения (11), (12), (14), (15), (16), (17), (19), (20). Получим, что 
суммарная сложность всего алгоритма составляет 
4O(m + m3 lnm ln( max 
0�i�m
+m
0�i�m
арифметических операций. ✷
8. Заключение 
Заметим, что если алгоритм попал в случай, описанный в замечании 2, то для 
решения сравнения f(x) ≡ 0 (mod p) вD достаточно будет решить уравнение f(x) = 0 
в поле F d . В таком случае сложность алгоритма будет составлять p
4O(m + m3 lnm ln( max γi ) +m3 ln( max γi ) ln ln( max γi )
0�i�m 0�i�m 0�i�m
арифметических операций. 
Таким образом, описанный алгоритм имеет полиномиальную сложность и может 
представлять практическую значимость. 
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