Abstract. We prove the monotonicity and the uniqueness of the Fisher metric as information metric on parametrized measure models associated with separable metrizable topological spaces provided with Borel measures. Our results extend the Chentsov monotonicity characterization of the Fisher metric on statistical models associated with finite sample spaces and complement the uniqueness theorem due to Ay-Jost-Lê-Schwachhöfer that characterizes the Fisher metric by its invariance under sufficient statistics.
Intuitively, information metric should reflect the amount of non-negative information of a statistical model, moreover
• it should measure "information loss" associated with a data processing and this information loss is a non-negative quantity [8, Axiom A]; • it must be invariant under sufficient statistics, that is, mappings between sample spaces that preserve all information about the parameter x.
In statistical decision theory, a data processing is a statistical decision rule, which can be deterministic or randomized. A deterministic decision rule is a measurable map, which is also called a statistic. An indeterministic decision rule is a Markov transition distribution [9] . Recently, Ay-Jost-Lê-Schwachhöfer showed that a transformation between statistical models which is associated with a Markov transition distribution is a composition of the inverse of a transformation, which is associated with a sufficient statistic, and a transformation which is associated with a statistic [4, Theorem 4.10] . Hence, assuming the condition of invariance under sufficient statistics, the "information loss" condition is reduced to the case where data processing is associated with a statistic.
Using the concept of a continuous local statistical covariant tensor field on statistical models [4, Definition 2.7] , see also Definition 2.5 below, we arrive at the following
Ansatz. An information metric on statistical models, or more generally, on parametrized measure models (M, Ω, µ, p) (Definition 2.1) is a continuous local statistical non-negative definite quadratic form F (M,Ω,µ,p) that satisfies the following two conditions:
(1) the "information loss" F (M,Ω,µ,p) −F (M,Ω 1 ,κ * (µ),κ * (p)) is a non-negative definite quadratic form for any statistic κ : Ω → Ω 1 ; (2) the "information loss" F (M,Ω,µ,p) − F (M,Ω 1 ,κ * (µ),κ * (p)) is zero (quadratic form) if κ is sufficient with respect to the parameter x ∈ M .
In 1972 Chentsov proved that on statistical models (M, Ω, µ, p) associated with finite sample spaces Ω the Fisher metric g F (Example 2.6) is a unique metric, up to a multiple constant, that satisfies (1); and the Fisher metric is also a unique metric, up to a multiple constant, that satisfies (2) [9] . In 2012 Ay-Jost-Lê-Schwachhöfer proved that the Fisher metric is a unique metric, up to a multiple constant, on statistical models that satisfies (2) [4, Theorem 2.9] . Moreover, the Fisher metric satisfies (1) if Ω, Ω 1 are smooth manifolds and µ is dominated by a Lebesgue measure [4, Theorem 3.11] .
In our note we extend the aforementioned results as follows. We derive Theorem 1.1 from a generalized Fisher's inequality (Proposition 3.2).
The uniqueness of the Fisher metric is stated in Theorem 1.2 under the strong continuity assumption, the notion we introduce in Definition 4.4. Note that all continuous quadratic forms on statistical models associated with finite sample spaces Ω are induced from strongly continuous quadratic forms on M(Ω) (Example 4.5), so Theorem 1.2 truly generalizes the Chentsov uniqueness theorem that characterizes the Fisher metric by its monotonicity. Since there are many measure classes which are invariant under statistics, see e.g. [7, Chapter 9] for discussion, we conjecture that without the strong continuity assumption there exists a local statistical continuous metric that satisfies (2) but does not satisfy (1) .
The remainder of our note is organized as follows. In section 2 we recall the notion of a k-integrable parametrized measure model and the notion of a local statistical continuous covariant tensor field. In section 3 we prove Theorem 1.1. In section 4 we assume that Ω is a separable metric topological space provided with Borel σ-algebra. We introduce a topology on the space L n n (Ω) := ∪ µ∈M(Ω) ⊕ n L n (Ω, µ), which has good properties (Proposition 4.3). Using this topology we introduce the notion of strongly continuous covariant n-tensors on M(Ω) (Definition 4.4). The study of strongly continuous covariant tensors on M(Ω) leads us to a discovery of a large class of k-integrable regular parametrized measure models (Definition 4.10, Examples 4.13), which enjoy nice properties (Theorem 4.11). Finally in section 5 we prove Theorem 1.2.
2. k-integrable parametrized measure models and local statistical continuous tensor fields Let (Ω, Σ) be a measurable space. We consider the subset M(Ω) of all finite non-negative measures on Ω. For µ 0 ∈ M(Ω) denote by (1) the function x → lnp(x, ω) := ln dp(x) dµ (ω) : M → R is defined and continuously Gâteaux-differentiable for µ-almost all ω ∈ Ω, (2) for all 1 ≤ p ≤ k and for all continuous vector field
We call M the parameter space of (M, Ω, µ, p).
In Definition 2.1 the continuous Gâteaux-differentiability of lnp(x, ω) in x ∈ M means the continuity of the Gateaux-differential D lnp(x, ω) as a function on T M [10, chapter I.3].
Remark 2.2. In Definition 2.1 we represent a tangent vector
. This representation is independent of the choice of a reference measure in M + (Ω, µ), it depends only on the map p : M → M(Ω, µ). n L n (Ω, µ) → R that is continuous w.r.t. the product topology on n L n (Ω, µ). 
Example 2.6. The Fisher quadratic form
and the Amari-Chentsov 3-symmetric tensor
are local statistical continuous covariant tensor fields.
The monotonicity of the Fisher metric
In this section we consider topological spaces Ω provided with Borel σ-algebra. We prove a generalized Fisher inequality (Proposition 3.2), and using it we prove Theorem 1.1.
Recall that a statistic κ : Ω 1 → Ω 2 induces the linear operator κ * :
Remark 3.1. The operator κ * is well defined, since by the Radon-Nikodym theorem, f ∈ L 1 (Ω 1 , µ) if and only if f · µ is a measure dominated by µ, i.e. the null set of µ is also a null set of f · µ. Now assume that Z ⊂ Ω 2 is a null set of κ * (µ). Then κ −1 (Z) is also a null set of µ and hence of f · µ. It follows that Z is a null set of κ * (f · µ), and by the Radon-Nykodym theorem
Some time we will write κ
The linear map κ * contracts norm:
By the Hölder inequality
Since lim n→∞ f n (y) = κ * (f )(y) we have
It follows that
which implies immediately Proposition 3.2.
Proof of Theorem 1.1. By Remark 2.2 the geometry of a parametrized measure model (M, Ω 1 , µ 1 , p 1 ) does not depend on the choice of a reference measure µ 1 . Thus, to prove Theorem 1.1, we can assume that p 1 (x) = µ 1 and hencep 1 
. This implies immediately Theorem 1.1.
Remark 3.3. 1. It is not hard to see that if Ω 1 , Ω 2 are metric topological spaces, κ and f are continuous, then the inequality in Proposition 3.2 holds if and only if f (ω) = κ * (f )(κ(ω)) for all ω. We conjecture that this assertion is also true µ-a.e., if Ω 1 and Ω 2 are subsets of Hilbert vector spaces, κ is measurable and f ∈ L p (Ω, µ).
2. Proposition 3.2 implies that the absolute valueT AC of the AmariChentsov tensor defined byT AC (V ) := |A T C (V, V, V )| for V ∈ T M also satisfies our Ansatz on statistical fields which measure "information loss".
Mixed topology and strongly continuous covariant tensor fields
In this section we assume that Ω is a separable metric topological space provided with Borel σ-algebra. We introduce a mixed topology on the spaces
, which has good properties (Proposition 4.3, Lemmas 4.9, 4.12). Using the mixed topology, we introduce the notion of strongly continuous covariant n-tensor fields on M(Ω) (Definition 4.4), whose examples are the Fisher quadratic form (Corollary 4.8) and all continuous tensor fields on
where Ω n is a finite sample space consisting of n elementary events. Then we introduce a large class of n-integrable regular parametrized measure models (Definition 4.10, Example 4.13) and prove Theorem 4.11 stating that any strongly continuous covariant n-tensor field on M(Ω) defines a local statistical continuous covariant n-tensor on n-integrable regular parametrized measure models (Theorem 4.11).
4.1.
Mixed topology on L n n (Ω). It is known that M(Ω) possesses many different important topologies, e.g. the total variation topology, the strong topology and the weak topology. In this note as well as in [4] we consider the total variation topology on M(Ω) and require that for any k-integrable parametrized measure model (M, Ω, µ, p) the natural embedding p : M → M(Ω, µ) → M(Ω) is continuous with respect to the total variation topology on M(Ω). Now we recall the notion of weak topology on M(Ω), which plays prominent role in measure theory and especially in probability theory [7] , [6] . Denote by C b (Ω) the space of all bounded continuous real functions on Ω. It is known that the weak topology on M(Ω) is generated by fundamental neighborhoods of µ, µ ∈ M(Ω), defined as follows [7, Definition 8 
where
, then it is not hard to see that there exists a number ε 0 depending on Since Ω is a separable metric topological space, for each µ ∈ M(Ω) the subspace C b (Ω) is dense in L n (Ω, µ) with respect to the L n (Ω, µ)-topology [1] , [11] , [7] .
Let us denote by L n n (Ω) the fibration over M(Ω) whose fiber over µ ∈ M(Ω) is the space ⊕ n L n (Ω, µ). Note that the product topology on ⊕ n L n (Ω, µ) is generated by the product norm defined as follows. For
Denote by π the projection L n n (Ω) → M(Ω). We are going to define a topology on L n n (Ω) by specifying its base. For an n-tuple of functions
in the weak topology and ε > 0 we set 
is an open subset of π −1 (µ) in L n (Ω, µ)-topology, since it is the intersection of two open balls B( f 1 , ε 1 , µ) and B( f 2 , ε 2 , µ). Using(4.4), we can assume w.l.o.g.
and moreover δ 1 ≤ min{1, ε 1 , ε 2 }. Next we choose a positive number δ 2 ≤ δ 1 such that (4.6) || f − f 1 || l n n (µ) < ε 1 − δ 2 and || f − f 2 || l n n (µ) < ε 2 − δ 2 . Then we choose [ f 3 , µ] ∈ I ∩ π −1 (µ) with the following properties
We obtain from (4.6) and (4.7)
We write f 3 = (f 1 3 , · · · , f n 3 ). Note that |f i 3 −f i 1 | n and |f i 3 −f i 2 | n are continuous bounded functions on Ω for all i ∈ [1, n]. Now we set (4.9)
δ 2 ) n (µ). Since δ 2 ≤ δ 1 we obtain from (4.9) and (4.5)
Clearly, (4.7) implies that [ f , µ] ∈ O( f 3 , U 3 , 
. To prove (4.10) we need to show that [ h, µ ′ ] ∈ I, or equivalently
Since µ ′ ∈ U 3 ⊂ U i for i = 1, 2, (4.11) is equivalent to
Since µ ′ ∈ U 3 , we derive from (4.8) and (4.9) (4.14)
In the same way we obtain
Clearly, (4.13), (4.14), and Example 4.5. Let Ω n be a finite sample space of n elementary events. Then, for all k ≥ 1, L k (Ω n ) is homeomorphic to C b (Ω n ) and homeomorphic to R n provided with the usual (vector space) topology. Furthermore, the weak topology on M(Ω n ) = R n + coincides with the usual topology on R n + ⊂ R n . Thus, the space L k k (Ω n ) is homeomorphic to the direct product R n + × (R n ) k . A covariant k-tensor fieldF on M(Ω n ) = R n + is a section of the fibration R n + × (⊗ k R n ) * → R n + , which is strongly continuous if and only if F descends to a continuous function on R n + × (R n ) k , if and only ifF is a continuous k-tensor field on R n + ⊂ R n . 
Then T g,c is a strongly continuous covariant n-tensor field on M(Ω).
is a continuous function, hence c(µ) is a continuous function on L n n (Ω). Thus to prove Proposition 4.6 it suffices to assume that c(µ) = 1, i.e. it suffices to show that T g,1 descends to a continuous function on L n n (Ω) provided with the mixed topology. Equivalently, we need to show that the set
is an open set in the mixed topology for any −∞ < a < b < ∞.
Proof. Write f − h = a = (a 1 , · · · , a n ). Since n i=1 ||a i || L n (Ω,µ) ≤ 1, applying the Hölder inequality, we have
that proves Lemma 4.7.
We define a function G : L n n (Ω) → R by setting
. Then we define a neighbourhood U 1 containing µ as follows
Then for µ ′ ∈ U 1 we have
. By Lemma 4.7 and (4.18), we have
). This completes the proof of Proposition 4.6.
Corollary 4.8. The Fisher quadratic form fieldF on M(Ω) defined bỹ
are strongly continuous. In general, a (pointwise continuous) covariant 2-field τ on M(Ω) has the following form
(Ω) (see definitions just below), then τ is strongly continuous.
4.3. k-integrable regular parametrized measure models. Let us consider the fibration L n 1 (Ω) :
(Ω) which we also call mixed topology. It is easy to see that the mixed topology on L n n (Ω) is the restriction of the product topology L n 1 (Ω) × n times L n 1 (Ω) to the diagonal (µ, · · · n times , µ) of the base M(Ω) × n times M(Ω). 
Proof. It suffices to show that for each open set
, there exists a number a > 0 such that
. It is not hard to see that there is a positive number ε 1 depending on µ and
Let b be a positive number such that (1 + b)
. We derive from (4.21), (4.22) and (4.24) for any µ ′ ∈ U 1 (4.25)
. By the choice of
Using the Hölder inequality we obtain
It follows from (4.26) and (4.24) (4.27)
Combining (4.27) with (4.25), we obtain immediately (1) the function x → lnp(x, ω) := ln dp(x) dµ (ω) : M → R is defined and continuously Gâteaux-differentiable for µ-almost all ω ∈ Ω, (2) for all x ∈ M and V ∈ T x M we have
Then for a vector field V (x) : R → R we have [4] 
We have shown that this parametrized measure model is (
). Hence our (k − 1)-integrable parametrized model is regular. 4. The both-sided Laplace model p(x, θ) = e −|x−θ| is a 2-integrable parametrized measure model, which is not regular.
The uniqueness of the Fisher metric
Denote by δ ω the Dirac measure concentrated at ω ∈ Ω. (Ω) in the mixed topology. Observe that the space L 2 (Ω, µ n ) is canonical isomorphic to the space L 2 (Ω n , µ 0 n ), where Ω n is a finite set of n elements and µ 0 n is a positive measure. By the Chentsov monotonicity theorem [9] (see Corollary 4.11 in [4] and its proof for a short explanation) any continuous quadratic form field on P(Ω n ) := {µ ∈ M(Ω n ) : ||µ|| = 1} that is monotone under statistics, is the Fisher metric up to a constant. Taking into account the continuity of F , this completes the proof of Theorem 1.2.
