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It has long been known that an analogue of Jensen’s inequality holds
for positive unital linear maps on matrix algebras provided that in-
stead of ordinary convex functions one restricts to matrix convex
functions. We show that this restriction is not necessary in the case
of 2 × 2 matrices. A noncommutative analogue of the variance is
studied, and a basic inequality, with several applications, is estab-
lished.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
LetM(n) be the C∗-algebra of all n× n complex matrices and let :M(n) →M(k) be a positive
unital linear map [1]. A fundamental inequality of Kadison [2] says that for every Hermitian matrix A
(A)2 (A2). (1)
This is a noncommutative analogue of the classical inequality
E(X)2 E(X2), (2)
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where X is a random variable (a real-valued measurable function) on a probability space (,F, P)
with finite expectation EX := ∫ XdP. In classical analysis the inequality (2) is subsumed in the much
more general Jensen’s inequality. If the range of X is contained in the interval (a, b) and f is a convex
function on (a, b), then
f (E(X))E(f (X)). (3)
This leads to the natural problem of finding a general version of (1): if A is a Hermitian matrix whose
spectrum is contained in (a, b) and f is a convex function on (a, b) then do we have
f ((A))(f (A)). (4)
It was shown by Davis [3] that this is true when f is a matrix convex function [4] and  is completely
positive. The latter restriction was removed by Choi [5] who showed that (4) remains valid for all
positive unital linear maps  provided f is matrix convex. Very few convex functions are matrix
convex. For example on the interval (0,∞) the function f (t) = tr, r > 0, is convex for all r  1 but
matrix convex only for 1 r  2. Choi gives an interesting example of a positive unital linear map 
fromM(3) toM(2) and a Hermitian matrix A for which the inequality(A)4 (A4) is false. (Let
be the compression map taking a 3 × 3 matrix A to the 2 × 2 matrix sitting in the top left corner of A
and let A =
⎡
⎢⎢⎢⎣
1 0 1
0 0 1
1 1 1
⎤
⎥⎥⎥⎦ .)
In Choi’s example n = 3 and k = 2. The value chosen for k is minimal. It is a well known fact that
for every positive unital linear functional (“state”)  onM(n) the inequality (4) is true for all convex
functions f . See Problem IX.8.14 in [4].
In Section 2 we show that the value n = 3 in Choi’s example is also minimal in the sense that the
inequality (4) does hold for all convex functions f and all positive unital linear maps fromM(2) into
M(k). This is somewhat surprising as in most of these problems effects of noncommutativity already
manifest themselves in the case of 2×2matrices.We should remark that there has been considerable
interest in recent years in 2 × 2 matrices because of quantum information and computing.
An inequality complementary to (1) was obtained by Bhatia and Davis [6]. This says that if the
spectrum of a Hermitian matrix A is contained in the interval [m,M], then
(A2) − (A)2 
(
M − m
2
)2
, (5)
for every positive unital linear map . The commutative case
E(X2) − E(X)2 
(
M − m
2
)2
, (6)
has been known for long; see e.g. [7]. The quantity on the left hand side of (6) is called the variance of
the random variable X. In analogy we call the expression on the left hand side of (5) the variance of A.
Kadison’s inequality (1) was generalised by Choi [5,8] who showed that for every A inM(n) we
have
(A)∗(A)(A∗A), (7)
provided  is 2-positive and unital. If A is normal, then this is true for all positive unital . We seek
an inequality complementary to this in the spirit of (5). Let
(A) = inf
z∈C ‖A − z‖ (8)
be the distance of A from scalar matrices. We show that for all A inM(n) and for all positive unital 
we have
(A∗A) − (A)∗(A)(A)2. (9)
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In the special case when A is normal
(A) = rA, (10)
where rA is the radius of the smallest disk containing the spectrum of A. When A is Hermitian the
inequality (9) reduces to (5).
As for many basic inequalities, the proof of (9) is short and simple but its consequences are many
and surprisingly strong. We demonstrate some of these in Section 3, where we show the connection
between this inequality and several old and new papers.
2. Jensen’s Inequality for 2× 2 matrices
We begin with a simple lemma on convex functions.
Lemma 2.1. Let f be a real valued convex function on an interval containing (a, b). Then for a x b we
have
f (x)
f (b) − f (a)
b − a x −
af (b) − bf (a)
b − a . (11)
Proof. Consider the function g defined as
g(x) = f (x) − f (b) − f (a)
b − a x +
af (b) − bf (a)
b − a .
Then g(a) = g(b) = 0, and for x = (1 − t)a + tb, 0 < t < 1,we have
g(x)(1 − t)f (a) + tf (b) − f (b) − f (a)
b − a ((1 − t)a + tb) +
af (b) − bf (a)
b − a .
A little algebraic manipulation shows that the right hand side of the last inequality is equal to zero.
This proves (11). 
Theorem 2.2. Let  : M(2) → M(k) be a positive unital linear map. Let f be a convex function on an
open interval containing the eigenvalues of a Hermitian element A ofM(2). Then
f ((A))(f (A)). (12)
Proof. IfA is a scalarmatrix the two sides of (12) are equal to f (A). So assumeAhas distinct eigenvalues
λ1 > λ2. Choose orthogonal projections P1 and P2 such that
P1 + P2 = I, (13)
and
A = λ1P1 + λ2P2. (14)
Then
f (A) = f (λ1)P1 + f (λ2)P2. (15)
Apply the map  to the Eqs. (14) and (15) and then solve the two resulting equations to get
(P1) = f (λ2)(A) − λ2(f (A))
λ1f (λ2) − λ2f (λ1) , (16)
(P2) = λ1(f (A)) − f (λ1)(A)
λ1f (λ2) − λ2f (λ1) , (17)
assuming that λ1f (λ2) = λ2f (λ1). From (13) we have
(P1) + (P2) = I. (18)
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From (16), (17) and (18) we obtain
(f (A)) = f (λ1) − f (λ2)
λ1 − λ2 (A) −
λ2f (λ1) − λ1f (λ2)
λ1 − λ2 .
By Lemma 2.1 the right hand side of this inequality is greater than or equal to f ((A)), and we have
proved the desired inequality (12). The restriction λ1f (λ2) = λ2f (λ1) can be removed by a continuity
argument, or by arguing the exceptional case separately. 
3. Bounds for the variance
Theorem 3.1. Let  : M(n) → M(k) be any positive unital linear map and let A be any element of
M(n). Then
(A∗A) − (A)∗(A)(A)2, (19)
where (A) = inf
z∈C ‖A − z‖.
Proof. Since A∗A ‖A‖2 and  is positive and unital, we have
(A∗A) ‖A‖2,
and therefore
(A∗A) − (A)∗(A) ‖A‖2.
Using the properties of it can easily be seen that the left hand side of this inequality is not changed
when A is replaced by A − z. This leads to the inequality (19). 
The quantity (A) has been studied in connection with several problems. In [9] Bhatia and Semrl
showed that
2(A) = max {‖A − UAU∗‖ : U unitary} , (20)
the diameter of the unitary orbit of A. Using this they obtained a proof of a well known theorem of
Stampfli [10]:
2(A) = max‖X‖=1 ‖AX − XA‖. (21)
This quantity is the normof the derivation δA(X) := AX−XA.Another expression for(A)was derived
by Ando. This says
(A) = max {|〈y, Ax〉| : ‖x‖ = ‖y‖ = 1 and x⊥y} . (22)
A proof of this can be found in [9].
Let x ∈ Cn be a unit vector and let ϕ(A) = 〈x, Ax〉. Then ϕ is a positive unital linear functional on
M(n). For this functional the quantity on the left hand side of (19) is
varx(A) := ‖Ax‖2 − |〈x, Ax〉|2 . (23)
Let [x] be the space spanned by the vector x and [x]⊥ its orthogonal complement. With respect to the
decomposition
C
n = [x] ⊕ [x]⊥,
the vector Ax can be split as
Ax = αx + βy,
where y is a unit vector orthogonal to x, α = 〈x, Ax〉, β = 〈y, Ax〉 and |α|2 + |β|2 = ‖Ax‖2.
Combining this information with (22) and (23) we obtain the following theorem proved recently in
[11] by Audenaert:
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Theorem 3.2. Let A be any n × n matrix. Then
max‖x‖=1
(
‖Ax‖2 − |〈x, Ax〉|2
)
= (A)2. (24)
Corollary 3.3. Let rA be the radius of the smallest disk in the complex plane that contains the spectrum of
A. Then
max‖x‖=1
(
‖Ax‖2 − |〈x, Ax〉|2
)
 r2A. (25)
When A is normal the two sides of (25) are equal.
Proof. By Schur’s Theorem there exists a unitary matrix U such that UAU∗ = T = D + N where T is
upper triangular, and D is the diagonal part of T . By well known properties of the norm
‖A − z‖ = ‖U(A − z)U∗‖ = ‖(D − z) + N‖ ‖D − z‖.
The entries of D are the eigenvalues of A. Hence
(A) = inf
z
‖A − z‖ inf
z
‖D − z‖ = rA.
So the inequality (25) follows from (24). When A is normal, we have N = 0 and (A) = rA. 
The results in Corollary 3.3 have long been known for operators in Hilbert space. The statement
about normal operators was proved by Björck and Thomée [12], that about arbitrary operators by
Garske [13].
The linear functional ϕ(A) = 〈x, Ax〉 = tr xx∗A is one of a more general class. Let ρ be a positive
semidefinite matrix of trace 1 (called a density matrix in the physics literature). Then ϕ(A) = tr ρA is
a positive unital linear functional. If ρ has rank one, then ρ = xx∗ for some unit vector x. Choosing
different density matrices ρ we obtain from the inequality (19) stronger versions of several known
results. We illustrate this with a few examples.
Let ej, 1 j n, be the standard basis for Cn. Let ρ = eje∗j . Then ϕ(A) = ajj and we obtain from
(19)
(A)2 max
j
∑
k =j
|akj|2. (26)
Choosing ρ = 1
n
I we get ϕ(A) = 1
n
tr A, and then (19) leads to the inequality
(A)2 
1
n
‖A‖2F −
1
n2
|tr A|2, (27)
where ‖A‖F is the Frobenius norm of A defined by the relation ‖A‖2F = tr A∗A. In between these two
examples is the following. Let I be any subset of {1, 2, . . . , n} and let ρ be 1/|I| times the orthogonal
projection on the span of the vectors ej, j ∈ I. Then
ϕ(A) = 1|I|
∑
j∈I
ajj. (28)
With a little calculation we obtain from (19) the following.
Theorem 3.4. Let I be any subset of {1, 2, . . . , n}. Then
(A)2 
1
|I|
∑
i∈I
j =i
|aji|2 + 1|I|2
∑
i,j∈I
i<j
|aii − ajj|2. (29)
The inequalities (26) and (27) are subsumed in this. Another special case when I is a set with two
elements leads to:
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Corollary 3.5. For every matrix A
(A)2 
1
2
max
i,j
⎧⎨
⎩
∑
k =i
|aki|2 +
∑
k =j
|akj|2 + |aii − ajj|
2
2
⎫⎬
⎭ . (30)
Another interesting bound is obtained by taking ρ = 1
n
E, where E is the matrix with all entries
equal to one. Then
ϕ(A) = 1
n
∑
i,j
aij. (31)
For an easy comparison between various bounds let us introduce the quantity
dr A = ∑
i =j
aij. (32)
Then ϕ(A) = 1
n
(tr A + dr A). Let
v1(A) = 1
n
tr A∗A − 1
n2
|tr A|2, (33)
and
v2(A) = 1
n
dr A∗A − 1
n2
|dr A|2. (34)
Then v1(A) 0. The quantity v2(A) is always real and could be negative. (The matrix A∗A is positive
semidefinite; the sum of all its entries and its trace are nonnegative numbers and dr A∗A is their
difference.)With a little calculation we obtain from (19) the following.
Theorem 3.6. For every matrix A
(A)2  v1(A) + v2(A) − 2Re tr A dr A
n2
. (35)
The quantity on the right hand side of (27) is v1(A). The bound (35) is better than (27) in many
cases; for example when dr A = 0 and dr A∗A 0. One such Hermitian matrix is
A =
⎡
⎢⎢⎣
1 i 2i
−i 2 3i
−2i −3i 3
⎤
⎥⎥⎦ .
BeginningwithMirsky [14] several authors have obtained bounds for the spread of amatrix, and ideas
close to ours occur in their papers. Let λ1, . . . , λn be the eigenvalues of an n× nmatrix A. The spread
of A is defined as
spd(A) = max
j =k |λj − λk|. (36)
If the λj are all real, then clearly spd (A) = 2rA (where rA is the radius of the smallest disk containing
all λj). If the λj are arbitrary complex numbers, then a classical theorem of Jung (see [15, Chapter 16])
implies that
spd (A)
√
3 rA. (37)
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The example
A =
⎡
⎢⎢⎣
0 1 0
0 0 1
1 0 0
⎤
⎥⎥⎦
in which the eigenvalues are the cube roots of 1 shows that the inequality (37) is best possible.
We have observed that (A) = rA when A is normal. So the lower bounds for (A) lead to lower
bounds for the spreads of Hermitian and normal matrices. Thus from (26) we obtain some results of
Mirsky [16]. The inequality (27) leads to Theorem3.2 of Barnes andHoffman [17], and (30) to themain
result of that paper. Theorem 3.4 restricted to Hermitian matrices gives a considerable strengthening
of Theorem 6 of Jiang and Zhan [18]. Cognate results and comparisons between them can be found in
[19]–[21].
A very ingenious use of inequality (5) has beenmade by Audenaert in [11].He has used it to provide
a marvelous proof of a commutator estimate obtained earlier by Böttcher and Wenzel [22]. This says
that for any two n × nmatrices A and X we have
‖AX − XA‖2 
√
2 ‖A‖2 ‖X‖2. (38)
When A is normal there is an easy proof for this. It was observed in [23] that in this special case (A
normal) we have for every unitarily invariant norm ||| · |||
|||AX − XA||| √2 spd (A) |||X|||.
The authors, not aware of Jung’s theorem, applied an inequality weaker than (37)with
√
2 in place of√
3.With (37) in hand this can be strengthened to
|||AX − XA||| 2√
3
spd (A) |||A|||. (39)
This inequality is sharp. If we choose
A =
⎡
⎢⎢⎢⎣
0 1 0
0 0 1
1 0 0
⎤
⎥⎥⎥⎦ , X =
⎡
⎢⎢⎢⎣
0 0 1
0 0 0
0 0 0
⎤
⎥⎥⎥⎦ ,
then spd (A) = √3, ‖AX − XA‖1 = 2, and ‖X‖1 = 1. Here || · ||1 stands for the trace norm (the sum
of all singular values). By a duality argument, the inequality (39) is sharp for the operator norm || · ||
as well.
An inequality stronger than (5) was obtained in [6]. This says that
(A2) − (A)2 (M − (A))((A) − m), (40)
for every positive unital linear map and every Hermitianmatrix Awhose spectrum is in the interval
[m,M]. Using this inequality we obtain lower bounds on the condition number of a positive definite
matrix.
Theorem 3.7. Let ϕ be a positive unital linear functional onM(n) and let A be a positive definite matrix
whose eigenvalues are in the interval [m,M]. Let
α = ϕ(A), β2 = ϕ(A2) − ϕ(A)2.
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Then
M
m

⎛
⎜⎝β
α
+
√√√√
1 +
(
β
α
)2⎞⎟⎠
2
. (41)
Proof. From the inequality (40) we can obtain
M
m

β2 + α2 − mα
m(α − m) . (42)
Let f (m) be the expression on the right hand side of (42). It can be seen that
f ′(m) = −α(m − a)(m − b)
m2(α − m)2 ,
where
a = β
2 + α2 −
√
(β2 + α2)β2
α
,
and
b = β
2 + α2 +
√
(β2 + α2)β2
α
.
It follows that f (m) has its minimum atm = a. A little calculation then shows that
f (m)
⎛
⎝ α√
β2 + α2 − β
⎞
⎠2 =
⎛
⎝
√
β2 + α2 + β
α
⎞
⎠
2
.
The last expression is equal to the right hand side of (41). 
Special choices of ϕ in the theorem above lead to interesting lower bounds for M/m easily com-
putable from the entries of A. Choosing ϕ(A) = 1
n
tr A, one gets from (41)
M
m

⎛
⎝
√
n tr A2 +
√
n tr A2 − (tr A)2
tr A
⎞
⎠
2
. (43)
Choosing ϕ(A) as in (28) we see that
M
m
max
i,j
⎛
⎜⎝β(i, j)
α(i, j)
+
√√√√
1 +
(
β(i, j)
α(i, j)
)2⎞⎟⎠
2
, (44)
where
α(i, j) = aii + ajj
2
,
and
β(i, j)2 = 1
2
⎧⎨
⎩
∑
k =i
|aik|2 +
∑
k =j
|ajk|2 +
(
aii − ajj)2
2
⎫⎬
⎭ .
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Example 1. We borrow the following example from [19]. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
4 0 2 3
0 5 0 1
2 0 6 0
3 1 0 7
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Then from the bound in Corollary 2.3 of [19] we get M/m 2.4953. From our inequality (43) we
obtainM/m 2.7238 and from (44) M/m 3.5353.
4. Remarks
(1) The argument of Theorem 3.1 shows also that
(AA∗) − (A)∗ (A)(A)2. (45)
Using this instead of (19) we can obtain different versions of some of the subsequent inequal-
ities.
(2) It might be useful to record the commutative version of some of the statements in Section 3. Let
X be a complex valued random variable. Define the variance of X as
var(X) = E|X|2 − |E(X)|2.
Let rX be the radius of the smallest disk containing the range of X, and spd(X) the maximum
distance between any two points in this range. Then
var(X) r2X 
1
3
spd(X)2.
(3) Let P be an orthogonal projection of rank k n/2. Then P(A) = PAP is called the compression
of A onto the range of P. If we take P to be the projection onto the span of the first k basis vectors
e1, . . . , ek, then P(A) is the top left k × k block in the matrix A. Let A be a Hermitian matrix
with eigenvaluesλ1, . . . , λn.Awell-known inequality of Bloomfield andWatson [24], then says
that
tr
(
P(A
2) − P(A)2
)

1
4
k∑
j=1
(
λj − λn−j+1)2 . (46)
This inequality is both subtler and stronger than the inequality
1
k
tr
(
P(A
2) − P(A)2
)

1
4
(λ1 − λn)2. (47)
The functional ϕ(A) = 1
k
trP(A) is positive and unital. So from (5) one obtains
1
k
tr P(A
2) − 1
k2
(tr P(A))
2 
1
4
(λ1 − λn)2. (48)
The left hand side of (48) is not smaller than that of (47). So the inequality (48) is not included
in (47).
Many very striking and powerful inequalities generalising those of Bloomfield andWatsonwere
obtained by Ando [25]. A very readable and comprehensive exposition with an extensive bibli-
ography can be found in [26].
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(4) The left hand side of (9) has been interpreted as the variance of A. Likewise the covariance
between two matrices A and B can be defined as
cov (A, B) = (A∗B) − (A)∗(B). (49)
A variance–covariance inequality in this contextwas formulated and proved in [27]. See also [1].
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