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Summary
Quantum computers outperform classical computers by achieving expo-
nential increases in calculation speed for certain types of problems and
for that reason have great potential to revolutionize computing. Com-
pared to their classical counterparts the elementary units of information
in a quantum computer are not the classical bits, zero and one, but rather
the so-called quantum bits (or qubits) which most generally are quantum
mechanical superpositions of the zero and one state. Unfortunately, the
quantum bits are highly sensitive to the effects of environmental noise
and consequently storing the quantum information in a robust manner
represents a major challenge. Historically, it was Kitaev in 2001 who
first proposed that this problem can be circumvented by using Majo-
rana bound states as the building block for robust, so-called topologi-
cally protected, qubits [1]. Subsequently, it was Fu et al. in 2008 who
proposed the first realistic setup for generating Majorana bound states,
namely topological insulator-superconductor heterostructures where the
Majorana bound states can emerge within vortex cores [2]. Moreover, in
2010 Lutchyn et al. [3] as well as Oreg et al. [4] put forward that Majo-
rana bound states can also appear at the ends of semiconductor Rashba
nanowires which are proximity-coupled to an s-wave superconductor
and subject to a magnetic field. Finally, in 2013 Klinovaja et al. [5] found
that Majorana bound states can arise in chains of magnetic atoms that
are deposited on a superconducting substrate. Within the last years these
theoretical proposals have all been implemented experimentally and the
first signatures for Majorana bound states, such as zero-bias conductance
peak measurements, were reported [6–12]. However, despite these en-
couraging experimental results, there still exists a broad range of open
questions and hurdles. In this thesis, we address some of the most im-
portant experimental challenges and present new theoretical solutions.
In the first part of this thesis, we introduce two new platforms for gen-
erating Majorana bound states based on proximity-induced pi Josephson
vi
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junctions in topological insulators and crossed-Andreev pairing between
semiconductor Rashba nanowires. Unlike the current experimental se-
tups, the proposed schemes require either low magnetic fields or no mag-
netic fields at all. The latter characteristic constitutes a compelling im-
provement over current experimental setups for two reasons: (1) The
detrimental effects of the magnetic fields on the superconductivity are ei-
ther reduced or completely avoided. (2) In current experimental schemes
the proximity-induced superconducting gap, which assures the topo-
logical protection of the Majorana qubits, is well-defined only at low
magnetic fields (“hard gap”). At strong magnetic fields, a finite sub-
gap conductance arises (“soft gap”) and destroys the topological pro-
tection [13–17]. Hence, with regards to future experiments on quantum
information procession with Majorana bound states, a setup operated at
lower magnetic field is highly desirable.
In the second part of this thesis, we propose a new method for detect-
ing Majorana bound states based on quantum dot ϕ0 Josephson junc-
tions. Here, we are motivated by the search for new, more conclusive
indicators for Majorana bound states which is one of the most urgent
challenges following the experimental results mentioned above. In fact,
the recent zero-bias conductance peak measurements only constitute a
sufficient, but not a necessary condition for the emergence of Majorana
bound states. That is to say, the zero-bias conductance peaks can be ex-
plained by a multitude of different physical effects which are completely
unrelated to the presence or absence of Majorana bound states [18–23].
Interestingly, in the case of quantum dot ϕ0 Josephson junctions, the re-
quired ingredients largely overlap with those necessary to obtain Majo-
rana bound states in Rashba nanowire systems [24–26]. This motivated
us to compare both the trivial superconducting and the topologically su-
perconducting regimes of quantum dot ϕ0 Josephson junction and work
out qualitative differences that can serve as new indicators for Majorana
bound states.
In the final part of the thesis, we put forward a scalable scheme for quan-
tum computation based on both Majorana bound state qubits and con-
ventional spin qubits. The motivation for this part is three-fold: (1) The
topological Majorana qubits are not universal for quantum computation.
That is to say, not every logical quantum gate necessary to perform a
quantum computation can be executed using Majorana braiding alone.
For that reason, we couple the Majorana qubit to another type of qubit,
namely the spin qubit, which can supplement the logical quantum gates
viii
that cannot be carried out on the Majorana qubits. (2) Spin and Majo-
rana qubits are complementary with regards to their strengths and weak-
nesses. For example, unlike spin qubits, the Majorana qubits are intrinsi-
cally robust against unwanted perturbations and noise. At the same time
spin qubits allow for significantly faster operations times compared to
Majorana qubits. The hybrid spin-Majorana qubit which we develop in
this chapter allows us to combine the best features of both worlds. (3) To
utilize the full power of a quantum computer, it is not enough to consider
a single qubit alone. What we need is a collection of many qubits making
up a so-called surface code architecture on which many operations can
run in parallel. We thus show how to construct a scalable network of the
spin-Majorana hybrid qubits that can readily be experimentally imple-
mented based on recent breakthroughs in the lithographic fabrication of
Majorana nanowires in InAs/Al heterostructures [27].
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CHAPTER 1
Introduction
In this Introduction, we give an overview of the most relevant concepts
for the subsequent chapters of this thesis.
In the first section, we provide an introduction to Majorana bound
states and their non-Abelian braiding statistics [28–30]; a feature that
sets them apart from regular fermionic or bosonic particles. We then
discuss the semiconductor Rashba nanowire subject to a magnetic field
and proximity-coupled to an s-wave superconductor as one of the sim-
plest systems where Majorana bound states are predicted to appear [3,
4, 31]. Additionally, we point out that the magnetic field required for
this particular setup is not a necessary ingredient for Majorana bound
states. In fact, we discuss that a Kramers pair of Majorana bound states
emerges in the absence of magnetic fields for a system of two semicon-
ductor Rashba nanowires coupled by the same s-wave superconductor
[32]. This point is especially relevant with regards to future experiments
because the magnetic field acts detrimental on the superconductivity.
In the second section of the Introduction, we provide an overview of
several Josephson junctions. This overview covers the superconductor /
normal-metal / superconductor junction [33–36], the pi Josephson junc-
tion realized by coupling two superconductors via a layer with magnetic
impurities [37,38] or a quantum dot in the Coulomb blockade regime [39]
and the topological superconductor Josephson junction with Majorana
bound states [1, 40]. We do not discuss the ϕ0 Josephson junction within
this overview as a thorough discussion is contained in the fourth chapter
of this thesis.
1
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1.1 Majorana bound states
In condensed matter physics Majorana bound states (MBSs) are zero-
energy quasiparticles that arise at the zero-dimensional boundaries of
certain one-dimensional [3–5, 31] or two-dimensional [2, 28] supercon-
ducting system; specific examples for those types of systems will be dis-
cussed below. In general, a MBS quasiparticle is of the form
γn =
∫
dx
[
φnτσ(x)Ψτσ(x) + φ
∗
nτσ(x)Ψ
†
τσ(x)
]
, (1.1)
where Ψ†τσ(x) [Ψτσ(x)] creates [destroys] an electron at position x with
spin σ/2 = ±1/2 and some additional quantum numbers τ . In particular,
Eq. (1.1) implies that a MBS is its own antiparticle, γ†n = γn. Moreover,
n is an index labelling different MBSs in the same system. In addition to
Eq. (1.1), we also require that∑
τ,σ
∫
dx [φnτσ(x)φ
∗
mτσ(x) + φ
∗
mτσ(x)φnτσ(x)] = 2δnm, (1.2)
which implies that the Majorana bound states satisfy the algebra
{γn, γm} = 2δnm. (1.3)
Here, the curly brackets denote the anti-commutator. The total number
of MBSs in a system is always even. That is to say, n = 1...2N for some in-
teger N . This allows us to combine two MBSs to a conventional fermion
defined by
Cj = (γ2j−1 + iγ2j)/2, (1.4)
where j = 1...N . The choice of combination of the MBSs is arbitrary
meaning that any two fermionic states realized by two different pairings
of the MBSs are related by a unitary transformation.
The reason why MBSs are interesting, is because of their non-Abelian
braiding statistics. The latter feature means that the quantum state of
the system changes by a unitary transformation when two MBSs are ex-
changed. Interestingly, this unitary transformation is not proportional to
the identity matrix and only depends on the topology of the exchange
path, i.e., not on the microscopic details. Following the standard refer-
ences [28, 30], the operation Bi of exchanging the MBSs γi and γi+1 is
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given by
Bi(γj) =

γj+1 if i = j
−γj−1 if i = j − 1
γj else
. (1.5)
From a physical perspective, the minus sign for the case i = j − 1 is most
easily understood for MBSs that are localized in vortex cores of a two-
dimensional spinless p-wave superconductor, see [28] for more details.
In this case, when encircling a vortex the superconducting order param-
eter acquires a phase of 2pi. This implies that the electron operators, and
likewise the MBS operators, acquire a phase of pi, i.e., a minus sign. The
action of the braiding operation Bi on the fermionic states is given by the
representation τ(Bi) which satisfies
τ(Bi)γjτ(Bi)
−1 = Bi(γj). (1.6)
A solution to this equation is given by the unitary operator
τ(Bi) = (1 + γi+1γi)/
√
2. (1.7)
For applications in quantum information processing these unitary braid-
ing matrices are used to construct the logical gates that act on MBS qubit
which in a system of four MBSs is defined in either the even or odd total
fermion parity subspace, see the fifth chapter for more details.
Conventional Majorana bound states
Having established the key characteristics of MBSs, we now examine a
particular system where MBSs arise, namely the semiconductor Rashba
nanowire (NW) proximity-coupled to an s-wave superconductor (SC)
and subject to a magnetic field, see also Fig. 1.1(a). We will closely follow
the standard references [3, 4, 31]. The Hamiltonian of the setup is given
by H =
∫
dx Ψ†(x)H(x)Ψ(x)/2 with the Hamiltonian density
H(x) =
(
−~
2∂2x
2m
− µ
)
ηz − αkˆσz + ∆Zηzσx −∆dηyσy (1.8)
and the electron spinor Ψ† = (Ψ†1,Ψ
†
1¯
,Ψ1,Ψ1¯) where Ψ†σ(x) [Ψσ(x)] creates
[annihilates] an electron with spin σ/2 = ±1/2 and effective mass m at
position x in the NW. The Pauli matrices ηx,y,z and σx,y,z act in particle-
hole and spin-space, respectively. Furthermore, µ is the NW chemical
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SC
NW
Bz
y
x
SC
NW NW1 1¯
d
↵1 ↵1¯
↵(a) (b)
Figure 1.1: (a) A single Rashba NWs (gray) is aligned along the x direc-
tion and proximity-coupled to an s-wave SC (red) and subject to a mag-
netic field B along the x-axis. The Rashba SOI α points along the z axis.
The wire chemical potential µ is tuned inside the energy gap opened by
the magnetic field in the normal state and subsequently set to zero. The
system exhibits a topological phase hosting a MBS at each end of the NW
individually provided that the Zeeman splitting ∆Z due to the magnetic
field exceeds the strength of the proximity-induced pairing ∆d, ∆Z > ∆d.
(b) Same as in (a) but with two Rashba NWs labeled by an index τ = 1, 1¯
and in the absence of a magnetic field B. The Rashba SOI in the τ -wire is
given by ατ . The SC induces both direct pairing in the NWs (∆d) as well
as the crossed-Andreev pairing (∆c). When the crossed-Andreev pairing
exceeds the direct pairing a Kramers pair of MBSs arises at each end of
the setup, ∆c > ∆d.
potential which is tuned inside the gap opened by the magnetic field and
then set to zero, α is the strength the Rashba spin-orbit interaction (SOI)
which points along the z direction, ∆Z is the Zeeman splitting due to
the magnetic field in the x direction, and ∆d is the proximity-induced
superconducting gap in the NW. The bulk spectrum of the Hamiltonian
in Eq. (1.8) is given by
E2±(k) =
(
~2k2
2m
)2
+ (αk)2 + ∆2Z + ∆
2
d (1.9)
± 2
√
∆2Z∆
2
d +
(
~2k2
2m
)2
(∆2Z + [αk]
2).
Assuming ∆d > 0, the spectrum exhibits a gapless point only at k =
0 provided ∆Z = ∆d. This point marks a so-called topological phase
transition; that is to say for
∆Z > ∆d (1.10)
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the wire is in a topological phase and hosts a single MBS on each end. In
the opposite case, ∆Z < ∆d, the wire is in a trivial phase and no MBSs
emerge. The latter statement can be shown explicitly by calculating the
MBS wavefunctions which take on the form of Eq. (1.1). They correspond
to the zero-energy solutions of the Hamiltonian in Eq. (1.8) for a semi-
infinite wire. In the limit of strong SOI, Eso  ∆d,∆Z with Eso = mα2/~2
the wire SOI energy, we find that the total localization length of the MBS
wavefunction is given by
ξ = max{ ~υF
∆Z −∆d ,
~υF
∆d
}, (strong SOI) (1.11)
where the Fermi velocity is given by υF = α/~. Moreover, ~υF/(∆Z −
∆d) corresponds to the localization due to the interior branches of the
spectrum at k = 0, while ~υF/∆d corresponds to the localization length
due to exterior branches at k = ±2mα/~2. In the opposite limit of weak
SOI, Eso  ∆d,∆Z , and close to the topological phase transition, ~2|∆Z−
∆d|/2mα2  1, the total localization length of the MBS wavefunction is
given by
ξ = max{ ~υF
∆Z −∆d ,
~υ′F
∆′d
} (weak SOI) (1.12)
with the Fermi velocity υ′F ≈
√
2∆Z/m and renormalized pairing strength
∆′d = (
√
2mα∆d)/~
√
∆Z . Here, the effects of the SOI close to k = 0 can be
neglected in the vicinity to the topological phase transition, i.e., that the
corresponding eigenstates are unchanged to first order in the SOI. Con-
sequently, the localization length due the interior branches at k = 0 is
identical for weak and strong SOI, ~υF/(∆Z − ∆d). However, the local-
ization length due to the exterior branches at k = ±√2∆Zm/~ is modified
to ~υ′F/∆′d.
Kramers pairs of Majorana bound states
In the last section, we have reviewed the model of a single semiconductor
Rashba NW which is subject to a magnetic field and coupled to an s-wave
SC. We have seen that this model hosts a MBS at both ends of the wire
individually provided that the Zeeman splitting exceeds the proximity-
induced pairing. However, from the viewpoint of experiments, the mag-
netic field acts detrimentally on the superconductor, and so one might
wonder if MBSs can also arise in the absence of magnetic fields, i.e., in
time-reversal symmetric systems. This is indeed the case. In systems
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that preserve time-reversal symmetry a so-called Kramers pair of MBSs
can emerge at the interface between trivial and topological phases. The
two MBSs γ1, γ1¯ which make up the Kramers pair are related by the time-
reversal symmetry T according to
T γ1T −1 = γ1¯ , T γ1¯T −1 = −γ1. (1.13)
Here, the operation of time-reversal symmetry is defined by its action
on the local electron operators of the system, T Ψτ1(x)T −1 = Ψτ 1¯(x) and
T Ψτ 1¯(x)T −1 = −Ψτ1(x) as well as by the requirement that T iT −1 = −i.
We will now outline a particular setup in which Kramers pairs of MBSs
can emerge. We closely follow the reference [32]. The setup consists
of two semiconductor NWs which are proximity-coupled to the same
s-wave SC, see also Fig. 1.1(b). Compared to the setup in the last sec-
tion, a Cooper pair from the SC can now not only tunnel into each NW
separately, but it can also split up and induce a pairing between the two
wires referred to as crossed-Andreev pairing. The Hamiltonian is given
by H =
∫
dx Ψ†(x)H(x)Ψ(x)/2 with the Hamiltonian density
H(x) =
(
−~
2∂2x
2m
− µ1
)(
1 + τz
2
)
ηz +
(
−~
2∂2x
2m
− µ1¯
)(
1− τz
2
)
ηz
− α1kˆ
(
1 + τz
2
)
σz − α1¯kˆ
(
1− τz
2
)
σz
−∆cτxηyσy −∆dηyσy.
(1.14)
and the electron spinor Ψ = (Ψ11,Ψ11¯,Ψ
†
11,Ψ
†
11¯
,Ψ1¯1,Ψ1¯1¯,Ψ
†
1¯1
,Ψ†
1¯1¯
). Here,
Ψ†τσ(x) [Ψτσ(x)] creates [annihilates] an electron with mass m and spin
σ/2 = ±1/2 in wire τ = 1, 1¯. The Pauli matrices τx,y,z, ηx,y,z, and σx,y,z
act in wire, particle-hole and spin-space, respectively. Moreover, ατ > 0
is the strength of the SOI in wire τ , ∆d is the strength of the proximity-
induced direct pairing in the NWs, and ∆c is the strength of the proximity-
induced crossed Andreev pairing. Lastly, µτ are the chemical poten-
tials of the wires, which are tuned to the crossing points of the spin-
polarized bands of the Rashba spectrum in the normal state and then
set to zero. As in the previous example we determine the bulk spec-
trum of our model and the corresponding gapless points. We find that
for |Eso,1 − Eso,1¯|  ∆d,∆c with Eso,τ = mα2τ/~2 the spectrum is gapless
at k = 0 provided ∆c = ∆d. There are no gap closing points at finite
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momentum. From an explicit calculation of the MBS wavefunctions cor-
responding to the zero-energy solutions of the Hamiltonian in Eq. (1.14),
we find that the system exhibits a topological phase provided
∆c > ∆d. (1.15)
In the opposite regime, ∆c < ∆d, the system is in a trivial phase with no
MBS. We notice that the crossed Andreev pairing has taken over the role
of the magnetic field used in the previous setup. However, because the
system is time-reversal symmetric, in the topological phase instead of a
single MBS, a Kramers pair of MBSs emerges. The localization length
of the Kramers pair of MBS will be provided in the context of a more
general setup in the third chapter of this thesis.
1.2 Josephson junctions
When two superconductors (SCs) are coupled by a tunneling contact a
supercurrent, induced by the phase-coherent transport of Cooper pairs
across the junction, can flow and provide information on the supercon-
ducting phase difference ϕ between the SC grains. The supercurrent in
such a so-called Josephson junction (JJ) is always 2pi periodic provided
that the SC grains are topologically trivial. This is because a shift in
the superconducting phase by 2pi does not alter the physical state of the
junction. Following closely the reference [41], the supercurrent can be
expanded as a Fourier series,
I(ϕ) =
∑
n≥1
[In sin(nϕ) + Jn cos(nϕ)] , (1.16)
with real coefficients In and Jn in units of current. We note that Eq. (1.16)
is commonly referred to as the current-phase relation of the JJ. Impor-
tantly, when the SC grains are topologically non-trivial, the supercurrent
exhibits an additional 4pi periodic component to Eq. (1.16) which is not
due to Cooper pair tunneling but due to the single-electron tunneling
of non-local fermions formed by the MBSs. The free energy of a JJ, or
Josephson energy for short, is given by
EJ(ϕ) =
~
2e
∫ ϕ
0
dχ I(χ). (1.17)
It corresponds to the potential energy that a JJ accumulates due to a flow-
ing supercurrent. Moreover, ifϕ∗ is the superconducting phase difference
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Figure 1.2: Four types of JJs (a) A conventional JJ of two s-wave SCs
(red) and a normal conductor (N, gray). The ground state of the junction
occurs at the superconducting phase difference ϕ = 0. (b) A JJ of two
s-wave SC and a magnetic insulator (MI, light blue). The ground state
of the junction occurs at ϕ = pi, thus building up a so-called pi Josephson
junction. (c) JJ of two s-wave SC and a singly-occupied quantum dot
(yellow). The ground state of the junction is again given by ϕ = pi. (d)
A JJ of two topological superconductors (TSs, blue). The MBSs which
emerge at opposite ends of the TSs are depicted as yellow crosses. Unlike
the previous cases, the lowest order contribution to the Josephson is not
2pi periodic, but 4pi periodic in the superconducting phase difference.
such that maxϕ {|I(ϕ)|} = |I(ϕ∗)|, then the so-called critical current of the
JJ is defined by
Ic = I(ϕ
∗). (1.18)
In this section, we discuss various examples of JJs, both topological and
non-topological, that are motivational for the setups which we will ex-
amine in the later chapters of this thesis. Here, our central focus will be
on examples with Jn = 0, so that the supercurrent vanishes when the
phase difference between the SC grains is zero. When Jn 6= 0 the super-
current is offset by a finite phase ϕ0, and for that reason, such a JJ is also
referred to as ϕ0 Josephson junction. A detailed example of such as JJ
for both the topologically trivial and non-trivial case will be thoroughly
studied in the fourth chapter of this thesis.
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Conventional Josephson junctions
We begin with a discussion of conventional Josephson junctions which
are characterized by a minimal Josephson energy for ϕ = 0,
minϕ {EJ(ϕ)} != EJ(ϕ = 0). (1.19)
Alternatively, the critical current of the JJ for 0 < ϕ < pi is positive, Ic > 0.
We closely follow the references [36, 41].
The first example of a conventional JJ are two weakly-coupled conven-
tional s-wave SC close to their critical temperature Tc [33]. For the case
of short junction, d  ξ with d the extent of junction region between the
SCs and ξ the superconducting coherence length, the current phase rela-
tion is determined from the Ginzburg-Landau equations and takes on a
sinusoidal form,
I(ϕ) = Ic sin(ϕ) with Ic =
pi∆1∆1¯
4eRNkBT
, (1.20)
where ∆τ > 0 with τ = 1, 1¯ are the pairing strengths of the two SCs and
RN is the normal-state resistance of the junction. The Josephson energy
is given by
EJ(ϕ) =
~Ic
2e
[1− cos(ϕ)], (1.21)
and thus takes on the form of a washboard potential. We remark that
the findings of Eq. (1.20) and Eq. (1.21) are very general, in the sense that
they are for example not dependent of the electron mean free path in the
junction region, and thus apply to a multitude of conventional JJs close
to their critical temperature Tc.
The second example of a conventional JJ is the SC-Normal metal-SC junc-
tion [34,35]. The setup is shown in Fig. 1.2(a) and described by the Hamil-
tonian
H =
∑
σ
∫
d3r Ψ†σ(r)
(
− ~
2
2m
∇2 − µ
)
Ψσ(r)
+
∫
d3r
[
∆(r)Ψ†1(r)Ψ
†
1¯
(r) + ∆∗(r)Ψ1¯(r)Ψ1(r)
]
,
(1.22)
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where the superconducting order parameter is given by
∆(r) =

∆eiϕ/2 if x > d/2
0 if d/2 > x > −d/2
∆e−iϕ/2 if x < −d/2
. (1.23)
Morover, Ψ†σ(r) [Ψσ(r)] creates [annihilates] an electron with mass m and
spin σ/2 = ±1/2 at position r in the JJ. Additionally, ∆ > 0 denotes the
pairing strength, ϕ is the superconducting phase difference and µ is the
chemical potential across the junction. In writing down Eq. (1.23) we
have assumed that the superconducting order parameter in the normal
metal decreases at length scales which are shorter than the superconduct-
ing coherence length. The Hamiltonian in Eq. (1.22) can be diagonalized
using a standard Bogoliubov transformation of the form,
Ψ†↑(r) =
∑
n
[
γ†n↑u
∗
n(r)− γn↓vn(r)
]
Ψ†↓(r) =
∑
n
[
γ†n↓u
∗
n(r) + γn↑vn(r)
]
,
(1.24)
where γnσ denotes a quasiparticle with pseudospin σ/2 = ±1/2 and en-
ergy En. For simplicity, we assume that there are no potentials or spatial
variations of the superconducting order parameter on length scales that
are comparable to the Fermi wavelength of the electrons. This implies
that the quasiparticle momentum is a good quantum number and of the
order of the Fermi momentum of the electrons. The wavefunctions un(r)
and vn(r) are then determined so that
H = E0 +
∑
n,σ
Enγ
†
nσγnσ. (1.25)
The spectrum E0, En is found by requiring that the wavefunctions un(r)
and vn(r) are continuous across the SC-normal metal interfaces. It can be
subdivided into a continuous part with energies |E| > ∆ and a discrete
part with energies |E| ≤ ∆ corresponding to so-called Andreev bound
states, which are localized in the junction region. Here, we examine the
case of a short junction, d  ξ. In this limit, only Andreev bound states
contribute to the Josephson current [36]. Their spectrum is found to be
E(ϕ) = ±∆ cos(ϕ/2). (1.26)
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We are now in the position to compute the Josephson current given by,
I(ϕ) =
2e
~
∂ϕF, (1.27)
where F = − ln(Z)/β is the Free energy, Z = tr(e−βH) is the partition
function and β = 1/kBT . We find that
I(ϕ) =
eN∆ sin(ϕ/2)
~
tanh
(
∆ cos(ϕ/2)
2kBT
)
, (1.28)
where N denotes the number of conduction channels. We observe that at
zero temperature the supercurrent is only carried by the ground state.
Hence the supercurrent given in Eq. (1.28) exhibits a jump at ϕ = pi
which signals that the energy branch of the ground state switches from
−∆ cos(ϕ/2) to +∆ cos(ϕ/2).
pi Josephson junctions
In this section, we introduce pi Josephson Junctions (piJJs) which, unlike
the conventional Josephson junctions that were discussed in the previous
section, are characterized by a minimum of the Josephson energy that
occurs for ϕ = pi and not ϕ = 0,
minϕ {EJ(ϕ)} != EJ(ϕ = pi). (1.29)
Alternatively, the critical current of the JJ for 0 < ϕ < pi is negative, Ic < 0.
In the following, we will discuss two physical realizations of piJJ which
are most relevant for the results of this thesis:
First, we address the realizations of a piJJ in a junction of two conven-
tional s-wave SCs and an intermediate insulating layer doped with mag-
netic impurities, see also Fig. 1.2(b). We closely follow the reference [38].
The Hamiltonian of the system is given by H = H1 +H1¯ +HT . Here, Hτ
describes the superconducting lead τ = 1, 1¯ and is given by
Hτ =
∑
k
∑
σ
~2k2
2m
Ψ†τσ(k)Ψτσ(k) +
∑
k
(
∆eiϕτΨ†τ1(k)Ψτ 1¯(−k) + H.c.
)
,
(1.30)
where Ψ†τσ(k) [Ψτσ(k)] creates [annihilates] an electron with spin σ/2 =
±1/2, mass m, and momentum k in the superconductor τ . Furthermore,
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∆ > 0 is the pairing strength and ϕτ is the superconducting phase of the
superconductor τ . Without loss of generality, we set ϕ1 = ϕ and ϕ1¯ = 0.
The tunneling Hamiltonian coupling the two SCs is given by
HT =
∑
n
∑
k,k′
∑
σ,σ′
Ψ†1σ(k) [tkk′ + ukk′,nσ · Sn]σσ′ Ψ1¯σ′(k′) + H.c., (1.31)
where tkk′ is the momentum-dependent amplitude for normal tunneling
across the junction and ukk′,n is the momentum-dependent amplitude for
tunneling via the localized spin Sn at site n in the insulating layer. The
conduction electron spin is given by σ. To second order in the tunneling
amplitudes, we find that the zero-temperature Josephson current is given
by
I(ϕ) = (Ic,0 − Ic,s) sin(ϕ), (1.32)
with the critical current due to normal tunneling Ic,0 and the critical cur-
rent via tunneling through the localized impurities Ic,s given by,
Ic,0 = 2epi
2ν2F∆t
2/~ , Ic,s = 2epi2ν2F∆
[∑
n
S(S + 1)u2n
]
/~. (1.33)
Here, νF is the normal state density of states at the Fermi level and S
is the magnitude of the impurity spin. Moreover, t2 and u2n denote the
mean values of |tkk′ |2 and |ukk′ |2 over the Fermi surface. From Eq. (1.32)
we conclude that our system forms a piJJ for the case when tunneling via
the magnetic impurities dominates over normal tunneling, Ic,s > Ic,0.
Second, we discuss the realization of a piJJ in a setup of two conven-
tional s−wave SCs coupled by a single-level Quantum dot (QD) in the
Coulomb blockade regime, see also Fig. 1.2(c). We follow the reference
[39]. The Hamiltonian of the system takes the form H = H1 +H1¯ +HD +
HT , where HD = 0n0 + U(n0)2 is the Hamiltonian of the single level QD
with occupation number n0 = 0, 1, 2. Furthermore, 0 < 0 denotes the
QD energy level and U is the Coulomb energy on the QD. The tunneling
Hamiltonian HT is given
HT =
∑
τ
∑
k
∑
σ
tτkΨ
†
τσ(k)dσ + H.c., (1.34)
where d†σ [dσ] denotes the spin σ/2 = ±1/2 electron creation [annihila-
tion] operator on the QD, and tτk is the momentum-dependent ampli-
tude for the tunneling between the superconductor τ and the QD. In the
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Coulomb blockade regime, U + 20  −0 > 0, the ground states of the
QD are singly-occupied, n0 = 1, and to second order in the tunneling
amplitudes we find that the zero-temperature Josephson current is given
by
I(ϕ) = −2e
~
∑
k,k′
(t1kt1¯k′)
2 [(u1kv1¯k′)2 + (u1¯k′v1k)2]
(E1k − 0)(E1¯k′ − 0)(E1k + E1¯k′) sin(ϕ). (1.35)
Here, Eτ =
√
ξτk + ∆2 and ξτk are the quasiparticle and normal state
dispersion in the superconductor τ , respectively. Furthermore, uτk =
(1/
√
2)
√
1 + ξτk/Eτk and vτk = (1/
√
2)
√
1− ξτk/Eτ,k are the supercon-
ducting coherence factors. From Eq. (1.35), we see that the critical cur-
rent in the setup is always negative and hence the setup realizes indeed a
piJJ. This result is to be expected from our considerations for the previous
model, because the transfer of a Cooper pair always requires a spin-flip
on the QD, which fully suppresses the normal tunneling contribution to
the Josephson current.
In the second chapter of this thesis, we will consider a variation of the
two models presented above where one of the SCs is replaced by a topo-
logical insulator. We will see that the remaining SC still proximity-induces
a SC order parameter with opposite sign in the helical edge states of
the topological insulator turning the system into a so-called proximity-
induced piJJ.
Topological superconductor Josephson junctions
In the previous sections, we have seen multiple examples of JJs between
conventional s-wave SCs which all exhibit a Josephson current that is 2pi
periodic in the phase difference between the superconducting leads. In
this section, we discuss the JJ between topological superconductors (TSs)
which features an additional contribution to the Josephson current that is
4pi periodic in the superconducting phase difference, see also Fig. 1.2(d).
This change in the periodicity in the Josephson current is considered to
be a hallmark feature of topological superconductivity. In our discussion
we will follow the reference [40].
To begin, we provide an intuition on the change in periodicity based on
a perturbation theory picture: In a conventional SC JJ, the Josephson cur-
rent is mediated by Cooper pair tunneling. To lowest order, the latter
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constitutes a second-order tunneling process in the sense that it takes
two virtual electron tunneling events within a sequence of intermediate
states to transfer a Cooper pair across the junction. In each of the two tun-
neling events, the electron which tunnels picks up a phase factor of eiϕ/2
with ϕ the superconducting phase difference. Thus, in total, a Cooper
pair consisting of two electrons acquires a phase factor of eiϕ leading to
a contribution ∝ sin(ϕ) to the Josephson current. Compared to that, in a
TS JJ the two MBS which are closest to the junction hybridize and allow
for the tunneling of single electrons across the junction. To lowest order,
this constitutes a first-order tunneling process in which the electron picks
up solely a phase factor of eiϕ/2 yielding a contribution ∝ sin(ϕ/2) to the
Josephson current.
To make this intuitive picture more rigorous, we now derive the addi-
tional 4pi periodic contribution to the Josephson current within the sim-
plest example of two TS realized by spinless p-wave SCs. First, the tight-
binding Hamiltonian of a single, one-dimensional, spinless p-wave SC
labeled by an index τ = 1, 1¯ is given by
Hτ = −1
2
N−1∑
i=0
(
tτc
†
τ,i+1cτ,i + ∆τc
†
τ,i+1c
†
τ,i + µτc
†
τ,icτ,i + H.c.
)
. (1.36)
Here, cτ,i [c
†
τ,i] denotes the electron annihilation [creation] operator in the
topological superconductor τ at site i. Moreover, tτ > 0 denotes the tun-
neling amplitude, ∆τ > 0 the superconducting gap and µτ the chemi-
cal potential in the topological superconductor τ , respectively. The total
number of lattice sites is given by N . The tunneling Hamiltonian which
couples the two TS is given by
HΓ = Γe
iϕ/2c†1,Nc1¯,0 + H.c., (1.37)
where Γ > 0 is the tunnel coupling strength and the the superconducting
phase difference ϕ was absorbed into the tunneling Hamiltonian via a
gauge transformation. The total Hamiltonian of the TS JJ is then given by
H = H1 + H1¯ + HΓ. For simplicity, we set µτ = 0 and ∆ ≡ ∆τ = tτ and
rewrite Eq. (1.36) in terms of Majorana operators, cτ,i = (γτ,i + iγ′τ,i)/2.
This yields
Hτ = −i∆
2
N−1∑
i=0
γ′τ,iγτ,i+1 (1.38)
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We see that the MBS at sites γ′τ,N and γτ,0 commute with the Hamiltonian.
The corresponding complex fermion operators Cτ,i = (γτ,0 + iγ′τ,N)/2 thus
span the zero-energy ground state subspace of the Hamiltonian Hτ . As-
suming that Γ  ∆, we project the full Hamiltonian H onto the ground
state subspace of HL +HR. It then takes the form
H =
iΓ
2
cos (ϕ/2) γ′1,Nγ1¯,0 = Γ cos (ϕ/2)
(
C†ICI −
1
2
)
(1.39)
with CI = (γR,0 + iγ′L,N)/2. The zero-temperature Josephson current
I(ϕ) = 2e∂ϕEGS/~ with EGS the ground state energy of H is thus for a
fixed occupation number C†ICI = 0, 1 given by
I(ϕ) = ±eΓ
~
sin(ϕ/2) (1.40)
where + (−) refers to the case C†ICI = 1 (C†ICI = 0). This is our final re-
sult. We see that, unlike in the case of a conventional SC JJ, the Josephson
current in the TS JJ also exhibits a 4pi periodic component.
Finally, we emphasize that in general the Josephson current in the TS
JJ exhibits also a 2pi periodic component corresponding to the transport
of finite-energy quasiparticles and it is a major experimental challenge
to decouple the 4pi periodic Josephson current due to Majorana bound
states from the conventional 2pi periodic component.
Part I
New platforms for topological
superconductivity
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CHAPTER 2
Proximity-induced pi Josephson
Junctions in Topological
Insulators
Adapted from:
Constantin Schrade, A. A. Zyuzin, Jelena Klinovaja, and Daniel Loss
“Proximity-induced pi Josephson Junctions in Topological Insulators and Kramers
Pairs of Majorana Fermions”,
Phys. Rev. Lett. 115, 237001 (2015)
We study two microscopic models of topological insulators in contact
with an s-wave superconductor. In the first model the superconductor
and the topological insulator are tunnel coupled via a layer of randomly
distributed scalar and of randomly oriented spin impurities. Here, we
demonstrate that spin-flip tunneling dominates over spin-conserving one.
In the second model the tunnel coupling is realized by a spatially non-
uniform array of single-level quantum dots with randomly oriented spins.
We find that the tunnel region forms a pi-junction where the effective
order parameter changes sign. Due to the random spin orientation ef-
fectively both models exhibit time-reversal symmetry. The proposed pi-
junctions support topological superconductivity without magnetic fields
and can be used to generate and manipulate Kramers pairs of Majorana
fermions by gates.
17
CHAPTER 2. PROXIMITY-INDUCED pi JOSEPHSON JUNCTIONS IN
TOPOLOGICAL INSULATORS 18
2.1 Introduction
When two s-wave superconductors (SCs) are brought into contact via
an insulator doped with magnetic impurities, it was shown by theory
[37, 38] and experiment [42] that spin-flip tunneling can induce an equi-
librium ground state with a relative phase difference of pi between the
superconducting order parameters, building up a so-called pi Josephson
junction (piJJ). It was predicted [43] and experimentally confirmed [44]
that a piJJ can be generated by replacing the layer of magnetic impurities
by a ferromagnetic metal. A piJJ can also arise when two SCs are tunnel-
coupled through an intermediate resonant state in the presence of strong
Coulomb interactions [39], as observed in a system of two SCs coupled
by a quantum dot (QD) occupied by a single electron [45]. In recent ex-
periments [46–48] it was demonstrated that superconductivity can also
be proximity-induced in the helical edge states of a topological insula-
tor (TI) material [49–57] via coupling to an external s-wave SC. These
experimental advances have also stimulated the theoretical interest in
Josephson junctions based on TIs [58–61]. Motivated by the existence of
ordinary piJJs an important and immediate question is: Are there micro-
scopic mechanisms allowing one to induce a superconducting order pa-
rameter in the helical edge states of the TI that is of opposite relative sign
compared to the one of the external s-wave SC, ideally without breaking
time-reversal invariance (TRI)? In this work we answer this question in
the affirmative.
We propose two setups involving TIs in which such a pi-junction is
shown to emerge. In the first setup the tunnel coupling is realized by a
thin insulating layer of scalar and magnetic impurities with randomly
oriented spins and random spatial distribution. We demonstrate that
spin-flip tunneling dominates over normal tunneling. In the second setup
the tunnel coupling is realized by a spatially non-uniform array of single-
level QDs, each of which is occupied by a single spin with random ori-
entation. Critically, the random orientation of spins preserves TRI in an
effective description. We note that both setups can be realized by combin-
ing the already existing experiments on proximity-inducing supercon-
ductivity solely in the edge states of a TI [46–48] and the experiments on
piJJs in SC-magnetic insulator-SC [42] and SC-QD-SC devices [45]. We
note that the same setup could be assembled in the framework of strip
of stripes models [62–68] based on an array of coupled one-dimensional
channels with spin-orbit interaction [67]. As a striking consequence we
find that the proposed models for proximity-induced piJJs in a TI provide
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an alternative approach to engineer Kramers pairs of Majorana fermions
(MFs) [32, 69–78] easily movable by gates. Remarkably, no magnetic
fields are needed. More precisely we consider two TI samples that form
a proximity-induced piJJs with respect to one another and allow for tun-
neling between them in the finite space region, at the ends of which the
MFs emerge.
2.2 Josephson junction models
In the first model we consider a bulk s-wave SC connected by a tunnel
contact to the edge of a 2D TI, see Fig. 2.1(a). The Hamiltonian of the
system is given by
H1 = HBCS + HTI +
1
2
∫
dr dx
[
Ψ†(r) · T¯1(r, x)Φ(x) + H.c.
]
, (2.1)
with the tunneling matrix T¯1(r, x) = T1(r, x)(1 + τ z)/2 − T∗1(r, x)(1 −
τ z)/2. Here, HBCS = (1/2)
∫
dr Ψ†(r) · [−(~2∂2r /2m+µ)τ z−∆scσyτ y]Ψ(r)+
H.c. is the BCS Hamiltonian of the SC, µ being the chemical potential
in the SC and m being the electron mass, and HTI = (1/2)
∫
dx [Φ†(x) ·
(−i~υFσz∂x)Φ(x)+ H.c.] is the Hamiltonian of the TI edge with the Fermi
velocity υF . Without loss of generality, we assume that the supercon-
ducting order parameter ∆sc is positive. The electron Nambu opera-
tor in the SC (TI) is given by Ψ(r) = (Ψ↑(r),Ψ↓(r),Ψ
†
↑(r),Ψ
†
↓(r)) [Φ(x) =
(R(x),L(x),R†(x),L†(x))]. The Pauli matrices τa (σa) with a = x, y, z act in
particle-hole (spin) space The slowly-varying spin-up right (spin-down
left) mover fields R(x) [L(x)] are defined around the Fermi points ±kF
which in turn are determined by the position of the chemical potential
µTI in the TI defined with respect to the Dirac point. The last term in
Eq. (2.1) describes the tunneling between points r of the SC and points
x on the edge of the TI. The interface between the SC and the TI is as-
sumed to be rough such that the thinnest regions of the interface give
the highest probability for electrons to tunnel between the SC and the TI
and there can be several impurities at the vicinity of the point contact.
We model these thinnest regions located at points x` by point contacts.
The tunnel contact between the SC and the TI is doped with randomly
distributed scalar and magnetic impurities with randomly oriented spins
S`,k = (Sx`,k, S
y
`,k, S
z
`,k). Here S`,k is the operator of the k-th localized spin
close to the point contact x` on the TI sample. The tunneling occurs via
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the virtual states of the scalar and magnetic impurities with the ampli-
tude given by
T1(r, x) = δ(r− x ex)
∑
`,k
δ(x− x`)
[
tk +
∑
a=x,y,z
uakσ
aSa`,k
]
. (2.2)
Here, ex is a unit vector pointing along the TI edge. The normal (spin-
flip) tunneling is parametrized by a complex amplitude tk (uak) with scalar
impurities contributing to the amplitude tk only.
In the second model we consider a bulk s-wave SC coupled to a 2D
TI via a spatially non-uniform array of single-level QDs, see Fig. 2.1(b).
The Hamiltonian of the system is given by
H2 = HBCS + HTI + HD (2.3)
+
1
2
∑
j
[
tj,1 D
†
j · τ zΨ(rj) + tj,2 D†j · τ zΦ(xj) + H.c.
]
.
Here, HD = (1/2)
∑
j(−j D†j ·τ zDj +Uj nj,↑nj,↓)+H.c. is the Hamiltonian
of an array of single-level QDs at energies j > 0 and with amplitudes
Uj of the Coulomb interaction on the QDs and Dj = (Dj,↑, Dj,↓, D
†
j,↑, D
†
j,↓)
is the Nambu operator on the jth QD. The occupation number operators
for electrons with the spin σ on the jth QD are given by nj,σ = D
†
j,σDj,σ.
Tunneling occurs at points rj and xj on the SC and the TI, respectively,
and is described by tunneling amplitudes tj,1 and tj,2.
2.3 Proximity-induced pi Josephson junctions
We first discuss the model shown in Fig. 2.1(a) and described by Eqs. (2.1)
and (2.2). We neglect the inverse proximity effect due to magnetic impu-
rities. By integrating out the degrees of freedom of the SC and including
contributions up to second order in the tunneling amplitudes we see that
the equation of motion for the Green’s function g(x, x′) of the TI in fre-
quency space is given by
g−1(x) · g(x, x′) = δ(x− x′) +
∫
dx1Σ(x, x1) · g(x1, x′) (2.4)
with g−1(x) = iω + i~υFσz∂x and ω the fermionic Matsubara frequency.
In leading order, the electron self-energy in the TI is given by
Σ(x, x1) =
∫
d3r d3r′ T†1(r, x) ·G(r− r′) · T1(r′, x1). (2.5)
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Figure 2.1: Setups to generate a proximity-induced Josephson pi-junction
in topological insulators (TIs). a) An s-wave SC (red) couples to a TI
(grey) via an insulator doped with magnetic and scalar impurities (MI,
magnetic insulator, blue). If the spin-flip tunneling rates are larger than
the normal tunneling rates superconducting gaps with opposite sign are
induced in the TI samples. b) Top view. Instead of the MI the SC is
coupled to the TI via a spatially non-uniform array of single-level QDs
in the Coulomb blockade regime. The array of QDs is occupied with
randomly oriented electron spins.
Here, G(r − r′) denotes the Green’s function of the bare clean homoge-
neous three-dimensional SC defined by G−1(r) ·G(r− r′) = δ(r− r′) with
G−1(r) = iω + (~2∂2r /2m+ µ)τ z −∆scσyτ y. At vanishing relative distance
a solution to this equation is given
G(r = 0) =
−piν√
ω2 + ∆2sc
[∆scσ
yτ y + iω] , (2.6)
with ν = mpF
2pi2
the normal-state density of states per spin and pF the Fermi
momentum in the SC. We adopt several assumptions to simplify Eq. (2.5).
First, the distribution of impurities is assumed to be almost continuous
and hence sums over impurities at discrete positions are replaced by in-
tegrals over impurity densities. Second, terms that are linear in the Pauli
matrices σa vanish after averaging over the random orientation of the
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spins S`,k. Third, at some fixed x` tunneling contributions from points
x`′ for `′ 6= ` can be neglected. The contribution of these terms to the
effective Hamiltonian can be incorporated in the chemical potential [79].
These assumptions imply that∫
dx1Σ(x, x1) · g(x1, x′) ≈ −
[
iω(Γ + ΓS)
−∆sc(Γ− ΓS)σyτ y
]
· g(x, x
′)√
ω2 + ∆2sc
, (2.7)
with the scattering rates
Γ = piνn0|
∑
k
tk|2, (2.8)
ΓS = piνnSS(S + 1)
∑
k,a
|uak|2 /3. (2.9)
Here, n0 is the concentration of point contacts that allow for spin-conserved
tunneling, while nS is the concentration of point contacts that allow for
spin-flip tunneling. Impurity spins are non-interacting, i.e. 〈S`,kS`′,k′〉 =
S(S + 1)δ``′δkk′ , with 〈...〉 meaning the average over random spin direc-
tions and S being the magnitude of the impurity spin. In particular, the
average vanishes for different impurity spins. This implies that in the
expression for the scattering rate ΓS terms ∝ uakuak′ with k 6= k′ vanish as
well. The Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions between
impurity spins are also neglected for two reasons: First, their amplitude
is by orders of magnitude smaller than spin-flip scattering rates [80]. Sec-
ond, the low temperature ground state of the MI is a spin-glass, not a fer-
romagnet. This is because the sign of the RKKY interactions is random
due to the non-uniform spin distribution. Also the exchange couplings
are highly anisotropic when mediated by spin-momentum locked TI sur-
face states. In the spin-glass the average expectation value of spin is zero,
i.e. on average TRI is preserved. Similarly, the Van Vleck interaction re-
cently considered for TIs [81,82] is also neglected assuming a sufficiently
large seperation between the magnetic impurities. The effective order
parameter in the TI for ω  ∆sc,Γ,ΓS is given by
∆Γ,ΓS ≈ Γ− ΓS. (2.10)
Interestingly, if ΓS > Γ the effective order parameter can become nega-
tive. Such a situation naturally emerges if the tunnel contact contains a
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large number of magnetic and scalar impurities. At a particular point
x` the electron tunneling amplitude via some magnetic impurity k is
tk +
∑
a u
a
kσ
aSa`,k and tk′ for some scalar impurity k
′. We assume that
|tk| ≈ |tk′ |, while generally their phases are random. Thus, for many
impurities the normal tunneling contributions in Eq. (2.8) destructively
interfere, so that
∑
k tk ≈ 0. As a result, ΓS > Γ can be realized and ∆Γ,ΓS
becomes negative.
Next we discuss the model of an s-wave SC coupled to a 2D TI via an
array of QDs, as depicted in Fig. 2.1(b) and described by Eq. (2.3). We will
work in the Coulomb blockade regime. Thus, we assume singly occupied
QDs with the electron spin on the QDs being randomly oriented. In the
limit of small tunneling amplitudes that couple the SC and the TI to the
QD we use a Schrieffer-Wolff transformation [83] to map the Hamiltonian
H2 as given in Eq. (2.3) onto a Hamiltonian H1 of the form as given in
Eq. (2.1) with tk ≡ 0. The physical interpretation is that due to the large
Coulomb interactions on the QDs only spin-flip tunneling of electrons
through the dots is allowed [39]. From the discussion of the first model
we can conclude again that ΓS > 0, while Γ ≈ 0. Thus, we see that in
both models we obtain a proximity-induced piJJ in the tunneling region.
2.4 Kramers pairs of Majorana fermions
In a TI coupled to an s-wave SC magnetic fields was used to induce MFs
[2], however, they acts detrimental on superconductivity. In the absence
of magnetic fields, Kramers pairs of MFs can emerge as was shown for
unconventional SCs [69–73] as well as nanowires [32, 74–76, 84] and TIs
[77,78,85] in proximity to conventional SCs. In particular, Kramers pairs
of MFs appear due to piJJs in nanowires [73–75] or in 3D TI films [78].
Here, we make use of the piJJ models introduced above and propose two
setups (labeled by N = 1, 2) that host Kramers pairs of MFs based on
two 2D TIs, which, as a major advantage, can easily be moved by tuning
a tunnel barrier.
We consider two TIs labeled by n = 1, 2. In the first (second) setup,
edge states are of opposite (same) helicity and the chemical potentials
are tuned to be opposite (to be the same) with µ1 = −µ2 (µ1 = µ2), as
illustrated in Fig. 2.2b (Fig. 2.2c). Both TIs are brought into proximity to
an s-wave SC. In the the first TI, the tunnel contact is doped with scalar
and magnetic impurities with randomly oriented spins or, equivalently,
an array of QDs with randomly oriented spins is used. As shown above,
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a pi-junction emerges and the proximity-induced order parameter in the
first TI acquires the opposite sign to the bulk SC, −∆1 < 0. The tunnel
contact between the SC and the second TI does not contain a spin-flip
source. Thus, the corresponding order parameter is of the same sign as
in the SC, ∆2 > 0. The induced superconductivity in the nth TI of the
N th setup is described by the Hamiltonian
H(N)sc,n = (−1)(N−1)(n−1)
∆n
2
∫
dx
[
L†nR
†
n − R†nL†n + H.c.
]
(2.11)
in the basis Φn(x) = (Rn(x),Ln(x),R†n(x),L
†
n(x)). For the first (second)
TI of the first setup we have introduced slowly-varying spin-up (spin-
down) right-mover R1(x) [R2(x)] and spin-down (spin-up) left-mover
L1(x) [L2(x)] fields defined around the Fermi points ±kF . In the second
setup R2(x) [L2(x)] is the spin up (spin down) mode, see Fig. 2.2.
The two TIs are coupled via a tunnel barrier placed in the region 0 6
x 6 L as shown in Fig. 2.2(a) Neglecting the fast-oscillating terms [31],
we find that the tunneling Hamiltonian in the first setup is given by
H(1)t =
t
2
∫ L
0
dx[eiφ
(
R†2L1 − L1R†2
)
+ e−iφ
(
L†2R1 − R1L†2
)
+ H.c.], (2.12)
while in the second setup by
H(2)t =
t
2
∫ L
0
dx[eiφ
(
R†2R1 − R1R†2
)
+ e−iφ
(
L†2L1 − L1L†2
)
+ H.c.]. (2.13)
Here, t (φ) is the tunneling amplitude (phase) between two TIs. The to-
tal Hamiltonian is H(N) =
∑
n(HTI,n + H
(N)
sc,n) + H
(N)
t , where the kinetic
part HTI,n ≡ HTI is identical for both TIs and was introduced in Eq.
(2.1). The tunneling phase can be removed from the total Hamiltonian
by a suitable gauge transformation [111]. In both setups, we find that
a topological phase transition accompanied by the bulk gap closing and
reopening occurs at the point
t =
√
∆1∆2. (2.14)
In the second setup, there is an additional constraint ∆1 6= ∆2. If t >√
∆1∆2, there is one Kramers pair of MFs localized at the interfaces at
x = 0 and one at x = L [31]. The localization lengths are inversely pro-
portional to the opened gaps [111]. Thus, in regions with no tunnel cou-
pling between the TIs the localization lengths are the superconducting
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Figure 2.2: (a) Setup hosting Kramers pairs of MFs. Two TIs (grey rectan-
gles) are placed on top of an underlying s-wave SC (red) such that prox-
imity superconductivity is induced in both TIs. Importantly, the first TI is
coupled through a magnetic insulator (MI, blue) resulting in the piJJ. The
tunnel barrier (TB, yellow) between the edges of two TIs extends from
x = 0 to x = L. One Kramers pair of MFs γ1,2 [γ3,4] (purple) is localized
at the x = 0 [x = L] end of the TB and can be manipulated by tuning the
length L of the TB. The spectrum of two pairs of TI edge modes is con-
sidered in (b) for the first setup and in (c) for the second setup. (b) Edge
modes of the same TI are coupled by proximity-induced pairing ampli-
tudes −∆1 < 0 and ∆2 > 0, resp. The chemical potentials are opposite
for the two TIs, µ1 = −µ2. The helicities of the edge states are opposite
(indicated by the coloring in red and blue). The tunneling (t) couples a
right-moving state in the first TI to a left-moving state in the second TI,
and vice versa. (c) The two TIs have the same chemical potential, µ1 = µ2,
and the same helicities. The tunneling (t) couples a right-[left-] moving
state in the first TI to a right-[left-] moving state in the second TI.
coherence lengths ξn = ~υF/∆n, while in regions with t >
√
∆1∆2 they
are given by
ξ(1) = 2~υF/(
√
(∆1 −∆2)2 + 4t2 −∆1 −∆2) (2.15)
ξ
(2)
± =
2~υF
|∆1 −∆2| ± <
√
(∆1 + ∆2)2 − 4t2
. (2.16)
Superscript (1) [(2)] corresponds to first [second] setup and < means
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the real part of a complex number. In both setups we assume that L is
much longer than the localization lengths ξ(1)max ≡ max{ξ1, ξ2, ξ(1)} (ξ(2)max =
max{ξ2, ξ(2)− } for ∆1 > ∆2 and ξ(2)max = max{ξ1, ξ(2)− } for ∆1 < ∆2). Hence
the wavefunctions of the MFs localized at the two different interfaces do
not overlap. If L is comparable or shorter than the localization length of
the MFs they hybridize into two fermionic states whose energies are non-
zero in general [1, 87, 88]. In a InAs/GaSb (HgTe/CdTe) TI the localiza-
tion length is of the order of 0.5 µm (5 µm) [111]. Finally, we emphasize
that if the relative sign of the proximity induced gaps is the same there
exists no topological phase, see [111] for illustrative phase diagrams.
2.5 Conclusions
We propose two setups to realize a proximity-induced piJJ in a TI in the
presence of TRI. Both setups rely on the tunnel coupling of a TI sample to
an s-wave bulk SC either via a layer of randomly distributed scalar and
magnetic impurities with randomly oriented spins or via a spatially non-
uniform array of QDs each of which is occupied by a randomly oriented
spin. In either case spin-flip tunneling dominates over normal tunneling
and a pi-junction emerges. The randomly oriented spins ensure that there
is effectively no breaking of TRI. Such proximity-induced pi-junctions can
be used to generate and manipulate Kramers pairs of MFs in edge states
of tunnel-coupled TIs.
2.A Energy spectrum
We find that the bulk spectrum of the Hamiltonian H(1) from the main
text is given by
E1,s,±(k) = s
[
(~υFk)2 +
(
∆+ ±
√
∆2− + t2
)2]1/2
, (2.17)
where k is the momentum in the TI, and s = ±1. Similarly the bulk
spectrum of the Hamiltonian H(2) from the main text is given by
E2,s,±(k) = s
[
(~υFk)2 + ∆2+ + ∆2− + t2 ± 2
√
W (k)
]1/2
(2.18)
with W (k) = (~υFk)2t2 + ∆2+(∆2− + t2). Here, we also introduced the
notations ∆± = (∆1 ± ∆2)/2. Both spectra E1,s,±(k) and E2,s,±(k) are
twofold degenerate as expected for time-reversal invariant systems.
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We find that the spectrum is gapless at k = 0 if
t =
√
∆1∆2, (2.19)
and is gapped otherwise. Here, for setup N = 2 we need the additional
condition that ∆1 6= ∆2. Also the spectral gap for the setup N = 2 closes
at some finite momentum if t > ∆1 = ∆2. We now assume that ∆1 6= ∆2
and confirm that Eq. (2.19) defines a topological phase transition. This
means that there should be MFs localized at the boundary between two
space regions with t >
√
∆1∆2 and t <
√
∆1∆2.
2.B Wavefunctions of the Majorana fermions
The operator defining a MF, which is a zero-energy bound state, is gen-
erally given by γ(N)j ≡ (γ(N)j )† =
∑
n=1,2
∫
dx ψ
(N)
n,j (x) · Φn(x) with the
wavefunction (vector)
(ψ
(N)
n,j )
T (x) =

f
(N)
n,j (x)
g
(N)
n,j (x)
(f
(N)
n,j )
∗(x)
(g
(N)
n,j )
∗(x)
 (2.20)
for some complex-valued functions f (N)n,j (x) and g
(N)
n,j (x). The index j =
1, 2 distinguishes between two MFs belonging to the same Kramers pair.
The form of these functions is different for different setups.
Without loss of generality, we focus below on the left interfaces at
which the tunneling amplitude jumps from t = 0 at x < 0 to t = t0 >√
∆1∆2 for x > 0.
First setup.
We find that for the first setup the interface hosts a Kramers pair of MFs
given by
−if (1)n,1 = (g(1)n,1)∗ =

(
δn1
√
∆2−+t
2
0−∆−
t0
eikF x + δn2e
−ikF x
)
e
iφ
2 e−x/ξ
(1) if x > 0(
δn1
√
∆2−+t
2
0−∆−
t0
eikF xex/ξ1 + δn2e
−ikF xex/ξ2
)
e
iφ
2 if x < 0
,
f
(1)
n,2 = (−1)n(g(1)n,1)∗, g(1)n,2 = (−1)n−1(f (1)n,1)∗
(2.21)
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with the localization lengths given by
ξ(1) = ~υF/(
√
∆2− + t20 −∆+)
ξn = ~υF/∆n.
(2.22)
In Fig. S2.3(a) the localization length ξ(1) is plotted for different valus
of t0 in color scale versus ∆1 and ∆2. Note that the solutions for given
N are orthogonal, ψ(N)n,1 · (ψ(N)n,2 )T = 0, thus forming a Kramers pair. The
localization length of the MF is given by ξ(1)max = max{ξ(1), ξ1, ξ2} and is
plotted in Fig. S2.3(b).
Second setup.
The interface at x = 0 of the second setup also hosts a Kramers pair of
MFs. For ∆− > 0 the Kramers pair of MFs is given by
f
(2)
n,1 = e
ikF x
×

[
iδn2
(
∆+−
√
∆2+−t20
2
√
∆2+−t20
e−x/ξ
(2)
+ − ∆++
√
∆2+−t20
2
√
∆2+−t20
e−x/ξ
(2)
−
)
ei
φ
2 if x ≥ 0, ∆+ > t0
− δn1(e−x/ξ
(2)
− −e−x/ξ
(2)
+ )t0e
−i φ2
2
√
∆2+−t20
]
−
[
δn1
t0x
~υF
e−i
φ
2 + iδn2(1 +
t0x
~υF
)ei
φ
2
]
e−x/ξ
(2)
± if x ≥ 0, ∆+ = t0
−
[
δn1
t0 sin(k(2)x)√
t20−∆2+
e−i
φ
2 if x ≥ 0, ∆+ < t0
+iδn2
(
∆+ sin(k(2)x)√
t20−∆2+
+ cos(k(2)x)
)
ei
φ
2
]
e−x/ξ
(2)
±
−iδn2 eiφ2 ex/ξ2 if x < 0
g
(2)
n,1 = i(f
(2)
n,1)
∗, f (2)n,2 = −(g(2)n,1)∗, g(2)n,2 = (f (2)n,1)∗,
(2.23)
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while for ∆− < 0 it is given by
f
(2)
n,1 = e
ikF x
×

[
− δn1
(
∆+−
√
∆2+−t20
2
√
∆2+−t20
e−x/ξ
(2)
+ − ∆++
√
∆2+−t20
2
√
∆2+−t20
e−x/ξ
(2)
−
)
e−i
φ
2 if x ≥ 0, ∆+ > t0
+
iδn2
(
e
−x/ξ(2)+ −e−x/ξ
(2)
−
)
t0e
i
φ
2
2
√
∆2+−t20
]
[
δn1(1 +
t0x
~υF
)e−i
φ
2 − iδn2 t0x~υF ei
φ
2
]
e−x/ξ
(2)
± if x ≥ 0, ∆+ = t0[
− iδn2 t0 sin(k(2)x)√
t20−∆2+
ei
φ
2 if x ≥ 0, ∆+ < t0
+δn1
(
∆+ sin(k(2)x)√
t20−∆2+
+ cos(k(2)x)
)
e−i
φ
2
]
e−x/ξ
(2)
±
δn1 e
−iφ
2 ex/ξ1 if x < 0
g
(2)
n,1 = i(f
(2)
n,1)
∗, f (2)n,2 = −(g(2)n,1)∗, g(2)n,2 = (f (2)n,1)∗.
(2.24)
Again, the two wavefunctions for givenN are orthogonal and thus form-
ing a Kramers pair. We have defined the wavenumber
k(2) =
√
|∆2+ − t20|/~υF (2.25)
and the localization lengths
ξ
(2)
± =
~υF
|∆−| ± <
√
∆2+ − t20
. (2.26)
For different values of t0 the localization lengths ξ
(2)
± are displayed in Fig.
S2.3(c) and (d) in a color scale plot as a function of ∆1 and ∆2. For t0 ≤ ∆+
the spectral gap closes at zero momentum while for t0 > ∆+ it closes at
some finite momentum. For ∆− > 0 (∆− < 0) the localization length
of the MF is given by ξ(2)max = max{ξ2, ξ(2)− } (ξ(2)max = max{ξ1, ξ(2)− }) and is
plotted in Fig. S2.3(e). The fast-oscillating factors have explicitly been
restored in the wavefunctions. We see that for ∆1 = ∆2 the MF wave-
function is delocalized. In the limit when L ξ(N)max the interfaces at x = 0
and x = L can be considered as independent and a calculation of the MF
wavefunctions at x = L can be performed analogously. We assume that
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the induced gaps are given by ∆1 = 0.1 meV, ∆2 = 0.2 meV, and the tun-
nel coupling is set to t = 0.2 meV. In a InAs/GaSb (HgTe/CdTe) TI the
Fermi velocity is given by υF = 4.6× 104 m s−1 [47] (5.5× 105 m s−1 [50]).
This gives an estimate of the localization length of the order of 0.5 µm
(5 µm).
Finally for setup N the tunneling phase φ can be absorbed into a redefi-
nition of the electron operators by the gauge transformations
Rn 7→ exp
(
(−1)n(N−1) iφ
2
)
Rn
Ln 7→ exp
(
−(−1)n(N−1) iφ
2
)
Ln.
(2.27)
CHAPTER 2. PROXIMITY-INDUCED pi JOSEPHSON JUNCTIONS IN
TOPOLOGICAL INSULATORS 31
0.250 0.5 0.250 0.5 0.250 0.5
0.5
0.25
0
0.5
0.25
0
0.5
0.25
0
0.5
0.25
0
0.5
0.25
0
0
500
1000
1500
2000
t = 0.2 meV t = 0.3 meV t = 0.4 meV
 1 (meV)  1 (meV) 1 (meV)
(m
eV
)
 
2
(m
eV
)
 
2
(m
eV
)
 
2
(m
eV
)
 
2
(m
eV
)
 
2
T
NT
(nm)
(a)
(b)
(c)
(d)
(e)
⇠1
⇠2
⇠(1)
⇠1
⇠2
⇠(1)
⇠1
⇠2
⇠(1)
⇠
(2)
 
⇠1
⇠2
⇠
(2)
 
⇠1
⇠2
⇠
(2)
 
⇠1
⇠2
⇠
(2)
 
⇠
(2)
 
0
500
1000
1500
2000
(nm)
0 0 0
Figure 2.3: (a) Phase diagrams and color scale plots of the localization
length ξ(1) for x > 0 of the Kramers pair of MFs in the first setup as
a function of the superconducting gap parameters ∆1,2 and the tun-
neling amplitude t0. Here, ξ(1) increases from blue, through yellow,
to red; vF = 4.6 × 104 m s−1 in an InAs/GaSb TI [47]. The curve
t0 =
√
∆1∆2 (dashed) seperates the topological phase (T, colored) and
the non-topological phase (NT, uncolored). At the phase boundary the
localization length ξ(1) is divergent. For x < 0 the localization lengths
are given by the superconducting coherence lengths ξ1,2 = ~υF/∆1,2. (b)
Same as in (a) but for ξ(1)max ≡ max{ξ1, ξ2, ξ(1)}. The curves ξ1,2 = ξ(1) and
ξ1 = ξ2 (solid) seperate regions where ξ
(1)
max is given respectively by ξ1, ξ2
or ξ(1). (c) Same as in (a) but for the localization length ξ(2)− for x > 0
in the second setup. Along the line ∆1 = ∆2 (dashed) the localization
lengths ξ(2)± are divergent. (d) Same as in (c) but for the localization
length ξ(2)+ . (e) Same as in (d) but for ξ
(2)
max = max{ξ2, ξ(2)− } if ∆1 > ∆2
and ξ(2)max = max{ξ1, ξ(2)− } if ∆1 < ∆2. The curves ξ1,2 = ξ(2)− (solid) seper-
ate regions where ξ(2)max is given respectively by ξ1, ξ2 or ξ
(2)
− .
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A hard proximity-induced superconducting gap has recently been ob-
served in semiconductor nanowire systems at low magnetic fields. How-
ever, in the topological regime at high magnetic fields, a soft gap emerges
and represents a fundamental obstacle to topologically protected quan-
tum information processing with Majorana bound states. Here we show
that in a setup of double Rashba nanowires that are coupled to an s-wave
superconductor and subjected to an external magnetic field along the
wires, the topological threshold can be significantly reduced by the de-
structive interference of direct and crossed-Andreev pairing in this setup,
precisely down to the magnetic field regime in which current experimen-
tal technology allows for a hard superconducting gap. We also show that
the resulting Majorana bound states exhibit sufficiently short localization
lengths, which makes them ideal candidates for future braiding experi-
ments.
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3.1 Introduction
Majorana bound states (MBSs) form the building blocks of a topologi-
cally protected qubit. Over the last years, the first generation of Majo-
rana devices were fabricated based on conventional s-wave supercon-
ductors (SCs) exposed to strong magnetic fields and proximity-coupled
to a nanowire (NW) with Rashba spin-orbit interaction (SOI) [3,4,6–9] or
chains of magnetic atoms placed on a superconducting substrate [5, 10–
12,89–91]. These devices provided first experimental signatures of MBSs
in the form of zero-bias conductance peaks [6–12]. Today, the most im-
portant open challenge is to perform manipulations on the MBSs which
should ultimately allow for the confirmation of their non-Abelian braid-
ing statistics. For this purpose, NW devices appear particularly promis-
ing as they provide a simple means of moving MBSs by the use of local
gates [29]. Unfortunately, despite the plethora of experimental break-
throughs, a long-standing [92, 93] and still unresolved [94, 95] obstacle
to NW-based braiding experiments is that the proximity-induced super-
conducting gap in the NW is well-defined only for weak magnetic fields
in the trivial regime (“hard gap”). For strong magnetic fields in the topo-
logical regime, a finite subgap conductance emerges (“soft gap”) which
destroys the topological protection [13–17].
Here we show that in a double NW setup the topological threshold
can be reduced to the low magnetic field regime in which current ex-
perimental technology allows for a hard superconducting gap. More
concretely, we consider two parallel Rashba NWs that are proximity-
coupled to an s-wave SC and subjected to a magnetic field along the
NWs, see Fig. 2.1(a). The SC induces both direct and crossed-Andreev
pairing. We demonstrate that this double NW setup exhibits a new, pre-
viously overlooked Majorana phase that emerges at low magnetic fields.
Specifically, for any finite crossed-Andreev pairing strength, we show
that the system can host a single MBS at each end even when the Zee-
man splitting is smaller than the strength of induced direct pairing. No-
tably, this phase can be realized if the direct pairing strength exceeds that
of crossed-Andreev pairing, which is always the case in the absence of
strong electron-electron interactions [32,77,96–101]. In the limit when di-
rect and crossed-Andreev pairing strengths are equal, we find that even
an infinitesimal magnetic field can drive the system into the proposed
topological phase. Interestingly, we also find that these MBSs exhibit
a sufficiently short localization length, making them ideal for experi-
ments on quantum information processing. Our theoretical proposal can
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Figure 3.1: (a) Two Rashba NWs (grey) labeled by τ = 1, 1¯ are aligned
along the x direction and proximity-coupled to an s-wave SC (red). Their
separation in the z-direction is given by d. Both NWs are subjected to a
magnetic field B which points along the x-axis. The Rashba SOI field
ατ in the τ -wire points along the z-axis. (b) Energy spectrum in the
limit of strong SOI, Eso,τ  ∆Zτ ,∆τ ,∆c, with solid (dashed) lines cor-
responding to electron (hole) bands. The chemical potential µτ is tuned
to the crossing point of spin-up (blue) and spin-down (green) bands in
both NWs. The proximity-induced superconductivity generates a cou-
pling between states with opposite momenta and spins belonging to the
same NW (with strength ∆τ ) or to different NWs (with strength ∆c). For
|Eso,1 − Eso,1¯|  ∆c, the crossed-Andreev pairing potential ∆c couples
only the interior branches of the spectrum at k = 0. Also, the magnetic
field couples states of opposite spins at k = 0 in each NW (with strength
∆Zτ ).
readily be realized and scaled to a larger qubit architectures [102–110] in
InSb/Al NW networks or can alternatively be fabricated lithographically
in two-dimensional InAs/Al heterostructures [27]. Consequently, it may
be foundational for future experiments aimed at a controlled manipula-
tion of MBSs.
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3.2 Model
We consider a system of two parallel Rashba NWs labeled by τ = 1, 1¯,
which are positioned along the x direction and coupled to one another
via an s-wave SC, see Fig. 3.1(a). The kinetic part of the Hamiltonian is
given by
H0 =
∑
τ,σ
∫
dx Ψ†τσ
(
−~
2∂2x
2m
− µτ
)
Ψτσ′ . (3.1)
Here, Ψτσ(x) denotes the annihilation operator of an electron with mass
m and spin σ/2 = ±1/2 at position x in the τ -wire and µτ is the chemical
potential in the τ -wire. The Rashba SOI field ατ = ατ zˆ in the τ -wire is of
strength ατ and points along the z direction,
Hso = i
∑
τ,σ,σ′
ατ
∫
dx Ψ†τσ (σz)σσ′ ∂xΨτσ′ , (3.2)
where σx,y,z are Pauli matrices acting in spin space. We assume that α1¯ ≥
α1 > 0. The chemical potentials in both NWs are tuned to the crossing
point of the spin-polarized bands, µτ = 0. (We will address the important
case when µτ 6= 0 below.) The electron bulk spectrum of H0 + Hso is
given by Eτσ(k) = ~2(k− σkso,τ )2/2m−Eso,τ , where kso,τ = mατ/~2 is the
SOI wavevector and Eso,τ = ~2k2so,τ/2m the SOI energy in the τ -wire, see
Fig. 3.1(b). Applying an external magnetic fieldB = Bxˆ of magnitude B
parallel to the NWs induces a Zeeman splitting described by
HZ =
∑
τ,σ,σ′
∆Zτ
∫
dx Ψ†τσ(σx)σσ′Ψτσ′ , (3.3)
where ∆Zτ = gτµBB/2 is the Zeeman splitting in the τ -wire, with gτ the
corresponding g-factor and µB the Bohr magneton. Assuming that the
NWs are effectively one-dimensional, orbital magnetic field effects are
neglected.
Superconductivity is induced in the NWs through a tunnel coupling
with an s-wave SC. The tunneling of both electrons of a Cooper pair into
the same NW is described by
Hd =
∑
τ,σ,σ′
∆τ
2
∫
dx [Ψτσ(iσy)σσ′Ψτσ′ + H.c.] , (3.4)
CHAPTER 3. LOW-FIELD TOPOLOGICAL THRESHOLD IN
MAJORANA DOUBLE NANOWIRES 36
where ∆τ > 0 is the pairing potential of the induced direct supercon-
ductivity in NW τ . Additionally, we allow for crossed-Andreev pairing
where a Cooper pair splits and one electron tunnels into one NW and its
partner into the other NW; this process is described by
Hc =
∆c
2
∑
τ,σ,σ′
∫
dx [Ψτσ(iσy)σσ′Ψτ¯σ′ + H.c.] , (3.5)
where ∆c > 0 is the induced crossed-Andreev pairing potential. The total
Hamiltonian is given byH = H0 +Hso+HZ+Hd+Hc. In the Supplemen-
tal Material (SM) [111] we provide microscopic expressions for ∆τ and
∆c for the special case of weak tunnel coupling between the NWs and
the SC, γ  ∆sc, where γ is the energy scale of the NW-SC tunnel cou-
pling and ∆sc is the superconducting order parameter of the s-wave SC.
There, we also show that the ratio
√
∆1∆1¯/∆c can be tuned by varying
the NW separation d but always satisfies
√
∆1∆1¯/∆c > 1 in the absence
of strong electron-electron interactions [101, 111]. For our discussions
in the main part, we focus on the experimentally most relevant regime,
|Eso,1 − Eso,1¯|  ∆Zτ ,∆τ ,∆c  |∆1 −∆1¯|, |∆Z1 −∆Z1¯|, corresponding to
the limit of strong and different SOI energies and the differences in the
proximity gaps and Zeeman energies being the smallest energy scales in
the system. This allows us to replace ∆τ ,∆Zτ → ∆d,∆Z , and to compen-
sate the effects of interwire tunneling,HΓ = −Γ
∑
τ,σ
∫
dx[Ψ†τσ(x)Ψτ¯σ(x)+
H.c.] with tunneling strength Γ > 0, by tuning the NW chemical po-
tentials to an appropriate sweet spot, see the stability analysis below and
the SM [111]. Notably, without tuning the chemical potentials, interwire
tunneling is substantial compared to the crossed-Andreev pairing [111],
∆c/Γ = tanh(d/ξsc) < 1 with ξsc the coherence length of the s-wave SC,
and pushes the topological threshold to significantly higher magnetic
fields, and not much is gained. For that reason, the low-field topolog-
ical threshold did not emerge in previous studies [76].
3.3 Topological phase diagram
First, we resolve the topological phase diagram of our model. We note
that for ∆Z > 0 (∆Z = 0) the Hamiltonian H is placed in symmetry class
BDI (DIII) with a Z (Z2) topological invariant [111, 112]. We begin by
linearizing the Hamiltonian H0 + Hso around its Fermi points at k = 0
and k = ±2kso,τ and consider the effects of magnetic field and super-
conductivity perturbatively, see the SM [111]. When |Eso,1 − Eso,1¯| 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∆c, the crossed-Andreev pairing couples only the interior branches, see
Fig. 3.1(b). We find that the spectrum is gapless at k = 0 provided
∆2c = (∆d ±∆Z)2. (3.6)
There is no gap closing at finite-momentum for |Eso,1−Eso,1¯|  ∆Z ,∆d,∆c.
Based on Eq. (4.6), we are now in the position to determine the topo-
logical phases themselves, see Fig. 3.2. When ∆Z = 0 and ∆c > ∆d
the system is a time-reversal symmetric topological superconductor and
hosts a Kramers pair of MBSs at each end [32]. For ∆Z = 0 and all re-
maining values of ∆c it is a trivial superconductor. Since the number
of MBSs is a topological invariant, it cannot change without closing the
energy gap. Consequently, for ∆c > ∆d + ∆Z the system must be in a
topological phase with two MBSs at each end, while for ∆d −∆Z > ∆c it
must be in a trivial phase. Moreover, for ∆c = 0 and ∆Z > ∆d each NW
independently hosts a pair of MBSs at its ends [3, 4]. From the same rea-
soning as above we conclude that the system must therefore also exhibit
a topological phase with two MBSs at each end for ∆Z−∆d > ∆c. Finally,
from an explicit calculation of the MBS wavefunctions, we find that the
system hosts one MBS on each end for ∆d + ∆Z > ∆c > |∆d −∆Z |.
We now discuss this one-MBS phase in more detail. There are three
remarkable aspects: (1) For any finite crossed-Andreev pairing strength
∆c, the one-MBS phase occurs even for Zeeman splittings smaller than
the direct pairing strength, ∆Z < ∆d. Notably, for ∆c = ∆d an infinitesi-
mal magnetic field can drive the system into the one-MBS phase. This be-
havior originates from the destructive interference of direct and crossed-
Andreev pairing, which lowers the topological threshold to ∆Z = ∆d −
∆c. (2) The one-MBS phase is realized for ∆c < ∆d. This fact ensures
that the phase can also be achieved in a noninteracting system which,
consequently, constitutes a powerful advantage over systems at strictly
zero field which host Kramers pairs of MBSs. The latter usually rely on
the presence of strong electron-electron interactions that are difficult to
control experimentally [32, 77, 99, 100]. Also, the definition of a topo-
logical qubit in time-reversal invariant topological superconductors is
potentially problematic as it requires additional symmetry conditions
[113, 114]. Compared to that, the one-MBS phase allows for the standard
definition of a topological qubit for topological superconductors with-
out time-reversal symmetry. (3) The one-MBS phase exists in the limit of
strong SOI, which ensures sufficiently short localization length and im-
mediate accessibility with current experimental technology. The weak
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Figure 3.2: (Color online) Topological phase diagram as a function of the
Zeeman splitting ∆Z and the strength of the induced crossed-Andreev
pairing ∆c for the regime |Eso,1−Eso,1¯|  ∆Zτ ,∆τ ,∆c  |∆1−∆1¯|, |∆Z1−
∆Z1¯|. There are two topological phases hosting one MBS (blue) and two
MBSs (red) at each end. The trivial phase (white) does not host any MBSs.
To take advantage of the low-field topological threshold, the setup shown
in Fig. 3.1(a) should be operated in the one-MBS phase for ∆d + ∆Z >
∆c > |∆d −∆Z |.
SOI limit [76] is experimentally less feasible, as it leads to large localiza-
tion lengths of the MBSs requiring ultra-long NWs.
3.4 Localization lengths
We continue the discussion of the one-MBS phase by computing the lo-
calization lengths of the MBS wavefunctions. We assume that the NW
length is much longer than the MBS localization lengths, so that MBSs at
opposite ends do not overlap [87, 88, 115]. The MBS wavefunctions then
correspond to zero energy eigenstates of the Hamiltonian H and can be
determined independently for each end, see the SM [111].
We find that the MBS wavefunctions are characterized by the local-
ization lengths determined by the two branches of the spectrum [31].
The localization lengths corresponding to the exterior (e) branches at
k = ±kFτ = ±2kso,τ of the spectrum are given by the superconducting
coherence lengths, ξeτ = ~υFτ/∆d, where υFτ = ~kso,τ/m is the Fermi ve-
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locity in NW τ . The localization length due to the interior (i) branch of
the spectrum is given by
ξi = 2~υF1υF 1¯
[
(υF1 + υF 1¯) (∆Z −∆d) (3.7)
+
√[
(υF1 − υF 1¯)(∆Z −∆d)
]2
+ 4υF1υF 1¯∆2c
]−1
.
The total localization length is given by ξ = max{ξi, ξeτ}.
We now want to compare the MBS localization length in the double
NW setup to the one in the standard setup of a single Rashba NW cou-
pled to an s-wave SC and subjected to a magnetic field along the NW
axis [3,4]. Assuming that the NW chemical potential is tuned to the cross-
ing point of the spin-polarized bands of the Rashba spectrum, this single
NW setup hosts a MBS at each end provided ∆Z > ∆d. The MBS localiza-
tion length is ξ′ = max{~υF/(∆Z −∆d), ~υF/∆d}, where υF is the Fermi
velocity in the NW [31]. In general, we find that the MBS localization
length of the double NW setup is always shorter than that in the single
NW setup for a fixed Zeeman splitting, ξ ≤ ξ′ when ∆c > 0. To give
numerical estimates, we choose typical experimental values for semicon-
ducting NWs, ∆d = 0.1 meV, g = 2, and υF1 = υF = 1.5 × 104 m/s and
υF 1¯ = 2.5 × 104 m/s. Furthermore, we take ∆Z = 0.13 meV for the Zee-
man splitting which corresponds to a field strength of ∼ 2.2 T. For the
MBS localization length in the single NW setup we find ξ′ ∼ 330 nm.
In contrast, the double NW setup with a modest strength of crossed-
Andreev pairing ∆c = 0.08 meV yields a reduction of the MBS localiza-
tion length to ξ ∼ 160 nm. Inversely, a localization length of ξ ∼ 330 nm
which is comparable to the single NW case is achieved already for a Zee-
man splitting of ∆Z = 0.27 meV corresponding to a field strength of
∼ 1 T. The double NW setup thus allows for MBS localization lengths
that are comparable to the single NW setup despite a significant reduc-
tion of the magnetic field strength by ∼ 1.2 T.
3.5 Stability analysis
Next, we study the stability of the one-MBS phase with respect to inter-
wire tunneling and rotations of the SOI vector away from the directions
specified in Fig. 3.1. First, we show that the effects of interwire tunneling
on the low-field topological threshold can be compensated by tuning the
NW chemical potentials µτ to an appropriate sweet spot and we estimate
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Figure 3.3: (Color online) (a) Top panel: Color-scale plot of the topolog-
ical threshold ∆Z,c/∆d for the one-MBS phase as a function of µτ/∆d for
∆c/∆d = 0.5, Γ/∆d = 1. Bottom panel: ∆Z,c/∆d as a function of µ1/∆d
for µ1¯ = Γ (red) and µ1¯/∆d = 4 (blue). The topological threshold ∆Z,c
exhibits a global minimum for µτ = Γ. (b) Topological phase diagram
as a function of ∆Z/∆1 and ∆c/∆1 (obtained from a tight-binding diag-
onalization of 800 sites per NW) for finite interwire tunneling. We have
Eso,1/∆1 = 6.25, Eso,1¯/∆1 = 12.25, ∆1¯/∆1 = 1.3, Γ/∆1 = 1 , µ1 = µ1¯ = Γ.
Colors are the same as in Fig. 3.2. Black dashed lines denote the approx-
imate phase boundaries for µτ = 0. For µ1 = µ1¯ = Γ the one-MBS phase
itself and also its phase boundary to the trivial phase remains stable. In
contrast, for µτ = 0, the topological threshold seperating the trivial and
one-MBS phase is pushed to higher magnetic fields. (c) Same phase di-
agram as in (b) but with the two SOI vectors not being parallel to each
other but still orthogonal to the magnetic field. We take µτ = 0, Γ = 0
and θ = pi/6 for the relative angle between the SOI vectors. Unlike the
one-MBS phase, the two-MBS phases are unstable against rotations of the
SOI direction.
the precision of this tuning. For general µτ and finite interwire tunnel-
ing, we find that the low-field topological threshold from the trivial to
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the one-MBS phase occurs at the critical Zeeman splitting
∆2Z,c =
[
2(∆2d + ∆
2
c + Γ
2) + µ21 + µ
2
1¯ (3.8)
−
(
[4∆d∆c]
2 +
[
4∆2c + (µ1 + µ1¯)
2
]
[µ1 − µ1¯]2
+ 4Γ [µ1 + µ1¯] [4∆d∆c + Γ(µ1 + µ1¯)]
)1/2]/
2.
The critical Zeeman splitting is minimized to ∆Z,c = ∆d−∆c at the sweet
spot µτ = Γ. For |µτ | > Γ, the critical Zeeman splitting increases and
approaches ∆2Z,c = ∆
2
d + µ
2
τ when |µτ¯ |  |µτ |, see Fig. 3.3(a) and Fig. 3.4
in the SM. To tune the chemical potentials to the desired sweet spot, we
fix µ1¯ and determine ∆Z,c as a function of µ1 (e.g. by the emergence of
a zero-bias conductance peak). This procedure is repeated for different
values of µ1¯. The case µτ = Γ is achieved for the global minimum of
∆Z,c as a function of µ1 and µ1¯. The required precision of this tuning is
determined by the width of ∆Z,c as a function of µτ , which is on the scale
of ∆c. Importantly, without this tuning the lowering of the topological
threshold between the trivial and one-MBS phase does not occur [76] as
the phase boundary separating the one- and two-MBSs phases shifts to
larger magnetic fields, see Fig. 3.3(b). In the SM we show that the de-
scribed compensation is still possible in the regime of low Zeeman split-
tings for ∆τ ∼ |∆1 −∆1¯| but requires an asymmetric tuning of the chem-
ical potentials.
Second, we address the case when the SOI vectors in the two NWs are
not parallel but still orthogonal to the magnetic field vector. We replace
H → H − i∑τ,σ,σ′ α′τ ∫ dx Ψ†τσ (σy)σσ′ ∂xΨτσ′ and set α1 = α, α′1 = 0, α1¯ =
α˜ cos θ, α′¯1 = α˜ sin θ. The new Hamiltonian is in symmetry class D with
a Z2 topological invariant [111, 112] and a tight-binding diagonalization
reveals a stable one-MBS phase and unstable two-MBSs phases that turn
trivial for sin θ 6= 0, see Fig. 3.3(c).
Finally, we have also verified by a numerical tight-binding diagonal-
ization as above that the one-MBS phase is stable against Gaussian dis-
order with mean 〈µτ 〉 = 0 and a standard deviation that is smaller than
the gap.
3.6 Conclusions
We have shown that in a double NW setup the destructive interference
of direct and crossed-Andreev pairing significantly reduces the topolog-
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ical threshold compared to the standard single NW setups [3, 4]. More-
over, we have demonstrated that the resulting MBSs exhibit localization
lengths that can be shorter than those of the standard single NW setups.
Consequently, they represent ideal candidates for future experiments on
quantum information processing with MBSs.
3.A Microscopic model of the proximity effect
In this first section of the Supplemental Material, we provide a micro-
scopic derivation of the system parameters of our model Hamiltonian
H = H0 +Hso +HZ +Hd +Hc +HΓ presented in the main text for a weak
tunnel coupling between the NWs and the SC, following methods similar
to those found in Refs. [101,116]. We assume that the NWs are of infinite
length, so that the momentum kx in the x direction is conserved. The
momentum-space representation of the bare Hamiltonian of the NWs is
given by
H0 +Hso +HZ =
∑
τ,σ,σ′
∫
dkx
2pi
Ψ†τσ(kx) (ξτ − ατkxσz + ∆Zτσx)σσ′ Ψτσ′(kx),
(3.9)
where we have introduced the single-particle dispersion in the absence
of SOI and magnetic field, ξτ = k2x/2m − µτ . The Pauli matrices σx,y,z
are acting spin space. The NWs are separated by an s-wave SC of finite
width d. We describe the SC by the Hamiltonian
Hsc =
∑
σ
∫
dkx
2pi
∫ d
0
dz
[
Ψ†sc,σ(kx, z)
(
− ∂
2
z
2msc
+
k2x
2msc
− µsc
)
Ψsc,σ(kx, z)
]
+
∆sc
2
∑
σ,σ′
∫
dkx
2pi
∫ d
0
dz
[
Ψ†sc,σ(kx, z) (iσy)σσ′ Ψsc,σ′(−kx, z) + H.c.
]
,
(3.10)
wheremsc and µsc are the effective mass and chemical potential of the SC,
respectively, and ∆sc is the superconducting pairing potential. Notably,
we neglect the Zeeman splitting due to the applied in-plane field on the
superconductor; this is a good approximation at weak magnetic fields if
the Zeeman splitting of the superconductor is much smaller than its bulk
gap. We also allow for electrons to tunnel between SC and NW, assuming
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that this process preserves both spin and momentum,
Ht = −
∑
τ,σ
∫
dkx
2pi
tτ
[
Ψ†τσ(kx, zτ )Ψsc,σ(kx, zτ ) + H.c.
]
, (3.11)
where tτ is a nanowire-dependent tunneling amplitude and zτ denotes
the position of τ -wire (z1 = 0 and z1¯ = d).
The total Hamiltonian can be diagonalized by introducing a Bogoli-
ubov transformation. The resulting Bogoliubov-de Gennes (BdG) equa-
tions are given by∑
σ′
[(ξτ − ατkxσz + ∆Zτσx)σσ′ uτσ′(kx)− tτusc,σ(kx, zτ )] = Euτσ(kx),∑
σ′
[− (ξτ − ατkxσz + ∆Zτσx)σ′σ + tτvsc,σ(kx, zτ )] = Evτσ(kx),
∑
τ,σ′
[(
− ∂
2
z
2msc
+
k2x
2msc
− µsc
)
usc,σ(kx, z) + i∆sc(σy)σσ′vsc,σ′(−kx, z)
− tτδ(z − zτ )uτσ(kx)
]
= Eusc,σ(kx, z),
∑
τ,σ′
[(
∂2z
2msc
− k
2
x
2msc
+ µsc
)
vsc,σ(kx, z)− i∆sc(σy)σσ′usc,σ′(−kx, z)
+ tτδ(z − zτ )vτσ(kx)
]
= Evsc,σ(kx, z).
(3.12)
Here, uτ [sc]σ(vτ [sc]σ) is the wave function describing an electron (hole) of
spin σ in the τ -wire (in the SC). Inside the SC (i.e., for 0 < z < d), we must
solve the BdG equations for a conventional s-wave SC:[(
− ∂
2
z
2msc
+
k2x
2msc
− µsc
)
ηz −∆scηyσy
]
ψsc(kx, z) = Eψsc(kx, z), (3.13)
where ψsc(kx, z) = [usc,↑(kx, z), usc,↓(kx, z), vsc,↑(−kx, z), vsc,↓(−kx, z)]T is a
spinor wave function. Solving independently in the left (z < zw), middle
(zw < z < d − zw), and right (z > zw) regions, the wave function can be
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expressed as
ψl(z < zw) = c1χe,↑ sin(p+z) + c2χe,↓ sin(p+z)
+ c3χh,↑ sin(p−z) + c4χh,↓ sin(p−z),
ψm(zw < z < d− zw) = c5χe,↑eip+z + c6χe,↓eip+z + c7χe,↑e−ip+z
+ c8χe,↓e−ip+x + c9χh,↑eip−z + c10χh,↓eip−z
+ c11χh,↑e−ip−z + c12χh,↓e−ip−z,
ψr(z > zw) = c13χe,↑ sin[p+(d− z)] + c14χe,↓ sin[p+(d− z)]
+ c15χh,↑ sin[p−(d− z)] + c16χh,↓ sin[p−(d− z)]
(3.14)
where p2± = 2msc(µsc ± iΩ)− k2x, with Ω2 = ∆2sc −E2. The spinors are de-
fined as χe,↑ = (u0, 0, 0, v0)T , χe,↓ = (0, u0,−v0, 0)T , χh,↑ = (0,−v0, u0, 0)T ,
and χh,↓ = (v0, 0, 0, u0)T , where u0 and v0 are the BCS coherence factors,
u0(v0) =
√
1
2
(
1± iΩ
E
)
. (3.15)
The nanowires enter only through the boundary conditions. These bound-
ary conditions, which must be imposed at z = zτ (vanishing boundary
conditions at z = 0 and z = d are accounted for already), are given by
ψl(z1) = ψm(z1),
ψr(z1¯) = ψm(z1¯),
[∂zψm(z1)− ∂xψl(z1)]/kF = 2γ1ηzGR1 (E, kx)ψl(z1),
[∂zψm(z1¯)− ∂xψr(z1¯)]/kF = 2γ1¯ηzGR1¯ (E, kx)ψl(z1¯),
(3.16)
where GRτ (E, kx) = (E − ξτηz +ατkxσz −∆Zτηzσx + i0+)−1 is the retarded
Green’s function of the τ -wire in the absence of tunneling. The boundary
conditions Eq. (3.16) can be rearranged into the form Mc = 0, where M
is a 16 × 16-matrix and c is a 16-component vector of unknown coeffi-
cients. The excitation spectrum of the junction is determined by solving
the equation detM = 0 for E(kx).
We now map the exact BdG solution to the effective pairing model
in the limit of weak coupling. We adopt the following approximations:
First, we assume that the chemical potential of the SC is the largest en-
ergy scale of the problem (µsc  Eso,∆Zτ ,∆sc, µτ ). This allows us to
approximate
p± =
√
2msc(µsc ± iΩ)− k2x ≈ kF,sc ± iΩ/vF,sc, (3.17)
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where kF,sc =
√
2mscµsc and vF,sc = kF,sc/msc are the Fermi momentum
and velocity of the SC, respectively. When differentiating the wave func-
tion [on the left-hand side of Eq. (3.16)], we approximate p± = kF,sc;
however, in the exponentials [entering through ψsc(kx, d)], we keep p± =
kF,sc ± iΩ/vF,sc (this gives the exponentially growing/decaying parts of
the wave function). The weak-tunneling limit is assumed by taking γτ 
∆sc, where γτ is a nanowire-dependent tunneling energy scale given by
γτ = t
2
τ/vF,sc. In this limit, the relevant pairing energies are small (E 
∆sc) and we can expand the coherence factors as
u0(v0) =
(
1± i
2
)
∆sc
E
. (3.18)
However, even with these simplifications, the matrix M [defined below
Eq. (??)] is too complicated to be displayed explicitly here. Also due to
the complicated nature of the matrix M , we can only evaluate detM nu-
merically; this means that the energy spectrum E(kx, µτ , ατ ,∆Zτ , γτ , d)
must be effectively “guessed” to be mapped out over all of parameter
space (i.e., it would be very computationally expensive to numerically
map out the spectrum as function of all parameters of the problem).
Luckily, it is actually quite straightforward to guess the correct spectrum.
The superconductor induces four effective terms in the Hamiltonian
of the NWs. Induced pairing terms are of direct type,
Hd =
∑
τ
∆τ
∫
dkx
2pi
[
Ψ†τ1(kx)Ψ
†
τ 1¯
(−kx) + H.c.
]
, (3.19)
and crossed-Andreev type,
Hc = ∆c
∑
τ
∫
dkx
2pi
[
Ψ†τ1(kx)Ψ
†
τ¯ 1¯
(−kx) + H.c.
]
. (3.20)
In addition, the superconductor induces single-particle couplings, which
again can be of direct type,
Hδµ = −
∑
τ,σ
δµτ
∫
dkx
2pi
[
Ψ†τσ(kx)Ψτσ(kx) + H.c.
]
, (3.21)
and of interwire type,
HΓ = −Γ
∑
τ,σ
∫
dkx
2pi
[
Ψ†τσ(kx)Ψτ¯σ(kx) + H.c.
]
. (3.22)
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With these proximity-induced terms, we propose to describe the nanowires
with an effective Hamiltonian of the form
H =
1
2
∫
dkx
2pi
Φ†(kx)Heff(kx)Φ(kx), (3.23)
where Φ = (Ψ11,Ψ11¯,Ψ
†
11,Ψ
†
11¯
,Ψ1¯1,Ψ1¯1¯,Ψ
†
1¯1
,Ψ†
1¯1¯
)T and the effective Hamil-
tonian density Hˆeff is given by
H(kx) = ξ˜1
(
1 + τz
2
)
ηz + ξ˜1¯
(
1− τz
2
)
ηz
− α1kx
(
1 + τz
2
)
σz − α1¯kx
(
1− τz
2
)
σz
+ ∆Z1
(
1 + τz
2
)
ηzσx + ∆Z1¯
(
1− τz
2
)
ηzσx −∆cτxηyσy − Γτxηz
−∆1
(
1 + τz
2
)
ηyσy −∆1¯
(
1− τz
2
)
ηyσy
(3.24)
with ξ˜τ = k2x/2m − µτ − δµτ and the Pauli matrices τx,y,z, ηx,y,z, σx,y,z
acting in nanowire, particle-hole and spin-space, respectively. In the spe-
cial case when ∆Zτ = 0, the Hamiltonian obeys both time-reversal and
particle-hole symmetry with operators UT = σy, UP = ηx, and transfor-
mations U †TH∗(kx)UT = H(−kx), U †PH∗(kx)UP = −H(−kx), respectively.
Furthermore, U∗TUT = −1, U∗PUP = 1. Hence, for ∆Zτ = 0 the Hamil-
tonian is placed in the DIII symmetry class with a Z2 topological invari-
ant [112]. In general, the Hamiltonian also exhibits an effective time-
reversal symmetry described by U ′T = ηzσx with (U
′
T )
2 = 1. Therefore,
for ∆Zτ 6= 0 the Hamiltonian is placed in the symmetry class BDI with a
Z topological invariant [112]. However, we note that the effective time-
reversal symmetry U ′T is unstable when the SOI vectors are not parallel
but still orthogonal to the magnetic field vector,
kxα
(
1 + τz
2
)
σz + kxα˜
(
1− τz
2
)
[cos(θ)σz + sin(θ)ηzσy] , (3.25)
where θ ∈ [0, 2pi) is the relative angle between the SOI vectors. Moreover,
the effective time-reversal symmetry U ′T is also unstable if we allow for
a magnetic field vector component that is aligned with one of the SOI
vectors,
∆Z1
(
1 + τz
2
)
ηzσx + ∆Z1¯
(
1− τz
2
)
ηz [cos(φ)σx + sin(φ)σz] . (3.26)
CHAPTER 3. LOW-FIELD TOPOLOGICAL THRESHOLD IN
MAJORANA DOUBLE NANOWIRES 47
with φ ∈ [0, 2pi). In the presence of either one of these perturbations with
sin(θ) 6= 0 or sin(φ) 6= 0, the Hamiltonian is in the symmetry class D with
a Z2 topological invariant [112].
The effective parameters ∆τ , ∆c, δµτ , and Γ were determined as func-
tions of the tunneling strength γτ and wire separation d in the absence of
spin-orbit coupling and Zeeman splitting in Ref. [101]. They are given by
(ξsc = vF,sc/∆sc is the superconducting coherence length)
∆τ =
2γτ sinh(2d/ξsc)
cosh(2d/ξs)− cos(2kFd) ,
∆c =
4
√
γ1γ1¯ sinh(d/ξsc) cos(kFd)
cosh(2d/ξsc)− cos(2kFd) ,
δµτ = − 2γτ sin(2kFd)
cosh(2d/ξsc)− cos(2kFd) ,
Γ = −4
√
γ1γ1¯ cosh(d/ξsc) sin(kFd)
cosh(2d/ξsc)− cos(2kFd) .
(3.27)
Because the effective proximity-induced parameters should depend only
on properties of the superconductor and the tunneling amplitude, let
us make the ansatz that all four of the proximity-induced effective pa-
rameters given in Eq. (3.27) remain unchanged when spin-orbit coupling
and a Zeeman splitting are added to the nanowires. That is, we substi-
tute Eq. (3.27) to describe the effective parameters of Eq. (3.24). We then
find that if we substitute the energy eigenvalues E of Eq. (3.24) into the
boundary conditions Eq. (3.16), these choices of E ensure that detM = 0;
this means that the eigenvalues of the effective Hamiltonian (3.24) corre-
spond to the energy spectrum obtained by solving the BdG equations.
3.B Energy spectrum in the strong spin-orbit
interaction regime
In this second section of the Supplemental Material, we compute the bulk
energy spectrum of the model H = H0 + Hso + HZ + Hd + Hc proposed
in the main text [32, 76, 117]. Additionally, we will determine the gapless
points of the spectrum which potentially correspond to topological phase
boundaries. We assume the regime of strong SOI, Eso,τ  ∆Z ,∆τ ,∆c,
and that the deviations in the proximity-induced gaps are the smallest
energy scale [32, 117], ∆τ  |∆1 − ∆1¯| and ∆Zτ  |∆Z1 − ∆Z¯1|. This
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allows us to set ∆d = ∆τ , ∆Z = ∆Zτ and to neglect the effects of in-
terwire tunneling as they can always be compensated by an appropriate
adjustment of the nanowire chemical potentials.
We begin by expanding the electron operator according to [118, 119]
Ψτσ(x) = Rτσ(x)e
i
(σ+1)
2
kFτx + Lτσ(x)e
i
(σ−1)
2
kFτx, (3.28)
where Rτσ(x) and Lτσ(x) are slowly varying right and left moving fields
with spin σ/2 in the τ -wire. Furthermore, we recall that kFτ = 2kso,τ .
Next, we distinguish between three regimes.
Strongly detuned SOI energies
The first case corresponds to strongly detuned nanowire SOI energies,
|Eso,1 − Eso,1¯|  ∆Z ,∆d,∆c. In this case the crossed-Andreev pairing
couples the two nanowires only at k = 0. The Hamiltonian is given by
H = (1/2)
∫
dxΨ†(x)H(x)Ψ(x) with the Hamiltonian density
H(x) = ~υF1kˆ(1 + τz)ρz/2 + ~υF 1¯kˆ(1− τz)ρz/2
+ ∆Zηz(σxρx + σyρy)/2
+ ∆cτxηy(σxρy − σyρx)/2 + ∆dηyσyρx
(3.29)
and the basis Ψ=(R11, L11, R11¯, L11¯, R
†
11, L
†
11, R
†
11¯
, L†
11¯
, R1¯1¯, L1¯1, R1¯1¯,
L1¯1¯, R
†
1¯1¯
, L†
1¯1
, R†
1¯1¯
, L†
1¯1¯
). The Pauli matrices τx,y,z, ηx,y,z, σx,y,z, ρx,y,z act
in nanowire, electron-hole, spin and right-left mover space respectively.
Furthermore, kˆ = −i∂x denotes the momentum operator whose eigen-
values are k and measured with respect to the Fermi points at 0,±kFτ =
±2kso,τ and υFτ = ~kso,τ/m is the Fermi velocity in the τ -wire.
We find that the bulk energy spectrum is given by
E2τ = (~υFτk)2 + ∆2d,
E2±± =
1
2
[
~2
(
υ2F1 + υ
2
F 1¯
)
k2 + 2 (∆d ±∆Z)2 + 2∆2c
±
√
4∆2c
(
~2 [υF1 − υF 1¯]2 k2 + 4 [∆d ±∆Z ]2
)
+ ~4
(
υ2F1 − υ2F 1¯
)2
k4
]
,
(3.30)
where the first (second) equation corresponds to exterior (interior) branch
of the spectrum. We find that the spectrum is gapless at k = 0 provided
∆c = |∆d ±∆Z |. There exist no gapless closing points for k 6= 0.
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Weakly detuned SOI energies
The second case corresponds to weakly detuned nanowire SOI energies,
|Eso,1 − Eso,1¯|  ∆Z ,∆d,∆c. In this limit, we neglect the difference in
spin-orbit energies, υF = υF1 = υF 1¯. The crossed-Andreev pairing now
couples the two nanowires both at k = 0 and k = ±kF = ±2kso. The
Hamiltonian density is given by
H(x) = ~υF kˆρz + ∆Zηz(σxρx + σyρy)/2−∆cτxηyσyρx + ∆dηyσyρx,
and the bulk spectrum is modified to
E2± = (~υFk)2 + (∆d ±∆c)2,
E2±± = (~υFk)2 + (∆c ± |∆d ±∆Z |)2 ,
(3.31)
where the first (second) equation corresponds to exterior (interior) branch
of the spectrum. Besides the gap closing at k = 0 when ∆c = |∆d ±∆Z |,
we find an additional gap closing at k = ±kF = 2kso when ∆c = ∆d.
For ∆Z = 0 this gap closing does not correspond to a topological phase
transition because the SOI interaction can be removed by a gauge trans-
formation. For ∆Z > 0 we also find from a numerical tight-binding diag-
onalization that the number of MBS is unchanged across the gap closing
line ∆c = ∆d, see also Fig. 3.6(b).
Intermediate regime
The last case corresponds to the intermediate regime, when |Eso,1−Eso,1¯| ∼
∆Z ,∆d,∆c. To determine the gapless points of the spectrum, we consider
for this case the full quadratic Hamiltonian given byH = (1/2)
∫
dx Φ†(x)H(x)Φ(x)
with Hamiltonian density
H(x) = ~2kˆ2ηz/2m− α1kˆ(1 + τz)σz/2− α1¯kˆ(1− τz)σz/2
+ ∆Zηzσx −∆dηyσy −∆cτxηyσy
(3.32)
and basis Φ = (Ψ11,Ψ11¯,Ψ
†
11,Ψ
†
11¯
,Ψ1¯1,Ψ1¯1¯,Ψ
†
1¯1
,Ψ†
1¯1¯
). We focus on the
gap closing points at finite momentum, because the zero momentum gap
closing points are not affected by the SOI. Furthermore, because a finite
magnetic field cannot open an energy gap at finite momentum in the
regime of strong SOI, we can restrict ourselves to the case when ∆Z = 0.
Our findings will be equally valid for the case when ∆Z 6= 0. First, we
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determine the bulk energy spectrum,
E2±±(∆Z = 0)
=
(
~2k2
2m
)2
+
k2(α21 + α
2
1¯)
2
+ ∆2d + ∆
2
c ± k(α1 + α1¯)
(
~2k2
2m
)
±
√(
k[α1 − α1¯]
[
k(α1 + α1¯)
2
− ~
2k2
2m
])2
+ ∆2c (k
2[α1 − α1¯]2 + 4∆2d)
.
(3.33)
Next, we find that the spectrum is gapless provided that
∆2c = ∆
2
d −
(
~2k2
2m
)2
− k2α1α1¯ +
(
~2k2
2m
)
k(α1 + α1¯)
± i∆d
[
2
(
~2k2
2m
)
− k(α1¯ + α1)
]
.
(3.34)
The spectrum is also gapless for the same condition, but with k → −k.
Because ∆c > 0, we need to require that
2
(
~2k2
2m
)
− k(α1¯ + α1) = 0. (3.35)
Solving this expression (and the corresponding one with k → −k) for k,
yields the two gap-closing points
k∗ = ±2m
~2
(
α1¯ + α1
2
)
. (3.36)
Inserting this result back into Eq. (3.34), we find the gap-closing condi-
tion for k 6= 0,
∆c = ∆
∗
c ≡ ∆d
√
1 + 4
(
Eso,1 − Eso,1¯
∆d
)2
. (3.37)
We note that ∆∗c ≥ ∆d, so that the gap closing occurs for larger val-
ues of the strength of the crossed-Andreev pairing as compared to the
regime when |Eso,1 − Eso,1¯|  ∆Z ,∆d,∆c. Additionally, we emphasize
once more that the result in Eq. (3.37) is valid also for ∆Z 6= 0 in the limit
of strong SOI. Finally, we point out that the topological phase diagram
for the regime |Eso,1 − Eso,1¯| ∼ ∆Z ,∆d,∆c is given in Fig. 3.5(b).
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3.C Majorana bound state wavefunctions in
the strong spin-orbit interaction regime
In this third section of the Supplemental Material, we compute the zero-
energy MBS wavefunctions of the modelH = H0+Hso+HZ+Hd+Hc. As
in the last section and the main text, we assume the regime of strong SOI,
Eso,τ  ∆Z ,∆τ ,∆c, and that the fluctuations in the proximity-induced
gaps are the smallest energy scale, ∆τ  |∆1 − ∆1¯| and ∆Zτ  |∆Z1 −
∆Z¯1|. This allows us to once again set ∆d = ∆τ , ∆Z = ∆Zτ and to neglect
the effects of interwire tunneling as they can always be compensated by
an appropriate adjustment of the nanowire chemical potentials.
We begin by assuming that the nanowire length is much longer than
the localization length of the MBSs. This means that the MBSs at oppo-
site ends of the system do not overlap and can hence be treated inde-
pendently. Next, we choose the origin of our coordinate system so that
one of the boundaries of the system is located at x = 0 and focus on this
boundary when computing the wavefunctions. We discuss two regimes:
Strongly detuned SOI energies
The first regime corresponds to strongly detuned nanowire SOI energies,
|Eso,1 − Eso,1¯|  ∆Z ,∆d,∆c. Without loss of generality, we choose α1¯ >
α1. For ∆d + ∆Z > ∆c > |∆d − ∆Z |, we find a single MBS given by
γ =
∑
τ
∫
dx φτ (x) · Φτ (x) where ΦTτ = (Ψτ1,Ψτ 1¯,Ψ†τ1,Ψ†τ 1¯) is the electron
spinor and φτ = (φτ1, φτ 1¯, φ∗τ1, φ∗τ 1¯) the wavefunction vector in the τ -wire.
The latter is (up to normalization) given by
φτσ(x)
= ieipi(1−σ)/4
(
e−x/ξeτ−iσkFτx − e−x/ξi) [1 + τ
2
+
(
1− τ
2
)
×
√
4∆2cυF1υF 1¯ + (∆d −∆Z)2 (υF1 − υF 1¯)2 + (∆d −∆Z) (υF 1¯ − υF1)
2∆cυF 1¯
]
,
(3.38)
CHAPTER 3. LOW-FIELD TOPOLOGICAL THRESHOLD IN
MAJORANA DOUBLE NANOWIRES 52
with the localization lengths corresponding to the interior (i) and exterior
(e) branches of the spectrum given by
ξi =
2~υF1υF 1¯√
4∆2cυF1υF 1¯ + (∆d −∆Z)2 (υF1 − υF 1¯)2 + (∆Z −∆d) (υF1 + υF 1¯)
.
(3.39)
For ∆Z > ∆d and ∆c < ∆Z − ∆d, we find two MBSs given by γ =∑
τ
∫
dx φτ (x) ·Φτ (x) and γ′ =
∑
τ
∫
dx φ′τ (x) ·Φτ (x) where the wavefunc-
tion vector φ′τ = (φ′τ1, φ′τ 1¯, (φ
′
τ1)
∗, (φ′τ 1¯)
∗) is (up to normalization) given
by
φ′τσ(x)
= ieipi(1−σ)/4
(
e−x/ξeτ−iσkFτx − e−x/ξ′i
)[τ − 1
2
+
(
1 + τ
2
)
×
√
4∆2cυF1υF 1¯ + (∆d −∆Z)2 (υF1 − υF 1¯)2 + (∆Z −∆d) (υF1 − υF 1¯)
2∆cυF1
]
,
(3.40)
with the localization length
ξ′i =
2~υF1υF 1¯
(∆Z −∆d) (υF1 + υF 1¯)−
√
4∆2cυF1υF 1¯ + (∆d −∆Z)2 (υF1 − υF 1¯)2
.
(3.41)
For ∆c > ∆d + ∆Z , we again find two MBSs. They are given by
γ =
∑
τ
∫
dx φτ (x) · Φτ (x) and γ′′ =
∑
τ
∫
dx φ′′τ (x) · Φτ (x), where the
wavefunction vector φ′′τ = (φ′′τ1, φ′′τ 1¯, (φ
′′
τ1)
∗, (φ′′τ 1¯)
∗) is (up to normalization)
given by
φ′′τσ(x)
= eipi(σ−1)/4
(
e−x/ξeτ−iσkFτx − e−x/ξ′′i
)[1− τ
2
+
(
1 + τ
2
)
×
√
4∆2cυF1υF 1¯ + (∆d + ∆Z)
2 (υF1 − υF 1¯)2 + (∆d + ∆Z) (υF1 − υF 1¯)
2∆cυF1
]
,
(3.42)
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with the localization length
ξ′′i =
2~υF1υF 1¯√
4∆2cυF1υF 1¯ + (∆d + ∆Z)
2 (υF1 − υF 1¯)2 − (∆d + ∆Z) (υF1 + υF 1¯)
.
(3.43)
We point out that the found MBSs are orthogonal to each other and cor-
respond to independent solutions of the Hamiltonian, because
∑
τ φτ (x) ·
φ′τ (x) = 0 and
∑
τ φτ (x) · φ′′τ (x) = 0. We also note that the remaining
parameter regimes which we did not discuss here correspond to topo-
logically trivial phases.
Weakly detuned SOI energies
The second regime corresponds to weakly detuned nanowire SOI ener-
gies, |Eso,1 − Eso,1¯|  ∆Z ,∆d,∆c. For simplicity, we assume that Eso,1 =
Eso,1¯. For ∆d + ∆Z > ∆c > |∆d − ∆Z | and ∆c 6= ∆d, we find a single
MBS given by γ =
∑
τ
∫
dx φτ (x) · Φτ (x) with the wavefunction vector
φτ = (φτ1, φτ 1¯, φ
∗
τ1, φ
∗
τ 1¯) in the τ -wire given (up to normalization) by
φτσ(x) = ie
ipi(1−σ)/4 (e−x/ξe−iσkF x − e−x/ξi) (3.44)
and the localization lengths corresponding to the interior (i) and exterior
(e) branches of the spectrum
ξi =
{
~υF
∆Z−(∆c−∆d) if ∆c > ∆d
~υF
∆Z−(∆d−∆c) if ∆c < ∆d
, ξe =
{
~υF
∆c−∆d if ∆c > ∆d
~υF
∆d−∆c if ∆c < ∆d.
(3.45)
For ∆c < |∆d − ∆Z |, ∆Z > ∆d and ∆c 6= ∆d we find two MBSs given
by γ =
∑
τ
∫
dx φτ (x) · Φτ (x) and γ′ =
∑
τ
∫
dx φ′τ (x) · Φτ (x) where the
wavefunction vector φ′τ = (φ′τ1, φ′τ 1¯, (φ
′
τ1)
∗, (φ′τ 1¯)
∗) is (up to normalization)
given by
φ′τσ(x) = iτe
ipi(1−σ)/4
(
e−x/ξ
′
e−iσkF x − e−x/ξ′i
)
, (3.46)
with the localization lengths
ξ′i =
~υF
∆Z − (∆c + ∆d) , ξ
′
e =
2~υF
∆c + ∆d
. (3.47)
We point out that the solutions for the two-MBS phase are independent,
because φτ (x) · φ′τ (x) = 0. The parameter regimes which were not dis-
cussed correspond to topologically trivial phases.
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3.D Interwire tunneling
In this fourth section of the Supplemental Material, we study the effects
of tunneling between NWs in the model which we presented in the main
text. These interwire tunneling processes are described by
HΓ = −Γ
∑
τ,σ
∫
dx
[
Ψ†τσ(x)Ψτ¯σ(x) + H.c.
]
, (3.48)
where Γ > 0 is a spin-independent tunneling amplitude. The full Hamil-
tonian of our system in then given by H = H0 +Hso+HZ +Hd+Hc+HΓ.
In this section, we will analytically show that: (1) The effects of inter-
wire tunneling on the topological phase transition between the trivial
and the one-MBS phase can always be compensated by an appropri-
ate adjustment of the nanowire chemical potentials when ∆Zτ ,∆τ 
|∆1 −∆1¯|, |∆Z1 −∆Z1¯|. For low Zeeman splittings, ∆Zτ  ∆τ , this com-
pensation is possible even if ∆Zτ ∼ |∆Z1 −∆Z1¯| and ∆τ ∼ |∆1 −∆1¯|. (2)
The latter adjustment of the nanowire chemical potentials expands the
one-MBS phase by pushing the topological threshold from the one-MBS
into the two-MBS phase to higher Zeeman splittings.
We first discuss the limit when ∆Zτ ,∆τ  |∆1−∆1¯|, |∆Z1−∆Z1¯|. As a
starting point, we set ∆Z = ∆Zτ , ∆d = ∆τ and redisplay the full Hamilto-
nian in the presence of interwire tunneling, H =
∫
dx Ψ†(x)H(x)Ψ(x)/2
with Ψ† = (Ψ†11,Ψ
†
11¯
,Ψ11,Ψ11¯,Ψ
†
1¯1
,Ψ†
1¯1¯
,Ψ1¯1,Ψ1¯1¯) and the Hamiltonian den-
sity
H(x) =
(
~2kˆ2
2m
− µ
)
ηz − αkˆσz + ∆Zηzσx −∆dηyσy −∆cτxηyσy − Γτxηz.
(3.49)
The Pauli matrices σx,y,z, τx,y,z, and ηx,y,z act in spin, nanowire and electron-
hole space, respectively. Because we are solely interested in the modifi-
cation of the zero-momentum gap closing condition ∆2c = (∆d ±∆Z) for
finite interwire tunneling, we have also set α = α1 = α1¯. Our model can
now be mapped onto a model of effectively two decoupled topological
NWs. To see this, we introduce the basis
Ψ˜†λ = (Ψ
†
1¯1
+ λΨ†11,Ψ
†
1¯1¯
+ λΨ†
11¯
,Ψ1¯1 + λΨ11,Ψ1¯1¯ + λΨ11¯)/
√
2. (3.50)
We will interpret λ = ±1 as an effective nanowire index that (together
with the spin index) labels the energy bands of the system in the absence
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of superconductivity and magnetic fields fields, ∆d = ∆c = ∆Z = 0. We
choose µ = Γ. In this new basis the Hamiltonian density can then be
rewritten as H = −∑λ ∫ dx Ψ˜†λ(x)H˜λ(x)Ψ˜λ(x)/2 with
H˜λ(x) =
(
~2kˆ2
2m
− µeff,λ
)
ηz − λαkˆσz + ∆Zηzσx − λ∆eff,ληyσy (3.51)
where we have introduced the effective chemical potentials µeff,1 = 0 and
µeff,1¯ = 2Γ as well as the effective pairing potentials ∆eff,1 = ∆d −∆c and
∆eff,1¯ = ∆d + ∆c. This is precisely the Hamiltonian of two decoupled
topological NWs labeled by the effective nanowire index λ. Thus, the
system hosts one MBS at each end for low magnetic fields when
∆2Z > ∆
2
eff,1 + µ
2
eff,1 = (∆d −∆c)2 (3.52)
and two MBSs at each end for large magnetic fields when
∆2Z > ∆
2
eff,1¯ + µ
2
eff,1¯ = (∆d + ∆c)
2 + (2Γ)2. (3.53)
Consequently, by an appropriate adjustment of the nanowire chemical
potentials (for example by an external gate voltage), we still observe the
proposed one-MBS phase for low magnetic fields. Also, the one-MBS
phase now even extends to significantly stronger fields. Moreover, with-
out a proper tuning of the chemical potentials, |µ|  Γ, the topological
threshold is shifted to higher magnetic fields and not much is gained, see
also Fig. 3.4(a) and (b).
Next, we comment on the case when ∆τ ∼ |∆1 − ∆1¯|. In this case the
choice
µ1 = Γ
√
∆1
∆1¯
and µ1¯ = Γ
√
∆1¯
∆1
(3.54)
ensures that the effects of interwire tunneling can still be compensated
provided ∆Zτ  ∆τ . However, we note that the topological phase tran-
sition from the trivial to the one-MBS phase at ∆c = 0 is renormalized
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to
∆2Z,c
=
1
2
[
∆21 + ∆
2
1¯ + Γ
2
(
2 +
∆1
∆1¯
+
∆1¯
∆1
)
−
√(
∆1∆1¯
[
∆21 + ∆
2
1¯
]
+ Γ2 [∆1 + ∆1¯]
2)2 − 4∆31∆31¯ (∆1∆1¯ + 4Γ2)
∆1∆1¯
]
≥ 0.
(3.55)
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Figure 3.4: (a) Topological phase diagram as a function of ∆Z/∆d and
µ1/∆d (obtained from a tight-binding diagonalization of 800 sites per
NW) for finite interwire tunneling, Γ/∆d = 1. We have set Eso,τ/∆d =
6.25, ∆c/∆d = 0.5 and µ1¯/∆d = 1 . Colors are the same as in Fig. 3.2
of the main text. We see that without tuning the chemical potentials to
the sweet spot µτ = Γ the topological threshold ∆Z,c is shifted to signif-
icantly higher magnetic fields and not much is gained in a double NW
setup compared to single NWs. (b) Same topological phase diagram as
in (a) but for µ1¯/∆d = 4. Once more, we see that without the tuning to
the sweet spot µτ = Γ no low-field topological threshold is observed.
3.E Numerical results
In this final section, we study the tight-binding model which corresponds
to the continuum model presented in the main text [84,87,115]. The tight-
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binding Hamiltonian is given by
H =
[∑
τ
( N∑
j=1
ψ˜†τ,j[−µτηz + ∆τηx + ∆Zτσx]ψ˜τ,j
+
N−1∑
j=1
ψ˜†τ,j+1[−t− iατσz] ηzψ˜τ,j + H.c.
)]
+
N∑
j=1
ψ˜†
1¯,j
(∆cηx) ψ˜1,j + H.c.,
(3.56)
where N is the number of lattice sites per wire and furthermore ψ˜τ,j =
(ψ†τ,j,↑, ψ
†
τ,j,↓, ψτ,j,↓,−ψτ,j,↑) is the electron spinor at site j in the τ -wire with
ψτ,j,σ the annihilation operator of a spin σ electron at site j in the τ -wire.
Moreover, µτ , ∆τ , ατ , ∆Zτ are the chemical potentials, direct pairing
strengths, SOI strengths and Zeeman splittings in wire τ , respectively. Fi-
nally, ∆c is the strength of the crossed-Andreev pairing, t is the hopping
amplitude and the Pauli matrices σx,y,z (ηx,y,z) act in spin (particle-hole)
space.
Topological phase diagram
First, we perform a numerical diagonalization to obtain the topological
phase diagram for the regime of weakly detuned SOI energies, |Eso,1 −
Eso,1¯|  ∆Zτ ,∆τ ,∆c, and for the intermediate regime, |Eso,1 − Eso,1¯| ∼
∆Zτ ,∆τ ,∆c. The results are shown in Fig. 3.5. In the limit of weakly
detuned SOI energies, we find that the two-MBS phase which for |Eso,1−
Eso,1¯|  ∆Zτ ,∆τ ,∆c with ∆d = ∆τ , ∆Z = ∆Zτ appeared when ∆c > ∆d+
∆Z , completely turns into a topologically trivial phase, see Fig. 3.5(a).
Compared to that, in the intermediate regime, we find that the same two-
MBS phase turns into a trivial phase once ∆c > ∆∗c where ∆∗c was defined
in Eq. (3.37), see Fig. 3.5(b).
Stability Analysis
Second, we analyze the stability of the one-MBS phase against different
perturbations.
Misalignments of the magnetic fields. First, we discuss rotations of the
magnetic field in the x − z plane for the regime of strongly detuned SOI
energies, |Eso,1 − Eso,1¯|  ∆Zτ ,∆τ ,∆c. We replace our tight-binding
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Figure 3.5: (a) Topological phase diagram as a function of ∆Z/∆d and
∆c/∆d for the regime of weakly detuned SOI energies, |Eso,1 − Eso,1¯| 
∆Zτ ,∆τ ,∆c. The color coding scheme is the same as in Fig. 3.2 in the main
text. The dashed black line denotes a gap closing at finite momentum. We
have chosen Eso,τ/∆d = 2 and µ1 = µ1¯ = 0. The two-MBS phase which
appeared for ∆c > ∆d+∆Z when |Eso,1−Eso,1¯|  ∆Zτ ,∆τ ,∆c turns into a
trivial phase. All other topological phases remain unchanged. (b) Topo-
logical phase diagram as a function of ∆Z/∆1 and ∆c/∆1 for the regime,
|Eso,1−Eso,1¯| ∼ ∆Zτ ,∆τ ,∆c. We have chosenEso,1/∆1 = 2 ,Eso,1¯/∆1 = 4.5,
µ1 = µ1¯ = 0, ∆1¯/∆1 = 1.3. We note that both two-MBS phases disappear
for ∆c > ∆∗c , see Eq. (3.37).
Hamiltonian according to
H → H +
∑
τ
N∑
j=1
ψ˜†τ,j (∆
′
Zτσz) ψ˜τ,j, (3.57)
and set ∆Z1 = 0,∆′Z1 = ∆Z for the 1-wire and ∆Z1¯ = ∆Z cos(φ),∆
′
Z1¯ =
∆Z sin(φ) for the 1¯-wire where φ ∈ [0, 2pi) is the angle of the magnetic
field acting on the 1¯-wire with respect to the x axis in the x− z plane. For
sin(φ) 6= 0, this places the setup in symmetry class D with a Z2 topolog-
ical invariant [112]. From a numerical tight-binding diagonalization, we
find that the one-MBS phase remains stable, while the two-MBS phases
turn into trivial phases for sin(φ) 6= 0, see Fig. 3.6(a). Additionally, we
observe that the one-MBS phase expands to larger magnetic fields.
Misalignments of the SOI vectors. The case of misaligned SOI vectors in
the two wires was discussed in the main text. To obtain the topologi-
cal phase diagram shown in Fig. 3.3(c) in the main text, we modify our
CHAPTER 3. LOW-FIELD TOPOLOGICAL THRESHOLD IN
MAJORANA DOUBLE NANOWIRES 59
tight-binding Hamiltonian according to
H → H + i
∑
τ
N∑
j=1
ψ˜†τ,j+1 α
′
τσyηzψ˜τ,j, (3.58)
and set α1 = α, α′1 = 0 for the 1-wire and α1¯ = α˜ cos(θ), α′¯1 = α˜ sin(θ) for
the 1¯-wire with θ being the angle of the SOI vector in the 1¯-wire relative
to the z-axis in the yz-plane. As a result, we confirm that the one-MBS
phase remains stable against misalignments of the SOI vectors. In con-
trast to that, the two-MBS phase is unstable except special line ∆Z = 0,
where time-reversal symmetry guarantees the presence of Kramers dou-
blets [32, 69, 70, 73, 76, 85, 117, 120–122, 152]. If ∆Z 6= 0, the two MFs local-
ized at the same end are protected from hybridization by some additional
symmetry. However, as noticed above such effective time-reversal sym-
metries are not stable against general perturbations [123–126], resulting
in lifting of the degeneracy of two zero-energy bound states.
Interwire tunneling. Lastly, we provide additional information on our
analysis for the case of finite interwire tunneling presented in the main
text. In this case, the tight-binding Hamiltonian is modified according to
H → H +
N∑
j=1
ψ˜†2,j(−Γηz)ψ˜1,j + H.c., (3.59)
where Γ > 0 is the spin-independent tunneling amplitude. As discussed
in the previous section, we find that the effects of interwire tunneling on
the topological phase transition separating the trivial and one-MBS phase
can be completely compensated by setting µτ = Γ. Without this tun-
ing the topological threshold separating the trivial and one-MBS phase is
pushed to significantly larger magnetic fields, see see Fig. 3.6(b).
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Figure 3.6: (a) Topological phase diagram as a function of ∆Z/∆1 and
∆c/∆1 for the regime of strongly detuned SOI energies, |Eso,1 − Eso,1¯| 
∆Zτ ,∆τ ,∆c, and a rotation of the magnetic field in the 1¯-wire by φ = 0.2.
The color coding scheme is the same as in Fig. 3.2 in the main text. We
have chosen Eso,1/∆1 = 6.25, Eso,1¯/∆1 = 12.25, N = 800, ∆1¯/∆1 = 1.3,
µ1 = 0 and µ1¯ = 0. While the one-MBS remains stable, the two-
MBS phases are unstable against rotations of the magnetic field with
sin(φ) 6= 0. (b) Same topological phase diagram as in (a) but with finite
interwire tunneling, Γ/∆1 = 1. Moreover, we also set φ = 0 and µτ = 0.
Consequently, the effects of interwire tunneling are [unlike in Fig. 3.3(b)
of the main text] not compensated and the topological threshold from
the trivial to the one-MBS phase is pushed to substantially higher mag-
netic fields. Thus, to get the maximum advantage of the double nanowire
setup, it is crucial to compensate for these shifts due to interwire tunnel-
ing.
Part II
New probes for topological
superconductivity
61
CHAPTER 4
Detecting Topological
Superconductivity with ϕ0
Josephson Junctions
Adapted from:
Constantin Schrade, Silas Hoffman, and Daniel Loss,
“Detecting Topological Superconductivity with ϕ0 Josephson Junctions”,
Phys. Rev. B 95, 195421 (2017).
The recent experimental discovery ofϕ0 Josephson junctions by Szom-
bati et al. [26], characterized by a finite phase offset in the supercurrent,
requires the same ingredients as topological superconductors, which sug-
gests a profound connection between these two distinct phenomena. Here,
we show that a quantum dot ϕ0 Josephson junction can serve as a new
qualitative indicator for topological superconductivity: Microscopically,
we find that the phase shift in a junction of s−wave superconductors
is due to the spin-orbit induced mixing of singly occupied states on the
quantum dot, while for a topological superconductor junction it is due
to singlet-triplet mixing. Because of this important difference, when the
spin-orbit vector of the quantum dot and the external Zeeman field are
orthogonal, the s-wave superconductors form a pi Josephson junction
while the topological superconductors have a finite offset ϕ0 by which
topological superconductivity can be distinguished from conventional
superconductivity. Our prediction can be immediately tested in nanowire
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systems currently used for Majorana fermion experiments and thus of-
fers a new and realistic approach for detecting topological bound states.
4.1 Introduction
Non-abelian anyons are the building blocks of topological quantum com-
puters [128]. The simplest realization of non-abelian anyons are Ma-
jorana bound states (MBSs) in topological superconductors (TSs) [129].
Such a TS can be induced by an s-wave superconductor (SC) in sys-
tems of nanowires with spin-orbit interaction (SOI) subject to a Zeeman
field [3, 4, 6, 31], in chains of magnetic atoms [10, 12, 90, 91] and in topo-
logical insulators [2, 46–48, 130, 131]. However, providing experimental
evidence for the existence of this new phase of matter has remained a
major challenge.
Here we present a new qualitative indicator of MBS based onϕ0 Joseph-
son junctions (ϕ0JJs). In ϕ0JJs the Josephson current is offset by a finite
phase, ϕ0, so that a finite supercurrent flows even when the phase differ-
ence between the superconducting leads and the magnetic flux enclosed
by the Josephson junction (JJ) vanishes. Such ϕ0JJs have been discussed
in systems based on unconventional superconductors [132–136], ferro-
magnets [138–141], quantum point contacts [142], topological insulators
[143], nanowires [84,144,145], diffusive systems [146,147] and in Joseph-
son junctions with alternating critical current density [148]. Recently,
the connection between ϕ0JJs based on nanowires and TSs has been dis-
cussed and a quantitative enhancement of the anomalous current was
predicted for the topological phase [149]. Most relevant for the present
work, the emergence of a ϕ0JJ was theoretically predicted [24,25,150] in a
system of a quantum dot (QD) with SOI subject to a Zeeman field when
coupled to s-wave superconducting leads and observed in recent experi-
ments [26]. Interestingly, the ingredients for observing a ϕ0JJ in this type
of system largely overlap with those required to generate MBSs. There-
fore, it is expected that ϕ0JJ can provide a novel platform for detecting
the effects of topological superconductivity.
In this work, we focus on two models for ϕ0JJs based on QDs which,
compared to previous studies [24, 25, 150], are in the singlet-triplet anti-
crossing regime. In the first model, two s-wave SCs are tunnel coupled
via a two-orbital QD with SOI and subject to a Zeeman field, see Fig.
4.1(a), wherein we find a finite phase shift caused by the SOI-induced
mixing of singly occupied states of the QD. In the second model, re-
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placing the two s-wave SCs by two TSs, see Fig. 4.1(b), we again find
a finite phase shift which results from the singlet-triplet mixing of the
doubly occupied QD states. When the spin-orbit vector ΩD and the mag-
netic field are orthogonal, the system is invariant under a composition
of time reversal and mirroring in the plane perpendicular to ΩD, under
which the superconducting phase goes to opposite itself; because the en-
ergy must be invariant under this symmetry, there can be no terms that
are odd in the superconducting phase difference in the Hamiltonian and
thus no non-trivial phase offset [139, 151]. However, the MBSs in the TS
leads are not time-reversal invariant and thus transform nontrivially un-
der the above transformations. Consequently, we anticipate a nonzero
phase shift for this case. Indeed, we show that the phase shift ϕ0 is equal
to pi for the s-wave superconducting leads [45], while ϕ0 6= 0, pi for the
TSs leads (unlike [39, 152]), which can, consequently, be used as a new
qualitative indicator of MBSs.
4.2 Josephson junction models
Our starting point for both of the JJ models outlined above is the Hamil-
tonian
Hν = HD +Hν,L +Hν,t , (4.1)
where ν = S,TS corresponds to the model with s-wave SC leads and TS
leads, respectively. The first term in this expression HD = H0 + HZ +
HSOI is the Hamiltonian of an isolated QD. Here, H0 = (Vg + δ/2)na +
(Vg − δ/2)nb + U/2
∑
τ nτ (nτ − 1) + Uabnanb describes a QD with two or-
bitals τ = a, b at energy difference δ > 0 with respect to a gate voltage
Vg. The particle number operator of orbital τ is nτ =
∑
s d
†
τsdτs with
dτs the electron annihilation operator with spin s =↑, ↓ quantized along
the z axis in orbital τ . The intraorbital (interorbital) Coulomb interaction
strength is U (Uab). Furthermore, HZ = −gµBB
∑
τ (d
†
τ↑dτ↑ − d†τ↓dτ↓)/2
describes a Zeeman field B along the z axis of magnitude B = |B|
with g the electron g-factor and µB the Bohr magneton. Lastly, HSOI =
iΩD/2 ·
∑
s,s′(d
†
bsσss′das′−H.c.) describes the SOI on the QD, where ΩD =
ΩD(sin θ, 0, cos θ), in which ΩD 6= 0, θ ∈ [0, pi] is the angle of the SOI vector
with respect to the Zeeman field, and σ is the vector of Pauli matrices.
The second term in Eq. (4.1) describes the isolated superconducting
leads. For the first model, HS,L =
∑
η,kσ Ekγ
†
η,kσγη,kσ, where γη,kσ is the
quasiparticle annihilation operator in SC η = 1, 2 with momentum k,
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pseudospin σ =⇑,⇓, and energy Ek =
√
ξ2k + ∆
2 with ∆ the supercon-
ducting gap and ξk the single-electron dispersion relation in the normal
metal state. The non-degenerate ground state of the s-wave supercon-
ductors, |0η〉, is defined so that γη,kσ|0η〉 = 0. For the second model, we
assume that the localization length of the MBS wavefunctions is much
smaller than the length of TSs. We also neglect contributions of bulk
quasiparticles which is valid for energies much smaller than the energy
gap. Consequently the MBSs are at zero energy andHTS,L = 0. Hence, the
ground state of the TS leads is four-fold degenerate which, upon choos-
ing a fixed parity subspace, becomes two-fold degenerate. In the follow-
ing, we consider the odd parity subspace, however, the results for the
even parity ground state subspace are identical. Finally, if the localiza-
tion length of the MBS wavefunction is comparable to the length of the
TSs, a finite energy splitting between the MBS in the same TS is induced,
HTS,L 6= 0. However, within the perturbation theory appraoch carried out
in the next section, this energy splitting only modifies the energy denom-
inators in the effective Hamiltonian and can be neglected when it is small
on the energy scale of the separation between the TS chemical potentials
and the QD energy levels [107].
The last term in Eq. (4.1) describes the tunnel coupling between the
superconducting leads and the QD. For the first model, it is given by
HS,t =
∑
ητ
∑
ks
tητe
iϕη/2 c†η,ksdτs + H.c. , (4.2)
with cη,ks being the annihilation operator of an electron with momentum
k and spin s in SC η [153]. It is related to the quasiparticle operators
by cη,k↑ = ukγη,k⇑ + vkγ
†
η,−k⇓ and cη,−k↓ = ukγη,−k⇓ − vkγ†η,k⇑ with coher-
ence factors uk = (1/
√
2)
√
1 + ξk/Ek and vk = (1/
√
2)
√
1− ξk/Ek. The
tunneling Hamiltonian also contains the superconducting phase ϕη of SC
η and real, spin and momentum-independent tunneling amplitudes tητ .
The more general case of spin-dependent tunneling amplitudes does not
alter our results (see also Appendix 4.B and 4.C). For the second model,
the coupling of the TSs and the QD is given by
HTS,t =
∑
ητ
∑
s
tητe
iϕη/2 Γηdτs + H.c. , (4.3)
with Γη being the MBS in TS η which is spatially closest to the QD [105,
154, 155]. We assume that its partner Γ′η at the opposite end of the TS
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Figure 4.1: Setups for ϕ0JJs. (a) Two s-wave SCs (red) are tunnel coupled
via a QD (yellow) with two orbitals a and b. The QD is subject to an ex-
ternal magnetic field B at some relative angle θ to its SOI ΩD. (b) Same
visual encodings. The SCs are replaced by two TSs (blue). The QD now
couples to the two inner MBS (crosses) Γ1,2 of the TSs. (c) Spectrum of the
bare QD as a function of B for the double occupancy sector. Red bands
contribute to our effective description, green bands do not. We have cho-
sen δ = 1 meV, g = 40, U = 0.9 meV and Uab = 0.6 meV, ΩD = 0.1 meV,
so that B(2) = 302 mT. (d) Same as (c) but for the single occupancy sector
with B(1) = 432mT.
does not couple to the QD. However, they form non-local fermionic op-
erators C1 = (Γ′1 + iΓ1)/2 and C2 = (Γ2 + iΓ′2)/2. Additionally, we assume
temperatures that are smaller than the superconducting gap ∆ and the
separation between the MBS and the next finite-energy Andreev bound
state ∆′, kBT  ∆,∆′.
We now proceed with a discussion of HD in the regime of δ > U >
UAB  |ΩD| common to typical experiments [26]. First, we address the
case of a doubly occupied dot, na+nb = 2. For ΩD = 0, the spectrum con-
sists of three singlet (triplet) bands which are constant (split) as a function
of the Zeeman field. As experimentally observed in [156], for finite ΩD
and θ, the singlet and triplet bands anticross, see Fig. 4.1(c). In all follow-
ing discussions, we operate the QD in the regime close to the anticross-
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ing of the singlet |S〉 = d†b↑d†b↓ |0D〉 and the triplet |T 〉 = d†a↑d†b↑ |0D〉 which
occurs at the Zeeman field B(2) = (δ−U+Uab)/gµB. Here, |0D〉 is the vac-
uum state on the dot. The effective Hamiltonian, valid to lowest order in
ΩD, which acts in the two-level subspace spanned by |S〉 and |T 〉 isH (2)ST =
(2Vg−δ+U) |S〉〈S|+(2Vg+Uab−gµBB) |T 〉〈T |+[iΩD sin(θ)/2 |T 〉〈S|+ H.c.].
The spectrum of H (2)ST is given by E
(2)
± with corresponding orthonormal
eigenstates ∣∣∣E(2)± 〉 = iS± |S〉+ T± |T 〉 . (4.4)
Here, S±, T± are real functions of the system parameters, see also Ap-
pendix 4.A .
Second, we discuss the case of a singly occupied dot, na + nb = 1.
For ΩD = 0, the energy levels for opposite spins split as a function of the
Zeeman field. For finite ΩD and θ, an energy gap opens up at the crossing
point B(1) = δ/gµB of the spin-up band in orbital a and the spin-down
band in orbital b, see Fig. 4.1(d). We will denote the four eigenvalues
of the singly occupied sector by E(1)λ for λ = 1, ..., 4. The corresponding
orthonormal eigenstates are given by
|E(1)λ 〉 =
∑
s
(
iAλsd
†
as +Bλsd
†
bs
)
|0D〉 . (4.5)
Here, Aλs, Bλs are real functions of the system parameters, see also Ap-
pendix 4.A. The relative imaginary unit in both Eq. (4.4) and Eq. (4.5) is
due to the SOI. We adjust the filling and the gate voltage of the QD, so
that its ground state is given by E(2)− while its first excited states are given
by E(2)+ and E
(1)
λ for some fixed λ. The seperation between E
(2)
− to the
states E(1)λ′ with λ
′ 6= λ is assumed to be large, |E(1)λ′ − E(2)− |  E(1)λ − E(2)− .
Finally, the remaining occupancy sectors of the QD, whose energies are
much larger than the QD-lead coupling, are not relevant for our results
and are hence omitted.
4.3 Detecting topological superconductivity.
In order to calculate the superconducting current, we tune the chemical
potential of the superconductors close to the E(2)− level. We require for
the SC JJ that piνF tητ tη′τ ′  E(1)λ − E(2)− , |ΩD| sin(θ),∆ with νF the normal-
state density of states of the leads at the Fermi energy and for the TS
JJ that tητ  E(1)λ − E(2)− , |ΩD| sin(θ), so that in both cases the states E(2)+
CHAPTER 4. DETECTING TOPOLOGICAL SUPERCONDUCTIVITY
WITH ϕ0 JOSEPHSON JUNCTIONS 68
and E(1)λ on the QD serve as virtual tunneling states. Our approach is
valid for angles θ ∈ [θc, pi − θc] where θc is a critical angle determined
by the conditions above, see also Appendix 4.D . Furthermore, we work
in a temperature regime of kBT  E(1)λ − E(2)− , |ΩD| sin(θ). The effective
tunneling Hamiltonian HS,t (HTS,t) valid up to fourth (second) order in
the tunneling amplitudes acting on the ground state of the isolated dot
and s-wave (odd parity) ground state of the uncoupled leads is
Heffν,t =
(
E0ν cosϕν + E
a
ν sinϕν
)
Tν + E˜ν , (4.6)
with ϕS = 2ϕTS = ϕ1 − ϕ2 and TS = 1, TTS = C†1C2 + H.c. = iΓ2Γ1 [107].
The first term in Eq. (4.6) arises due to Cooper pair (non-local fermion)
tunneling across the (TS) SC JJ. The second term is an energy offset, due
to processes for which there is no such transport. At zero temperature,
the Josephson current, defined by Iν = 2e∂ϕEν,GS/~withEν,GS the ground
state energy of the coupled system, is given by
Iν = −Icν sin(ϕν − ϕ0ν), ϕ0ν = arctan(Eaν/E0ν), (4.7)
where the critical current is Icν = 2κνe
√
(E0ν)
2 + (Eaν )
2sgn(E0ν)/~. Because
in the TS case the ground state is a function of ϕ, the sign of the Joseph-
son energy also depends on the phase difference: κTS = −1/2 when
−E0TS cosϕTS − EaTS sinϕν + E˜TS is the ground state energy and κTS = 1/2
otherwise. In the SC case the ground state is independent of ϕ and there-
fore κS = 1. Notice that there is a finite phase shift only when Eaν 6= 0.
For the SC JJ the coefficients in Eq. (4.6) are given by,
E0S = gSt1bt2bB
2
λ↑
(
A2λ↑t1bt2b +B
2
λ↑t1at2a
)
,
EaS = gSt1bt2bAλ↑B
3
λ↑ (t1at2b − t1bt2a) . (4.8)
The prefactor gS > 0, which is not relevant for the phase shift ϕ0S, includes
the coherence factors and energy denominators picked up in the pertur-
bation theory, see also Appendix 4.B. The SC JJ exhibits in general a finite
phase shift, when t1at2b − t1bt2a 6= 0. For ϕS = 0, the sign of the super-
current is determined by sgn(t1at2b − t1bt2a) and sgn(Aλ↑Bλ↑) ∝ sgn(ΩD).
The origin of the phase shift in the SC JJ is the superposition of singly oc-
cupied QD orbitals. Depending on the virtual state, an electron tunnels
with amplitude proportional ∝ iAλ↑Bλ↑ when switching orbitals on the
dot or ∝ (Bλ↑)2 or ∝ (Aλ↑)2 if the orbital is constant. Thus, Cooper pairs
are tunneling with amplitude EaS when the former process occurs once
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and amplitude E0S when the process occurs an even number of times, see
also Appendix 4.B.
Notably, when the relative angle between Zeeman field and SOI is
θ = pi/2 the SOI only mixes opposite spins in different orbitals so that
Aλ↑ = Bλ↓ = 0 for λ = 1, 4 and Aλ↓ = Bλ↑ = 0 for λ = 2, 3. Thus, Eas = 0
and the phase shift ϕ0S vanishes, see Fig. 4.2(a).
Unlike the SC JJ, the TS JJ allows for nonzero phase shift, see Fig.
4.2(a), at θ = pi/2. The coefficients in Eq. (4.6) for the TS JJ when λ = 1, 4
are given by
E0TS(pi/2) = gTSB
2
λ↑S−T−(t1bt2a − t1at2b) , (4.9)
EaTS(pi/2) = −gTSB2λ↑
(
S2−t1bt2b + T
2
−t1at2a
)
,
where the prefactor gTS > 0 includes the energy denominators of the per-
turbation theory, see also Appendix 4.C. In comparison to the SC JJ, the
sign of the supercurrent at ϕTS = 0 in the TS JJ is determined by parity
iΓ2Γ1. If the parity fluctuates, the supercurrent exhibits fluctuations as
well. So the observation of a phase shift requires sufficiently long par-
ity life times which can be up to minutes [157]. Focusing on the case
when λ = 1, 4, the processes that contribute to E0TS(pi/2) in Eq. (4.9) come
from virtual tunneling sequences taking a singlet to a triplet state, with
amplitude ∝ iS−T−, and the corresponding sequences taking a triplet to
the singlet state, with an amplitude ∝ −iS−T−. We emphasize that these
processes are only possible due to the singlet-triplet mixing described in
the previous section. When the order in which the nonlocal fermion is
created or destroyed is opposite between these processes, the tunneling
sequences differ in phase by ϕTS +pi and acquire the same tunneling coef-
ficients so that their sum is proportional to cos(ϕTS). Distinctly, EaTS(pi/2)
originates from sequences that take the singlet (∝ S2−) or triplet (∝ T 2−) to
itself. In both cases there exist two sequences that, again, differ in phase
by ϕTS + pi but have the same tunneling coefficients, so that their sums
are ∝ sin(ϕTS). When B  B(2) or λ = 2, 3, E0TS = 0 and we obtain a
ϕ0TS = pi/2 JJ for TS.
4.4 Experimental proposal
In this section, we propose an experiment similar to [26] for detecting
topological superconductivity using a QD ϕ0JJ. We consider a nanowire
(NW) which is aligned along the x direction and proximity-coupled to an
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Figure 4.2: (a) Phase shift ϕ0ν(θ) (left panel) and Josephson current Iν(θ)
at ϕν = 0 (right panel) for λ = 4 and θ ∈ [θc, pi − θc] with θc = 0.3. Sys-
tem parameters are chosen as in Fig.4.1 with B = B(2), Vg = −0.80 meV,
t1a = t2b = 0.01 meV, t1b = 0.05 meV and t2a = 0.04 meV. Compared to the
SC JJ the phase shift (Josephson current at ϕS = 0) is non-zero for the TS
JJ. (b) Experimental proposal. Left panel: SQUID geometry of a nanowire
QD JJ and a reference junction without a QD connected in parallel. The
current-phase relation of the Josephson current through the QD JJ is mea-
sured with respect to the reference junction by tuning the flux f through
the SQUID. Right panel: Top view (upper panel) and side view (lower
panel) of the QD JJ. Local gates are applied to define the tunnel coupled
QD (yellow) as a short segment in a nanowire (grey) which is proximity-
coupled to an s−wave SC (red). Local gates are also used to orient the
dot SOI ΩD (green) and wire SOI ΩW (orange) respectively. To measure
ϕ0ν(θ) and Iν(θ), a magnetic field B is rotated in the plane parallel to the
SC film.
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s−wave SC, see Fig. 4.2(b). By using local bottom-gates, we form a tun-
nel coupled QD as a short slice in the wire. The electric field produced
by the gates points along the y direction, so that the dot SOI ΩD points
along the z direction. Furthermore, we contact the wire segments with
back-gates that generate electric fields along the z direction and conse-
quently induce a wire SOI ΩW that points along the y direction. We also
apply an external magnetic field B that can be rotated in the xz plane.
Alternatively, the external magnetic field B is kept fixed and the sample
is rotated. Finally, we connect the resulting QD JJ to a reference junc-
tion without a QD forming a SQUID geometry. By tuning the flux f
through the SQUID, the current-phase relation of the QD JJ and conse-
quently the anomalous phase shift can be measured with respect to the
reference junction.
Our proposed experiment proceeds in three steps:
(1) Initialization. We adjust the size of the QD so that the singlet-
triplet anticrossing occurs for a field close to the topological phase transi-
tion, gµBB∗ =
√
∆2 + µ2 with the chemical potential of the NW leads, µ,
tuned to E(2)− . Moreover, we adjust the gate voltage Vg and filling of the
QD so that its ground state is given by E(2)− , while its first excited states
are E(2)+ and E
(1)
4 .
(2) Trivial phase. We consider the regime of a weak Zeeman field,
B < B∗. The NW chemical potential is placed well above the magnetic
field gap. In this limit, the SOI correction to the NW dispersion is irrele-
vant. Also, the effect of the Zeeman field on the NW leads is negligible,
as it is well below the field B∗ [15]. Hence, the QD JJ is described by
the effective tunneling Hamiltonian HeffS,t. We expect not to observe an
anomalous phase shift when the magnetic field B and the dot SOI ΩD are
orthogonal, ϕ0S(θ = pi/2) = 0.
(3) Topological phase. The setup is tuned to the topological phase
by increasing the magnitude of the Zeeman field so that B > B∗. The
NW chemical potential is tuned inside the magnetic field gap. A MBS
emerges at the NW boundaries and the QD JJ is described by the effective
tunneling Hamiltonian HeffTS,t. We expect to observe a change in the phase
shift of the Josephson current from ϕ0S(pi/2) = 0 to some ϕ
0
TS(pi/2) 6= 0.
The proposed setup also allows us to measure the phase shift depen-
dence on the relative angle θ between B and ΩD by rotating B in the xz
plane. We note that the MBS are unaffected by this rotation because dot
SOI ΩD and the wire SOI ΩW are always orthogonal [6]. Notably, for
typical system parameters of a nanowire QD JJs, we find that, at zero
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phase difference between the leads, |IS| ≈ 10pA while |ITS| ≈ 1nA, which
corresponds to an increase by two orders of magnitude.
Finally, we remark that for a well-defined Josephson current, we con-
sider only regions with sizable energy gap, i.e. deep inside the trivial or
topological phase. In particular, at the phase boundary, the MBS delocal-
ize and our effective theory breaks down. In general, we expect the be-
havior of the phase shift to be non-universal across the topological phase
transition.
4.5 Conclusions
We have introduced a new qualitative indicator for the detection of topo-
logical superconductivity based on a QD ϕ0JJ. We found that for this
setup the trivial SCs always form a piJJ while the TSs can form a ϕ0JJ
with ϕ0 6= 0, pi. This change in phase shift is accompanied by a signifi-
cant increase in the magnitude of the critical current. These observation
can be probed by simple modifications of recent experimental setups in
nanowire QD JJs [26].
4.A A Quantum dot with spin orbit interaction
in a Zeeman field
This first section of the appendix provides a more detailed discussion of
the model for an isolated QD with SOI subject to an external Zeeman
field as given by HD in the main text. The Hilbert space of the system is
spanned by the occupation number states
|na↑, na↓, nb↑, nb↓〉 = (d†a↑)na↑(d†a↓)na↓(d†b↑)nb↑(d†b↓)nb↓|0D〉 , (4.10)
where nτs ∈ {0, 1} is the occupation number of an electron with spin s in
orbital τ . Since the total number of electrons on the QD is conserved, we
can adress each sector with fixed total occupation number separately.
Double occupancy sector
We start with an analysis of the double occupancy sector. A basis is given
by the singlet states
|1, 1, 0, 0〉 , |S〉 = |0, 0, 1, 1〉 , (|1, 0, 0, 1〉 − |0, 1, 1, 0〉) /
√
2 , (4.11)
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and the triplet states
|T 〉 = |1, 0, 1, 0〉 , (|1, 0, 0, 1〉+ |0, 1, 1, 0〉) /
√
2 , |0, 1, 0, 1〉 . (4.12)
Representing HD in terms of these basis states we find that
H
(2)
D = (4.13)
2Vg + δ + U 0 0
0 2Vg − δ + U 0
0 0 2Vg + Uab
iΩ sin(θ)/2 iΩ sin(θ)/2 0
−iΩ cos(θ)/√2 −iΩ cos(θ)/√2 0
−iΩ sin(θ)/2 −iΩ sin(θ)/2 0
...
...
− iΩ sin(θ)/2 iΩ cos(θ)/√2 iΩ sin(θ)/2
− iΩ sin(θ)/2 iΩ cos(θ)/√2 iΩ sin(θ)/2
0 0 0
2Vg + Uab − gµBB 0 0
0 2Vg + Uab 0
0 0 2Vg + Uab + gµBB

Here, the top left 3 × 3 block acts on the singlet subspace, while the bot-
tom right 3 × 3 block acts on the triplet subspace and the off-diagonal
blocks contain the SOI which couples the singlet to the triplet subspace.
The spectrum of H(2)D is depicted in Fig. 4.1(c) of the main text. The effec-
tive Hamiltonian, valid to lowest order in Ω, which acts in the two-level
subspace spanned by |S〉 and |T 〉 is
H (2)ST =
[
2Vg − δ + U −iΩ sin(θ)/2
iΩ sin(θ)/2 2Vg + Uab − gµBB
]
. (4.14)
It contains the bare energies of the singlet |S〉 and the triplet |T 〉 on its di-
agonal. The SOI interaction then couples these levels via the off-diagonal
terms. The spectrum of H (2)ST is given by
E
(2)
± = 2Vg + [(U + Uab − gµBB − δ)/2]
±
√
[(U − Uab + gµBB − δ)/2]2 + (Ω sin(θ)/2)2 .
(4.15)
We see that the effect of the SOI is the opening of an energy gap at the
crossing point of the bare singlet and triplet energy levels. In terms of
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the angle between the Zeeman field and the SOI axis, the gap is maximal
when θ = pi/2 and vanishes when θ = 0. The eigenstates of H (2)ST are∣∣∣E(2)± 〉 = (iS±T±
)
⇔
∣∣∣E(2)± 〉 = iS± |S〉+ T± |T 〉 , (4.16)
where the coefficients are given by
T± = ± 1√
2
√√√√1∓ U − Uab + gµBB − δ√
(U − Uab + gµBB − δ)2 + (Ω sin θ)2
,
S− = −sgn(Ω)T+ S+ = sgn(Ω)T−.
(4.17)
The mixing of the singlet and the triplet is minimal when Ω = 0 or θ = 0
and it is maximal when θ = pi/2.
Single occupancy sector
We next discuss the single occupancy sector of the QD which is spanned
by the basis states
|1, 0, 0, 0〉 , |0, 1, 0, 0〉 , |0, 0, 1, 0〉 , |0, 0, 0, 1〉 . (4.18)
The matrix representation of HD in terms of these basis states is given by
H
(1)
D = (4.19)
1
2

2Vg − δ − gµBB 0 iΩ cos θ iΩ sin θ
0 2Vg − δ + gµBB iΩ sin θ −iΩ cos θ
−iΩ cos θ −iΩ sin θ 2Vg + δ − gµBB 0
−iΩ sin θ iΩ cos θ 0 2Vg + δ + gµBB
 .
Here, the top left 2 × 2 block acts on the subspace of orbital b, while the
bottom right 2×2 block acts on the subspace of orbital a. The off-diagonal
blocks contain the SOI which couples the a orbital to the b orbital. The
spectrum of H(1)D is depicted in Fig. 4.1(d) of the main text and is given
by
E
(1)
λ = Vg +
1
2
(δλ1 + δλ2 − δλ3 − δλ4) (4.20)
×
√
(Ω sin θ)2 +
(
gµBB + (δλ1 − δλ2 − δλ3 + δλ4)
√
δ2 + (Ω cos θ)2
)2
.
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Here, δλλ′ for λ, λ′ = 1, ..., 4, is the Kronecker delta. The eigenstates of
H
(1)
D are of the form
∣∣∣E(1)λ 〉 =

Bλ↑
Bλ↓
iAλ↑
iAλ↓
 ⇔ |E(1)λ 〉 = ∑
s
(
iAλsd
†
as +Bλsd
†
bs
)
|0D〉 . (4.21)
We now determine the coefficients Aλs and Bλs for the different relative
angles θ between Zeeman field and SOI axis.
Zeeman field and SOI axis are orthogonal (θ = pi/2)
For θ = pi/2, the SOI is proportional to σx so that we expect the eigen-
states of H(1)D to be linear combinations of opposite spins in different or-
bitals. Indeed, we find that the only coefficients which are non-zero are
given by
B1↑ = A4↓ =
1√
2
√
1− gµBB + δ√
(gµBB + δ)2 + Ω2
,
B4↑ = −A1↓ = sgn(Ω)√
2
√
1 +
gµBB + δ√
(gµBB + δ)2 + Ω2
,
A3↑ = −B2↓ = 1√
2
√
1 +
gµBB − δ√
(gµBB − δ)2 + Ω2
,
A2↑ = B3↓ =
sgn(Ω)√
2
√
1− gµBB − δ√
(gµBB − δ)2 + Ω2
.
(4.22)
The remaining coefficients are vanishing,B1↓ = A1↑ = A2↓ = B2↑ = A3↓ =
B3↑ = B4↓ = A4↑ = 0.
Zeeman field and SOI axis are parallel (θ = 0, pi)
In the case of θ = 0, pi, the SOI is proportional to σz. Consequently, we
expect the eigenstates of H(2)D to be mixtures of same spins in different
orbitals. For θ = 0, we find that the non-vanishing coefficients are given
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by
B1↓ = A2↓ = −B3↑ = A4↑ = sgn(Ω)√
2
√
1− δ√
Ω2 + δ2
,
A1↓ = −B2↓ = A3↑ = B4↑ = 1√
2
√
1 +
δ√
Ω2 + δ2
.
(4.23)
The remaining coefficients are all zero, B1↑ = A1↑ = A2↑ = B2↑ = A3↓ =
B3↓ = B4↓ = A4↓ = 0. For θ = pi, we find find that
B1↓ = A2↓ = −B3↑ = A4↑ = −sgn(Ω)√
2
√
1− δ√
Ω2 + δ2
,
A1↓ = −B2↓ = A3↑ = B4↑ = 1√
2
√
1 +
δ√
Ω2 + δ2
.
(4.24)
As before, the remaining coefficients vanish, B1↑ = A1↑ = A2↑ = B2↑ =
A3↓ = B3↓ = B4↓ = A4↓ = 0.
Zeeman field and SOI axis are non-orthogonal and non-parallel
(θ 6= 0, pi/2, pi)
We assume that Ω 6= 0; for Ω = 0 we note that H(1)D is already diagonal.
When θ 6= 0, pi/2, pi, the SOI is proportional to both σx and σz. This
means that the SOI mixes states of all spin species in all orbitals. We find
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that the components of the respective eigenstates are given by
B1↑ =
1
N1
gµBB +
√
δ2 + (Ω cos θ)2 −
√(
gµBB +
√
δ2 + (Ω cos θ)2
)2
+ (Ω sin θ)2
Ω sin θ
,
B2↑ =
1
N2
gµBB −
√
δ2 − (Ω cos θ)2 −
√(
gµBB −
√
δ2 + (Ω cos θ)2
)2
+ (Ω sin θ)2
Ω sin θ
,
B3↑ =
1
N3
gµBB −
√
δ2 − (Ω cos θ)2 +
√(
gµBB −
√
δ2 + (Ω cos θ)2
)2
+ (Ω sin θ)2
Ω sin θ
,
B4↑ =
1
N4
gµBB +
√
δ2 + (Ω cos θ)2 +
√(
gµBB +
√
δ2 + (Ω cos θ)2
)2
+ (Ω sin θ)2
Ω sin θ
,
B1↓ =
1
N1
Ω cos θ
δ +
√
δ2 + (Ω cos θ)2
, B4↓ =
1
N4
Ω cos θ
δ +
√
δ2 + (Ω cos θ)2
B2↓ =
1
N2
Ω cos θ
δ −
√
δ2 + (Ω cos θ)2
, B3↓ =
1
N3
Ω cos θ
δ −
√
δ2 + (Ω cos θ)2
Aλ↑ =
1
Nλ
Bλ↑Bλ↓ , Aλ↓ =
1
Nλ
,
(4.25)
where Nλ is a normalization factors which we choose so that the con-
dition
√
A2λ↑ + A
2
λ↓ +B
2
λ↑ +B
2
λ↓ = 1 is satisfied. The normalization also
ensures that when θ → 0, pi/2, pi the expressions above reproduce the the
corresponding limiting cases.
4.B An s-wave Superconductor ϕ0 Josephson
junction
This second section of the appendix gives a more detailed discussion of
the SC JJ described by HS in the main text.
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Effective tunneling Hamiltonian
We begin with a derivation of the effective tunneling Hamiltonian HeffS,t .
Compared to the main text, we allow for a slightly more general tunnel-
ing Hamiltonian with spin-dependent tunneling amplitudes,
HS,t =
∑
ητ
∑
ks
tητse
iϕη/2 c†η,ksdτs + H.c. (4.26)
Because it is only the relative phase between the two superconductors
which is a physical quantity, we assume that ϕ2 = 0 while ϕ1 ≡ ϕ. We
now briefly discuss the different tunneling processes which can occur
in the system. Therefore, we rewrite HS,t in terms of the quasiparticle
operators,
HS,t =∑
τ
∑
k
t1τ↑eiϕ/2ukγ
†
1,k⇑dτ↑ + t1τ↑e
iϕ/2vkγ1,k⇓dτ↑ + t2τ↑ukγ
†
2,k⇑dτ↑
+ t2τ↑vkγ2,k⇓dτ↑ + t1τ↓eiϕ/2ukγ
†
1,k⇓dτ↓ − t1τ↓eiϕ/2vkγ1,k⇑dτ↓
+ t2τ↓ukγ
†
2,k⇓dτ↓ − t2τ↓vkγ2,k⇑dτ↓ + H.c.,
(4.27)
where we have assumed that ξk = ξ−k. We see that there are two types of
tunneling processes: On the one hand, there are processes in which we
destroy an electron on the dot and create a quasiparticle on one of the SC
leads (or vice versa). Here, electrons and quasiparticles carry the same
type of spin or pseudospin. On the other hand, there are processes in
which we use the superconducting condensate to simultaneously create
(or destroy) an electron on the dot and a quasiparticle on the SC leads.
In this case, electron and quasiparticle always carry the opposite type of
spin or pseudospin. Because of our convention for the superconducting
phases, whenever we destroy (create) an electron on the dot and destroy
or create a quasiparticle on SC η = 1 we pick up a phase of eiϕ/2 (e−iϕ/2)
during the tunneling process.
We now derive the effective tunneling Hamiltonian HeffS,t using the
projection method [158]. Up to fourth order in the tunneling amplitudes
we find that
HeffS,t = PSHS,t(E
(2)
− −HD −HS,L)−1(1− PS)HS,t PS
+ PS HS,t
[
(E
(2)
− −HD −HSC,L)−1(1− PS)HS,t
]3
PS,
(4.28)
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Figure 4.3: Tunneling sequences (up to hermitian con-
jugation) of the SC JJ for contributions ∝ cosϕS. We
use the basis |n1k⇑, n1k⇓, na↑, na↓, nb↑, nb↓, n2q⇑, n2q⇓〉 =
(γ†1k⇑)
n1k⇑(γ†1k⇓)
n1k⇓(d†a↑)
na↑(d†a↓)
na↓(d†b↑)
nb↑(d†b↓)
nb↓(γ†2q⇑)
n2q⇑(γ†2q⇓)
n2q⇓|01, 0D, 02〉 .
Filled (empty) dots are used to visually represent a filled (an empty)
level.
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Figure 4.3: Continued.
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Figure 4.4: Same as Fig. 4.3 but for contributions ∝ sinϕS to the effective
Hamiltonian of the SC JJ.
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Figure 4.4: Continued.
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where PS = |01, E(2)− , 02〉〈01, E(2)− , 02| is the projector on the E(2)− state on
the dot and the ground states of the SC leads. It acts within the reduced
Hilbert space of the states E(2)± , E
(1)
λ on the dot and the full Hilbert space
of the SC leads. Evaluating Eq. (4.28) yields an expression as given by
Eq. (6) in the main text with ν = S and
E0S = gSt1b↓t2b↓B
2
λ↑
(
A2λ↑t1b↑t2b↑ +B
2
λ↑t1a↑t2a↑
)
EaS = gSt1b↓t2b↓Aλ↑B
3
λ↑ (t1a↑t2b↑ − t1b↑t2a↑) . (4.29)
We point out that unlike Eq. (8) in the main text, this results holds also for
spin-dependent tunneling amplitudes. The coupling constant is given by
gS = (4.30)
2
∑
k,q
ukuqvkvq
(E
(1)
λ + Eq − E(2)− )(E(2)+ + Ek + Eq − E(2)− )(E(1)λ + Ek − E(2)− )
> 0.
We give a complete table of the tunneling sequences (up to hermitian
conjugation) contributing to the Cooper pair transport in Fig. 4.3 and
Fig. 4.4. Here, we note that the sum of the processes in each row of Fig. 4.3
and Fig. 4.4 is ∝ (S+T− − S−T+)2. This factor is unity because the states
E
(2)
± are orthonormal, see Eq. (4.17). This explains why the singlet-triplet
mixing does not enter the effective tunneling Hamiltonian. We omit the
presentation of E˜S since it is not relevant to compute the Josephson cur-
rent. The phase shifts ϕ0S(θ) and Josephson currents IS(θ) at ϕS = 0 are
plotted in Fig. 4.9.
Finally, we highlight that it is sufficient to consider a parabolic nor-
mal state dispersion for the topologically trivial superconducting phase,
i.e. to neglect the effects of SOI. To see this, recall that in the topologically
superconducting phase of the nanowires the chemical potential needs to
be carefully tuned inside of the gap opened by the magnetic field while
for typical experiments in the trivial superconducting phase the chemical
potential lies well above the gap opened by the magnetic field. In the lat-
ter case, the small linear correction of the SOI to the parabolic dispersion
of the nanowire becomes practically irrelevant. Hence, we do not expect
that the SOI axis in the wire has any measurable effect on the anomalous
phase offset in the trivial superconducting phase of the wire, i.e. we ex-
pect a trivial phase offset in the case when Zeeman field and SOI axis
on the dot are orthogonal. This also means that a wire SOI axis that is
misaligned with respect to the dot SOI axis will not effect the phase shift
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Figure 4.5: Phase shift ϕ0TS as a function of the magnitude of the external
magnetic field B at θ = pi/2 for λ = 1, 4. For λ = 2, 3 the phase shift
is independent of B and given by ϕ0TS = pi/2. For the SC JJ we do not
observe a phase shift when θ = pi/2, ϕ0S = 0. We see that the phase shift
is peaked at B = B(2) when the singlet triplet mixing is maximal and it
saturates at pi/2 when B  B(2). Note however that our perturbative
approach is not valid when B  B(2), because additional energy levels
would have to be taken into account.
of the supercurrent. This argument was also verified by recent experi-
ments, see Ref. [26], which were carried out in the trivial superconduct-
ing phase at around 100-200mT. In these experiments the gates applied
to the quantum dot inevitably cause its SOI axis to deviate from the in-
trinsic wire SOI axis, while at the same time no non-trivial phase offset
was measured when Zeeman field and dot SOI axis are orthogonal.
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4.C A Topological Superconductor ϕ0
Josephson junction
Effective tunneling Hamiltonian
We devote this third part of the appendix to the derivation and discus-
sion of the effective tunneling Hamiltonian HeffTS,t for the TS JJ. Here, the
lowest order contribution comes at t2. This is, roughly, due to the remark-
able property of MBSs being their own antiparticle: it takes two steps in
a sequence of intermediate states to transfer a non-local fermion from the
left to the right TS (or vice versa) and to return to the ground state of the
quantum dot. This will ensure an enhancement in critical current, for
sufficiently small tunneling, and a 4pi periodicity of the supercurrent as a
function of the phase difference. Also we note that our arguments apply
to the effective Hamiltonian containing amplitudes, while a real trans-
port process would be described eventually by probabilities (amplitudes
squared).
We now begin with derivation of the effective Hamiltonian for the TS
JJ. In general, the tunnel coupling between the SC leads and the QD is
described by the tunneling Hamiltonian,
Ht =
∑
η
∑
s
∫
dx dx′ t˜ηs(x, x′) eiϕη/2Ψ†ηs(x)ds(x
′) + H.c. (4.31)
Here, Ψ†ηs(x) is the creation operator of an electron with spin s at position
x in SC lead η and ds(x′) is the annihilation of an electron with spin s at
position x′ in the QD. Furthermore, t˜ητs(x, x′) is the tunneling matrix ele-
ment. If the leads are topological superconducting leads, we can rewrite
the electron operators in the TSs in terms of quasiparticle operators [154],
Ψ†ηs(x) = ψηs(x)Γη + ψ
′
ηs(x)Γ
′
η + ... (4.32)
Here, as in the main text, Γη is the zero-energy MBS which is localized
at the boundary of the TS η that is spatially closest to the QD, while Γ′η
is the zero-energy MBS that is localized at the opposite end. The corre-
sponding MBS wavefunctions are given by ψη(x) and ψ′η(x), respectively.
Moreover, “+...” refers to the contributions of finite-energy quasiparti-
cles, which we neglect as we are interested only in energies much smaller
than the energy gap. Similarly, assuming for simplicity that the QD con-
sists of only two orbitals a and b, we can expand the electron operator in
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the QD according to
ds(x
′) =
∑
τ=a,b
ξτs(x
′)dτs, (4.33)
where dτs is the annihilation operator of an electron with spin s in orbital
τ of the QD and ξτs(x′) is the corresponding wavefunction. Now, we
insert the expansions given in Eq. (4.32) and Eq. (4.33) into Eq. (4.31).
Assuming that the wavefunctions of the MBSs Γ′η have zero overlap with
the QD wavefunctions, this yields the tunneling Hamiltonian given in
Eq. (3) of the main text,
Ht → HTS,t =
∑
ητ
∑
s
tητse
iϕη/2 Γηdτs + H.c. , (4.34)
where we have defined new tunneling amplitudes
tητs =
∫
dx dx′ t˜ηs(x, x′)ψηs(x)ξτs(x′). (4.35)
For simplicity, we will assume that the tunneling ampitudes tητs are
real. We now derive an effective Hamiltonian considering the tunneling
amplitudes as small perturbations. Once more, we emphasize that the
lowest order processes which contribute to the Josephson current are of
second order in the tunneling amplitudes. In particular these processes
do not mix the total fermion parity of the TS leads. Because of that, we
focus on the odd parity subspace of the TSs. The results for the even par-
ity subspace of the TSs are identical. The effective tunneling Hamiltonian
up to second order in the tunneling amplitudes is given by,
HeffTS,t = PTSHTS,t(E
(2)
− −HD −HTS,L)−1(1− PTS)HTS,t PTS, (4.36)
where PTS = |11, E(2)− , 02〉〈11, E(2)− , 02|+ |01, E(2)− , 12〉〈01, E(2)− , 12| is the pro-
jector on the E(2)− state on the dot and the ground states of the TS leads.
It acts within the reduced Hilbert space of the states E(2)± , E
(1)
λ on the dot
and the odd parity ground state subspace of the TS leads. In particular,
0η (1η) denotes the ground state in which the non-local fermionic mode in
TS η is unoccupied (occupied). When evaluating Eq. (4.36) we find that
the result is of the form as given in the main text by Eq. (6) with ν = TS
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Figure 4.6: Tunneling sequences of the TS JJ for
θ = pi/2. We use the basis |n1, na↑, na↓, nb↑, nb↓, n2〉 =
(C†1)
n1(d†a↑)
na↑(d†a↓)
na↓(d†b↑)
nb↑(d†b↓)
nb↓(C†2)
n2 |01, 0D, 02〉 . Filled (empty)
dots are used to visually represent a filled (an empty) level. (a) Tun-
neling sequences that give contributions ∝ cos(ϕTS). (b) Tunneling
sequences that give contributions ∝ sin(ϕTS).
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Figure 4.6: Continued.
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and
E0TS = gTS [Bλ↑T− (Aλ↑T− +Bλ↓S−) (t1a↑t2b↑ − t1b↑t2a↑) (4.37)
+B2λ↑S−T− (t1b↓t2a↑ − t1a↑t2b↓)
]
EaTS = −gTS
[
(Aλ↑T− +Bλ↓S−)
2 t1b↑t2b↑ +B2λ↑
(
S2−t1b↓t2b↓ + T
2
−t1a↑t2a↑
)
−Bλ↑S− (Aλ↑T− +Bλ↓S−) (t1b↑t2b↓ + t1b↓t2b↑)] ,
where we have introduced the coefficient
gTS =
2
E
(1)
λ − E(2)−
> 0. (4.38)
There are also processes which do not transport a non-local fermion across
the JJ and thus lead to a contribution E˜TS which is independent of the
superconducting phase difference. In these processes each TS interacts
seperately with the QD. In particular this means that the action of the
effective tunneling Hamiltonian on the two odd parity ground states
of the TS is identical. Consequently, this contribution is proportional
to the identity operator and is not relevant when computing the zero-
temperature Josephson current. For the case when θ = pi/2 we have listed
all the intermediate tunneling sequences which contribute to the Joseph-
son current in Fig. 4.6. The phase shift ϕ0TS(θ = pi/2) for λ = 1, 4 is plotted
as a function of the external Zeeman field in Fig. 4.5. The phase shifts
ϕ0TS(θ) and Josephson currents ITS(θ) at ϕTS = 0 are plotted in Fig. 4.9.
Lastly, one might think that also finite energy quasiparticles contribute
to the effective Hamiltonian. This is indeed true. However, the finite en-
ergy quasiparticle sequences of intermediate states which contribute to
the Josephson current are of fourth order in the tunneling amplitudes and
suppressed by the superconducting gap. Compared to that the Majorana
bound state contributions are of second order in tunneling amplitudes.
For this reason, we neglect finite energy quasiparticle contributions for
the TS-Dot-TS junction when working in the weak tunnel coupling limit.
4.D Critical angle
The effective Hamiltonians for the SC JJ and the TS JJ are valid in the
weak tunnel coupling limit. For the SC JJ this limit is defined by
piνF tητ tη′τ ′  E(1)λ − E(2)− ,Ω sin(θ),∆ (4.39)
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Figure 4.7: Estimate of the critical angle θc when λ = 4 by analyzing the
conditions for the weak coupling limit as a function of θ. The system
parameters are chosen as in the main text and appendix. In the left panel
we plot piνF t2/(Ω sin θ) (red dashed) and piνF t2/|E(1)4 −E(2)− | (red solid). In
the right panel we plot t/(Ω sin θ) (blue dashed) and t/|E(1)4 − E(2)− | (blue
solid). We find that θc = 0.3. This choice of critical angle also works for
λ = 1, 2, 3.
and for the TS JJ by
tητ  E(1)λ − E(2)− ,Ω sin(θ). (4.40)
These conditions fix a critical angle θc > 0 so that our perturbative ap-
proach is valid when θ ∈ [θc, pi − θc]. In this section we want to deter-
mine this critical angle for the system parameters which we have cho-
sen in Fig. 4.2 of the main text. To get a sense of scales, we consider
an InAs nanowire QD JJ with SC leads of length L = 1 µm. We as-
sume that the effective mass of the electrons in the wire is given by m =
0.05me where me is the bare electron mass. Furthermore, we expect that
the Fermi energy of the leads is given by EF = 0.1 meV and the in-
duced superconducting gap by ∆ = 0.1 meV. The density of states at
the Fermi level of the nanowires in the normal metal state is given by
νF =
L
pi
√
2m
~2
1√
EF
. For the order of magnitude of the tunnel coupling be-
tween dot and leads we assume that t = 0.01 meV. Furthermore, we fix
Vg so that E
(1)
λ (pi/2) − E(2)− (pi/2) ≈ 0.1 meV. This means that depend-
ing on the choice of λ we have that (Vg|λ=1 , Vg|λ=2 , Vg|λ=4 , Vg|λ=4) =
(0.89 meV, 0.20 meV,−0.12 meV,−0.80 meV). We can now graphically
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Figure 4.8: Magnitude of the critical current |Icν(θ)| for different choices
of λ. The system parameters are chosen as in the main text and appendix.
find an estimate for θc, see Fig. 4.7. A choice of critical angle that works
for all λ is given by θc = 0.3 .
4.E Critical currents
Critical current of the SC JJ
In this section of appendix we compute the critical current IS,c. First, we
need to find an approximate value for the coefficient gS. To this end, we
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notice that it can be rewritten as
gS =
∆2
2
∫ ~ωc
−~ωc
ν(E1) dE1
∫ ~ωc
−~ωc
ν(E2) dE2
(√
E21 + ∆
2
√
E22 + ∆
2
)−1
×
([
(E
(1)
λ0
− E(2)− ) +
√
E21 + ∆
2
] [
(E
(1)
λ0
− E(2)− ) +
√
E22 + ∆
2
]
[
(E
(2)
+ − E(2)− ) +
√
E21 + ∆
2 +
√
E22 + ∆
2
])−1
(4.41)
where ν(E) =
∑
k δ(E − Ek) is the density of state of the leads in the
normal state at energy E and ωc is a cut-off frequency which is typically
of the order of the Debye frequency of the crystal. For simplicity, we now
assume that ν(E) ≈ νF for |E| ≥ ∆ and ν(E) = 0 for |E| < ∆. This yields
gS ≈ (∆νF )
2
2
(∫ −∆
−~ωc
dE1 +
∫ ~ωc
∆
dE1
)(∫ −∆
−~ωc
dE2 +
∫ ~ωc
∆
dE2
)
×
(√
E21 + ∆
2
√
E22 + ∆
2
)−1
×
([
(E
(1)
λ0
− E(2)− ) +
√
E21 + ∆
2
] [
(E
(1)
λ0
− E(2)− ) +
√
E22 + ∆
2
]
[
(E
(2)
+ − E(2)− ) +
√
E21 + ∆
2 +
√
E22 + ∆
2
])−1
. (4.42)
Defining ξ± = (E
(1)
λ − E(2)± )/∆ allows us to rewrite this expression as
gS ≈ 4α
pi2
mL2
~2∆EF
. (4.43)
where we have introduced the dimensionless factor
α =
∫ ∞
1
dx
∫ ∞
1
dy
(√
1 + x2
√
1 + y2
)−1
(4.44)
×
[ (√
1 + x2 +
√
1 + y2 + ξ− − ξ+
)(√
1 + x2 + ξ−
)(√
1 + y2 + ξ−
) ]−1
and we have assumed that ~ωc  ∆ which ensures that the Cooper po-
tential of the BCS theory is a good approximation to the actual electron
pairing potential. We note that α is a function of the relative orientation
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of SOI axis and Zeeman field, α = α(θ). For the system parameters cho-
sen in the main text we find that α ≈ 10−1. In total the critical current is
then given by
IcS ≈
8α
pi2
meL2
~3∆EF
√
(E0S)
2
+ (EaS )
2sgn(E0S). (4.45)
We have plotted IcS(θ) in Fig. 4.8. For the case when θ = pi/2 and λ = 2, 3
we have IcS = 0 because B2(3)↑ = 0. Moreover, there exists a significant
difference in magnitude of the critical currents for the cases when λ = 1, 4
which are most relevant for our experimental proposal in the main text.
We can understand this because IS,c|λ=1 / IS,c|λ=4 ∝ (B1↑/B4↑)4 ≈ 10−6:
The virtual state E(1)1 only contains a small amount of B1↑ due to the SOI,
while E(1)4 consists mostly of B4↑, hence B4↑  B1↑. The conclusion is
that the absence or presence of a phase shift can most easily be measured
when virtual tunneling occurs via the E(1)4 state.
Critical current of the TS JJ
For the TS JJ we find that the critical current is given by
IcTS =
4κTSe
~(E(1)λ0 − E
(2)
− )
√
(E0TS)
2
+ (EaTS)
2sgn(E0TS). (4.46)
We plot IcTS(θ) in Fig. 4.8. Again we see a significant difference in magni-
tude when comparing the most relevant cases of λ = 1 and λ = 4. This
can be explained in the same way as for the SC JJ. However, this time we
have for example at θ = pi/2, ITS,c|λ=1 / ITS,c|λ=4 ∝ (B1↑/B4↑)2 ≈ 10−3.
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Figure 4.9: Phase shift ϕ0ν(θ) (top row) and Josephson current Iν(θ) at
ϕS = 0 (bottom row) for λ = 1, 2, 3. The system parameters are chosen as
in the main text. The jumps in the Josephson current ITS(θ) correspond
to a change of the ground state of the junction.
Part III
Spin-Majorana hybrid qubits and
scalability
95
CHAPTER 5
Universal Quantum Computation
with Hybrid Spin-Majorana
Qubits
Adapted from:
Silas Hoffman, Constantin Schrade, Jelena Klinovaja, Daniel Loss,
“Universal Quantum Computation with Hybrid Spin-Majorana Qubits”,
Phys. Rev. B 94, 045316 (2016).
We theoretically propose a set of universal quantum gates acting on
a hybrid qubit formed by coupling a quantum dot spin qubit and Majo-
rana fermion qubit. First, we consider a quantum dot tunnel-coupled to
two topological superconductors. The effective spin-Majorana exchange
facilitates a hybrid CNOT gate for which either qubit can be the control
or target. The second setup is a modular scalable network of topological
superconductors and quantum dots. As a result of the exchange interac-
tion between adjacent spin qubits, a CNOT gate is implemented that acts
on neighboring Majorana qubits, and eliminates the necessity of inter-
qubit braiding. In both setups the spin-Majorana exchange interaction
allows for a phase gate, acting on either the spin or the Majorana qubit,
and for a SWAP or hybrid SWAP gate which is sufficient for universal
quantum computation without projective measurements.
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5.1 Introduction
Quantum dots are promising, scalable, settings to store and manipulate
quantum information using spin states [159,160]. However, the quantum
data stored is susceptible to decoherence by the environment wherein
quantum information is lost [161].
An alternative proposal to such traditional quantum bits are topo-
logical quantum computers [128] which make use of degenerate ground
states of topological matter, whose edge states obey non-Abelian statis-
tics upon exchange [162], to encode qubits. The information stored in
these nonlocal degrees of freedom are tolerant to local system noise and
can be manipulated by braiding [164–167]. There are several proposed
realizations of such topological qubits [128], the most successful one to
date being those composed of Majorana fermions (MFs) due to their im-
mediate experimental accessibility [6–8, 10, 12, 168–170]. Several theo-
retical setups to realize MFs have been proposed: semiconducting - su-
perconducting nanowires [3,4], topological insulators [2], topological su-
perconductors (TSCs) [171], and magnetic adatoms on top of s-wave
superconductors [5,89–91,172]. However, MFs do not generate a univer-
sal set of topological gate operations necessary for quantum computa-
tion [173, 174].
The additional non-topological gates needed to achieve universality
with MF qubits can be implemented by fusing anyons [173], using mag-
netic flux [177], or quantum information transfer with spins in quantum
dots [176, 178]. The principle drawback of these schemes is twofold:
(1) after preparing the system state, a projective measurement must be
made, which should be perfect [173] and which is typically time inten-
sive [160]; (2) braiding between two topological qubits is required to per-
form universal quantum computation, which necessitates a long distance
topologically nontrivial interaction between them. Scalable networks of
qubits have been proposed by using MFs as elements of plaquettes for
surface codes [103–105], such schemes, however, do not take advantage
of the MF braid statistics. In this work using a hybrid qubit composed
of a coupled spin and MF qubit [Fig. 5.1(a)], we can coherently transfer
information between the qubit components, thereby keeping the gate op-
eration time on MF qubits potentially as short as possible. Furthermore,
when the spins on two such hybrid qubits are allowed to interact, univer-
sal quantum computation can be achieved by applying gate operations
directly to MF qubits using fixed spin qubits as a control for the interac-
tion, thus eliminating the need for large tunnel-connected wire networks.
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Figure 5.1: (a) Setup of two TSCs (red bars) furnishing two MFs (X’s) on
the left TSC, γ′l and γl, and two MFs on the right TSC, γ
′
r and γr in contact
with a nontopological SC (grey); the MFs on each TSC can overlap caus-
ing a splitting δ. Between the two TSCs is a quantum dot (blue disc) with
two single electron levels of up, ↑, and down, ↓, spin. The MFs are cou-
pled to the dot through the tunneling elements tν and t′ν where ν labels
the right (r) and left (l) TSCs. (b) MaSH network of TSCs where a grid
of hybrid qubits (red and grey crosses) are long-distance coupled by tun-
ably connecting the spin-1/2 quantum dots, with strength J , via floating
gates (solid yellow lines), e.g. hybrid qubit (1) is coupled to hybrid qubit
(2). Braiding of MFs utilizes the T-junctions of the TSCs on each hybrid
qubit; for instance hybrid qubit (3). Note that the T-junctions are isolated
units without tunnel-connection to each other.
Making use of such a coupling, we propose a scalable modular network
of Majorana and spin hybrid (MaSH) qubits [Fig. 5.1(b)].
In the following, we derive the effective coupling between the spin
and MF qubits which is used to perform a phase gate on the MF qubit
and a SWAP gate between the spin and MF qubits. Extending the sys-
tem to a network of MaSH qubits, long-distance coupled by the spins,
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we demonstrate the necessary operations to obtain universal quantum
computing. Because MFs can be realized in many different setups, we
have considered a rather general coupling between spin and MF qubits
which provides a proof of principle for a wide class of physical systems.
5.2 Setup
We consider a single level quantum dot placed between two topological
superconductors [Fig. 5.1(a)], which can be realized as any of the pre-
viously mentioned setups. The chemical potential and Coloumb repul-
sion, U , on the dot are assumed to be tuned to favor single occupancy (or
more generally a spin-1/2 groundstate). The two opposite spin levels of
the dot ↑/↓ are non-degenerate in the presence of a magnetic field. The
Hamiltonian of the quantum dot is
HD =
∑
σ=↑,↓
(σd
†
σdσ + Unσnσ¯/2) , (5.1)
where d†σ (dσ) creates (annihilates) an electron with spin σ and nσ = d†σdσ.
The right (r) and left (l) TSCs, modeled as a Kitaev chain [1], are tuned to
the topological regime, furnishing MFs at opposite ends. As the separa-
tion between MFs can be comparable with the MF localization length, we
include a phenomenological splitting of δ between MFs in the same TSC
but neglect splitting between MFs on opposite TSCs [87, 88]. Neglecting
also quasiparticle excitations [179–181] , we consider the MF states on the
TSC, which is a good approximation when the tunneling is much smaller
than the superconducting gap; the Hamiltonian of the TSC is
HM =
∑
ν=r,l
iδγ′νγν , (5.2)
where γ′ν (γν) is the MF at the left (right) end of the νth TSC and we have
set the chemical potential of the superconductors to zero.
The overlap of the electron wavefunctions on the dot and MF wave-
functions in the TSC is described by the tunneling Hamiltonian [1, 182],
HT =
∑
σ,ν
d†σ(it
′
νγ
′
ν + tνγν) + H.c. , (5.3)
where t′ν (tν) is the matrix element for an electron on the dot tunneling
into the left (right) MF in the νth TSC . We assume our Kitaev chains
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to have a single spin species oriented perpendicular to the axis of quan-
tization on the dot and the tunneling elements to be spin independent.
A spin dependent tunneling, or equivalently choosing a different axis
of spin polarization on the TSC, changes the direction of the effective
magnetic field on the dot [183], which should not qualitatively affect our
results.
Each pair of MFs in the TSCs are conveniently described as a single
Dirac fermion fν = (γ′ν + iγν)/2; the MF and tunneling Hamiltonians are
rewritten as
HM =
∑
ν
δ(2f †νfν − 1) ,
HT =
∑
σ,ν
it∗ν−f
†
νdσ − it∗ν+fνdσ + H.c. , (5.4)
respectively, where tν± = tν ± t′ν . The value of f †νfν = 0, 1 determines the
parity of the νth TSC, which can be even or odd, respectively. The total
parity of the MF qubit is defined as the sum of the parities of the TSCs
modulo two. The terms proportional to tν+ (t∗ν+) correspond to removing
(adding) a Cooper pair from the condensate and adding (removing) one
electron to the dot and one to the νth TSC; the terms proportional to tν−
or t∗ν− correspond to the transfer of electrons between the dot and the
νth TSC [182]. The full model Hamiltonian of our hybrid qubit system is
H = HD +HM +HT .
5.3 Effective Hamiltonian
If the coupling between the dot and the TSCs is weak compared to the
difference in energies of the dot electrons and MFs, we obtain an effective
HamiltonianHT = Hs +Ho +He by applying a Schrieffer-Wolff transfor-
mation [83, 154, 184, 185] to H (see also Appendix 5.A),
Hs =
∑
σ,ν
( |tν−|2
σ − 2δfνf
†
ν +
|tν+|2
σ + 2δ
f †νfν
)
Bσ (5.5)
Ho =
∑
σ,ν
(
t∗ν¯−tν−
σ − 2δfνf
†
ν¯ +
t∗ν¯+tν+
σ + 2δ
f †νfν¯
)
Bσ
He = −
∑
σ,ν
t∗ν¯−tν+
( Aσ
σ − 2δ +
A†σ
σ + 2δ
)
f †νf
†
ν¯ + H.c.
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Figure 5.2: Schematic of the MF qubit formed by a left and right TSC
(red bars) tunnel coupled by a quantum dot (blue disc) with spin-1/2
groundstate and some of the processes that result from the coupling be-
tween spin and MF qubit dictated by HT . The odd parity of the TSCs is
indicated by a straight line (white) between the MFs (white crosses), i.e.,
f †νfν = 1. The four MF states give rise to two types of MF qubits: (a) The
degenerate odd parity states of the MF qubit (even total system parity)
with one fermion on the left TSC (left panel) and one on the right TSC
(right panel); (b) The degenerate even parity states of the MF qubit (odd
total system parity) with no fermions on either TSC (left panel) and with
one fermion on each TSC (right panel). (c-d) The virtual processes de-
scribed by Hs; the remaining undepicted processes are similar but take
place on the one, three, and four total electron state. (e-f) The transfer of
an electron from one TSC to the other due to Ho. (g-h) The processes de-
termined by He that map the system between the two states in the even
parity sector of the MF qubit. The other processes resulting fromHo and
He are obtained by exchanging the right and left TSCs (or initial and final
states) in panels (c-h).
We have taken U the largest energy scale, i.e., U → ∞, and defined the
operators Aσ = nσ + d†σ¯dσ and Bσ = Aσ + A†σ. In this limit, the dot
is always singly-occupied which fixes the MF qubit to be in an even-
[Fig.5.2(a)] or odd-parity [Fig.5.2(b)] subspace of the full Hilbert space.
Here, Hs results from hopping between the dot and a single TSC. The
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term proportional to |tν−|2 corresponds to the process of the electron on
the dot hopping to the νth TSC then back to the dot [Fig. 5.2(c)], while the
term proportional to |tν+|2 corresponds to the process of the electron on
the dot combining with the electron on the νth TSC into a Cooper pair,
and breaking a Cooper pair adding one electron to the dot and one to the
same TSC [Fig. 5.2(d)]; both processes can happen in either parity sub-
space. The Hamiltonian Ho (He) results from hopping between the dot
and both TSCs, which couple states in the odd (even) parity subspace
exclusively. The term proportional to t∗ν¯−tν− corresponds to transferring
an electron from the dot to the even parity TSC then from the odd parity
TSC to the quantum dot [Fig. 5.2(e)]. The condensing of the electron on
the dot and with the electron from the odd parity TSC into a Cooper pair
and then breaking apart a Cooper pair, putting one electron on the op-
posite TSC and the other electron on the dot [Fig. 5.2(f)], is described by
t∗ν¯+tν+. The term proportional to t∗ν¯−tν+ acts on the zero total electron state
by transferring the dot electron to the νth TSC then taking two electrons
from the condensate, filling the state in the latter TSC and transferring
the other onto the dot [Fig. 5.2(g)]. The latter term, t∗ν¯+tν−, acting on the
three total electron state, condenses the dot electron with one of the TSC
electrons while the other TSC electron tunnels onto the dot [Fig. 5.2(h)].
In order to create a MF qubit, one must have a superposition of same
parity states. In the two TSC system, we restrict to the even total parity
or odd MF qubit parity subspace, i.e., one electron on the dot and one
electron on either the right (|r〉 = f †r |0〉) or left (|l〉 = f †l |0〉) TSC with |0〉
being the vacuum. In first quantized notation, the effective Hamiltonian
is
HT =
∑
κ,λ=0,...,3
Jκλσκηλ , (5.6)
where σκ (ηλ) act on the spin of the dot (odd parity sector of TCSs de-
fined such that η3|r〉 = +|r〉 and η3|l〉 = −|l〉). For κ (λ) ∈ {1, 2, 3}
these are the standard Pauli matrices, while σ0 (η0) is the identity ma-
trix. The anisotropic exchange constant Jκλ is a function of δ, σ, and tν±
(Appendix 5.B).
5.4 Quantum gates
In general, when the interaction between qubits is entangling, i.e., Jκλ 6= 0
for κ , λ 6= 0, a SWAP gate between the qubits can be implemented. How-
ever, a simple setup that yields a so-called hybrid SWAP (hSWAP) gate
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MQ
SQ
=
Figure 5.3: Schematic of the hybrid swap (hSWAP) gate obtained as fol-
lows: apply the hCNOT gate using, say, the spin qubit (SQ) as the control
and the MF qubit (MQ) as the target qubit, apply the hCNOT gate revers-
ing the roles of the qubits, apply the hCNOT gate with the control and
target qubits as in the first operation. Starting with the initial state |x, y〉
such that x, y ∈ {0, 1}, where we identify 0 (1) with the |↓〉 (|↑〉) and |l〉
(|r〉) state of the spin and MF qubit, respectively, applying the pictured
gate sequence one obtains |x, y〉 → (−1)x|x, y ⊕ x〉 → (−1)y|y, y ⊕ x〉 →
|y, x〉; this results in coherent swap of states between the spin and MF
qubit.
(Fig. 5.3) consists of two semi-infinite TSCs with no magnetic field on the
dot. The first condition implies that the outer MF wave functions do not
overlap with that of the inner MFs (δ = 0) or the quantum dot (t′l = tr =
0), while the second implies the spin states on the dot are degenerate, ↑ =
↓ = 0, for which HT becomes (1 + σ1) [(|t′r|2 + |tl|2) + 2Re(t′rt∗l )η1] /0.
When tl = t′r = t,HT further reduces to [159, 186] (see Appendix 5.B)
HhCP = 2|t|2(1 + σ1)(1 + η1)/0 , (5.7)
which can be used to perform a hybrid controlled phase (hCP) gate [187].
Although in the following we focus on the manipulation of the MF qubit
using the spin qubit, owing to the symmetry of the Hamiltonian between
spin and MF operations, i.e., under the exchange σ1 ↔ η1, one could
equally use the MF qubit to manipulate the spin qubit.
After a single-qubit unitary rotation by a Hadamard gate, which can
be implemented by applying a magnetic field to the spin qubit and by
braiding [173] MFs [Fig. 5.4(a)],HhCP transforms into
HijhCNOT = 2|t|2(1 + σi)(1 + ηj)/0 , (5.8)
where (i, j) = (1, 3) or (3, 1). Pulsing the coupling t between the dot
and TSCs for the duration τ so that
∫ τ HijhCNOT = pi(1 + σi)(1 + ηj)/4, one
CHAPTER 5. UNIVERSAL QUANTUM COMPUTATIONWITH
HYBRID SPIN-MAJORANA QUBITS 104
obtains the hybrid CNOT (hCNOT) gate,
U ijhCNOT = (1− σi − ηj − σiηj)/2 , (5.9)
(see Appendix 5.C) from which an hSWAP gate can be coded as UhSWAP =
U31hCNOTU
13
hCNOTU
31
hCNOT. Applying the hSWAP gate to the two qubits ex-
changes the relative weights of the up and down spin states of the spin
qubit with the right and left parity states of the MF qubit (Fig. 5.3), re-
spectively. To implement a pi/8 gate, one may hSWAP the quantum state
of the MF qubit onto the spin qubit, perform a pi/8 gate on the spin qubit,
and hSWAP the states back; this requires no preparation or projective
measurement. Alternatively, one can fix the spin qubit by a magnetic
field along the z axis and pulse H13CNOT. This generates a phase gate for
any value of phase according to the duration of the pulse [Fig. 5.4(b)].
These three gates are sufficient for universal quantum computation of
the hybrid qubit. We note that, according to Eq. (5.7), the lower bound
on operation time of this gate is of the order ~0/|t|2 which can be quite
small even within the limits of validity of our Schrieffer-Wolff transfor-
mation.
5.5 MaSH network
We consider a network of MaSH qubits formed by crossing one TSC in
the topological phase with one in the trivial phase and defining the spin-
1/2 quantum dots at their intersection [Fig. 5.1(b)]. The MaSH qubit el-
ements are connected via floating gates [188] whose ends are placed off
center from quantum dots. One can perform braiding of MFs by first
moving the quantum dot to an unused topologically trivial arm of the
hybrid qubit so it does not participate in the operation then performing
braiding as usual [29]: move (as a concrete example) the left TSC to the
other topologically trivially arm, shifting the right (left) TSC to where the
left (right) was and finally returning the quantum dot to the position be-
tween the two. Because the coupling of quantum dots through floating
gates is very sensitive to the relative position of the two [188], the hybrid
qubits are engaged when the spin qubit components are near the respec-
tive edges of the connective floating gate. This induces an isotropic inter-
action given by Jσ(i) ·σ(j), where (i, j) refers to two neighboring hybrid
qubits, say i = 1 and j = 2. If J  |t|, there is an effective interaction
between the MF qubits modulated by the relative direction of the spin
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qubits,
H(12)MQ =
|t|4
20J
[
σ
(1)
2 σ
(2)
2 + σ
(1)
3 σ
(2)
3
] [
1− η(1)1 η(2)1
]
. (5.10)
Fixing the direction of the spin qubits along the z axis and applyingH(12)
for a specified time (see Appendix 5.D), one obtains the gate U (12)MQ =
exp[ipi(1−η(1)1 η(2)1 )/4], which directly couples the two MF qubits. A CNOT
gate [Fig. 5.4(c)], using MF qubit (1) as the target and qubit (2) as the con-
trol, can be implemented using the sequence
U
(12)
CNOT = H
(2)U
(12)
MQH
(1)H(2)R(1)R(2)H(1), (5.11)
where H(i) and R(i) are the Hadamard and (−pi/4)-phase gates, respec-
tively, acting on the ith MF qubit (see Appendix 5.C). Therefore, using
this CNOT gate, the Hadamard and pi/8 gate in the MaSH setup, one
can implement the necessary gates to realize universal quantum com-
putation by fixing the spin qubits as a control and storing all quantum
information in the MF qubits. As noted before, owing to the symmetry
of the setup, the role of the spin and the MF qubits can be interchanged
and the MF qubits can be used as control qubits.
One may also use the spin qubit to read out parity of the MF qubit
by applying the hSWAP gate and measuring the spin on the dot. Alter-
natively, one can prepare the system so the initial state of the spin qubit
is spin up and the MF qubit is in a superposition of eigenvalues of η1,
|i〉 = |↑〉 (α|+〉 + β|−〉) where η1|±〉 = ±|±〉 = (|r〉 ± |l〉)/
√
2. Rewrit-
ing the effective exchange Hamiltonian in terms of projection operators,
P± = (1± η1)/2, we find that Eq. (1) becomes
(1 + σ1)
[
(|t′r|2 + |tl|2) + 2Ret′rt∗l (P+ − P−)
]
/0 (5.12)
after taking δ = t′l = tr = 0 and ↑ = ↓ = 0. The time evolved initial
state is
|i(τ)〉 = [αeiω+τ cos(ω+τ)|+〉+ βeiω−τ cos(ω−τ)|−〉] |↑〉
+ i[αeiω+τ sin(ω+τ)|+〉+ βeiω−τ sin(ω−τ)|−〉]| ↓〉 , (5.13)
where ω± = |t′r ± tl|2/~0. In the simplest case when t′r = tl = t, the prob-
ability to find the spin in the down state is P(| ↓〉) = |α|2 sin2(4|t|2τ/~0)
and the probability to find the spin in the up state is P(|↑〉) = 1 − P(|↓〉).
Coupling the spin and MF qubit for a time pi~0/8|t|2, the probability for
the quantum dot to be in a spin up (down) state is equal to probability
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of finding the initial system in the |−〉 (|+〉) state, from which one can
deduce the superposition of MF parity states.
Finally, this network can serve as a platform for the surface code with
the well-known error threshold of 1.1% [189, 190]. For this we assess
the fidelities of our gates and show that they can be made to satisfy this
threshold by tuning the tunneling amplitude t and dot level energy 0
appropriately. Indeed, since HT in eq. (5.6) differs from the exact HexactT
by a term of order |t|4/30, to leading order in our small expansion pa-
rameter t/0, the hCNOT gate constructed from the full Hamiltonian,
U ′ijhCNOT = exp[iτ(HijhCNOT + εˆ)/~], is not an exact hCNOT-gate, where
εˆ ∼ |t|4/30 is the leading order correction term. Because τ is of order
~0/|t|2, we may expand in εˆ to find U ′ijhCNOT ≈ U ijhCNOT(1 + i
∫ τ
0
dτ ′εˆ(τ ′)/~),
where εˆ(τ) = U ij†hCNOTεˆU
ij
hCNOT. The fidelity of an hCNOT-gate is [188]
F (U ′ijhCNOT) = minν,σ
|〈νσ|U ij†hCNOTU ′ijhCNOT|νσ〉|2
≈ 1− 2
~
max
ν,σ
{
∫ τ
0
dτ ′Im〈νσ|U ij†hCNOTεˆ(τ ′)|νσ〉} , (5.14)
where the minimum (maximum) is taken over ν = r, l and σ =↑, ↓. Thus,
the increase in infidelity 1 − F is of order τ εˆ/~ ∼ |t|2/20 which can be
made controllably small as to satisfy the surface code error threshold,
i.e., 1 − F ≤ 1.1%. Similarly, we can bound the infidelity for the pi/8 and
U
(12)
CNOT gates below 1.1% by tuning the ratio |t|2/20 sufficiently small.
5.6 Outlook and conclusions
Although there are several systems in which our setup could be imple-
mented, perhaps the most natural scenario is in nanowires because (1)
signatures of MFs in nanowires with proximity-induced superconduc-
tivity were identified experimentally [6–8, 23, 168–170]; (2) single elec-
tron quantum dots and electrical implementation of single qubit quan-
tum gates were realized in semiconducting nanowires [156,191,192] also
on top of superconductors [23, 26, 193].
For a single hybrid qubit setup, we envision one nanowire on top of
a conventional s-wave superconductor in which one electrically tunes
the left and right ends of the wire into the topological regime while a
quantum dot is electrically defined between them. The length of the
topological section in the wires can be changed, thereby independently
controlling the overlap between the MFs (δ). Similarly, one may set the
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Figure 5.4: Implementation of the necessary gates for universal quan-
tum computation: (a) Hadamard and pi/4 phase gate as a result of braid-
ing, (b) pi/8 phase gate obtained by coupling the MF qubit and the fixed
spin qubit, and (c) CNOT gate obtained through an effective coupling of
two MF qubits facilitated by a long-range interaction between the corre-
sponding spin qubits.
size of the quantum dot so that the Coulomb repulsion is large as well
as applying a gate voltage to ensure the dot is in a spin-1/2 groundstate
and fix the dot energy level (σ) relative to the chemical potential of the
wires. One can likewise control the tunneling between quantum dot and
wire (tν and t′ν) by either adjusting the distance between the two or tun-
ing the barrier height that separates them. To assemble a MaSH network,
one composes individual hybrid qubits from two crossed nanowires then
connects them with floating gates. Voltage controls, in addition to the
previously mentioned tunneling elements, braiding operations and the
position of the quantum dot and thus the effective coupling between spin
qubits (J ).
By coupling spin and Majorana qubits, we have constructed the nec-
essary gates for universal quantum computation of spin-Majorana hy-
brid qubits. Forming a MaSH network, a universal set of gates can be
implemented directly on the MF qubits while using the spin qubits only
as a control. Thanks to the modular nature of this setup and the construc-
tion of the CNOT gate, it is unnecessary to engineer a large scale coher-
ent network of TSCs. The necessary experimental techniques to realize
a single spin-MF hybrid qubit or a network of such qubits are available.
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Our results demonstrate that one can harness universal quantum com-
putation from both single and multiple element spin-MF hybrid qubit
systems.
5.A Effective Hamiltonian
In this section we perform a Schrieffer-Wolff transformation on the tun-
neling Hamiltonian beginning with a Hamiltonian that couples two Ki-
taev chains to a quantum dot,
H = HM +HD +HT ,
HM = i
∑
ν
δνγ
′
νγν ,
HD =
∑
σ
σd
†
σdσ + Unσnσ¯/2 ,
HT =
∑
σ,ν
d†σ(it
′
νγ
′
ν + tνγν) + (t
∗
νγν − it′∗ν γ′ν)dσ , (5.15)
where ν labels the left (l) and right (r) chains. We rewrite the Majorana
fermions as fν = (γ′ν + iγν)/2 so that f †νfν = (1 + iγ′νγν)/2 and iδνγ′νγRν =
δν(2f
†
νfν − 1). The logical values of the qubit are written in terms of the
parity of the left and right TSCs.
Writing γ′ν = fν + f †ν and γν = (fν − f †ν )/i the tunneling Hamiltonian
is transformed into
HT =
∑
σν
d†σ[itν(fν + f
†
ν )− it′ν(fν − f †ν )] + [−it′∗ν (fν − f †ν )− it∗Lν(fν + f †ν )]dσ
=
∑
σν
i(t′∗ν − t∗ν)f †νdσ − i(t′∗ν + t∗ν)fνdσ + i(tν − t′ν)d†σfν + i(t′ν + tν)d†σf †ν
=
∑
σν
it∗ν−f
†
νdσ − it∗ν+fνdσ − itν−d†σfν + itν+d†σf †ν , (5.16)
where tν± = t′ν ± tν . Using a Schrieffer-Wolff transformation, one may
show that the operators Aν − A†ν and Bν − B†ν eliminate the tunneling
Hamiltonian, HT = −[Aν − A†ν +Bν −B†ν , HM +HD], to first order in tν±
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where
Aν = i(t
∗
ν − t′∗ν )
∑
σ
[
1
σ − 2δν −
Unσ¯
(σ − 2δν)(σ + U − 2δν)
]
f †νdσ (5.17)
= −it∗ν−
∑
σ
[
1
σ − 2δν −
Unσ¯
(σ − 2δν)(σ + U − 2δν)
]
f †νdσ ,
Bν = i(t
∗
ν + t
′∗
ν )
∑
σ
[
1
σ + 2δν
− Unσ¯
(σ + 2δν)(σ + U + 2δν)
]
fνdσ
= it∗ν+
∑
σ
[
1
σ + 2δν
− Unσ¯
(σ + 2δν)(σ + U + 2δν)
]
fνdσ .
We must now calculate [Aν , HT ] and [Bν , HT ]. The following commu-
tation relations will be useful
[f †νdρ, HT ] = i
∑
σµ
[f †νdρ, t
∗
−µf
†
µdσ − t∗+µfµdσ − t−µd†σfµ + t+µd†σf †µ] (5.18)
= i
∑
σµ
δµνt
∗
+µdρdσ − t−µ(δρσf †νfµ − δνµd†σdρ) + t+µδρσf †νf †µ ,
[fνdρ, HT ] = i
∑
σµ
[fνdρ, t
∗
−µf
†
µdσ − t∗+µfµdσ − t−µd†σfµ + t+µd†σf †µ]
= i
∑
σµ
−t∗−µδµνdρdσ − t−µδρσfνfµ + t+µ(δρσfνf †µ − δµνd†σdρ) .
Note that [Unρ¯f †νdρ, HT ] = Unρ¯[f †νdρ, HT ] + [Unρ¯, HT ]f †νdρ and
[nρ¯, HT ] = i
∑
σν
[nρ¯, t
∗
ν−f
†
νdσ − t∗ν+fνdσ − tν−d†σfν + tν+d†σf †ν ] (5.19)
= i
∑
σν
t∗ν−δρ¯σdρ¯f
†
ν − t∗ν+δρ¯σdρ¯fν − tν−δρ¯σd†σfν + tν+δρ¯σd†σf †ν .
CHAPTER 5. UNIVERSAL QUANTUM COMPUTATIONWITH
HYBRID SPIN-MAJORANA QUBITS 110
Taking the large on-site charging limit, U →∞, we find
∑
ν
[Aν , HT ] = −i
∑
ρν
t∗ν−
[(
1
ρ − 2δν −
nρ¯
ρ − 2δν
)
[f †νdρ, HT ] (5.20)
− [nρ¯, HT ]f
†
νdρ
ρ − 2δν
]
= −i
∑
ρν
t∗ν−
ρ − 2δν
[
nρ[f
†
νdρ, HT ]− [nρ¯, HT ]f †νdρ
]
=
∑
σρµν
t∗ν−
ρ − 2δν
× [nρ(t∗+µδµνdρdσ − t−µ(δρσf †νfµ − δµνd†σdρ) + t+µδρσf †νf †µ)
−(t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ − t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)f †νdρ
]
,∑
ν
[Bν , HT ] = i
∑
ρν
t∗ν+
[(
1
ρ + 2δν
− nρ¯
ρ + 2δν
)
[fνdρ, HT ]
− [nρ¯, HT ]fνdρ
ρ + 2δν
]
= i
∑
ρν
t∗ν+
ρ + 2δν
[nρ[fνdρ, HT ]− [nρ¯, HT ]fνdρ]
= −
∑
σρµν
t∗ν+
ρ + 2δν
×
[
nρ(−t∗−µδµνdρdσ − t−µδρσfνfµ + t+µ(δρσfνf †µ − δµνd†σdρ))
− (t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ − t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)fνdρ
]
.
Notice that, for Oˆ = f †ν , fν , nρ[Oˆdρ, HT ] = −nρHT Oˆdρ. The only term that
survives from HT is proportional to d†ρ so that this term has no spin flip
processes:
− nρHTf †νdρ (5.21)
= i(t−µnρd†ρfµ − t+µd†ρf †µ)f †νdρ = i(t−µfµf †ν − t+µf †µf †ν )nρ ,
− nρHTfνdρ
= −i(−t+µnρd†ρf †µ + t−µd†ρfµ)fνdρ = −i(−t+µf †µfν + t−µfµfν)nρ .
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Therefore, these terms do not involve spin flips and
∑
ν
[Aν , HT ] = −i
∑
ρν
t∗ν−
[(
1
ρ − 2δν −
nρ¯
ρ − 2δν
)
[f †νdρ, HT ]−
[nρ¯, HT ]f
†
νdρ
ρ − 2δν
]
= −i
∑
ρν
t∗ν−
ρ − 2δν
[
nρ[f
†
νdρ, HT ]− [nρ¯, HT ]f †νdρ
]
=
∑
σρµν
t∗ν−
ρ − 2δν
×
[
(t−µfµf †ν − t+µf †µf †ν )δσρnρ − (t∗−µδρ¯σdρ¯f †µ
− t∗+µδρ¯σdρ¯fµ − t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)f †νdρ
]
=
∑
σρµν
t∗ν−
ρ − 2δν
[
t−µδσρnρfµf †ν − t+µδσρnρf †µf †ν
− (−t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)f †νdρ
]
,∑
ν
[Bν , HT ] = i
∑
ρν
t∗ν+
[(
1
ρ + 2δν
− nρ¯
ρ + 2δν
)
[fνdρ, HT ]− [nρ¯, HT ]fνdρ
ρ + 2δν
]
= i
∑
ρν
t∗ν+
ρ + 2δν
[nρ[fνdρ, HT ]− [nρ¯, HT ]fνdρ]
= −
∑
σρµν
t∗ν+
ρ + 2δν
× [−t+µδσρnρf †µfν + t−µδσρnρfµfν
− (t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ − t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)fνdρ]
= −
∑
σρµν
t∗ν+
ρ + 2δν
×
[
− t+µδσρnρf †µfν + t−µδσρnρfµfν
− (−t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)fνdρ
]
. (5.22)
Let us consider processes when only one TSC is involved in then tunnel-
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ing, µ = ν [Fig. 2(a), (b)]:∑
ν
[Aν , HT ] =
∑
σρµν
t∗ν−
ρ − 2δν
[
t−µδσρnρfµf †ν − (t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ
− t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)f †νdρ
]
=
∑
ρν
t∗−
ρ − 2δν
[
t−nρfνf †ν − (−t∗+dρ¯fν − t−d†ρ¯fν)f †νdρ
]
=
∑
ρν
t∗−
ρ − 2δ
[
t−nρfνf †ν + t−d
†
ρ¯fνf
†
νdρ
]
∑
ν
[Bν , HT ] = −
∑
σρµν
t∗ν+
ρ + 2δν
[
− t+µδσρnρf †µfν − (t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ
− t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)fνdρ
]
= −
∑
ρν
t∗+
ρ + 2δ
[
−t+nρf †νfν − (t∗−dρ¯f †ν + t+d†ρ¯f †ν )fνdρ
]
=
∑
ρν
t∗+
ρ + 2δ
[
t+nρf
†
νfν + t+d
†
ρ¯f
†
νfνdρ
]
, (5.23)
where the final inequalities for each term is due to the single occupancy
of the dot. Summing these together, with their Hermitian conjugate, we
get
Hs =
∑
ρν
( |tν+|2
ρ + 2δν
f †νfν +
|tν−|2
ρ − 2δν fνf
†
ν
)(
2nρ + d
†
ρ¯dρ + d
†
ρdρ¯
)
. (5.24)
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Processes involving multiple TSCs, µ = ν¯, are calculated from∑
ν
[Aν , HT ] =
∑
σρµν
t∗ν−
ρ − 2δν
[
t−µδσρnρfµf †ν − t+µδσρnρf †µf †ν
− (t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ − t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)f †νdρ
]
=
∑
σρµν
t∗ν−
ρ − 2δν
[
t−µδσρnρfµf †ν − t+µδσρnρf †µf †ν
− (−t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)f †νdρ
]
,∑
ν
[Bν , HT ] = −
∑
σρµν
t∗ν+
ρ + 2δν
[
− t+µδσρnρf †µfν + t−µδσρnρfµfν
− (t∗−µδρ¯σdρ¯f †µ − t∗+µδρ¯σdρ¯fµ − t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)fνdρ
]
= −
∑
σρµν
t∗ν+
ρ + 2δν
[
− t+µδσρnρf †µfν + t−µδσρnρfµfν
− (−t−µδρ¯σd†σfµ + t+µδρ¯σd†σf †µ)fνdρ
]
. (5.25)
Because we will have to add the Hermitian conjugates of these terms,
notice that[∑
ρν
t∗ν¯−
ρ − 2δν¯ tν−nρfνf
†
ν¯
]†
=
∑
ρν
t∗ν¯−
ρ − 2δν tν−nρfνf
†
ν¯ ,[∑
ρν
t∗ν¯+
ρ + 2δν¯
tν+nρf
†
νfν¯
]†
=
∑
ρν
t∗ν¯+
ρ + 2δν
tν+nρf
†
νfν¯ ,[∑
ρν
t∗ν¯−
ρ − 2δν¯ tν−d
†
ρ¯dρfνf
†
ν¯
]†
=
∑
ρν
t∗ν¯−
ρ¯ − 2δν tν−d
†
ρ¯dρfνf
†
ν¯ ,[∑
ρν
t∗ν¯+
ρ + 2δν¯
tν+d
†
ρ¯dρf
†
νfν¯
]†
=
∑
ρν
t∗ν¯+
ρ¯ + 2δν
tν+d
†
ρ¯dρf
†
νfν¯ , (5.26)
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so that the contribution from the transfer of the fermions [Fig. 2(c), (d)] is
Ho =
∑
ρν
[(
1
ρ − 2δν¯ +
1
ρ − 2δν
)
tν−t∗ν¯−fνf
†
ν¯
+
(
1
ρ + 2δν¯
+
1
ρ + 2δν
)
tν+t
∗
ν¯+f
†
νfν¯
]
nρ
+
[(
1
ρ − 2δν¯ +
1
ρ¯ − 2δν
)
t∗ν¯−tν−fνf
†
ν¯
+
(
1
ρ + 2δν¯
+
1
ρ¯ + 2δν
)
t∗ν¯+tν+f
†
νfν¯
]
d†ρ¯dρ
=
∑
ρν
(
nρ + d
†
ρ¯dρ
ρ − 2δν¯ +
nρ + d
†
ρdρ¯
ρ − 2δν
)
t∗ν¯−tν−fνf
†
ν¯
+
(
nρ + d
†
ρ¯dρ
ρ + 2δν¯
+
nρ + d
†
ρdρ¯
ρ + 2δν
)
t∗ν¯+tν+f
†
νfν¯ . (5.27)
Next notice that(
−
∑
ρν
t∗ν¯−tν+
ρ − 2δν¯ d
†
ρ¯f
†
νf
†
ν¯dρ
)†
= −
∑
ρν
t∗ν¯+tν−
ρ¯ − 2δν d
†
ρ¯fνfν¯dρ ,(
−
∑
ρν
t∗ν¯+tν−
ρ + 2δν¯
d†ρ¯fνfν¯dρ
)†
= −
∑
ρν
t∗ν¯−tν+
ρ¯ + 2δν
d†ρ¯f
†
νf
†
ν¯dρ , (5.28)
so that terms acting the even parity sector [Fig. 2(e), (f)] are
He = −
[∑
ρν
t∗ν¯+tν−
(
nρ + d
†
ρ¯dρ
ρ + 2δν¯
+
nρ + d
†
ρdρ¯
ρ − 2δν
)
fνfν¯
+ t∗ν¯−tν+
(
nρ + d
†
ρ¯dρ
ρ − 2δν¯ +
nρ + d
†
ρdρ¯
ρ + 2δν
)
f †νf
†
ν¯
]
.
(5.29)
Summing up the results we have the tunneling Hamiltonian to second
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order in tν±:
HT = Hs +He +Ho ,
Hs =
∑
σν
( |tν+|2
σ + 2δν
f †νfν +
|tν−|2
σ − 2δν fνf
†
ν
)(
2nσ + d
†
σ¯dσ + d
†
σdσ¯
)
,
Ho =
[∑
σν
(
nσ + d
†
σ¯dσ
σ − 2δν¯ +
nσ + d
†
σdσ¯
σ − 2δν
)
t∗ν¯−tν−fνf
†
ν¯
+
(
nσ + d
†
σ¯dσ
σ + 2δν¯
+
nσ + d
†
σdσ¯
σ + 2δν
)
t∗ν¯+tν+f
†
νfν¯
]
,
He = −
[∑
σν
t∗ν¯+tν−
(
nσ + d
†
σ¯dσ
σ + 2δν¯
+
nσ + d
†
σdσ¯
σ − 2δν
)
fνfν¯
+ t∗ν¯−tν+
(
nσ + d
†
σ¯dσ
σ − 2δν¯ +
nσ + d
†
σdσ¯
σ + 2δν
)
f †νf
†
ν¯
]
. (5.30)
When the splitting is equal in both TSCs δν = δ, we obtain Eq. (1) in the
main text,
HT = Hs +Ho +He ,
Hs =
∑
σ,ν
( |tν−|2
σ − 2δ fνf
†
ν +
|tν+|2
σ + 2δ
f †νfν
)(
2nσ + d
†
σ¯dσ + d
†
σdσ¯
)
,
Ho =
∑
σ,ν
(
t∗ν¯−tν−
σ − 2δ fνf
†
ν¯ +
t∗ν¯+tν+
σ + 2δ
f †νfν¯
)
(2nσ + d
†
σ¯dσ + d
†
σdσ¯) ,
He = −
[∑
σ,ν
t∗ν¯−tν+
(
nσ + d
†
σ¯dσ
σ − 2δ +
nσ + d
†
σdσ¯
σ + 2δ
)
f †νf
†
ν¯
+ t∗ν¯+tν−
(
nσ + d
†
σ¯dσ
σ + 2δ
+
nσ + d
†
σdσ¯
σ − 2δ
)
fνfν¯
]
. (5.31)
5.B Full exchange Hamiltonian
The full interaction between the MF qubit and the spin qubit can be writ-
ten down as the exchange Hamiltonian
HT =
∑
κ,λ=0,...,3
Jκλσκηλ , (5.32)
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in which
Jκλ =

B1 B2 B3 B4
B1 B2 B3 B4
0 0 0 0
B5 B6 B7 B8
 , (5.33)
where
B1 = (C++ + C−+)(Γ+r + Γ+l) + (C+− + C−−)(Γ−r + Γ−l) ,
B2 = (C++ + C−+)(Γ˜+r + Γ˜+l)− (C+− + C−−)(Γ˜−r + Γ˜−l) ,
B3 = i
[
(C++ + C−+)(Γ˜+r − Γ˜+l) + (C+− + C−−)(Γ˜−r − Γ˜−l)
]
,
B4 = (C++ + C−+)(Γ+r − Γ+l)− (C+− + C−−)(Γ−r − Γ−l) ,
B5 = (C++ − C−+)(Γ+r + Γ+l) + (C+− − C−−)(Γ−r + Γ−l) ,
B6 = (C++ − C−+)(Γ˜+r + Γ˜+l)− (C+− − C−−)(Γ˜−r + Γ˜−l) ,
B7 = i
[
(C++ − C−+)(Γ˜+r − Γ˜+l) + (C+− − C−−)(Γ˜−r − Γ˜−l)
]
,
B8 = (C++ − C−+)(Γ+r − Γ+l)− (C+− − C−−)(Γ−r − Γ−l) . (5.34)
Here, Γ±ν = |tν±|2 and Γ˜±ν = t∗±ν¯tν± and Cσρ = 1/(σ + 2ρδ) or, with a σ
and ρ independent denominator,
Cσρ = (0 − 2ρδ)(
2
0 + ∆
2 − 4δ2)− 20∆2
[(0 −∆)2 − 4δ2][(0 + ∆)2 − 4δ2]
+
σ∆[20(0 − 2ρδ)− (20 + ∆2 − 4δ2)]
[(0 −∆)2 − 4δ2][(0 + ∆)2 − 4δ2] ,
(5.35)
where we have written σ = 0 + σ∆.
We consider the limit that the length of the TSCs is infinite and the dot
is placed between them, so that t′l = tr = 0 and δ = 0, thus t±r = ±t′r and
t±l = tl. When the difference in phase between t′r and tl is φ, we find that
Γ±r = |t′r|2, Γ±l = |tl|2, Γ±r = ±t′rtleiφ, and Γ±l = ±t′rtle−iφ. The exchange
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interaction becomes
B1 = D+(|t′r|2 + t2l ) ,
B2 = 2D+t′rtl cosφ
B3 = 0 ,
B4 = 0 ,
B5 = D−(|t′r|2 + t2l ) ,
B6 = 2D−t′rtl cosφ ,
B7 = 0 ,
B8 = 0 , (5.36)
where
D+ = C++ + C+− + C−+ + C−+ = 0
20 −∆2
,
D− = C++ + C+− − C−+ − C−+ = ∆
20 −∆2
. (5.37)
When ∆ = 0 and t′r = tl = t, this reduces to Eq. (2) in the main text.
5.C Hybrid CNOT gate
Let us introduce the hCP gate U ′hCP = exp[ipi(1 − σ3)(1 − η3)/4] = (1 +
σ3 + η3 − σ3η3)/2 and relate it to the one used in the main text, UhCP =
exp[ipi(1 + σ3)(1 + η3)/4] = (1 − σ3 − η3 − σ3η3)/2. Note that U ′hCP re-
duces to the ‘canonical form’ of the conditional phase gate for identical
qubit types. Next, we note that U ′hCP = UhCPRSQ(−pi)RMQ(−pi), where
RSQ(φ) = exp[iφσ3/2] and RMQ(φ) = exp[iφη3/2] are the phase gates
on the spin and MF qubit, respectively. Then, we get the correspond-
ing hybrid CNOT gate U ′31hCNOT = (1 + σ3 + η1 − σ3η1)/2 from U ′hCP by
a Hadamard operation HMQ = (η1 + η3)/
√
2 (which takes η3 into η1),
U
′31
hCNOT = HMQU
′
hCPHMQ, and thus
U
′31
hCNOT = HMQU
′
hCPRSQ(−pi)RMQ(−pi)HMQ
= U31hCNOTRSQ(−pi)HMQRMQ(−pi)HMQ,
(5.38)
where U31hCNOT = (1− σ3 − η1 − σ3η1)/2 (used in the main text). Thus, we
can get the ‘canonical form’ of the CNOT gate, U ′31hCNOT, from U
31
hCNOT by
simple single-qubit unitary operations. And similarly for U13hCNOT. Note
that the phase gate RMQ(−pi) can be obtained by braiding since it is the
square of the pi/4 phase gate.
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5.D Effective interaction between Majorana
fermion qubits
In this section we derive an effective Hamiltonian for the interaction
of neighboring hybrid qubits, labeled (1) and (2), in a MaSH network
[Fig. 1(b)]. We assume that adjacent spin qubits couple via an isotropic
exchange interaction of the form
H(12)SQ = J
[
σ
(1)
1 σ
(2)
1 + σ
(1)
2 σ
(2)
2 + σ
(1)
3 σ
(2)
3
]
(5.39)
and that the MF qubits couple to the spin qubits via
HhCP = 2|t|
2
0
[
1 + σ
(1)
1 + η
(1)
1 + σ
(1)
1 η
(1)
1 + σ
(2)
1 + η
(2)
1 + σ
(2)
1 η
(2)
1
]
, (5.40)
according to Eq. (2) in the main text. When J  2|t|2/0, we can make
a Schrieffer-Wolff transformation on H(12)SQ , using HhCP as a perturbation,
which gives an effective coupling between two hybrid qubits up to sec-
ond order in |t|2/0,
H(12)HQ = H(12)SQ +H(12)MQ , (5.41)
where
H(12)MQ = − lim
ε→0+
i
2~
∫ ∞
0
dτ e−ετ [HhCP(τ),HhCP] . (5.42)
Here,HhCP(τ) is the time-evolution ofHhCP under the unperturbed Hamil-
tonianH(12)SQ ,
HhCP(τ) = eiH
(12)
SQ τ/~HhCPe−iH
(12)
SQ τ/~
=
[
eiωJ σ
(1)
1 σ
(2)
1 τeiωJ σ
(1)
2 σ
(2)
2 τeiωJ σ
(1)
3 σ
(2)
3 τ
]
×HhCP
[
e−iωJ σ
(1)
1 σ
(2)
1 τe−iωJ σ
(1)
2 σ
(2)
2 τe−iωJ σ
(1)
3 σ
(2)
3 τ
]
(5.43)
=
2|t|2
0
{
1 + η
(1)
1 + η
(2)
1
+ e2iωJ σ
(1)
2 σ
(2)
2 τe2iωJ σ
(1)
3 σ
(2)
3 τ
[
σ
(1)
1 + σ
(1)
1 η
(1)
1 + σ
(2)
1 + σ
(2)
1 η
(2)
1
]}
,
with ωJ = J /~. Evaluating the commutator in Eq. (5.42)
[HhCP(τ),HhCP] = 4i
(
2|t|2
0
)2
cos(2ωJ τ) sin(2ωJ τ)
×
[
σ
(1)
2 σ
(2)
2 + σ
(1)
3 σ
(2)
3
] [
1− η(1)1 η(2)1
] (5.44)
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and using the integral
lim
ε→0+
∫ ∞
0
dτ e−ετ sin(2ωJ τ) cos(2ωJ τ) =
1
8ωJ
, (5.45)
we find
H(12)MQ =
|t|4
20J
[
σ
(1)
2 σ
(2)
2 + σ
(1)
3 σ
(2)
3
] [
1− η(1)1 η(2)1
]
, (5.46)
an effective exchange coupling between adjacent MF qubits which is mod-
ulated by the corresponding spin qubits. Applying this interaction for a
time τMF = pi~0J /|t|4, we obtain the gate U (12)MQ = exp[ipi(1− η(1)1 η(2)1 )/4].
5.E Inner-outer Majorana basis
Instead of forming Dirac fermions in the same TSC, one can instead form
a full fermion from the MFs closest together (inner fermion) and a fermion
from the MFs furthest apart (outer fermion),
gr = (γ
′
r + iγl)/2 ,
gl = (γ
′
l + iγr)/2 , (5.47)
respectively. The MFs are, in turn, written as
γ′ν = gν + g
†
ν ,
γν = (gν¯ − g†ν¯)/i . (5.48)
The tunneling Hamiltonian can then be written as
H˜T =
∑
σ,ν
itνd
†
σ(gν + g
†
ν)− it′νd†σ(gν¯ − g†ν¯)− it′∗ν (gν¯ − g†ν¯)dσ − it∗ν(gν + g†ν)dσ
=
∑
σ,ν
id†σ[(tν − tRν¯)gν + (tν + t′ν¯)g†ν ]− i[(t∗ν + t′∗ν¯ )gν + (t∗ν − t′∗ν¯ )g†ν ]dσ
=
∑
σ,ν
−it˜ν−d†σgν + it˜∗ν−g†νdσ + it˜ν+d†σg†ν − it˜∗ν+gνdσ , (5.49)
where we have defined t˜ν− = t′ν¯ − tν and t˜ν+ = tν + t′ν¯ . Furthermore,
we redefine the MF coupling in the TSC so that H˜M =
∑
ν δ˜ν(2g
†
νgν − 1)
where δ˜r (δ˜l) now parameterizes the overlap between the inner (outer)
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MFs. With this redefinition, we see that the transformed Hamiltonian is,
term by term, identical to Eq. (2). Upon performing the same Schrieffer-
Wolff transformation we find
H˜T = H˜s + H˜e + H˜o ,
H˜s =
∑
σ,ν
( |t˜ν+|2
σ + 2δ˜ν
g†νgν +
|t˜ν−|2
σ − 2δ˜ν
gνg
†
ν
)(
2nσ + d
†
σ¯dσ + d
†
σdσ¯
)
,
H˜o =
∑
σ,ν
[(
nσ + d
†
σ¯dσ
σ − 2δ˜ν¯
+
nσ + d
†
σdσ¯
σ − 2δ˜ν
)
t˜∗ν¯−t˜ν−gνg
†
ν¯
+
(
nσ + d
†
σ¯dσ
σ + 2δ˜ν¯
+
nσ + d
†
σdσ¯
σ + 2δ˜ν
)
t˜∗ν¯+t˜ν+g
†
νgν¯
]
,
H˜e = −
[∑
σ,ν
t˜∗ν¯+t˜ν−
(
nσ + d
†
σ¯dσ
σ + 2δ˜ν¯
+
nσ + d
†
σdσ¯
σ − 2δ˜ν
)
gνgν¯
+ t˜∗ν¯−t˜ν+
(
nσ + d
†
σ¯dσ
σ − 2δ˜ν¯
+
nσ + d
†
σdσ¯
σ + 2δ˜ν
)
g†νg
†
ν¯
]
. (5.50)
When the outer MFs are totally uncoupled to the system, tr = t′l = 0, then
tl± = 0 so that( |t˜r+|2
σ + 2δ˜r
g†rgr +
|t˜r−|2
σ − 2δ˜r
grg
†
r
)(
2nσ + d
†
σ¯dσ + d
†
σdσ¯
)
. (5.51)
One can immediately see that the effective magnetic field is, in general,
different when the state is occupied versus unoccupied.
One can use this basis as more transparent construction of parity.
When the MFs on the same topological superconductor are well sepa-
rated, δ = t′l = tr = 0, the tunneling Hamiltonian in the new basis is given
by 2
(|t˜r+|2g†rgr + |t˜r−|2grg†r) (1 + σ1) /0. When the parity of the junction
between the TSCs is one (zero), i.e. the complex fermion state formed
by the inner MFs is occupied (unoccupied), there is an effective magnetic
field on the dot proportional to |t˜r−|2/0 (|t˜r+|2/0). The Rabi oscillations
between the spin up and down eigenstates, which can be detected, are
therefore sensitive to the parity of the junction between two TSCs. The
parity can be measured because the MF qubit is in a fixed parity sub-
space, i.e. if the fermion is not shared by the nearest MFs then the it must
be shared between the outer MFs. If the parity is unrestricted, one must
measure both MFs on both the left and right TSCs to determine the state
of the MF qubit.
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