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Abstract
We consider the one-variable fragment of first-order logic extended with Presburger con-
straints. The logic is designed in such a way that it subsumes the previously-known fragments
extended with counting, modulo counting or cardinality comparison and combines their ex-
pressive powers. We prove NP-completeness of the logic by presenting an optimal algorithm
for solving its finite satisfiability problem.
Keywords: finite satisfiability, computational complexity, decidability, classical decision
problem, arithmetics
1. Introduction
It is well-known that first-order logic FO cannot describe natural quantitative properties
like parity or equicardinality of sets. To solve this problem one can think about enlarging
the language with special constructs, e.g., generalized quantifiers like counting quantifiers,
modulo counting quantifiers, majority quantifiers or the Ha¨rtig quantifier. However additional
expressive power often comes with an increase in computational complexity. For example
consider the two-variable fragment of first order logic, FO2. It is known that FO2 becomes
undecidable when cardinality comparison via Ha¨rtig or Rescher quantifiers is allowed [8]. On
the other hand its extension with counting quantifiers is decidable [7, 12]. The decidability
status of FO2 with modulo counting quantifiers is currently unknown. Thus there is no hope
to obtain a decidable extension of FO2 which allows all of these features.
In this paper we take a closer look at the one-variable fragment of first-order logic, denoted
here by FO1. The logic is well-understood and its finite satisfiability is known to be only NP-
complete. We are aware of three extensions of FO1 that differ in expressive power: C1, FO1MOD
and L1[I], see e.g. [14, 3, 8]. The mentioned logics extend FO1 with counting quantifiers ∃≥k,
modulo-counting quantifiers ∃=a(mod b) and the so-called Ha¨rtig quantifier I, respectively. The
semantics of the first two logics is very intuitive. For the third logic we define I(ϕ,ψ) to be
true if the total number of elements satisfying the formula ϕ is the same as the total number
of elements satisfying ψ. It follows from [14] and [3] that the finite satisfiability problem
for C1 and FO1MOD is NP-complete, even when the numbers in quantifiers are written in
binary. Moreover, a practical algorithm for deciding satisfiability of a fragment of C1 was
implemented and tested in [6]. For the third logic, namely L1[I] from [8], the authors of the
paper stated that the logic is decidable but no proof or complexity bounds were given.
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1.1. Our contribution
In this article we present a novel logic P1 which subsumes previously known logics with
counting or cardinality comparison, i.e., C1, FO1MOD and L1[I] from [14, 3, 8]. Moreover the
logic allows one to express percentage constraints. As an example we can consider a property
that the majority of elements of a model satisfies a given formula ϕ.
We obtain a tight NP upper bound for P1. The proof goes via a translation of formulae
into a system of inequalities and closely follows the techniques presented in [14]. However
some technical details differ. As a by-product we fill a gap concerning the complexity of L1[I].
1.2. Our motivations
Our main motivation is to see what the scope of the technique of Pratt-Hartmann [14] is
for deciding finite satisfiability for C1. Moreover, we would like to see how powerful a logic
we can obtain while keeping the complexity reasonably low. Last but not least, the proposed
logic P1 is the core part of Presburger Modal Logic [5] and its NP-completeness can be used
to establish complexities for reasoning tasks of the family of Euclidean Presburger Modal
Logics. A slight generalisation of the translation from [9] shows that their local and global
satisfiability can be easily reduced to the finite satisfiability of P1.
We recently learned about the existence of QFBAPA [10], the quantifier-free fragment
of Boolean Algebra with Presburger Arithmetic. The logics can express similar properties
and share the same complexity of satisfiability, namely NP-completeness. Nevertheless, we
strongly believe that the logic P1 is a very natural logic, arguably more elegant than QFBAPA,
and the proof technique used here is much easier to understand.
2. Preliminaries
We employ the standard terminology from model theory and linear algebra. We refer to
structures with fraktur letters, and to their universes with the corresponding Roman letters.
We always assume that structures have non-empty universes. Here we are interested in finite
structures over a countable signature Σ consisting of unary relational symbols only.
Let L be an arbitrary logic. In the finite satisfiability problem for the logic L we ask
whether an input formula ϕ from L is finitely satisfiable, i.e., has a finite model.
2.1. Linear algebra and integer linear programming
By Zn we denote the set of all remainders modulo n, that is the set {0, 1, . . . , n−1}.
A linear inequality is an expression of the form t ≥ t′, where t and t′ are linear terms.
In this paper we are interested only in linear inequalities with integer coefficients (written in
binary). It is well known that solving systems of such inequalities over N is in NP [4].
The following “sparse solution” lemma provides an upper bound on the minimum number
of non-zero unknowns in solutions of systems of linear inequalities:
Lemma 1 ([1]). Let E be a system of I inequalities with integer coefficients such that the
absolute value of each coefficient from E is bounded by C . If E has a solution over N, then it
has also a solution over N with the number of non-zero unknowns bounded by 2I log
(
2C
√
I
)
.
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2.2. Syntax of the logic P1
In this article we propose an extension of a function-free one-variable fragment of first-
order logic with counting terms and Presburger constraints. We let P1 denote the formalism.
The main ingredients of formulae of P1 are counting terms tx [8]. Their intuitive role is
to count the total number of witnesses of a given formula featuring a single variable x. Such
terms can be multiplied by integer constants and added to each other. On the top level we
allow for the comparison of values of counting-terms with a given threshold using a greater-
than operator ≥ and to test congruence modulo some number k using ≡k. More general
formulae can be constructed with Boolean connectives and by means of nesting.
The minimal syntax of the logic P1 is given by the following BNF grammar:
tx ::= tx + tx | a · ♯x[ϕ(x)]
ϕ ::= P (x) | ¬ϕ | ϕ ∧ ϕ | tx ≥ b | tx ≡c d
where P ∈ Σ is a unary relational symbol, a ∈ Z\{0} is a non-zero integer, b ∈ N is a natural
number, c ∈ Z+ is a positive integer and d ∈ Zc is a remainder modulo c.
A counting term of the form a1 · ♯x[ϕ1] + . . .+ an · ♯x[ϕn] is abbreviated by Σni=1ai · ♯x[ϕi].
Note that all standard logical connectives such as ∨, →, ↔ as well as other (in)equality
symbols like <,>,≤ and = can be easily defined using Boolean combinations and constants.
Hence, we will use them as abbreviations.
We write |ϕ| to denote the length of a formula ϕ, i.e., the number of bits required to
encode ϕ as a string. We will assume that all numbers appearing in ϕ are written in binary.
2.3. Semantics of the logic P1
The semantics of the logic P1 is a straightforward extension of the semantics of first-order
logic. For formulae ϕ not involving counting terms, the semantics JϕKM of ϕ in a model M is
the same as in first-order logic. We extend it to counting terms by defining J♯x[ϕ(x)]K
M to be
the cardinality of the set {a ∈ M | M |= ϕ[a]}. Addition, multiplication by a constant and
comparison are treated in the obvious way.
2.4. Expressive power
We note here that P1 trivially extends the one-variable fragment of first-order logic. More-
over, the logic can capture a scenario of threshold counting ∃≥kϕ(x) (i.e., C1 from [14]) as
well as modulo counting ∃=a(mod b)ϕ(x) (i.e., FO1MOD from [3]). The logic also allows cardi-
nality comparison, i.e., it can simulate the so-called Ha¨rtig and Rescher quantifiers from [8]
and percentage constraints, e.g. Ix.(ϕ(x), ψ(x)) can be encoded as ♯x[ϕ(x)] − ♯x[ψ(x)] = 0.
Hence P1 can even express some second-order properties.
2.5. Types and normal forms
Let τ be a finite signature, and following a standard terminology, we define an atomic 1-
type over τ as a maximal satisfiable set of atoms or negated atoms involving only the variable x.
Usually we identify a 1-type with the conjunction of all its elements. We note here that the
number of all atomic 1-types is exponential in the size of τ .
When a formula ϕ is fixed, we often refer to its signature (i.e., the set of unary symbols
occurring in ϕ) with τϕ. Then, the set of all 1-types over τϕ is denoted by tpϕ and we refer to
its elements with π
τϕ
1 , π
τϕ
2 , . . . , π
τϕ
|tpϕ|
. Additionally, when both a model M and a 1-type π are
fixed, we define |π|M as the total number of elements from a structureM satisfying a 1-type π.
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Definition 1. We say that a formula ϕ ∈ P1 is flat, if:
ϕ =
n∧
i=1

 ni∑
j=0
ai,j · ♯x[ϕi,j ]

 ⊲⊳i bi
where ⊲⊳i is a comparison symbol, i.e., ⊲⊳i∈ {≤,≥,≡k| k ∈ N}, each ai,j ∈ Z\{0} is a non-zero
integer, each bi ∈ N is a natural number and all formulae ϕi,j are free of counting terms.
The main purpose of introducing a flat form for P1 formulae is to avoid nesting of counting
terms and to simplify reasoning about satisfaction of a formula. The following lemma shows
that every satisfiable P1 formula can be flattened in NP:
Lemma 2. There exists a non-deterministic polynomial time procedure, taking as its input
a P1 formula over a signature τ and producing a flat formula ϕ
′ over the same signature τ ,
such that ϕ is satisfiable iff the procedure has a run producing a satisfiable ϕ′.
Sketch of proof. The proof goes in a standard fashion, similarly to the proof of Theorem 1
in [14]. The main idea of the algorithm is to take the innermost expression e, from the
original formula ϕ, of the form Σai♯x[ϕi] ≥ a or Σai♯x[ϕi] ≡b c. Since we are designing an NP
procedure and an expression e speaks only globally about the total number of elements, we
can guess whether e is satisfied or not. Then depending on a guess we replace e with ⊤ or ⊥
and we put, respectively, e or ¬e in front of the formula. Additionally, in the case when ¬e
contains a modulo constraint, we guess a proper remainder c′ and replace ¬Σai♯x[ϕi] ≡b c
with Σai♯x[ϕi] ≡b c′. We repeat the whole process until we obtain a flat formula.
3. The finite satisfiability of P1
In this section we will show that the one-variable fragment of first-order logic remains NP-
complete even if we extend it with Presburger constraints. As we mentioned in the beginning
of the paper, we are interested only in finite models since e.g. modulo constraints do not make
sense over infinite structures. Our proof will strongly rely on techniques presented in [14],
namely reducing our problem to integer linear programming.
3.1. Overview of the method
Throughout this section, we fix a satisfiable P1 formula ϕ. Due to Lemma 2 we can always
produce a flat version of ϕ, thus we assume that ϕ is flat.
We will first sketch our approach. A crucial observation leading to a simple description
of P1 models is that the logic cannot speak about any kind of connection between two distinct
elements of a model. Thus any model M of ϕ can be described up to isomorphism by the
information about the total number of elements of given 1-types. We call such information a
characteristic vector χϕ. It could be defined in the following way:
χϕ
def
=
(
|πτϕ0 |M, |πτϕ1 |M, . . . , |πτϕ|tpϕ||M
)
,
where the i-th element of χϕ is simply the total number of elements from M of the i-th 1-type.
Our goal is to translate a formula ϕ into a system of inequalities and congruences E , whose
solution will be a tuple χϕ. Then, we will get rid of congruences, i.e., replace each of them with
inequalities, at the expense of introducing polynomially many fresh variables. The obtained
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system E ′, as well as some of its coefficients, will be exponential due to the binary encoding of
numbers. Since integer linear programming is in NP [4] we will obtain an NExpTime upper
bound. To improve the complexity of the algorithm, we will use Lemma 1, which states that
if there is a solution for E , there is also a “sparse” solution, i.e., assigning only polynomially
many non-zero values to unknowns.
It is worth pointing out that due to the presence of exponential coefficients we cannot easily
adapt the lemma about small solutions from [14]. The technique we use, namely Lemma 1,
is more sophisticated and requires a more difficult proof. We will use it as a black box.
3.2. A translation into a system of inequalities and congruences
We are going to describe a potential model M of the formula ϕ in terms of unknowns
and inequalities. In the desired system of inequalities, we will have exponentially many
variables xk, where each xk corresponds to |πk|M in a characteristic vector and each inequality
or congruence corresponds to a threshold given in some conjunct from ϕ.
Let ϕi be the i-th conjunct from ϕ, i.e., ϕi =
(∑ni
j=0 ai,j · ♯x[ϕi,j ]
)
⊲⊳i bi. Then, for
every 1-type πk we will associate an indicator 1i,j,k, whose intuitive role will be to tell us
whether the k-th type πk is compatible with the formula ϕi,j . More formally:
1i,j,k=
{
1, if |= πk → ϕi,j
0, otherwise
With the above definition it is not hard to see that the value of a counting term ♯x[ϕi,j ] is
equal to Σ
|tpϕ|
k=1 1i,j,k ·xk. By multiplying such value with constants ai,j and summing it over j,
the whole formula ϕi can be represented as the following inequality or congruence:
 ni∑
j=0
ai,j ·
(
Σ
|tpϕ|
k=1 1i,j,k · xk
) ⊲⊳i bi
After rearranging the left-hand side of the above expression, we obtain a linear term with
unknowns x1, x2, . . . , x|tpϕ|. Note that coefficients in front of variables xk are exponential
due to the binary encoding. We construct a system of inequalities and congruences Eϕ by
translating each conjunct ϕi from ϕ in the presented way.
The following lemma follows directly from the fact that each model M of P1 formula can
be described up to isomorphism by a characteristic vector and from the construction of Eϕ.
Lemma 3. Each solution of Eϕ is a characteristic vector of some model M of a P1 formula ϕ.
3.3. Getting rid of congruences
The obtained system Eϕ can still contain linear terms with congruences. We will show
a way how to replace them with inequalities. Let us assume that the i-th equation of the
system Eϕ is a congruence of the following form:
ai1 · x1 + ai2 · x2 + . . .+ ai|tpϕ| · x|tpϕ| ≡ki bi
For any natural number Si, there exists a remainder ri ∈ Zki and a quotient qi ∈ N, such
that Si = ri+qiki. Thus we only need to ensure that the remainder ri is equal to bi. Since we
do not know the precise value of the quotient qi, we introduce a fresh variable yi to represent
it. We can rewrite the above congruence as
∑|tpϕ|
j=1 a
i
j = bi + ki · yi, which is equivalent to:
ai1 · x1 + ai2 · x2 + . . .+ ai|tpϕ| · x|tpϕ| − bi − ki · yi ≤ 0,
ai1 · x1 + ai2 · x2 + . . .+ ai|tpϕ| · x|tpϕ| − bi − ki · yi ≥ 0,
Let E ′ϕ be the system of inequalities obtained from Eϕ by exhaustive elimination of all
congruences. Since each step of the “congruence-elimination” procedure described above is
sound, together with Lemma 3 we establish:
Lemma 4. Each solution of E ′ϕ is a characteristic vector of some model M of a P1 formula ϕ.
One can observe that the number of equations in E ′ϕ is bounded by 2n (i.e., where n is the
number of conjuncts from flat ϕ), which is clearly of polynomial size in |ϕ|. Integer coefficients
of the system E ′ϕ can be bounded by the sum of the absolute values of the numbers occurring
in the formula ϕ. Since every number can be exponential in |ϕ| (due to the binary encoding)
and the mentioned sum contains at most polynomially many elements, we can conclude that
each coefficient from the system E ′ϕ is bounded exponentially in |ϕ|.
3.4. Algorithm
By using Lemma 1 we know that the minimum number of non-zero unknowns in a sparse
solution of E ′ϕ can be bounded by a polynomial function of |ϕ|. Hence we non-deterministically
guess which unknowns will be non-zero and we construct a corresponding system E ′′ϕ directly
for them. The obtained system has polynomial size in |ϕ|, thus it is solvable in NP.
Below we present a non-deterministic polynomial time algorithm for testing whether a
given P1 formula has a finite model.
Procedure 1: Satisfiability test for P1
Input: A formula ϕ ∈ P1
1 guess ϕ′ – a flat version of ϕ // in NP, Lemma 2
2 guess which 1-types are realized at least once. // polynomially many, Lemma 1
3 Write the system of inequalities E ′′ϕ for the guessed 1-types. // of poly size
4 Return True iff E ′′ϕ has a solution over N. // in NP [4]
To ensure the correctness of the algorithm, we prove the following lemma:
Lemma 5. A formula ϕ ∈ P1 has a finite model if and only if Procedure 1 returns True.
Proof. We first assume that an input formula ϕ has a finite model. Therefore, we can obtain
a flat finitely satisfiable formula ϕ′ (by Lemma 2) and describe its model in terms of linear
inequalities and congruences Eϕ′ (by Lemma 3). Clearly the system has a solution over N
(e.g., a characteristic vector χϕ′), hence also suitable choices for E ′ϕ′ and E ′′ϕ′ have solutions.
Hence Procedure 1 returns True.
Conversely, suppose that Procedure 1 returns True for its input formula ϕ. We construct
a model for ϕ. We do it simply by taking a proper number of realizations of each 1-type,
exactly as described in the solution of the constructed system of linear inequalities E ′′ϕ′ .
6
Using the above lemma, one can conclude the following theorem:
Theorem 6. The finite satisfiability problem for P1 is NP-complete.
Proof. The lower bound comes trivially from Boolean satisfiability problem or from the earlier
works on C1 [14]. For the upper bound it is enough to note that Procedure 1 works in NP.
It follows from (i) the fact that flattening can be done in NP (Lemma 2), (ii) correspondence
between systems of inequalities and characteristic vectors of P1 models (Lemma 3), (iii) exis-
tence of sparse solutions of systems of inequalities (Lemma 1), and (iv) an NP algorithm for
solving systems of inequalities with polynomially many unknowns [4].
4. Conclusions and future work
4.1. Conclusions
In this article we proposed a new logic called P1 which significantly increase the expressive
power of the one-variable fragment of first-order logic. The obtained logic generalizes previ-
ously known concepts of counting, i.e., threshold counting, modulo counting and cardinality
comparison. By using a generic method of transforming a formula into a system of inequali-
ties, we prove that every satisfiable P1 formula can be represented as a system of inequalities
of polynomial size. By using a well-known theorem that integer linear programming is in NP
we obtained a tight NP upper bound for finite satisfiability for the logic P1. This proves that
the complexity of P1 with expressive numerical constraints does not differ from the classical
one-variable fragment of FO, or even from Boolean satisfiability, which is rather surprising.
4.2. Future work
For future work we would like to investigate other classical decidable fragments of first-
order logic and see how their complexity and decidability status behaves after adding some
form of Presburger constraints.
One candidate could be the two-variable fragment of first-order logic FO2. However in
the presence of cardinality comparison the logic becomes undecidable [8].
Another prominent logic is a two-variable fragment of the guarded fragment of first-order
logic GF2, which is known to be decidable even in the presence of counting quantifiers [13].
However, even adding modulo constraints to the logic is a challenging task and currently we
do not even have a decidability proof. On the other hand, some decidable fragments of GF2
extended with Presburger constraints are known. We already know that the complexity of
the modal logic K or the description logic ALC do not differ from their Presburger versions,
see [2, 5, 11]. We believe that to obtain tight complexity bounds for Presburger GF2 one should
start with a more modest goal, i.e., to establish the exact complexity of Presburger ALCI,
namely an extension of ALC with inverse relations.
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