



United Nations Educational Scientic and Cultural Organization
and
International Atomic Energy Agency
THE ABDUS SALAM INTERNATIONAL CENTRE FOR THEORETICAL PHYSICS
STABILITY PROPERTIES OF PERIODIC SOLUTIONS
OF A DUFFING EQUATION IN THE PRESENCE
OF LOWER AND UPPER SOLUTIONS
Franic Ikechukwu Njoku
1
Department of Mathematics, University of Nigeria, Nsukka, Nigeria
2
and




Dipartimento di Scienze Matematiche, Universita di Trieste,
Via A. Valerio 12/1, I{34127 Trieste, Italy.
Abstract





+ g(t; x) = h(t);
is asymptotically stable if and only if it is bracketed by a lower solution  and an upper solution
 satisfying (t) > (t) for every t, provided that the derivative of g with respect to x is not too
large. We also produce a characterization of the asymptotic stability of the periodic solutions of
the above equation in terms of certain stability properties of the corresponding xed points of
a related innite dimensional order{preserving discrete{time dynamical system. These results
have a local avour and therefore they naturally apply to the study of the stability in cases
where g is not dened everywhere as a function of x, or several periodic solutions exist. As an
application we briey discuss the existence of stable and unstable periodic solutions for a class















+ g(t; x) = h(t): (1.1)
Throughout, we assume that c is a real constant, g : [0; T ]  I ! IR is a L
1
 Caratheodory
function, having a L
1
 Caratheodory partial derivative @
s
g with respect to the second variable,
and h 2 L
1
(0; T ). Here, T > 0 is xed and I  IR is an open interval. As usual, a function
f : [0; T ] I ! IR is said to satisfy the L
1
 Caratheodory conditions if f(; s) is measurable for
every s 2 I, f(t; ) is continuous for a.e. t 2 [0; T ] and for each compact interval K  I there
exists a constant M
K
> 0 such that jf(t; s)j M
K
for a.e. t 2 [0; T ] and every s 2 K. Further,















For every x; y 2 C
0
([0; T ]), we write x  y if max(x  y)  0; x < y if x  y and x 6= y; x y
if max(x   y) < 0: Finally, we will identify any function dened on [0; T [ with its T periodic
extension to the whole of IR.
By a (T periodic) lower solution of (1.1) we mean a function  2 W
2;1
T
(0; T ) such that





+ g(t; )  h(t) a.e. in [0; T ]:
A (T periodic) upper solution  is dened similarly by reversing the above inequality. A
T periodic solution of (1.1) is a function which is simultaneously a lower and an upper solution.
We also say that a lower solution, or an upper solution, is strict if it is not a solution.
It is well known that the lower{and{upper{solution method is a quite eective and exible
tool for studying existence, localization, multiplicity and approximation of the T periodic so-
lutions of (1.1); our purpose here is to show that, in some cases, it can be successfully used to
investigate their stability properties as well. This will be essentially done by interpreting, in
terms of lower and upper solutions, some results obtained in [1, 3, 10, 11, 12, 13] by R. Ortega
and other authors.
In [3] (see also [12], [1]), it was observed that a pair ;  of lower and upper solutions,
satisfying the ordering condition
  ; (1.2)
generally captures an unstable T periodic solution. More precisely, the following was proved in
[3].
Theorem 1.1 Assume c  0. Moreover, suppose that  is a strict lower and  is a strict upper
solution of (1.1), which satisfy (1.2). Then,   and equation (1.1) has at least one unstable
T periodic solution x^, with
 x^ ; (1.3)
2
provided that the number of the T periodic solutions of (1.1) satisfying (1.3) is nite.
On the contrary, the case where (1.2) does not hold seems to have received less explicit
attention, although in [13] it was addressed the question whether the reversed ordering condition
 >  (1.4)
may be used to detect the existence of stable T periodic solutions of (1.1). The aim of this note
is to give a contribution in this direction, provided that, of course, some additional conditions
are assumed. It must be observed in this respect that, under (1.4) alone, even the mere existence
of a T periodic solution of (1.1) is not generally ensured.
Theorem 1.2 Assume c > 0. Moreover, suppose that  is a strict lower and  is a strict upper





) for some t
0













for a.e. t 2 [0; T ] and every s 2 [(t); (t)]: (1.6)
Then,    and equation (1.1) has at least one asymptotically stable T periodic solution x^,
with
  x^ ; (1.7)
provided that the number of the T periodic solutions of (1.1) satisfying (1.7) is nite.
Now, some comments follow. We begin observing that, as is usual when lower and upper
solutions are involved, the applicability of the method is restricted to the case where g interacts
at most with the principal eigenvalue 
1











(0; T ); this in turn implies
that, in some sense, only the rst intervals of stability and instability can be detected. We also
note that if (1.4) holds, but (1.6) does not, one can generally guarantee neither the localization
of x^ by (1.7), nor its asymptotic stability. The former assertion follows from an inspection





















(1 + " cos t) x = 0; where c and " are suÆciently small constants satisfying
0 < c <
p
j"j. Here, in both examples, T = 2 was taken. Furthermore, trivial examples show
that if the number of the T periodic solutions of (1.1) satisfying (1.7) is not nite, then one
cannot conclude that at least one of them is asymptotically stable. Finally, we remark that
if c = 0, the assumptions of Theorem 1.2 do not imply the existence of a stable T periodic
solution x^ of (1.1) satisfying (1.7), although a linearly stable T periodic solution may exist. An
example in this direction is produced in [14, Ex. 3.5], taking in (1.1) c = 0; T =
2
3
; I = IR;
g(t; s) = s+maxfsin(2t); 0g s
2





solution of (1.1), in spite of the fact that all the conditions of Theorem 1.2 are satised in a
neighbourhood of 0 (see also Remark 3.2 below). However, it can be proved that x^ = 0 is linearly
stable.
We recall that condition (1.6) has already been considered in the literature in at least two
dierent contexts: on the one hand for studying the asymptotic stability of the T periodic
solutions of (1.1), because it prevents the appearance of subharmonic solutions of order two (see
e.g. [10]), on the other hand in the study of the approximation by monotone iteration of the
T periodic solutions of (1.1), as it guarantees the validity of an antimaximum principle (see
e.g. [9]). A relationship between these facts, namely stability and convergence of a monotone
scheme, is established in Corollary 1.3 below.
Let us introduce the following denitions. Given a T periodic solution x^ of (1.1), we say
that x^ is (; ) isolated, or respectively (; ) isolated, if there exist a strict lower solution 
and a strict upper solution  such that   and x^ is the unique T periodic solution of (1.1)
satisfying  x^ , or respectively such that    and x^ is the unique T periodic solution
of (1.1) satisfying   x^  . It is obvious that a T periodic x^ of (1.1), which is (; )  or
(; ) isolated, is isolated in C
0
([0; T ]), i.e. there exists "
0
> 0 such that there is no T periodic





. Moreover, the structure of equation (1.1) implies
that x^ is isolated in C
0
([0; T ]) if and only if it is isolated in C
1
([0; T ]) (or inW
2;1
(0; T )). Clearly,
if x^ is asymptotically stable, then it is isolated.
Using this terminology, we can formulate the following local counterparts of Theorem 1.1
and Theorem 1.2, respectively.
Corollary 1.1 Assume c  0. Let x^ be a T periodic solution of (1.1). If x^ is (; ) isolated,
then x^ is unstable.
Corollary 1.2 Assume c > 0. Let x^ be a T periodic solution of (1.1). If x^ is (; ) isolated
and (1.6) holds, then x^ is asymptotically stable.
Actually, under condition (1.6), also the converse of Corollary 1.2 holds, that is, if x^ is
asymptotically stable, then x^ is (; ) isolated. This is a consequence of Theorem 1.3 below.








In order to state the next results, we adapt to the present setting a terminology used in the
frame of order{preserving discrete{time dynamical systems. We say that a T periodic solution

















; for every n, and
both sequences uniformly converge to x^. Of course, the order stability of x^ does not imply its
isolatedness.
4
The asymptotic stability of the T periodic solutions of (1.1) can be characterized in terms
of order stability.
Theorem 1.3 Assume c > 0. Let x^ be a T periodic solution of (1.1). Moreover, suppose that
there exists "
0












for a.e. t 2 [0; T ] and every s 2 [x^(t)  "
0
; x^(t) + "
0
]:
Then, x^ is asymptotically stable if and only if it is isolated and order stable.
Hence, the following result concerning the convergence of a monotone iterative scheme can
be derived.
Corollary 1.3 Under the assumptions of Theorem 1.2, a T periodic solution x^ of (1.1), sat-
isfying   x^  , is asymptotically stable if and only if there exist a lower solution 

and
an upper solution 

, satisfying   

 x^  

 , such that x^ is the uniform limit (and
therefore is the limit in W
2;1











































































































Under (1.8), the asymptotic stability of a T periodic solution of (1.1) can also be charac-
terized in terms of the local convergence of successive approximations.
Theorem 1.4 Under the assumptions of Theorem 1.3, x^ is asymptotically stable if and only if
























































< ", for every n, and uniformly converges to x^ (actually, the convergence
takes place in W
2;1
(0; T ) too).
Corollary 1.3 and Theorem 1.4 may have some interest from the point of view of the numerical
approximation of the asymptotically stable T periodic solutions of equation (1.1).
We stress once again that the above statements are essentially reformulations, in the language
of lower and upper solutions, of some results originally obtained by other authors assuming, in
our opinion less explicit, conditions on the local index of the involved T periodic solution x^.
5
2 Proof
We start with a simple comparison result. Here, c is an arbitrary constant.
Lemma 2.1 Let  and  be, respectively, a lower and an upper solution of (1.1). If  < 
holds, then  . If (1.5), i.e.  6 , and (1.6) hold, then   : In particular, under (1.5)
and (1.6), the set of the T periodic solutions x of (1.1), with   x  , is totally ordered.
Proof. Assume that  < . Since @
s
g satises the L
1
 Caratheodory conditions, we can nd a





 g(t; )   g(t; )   Mu a.e. on [0; T ]:
The maximum principle then implies that  .

























































where the equality holds if and only if, for some k 2 IR,



























t 2 [0; T ]. By (1.5) and the T periodicity









































Hence, multiplying by e
ct









































= T and, for some k > 0,


















































The last conclusion is an immediate consequence of the previous argument, since any solution
is simultaneously a lower and an upper solution.





























(0; T )! W
2;1
T
(0; T ) is strictly negative, i.e. if y 2 L
1
(0; T ) is such that y(t)  0 a.e. in
[0; T ], with strict inequality on a set of positive measure, then L
 1
y  0. Let us set
C
0
([0; T ]; I) = fx 2 C
0
([0; T ]) j x(t) 2 I for every tg
and dene a superposition operator
G : C
0
















Hence, we dene the Hammerstein operator
H = L
 1
(G  h) : C
0




whose xed points are precisely the T periodic solutions of (1.1).





([0; T ]) j   x 
o
:
We also denote by B
C
1
(x;R) the open ball in C
1
([0; T ]) centered at x and having radius R.
Lemma 2.2 Let  and  be, respectively, a strict lower and a strict upper solution of (1.1),







(0; R)) = 1:
Proof. Since g and @
s
g satisfy the L
1




(0; T ) is bounded




([0; T ]) is completely continuous. Moreover, condition (1.6)
implies that G is decreasing on

U and hence, as L
 1
is negative, H is increasing, i.e. order{
preserving, on





U into itself and, by Lemma 2.1, every xed point x 2

U of H is such that x 2 U . Hence,





with (x; ) 2





(I  H;U) = 1:
Since there exists R > 0 such that all xed points x 2

U of H satisfy jjxjj
C
1
< R, the invariance







(0; R)) = deg
C
0
(I  H;U) = 1:






Proof. The conclusion easily follows from Lemma 2.2 and the excision property of the degree.
Lemma 2.4 Suppose, in addition to the assumptions of Lemma 2.2, that the number of the
T periodic solutions of (1.1) satisfying (1.7) is nite. Then, there exist a strict lower solution
^, a strict upper solution
^
, with  
^




Proof. By Lemma 2.1, we know that the set of the T periodic solutions x of (1.1), satisfying
  x , is totally ordered. Since it is also nite, it consists by Lemma 2.2 of, say, N ( 1)
elements x
1




 : : :  x
N
. An inspection of the proof of Proposition 1 in



























. Proceeding in this way, after a nite number of steps, we nd a strict lower
solution ^, a strict upper solution
^
, with  
^




Lemma 2.5 Assume c > 0. Let x^ be an isolated T periodic solution of (1.1) such that (1.8)






Proof. As far as one is concerned with the study of the local stability of x^, only the restriction
of g to the set
D = f(t; s) 2 IR
2
j t 2 [0; T ]; s 2 [x^(t)  "
0
; x^(t) + "
0
]g
plays a ro^le. Therefore, we dene the following modication of g (outside D), by setting for a.e.













)(s  x^(t) + "
0
) if s < x^(t)  "
0
;
g(t; s) if js  x^(t)j  "
0
;








) if x > x^(t) + "
0
:
It is obvious that g^ : [0; T ]  IR ! IR is a L
1
 Caratheodory function, having a L
1
 Carathe-
odory partial derivative @
s












for a.e. t 2 [0; T ] and every s 2 IR: (2.2)






+ g^(t; x) = h(t) (2.3)
are guaranteed. Clearly, x^ is asymptotically stable as a solution of (1.1) if and only if it is
asymptotically stable as a solution of (2.3).




([0; T ])! C
1
([0; T ]) the Hammerstein operator associated to (2.3),
which sends any function x 2 C
1
([0; T ]) onto the unique solution y 2W
2;1
T



























x  g^(t; x) + h(t):
Of course,
^






associated to equation (2.3), which sends any point (; ) 2 IR
2










+ g^(t; x) = h(t);
x(0) =  x
0
(0) = :
The xed points of
^
P are precisely the initial values of the T -periodic solutions of (2.3). Since
x^ is an isolated xed point in C
1
([0; T ]) both of H and of
^
H, and these two operators coincide
in a C
1










Moreover, the uniqueness and the continuous dependence for the Cauchy problems imply that
(x^(0); x^
0




P . Taking into account the obvious fact that the






























Hence, the conclusion follows recalling that, by [10, Th. 1.1] and [12, Th. 2.2], x^ is asymptotically












Proof of Theorem 1.2. The result follows from Lemmas 2.3, 2.4 and 2.5.
Lemma 2.6 Assume c > 0. Let x^ be an asymptotically stable T periodic solution of (1.1) such
that (1.8) holds. Then, x^ isolated and order stable.




(H; x^) = 1:










(x^; R)) = 1;
the perturbation and the existence properties of the degree imply that there is an integer n
0

























, we can suppose that 
n









 x^ for every n. Arguing in a similar fashion, we




of strict upper solutions of (1.1), such that 
n









 x^ for every n. Possibly passing to further





, for every n,
 
n
 x^ and 
n
 x^, for every n,
 
n
 x^ and 
n





, for every n.
In the rst case, Corollary 1.1 implies that x^ is unstable, as it is isolated. In the second and













 x^, and hence there exist T periodic solutions, arbitrarily close to x^, contradicting
the fact that x^ is isolated. Therefore, the only possibility is the fourth one, which implies that
x^ is order stable.
10
Proof of Theorem 1.3. The conclusion follows from Lemmas 2.3, 2.5 and 2.6.
Proof of Corollary 1.3. Assume that x^ is asymptotically stable. Then, Theorem 1.3 implies that
there exist a lower solution 

and an upper solution 










) isolated. A standard argument (see e.g. [9]) shows that, for any choice of a lower
solution ^
0
























, respectively dened by (1.9) and (1.10), are pointwise monotonically convergent




Conversely, assume that 

is a lower solution and 






 , such that, for any choice of a lower solution ^
0


























, of upper solutions, dened by (1.9) and (1.10). Clearly, x^ is isolated. Moreover, by













, for every n,
 there is n such that ^
n
 x^ and ^
n+1
= x^,




























































for every n and converging















for every n and converging uniformly to x^. Therefore, in all cases x^ is
order stable and, being isolated, Theorem 1.3 guarantees that it is asymptotically stable.
Proof of Theorem 1.4. Assume that x^ is asymptotically stable. Then, by Theorem 1.3, it is
isolated and order stable. Let us x " 2 ]0; "
0
[ and let  and  be a lower and an upper solution,
respectively, such that  < x^ <  and jj   jj
1
< ". Condition (1.8) and Lemma 2.1, imply


















< Æ. Since   x
0























uniformly to x^ and therefore x^ is asymptotically stable as a xed point of H.
Conversely, assume that x^ is asymptotically stable as a xed point of H. We want to prove








for every n and





([0; T ]) j x  x^
o
and consider the homotopy
x = Hx+ (1  )x^; (2.4)
with (x; ) 2 X  [0; 1]. If for every " 2 ]0; "
0




























, for some " suÆciently small,













for every n, thus contradicting the orbital asymptotic stability of x^. Therefore, there exists
" 2 ]0; "
0






V = fx 2 X j x x^+ "g ;






Then, using again the homotopy property, one can nd 
0





(H + ;V) = 1:
Hence, by the existence property, there is an integer n
0











has at least one T periodic solution 
n










can suppose that 
n










solutions of (1.1) such that 
n




 x^, for every n. Therefore, x^ is
order stable and, being isolated, is asymptotically stable by Theorem 1.3.
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3 Remarks and applications
Remark 3.1: Construction of lower and upper solutions. Strict lower and upper
solutions satisfying (1.4) can be naturally found in several situations.
The simplest case is where constant lower and upper solutions exist. Clearly,  2 I is a strict
lower solution if
g(t; )  h(t) a.e. on [0; T ];
with strict inequality on a set of positive measure.
This however requires that h be bounded from above. Similarly, the existence of a constant
upper solution requires that h be bounded from below.
Alternatively, a strict lower solution exists if
















h(t) dt for a.e. t 2 [0; T ] and every s 2 [a; b].


































a  (t)  b for every t. Then, it is immediately veried that  is a strict lower solution. An
analogous condition yields the existence of a strict upper solution.
Another typical situation is when I is unbounded and one assumes some asymptotic nonin-
terference condition with the principal eigenvalue 
1











(0; T ). This is the case if a Dolph condition, or a Landesman, Lazer and Leach condition,
is satised to the right of the eigenvalue 0. We recall that a Dolph condition holds at +1 if
there exists   2 L
1





  (t) uniformly a.e. in [0; T ],




 (t) dt > 0.
Whereas, a Landesman, Lazer and Leach condition holds at +1 if
there exist  2 L
1
(0; T ) and s
0
2 I such that (3.2)













In order to show that the Dolph condition (3.1) implies the existence of arbitrarily large
positive strict lower solutions, one rst observes that there exists  > 0 such that for every " > 0




+ (minf (t); g   ")x = 0 has no nontrivial T periodic
solution. Then, for any such an " one can nd s
0








(t) for a.e. t 2 [0; T ] and every s  s
0
. Further, for each r > 0 let w
r;"
denote the

















! 0 as " ! 0, one can choose " suÆciently small and r
suÆciently large in such a way that, setting  = w
r;"
+ r, one has (t)  maxfs
0
; r=2g for every
t 2 [0; T ]. Finally, it is easily veried that  is a strict lower solution.
To prove that the Landesman, Lazer and Leach condition (3.2) implies the existence of
arbitrarily large positive strict lower solutions, one rst observes that, by the denition of inferior
limit and the monotone convergence theorem, there are s
0




(0; T ) such that
g(t; s) h(t) > k
0








(t) dt > 0. Then, let w denote




















w(t) dt = 0,
and set  = w + r, where r > 0 is chosen in such a way that (t)  maxfs
0
; r=2g for every
t 2 [0; T ]. Again, it is immediately seen that  is a strict lower solution.
In (3.1) and (3.2) it is understood that I is unbounded from above. When I is unbounded
from below, similar conditions assumed at  1 yield the existence of arbitrarily large negative
upper solutions.
Landesman, Lazer and Leach type conditions were considered in [1] to prove the existence
of asymptotically stable periodic solutions of a Lienard equation generalizing (1.1).
Remark 3.2: Local niteness of the solution set. Various suÆcient conditions are known
to imply that the number of the T periodic solutions of (1.1), satisfying (1.7), is nite (see e.g.
[1]).
For instance, it is easy to verify that, if ;  are strict lower and upper solutions satisfying
(1.2), the existence of a unique unstable T periodic solution x^ satisfying (1.3) is guaranteed by
the condition
there exists  2 L
1





(t) dt < 0, such that
@
s
g(t; s)  (t) for a.e. t 2 [0; T ] and every s 2 [(t); (t)]:
Similarly, under (1.5) and (1.6), the existence of a unique asymptotically stable T periodic
solution x^ satisfying (1.7) is guaranteed by the condition
there exists  2 L
1





(t) dt > 0, such that
@
s
g(t; s)  (t) for a.e. t 2 [0; T ] and every s 2 [(t); (t)]:
(Here, Lemma 2.1 is used to prove uniqueness.)
On the other hand, the analytic character of g may imply in some cases that all the
T periodic solutions of (1.1) are isolated, which in turn yields the preceding conclusion. In
14














(0; T ) for each n,
and












for a.e. t 2 [0; T ] and every s 2 IR:
Then, every T periodic solution of (1.1) is isolated, provided that there exists a strict lower
solution, or a strict upper solution. We sketch a proof for the sake of completeness (related
results were proved in [15] and [11] for pendulum{type equations). Let us dene the operators
Q : L
1
(0; T )! L
1






x(t) dt, G : C
0
([0; T ])! L
1
(0; T ) which maps x
to g(; x) and L :W
2;1
T
(0; T )! L
1








is a T periodic solution of (1.1) if and only if, setting u = x   Qx and v = Qx, the pair
(u; v) 2 (W
2;1
T
(0; T ) \ kerQ) IR is a solution of the system
Lu = G(u+ v)  h QG(u+ v) +Qh (3.7)
QG(u+ v) = Qh: (3.8)
We claim that for each v 2 IR equation (3.7) has a unique solution u 2W
2;1
T
(0; T ) \ kerQ. This
can be seen as follows. Fix v 2 IR and observe that there is a constant R > 0, possibly depending
on v, such that any solution u 2W
2;1
T
(0; T ) \ kerQ of
Lu = [G(u+ v)  h QG(u+ v) +Qh]; (3.9)
for some  2 [0; 1]; satises jjujj
C
1





of (3.9), with  = 
n





! +1. A standard limiting argument, which makes use
of (3.6), yields the existence of functions u 2W
2;1
T






































u(t) dt = 0. Hence, standard results of
degree theory imply that for every v 2 IR there is at least one solution u 2W
2;1
T
(0; T )\ kerQ of







(0; T )\ kerQ solve (3.7) for some
15




solves (3.11), for some m 2 L
1
(0; T ) satisfying (3.10),






has no nontrivial solution w 2 W
2;1
T
(0; T ) \ kerQ. Accordingly, the analytic version of the
implicit function theorem guarantees the existence of an analytic function ' : IR ! C
0
([0; T ])
which sends any v 2 IR onto the unique solution u 2 W
2;1
T
(0; T ) \ kerQ of (3.7). Hence, if






g(t; v + '(v)(t)) dt, then (1.1) has
a T periodic solution x = v + '(v) if and only if  (v) = Qh. Since  is analytic, either
 (v) = Qh for every v, or every solution v of the equation  (v) = Qh is isolated in IR and
therefore x = v + '(v) is isolated in C
0
([0; T ]). Assume that there exists a strict lower solution
 of (1.1) and suppose by contradiction that  (v) = Qh for every v. Set v = Q, u = '(v) and
x = u+v. Then, Lemma 2.1, implies that either x  or x , which is impossible. Similarly,
one argues if a strict upper solution  exists. Accordingly, we conclude that any solution of (1.1)
is isolated.
We produce now two simple applications of the results of Section 1 to the study of the
stability properties of the T periodic solutions of (1.1) lying in prescribed intervals.










where jaj = 1,  > 0 and c are given constants and h 2 L
1
(0; T ). Here, I =]0;+1[ and




. According to a = 1, or respectively a =  1, the singularity
appearing in equation (3.12) is referred to as of attractive type, or respectively of repulsive type.
In [7], when c = 0, and in [4], when c 6= 0, it was proved that a necessary and suÆcient condition





h(t) dt > 0; (3.13)
provided that in the repulsive case the further condition
  1 (3.14)
holds. In [7, Th. 4.1] it was also observed that condition (3.14) is needed to guarantee the
existence of a T periodic solution of (3.12) for any given function h, satisfying (3.13) and
having arbitrarily large negative mean value. Actually, this was proved in [7] when c = 0, but
the proof carries over to the general situation.
In the attractive case, it follows from [7, Th. 2.1], [4, Th. 3] and Theorem 1.1 above, taking
also into account condition (3.3), that for any given c  0 and h 2 L
1
(0; T ), bounded from
16
above and satisfying (3.13), there is a unique T periodic solution which is unstable. This fact
also follows from [8].




















a.e. in [0; T ],
with strict inequality on a set of positive measure,
there exists a unique T periodic solution which is asymptotically stable. Indeed, the function
g satises, by (3.13), the Landesman, Lazer and Leach condition (3.2) and therefore there





is a positive strict upper solution. Furthermore, (1.6) is fullled too on [;+1[.
Finally, for what concerns uniqueness, Lemma 2.1 implies that any positive T periodic solution
x^ satises either 0  x^   or x^  . The former case cannot take place, because averaging
















= ess inf h:
Whereas, condition (3.4) yields uniqueness in the latter case.
It seems worth noting that we do not assume condition (3.14), although we impose a re-
striction from below on the size of h, as it seems essential in the light of the above mentioned
Theorem 4.1 in [7]. Finally, we point out that, when   1, this stability result was already
proved in [16] by a dierent approach. We also observe that the conclusions about the existence
of a solution x^ extends to the case c = 0, but now only the linear stability of x^ can be generally
guaranteed.







sin(log x) = h(t); (3.15)
where  2 ]0; 1[ and c > 0 are given constants and h 2 L
1
(0; T ). Here, we take I =]1;+1[ and
g : I ! IR is dened by g(s) = s



































































































as s ! +1, condition (1.6) is eventually satised. Therefore, according to Remark 3.2 and









which is asymptotically stable. On the other hand, according to Remark 3.2 and Theorem 1.1, for








, which is unstable.
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]. Hence, we can conclude that, for any given h 2 L
1









of T periodic solutions, which are respectively asymptotically




, for every n, and x
n
(t)! +1 uniformly.
Further applications of the results stated in Section 1 can be obtained for equation (1.1)
with a periodic nonlinearity and to the Ambrosetti{Prodi problem for (1.1), in the line of, e.g.,
[10].
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