ABSTRACT: Nonadiabatic dynamics simulations have rapidly become an indispensable tool for understanding ultrafast photochemical processes in complex systems. Here, we present our recently developed on-the-fly nonadiabatic dynamics package, JADE, which allows researchers to perform nonadiabatic excited-state dynamics simulations of polyatomic systems at an all-atomic level. The nonadiabatic dynamics is based on Tully's surface-hopping approach. Currently, several electronic structure methods (CIS, TDHF, TDDFT(RPA/ TDA), and ADC(2)) are supported, especially TDDFT, aiming at performing nonadiabatic dynamics on medium-to large-sized molecules. The JADE package has been interfaced with several quantum chemistry codes, including Turbomole, Gaussian, and Gamess (US). To consider environmental effects, the Langevin dynamics was introduced as an easy-to-use scheme into the standard surface-hopping dynamics. The JADE package is mainly written in Fortran for greater numerical performance and Python for flexible interface construction, with the intent of providing open-source, easy-to-use, well-modularized, and intuitive software in the field of simulations of photochemical and photophysical processes. To illustrate the possible applications of the JADE package, we present a few applications of excited-state dynamics for various polyatomic systems, such as the methaniminium cation, fullerene (C 20 ), p-dimethylaminobenzonitrile (DMABN) and its primary amino derivative aminobenzonitrile (ABN), and 10-hydroxybenzo[h]quinoline (10-HBQ).
INTRODUCTION
The photoinduced electronic excitation of molecular systems leads to a complex sequence of dynamics, 1−4 such as radiative electronic transitions (fluorescence, phosphorescence), nonradiative electronic transitions (internal conversions, intersystem crossings), electron and energy transfers, chemical reactions, etc. These photophysical and photochemical processes are extremely important for the evolution of life and living environments. Thus, great efforts have been made in recent decades to investigate various important photoinduced processes. 3−5 One of the most fundamental phenomena in photophysics and photochemistry is the so-called "nonadiabatic process," 4−6 which refers to the electronic transition between different Born−Oppenheimer (BO) potential energy surfaces (PES). Such nonadiabatic transitions become ultrafast when two electronic states approach or cross each other along the nuclear coordinates. When two electronic states of the same multiplicity become degenerate, the so-called "conical intersection" is formed. The nonadiabatic transitions in the vicinity of the conical intersections between different electronic states are at the heart of photochemistry, internal conversion, fluorescence quenching, and nonradiative energy dissipation processes. 5,7−15 In principle, the theoretical description of nonadiabatic processes between different electronic states with the same multiplicity represents a great challenge because the presence of strong coupling between the nuclear and electronic motions leads to the breakdown of the BO approximation. 3 An exact description of the non-BO dynamics is offered by the full solution of the time-dependent Schrodinger equation for strongly coupled electron−nucleus systems. However, the high computational costs of the complete quantum-mechanical solution and the need for the construction of the relevant PES prior to propagation limit its applications to small systems with only a few nuclear degrees of freedom. Many other alternative schemes have also been proposed to describe the nonadiabatic dynamics within the framework of quantum evolution, such as the multiconfiguration time-dependent Hartree (MCTDH) approach, 16 the multilayer MCTDH treatment, 17, 18 and the full multiple spawning (FMS) and related methods. 19−21 In practice, some semiclassical nonadiabatic approaches have been developed due to their potential application to larger molecules. 5 More accurate semiclassical approaches have been proposed, such as the quantum-classical Liouville descriptions 22, 23 and the hydrodynamic nonadiabatic dynamics; 24, 25 however, numerical instability limits their widespread applications. The semiclassical initial value representation (SC-IVR) and its extensions, developed by Miller and co-workers, are also practical approaches that can successfully incorporate quantum effects into molecular dynamics simulations. 26−28 However, a large number of trajectories must be computed, which requires huge computational costs for complex systems. In semiclassical dynamics, there are two widely applied methods, i.e., the socalled "Ehrenfest" or "mean-field" method 29−31 and the trajectory surface-hopping method, 13,32−34 and their mixed/ extension schemes. 35−38 The standard mean-field method leads to the evolution of the system on the averaged PES in regions of weak coupling, which is undesirable for simulating photochemistry. The surface-hopping method, due to its conceptual simplicity, computational efficiency, as well as easy implementation, is one of the most successful semiclassical approaches.
The choice of quantum chemistry methods for solving the electronic structure problem is a crucial issue in the application of nonadiabatic dynamics methods. The balance between computational accuracy and cost should be largely considered. To study medium-to large-sized molecular systems, the excited-state electronic structure calculations should be fast enough to allow the efficient computation of the large number of geometries while adequate accuracy should also be achieved, even at strongly distorted nuclear geometries. Unfortunately, it is not straightforward to find a suitable excited-state method that can satisfy all these requirements at once. The more reliable high-level ab initio methods with high accuracy 39−41 (such as CASSCF, 42 CASPT2, 43−45 MR-CISD 46 ) are restricted to small systems due to their high computational cost and high scaling. The cheaper semiempirical methods 47, 48 (such as OM2/MRCI, 49, 50 AM1/CIS 51, 52 ) are limited by their parameter-dependent performance. Up to medium-sized molecular systems, the single-reference methods, 41 ,53−60 such as EOM-CC, CC2, ADC(3), ADC(2), and TDDFT, are possible candidates for excited-state calculations. In the past years, the TDDFT method has become the most widely used approach in the calculation of the excited states of medium to large molecular systems due to its good trade-off between computational cost and accuracy. The accuracy of TDDFT is debated in terms of issues such as long-range charge-transfer (CT) excited states 58,61−63 and excited states dominated by double excitations. 64 Moreover, the limitations of linear-response TDDFT to describe conical intersections between the first excited state and the ground state (S 0 /S 1 ) have been critically examined in the literature. 58,63−66 However, TDDFT is still the most applicable method (scaling as N 4 , N is the total basis size) for systems as large as organic oligomers or the transition metal centers in enzymes. Thus, great efforts have been made to improve the performance of TDDFT. For instance, the performance and accuracy have been steadily improved by many novel exchangecorrelation functionals, especially to treat the CT excitation problems with range-separated functionals. 67, 68 The Tamm− Dancoff approximation (TDA) was reported to improve the description of S 0 /S 1 conical intersections. 64 Certainly, TDDFT may be more reliable to treat the conical intersections between different excited states. Currently, the TDDFT method is available in many quantum chemistry (QC) packages. Thus, it should be highly interesting to connect nonadiabatic dynamics with TDDFT, even though up to now only a few groups reported the successful case studies of nonadiabatic dynamics at the TDDFT level. 66,69−74 The inclusion of environmental effects, such as solvents, may have a significant influence on photochemical processes. 75, 76 One possible solution to treat the environment is the hybrid QM/MM scheme. 77−85 However, the setup of the QM/MM model is often cumbersome because of the explicit description of the entire environment at the atomic/molecular level. Alternatively, the Langevin dynamics (LD) scheme is an important extension of Newton's equation, which can be applied to treat environment effects in a simple and implicit manner. 86, 87 Thus, the introduction of LD into nonadiabatic dynamics should in principle be an efficient way to account for the influence of environmental degrees of freedom if all the parameters are properly chosen. In general, the LD scheme is a very easy-to-use option to semiquantitatively predict many condensed-phase photodynamics processes, for instance, the energy transfer from excited chromophores to the medium.
88−91
The calculation of the PES is another important technical issue in nonadiabatic dynamics simulations, and two general strategies are often employed, namely the "PES-fitting" strategy or the "direct" strategy. 92 In the "PES-fitting" strategy, the PES of electronic states and the interstate couplings are represented as functions of nuclear coordinates based on prior electronic structure calculations. This approach may be extremely expensive for polyatomic molecular systems with many nuclear degrees of freedom. In the direct strategy, also known as "onthe-fly," the PES and interstate couplings are computed at every step of the molecular dynamics, which is especially suitable for trajectory-based methods 92 and is also applicable to quantum dynamics with traveling localized basis functions. 19−21 The use of well-defined classical trajectories in the surface-hopping method makes it possible to employ direct dynamics, 13 in which the energies, gradients, and nonadiabatic couplings are calculated at each point along the trajectory. Such direct dynamics approaches are extremely suitable for understanding complex ultrafast photochemistry processes in realistic polyatomic systems, 92 for which the PES is generally very complicated.
The direct dynamics method can be implemented in different manners. One approach is to add the dynamics module directly into an electronic structure program, such as the implementation of the trajectory surface-hopping (TSH) method in CPMD, 93 Turbomole, 94 and MNDO, 95 and the FMS approach in Molpro. 21, 96 Although this implementation provides maximum computational efficiency, it would be strongly dependent on the specificities of a QC package. For example, the TSH method in CPMD can only use the TDDFT method based on plane-wave basis sets, 93 which is more suitable for extended periodic systems. Furthermore, the choice of the exchange-correlation functional is also very limited, and specifically, range-separated functionals (important for the CT excitations 67, 68 ) are not yet included in the public version of the CPMD code. The limited choice in functionals is also true for the TSH dynamics in Turbomole. In addition, the currently implemented TSH algorithm in Turbomole can only handle switches between the first excited singlet state and the ground state. 70 The TSH dynamics in the MNDO code only works with semiempirical electronic structure methods (i.e., OM2/ MRCI); 95 thus, the results are highly dependent on the applicability and accuracy of the parameters.
Another direct dynamics implementation is to combine the evolution of the dynamics and the QC calculations in a modular fashion. This modular approach appears to be more appealing in facilitating the incorporation of new features in various QC packages, although the communication between the evolution of the dynamics and the QC calculations requires a relatively small amount of extra computational cost. A few programs (such as PYXAID, 97 SHARC, 98 and Newton-X 99,100 ) for nonadiabatic dynamics simulations are organized in a modular fashion with their own features. For example, the PYXAID program, based on the classical path approximation (CPA) and the electronic transitions between different Kohn− Sham orbitals, is suggested to be suitable for condensed matter systems and requires that the electronic excitation does not result in significant structural changes. 97 Although the SHARC program is proposed to be able to treat arbitrary couplings in molecular systems, it interfaces to only a few high-level ab initio methods (i.e., CASSCF and MRCI) in MOLPRO, MOLCAS, and COLUMBUS. Currently, the TSH method at the TDDFT level is not supported in the SHARC program. Because only high-level correlated methods are allowed, most of the recent studies focus on relatively small systems. 98, 101 The Newton-X code is proposed to be a package for Newtonian dynamics close to the crossing seam 98, 99 and originally supports the TSH dynamics with a few multireference methods. Recently, dynamics studies with single-reference methods (TDDFT and ADC(2)) were also reported. 73 Generally speaking, there is still much room for the improvement of the algorithms, for the development of elaborate program packages to achieve more efficient applications, for the possible extension of novel trajectory-based dynamics methods and state-of-art electronic structure methods, and for better performance with large molecular systems.
In this paper, we report a new package "JADE" for this purpose, which is also designed to work in the modular manner and to loosely link to available electronic structure packages. Currently, the rich interfaces allow us to use the TDDFT (both TDA and RPA), TDHF, CIS, and ADC(2) methods in several packages (Turbomole, Gaussian, and GAMESS (US)). Importantly, some additional features are provided. For instance, compared with Newton-X, the Langevin dynamics (LD) is implemented in the JADE package as an alternative to Newtonian dynamics and is an easy-to-use tool to account for the environmental effects. More sampling methods of the initial conditions are also provided, which includes Wigner sampling, transition state sampling, and so on (see discussions below). In this work, the developed nonadiabatic dynamics codes, within Tully's trajectory surface-hopping (TSH) method, 13 are implemented on the basis of the "on-the-fly" calculation of electronic quantities. The propagation of electronic motion in the JADE package is implemented in terms of the evolution of the density matrix. The program is written in the Fortran and Python programming languages in the concept of modularity. The code has been interfaced with Turbomole, 102 Gaussian, 103 and Gamess (US). 104 Because the JADE code aims to perform nonadiabatic dynamics simulations of complex polyatomic systems at the all-atom level, several single-reference methods, such as CIS, TDHF, TDDFT (RPA and TDA), and ADC(2), were implemented. It is also very feasible to develop new interfaces for other excited-state methods or QC packages in a consistent fashion. Meanwhile, other trajectory methods, such as the Ehrenfest method, can be easily incorporated. The Langevin dynamics (LD) is implemented as an easy-to-use tool for an approximated incorporation of environmental effects. Additionally, various initial sampling methods are implemented, and a few statistical analysis tools are supported. The performance of the surface-hopping dynamics and the LD scheme are examined for the excited-state dynamics of various molecular systems.
THEORY AND METHODS
2.1. Surface-hopping Dynamics. In the TSH method, the nuclear and electronic degrees of freedom are treated by classical and quantum dynamics, respectively. The nuclear degrees of freedom are propagated by independent classical trajectories R(t) on the currently occupied electronic state, which is computed by the numerical integration of Newton's equations. The velocity-Verlet algorithm 105, 106 is used for nuclear propagation.
The electronic wave function Φ(r,R,t) obeys the timedependent Schrodinger equation
where r and R are the coordinates of the n electrons and N nuclei system, respectively. H e is the electronic Hamiltonian, which is time-dependent through R(t). The electronic wave function can be expanded in a set of known electronic basis sets (φ i ).
And c i (t) represents the expansion coefficients of the electronic wave function. Then, the propagation of the quantum amplitudes along the nuclear trajectory R(t) can be given.
In eq 3, v is the vector of nuclear velocities, and H ij and F ji are the electronic Hamiltonian and nonadiabatic coupling matrix elements between states j and i, respectively. The integration of eq 3 is carried out numerically in the JADE program by performing a unitary propagation of the quantum amplitudes. 5 The nonadiabatic coupling terms can be reformulated as the scalar product of the velocity vector v and the nonadiabatic coupling vector F ji .
The transition probability of jumping from one potential energy surface to another is evaluated on the basis of Tully's fewest switches algorithm. Therefore, the probability for a transition from i to j is
To avoid a negative (unphysical) value of P ij , the hopping probability can be defined as
Then, a uniform random number 0 < ξ < 1 is generated at each time step, and the hopping from state i to state k is performed if
The density matrix representation was adopted in our implemented code, so that eq 3 can be rewritten in terms of the density matrix elements ρ kj  c k c j *
In the adiabatic representation, the electronic wave functions are eigenfunctions of the electronic Hamiltonian, and the Hamiltonian matrix (H ji ) is diagonal with nonzero elements equal to the eigenenergies ε i . (11) Then, the hopping probability in the adiabatic representation becomes
ii (12) In the TSH method, the quantum amplitudes propagated along a single trajectory R(t) and the amplitudes c i (t) of all the other states are also artificially restricted to be propagated along R(t). This causes the so-called "over-coherence problems" that refer to the nondecaying feature of ρ ij during the TSH propagation. 38,108−111 A few corrections have been proposed 112−117 to account for the decoherence effects. Currently, we employ a practical way proposed by Granucci and Perciso to add "decoherence effects." 115 The instantaneous hops from one PES to another are controlled by a stochastic switching algorithm.
In the JADE package, the velocity adjustment is performed after a successful hop to conserve the total energy. If the analytic nonadiabatic coupling vector is available, the velocities can be rescaled in the direction of the nonadiabatic coupling vector, and this choice is suggested by semiclassical analogies. 34, 118 When the numerical nonadiabatic coupling vector with respect to time is available, the conservation of energy is imposed by uniformly rescaling the nuclear velocities. 119 
Numerical Computations of Nonadiabatic Coupling Terms.
The nonadiabatic TSH dynamics in the adiabatic representation requires the explicit calculation of nonadiabatic couplings (NAC). Two approaches are possible, namely the analytic and numerical calculations of the NAC terms. Here, we provide a brief introduction of the NAC calculations at the TDDFT level. Several theoretical efforts have been made to formulate the analytical NAC within the framework of frequency domain TDDFT. 120−132 However, the analytic NAC between two arbitrary electronic states within the TDDFT are not commonly available in most of the standard QC packages. An alternative choice is to evaluate the numerical nonadiabatic couplings and calculate the derivative of the electronic wave function with respect to time. 107, 125 In practice, the finite difference scheme was used to evaluate the NAC matrix elements at the TDDFT level with the following relationship, which is particularly suitable if the NAC matrix elements cannot be directly calculated using electronic structure methods. 99 ,119,133−136
where Δt is the time step used for the integration of Newton's classical equations of motion. In this approach, the true change in the electronic wave functions over the entire time step is resolved by computing the overlap integrals between the adiabatic wave functions of different electronic states at times t and t + Δt. 136 The electronic ground state can be represented by a single Slater determinant built from the occupied Kohn− Sham orbitals, while the wave functions of the excited electronic states can be approximated by the expansion of singly excited configurations. It is worth noting that the expansion coefficients for the excited state K can be obtained according to Casida's assignment ansatz. 137 The wave function Ψ K is written as a formal configuration interaction with single excitations, namely the CIS form 73, 119, 125, 138 
In eq 15, ε a and ε i are the energies of the virtual and occupied molecular orbitals, respectively, and ω K is the corresponding excitation energy. X and Y represent the solutions of the TDDFT/RPA or TDHF eigenvalue problem. 58, 137 In the case of TDDFT/TDA and CIS, only X vectors are available. Our implementation of nonadiabatic dynamics in the JADE package is based on localized atomic basis sets. Technical details for computing the NAC in the JADE package are summarized in the Supporting Information. Furthermore, different means of obtaining the expansion coefficients (c i,a K ) have been reported. 119, 125, 135, 138, 139 In this work, several options are examined and summarized in the Supporting Information.
In the ADC(2) method, the approximated excited-state wave functions are constructed. For simplicity, the single-excitation response coefficients are used to construct a formal CIS wave function. The interface to the ADC(2) method is currently available for the Turbomole package. Such an approach has also been reported in a recent study. 
In the above equation, ∇V is the gradient of the system and γ represents the frictional drag on the system. T is the temperature and k B is Boltzmann's constant. Thus, the LD scheme is characterized by the use of stochastic terms to describe the environment effects. If all the parameters are properly chosen, the influence of the solvent's degrees of freedom on the system under investigation should be reasonably described. For example, the value of γ = 50 ps
is close to the viscosity of water molecules (approximately 1 mPa·s). 87, 140 Moreover, the random forces X(t) are represented as a white-noise field, which has an expected value of zero and displays no correlation between two successive time steps.
where δ is the Dirac delta function. In general, the dynamical and structural properties obtained from the LD simulation should agree quite well with similar properties obtained from explicit solvent simulations if a suitable collision frequency is adopted. 86, 141 Additionally, the LD approach allows for temperature control, for example via a thermostat, thus approximating the thermodynamics limit of the canonical ensemble. Currently, we have implemented the LD method in the JADE code and applied it to the study of several model systems.
2.4. Initial Conditions. In TSH methods, different internal conditions are required to mimic the distribution in the phase space. Usually, an ensemble of initial conditions (i.e., coordinates and momenta and starting electronic state) can be prepared, using the classical distribution function in the phase space to mimic the initial nuclear quantum wave packet on the chosen electronic state. The JADE program offers various procedures to perform the initial sampling for TSH dynamics.
For the vibrational ground state, the initial conditions can be sampled by the Wigner function. In the 1930s, Wigner 142 proposed that one can obtain the quantum mechanical averages of Q and P dependent quantities in a classical framework by using a suitably defined pseudodistribution ρ W (Q,P). If we assume a quadratic approximation for the PES around the minimum, the all internal coordinates can be described by the normal modes 3N − 6 (or 3N − 5)Q (N is the number of atoms), and the quasi-classical phase-space distribution can be approximated by a Wigner distribution
where χ 0 is the quantum harmonic oscillator wave function for the vibrational ground state and P i is the momentum associated with the normal coordinate Q i . The evaluation of this integral gives
in which μ i is the reduced mass and ω i is the harmonic frequency of the normal mode i. Each single pair of conjugated variables Q i and P i satisfies the probability given in eq 20, which results in a two-dimensional Gaussian distribution in the (Q i ,P i ) space. This provides us a way to perform the initial sampling of the coordinate and momentum for a chosen normal mode. This procedure will be repeated for each normal mode, and finally, the coordinates and momenta are converted back to Cartesian coordinates. Although eq 20 only gives the Wigner distribution of the vibrational ground level (at zero temperature), it is also possible to derive the Wigner distribution of a vibrational mode at a finite temperature. 143−146 Thus, in JADE, the initial coordinates and momenta can be sampled by the Wigner distribution for the quantum harmonic oscillator at zero or finite temperature. The initial sampling is not provided for vibrationally excited levels because of the possible negative probability of the Wigner function. 147, 148 Alternatively, the initial conditions for the nuclear coordinates and momenta can be obtained from classical action-angle variables 149 by assigning random values to the (Q i ,P i ) pairs corresponding to each of the dimensionless normal modes according to the following probability.
where the angles α i are randomly picked from the interval [0,2π]. The n i corresponds to the quantum numbers of a harmonic oscillator. Further discussion of the dimensionless normal model is given in the Supporting Information. Moreover, a (Q i ,P i ) pair is given in terms of each normal mode and associated momentum. This procedure is repeated for each normal mode; then, the normal coordinates and momenta are converted back to Cartesian coordinates. In the JADE program, this sampling method is possible for a specific vibrational level n i or at a finite temperature according to the Boltzmann distribution. Currently, the harmonic frequencies and normal modes from the Turbomole, Gamess (US), and Gaussian packages have been interfaced. Additionally, in the sampling procedure, some normal modes, usually the low-frequency ones, can be "frozen" at their equilibrium values, with zero momenta. In the JADE package, the initial sampling of other regions of the configuration space beyond the Franck−Condon region is also possible, i.e., for dynamics simulations starting at a transition state (TS). 150−152 This sampling procedure generates a set of structures whose coordinates and momenta occupy the TS dividing surface at finite temperature. For large systems, a normal-mode analysis is not feasible, and a classical groundstate trajectory simulation can be used as an alternative to the probabilistic sampling of the initial conditions.
When a ground-state distribution is obtained from the sampling method, one needs to project this distribution onto the initial excited state. The simplest way to do this is to take all the initial conditions and vertically assign them to the excited state (Condon approximation). Further refinement is possible by filtering these geometries by their transition probability. On the basis of each sample configuration, the probability (p k0 ) of an optical transition from the ground state S 0 to the excited state S k is defined as
where f k0 is the oscillator strength and ω k0 is the energy difference between two states. Then, a stochastic procedure is implemented to select or reject a given configuration by comparing the probability (p k0 ) with a uniform random number. 2.5. Implementation and Technical Details. Currently, the JADE package is primarily used for the simulation of ultrafast nonadiabatic processes (femtosecond to picosecond time scale) in polyatomic molecules. The TSH dynamics are performed in an "on-the-fly" manner. Moreover, electronic structure calculations are required at each time step, which is much more time-consuming than the propagation of nuclear and electronic motions. For this purpose, we implemented the "on-the-fly" TSH dynamics for several single-reference electronic structure methods, such as CIS, TDHF, TDDFT (RPA and TDA), and ADC(2), which is cost-effective for medium-to large-sized systems. In principle, other excited-state methods can also be easily incorporated.
The basic code structure of the JADE package is organized in a modular way (Figure 1 ) by employing two computer languages, Fortran and Python. The Fortran code is used to do the basic and time-critical numerical calculations, such as dynamics propagation, numerical NAC, etc. The modification of this part is not necessary for users unless new dynamics algorithms are involved. Python is used to manage the input and output files and to communicate between the QC package and the dynamics module. The JADE program has been interfaced to several QC packages, i.e., Turbomole, Gaussian, and Gamess (US). Each code has a corresponding interface module in the JADE program, mostly written in Python to allow for extensions and to support additional features in external packages. The Python part can be easily modified for specific needs or to add new interfaces. The keywords for the dynamics in JADE are organized with a Fortran namelist and are supported by Fortran and Python modules. The basic input consists of a set of files defining the surface-hopping options and other data (initial coordinates and momenta, etc.). Additionally, an input template for the third-party package (i.e., Turbomole, Gaussian, Gamess (US) etc.) is required to perform the electronic structure calculations.
The general JADE workflow and analysis can be arranged in a few steps: (1) preparation of the initial conditions for dynamics simulations, (2) setup of the surface-hopping options and templates for electronic structure calculations, (3) postprocessing of the basic input for each trajectory, (4) execution of the dynamics simulation within the JADE program for sufficient time so that properties/phenomena of interest can be observed, and (5) statistical analysis of the dynamics results. Additional information is stored at each step (e.g., transition dipole moments) for further analysis. Various statistical tools are available in JADE, which is especially designed to consider multiple independent trajectories and which is mainly written in Python. Restart options are available to extend a completed trajectory or recover a crashed trajectory. Additionally, the LD thermostat is available to treat the dissipative dynamics. The JADE package is now publicly available (see details in the Supporting Information).
MODELS AND APPLICATIONS
In this section, we try to display various features of our package by discussing the excited-state dynamics simulations of several molecular systems. The current set of benchmark examples (Table 1) In these simulations, the initial geometries and velocities of the nonadiabatic dynamics simulations were generated from the Wigner distribution function of the first vibrational level of the electronic ground state; although in principle other initial sampling methods are also supported by our package. The decoherence correction by Granucci and Persico was used, and the parameter was set to α = 0.1 hartree. 153 Most calculations were performed at the TDDFT level. The ADC(2) level was employed for an excited-state intramolecular proton transfer (ESIPT) reaction of the 10-HBQ molecule. The nonadiabatic is related to the viscosity and particle size of the solvent and is used to mimic the viscosity properties of different solvents. For example, the value of 50 ps −1 is close to the viscosity of water molecules. 87, 140 The friction constant for water molecules is also usually set to 62 ps −1 in LD simulations.
140,155,156
3.1. Photoinduced Relaxation of the Methaniminium Cation (CH 2 NH 2 + ). As a first application, we studied the photoinduced relaxation process of the methaniminium cation (CH 2 NH 2 + ), the smallest model mimicking retinal (rhodopsin chromophore). Due to its simplicity, the CH 2 NH 2 + molecule is usually a good candidate to test different methodologies. 125,157−159 The aim of this study is to test the implemented schemes and assess the quality of our results against available data from high-level methods.
The lifetimes along the average trajectories are calculated by exponential fitting to a function of the following form: (24) and the double exponential function decay model
3.1.1. The Isolated System. The TSH dynamics for the isolated CH 2 NH 2 + molecule was performed in the framework of the JADE package. The nuclear equations of motion were integrated with a time step of 0.2 fs, and the electronic amplitude was propagated with a time step of 0.002 fs. The results were obtained by averaging 100 trajectories. The electronic structure calculations for CH 2 NH 2 + have been performed at the TDDFT-B3LYP/6-31G** level with the Turbomole, Gaussian, and Gamess (US) packages. The dynamics simulations with the different electronic structure packages were consistent with each other, and thus, only the results from Gaussian are reported.
After the initial sampling on the ground state, the system is vertically excited onto the π−π* state (S 2 ). Then, the system switches very rapidly from the S 2 state to the S 1 state through the S 1 /S 2 conical intersection. As shown in Figure 2a , the trajectories mainly split in two branches in terms of the evolution of the CN distance within the first 10 fs. One branch displays the strong excitation of the CN stretching mode, yielding the weakly bound CH 2 + ···NH 2 complex, while in the other branch, the CN bond length remains relatively short and shows a weak oscillation (less than 1.6 Å). This behavior was also reported in the TSH dynamics at a high-level ab initio theory. 99, 157 The average fraction of trajectories for each state is shown in Figure 2b . The S 2 → S 1 hops occur during the first 10 fs, after which the relaxation continues on the S 1 state. The lifetime of S 2 is estimated to be approximately 8 ± 1 fs, similar to the ∼10 fs calculated at the CASSCF level 157 or ∼12 fs calculated at the MR-CISD level. 99 Most of the trajectories jump back to the ground state within 30−100 fs. All the above results also agree well with previous TSH dynamics simulations on the CH 2 NH 2 + molecule at the TDDFT-PBE level. 125 The dynamics behavior of CH 2 NH 2 + starting on the S 1 state is rather different. As shown in Figure 2c , the splitting of the trajectories starting on the S 1 state is very rare, and most of the CN bonds remain relatively short (∼1.2−1.4 Å). The weak CN stretching mode has also been previously observed at the MR-CISD level. 99 An exponential decay of the S 1 state is observed after the first 10 fs (Figure 2d) . The reverse hops to the S 2 state often occur in the initial stage of the dynamics starting on the S 1 state. The S 1 lifetime was estimated to be ∼65 fs, which is comparable to the result (∼69 fs) obtained at the MR-CISD level. 99 We also tried to examine the influence of several setup parameters of the electronic structure calculations on the dynamics, i.e., Casida's assignment ansatz, the output accuracy of the electronic structure calculations, and the effects of functionals. Most of these results are collected in the Supporting Information. In summary, for the above numerical simulations, the nonadiabatic dynamics at the TDDFT level with different setups were in good agreement with the ones computed at high ab initio levels, both from a qualitative and quantitative point of view. However, relative differences were also observed, i.e., with the range-separated functional CAM-B3LYP, the population decay seems to be slower in the excited states ( Figure S2b) . Additionally, although a deficiency in the PES topology in the vicinity of the S 0 /S 1 conical intersection exists at the TDDFT level, 58, [64] [65] [66] 136, 138, 160 the promising numerical results of the current nonadiabatic dynamics seems to provide an approximated description of the S 1 → S 0 decay dynamics, at least qualitatively.
3.1.2. Langevin Dynamics Simulation. Here, the nonadiabatic dynamics of the CH 2 NH 2 + molecule with environment effects is also investigated by LD simulations. Also starting from the S 2 state, the TSH dynamics simulations (for 100 trajectories) were performed at the TDDFT-B3LYP/6-31G** level within the Gaussian 09 package. The time step of the nuclear motion was 0.2 fs, and the electronic amplitude was propagated with a time step of 0.002 fs. Several friction values (γ = 1, 50, 100 ps −1 ) were used, and the temperature was set to 300 K. Additionally, the simulations of CH 2 NH 2 + with a few explicit water molecules (CH 2 NH 2 + ·3H 2 O) were also examined and are summarized in the Supporting Information.
As shown in Figure 3a , the average fractional occupations of the trajectories for three different friction values γ were similar to each other for the first 10 fs, implying that the environmental friction does not affect the extremely fast decay process. Thus, the lifetime (∼10 fs) of the S 2 state is only slightly affected by the friction (γ) and is very close to that of the isolated system. However, the friction effect becomes apparent for the dynamics on the S 1 state, leading to a slower decay. Interestingly, the LD simulations completely modify the molecular motion. As shown in Figure 3 , when the friction γ is small (1 ps
), the evolution of the CN bond is similar to that of the isolated system. However, if the friction γ increases to 50 or 100 ps
, the CN bond stretching motion is highly suppressed by the damping effects caused by friction; thus, the bond cleavage is dramatically reduced.
Fullerene (C 20 ).
Fullerenes are known to be excellent electron acceptors in photovoltaic materials due to their unique π-electron properties. 161 Here, the TSH dynamics were performed for a relatively small fullerene molecule (C 20 ) at the TDDFT-B3LYP/6-31G* level, interfaced with the Gaussian 09 package. The time step was set to be 0.5 fs, while the electronic motion was propagated with a time step of 0.005 fs. Starting from the initial sampling geometries of the ground state, the C 20 was electronically excited to the S 2 state. For comparison, the LD scheme was also applied with γ = 50 ps
and T = 300 K.
As shown in Figure 4a , the C 20 molecule exhibits an extremely fast decay of its excited states, and the lifetime of the S 1 and S 2 states is estimated to be approximately 5.8 and 9.2 fs, respectively. After the first 20 fs, the occupation of the ground state dominates (>90%), and the nonadiabatic dynamics is essentially over. The LD simulations provide similar decay trends of the occupation, possibly because the current decay is too fast (only a few fs) to be modified by the fluctuations of the thermal bath. Another interesting result is the periodical motion (∼40 fs) of the radius of the C 20 molecule (Figure 4b ). After the LD scheme was applied, such oscillations of the radius were largely suppressed and disappeared very quickly due to the vibrational relaxation caused by the friction of the environment. During both dynamics simulations (either of the isolated system or with the LD scheme), the breaking of the C−C bond was not observed. Additionally, the similar relaxation behavior of the isolated C 20 molecule starting from the S 3 state was also observed, which is summarized in Figure S4 of the Supporting Information. The observed relaxation mode has also been reported in a few fullerenes systems on the basis of experimental Raman spectra or computational studies. 162, 163 Thus, these results may be a common phenomenon in the excited-state motion of fullerenes. However, further work is required to provide more detailed understanding of these phenomena.
3.3. DMABN/ABN Molecules. The dual luminescence of p-dimethylaminobenzonitrile (DMABN) and its derivatives were reported by Lippert et al. in the early 1960s. 164 When these molecules are excited in the near UV region, two possible fluorescence bands can be observed: one with the a usual small Stokes shift (attributed to a benzenoid π−π* excited state, a locally excited (LE) state) and a second band with a large red shift (attributed to the emission from a highly polar intramolecular charge-transfer (ICT) state). Dual fluorescence is usually dependent on the relative energy of the two states, which can be fine-tuned by the environments, such as the polarity of the solvent. This phenomenon is widely applied in many fields, including laser dyes, biological and chemical fluorescence detectors, molecular switching devices, solar energy utilization, etc.
165−170 However, its primary amino derivative, aminobenzonitrile (ABN), does not show dual fluorescence even in a highly polar solvent. 171 There have been controversial discussions over the existence of twisted induced intramolecular charge-transfer (TICT) and planar ICT states. 168,171−175 For electron donor/acceptor species such as DMABN, the excitation to the S 2 state is followed by the S 2 → S 1 internal conversion. Experimental evidence 176, 178 also confirmed that the evolution of the excited state S 2 is followed by an ultrafast internal conversion to the S 1 state and a subsequent evolution to the LE and ICT minimum energy structures. Therefore, the initial stage of the reaction path (S 2 → S 1 relaxation) after light absorption must be nonadiabatic. Thus, one of the central issues is to understand the nonadiabatic reaction occurring via a S 2 /S 1 conical intersection (CI) and connecting the FC structure on S 2 to the species of the S 1 state.
In this work, the TSH dynamics simulations were performed to characterize the S 2 → S 1 deactivation channel for DMABN and ABN (Figure 5a) , in which the Wigner sampling was employed and S 2 was the initial electronic state. The DMABN and ABN molecules contain both electron donating (−N-(CH 3 ) 2 or −NH 2 ) and accepting (−CN) groups, and hence, the charge transfer effect is critical in the excited-state dynamics. Thus, the range-separated functional CAM-B3LYP/ 6-31G* in Gaussian was adopted. The simulations were performed for 50 trajectories with a time step of 0.5 fs, while the electronic motion was propagated with a time step of 0.005 fs. The presented results also aim at clarifying some controversial aspects associated with electron donor/acceptor TICT processes.
As shown in Figure 5b , the distribution of the amino twist dihedral angles during the S 2 → S 1 hopping events indicates that planar geometries with an untwisted amino group is preferred at the crossing points (S 2 /S 1 ); however, the slightly twisted geometries are also possible. This is consistent with the analysis of the conical intersection seam at the CASSCF level, 177 which also indicates that the S 2 → S 1 internal conversion does not require the amino group twist because the seam is accessible for a large range of torsional angles. Note that the DMABN molecule shows slightly sharper distribution behaviors than ABN molecules, which can be rationalized on the basis of the larger −N(CH 3 ) 2 group present in DMABN. Furthermore, the motion of an electron acceptor (−CN) in the para position is also important. 178 A typical trajectory (1000 fs) was selected to study the correlation between the amino twist angle and the cyano group (−CN) bending motion with time (Figure 5c,d) . The internal rotation of the dimethylamino group in DMABN is observed although the planar structure is preferred on the simulation time scale. For the ABN molecules, the system relaxation can take place at various torsional angles of the dimethylamino group, and the trajectory seems to go back and forth between different minima on the PES. This indicates that the dynamics of DMABN and ABM are remarkably different. Figure 6 provides the average fraction of trajectories for each state. For the comparison with experimental observations, we initially suppose that the decay process is composed of several time scales, and the molecule sequentially reaches several locations on the PES. For DMABN, the initial quick drop of S 2 state population is observed within 10 fs, and estimated lifetime (τ 1 ) is about 5.9 ± 1 fs. This ultrafast step indicates that the system quickly leaves the Franck−Condon (FC) region along active higher-frequency vibration modes to access the S 2 /S 1 conical intersection. Then, the continuous decay (20% to 10%) of the S 2 state is observed along with fast oscillations, while such decay stops at around 150 fs with an estimated lifetime (τ 2 ) of 80 ± 15 fs. After it, the weaker recurrence with much longer time-scale dynamics seems to exist. The two ultrafast decay time constants were consistent with the experimental findings (τ 1 = 5 ± 5 fs and τ 2 = 63 ± 5 fs). 178 The assignment of different decay time scales of ABN molecule is more transparent. The early state of the S 2 state decay clearly gives two time scales (τ 1 = 12 ± 1 fs and τ 2 = 40 ± 3 fs), which are also consistent with the experimental observations (τ 1 = 15 ± 5 fs and τ 2 = 35 ± 5 fs) of ABN. 178 For both DMABN and ABN molecules, we found that the completed decay of the S 2 state is below 100 fs (τ 1 + τ 2 ). Later on, the occupation of the ground state S 0 state is negligible for DMABN, while the population of the S 0 state is observed for ABN during the first 500 fs. This indicates that the S 0 /S 1 conical intersection is more accessible for ABN than for DMABN, which may arise from the more flexible −NH 2 group present in ABN compared to the −N(CH 3 ) 2 group present in DMABN. This may explain why the dual luminescence is not observed for the ABN molecule in the experiments. 184, 185, 190, 191 Here, the 10-HBQ molecule is adopted as a model system to study the ultrafast ESIPT process. The initial conditions for each trajectory were generated by the Wigner sampling approach, and the molecule was then excited to the first singlet excited state (S 1 ). The dynamics simulations were performed with two theoretical methods: (1) at the ADC(2)/def2-SVP level within the Turbomole package; (2) at the TDDFT-CAM-B3LYP/6-31G** level within the Gaussian 09 package. The simulations were performed for 50 trajectories with a time step of 0.2 fs.
The 10-HBQ molecule has an intramolecular hydrogen bond (Figure 7a ). In the electronic ground state, the enolform with the hydrogen atom bound to the donor oxygen of the Hchelate ring is the stable tautomer, and the hydrogen atom of the hydroxyl group is transferred to the nitrogen at the opposite side of the ring after photoexcitation to the first excited state (S 1 ). The excited-state tautomer is rapidly formed within the first 20 fs, identified by the longer and more stable OH distance (Figure 7a ). The TDDFT and ADC(2) methods predicted the very close ESIPT rate. However, the ADC(2) method predicted a larger OH distance, and this can be rationalized by the time evolution of ∠OHN (Figure 7b) , in which the ∠OHN angle at the ADC(2) level decays to a lower value (∼140°) after approximately 20 fs. The estimated ESIPT rate (∼20 fs) at both the ADC(2) and TDDFT levels is consistent with the reported ESIPT rate of 10-HBQ by Lee et al. (12 ± 6 fs), 192 Higashi and Saito (29 fs), 193 and Kim and Joo (13 fs). 194 Overall, the dynamics simulations confirmed the ultrashort time scale of the ESIPT in 10-HBQ 189 and provided a detailed picture of the structural aspects of that process.
The skeletal motions in 10-HBQ have been proposed to be responsible for the ESIPT process, 195 where the role of the proton in ESIPT may be active, passive, or semipassive. Different mechanisms have been proposed to understand the role of the proton. 185,193−195 Here, we performed an analysis of the time evolution of the ON and OH distances at the ADC(2) level. The results from the averaged trajectory indicate that the proton transfer process takes place in a few steps. At first, the proton transfer starts with an OH-bond elongation and an ON distance shortening, and then the OH distance increased while the ON distance remained almost constant. Further into the simulation, the ON distance increased again, after which the transfer was complete. This conclusion seems to be available for most of the trajectories. Thus, the role of the proton may be considered semipassive for the HBQ molecule. 185, 195 When the proton transfer was completed, the average energy gap of the S 1 /S 0 energy gap decreased from 3.6 to 1.1 eV (Figure 8b ), which may facilitate the subsequent internal conversion. 189 
CONCLUSIONS
In this report, the JADE program, designed as a generalpurpose code for direct surface-hopping dynamics simulations based on Tully's fewest-switches algorithm, is introduced. As an important extension to the classical treatment of nuclear motion, the LD scheme was implemented to mimic the environment effects. Currently, several electronic structure methods (CIS, TDHF, TDDFT (RPA and TDA), and ADC(2)) are supported, especially the TDDFT method, aiming at performing nonadiabatic dynamics simulations for medium-to large-sized molecules, such as amino acids and transition metal complexes. Basic statistical tools for postprocessing the dynamics results are available in JADE. They can provide averages and standard deviations over trajectories as a function of time for various quantities. In addition, the initial sampling code, which is able to produce the proper geometries and momentum distributions with various sampling technologies, is also available. This provides us with means to perform sampling, such as at different temperatures and in specific regions of the potential energy surface. The modularity of the JADE code allows the possible incorporation of other trajectory-based methods (i.e., the Ehrenfest approach). Currently, the JADE program has been interfaced to several QC packages, i.e., Turbomole, Gaussian, and Gamess (US). Because the dynamics code is loosely linked to the QC package, the incorporation of other QC packages is very straightforward.
The excited-state dynamics simulations of various model systems were performed to illustrate several features of the JADE package. The deactivation path of the CH 2 NH 2 + molecule was studied as a benchmark system. The results presented similar features compared with available MRCI or CASSCF results. The different implementations of nonadiabatic coupling term calculations and the dependence of the output accuracy of the QC package were evaluated, and similar results were reproduced in the TSH dynamics simulations. The choice of density functional seems to have potential influences on the dynamics simulations results. For the fullerene (C 20 ), the ultrafast breathing motion of the radius is discussed in the nonadiabatic dynamics simulations starting from excited states. The nonadiabatic dynamics of DMABN/ ABN molecules was discussed, and the differences, including structural evolution and excited-state population, are addressed. The dynamics simulations of 10-HBQ confirmed the ultrashort time scale of the ESIPT in 10-HBQ 189 and indicated the semipassive role of the skeletal motions. Furthermore, the LD scheme was applied in the simulation of the CH 2 NH 2 + cation and the fullerene (C 20 ) molecule. The frictions show a small influence on short-time decay dynamics but obvious effects on the long-time dynamics. The weak and strong frictions of the environment are compared, and the strong frictions significantly modify the evolution of the geometry in the dynamics simulations. The simulations of CH 2 NH 2 + with explicit water molecules also provided rich information about the features and limitations of the LD scheme. In summary, the LD scheme provides an easy-to-use mean to investigate photoinduced reactions in complex systems.
We hope that the developed computational package will motivate further developments of more advanced and state-ofthe-art on-the-fly dynamics methods and facilitate future studies in the field of photochemistry and related disciplines. Further work is also ongoing to incorporate the spin-flip TDDFT method, 196, 197 which seems to be a promising approach to treat the S 0 /S 1 conical intersection. 197, 198 The work on the interface with the semiempirical program MNDO, and with Q-CHEM and Molpro, is in progress. The incorporation of a hybrid method (QM/MM) with polarizable force fields to address complex systems is an interesting subject for future studies. Another challenging issue is the inclusion of spin−orbit coupling effects. Certainly, the combination of more rigorous semiclassical dynamics with "on-the-fly" approaches represents a great challenge for the future. We believe that all of these possible extensions will bring new features in the JADE code and will allow us to study different types of photoinduced dynamics in various complex systems. 
