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In many tasks such as navigation in a shared space, humans explicitly or implicitly estimate
social information related to the emotions, dominance, and friendliness of other humans around
them. This social perception is critical in predicting others’ motions or actions and deciding how
to interact with them. Therefore, modeling social perception is an important problem for robotics,
autonomous vehicle navigation, and VR and AR applications.
In this thesis, we present novel, data-driven models for the social perception of pedestrians
and virtual agents based on their movement cues, including gaits, gestures, gazing, and trajecto-
ries. We use deep learning techniques (e.g., LSTMs) along with biomechanics to compute the
gait features and combine them with local motion models to compute the trajectory features.
Furthermore, we compute the gesture and gaze representations using psychological characteris-
tics. We describe novel mappings between these computed gaits, gestures, gazing, and trajectory
features and the various components (emotions, dominance, friendliness, approachability, and
deception) of social perception. Our resulting data-driven models can identify the dominance,
deception, and emotion of pedestrians from videos with an accuracy of more than 80%. We also
release new datasets to evaluate these methods.
We apply our data-driven models to socially-aware robot navigation and the navigation of
autonomous vehicles among pedestrians. Our method generates robot movement based on pedes-
trians’ dominance levels, resulting in higher rapport and comfort. We also apply our data-driven
models to simulate virtual agents with desired emotions, dominance, and friendliness. We per-
form user studies and show that our data-driven models significantly increase the user’s sense of
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CHAPTER 1: INTRODUCTION
When humans interact with others and perform joint tasks (such as navigation in a shared
space) with them, they explicitly or implicitly estimate social information related to the emotions,
dominance, and friendliness. In many tasks such as navigation in a shared space, this social per-
ception of others is critical in predicting their motion and deciding how to interact with them.
Someone who appears upset may have more erratic motion paths and someone who looks pre-
occupied may be less aware of approaching obstacles (Hu et al., 2013). Therefore, robots and
autonomous vehicles with the capabilities of social perception would be better equipped to pre-
dict the motion of pedestrians and navigate better. Many applications such as security and law
enforcement, shopping, and human-computer interaction would also benefit from the identifica-
tion of peoples’ emotions.
According to previous literature, social perception is defined as the ability to decode another
person’s mental states based on basic behavioral signals (Yang et al., 2015). It refers to the initial
stages in the processing of information that culminates in the accurate analysis of the disposi-
tions and intentions of other individuals (Allison et al., 2000). Figure 1.1 provides a schematic
of social perception. Social perception involves observation of cues such as physical appearance,
verbal, and nonverbal communication and making judgments about dispositions such as emo-
tions and traits such as dominance, friendliness, personality (McCleery et al., 2014), etc (Fiske
and Taylor, 1991). Understanding social perception of humans helps when designing virtual
agents for VR and AR applications. VR experiences are often judged by the sense of presence
felt by their users (Garau et al., 2005a). Simulating virtual agents that are perceived to be having
human-like emotions (Fabri et al., 2007) and traits such as friendliness (Verhagen et al., 2014),
and personalities (Lee, 2004) has been shown to increase the sense of social presence of users
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with virtual agents in VR/AR environments. The sense of presence with virtual agents also de-
pends on the realism of these behaviors (Blascovich et al., 2002) and the nature of interactions
between the real user and virtual agents (Guadagno et al., 2007; Kyriakou et al., 2015). Therefore,
understanding how humans perceive social characteristics of virtual agents and simulating them
is an important problem for VR and AR applications such as games and entertainment (Ferstl
and McDonnell, 2018b), therapy and rehabilitation environments (Rivas et al., 2015), evacuation
simulations (Liu et al., 2018), digital virtual assistants (Kim et al., 2018), and virtual customer
service agents, VR and AR tourism.
Humans use verbal and nonverbal cues for social perception. Nonverbal cues such as tra-
jectories, gaits, gazing, gestures, facial expressions, etc. are used in deciding others’ emotions,
moods, and personalities (Todorov et al., 2015; Guy et al., 2011a). The use of facial expressions
to communicate and perceive emotions (Riggio, 2017), friendliness (Reece and Whitman, 1962),
personality traits (Buck et al., 1974) has been widely studied. Recent studies have shown that in
addition to facial expressions, body expressions also play a role in the perception of emotions
and personality traits (Aviezer et al., 2012a; Kleinsmith and Bianchi-Berthouze, 2013). Gaits or
style of walking has been shown to be an effective biometric cue for visual identification (Wang
et al., 2003) or recognition of biological motion (Beardsworth and Buckner, 1981). Previous
studies have shown that humans can convey and perceive much information including sex dif-
ferences (Bruening et al., 2015), emotions (Kleinsmith and Bianchi-Berthouze, 2013), moods,
and personality traits (Flauto, 1999) from gaits. Other nonverbal cues such as trajectories are
also indicators of personality traits (Guy et al., 2011a). An aggressive or dominance person takes
has a more direct trajectory when compared with a person who is shy or submissive (Hu et al.,
2013). Previous studies have shown that gazing and eye-contact affects the perception of friend-
liness (Nguyen et al., 2015) and physical characteristics such as personal space (Bailenson et al.,
2001b; Russo, 1975). Humans also use a variety of gestures to communicate and perceive various
emotions and personalities (Bergmann et al., 2012; Nguyen et al., 2015; Montepare et al., 1999).
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Figure 1.1: Social Perception: Social perception is defined as the ability to decode another
person’s mental states based on basic behavioral signals (Yang et al., 2015). It refers to the initial
stages in the processing of information that culminates in the accurate analysis of the dispositions
and intentions of other individuals (Allison et al., 2000). In this dissertation, we focus on model-
ing social perception (emotions, dominance, friendliness, deception, and approachability) based
on non-verbal cues (gaits, gestures, gazing, and trajectories).
Because of these findings, there is considerable recent work using these non-verbal cues
to guide the perception of emotions (Roether et al., 2009a; Atkinson et al., 2004), moods, and
personality traits of characters (Heberlein et al., 2004). Studies have simulated and evaluated the
benefits of non-verbal behaviors like gaze, gestures, and gaits (Bailenson et al., 2005; Narang
et al., 2016a). These nonverbal movement features have also been utilized to perform socially-
aware robot navigation such that the robots (including autonomous vehicles) take decisions that
consider the perceived emotions and dominance levels of the pedestrians.
The goal of our research is to mathematically model social perception (specifically, emotions,
dominance, and friendliness) of pedestrians and virtual agents based on their movement features
including gaits, gazing, gestures, and trajectories. Using psychological characterization and deep
learning techniques (e.g. LSTMs), our research models emotions, dominance, entitativity, and
friendliness of virtual agents and pedestrians for applications including VR/AR simulations,
socially-aware robot navigation, and autonomous vehicle navigation.
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Figure 1.2: Affect Space and Discrete Emotions: All discrete emotions can be represented by




In previous literature, emotions were modeled as discrete categories or as points in a continu-
ous space of affective dimensions. In the continuous space representation, emotions are treated as
points on a 2D space of arousal and valence dimensions (Ekman and Friesen, 1967). Sometimes
an additional dimension of action tendency (Kleinsmith and Bianchi-Berthouze, 2013) or dom-
inance (Mehrabian, 1980) is also used to represent emotions in a 3D space. Mikels et al. (2005)
and Morris (1995) investigated a mapping between the continuous model and discrete emotional
models (Figure 1.2). For example, discrete emotions of anger, happiness, and pride are related to
high arousal, whereas sadness, relief, and contentment are related to low arousal. Many affective
computing approaches have used biometric signals for detecting affective dimensions of arousal
and valence (Yates et al., 2017; Atcheson et al., 2017). In this dissertation, we model four dis-
crete emotions (happy, angry, sad, and neutral) from the walking motions and gaits while also
predicting the values of valence and arousal. A combination of these four emotions can be used
to represent other emotions (Mikels et al., 2005).
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1.1.2 Deception
Masip et al. (2004) define deception as “the deliberate attempt, whether successful or not, to
conceal, fabricate, and/or manipulate in any other way, factual and/or emotional information, by
verbal and/or nonverbal means, in order to create or maintain in another or others a belief that
the communicator himself or herself considers false”. Motives for deceptive behaviors can be
anywhere from inconsequential to serious security threat.
1.1.3 Dominance
Previous research has formulated dominance behavior as the behavior directed towards the
control of another through implied or actual threat (Ridgeway, 1987). Dominance can be defined
as a personality trait involving the motive to control others or as some perception of oneself as
controlling others. The dominance behavior is manifested through various verbal and non-verbal
cues.
1.1.4 Friendliness and Approachability
The notion of friendliness and warmth has been extensively studied in psychology literature.
When people interact with others in performing joint tasks, they typically evaluate them on two
main dimensions of social cognition – warmth and competence (Fiske et al., 2002; Duchan et al.,
1999). The competence dimension concerns whether this agent is able to assist with the task at
hand. The other dimension corresponding to the warmth or friendliness, captures whether people
are friendly and well-intentioned. It deals with the most basic interpersonal judgment of whether
someone is a friend or foe and whether the other person means to help or harm you. According to
Fiske et al. (Fiske et al., 2007), warmth is judged before competence, and it has more importance
in terms of inducing affective and behavioral reactions. When humans interact with others, a
person who is perceived as amicable and friendly also appears to be more approachable (Porter
et al., 2007).
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Figure 1.3: Social Perception of Pedestrians and Virtual Agents: We present data-driven and
psychology-based models of social perception of pedestrians and virtual agents. We model
emotion, deception, dominance, friendliness, and approachability of pedestrians and virtual
agents based on their movement features corresponding to trajectories, gaits, gazing, and gestures.
We present applications of our approach to virtual agent simulation and socially-aware robot
navigation.
1.2 Thesis Statement
Data-driven models of social perception (specifically, emotions, deception, dominance, and
friendliness) of pedestrians and virtual agents can be used to generate behaviors of virtual agents
for VR and AR applications.
1.3 Main Results
Figure 1.3 illustrates the major contributions of the thesis and their applications.
1.3.1 Identifying Emotions from Walking Using Affective and Deep Features
We present an automatic emotion identification approach for videos of walking individuals
(Figure 1.4). We classify walking individuals from videos into happy, sad, angry, and neutral
emotion categories. These emotions represent emotional states that last for an extended period
and are more abundant during walking Ma et al. (2006). We extract gaits from walking videos
as 3D poses. We use an LSTM-based approach to obtain deep features by modeling the long-
term temporal dependencies in these sequential 3D human poses. We also present spatiotemporal
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Figure 1.4: Identiying Perceived Emotions: We present a novel algorithm to identify the
perceived emotions of individuals based on their walking styles. Given an RGB video of an
individual walking (top), we extract his/her walking gait as a series of 3D poses (bottom). We
use a combination of deep features learned via an LSTM and affective features computed using
posture and movement cues to then classify into basic emotions (e.g., happy, sad, etc.) using a
Random Forest Classifier.
affective body features representing the posture and movement of walking humans. We combine
these affective features with LSTM-based deep features and use a Random Forest Classifier to
classify them into four categories of emotion. We observe an improvement of 13.85% in the
classification accuracy over other gait-based perceived emotion classification algorithms.
We also present a new dataset, “Emotion Walk (EWalk),” which contains videos of individ-
uals walking in both indoor and outdoor locations. Our dataset consists of 1384 gaits and the
perceived emotions labeled using Mechanical Turk.
Some of the novel components of our work include:
1. A novel data-driven mapping between the affective features extracted from a walking video
and the perceived emotions.
2. A novel emotion identification algorithm that combines affective features and deep features,
obtaining 80.07% accuracy.
3. A new public domain dataset, EWalk, with walking videos, gaits, and labeled emotions.
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1.4 Detecting Deception with Gait and Gesture
We present an data-driven approach for detecting deceptive walking of individuals based
on their gaits and gestures as extracted from their walking videos (Figure 1.5). Our approach is
based on the assumption that humans are less likely to alter or control their gaits and gestures
than facial expressions (Ekman, 1994), which arguably makes such cues better indicators of
deception.
Given a video of an individual walking, we extract his/her gait as a series of 3D poses using
state-of-the-art human pose estimation (Dabral et al., 2018). We also annotate various gestures
performed during the video. Using this data, we compute psychology-based gait features, gesture
features, and deep features learned using an LSTM-based neural network. These gait, gesture,
and deep features are collectively referred to as the deceptive features. Then, we feed the decep-
tive features into fully connected layers of the neural network to classify normal and deceptive
behaviors. We train this neural network classifier (Deception Classifier) to learn the deep features
as well as classify the data into behavior labels on a novel dataset (DeceptiveWalk). Our Decep-
tion Classifier can achieve an accuracy of 93.4% when classifying deceptive walking, which is
an improvement of 5.9% and 10.1% over classifiers based on the state-of-the-art emotion (Bhat-
tacharya et al., 2019) and action (Shi et al., 2019) classification algorithms, respectively.
Additionally, we present our deception dataset, DeceptiveWalk, which contains 1144 anno-
tated gaits and gestures collected from 88 individuals performing deceptive and natural walking.
The videos in this dataset provide interesting observations about participants’ behavior in decep-
tive and natural conditions. Deceivers put their hands in their pockets and look around more than
the participants in the natural condition. Our observations also corroborate previous findings that
deceivers display the opposite of the expected behavior or display a controlled movement (Ekman
and Friesen, 1969; DePaulo et al., 2003; Navarro, 2003).
Some of the novel components of our work include:
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Figure 1.5: We present a new data-driven algorithm for detecting deceptive walking using nonver-
bal cues of gaits and gestures. We take an individual’s walking video as an input (top), compute
psychology-based gait features, gesture features, and deep features learned from a neural net-
work, and combine them to detect deceptive walking. In the examples shown above, smaller hand
movements (a) and the velocity of hands and feet joints (d) provide deception cues.
Figure 1.6: We present a novel model of dominance characteristics of pedestrians based on tra-
jectories and gaits of pedestrians. Dominant pedestrians (red) take a more direct path and expect
others to move out of their way compared to submissive pedestrians (blue).
1. A novel deception feature formulation of gaits and gestures obtained from walking videos
based on psychological characterization and deep features learned from an LSTM-based neural
network.
2. A novel deception detection algorithm that detects deceptive walking with an accuracy of
93.4%.
3. A new public domain dataset, DeceptiveWalk, containing annotated gaits and gestures with
deceptive and natural walks.
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1.4.1 Modeling Data-Driven Dominance Using Gaits and Trajectories
We present a novel model of dominance characteristics of pedestrians based on trajectories
and gaits of pedestrians. Humans often express and perceive personality traits through move-
ments, and we use that information to identify their dominance levels.
To formulate a mapping between trajectories and dominance, we generate a simulated dataset
of pedestrians with varying dominance levels by adjusting the motion model parameters. Using
a perception study, we obtain dominance values for pedestrians in this dataset. Our pedestrian
dominance model (PDM) establishes a linear mapping between the motion model parameters and
pedestrian dominance using multiple linear regression. PDM can predict dominance levels from
motion model parameters with ~85% accuracy.
Our gait-based dominance formulation is based on using the results of a user study on gait
datasets (CMU, 2018; Narang et al., 2017; Ma et al., 2006) to generate dominance labels for the
walking gaits. Based on prior work in visual perception on non-verbal cues related to perceived
dominance (Furley et al., 2012; Weisfeld and Beresford, 1982), we extract appropriate features
from human gaits. Next, we classify these features into dominance labels using Support Vector
Machines trained on the annotated dataset. Overall, our method can be used to identify the dom-
inance of any gait. Our cross-validation results show that our method can be used to classify the
dominance traits of any new gait with ~73% accuracy.
Some of the main benefits of our approach include:
1. Robust: Our algorithm is general and can account for noise in the extracted pedestrian trajecto-
ries. Our algorithm can identify the dominance level of each pedestrian in scenarios correspond-
ing to low- and medium- density crowds.
2. Dominance Model: Our algorithm establishes a mapping between dominance and pedestrian
trajectories and gaits that can be used to make judgments about a pedestrian’s internal state.
3. Generalizability: Our approach can be used to identify the dominance levels of any new gait.
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Figure 1.7: We present a novel friendliness model that considers three major movement character-
istics: gaits, gestures, and gazing.
1.4.2 Modeling Perceived Friendliness of Virtual Agents Using Movement Characteristics
We present a novel friendliness model that considers three major movement characteristics:
gaits, gestures, and gazing (Figure 1.7). We conduct a perception study and analyze the results to
generate a mapping between gaits and perceived friendliness. Moreover, we use psychological
characteristics to model the gesture and gazing features that convey friendliness. These move-
ment characteristics are combined and we validate our Friendliness Model using an elaborate
web-based validation study.
1.4.3 Planning Agent Movements to Enable Face-to-Face Interactions
We address the problem of computing the movements or trajectories to enable F2F interac-
tions between a real user and a virtual agent who is part of a virtual crowd (Figure 1.8). This
includes automatically computing collision-free trajectories that enable such agents to come close
to each other for F2F communications. Satake et al. (2009) developed a model of approach be-
havior for robots having Face-to-Face (F2F) interactions with people who are walking. Their
model was based on the idea that human interactions can be classified based on social and public
distance (Hall, 1966). Motivated by these ideas, we develop a model of approachability for vir-
tual agents that models their movement for F2F communication. We present a novel navigation
algorithm, Interaction Velocity Prediction (IVP), which predicts whether the avatar of a real user
is trying to approach a virtual agent for F2F interaction.
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Figure 1.8: We address the problem of computing the movements or trajectories to enable F2F
interactions between a real user and a virtual agent who is part of a virtual crowd.
1.4.4 Applications
We present applications of our emotion, dominance, friendliness, and approachability models
for socially-aware robot navigation and simulation of virtual aegnts in AR and VR environments.
1.4.4.1 Socially-Aware Robot Navigation
We design a dominance-aware navigation algorithm that takes pedestrian dominance into ac-
count during runtime. A key contribution of our algorithm is facilitating the robots in exhibiting
complementary behaviors to the dominance of pedestrians in addition to providing collision-free
navigation. Our real-time robot navigation algorithm generates navigation behaviors that are com-
plementary to the dominance levels of pedestrians. Complementarity in dominance relationships
has been known to result in more rapport and comfort (Tiedens and Fragale, 2003).
We focus on using the trajectories of and proximities among people to identify dominance
characteristics and then use them to guide a robot’s navigation. Given a video stream as an in-
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Figure 1.9: We design a dominance-aware robot navigation algorithm that takes pedestrian
dominance into account during runtime and performs complementary navigation behaviors. We
also apply dominance modeling to navigate an autonomous vehicle among pedestrians using
dominance-based decisions.
put, we extract trajectories of all pedestrians and estimate motion model parameters for each
pedestrian using Bayesian learning algorithms. Based on the motion model parameters of a
pedestrian, our novel data-driven pedestrian dominance model (PDM) computes the psycholog-
ical dominance of the pedestrian. Our algorithm uses these dominance assessments to facilitate
socially-aware robot navigation around humans. We also apply dominance modeling to navigate
an autonomous vehicle among pedestrians using dominance-based decisions.
1.4.4.2 Virtual Agent Simulation
We use our emotion, dominance, friendliness, and approachability models to simulate virtual
agents (Figure 1.10). We use the gait-based dominance and emotion models to generate walk-
ing gaits of virtual characters with different emotions and dominance traits. Using immersive
studies in VR environments, we validate our approach to generating virtual characters with differ-
ent dominance traits and emotions. We observe statistically significant differences between the
dominance traits of virtual characters created using our approach. We observe that our algorithm
simulates virtual agents with desired emotions with an accuracy of 70.83%, and achieves 100%
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Figure 1.10: We use our emotion, dominance, friendliness, and approachability models to simu-
late virtual agents. Our validation in VR and AR environment shows that our algorithms increase
the sense of presence felt by the users.
accuracy in terms of simulating emotion corresponding to sadness. Our results also indicate that
both gait and gazing features contribute to the perceptions of emotions in virtual agents.
We also validate our algorithms using standard metrics of co-presence (Garau et al., 2005a).
Our results indicate that virtual agents generated using our algorithm increase the sense of social
presence experience by the user in VR environments.
In another immersive study, we present an application for simulating interpersonal social
relationships between virtual characters. The results of this study indicate that our approach can
be used to simulate the interpersonal social relationships relating to dominance between virtual
characters.
We apply our novel data-driven friendliness model to model Friendly Virtual Agents (FVAs)
in an AR environment. We use a Behavioral Finite State Machine (BFSM) to control the gaits,
gestures, and gazing cues. Additionally, we augment these movement characteristics with global
planning and collision avoidance techniques to perform navigation in the environment. We vali-
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date the impact of the generated FVA on users’ sense of social presence and their confidence in
the FVA’s ability to perform designated tasks in an AR environment using a Microsoft HoloLens.
Our study results suggest that FVAs provide additional confidence in their abilities to complete
standard awareness and influence tasks. Additionally, users experience significantly higher social
presence with the FVAs measured using the standard Temple Presence Inventory (TPI) question-
naire.
We combine the approachability model with 2D multi-agent simulation to compute collision-
free trajectories. In order to generate plausible full-body simulations, we also integrate the veloc-
ity computation with human motion synthesis to generate upper body movements such as gazing
and nodding. Our F2FCrowds can generate smooth and natural-looking trajectories for each
agent. Our validation in VR environment shows that our algorithm increases the sense of pres-
ence felt by the users. When using our algorithms, the virtual agents appeared more responsive
and were able to elicit more reaction from the users.
Overall, our approach to generate virtual agents can be used to interactively generate virtual
characters that exhibit a range of emotions, dominance, friendliness, and approachability.
1.5 Organization
The rest of this dissertation is organized as follows:
Chapter 2 presents our novel model of emotions based on gaits and gazing. We also present
applications of this model to identifying perceived emotions from videos and simulating virtual
agents.
Chapter 3 presents our novel method of detecting deception of pedestrians using gaits and
gestures.
Chapter 4 presents our novel model of dominance based on trajectories of and proximities
among people. We also present applications of this model to socially-aware robot navigation and
autonomous vehicle navigation.
15
Chapter 5 presents our novel data-driven model of dominance traits of virtual characters
based on gait analysis.
Chapter 6 presents our novel model of friendliness based on gaits, gestures, and gazing. We
also present an application of this model to generate Friendly Virtual Agents (FVAs) for AR
environments.
Chapter 7 presents our novel model of approachability for virtual agents that models their
movement for F2F communication.
Chapter 8 concludes the dissertation and discusses opportunities for future work.
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CHAPTER 2: IDENTIFYING EMOTIONS FROM WALKING USING AFFECTIVE
AND DEEP FEATURES
2.1 Introduction
Emotions play a large role in our lives, defining our experiences and shaping how we view
the world and interact with other humans. Perceiving the emotions of social partners helps us un-
derstand their behaviors and decide our actions towards them. For example, people communicate
very differently with someone they perceive to be angry and hostile than they do with someone
they perceive to be calm and content. Furthermore, the emotions of unknown individuals can also
govern our behavior, (e.g., emotions of pedestrians at a road-crossing or emotions of passengers
in a train station). Because of the importance of perceived emotion in everyday life, automatic
emotion recognition is a critical problem in many fields such as games and entertainment, se-
curity and law enforcement, shopping, human-computer interaction, human-robot interaction,
etc.
Humans perceive the emotions of other individuals using verbal and non-verbal cues. Robots
and AI devices that possess speech understanding and natural language processing capabilities
are better at interacting with humans. Deep learning techniques can be used for speech emotion
recognition and can facilitate better interactions with humans (Devillers et al., 2015).
Understanding the perceived emotions of individuals using non-verbal cues is a challenging
problem. Humans use the non-verbal cues of facial expressions and body movements to perceive
emotions. With a more extensive availability of data, considerable research has focused on using
facial expressions to understand emotion (Benitez-Quiroz et al., 2016). However, recent studies
in psychology question the communicative purpose of facial expressions and doubt the quick,
automatic process of perceiving emotions from these expressions (Russell et al., 2003). There
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are situations when facial expressions can be unreliable, such as with “mock” or “referential
expressions” (Ekman, 1993). Facial expressions can also be unreliable depending on whether an
audience is present (Fernandez-Dols et al., 1995).
Research has shown that body expressions are also crucial in emotion expression and percep-
tion (Kleinsmith and Bianchi-Berthouze, 2013). For example, when presented with bodies and
faces that expressed either anger or fear (matched correctly with each other or as mismatched
compound images), observers are biased towards body expression (Meeren et al., 2005). Aviezer
et al.’s study (Aviezer et al., 2012a) on positive/negative valence in tennis players showed that
faces alone were not a diagnostic predictor of valence, but the body alone or the face and body
together can be predictive.
Specifically, body expression in walking, or an individual’s gait, has been proven to aid in the
perception of emotions. In an early study by Montepare et al. (1987), participants were able to
identify sadness, anger, happiness, and pride at a significant rate by observing affective features
such as increased arm swinging, long strides, a greater foot landing force, and erect posture. Spe-
cific movements have also been correlated with specific emotions. For example, sad movements
are characterized by a collapsed upper body and low movement activity (Wallbott, 1998). Happy
movements have a faster pace with more arm swaying (Michalak et al., 2009).
Main Results: We present an automatic emotion identification approach for videos of walk-
ing individuals (Figure 1.4). We classify walking individuals from videos into happy, sad, angry,
and neutral emotion categories. These emotions represent emotional states that last for an ex-
tended period and are more abundant during walking (Ma et al., 2006). We extract gaits from
walking videos as 3D poses. We use an LSTM-based approach to obtain deep features by mod-
eling the long-term temporal dependencies in these sequential 3D human poses. We also present
spatiotemporal affective features representing the posture and movement of walking humans. We
combine these affective features with LSTM-based deep features and use a Random Forest Clas-
sifier to classify them into four categories of emotion. We observe an improvement of 13.85%
in the classification accuracy over other gait-based perceived emotion classification algorithms
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(Table 2.5). We refer to our LSTM-based model between affective and deep features and the
perceived emotion labels as our novel data-driven mapping.
We also present a new dataset, “Emotion Walk (EWalk),” which contains videos of individ-
uals walking in both indoor and outdoor locations. Our dataset consists of 1384 gaits and the
perceived emotions labeled using Mechanical Turk.
Some of the novel components of our work include:
1. A novel data-driven mapping between the affective features extracted from a walking video
and the perceived emotions.
2. A novel emotion identification algorithm that combines affective features and deep features,
obtaining 80.07% accuracy.
3. A new public domain dataset, EWalk, with walking videos, gaits, and labeled emotions.
The rest of the chapter is organized as follows. In Section 2, we review the related work in
the fields of emotion modeling, bodily expression of emotion, and automatic recognition of emo-
tion using body expressions. In Section 3, we give an overview of our approach and present the
affective features. We provide the details of our LSTM-based approach to identifying perceived
emotions from walking videos in Section 4. We compare the performance of our method with
state-of-the-art methods in Section 5. We present the EWalk dataset in Section 6. In Section 7, we
present an application of the emotion model to generate virtual agents (EVA).
2.2 Related Work
2.2.1 Emotion Representation
Emotions have been represented using both discrete and continuous representations (Ekman
and Friesen, 1967; Mehrabian, 1980; Kleinsmith and Bianchi-Berthouze, 2013). In this chapter,
we focus on discrete representations of the emotions and identify four discrete emotions (happy,
angry, sad, and neutral). However, a combination of these emotions can be used to obtain the
continuous representation (Section 2.6.4.1). A mapping between continuous representation and
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the discrete categories developed by Morris (1995) and Mikels et al. (2005) can be used to predict
other emotions.
It is important to distinguish between perceived emotions and actual emotions as we discuss
the perception of emotions. One of the most obvious cues to another person’s emotional state
is his or her self-report (Robinson and Clore, 2002). However, self-reports are not always avail-
able; for example, when people observe others remotely (e.g., via cameras), they do not have
the ability to ask about their emotional state. Additionally, self-reports can be imperfect because
people can experience an emotion without being aware of it or be unable to translate the emotion
into words (Barrett et al., 2019). Therefore, in this paper, we focus on emotions perceived by
observers instead of using self-reported measures.
Affect expression combines verbal and nonverbal communication, including eye gaze and
body expressions, in addition to facial expressions, intonation, and other cues (Picard, 1998).
Facial expressions–like any element of emotional communication–do not exist in isolation. There
is no denying that in certain cases, such as with actors and caricatures, it is appropriate to assume
affect based on the visual cues from the face, however, in day-to-day life, this does not account
for body expressions. More specifically, the way a person walks, or their gait, has been proven to
aid in the perception of that person’s emotion (Montepare et al., 1987).
With the increasing availability of technologies that capture body expression, there is consid-
erable work on the automatic recognition of emotions from body expressions. Most works use a
feature-based approach to identify emotion from body expressions automatically. These features
are either extracted using purely statistical techniques or using techniques that are inspired by
psychological studies. Karg et al. (2013) surveyed body movement-based methods for automatic
recognition and generation of affective expression. Many techniques in this area have focused
on activities such as knocking (Gross et al., 2010), dancing (Camurri et al., 2003), games (Savva
et al., 2012), etc. A recent survey discussed various gesture-based emotion recognition tech-
niques (Noroozi et al., 2018). These approaches model gesture features (either handcrafted or
learned) and then classify these gestures into emotion classes. For example, Piana et al. (2016,
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2014, 2013) presented methods for emotion recognition from motion-captured data or RGB-D
videos obtained from Kinect cameras. Their method is focused on characters that are stationary
and are performing various gestures using hands and head joints. They recognize emotions using
an SVM classifier that classifies features (both handcrafted and learned) from 3D coordinate and
silhouette data. Other approaches have used PCA to model non-verbal movement features for
emotion recognition (De Silva and Bianchi-Berthouze, 2004; Glowinski et al., 2011).
Laban movement analysis (LMA) (von Laban, 1970) is a framework for representing the hu-
man movement that has widely used for emotion recognition. Many approaches have formulated
gesture features based on LMA and used them to recognize emotions (Zacharatos et al., 2013; Ca-
murri et al., 2003). The Body Action and Posture Coding System (BAP) is another framework for
coding body movement (Dael et al., 2012a; Huis in ‘t Veld et al., 2014; van Boxtel et al., 2014).
Researchers have used BAP to formulate gesture features and used these features for emotion
recognition (Dael et al., 2012b).
Deep learning models have also been used to recognize emotions from non-verbal gesture
cues. Sapiński et al. (2019) used an LSTM-based network to identify emotions from body move-
ment. Savva et al. (2012) proposed an RNN-based emotion identification method for players of
fully-body computer games. Butepage et al. (2017) presented a generative model for human mo-
tion prediction and activity classification. Wang et al. (2019a) proposed an LSTM-based network
to recognize pain-related behavior from body expressions. Multimodal approaches that combine
cues such as facial expressions, speech, and voice with body expressions have also been pro-
posed (Meeren et al., 2005; Wagner et al., 2011; Balomenos et al., 2004; Caridakis et al., 2007).
In this work, we focus on pedestrians and present an algorithm to recognize emotions from
walking using gaits. Our approach uses both handcrafted features (referred to as the affective
features), and deep features learned using an LSTM-based network for emotion recognition.
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2.2.2 Automatic Emotion Recognition from Walking
As shown by Montepare et al. (1987), gaits have the potential to convey emotions. Previ-
ous research has shown that gaits can be used to recognize emotions. These approaches have
formulated features using gaits obtained as 3D positions of joints from Microsoft Kinect or
motion-captured data. For example, Li et al. (2016a,b) used gaits extracted from Microsoft
Kinect and recognized the emotions using Fourier Transform and PCA-based features. Roether
et al. (2009a,b) identified posture and movement features from gaits by conducting a perception
experiment. However, their goal was to formulate a set of expressive features and not emotion
recognition. Crenn et al. (2016) used handcrafted features from gaits and classified them using
SVMs. In the following work, they generated neutral movements from expressive movements for
emotion recognition. They introduced a cost function that is optimized using the Particle Swarm
Optimization method to generate a neutral movement. They used the difference between the ex-
pressive and neutral movement for emotion recognition. Karg et al. (2010, 2009a,b) examined
gait information for person-dependent affect recognition using motion capture data of a single
walking stride. They formulated handcrafted gait features converted to a lower-dimensional space
using PCA and then classified using them SVM, Naive Bayes, fully-connected neural networks.
Venture et al. (2014) used an auto-correlation matrix of the joint angles at each frame of the gait
and used similarity indices for classification. Janssen et al. (2008) used a neural network for
emotion identification from gaits and achieved an accuracy of more than 80%. However, their
method requires special devices to compute 3D ground reaction forces during gait, which may
not be available in many situations. Daoudi (2017) used a manifold of symmetric positive definite
matrices to represent body movement and classified them using the Nearest Neighbors method.
Kleinsmith et al. (2011) used handcrafted features of postures and classified them to recognize
affect using a multilayer perceptron automatically. Omlor et al. (2007) identified spatiotempo-
ral features that are specific to different emotions in gaits using a novel blind source separation
method. Gross et al. (2012) performed an Effort-Shape analysis to identify the characteristics
associated with positive and negative emotions. They observed features such as walking speed,
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increased amplitude of joints, thoracic flexion, etc. were correlated with emotions. However, they
did not present any method to use these features for automatic identification of emotions.
Researchers have also attempted to synthesize gaits with different styles. Ribet et al. (2019)
surveyed the literature on style generation and Tilmanne and Dutoit (2010) presented methods
for generating stylistic gaits using a PCA-based data-driven approach. In the principal compo-
nent space, they modeled the variability of gaits using Gaussian distributions. In a subsequent
work (Tilmanne et al., 2012), they synthesized stylistic gaits using a method based on Hidden
Markov Models (HMMs). This method is based on using neutral walks and modifying them to
generate different styles. Troje (2002) proposed a framework to classify gender and also used
it to synthesize new motion patterns. However, the model is not used for emotion identification.
Felis et al. (2013) used objective functions to add an emotional aspect to gaits. However, their
results only showed sad and angry emotions.
Similar to these approaches of emotion recognition from gaits, we use handcrafted features
(referred to as affective features). In contrast to previous methods that either use handcrafted
features or deep learning methods, we combine the affective features with deep features extracted
using an LSTM-based network. We use the resulting joint features for emotion recognition.
2.3 Approach
In this section, we describe our algorithm (Figure 2.1) for identifying perceived emotions
from RGB videos.
2.3.1 Notation
For our formulation, we represent a human with a set of 16 joints, as shown in (Dabral et al.,
2018) (Figure 2.2). A pose P ∈ R48 of a human is a set of 3D positions of each joint ji, i ∈
{1, 2, ..., 16}. For any RGB video V , we represent the gait extracted using 3D pose estimation
as G. The gait G is a set of 3D poses P1, P2, ..., Pτ where τ is the number of frames in the input
video V . We represent the extracted affective features of a gait G as F . Given the gait features F ,
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Figure 2.1: Overview: Given an RGB video of an individual walking, we use a state-of-the-art
3D human pose estimation technique (Dabral et al., 2018) to extract a set of 3D poses. These
3D poses are passed to an LSTM network to extract deep features. We train this LSTM network
using multiple gait datasets. We also compute affective features consisting of both posture and
movement features using psychological characterization. We concatenate these affective features
with deep features and classify the combined features into 4 basic emotions using a Random
Forest classifier.
we represent the predicted emotion by e ∈ {happy, angry, sad, neutral}. While neutral is not
an emotion, it is still a valid state to be used for classification. In the rest of the paper, we refer
to these four categories, including neutral as four emotions for convenience. The four basic emo-
tions represent emotional states that last for an extended period and are more abundant during
walking (Ma et al., 2006). A combination of these four emotions can be used to predict affective
dimensions of valence and arousal and also other emotions (Mikels et al., 2005).
2.3.2 Overview
Our real-time perceived emotion prediction algorithm is based on a data-driven approach.
We present an overview of our approach in Figure 2.1. During the offline training phase, we use
multiple gait datasets (described in Section 2.4.1) and extract affective features. These affec-
tive features are based on psychological characterization (Crenn et al., 2016; Karg et al., 2010)
and consist of both posture and movement features. We also extract deep features by training an
24
Figure 2.2: Human Representation: We represent a human by a set of 16 joints. The over-
all configuration of the human is defined using these joint positions and is used to extract the
features.
LSTM network. We combine these deep and affective features and train a Random Forest classi-
fier. At runtime, given an RGB video of an individual walking, we extract his/her gait in the form
of a set of 3D poses using a state-of-the-art 3D human pose estimation technique (Dabral et al.,
2018). We extract affective and deep features from this gait and identify the perceived emotion
using the trained Random Forest classifier. We now describe each component of our algorithm in
detail.
2.3.3 Affective Feature Computation
For an accurate prediction of an individual’s affective state, both posture and movement fea-
tures are essential (Kleinsmith and Bianchi-Berthouze, 2013). Features in the form of joint an-
gles, distances, and velocities, and space occupied by the body have been used for recognition of
emotions and affective states from gaits (Crenn et al., 2016; Kleinsmith and Bianchi-Berthouze,
2013). Based on these psychological findings, we compute affective features that include both the
posture and the movement features.
We represent the extracted affective features of a gait G as a vector F ∈ R29. For feature
extraction, we use a single stride from each gait corresponding to consecutive foot strikes of the
same foot. We used a single cycle in our experiments because in some of the datasets (CMU, ICT,
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Table 2.1: Posture Features: We extract posture features from an input gait using emotion
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feet and the root joint
EWalk) only a single walk cycle was available. When multiple walk cycles are available, they can
be used to increase accuracy.
2.3.3.1 Posture Features
We compute the features Fp,t ∈ R12 related to the posture Pt of the human at each frame t
using the skeletal representation (computed using TimePoseNet Section 2.4.6). We list the pos-
ture features in Table 2.1. These posture features are based on prior work by Crenn et al. (2016).
They used upper body features such as the area of the triangle between hands and neck, distances
between hand, shoulder, and hip joints, and angles at neck and back. However, their formulation
does not consider features related to foot joints, which can convey emotions in walking (Roether
26
et al., 2009b). Therefore, we also include areas, distances, and angles of the feet joints in our
posture feature formulation.
We define posture features of the following types:
• Volume: According to (Crenn et al., 2016), body expansion conveys positive emotions
while a person has a more compact posture during negative expressions. We model this by
the volume Fvolume,t ∈ R occupied by the bounding box around the human.
• Area: We also model body expansion by areas of triangles between the hands and the neck
and between the feet and the root joint Farea,t ∈ R2.
• Distance: Distances between the feet and the hands can also be used to model body expan-
sion Fdistance,t ∈ R4.
• Angle: Head tilt is used to distinguish between happy and sad emotions (Crenn et al., 2016;
Karg et al., 2010). We model this by the angles extended by different joints at the neck
Fangle,t ∈ R5.
We also include stride length as a posture feature. Longer stride lengths convey anger and
happiness and shorter stride lengths convey sadness and neutrality (Karg et al., 2010). Suppose
we represent the positions of the left foot joint jlFoot and the right foot joint jrFoot in frame t as
~p(jlFoot, t) and ~p(jrFoot, t) respectively. Then the stride length s ∈ R is computed as:
s = max
t∈1..τ
||~p(jlFoot, t)− ~p(jrFoot, t)|| (2.1)








Table 2.2: Movement Features: We extract movement features from an input gait using emotion
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2.3.3.2 Movement Features
Psychologists have shown that motion is an important characteristic for the perception of
different emotions (Kleinsmith and Bianchi-Berthouze, 2013). High arousal emotions are more
associated with rapid and increased movements than low arousal emotions. We compute the
movement features Fm,t ∈ R15 at frame t by considering the magnitude of the velocity, accel-
eration, and movement jerk of the hand, foot, and head joints using the skeletal representation.
For each of these five joints ji, i = 1, ..., 5, we compute the magnitude of the first, second, and
third finite derivatives of the position vector ~p(ji, t) at frame t. We list the movement features in
Table 2.2. These movement features are based on prior work by Crenn et al. (2016). Similar to
the posture features, we combine the upper body features from Crenn et al. (2016) with lower
body features related to feet joints.
Since faster gaits are perceived as happy or angry whereas slower gaits are considered sad (Karg
et al., 2010), we also include the time taken for one walk cycle (gt ∈ R) as a movement feature.
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We combine posture and movement features and define affective features F as: F = Fm ∪ Fp.
2.4 Perceived Emotion Identification
We use a vanilla LSTM network (Greff et al., 2017) with a cross-entropy loss that models the
temporal dependencies in the gait data. We chose an LSTM network to model deep features of
walking because it captures the geometric consistency and temporal dependency among video
frames for gait modeling (Luo et al., 2018). We describe the details of the training of the LSTM
in this section.
2.4.1 Datasets
We used the following publicly available datasets for training our perceived emotion classi-
fier:
• Human3.6M (Ionescu et al., 2014): This dataset consists of 3.6 million 3D human images
and corresponding poses. It also contains video recordings of 5 female and 6 male profes-
sional actors performing actions in 17 scenarios including taking photos, talking on the
phone, participating in discussions, etc. The videos were captured at 50 Hz with four cali-
brated cameras working simultaneously. Of these, there are motion-captured gaits from 14
videos of the subjects walking.
• CMU (CMU, 2018): The CMU Graphics Lab Motion Capture Database contains motion-
captured videos of humans interacting among themselves (e.g., talking, playing together),
interacting with the environment (e.g., playgrounds, uneven terrains), performing physi-
cal activities (e.g., playing sports, dancing), enacting scenarios (e.g., specific behaviors),
29
and locomoting (e.g., running, walking). In total, there are motion captured gaits from 49
videos of subjects walking with different styles.
• ICT (Narang et al., 2017): This dataset contains motion-captured gaits from walking
videos of 24 subjects. The videos were annotated by the subjects themselves, who were
asked to label their own motions as well as motions of other subjects familiar to them.
• BML (Ma et al., 2006): This dataset contains motion-captured gaits from 30 subjects (15
male and 15 female). The subjects were nonprofessional actors, ranging between 17 and
29 years of age with a mean age of 22 years. For the walking videos, the actors walked
in a triangle for 30 sec, turning clockwise and then counterclockwise in two individual
conditions. Each subject provided 4 different walking styles in two directions, resulting in
240 different gaits.
• SIG (Xia et al., 2015): This is a dataset of 41 synthetic gaits generated using local mixtures
of autoregressive (MAR) models to capture the complex relationships between the different
styles of motion. The local MAR models were developed in real-time by obtaining the
nearest examples of given pose inputs in the database. The trained model were able to
adapt to the input poses with simple linear transformations. Moreover, the local MAR
models were able to predict the timings of synthesized poses in the output style.
• EWalk (Our novel dataset): We also collected videos and extracted 1136 gaits using 3D
pose estimation. We present details about this dataset in Section 2.6.
The wide variety of these datasets includes acted as well as non-acting and natural-walking
datasets (CMU, ICT) where the subjects were not told to assume an emotion. These datasets
provide a good sample of real-world scenarios. For the acted video datasets, we did not use the
acted emotion labels for the gaits, but instead obtained the perceived emotion labels with a user
study (Section 2.4.2).
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Figure 2.3: Gait Visualizations: We show the visualization of the motion-captured gaits of four
individuals with their classified emotion labels. Gait videos from 248 motion-captured gaits were
displayed to the participants in a web based user study to generate labels. We use that data for
training and validation.
2.4.2 Perceived Emotion Labeling
We obtained the perceived emotion labels for each gait using a web-based user study.
2.4.2.1 Procedure
We generated visualizations of each motion-captured gait using a skeleton mesh (Figure 2.3).
For the EWalk dataset, we presented the original videos to the participants when they were avail-
able. We hid the faces of the actors in these videos to ensure that the emotions were perceived
from the movements of the body and gaits, not from the facial expressions.
2.4.2.2 Participants
We recruited 688 participants (279 female, 406 male, age = 34.8) from Amazon Mechan-
ical Turk and the participant responses were used to generate perceived emotion labels. Each
participant watched and rated 10 videos from one of the datasets. The videos were presented ran-
domly and for each video we obtained a minimum of 10 participant responses. Participants who
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Table 2.3: Correlation Between Emotion Responses: We present the correlation between
participants’ responses to questions relating to the four emotions.
Happy Angry Sad Neutral
Happy 1.000 -0.268 -0.775 -0.175
Angry -0.268 1.000 -0.086 -0.058
Sad -0.775 -0.086 1.000 -0.036
Neutral -0.175 -0.058 -0.036 1.000
provided a constant rating to all gaits or responded in a very short time were ignored for further
analysis (3 participants total).
2.4.2.3 Analysis
We asked each participant whether he/she perceived the gait video as happy, angry, sad, or
neutral on 5-point Likert items ranging from Strongly Disagree to Strongly Agree. For each gait








where np is the number of participant responses collected and e is one of the four emotions: an-
gry, sad, happy, neutral.
We analyzed the correlation between participants’ responses to the questions relating to the
four emotions (Table 2.3). A correlation value closer to 1 indicates that the two variables are
positively correlated and a correlation value closer to −1 indicates that the two variables are
negatively correlated. A correlation value closer to 0 indicates that two variables are uncorrelated.
As expected, happy and sad are negatively correlated and neutral is uncorrelated with the other
emotions.
Previous research in the psychology literature suggests that social perception is affected by
the gender of the observer (Carli et al., 1995; Forlizzi et al., 2007; Krämer et al., 2016). To verify
that our results do not significantly depend on the gender of the participants, we performed a t-
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test for differences between the responses by male and female participants. We observed that the
gender of the participant did not affect the responses significantly (t = −0.952, p = 0.353).
We obtained the emotion label ei for Gi as follows:
ei = e | rei > θ, (2.5)
where θ = 3.5 is an experimentally determined threshold for emotion perception.
If there are multiple emotions with average participant responses greater than rei > θ, the gait
is not used for training.
2.4.3 Long Short-Term Memory (LSTM) Networks
LSTM networks (Greff et al., 2017) are neural networks with special units known as “mem-
ory cells” that can store data values from particular time steps in a data sequence for arbitrarily
long time steps. Thus, LSTMs are useful for capturing temporal patterns in data sequences and
subsequently using those patterns in prediction and classification tasks. To perform supervised
classification, LSTMs, like other neural networks, are trained with a set of training data and
corresponding class labels. However, unlike traditional feedforward neural networks that learn
structural patterns in the training data, LSTMs learn feature vectors that encode temporal patterns
in the training data.
LSTMs achieve this by training one or more “hidden” cells, where the output at every time
step at every cell depends on the current input and the outputs at previous time steps. These in-
puts and outputs to the LSTM cells are controlled by a set of gates. LSTMs commonly have three
kinds of gates: the input gate, the output gate, and the forget gate, represented by the following
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equations:
Input Gate (i): it = σ(Wi + Uiht−1 + bi) (2.6)
Output Gate (o): ot = σ(Wo + Uoht−1 + bo) (2.7)
Forget Gate (f): ft = σ(Wf + Ufht−1 + bf ) (2.8)
where σ(·) denotes the activation function and Wg, Ug and bg denote the weight matrix for the
input at the current time step, the weight matrix for the hidden cell at the previous time step, and
the bias, on gate g ∈ {i, o, f}, respectively. Based on these gates, the hidden cells in the LSTMs
are then updated using the following equations:
ct = ft ◦ ct−1 + it ◦ σ(Wcxt + Ucht + bc) (2.9)
ht = σ(ot ◦ ct) (2.10)
where ◦ denotes the Hadamard or elementwise product, c is referred to as the cell state, and Wc,
Uc and bc are the weight matrix for the input at the current time step, the weight matric for the
hidden cell at the previous time step, and the bias, on c, respectively.
2.4.4 Deep Feature Computation
We used the LSTM network shown in Figure 2.1. We obtained deep features from the final
layer of the trained LSTM network. We used the 1384 gaits from the various public datasets
(Section 2.4.1). We also analyzed the extracted deep features using an LSTM encoder-decoder
architecture with reconstruction loss. We generated synthetic gaits and observed that our LSTM-
based deep features correctly model the 3D positions of joints relative to each other at each frame.
The deep features also capture the periodic motion of the hands and legs.
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2.4.4.1 Implementation Details
The training procedure of the LSTM network that we followed is laid out in Algorithm 1. For
training, we used a mini-batch size of 8 (i.e., b = 8 in Algorithm 1) and 500 training epochs. We
used the Adam optimizer (Kingma and Ba, 2014) with an initial learning rate of 0.1, decreasing it
to 1
10
-th of its current value after 250, 375, and 438 epochs. We also used a momentum of 0.9 and
a weight-decay of 5× 10−4. The training was carried out on an NVIDIA GeForce GTX 1080 Ti
GPU.
Algorithm 1 LSTM Network for Emotion Perception
Input: N training gaits {Gi}i=1...N and corresponding emotion labels {Li}i=1...N .
Output: Network parameters θ such that the loss
∑N
i=1‖Li − fθ(Gi)‖2 is minimized, where
fθ(·) denotes the network.
1: procedure TRAIN
2: for number of training epochs do
3: for number of iterations per epoch do
4: Sample mini-batch of b training gaits and corresponding labels
5: Update the network parameters θ w.r.t. the b samples using backpropagation.
2.4.5 Classification
We concatenate the deep features with affective features and use a Random Forest classifier
to classify these concatenated features. Before combining the affective features with the deep
features, we normalize them to a range of [−1, 1]. We use Random Forest Classifier with 10 esti-
mators and a maximum depth of 5. We use this trained classifier to classify perceived emotions.
We refer to this trained classifier as our novel data-driven mapping between affective features and
perceived emotion.
2.4.6 Realtime Perceived Emotion Recognition
At runtime, we take an RGB video as input and use the trained classifier to identify the per-
ceived emotions. We exploit a real-time 3D human pose estimation algorithm, TimePoseNet (Dabral
et al., 2018) to extract 3D joint positions from RGB videos. TimePoseNet uses a semi-supervised
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learning method that utilizes the more widely available 2D human pose data (Lin et al., 2014) to
learn the 3D information.
TimePoseNet is a single person model and expects a sequence of images cropped closely
around the person as input. Therefore, we first run a real-time person detector (Cao et al., 2017)
on each frame of the RGB video and extract a sequence of images cropped closely around the
person in the video V . The frames of the input video V are sequentially passed to TimePoseNet,
which computes a 3D pose output for each input frame. The resultant poses P1, P2, ..., Pτ repre-
sent the extracted output gait G. We normalize the output poses so that the root position always
coincides with the origin of the 3D space. We extract features of the gait G using the trained
LSTM model. We also compute the affective features and classify the combined features using
the trained Random Forest classifier.
2.5 Results
We provide the classification results of our algorithm in this section.
2.5.1 Analysis of Different Classification Methods
We compare different classifiers to classify our combined deep and affective features and
compare the resulting accuracy values in Table 2.4. These results are computed using 10-fold
cross-validation on 1384 gaits in the gait datasets described in Section 2.4.1. We compared Sup-
port Vector Machines (SVMs) with both linear and RBF kernel and Random Forest methods. The
SVMs were implemented using the one-vs-one approach for multi-class classification. The Ran-
dom Forest Classifier was implemented with 10 estimators and a maximum depth of 5. We use
the Random Forest classifier in the subsequent results because it provides the highest accuracy
(80.07%) of all the classification methods. Additionally, our algorithm achieves 79.72% accuracy
on the non-acted datasets (CMU and ICT), indicating that it performs equally well on acted and
non-acted data.
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Table 2.4: Performance of Different Classification Methods: We analyze different classifica-
tion algorithms to classify the concatenated deep and affective features. We observe an accuracy
of 80.07% with the Random Forest classifier.
Algorithm (Deep + Affective Features) Accuracy
LSTM + Support Vector Machines (SVM RBF) 70.04%
LSTM + Support Vector Machines (SVM Linear) 71.01%
LSTM + Random Forest 80.07%
2.5.2 Comparison with Other Methods
In this section, we present the results of our algorithm and compare it with other state-of-the-
art methods. We compare the results with the following methods:
• Karg et al. (2010): This method is based on using gait features related to shoulder, neck,
and thorax angles, stride length, and velocity. These features are classified using PCA-
based methods. This method only models the posture features for the joints and doesn’t
model the movement features.
• Venture et al. (2014): This method uses the auto-correlation matrix of the joint angles at
each frame and uses similarity indices for classification. The method provides good intra-
subject accuracy but performs poorly for the inter-subject databases.
• Crenn et al. (2016): This method uses affective features from both posture and movement
and classifies these features using SVMs. This method is trained for more general activities
like knocking and does not use information about feet joints.
• Daoudi (2017): This method uses a manifold of symmetric positive definite matrices to
represent body movement and classifies them using the Nearest Neighbors method.
• Crenn et al. (2017): This method synthesizes a neutral motion from an input motion and
uses the difference between the input and the neutral emotion as the feature for classifying
emotions. This method does not use the psychological features associated with walking
styles.
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Table 2.5: Accuracy: Our method with combined deep and affective features classified with
a Random Forest classifier achieves an accuracy of 80.07%. We observe an improvement of
13.85% over state-of-the-art emotion identification methods and an improvement of 24.60% over
a baseline LSTM-based classifier. All methods were compared on 1384 gaits obtained from the
datasets described in Section 2.4.1
Method Accuracy
Baseline (Vanilla LSTM) 55.47%
Affective Features Only 68.11%
Karg et al. (2010) 39.58%
Venture et al. (2014) 30.83%
Crenn et al. (2016) 66.22%
Crenn et al. (2017) 40.63%
Daoudi (2017) 42.52%
Li et al. (2016a) 53.73%
Our Method (Deep + Affective Features) 80.07%
• Li et al. (2016a): This method uses a Kinect to capture the gaits and identifies whether an
individual is angry, happy, or neutral using four walk cycles using a feature-based approach.
These features are obtained using Fourier Transform and Principal Component Analysis.
We also compare our results to a baseline where we use the LSTM to classify the gait features
into the four emotion classes. Table 2.5 provides the accuracy results of our algorithm and shows
comparisons with other methods. These methods require input in the form of 3D human poses
and then they identify the emotions perceived from those gaits. For this experiment, we extracted
gaits from the RGB videos of the EWalk dataset and then provided them as input to the state-
of-the-art methods along with the motion-captured gait datasets. Accuracy results are obtained
using 10-fold cross-validation on 1384 gaits from the various datasets (Section 2.4.1). For this
evaluation, the gaits were randomly distributed into training and testing sets, and the accuracy
values were obtained by averaging over 1000 random partitions.
We also show the percentage of gaits that the LSTM+Random Forsest classifier correctly
classified for each emotion class in Figure 2.4. As we can see, for every class, around 80% of the
gaits are correctly classified, implying that the classifier learns to recognize each class equally
well. Further, when the classifier does make mistakes, it tends to confuse neutral and sad gaits
more than between any other class pairs.
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2.5.3 Analysis of the Learned Deep Features
We visualize the scatter of the deep feature vectors learned by the LSTM network. To visu-
alize the 32 dimensional deep features, we convert them to a 3D space. We use Principal Com-
ponent Analysis (PCA) and project the features in the top three principal component directions.
This is shown in Figure 2.9. We observe that the data points are well-separated even in the pro-
jected dimension. By extension, this implies that the deep features are at least as well separated
in their original dimension. Therefore, we can conclude that the LSTM network has learned
meaningful representations of the input data that help it distinguish accurately between the differ-
ent emotion classes.
Additionally, we show the saliency maps given by the network in Figure 2.10. We selected
one sample per emotion (angry, happy, and sad) and presented the postures in each row. For each
gait (each row), we use eight sample frames corresponding to eight timesteps. In each row, going
from left to right, we show the evolution of the gait with time. Each posture in the row shows the
activation on the joints at the corresponding time step, as assigned by our network. Here, activa-
tion refers to the magnitude of the gradient of the loss w.r.t. an input joint (the joint’s “saliency”)
upon backpropagation through the learned network. Since all input data for our network are nor-
malized to lie in the range [0, 1], and the gradient of the loss function is smooth w.r.t. the inputs,
the activation values for the saliency maps are within the [0, 1] range. The joints are colored ac-
cording to a gradient with activation = 1 denoting red and activation = 0 denoting black. The
network uses these activation values of activated nodes in all the frames to determine the class
label for the gait.
We can observe from Figure 2.10 that the network focuses mostly on the hand joints (observ-
ing arm swinging), the feet joints (observing stride), and the head and neck joints (observing head
jerk). Based on the speed and frequency of the movements of these joints, the network decides
the class labels. For example, the activation values on the joints for anger (Figure 2.10 top row)
are much higher than the ones for sadness (Figure 2.10 bottom row), which matches with the
psychological studies of how angry and sad gaits typically look. This shows that the features
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Figure 2.4: Confusion Matrix: For each emotion class, we show the percentage of gaits be-
longing to that class that were correctly classified by the LSTM+Random Forest classifier
(green background) and the percentage of gaits that were misclassified into other classes (red
background).
learned by the network are representative of the psychological features humans tend to use when
perceiving emotions from gaits (Karg et al., 2010; Michalak et al., 2009). Additionally, as time
advances, we can observe the pattern in which our network shifts attention to the different joints,
i.e., the pattern in which it considers different joints to be more salient. For example, if the right
leg is moved ahead, the network assigns high activation on the joints in the right leg and left arm
(and vice versa).
2.6 Emotional Walk (EWalk) Dataset
In this section, we describe our new dataset of videos of individuals walking. We also provide
details about the perceived emotion annotations of the gaits obtained from this dataset.
2.6.1 Data
The EWalk dataset contains 1384 gaits with emotion labels from four basic emotions: happy,
angry, sad, and neutral (Figure 2.7). These gaits are either motion-captured or extracted from
RGB videos. We also include synthetically generated gaits using state-of-the-art algorithms (Xia
et al., 2015). In addition to the emotion label for each gait, we also provide values of affective
dimensions: valence and arousal.
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2.6.2 Video Collection
We recruited 24 subjects from a university campus. The subjects were from a variety of eth-
nic backgrounds and included 16 male and 8 female subjects. We recorded the videos in both
indoor and outdoor environments. We requested that they walk multiple times with different
walking styles. Previous studies show that non-actors and actors are both equally good at walking
with different emotions (Roether et al., 2009a). Therefore, to obtain different walking styles, we
suggested that the subjects could assume that they are experiencing a certain emotion and walk
accordingly. The subjects started 7m from a stationary camera and walked towards it. The videos
were later cropped to include a single walk cycle.
2.6.3 Data Generation
Once we collect walking videos and annotate them with emotion labels, we can also use them
to train generator networks to generate annotated synthetic videos. Generator networks have been
applied for generating videos and joint-graph sequences of human actions such as walking, sit-
ting, running, jumping, etc. Such networks are commonly based on either Generative Adversarial
Networks (GANs) (Goodfellow et al., 2014) or Variational Autoencoders (VAEs) (Kingma and
Welling, 2013).
GANs (Figure 2.5) are comprised of a generator that generates data from random noise sam-
ples and a discriminator that discriminates between real data and the data generated by the gen-
erator. The generator is considered to be trained when the discriminator fails to discriminate
between the real and the generated data.
VAEs (Figure 2.6), on the other hand, are comprised of an encoder followed by a decoder.
The encoder learns a latent embedding space that best represents the distribution of the real data.
The decoder then draws random samples from the latent embedding space to generate synthetic
data.
For temporal data such human action videos or joint-graph sequences, two different ap-
proaches are commonly taken. One approach is to individually generate each point in the tempo-
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Figure 2.5: Generative Adversarial Networks (GANs): The network consists of a generator
that generates synthetic data from random samples drawn from a latent distribution space. This
is followed by a discriminator that attempts to discriminate between the generated data and the
real input data. The objective of the generator is to learn the latent distribution space of the real
data whereas the objective of the discriminator is to learn to discriminate between the real data
and the synthetic data generated by the generator. The network is said to be learned when the
discriminator fails to distinguish between the real and the synthetic data.
ral sequence (frames in a video or graphs in a graph sequence) respectively and then fuse them
together in a separate network to generate the complete sequence. The methods in Yang et al.
(2018a); Cai et al. (2018), for example, use this approach. The network generating the individual
points only considers the spatial constraints of the data, whereas the network fusing the points
into the sequence only considers the temporal constraints of the data. The alternate approach is to
train a single network by providing it both the spatial and temporal constraints of the data. For ex-
ample, the approach used by Yan et al. (2018a). The first approach is relatively more lightweight,
but it does not explicitly consider spatial temporal inter-dependencies in the data, such as the dif-
ferences in the arm swinging speeds between angry and sad gaits. While the latter approach does
take these inter-dependencies into account, it is also harder to train because of these additional
constraints.
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Figure 2.6: Variational Autoencoders (VAEs): The encoder consists of an encoder that trans-
forms the input data to a latent distribution space. This is followed by a discriminator that draws
random samples from the latent distribution space to generate synthetic data. The objective of the
overall network is then to learn the latent distribution space of the real data, so that the synthetic
data generated by the decoder belongs to the same distribution space as the real data.
2.6.4 Analysis
We presented the recorded videos to MTurk participants and obtained perceived emotion la-
bels for each video using the method described in Section 2.4.2. Our data is widely distributed
across the four categories with the Happy category containing the largest number of gaits (32.07%)
and the Neutral category containing the smallest number of gaits with 16.35% (Figure 2.8).
2.6.4.1 Affective Dimensions
We performed an analysis of the affective dimensions (i.e. valence and arousal). For this
purpose, we used the participant responses to the questions about the happy, angry, and sad emo-
tions. We did not use the responses to the question about the neutral emotion because it corre-
sponds to the origin of the affective space and does not contribute to the valence and arousal
dimensions. We performed a Principal Component Analysis (PCA) on the participant responses
[rhappyi , r
angry, rsad] and observed that the following two principal components describe 94.66%
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Figure 2.7: EWalk Dataset: We present the EWalk dataset containing RGB videos of pedestrians
walking and the perceived emotion label for each pedestrian.
Figure 2.8: Distribution of Emotion in the Datasets: We present the percentage of gaits that
are perceived as belonging to each of the emotion categories (happy, angry, sad, or neutral). We
observe that our data is widely distributed.
variance in the data: PC1
PC2
 =
 0.67 −0.04 −0.74
−0.35 0.86 −0.37
 (2.11)
We observe that the first component with high values of the Happy and Sad coefficients rep-
resents the valence dimension of the affective space. The second principal component with high
values of the Anger coefficient represents the arousal dimension of the affective space. Surpris-
44
ingly, this principal component also has a negative coefficient for the Happy emotion. This is
because a calm walk was often rated as happy by the participants, resulting in low arousal.
2.6.4.2 Prediction of Affect
We use the principal components from Equation 2.11 to predict the values of the arousal and
valence dimensions. Suppose, the probabilities predicted by the Random Forest classifier are
p(h), p(a), and p(s) corresponding to the emotion classes happy, angry, and sad, respectively.















2.7 Application: Virtual Character Generation (EVA)
In this section, we present an application, Emotion Virtual Agents (EVA), of our method that
generates virtual characters with given desired emotions (Figure 2.11).
2.7.1 Overview
We provide an overview of our end-to-end approach to simulating virtual characters in Fig-
ure 2.12. We assume that the environment consists of static and dynamic obstacles. At the start
of the simulation, we initialize the environment state with positions and dimensions of the static
obstacles and the current positions and velocities of the dynamic obstacles. We also initialize
a Behavioral Finite State Machine (BFSM) based on the user input and the intended tasks. We
set up a 3D model for each virtual character that is rigged using automatic rigging software and
associate a hierarchical skeleton with appropriate joint values.
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Figure 2.9: Scatter Plot of the Learned Deep Features: These are the deep features learned by
the LSTM network from the input data points, projected in the 3 principal component directions.
The different colors correspond to the different input class labels. We can see that the features for
the different classes are well-separated in the 3 dimensions. This implies that the LSTM network
learns meaningful representations of the input data for accurate classification.
2.7.2 Behavioral Finite State Machine
We represent the behavioral state of the virtual characters in a BFSM and use it to control
their behaviors. At runtime, we consider the environment state and the context of the current task
and update the state of the BFSM that determines the virtual characters’ behavior. This state also
computes a goal position for each virtual character.
2.7.3 Global and Local Navigation
If the goal positions of virtual characters are different from their current positions, then a nav-
igation algorithm is used to compute the trajectories to the new positions. To provide collision-
free navigation in the presence of obstacles or other virtual characters, we utilize the multi-agent
simulation framework, Menge (Curtis et al., 2016). In this framework, a global navigation step
first breaks down the goal positions into intermediate goals that avoid collisions with the static
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obstacles in the environment. Next, a local navigation step uses a reciprocal collision avoidance
(RVO) approach to avoid collisions with dynamic obstacles and provide navigation to the interme-
diate goals (Van Den Berg et al., 2011).
In this approach, we represent each agent on the 2D ground plane and generate smooth, sta-
ble, collision-free velocities. RVO is an agent-based approach that computes a collision-free 2D
velocity for an agent given its preferred velocity, time horizon (tmax), and current positions and
velocities of the all virtual agents in the environment. In other words, it computes a velocity that
can generate a collision-free trajectory at time tmax. We update the character’s location in the
virtual world according to this collision-free trajectory at each frame.
2.7.4 Gait Generation
In addition to the goal position for each virtual character, the BFSM state also determines the
desired emotion that each virtual character must convey. To achieve this, we use our gait-based
approach to identify the perceived emotion. For each virtual character, we obtain a set of gaits
that correspond to the desired emotion using our gait dataset and associated labels. We choose
one of the gaits from this set and use it to update the joint positions of the agent in the virtual
world. The selection of a gait can be made according to many criteria (such as personality or
preferred walking speed).
2.7.5 Gaze Behaviors
According to psychology literature, the direction of the gaze affects the perception of emo-
tions (Adams and Kleck, 2003). Direct gazes are associated with approach-oriented emotions
such as anger and averted gazes are associated with avoidance-oriented emotions such as sad-
ness (Adams and Kleck, 2003). Using these observations, we present an emotion-based gaze
formulation.
We control a virtual agent’s gaze by controlling the rotations of the neck joint in the skeleton
mesh. Specifically, we control the angles corresponding to two degrees-of-freedom: (1) neck
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flexion and extension and (2) neck left and right rotation. Given the desired emotion edes for a
virtual agent i, our goal to compute the two angles θflex and θrot. We present a visualization of
our gaze control angles in Figure 2.13. Here, the subscripts i and u represent the virtual agent and
the user respectively, and (x, y, z) represent the 3D coordinates.
2.7.5.1 Happy
According to prior literature, direct gaze and neck extension are associated with happiness (Adams
and Kleck, 2003). Therefore, for edes = happy, the agent’s neck orientation is computed such
that the virtual agent gazes directly at the user with an upward head tilt. The neck angles corre-
sponding to edes = happy are computed as follows:
θflex = θhappy, (2.14)
θrot = angle( ~pu − ~pi, ~f), (2.15)
where θhappy is a negative constant value indicating neck extension and angle(∗, ∗) represents the
angle between two vectors. We use θhappy = −5◦ for our validation study.
2.7.5.2 Angry
Direct gaze is associated with approach-based emotions such as anger (Adams and Kleck,
2003). Therefore, for edes = angry, the agent’s neck orientation is computed such that the agent
gazes directly at the user agent. The neck angles for edes = angry are computed as follows:
θflex = arcsin(
yi − yu√
(xi − xu)2 + (zi − zu)2
), (2.16)
θrot = angle( ~pu − ~pi, ~f), (2.17)
where angle(∗, ∗) represents the angle between two vectors.
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2.7.5.3 Sad
Averted gaze and neck flexion are associated with sadness (Adams and Kleck, 2003). The
neck angles for edes = sad are computed as follows:
θflex = θsad, θrot = 0
◦, (2.18)
where θsad is a negative constant value indicating neck extension. We use θsad = 10◦ for our
validation study.
2.7.5.4 Neutral
For the neutral emotion, we use the orientations of the neck angles θflex and θrot computed
from the positions of the head and neck joints in the gait Gdes.
2.7.6 User Evaluation EVA
In this section, we present the details of our user evaluation conducted to evaluate the benefits
of our virtual agent movement generation algorithm (EVA) with and without gazing behaviors.
We compare its performance with a baseline method.
2.7.6.1 Experiment Goals and Expectations
We performed the user evaluation to determine whether or not significant improvement in the
sense of presence can be observed by a real user immersed in a virtual environment based on the
emotional state of virtual agents computed using EVA. We chose the sense of presence metric
because it has been widely used to evaluate the quality of a VR experience, and a higher sense
of presence is desirable for most VR applications (Narang et al., 2016b; Garau et al., 2005a).
We wanted to demonstrate that our algorithm improves the sense of presence, thus improving
the overall quality of the simulations. We compared the following three virtual agent generation
algorithms:
49
• Baseline: All virtual agents were simulated with a single neutral gait. Virtual agents did
not perform any gazing behaviors.
• EVA-O: Our novel virtual agent generation algorithm (EVA) without any gazing behaviors.
We generate gaits corresponding to the four emotions: happy, angry, sad, or neutral.
• EVA-G: Our novel virtual agent generation algorithm (EVA) with emotion-specific gaits
along with the gazing behaviors.
Additionally, we also performed an emotion identification task, where we wanted to estimate
the accuracy of our EVA algorithm in generating characters with the desired perceived emotions.
2.7.6.2 Experimental Design
We conducted the study using a within-subjects design. We showed each participant four
scenarios with virtual agents walking in different environments. For each scenario, participants
performed three trials corresponding to the three different virtual agent generation algorithms.
The order of the scenarios and the trials was counterbalanced. In each of the scenarios, we used a
set of male and female virtual agents. For EVA-O and EVA-G, the virtual agents were simulated
with desired emotions chosen randomly out of the four categories: Happy, Angry, Sad, and Neu-
tral. For the baseline, all the agents were simulated using the gaits corresponding to the Neutral
category.
After the four scenarios were completed, the participants performed the emotion identification
task. For this task, we generated eight virtual agents: two agents corresponding to each desired
emotion from Happy, Angry, Sad, and Neutral. We assigned male and female virtual agents to
each emotion in this task as well. We displayed these virtual agents one-by-one to the partici-
pants. Participants were asked to classify these agents as Happy, Angry, Sad, and Neutral.
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2.7.6.3 Procedure
We welcomed the participants and informed them about the overall process and purpose of
the study. We introduced them to an HTC Vive HMD and informed that it might cause nausea
and slight discomfort. The experiment was approved by Institutional Review Boards and the
Office of Human Research Ethics. Before beginning the experiment, the participants were invited
to read and agree to the approved consent form. They were also informed that they could opt
out of the experiment at any time. During the study, the participants could walk in the tracking
space and look around in the virtual environment by rotating their heads. Participants provided
optional demographic information about their gender and age. The study required approximately
20 minutes, and participants were compensated with a gift card worth $5.
2.7.6.4 Scenarios
We evaluated the virtual agent generation algorithms in 4 different scenarios (Figure 2.14):
• Crossing: This scenario had 8 virtual agents crossing a busy intersection in a city environ-
ment.
• Garden: This scenario had 4 virtual agents walking in a small leisure garden.
• Parking: This scenario consisted of 8 virtual agents walking in a parking lot near a set of
stores.
• Scifi: This scenario consisted of 4 virtual agents walking inside a fantastical residential
pod.
In each of the scenario, we chose characters with low polygon counts because they provide
the capability to simulate a large number of virtual agents while maintaining the necessary frame
rate for VR. It also avoids the uncanny valley problem (Geller, 2008).
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2.7.6.5 Participants
A total of 30 participants (20 male, 10 female, x̄age = 25.4) from a university took part in the
study.
2.7.6.6 Questions
To test the proposed hypotheses, we used a modified version of a well-established question-
naire by Garau et al. (2005a). These questions attempt to assess the various aspects of social
presence (Lombard et al., 2009). In addition to a subset of the original questions, we asked a
question whether the virtual agents seemed to be experiencing different emotions. Participants
answered the Agree/Disagree type questions on seven-level Likert items. We ask the following
questions:
Q1 Spatial Presence: I had a sense of being in the same space as the characters.
Q2 Awareness: The characters seemed to be aware of me.
Q3 Interaction: I felt that I should talk/nod/respond to the characters.
Q4 Realism: The characters seemed to resemble real people.
Q5 Emotions: The characters seemed to be experiencing different emotions.
2.7.6.7 Results
In this section, we discuss the participants’ responses. We computed average participant re-
sponses for all scenarios (Figure 2.15). We also tested the differences between responses for the
three algorithms using the Friedman test. For this test, the simulation algorithm is the indepen-
dent variable, and the participant response is the dependent variable. We present the test statistic
value χ2 and the significance level p in Table 2.6. We observe significant differences between the
three compared methods for all questions across all scenarios (except Q1 in Scifi and Garden sce-
nario). We also performed a post hoc analysis using the Wilcoxon Signed-Rank tests. We applied
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Table 2.6: Friedman Test: We present the test statistic (χ2) and the significance level (p) for
each scenario for all questions. The values of p < 0.05 indicate a significant difference between
the responses for the three algorithms.
Crossing Garden Parking Scifi
χ2 p χ2 p χ2 p χ2 p
Q1 9.75 0.01 4.67 0.10 15.13 0.00 2.46 0.29
Q2 19.58 0.00 26.45 0.00 30.28 0.00 27.30 0.00
Q3 20.26 0.00 27.27 0.00 20.17 0.00 24.90 0.00
Q4 13.77 0.00 12.30 0.00 24.45 0.00 10.53 0.01
Q5 23.36 0.00 41.32 0.00 35.04 0.00 43.38 0.00
Table 2.7: We present the confusion matrix for the emotion identification task. Here, rows in-
dicate the desired emotion input provided to the EVA algorithm, and the columns indicate the
participants’ responses.
Participant Response









n Happy 60.41% 4.17 % 4.17 % 31.25%
Angry 18.75% 52.08% 0.00 % 29.17%
Sad 0.00 % 0.00 % 100.00% 0.00 %
Neutral 8.33 % 4.17 % 16.67 % 70.83%
Table 2.8: Wilcoxon Signed-Rank Test: We present the significance level (p) for pairwise com-
parisons between the three algorithms using the post hoc tests. The values of p < 0.017 indicate a
significant difference between the responses for corresponding pairwise comparisons.





































Q1 0.018 0.323 0.005 NA NA NA 0.179 0.019 0.003 NA NA NA
Q2 0.037 0.002 0.000 0.095 0.000 0.000 0.540 0.000 0.000 0.179 0.000 0.000
Q3 0.012 0.005 0.000 0.007 0.000 0.000 0.256 0.001 0.000 0.153 0.000 0.000
Q4 0.038 0.276 0.001 0.026 0.160 0.012 0.005 0.035 0.000 0.054 0.041 0.010
Q5 0.000 0.011 0.000 0.000 0.070 0.000 0.001 0.000 0.000 0.000 0.000 0.000
Bonferroni correction resulting in a significance level at p < 0.017. We present the significance
level (p) for pairwise comparisons between the three algorithms in Table 2.8. We observe signifi-
cant differences between baseline and EVA-G, indicating that our method of generating emotions
in virtual agents using both gait and gaze features performs consistently better than the baseline
method. We discuss the results in detail below:
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Spatial Presence: According to the higher averaged responses, participants experienced a
higher sense of being in the same space as the characters simulated with EVA, as compared to the
baseline. For Garden and Scifi scenarios, we do not observe a significant difference between the
sense of presence felt by the participants across the three algorithms according to the Friedman
test. Because of the insignificant differences in the Friedman test, post hoc tests do not apply to
these scenarios. For Crossing and Parking scenarios, where there were more agents, we observe
a significant difference between the responses for different methods in the Friedman test. The
Wilcoxon tests reveal significant differences between the baseline and EVA-G methods.
Awareness: Participants felt that the virtual agents were more aware of them compared to
the baseline method as evidenced by the averaged responses. We observe significant differences
between the responses across all scenarios using the Friedman test. Wilcoxon tests reveal signifi-
cant differences in the baseline vs. EVA-G and EVA-O vs. EVA-G comparisons, highlighting the
importance of gazing behaviors in our algorithm.
Interaction: Participants felt that they should talk/nod/respond to the agents if their move-
ment was simulated by EVA as compared to the baseline as evidenced by the averaged responses.
We observe significant differences between the responses across all scenarios using the Fried-
man test. Wilcoxon tests reveal significant differences for the baseline vs. EVA-G and EVA-O
vs. EVA-G comparisons highlighting the importance of gazing behaviors in our algorithm. We
also observe a significant difference for the baseline vs. EVA-O comparisons for the Crossing and
Garden scenarios, indicating the importance of gaits in eliciting more response from the users.
Realism: When EVA simulated the agents, they seemed to resemble real people more than
when they were simulated by the baseline algorithm as indicated by the participant responses. We
observe significant differences between the responses across all scenarios using the Friedman
test. Wilcoxon tests reveal significant differences in the baseline vs. EVA-G, highlighting the
importance of both gait and gazing behaviors in our algorithm.
Emotions: The agents seemed more likely to be experiencing different emotions if the EVA
algorithm simulated them compared to the baseline algorithm according to the averaged re-
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sponses. We observe significant differences between the responses across all scenarios using
the Friedman test. Wilcoxon tests reveal significant differences for all the pairwise comparisons
(except for EVA-G vs. EVA comparison in the Garden scenario).
2.7.6.8 Benefits of Expressive Features
These results show that expressive features provide the following benefits:
• for scenarios with a higher number of virtual agents, virtual agents simulated using expres-
sive features improve the sense of presence felt by the user,
• expressive features make the virtual agents appear more aware of the user,
• elicit more response from the users, and
• increase the resemblance of the virtual agents to real people.
2.7.6.9 Emotion Identification
For the emotion identification task, the participants identified the emotions of the virtual
agents correctly with an accuracy of 70.83%. We present the confusion matrix in Table 2.7. We
obtain 100% accuracy in simulating virtual agents that are perceived as sad and more than 50%
accuracy for all the emotions. These results indicate that expressive features provide benefits for
the perception of emotions in virtual agents.
2.8 Conclusion, Limitations, and Future Work
We presented a novel method for classifying perceived emotions of individuals based on their
walking videos. Our method is based on learning deep features computed using LSTM and ex-
ploits psychological characterization to compute affective features. The mathematical characteri-
zation of computing gait features also has methodological implications for psychology research.
This approach explores the basic psychological processes used by humans to perceive emotions
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of other individuals using multiple dynamic and naturalistic channels of stimuli. We concate-
nate the deep and affective features and classify the combined features using a Random Forest
Classification algorithm. Our algorithm achieves an absolute accuracy of 80.07%, which is an
improvement of 24.60% over vanilla LSTM (i.e., using only deep features) and offers an improve-
ment of 13.85% over state-of-the-art emotion identification algorithms. Our approach is also
the first approach to provide a real-time pipeline for emotion identification from walking videos
by leveraging state-of-the-art 3D human pose estimation. We also present a dataset of videos
(EWalk) of individuals walking with their perceived emotion labels. The dataset is collected with
subjects from a variety of ethnic backgrounds in both indoor and outdoor environments.
There are some limitations to our approach. The accuracy of our algorithm depends on the
accuracy of the 3D human pose estimation and gait extraction algorithms. Therefore, emotion
prediction may not be accurate if the estimated 3D human poses or gaits are noisy. Our affective
computation requires joint positions from the whole body, but the whole body pose data may not
be available if there are occlusions in the video. We assume that the walking motion is natural
and does not involve any accessories (e.g., suitcase, mobile phone, etc.). As part of future work,
we would like to collect more datasets and address these issues. We will also attempt to extend
our methodology to consider more activities such as running, gesturing, etc. Finally, we would
like to combine our method with other emotion identification algorithms that use human speech
and facial expressions. We want to explore the effect of individual differences in the perception
of emotions. We would also like to explore applications of our approach for simulating virtual
agents with desired emotions using gaits.
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Figure 2.10: Saliency Maps: We present the saliency maps for one sample per emotion (angry,
happy, and sad) as learned by the network for a single walk cycle. The maps show activations on
the joints during the walk cycle. Black represents no activation and red represents high activation.
For all the emotion classes, the hand, feet and head joints have high activations, implying that
the network deems these joints to be more important for determining the class. Moreover, the
activation values on these joints for a high arousal emotion (e.g., angry) are higher than those for
a low arousal emotion (e.g., sad), implying the network learns that higher arousal emotions lead
to more vigorous joint movements.
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Figure 2.11: Application: Our gaits and their perceived emotion labels can be used to gener-
ate virtual characters with different emotions. We show a character that is generated using our
approach to convey basic emotions: angry, happy, sad, and neutral.
Figure 2.12: Virtual Character Generation: We provide an overview of our end-to-end ap-
proach for simulating virtual characters. We represent the behavioral state of the virtual char-
acters in a Behavioral Finite State Machine (BFSM) and use it to control their behavior based
on the state of the environment, which consists of static and dynamic obstacles. We use our
perceived emotion prediction to generate gaits for the virtual characters based on their desired
emotions.
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Figure 2.13: We control virtual agents’ gaze by controlling the rotations of the neck joint. Specifi-
cally, we control the two degrees of freedoms associated with (1) neck flexion and extension, and
(2) neck left and right rotation.
Figure 2.14: Our user evaluation consists of these 4 scenarios.
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Figure 2.15: We present the average participant responses for all scenarios. These results indicate
that the participants consistently preferred our EVA algorithm over the baseline.
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CHAPTER 3: DETECTING DECEPTION WITH GAIT AND GESTURE
3.1 Introduction
In recent years, AI and vision communities have focused a lot on learning human behaviors,
and human-centric video analysis has rapidly developed (Wang and Ji, 2015; Wei et al., 2017; Xu
et al., 2016; McDuff and Soleymani, 2017). While conventional video content analysis pays at-
tention to the analysis of the video content, human-centric video analysis focuses on the humans
in the videos and attempts to obtain information about their behaviors, describe their dispositions,
and predict their intentions. This includes recognition of emotions (Kuo et al., 2018; Lee et al.,
2019; Marinoiu et al., 2018), personalities (Wei et al., 2017; Zhang et al., 2016), and actions (Wu
et al., 2017; Yao et al., 2019), as well as anomaly detection (Nguyen and Meunier, 2019; Morais
et al., 2019; Sultani et al., 2018), etc. While these problems are being widely studied, a related
problem, detecting deception, has not been the focus of much research.
Masip et al. (2004) define deception as “the deliberate attempt, whether successful or not, to
conceal, fabricate, and/or manipulate in any other way, factual and/or emotional information, by
verbal and/or nonverbal means, in order to create or maintain in another or others a belief that
the communicator himself or herself considers false”. Motives for deceptive behaviors can vary
from inconsequential to those constituting a serious security threat. Many applications related
to computer vision, human-computer interfaces, security, and computational social sciences
need to be able to automatically detect such behaviors in public areas (airports, train stations,
shopping malls), simulated environments, and social media (Tsikerdekis and Zeadally, 2014). In
this chapter, we address the problem of automatically detecting deceptive behavior learned from
gaits and gestures from walking videos.
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Deception detection is a challenging task because deception is a subtle human behavioral
trait, and deceivers attempt to conceal their actual cues and expressions. However, there is con-
siderable research on verbal (explicit) and nonverbal (implicit) cues of deception (Ekman and
Friesen, 1969). Implicit cues such as facial and body expressions (Ekman and Friesen, 1969),
eye contact (Zuckerman et al., 1981), and hand movements (Jensen et al., 2005) can provide
indicators of deception. Facial expressions have been widely studied as cues for automatic recog-
nition of deception (Ding et al., 2019; Michael et al., 2010; Meservy et al., 2005; Pérez-Rosas
et al., 2015b,a; Hu et al., 2018; Wu et al., 2018). However, deceivers try to alter or control what
they think is getting the most attention from others (Ekman, 1994). Compared to facial expres-
sions, body movements such as gaits are more implicit and are less likely to be controlled. This
makes gait an excellent avenue for observing deceptive behaviors. The psychological literature
on deception also shows that multiple factors need to be considered when deciphering nonverbal
information (Buller and Burgoon, 1996).
Main Results: We present an data-driven approach for detecting deceptive walking of indi-
viduals based on their gaits and gestures as extracted from their walking videos (Figure 1.5). Our
approach is based on the assumption that humans are less likely to alter or control their gaits and
gestures than facial expressions (Ekman, 1994), which arguably makes such cues better indica-
tors of deception.
Given a video of an individual walking, we extract his/her gait as a series of 3D poses using
state-of-the-art human pose estimation (Dabral et al., 2018). We also annotate various gestures
performed during the video. Using this data, we compute psychology-based gait features, gesture
features, and deep features learned using an LSTM-based neural network. These gait, gesture,
and deep features are collectively referred to as the deceptive features. Then, we feed the decep-
tive features into fully connected layers of the neural network to classify normal and deceptive
behaviors. We train this neural network classifier (Deception Classifier) to learn the deep features
as well as classify the data into behavior labels on a novel dataset (DeceptiveWalk). Our Decep-
tion Classifier can achieve an accuracy of 88.41% when classifying deceptive walking, which is
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an improvement of 4.7% and 9.2% over classifiers based on the state-of-the-art emotion (Bhat-
tacharya et al., 2019) and action (Shi et al., 2019) classification algorithms, respectively.
Additionally, we present our deception dataset, DeceptiveWalk, which contains 2224 anno-
tated gaits and gestures collected from 162 individuals performing deceptive and natural walking.
The videos in this dataset provide interesting observations about participants’ behavior in decep-
tive and natural conditions. Deceivers put their hands in their pockets and look around more than
the participants in the natural condition. Our observations also corroborate previous findings that
deceivers display the opposite of the expected behavior or display a controlled movement (Ekman
and Friesen, 1969; DePaulo et al., 2003; Navarro, 2003).
Some of the novel components of our work include:
1. A novel deception feature formulation of gaits and gestures obtained from walking videos
based on psychological characterization and deep features learned from an LSTM-based neural
network.
2. A novel deception detection algorithm that detects deceptive walking with an accuracy of
88.41%.
3. A new public domain dataset, DeceptiveWalk, containing annotated gaits and gestures with
deceptive and natural walks.
The rest of the paper is organized as follows. In Section 2, we give a brief background on
deception and discuss previous methods of detecting deceptive walking automatically. In Section
3, we give an overview of our approach and present the details of our user study. We also present
our novel DeceptiveWalk dataset in Section 3. We present the novel deceptive features in Section
4 and provide details of our method for detecting deception from walking videos. We highlight
the results generated using our method in Section 5.
3.2 Related Work
In this section, we give a brief background of research on deception and discuss previous
methods for detecting deceptive behaviors automatically.
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3.2.1 Deception
Research on deception shows that people behave differently when they are being deceitful,
and different clues can be used to detect deception (Ekman and Friesen, 1969). Darwin and
Prodger (1955) first suggested that certain movements are “expressive” and escape the controls
of the will. Additionally, when people know that they are being watched, they alter their behav-
ior in something known as “The Hawthorne Effect” (Levitt and List, 2011). To avoid detection,
deceivers try to alter or control what they think others are paying the most attention to (Ekman,
1994). Different areas of the body have different communicating abilities that provide informa-
tion based on differences in movement, visibility, and speed of transmission (Ekman and Friesen,
1969). Therefore, using channels to which people pay less attention and that are harder to control
are good indicators of deception.
Body expressions present an alternative channel for perception and communication, as shown
in emotion research (Aviezer et al., 2012b). Body movements are more implicit and may be less
likely to be controlled compared to facial expressions, as evidenced by prior work, suggesting
that clues such as less eye contact (Zuckerman et al., 1981), downward gazing (through the af-
fective experiences of guilt/sadness) (Baumeister et al., 1994; Ekman, 1994), and general hand
movements (Jensen et al., 2005) are good indicators of deception. Though there is a large amount
of research on non-verbal cues of deception, there is no single conclusive universal cue (Vrij
et al., 2019). To address this issue, we present a novel data-driven approach that computes fea-
tures based on gaits and gestures, along with deep learning.
3.2.2 Automatic Detection of Deception
Many approaches have been developed to detect deception automatically using verbal or
text-based cues. Text-based approaches have been developed to detect deception in online com-
munication (Zhou and Zhang, 2008), news (Conroy et al., 2015), court cases (Fornaciari and
Poesio, 2013), etc. A large number of approaches that detect deception using non-verbal cues
have focused on facial expressions and head and hand gestures (Pérez-Rosas et al., 2015b,a;
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Ding et al., 2019; Hu et al., 2018). Some approaches use only facial expressions to detect de-
ception (Avola et al., 2019; Hasan et al., 2019), while other approaches use only hand and head
gestures (Michael et al., 2010; Meservy et al., 2005). In situations where the subject is sitting and
talking, Van der Zee et al. (2019) used full-body features captured using motion capture suits to
detect deception. However, such an approach is impractical for most applications. Other cues
that have been used for detecting deception include eye movements (Zuo et al., 2019), fMRI (Cui
et al., 2013), thermal input (Buddharaju et al., 2005; Abouelenien et al., 2014), and weight dis-
tribution (Atlas and Miller, 2005). Recent research has also introduced multimodal approaches
that use multiple modalities such as videos, speech, text, and physiological signals to detect de-
ception (Gupta et al., 2019; Rill-Garcia et al., 2019; Wu et al., 2018; Krishnamurthy et al., 2018;
Karimi et al., 2018; Abouelenien et al., 2017, 2016). However, most of these approaches have
focused on humans that have been sitting or standing; deception detection from walking is rela-
tively unexplored. This is an important problem for many applications such as security in public
areas (e.g., airports, concerts, etc.) and surveillance. Therefore, in this paper, we present an ap-
proach that detects deception from walking using gait and gesture features.
3.2.3 Non-verbal Cues of Gaits and Gestures
Research has shown that body expressions, including gaits and gestures, are critical for the
expression and perception of others’ emotions, moods, and intentions (Kleinsmith and Bianchi-
Berthouze, 2013). Gaits have been shown to be useful in conveying and recognizing identity (Wan
et al., 2019), gender (Yu et al., 2009), emotions (Kleinsmith and Bianchi-Berthouze, 2013),
moods (Michalak et al., 2009), and personalities (Atkinson et al., 2007; Roether et al., 2009a).
Gestures have also been widely observed to convey emotions (LaBarre, 1947; Noroozi et al.,
2018), intentions (Mount, 2008), moods (De Gelder, 2006), personality (Ball and Breese, 1999a),
and deception (Michael et al., 2010; Meservy et al., 2005; Ding et al., 2019; Hu et al., 2018).
For gait recognition, many deep learning approaches have been proposed (Zhang et al., 2019b,a;
Wang et al., 2019b), and LSTM-based approaches have been used to model gait features (Zhang
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et al., 2019b). Body expressions have also been used for anomaly detection in videos with mul-
tiple humans (Morais et al., 2019). Many deep learning approaches have been proposed to rec-
ognize and generate actions from 2D (Khodabandeh et al., 2018; Yang et al., 2018b) and 3D
skeleton data (Shi et al., 2019; Pavllo et al., 2018; Habibie et al., 2017). Graph convolution net-
works such as STEP (Bhattacharya et al., 2019) and ST-GCN (Yan et al., 2018b) for emotion
and action recognition from skeleton data respectively have also been proposed. Inspired by
these approaches that showcase the communicative capability of gaits and gestures, we use these
non-verbal cues to detect deceptive walks.
3.3 Approach
In this section, we give an overview of our approach. We present details of our user study that
was used to derive a data-driven metric.
3.3.1 Overview
We provide an overview of our approach in Figure 3.1. Our data-driven algorithm consists of
an offline training phase during which we conducted a user study and obtained a video dataset
of participants performing either deceptive or natural walks. For each video, we use a state-of-
the-art 3D human pose extraction algorithm to extract gaits as a series of 3D poses. Using an
extracted pose decouples the problem of interpreting the poses from the problem of inferring the
behavior characteristics of the individuals in the videos. Similar choices have also been made for
action recognition (DGNN, Shi et al. (2019)) and sentiment analysis (STEP, Bhattacharya et al.
(2019)). We also annotate various hand and head gestures performed by participants during the
video. We compute psychology-based gait features, gesture features, and deep features learned
using an LSTM-based neural network. Using these features with their deception labels, we train
a Deception Classifier that detects deceptive walks. At runtime, our algorithm takes a video as
input and extracts gaits and gestures. Using the trained Deception Classifier, we can then detect
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Figure 3.1: Overview: At runtime, we compute gait and gesture features from an input walking
video using 3D poses. Using our novel DeceptiveWalk dataset, we train a classifier consisting of
an LSTM module that is used to learn temporal patterns in the walking styles, followed by a fully
connected module that is used to classify the features into class labels (natural or deceptive).
whether the individual in the video is performing a deceptive walk or not. We now describe each
component of our algorithm in detail.
3.3.2 Notation
We represent the deception dataset by D. We obtain this DeceptiveWalk dataset from a data
collection study. We denote a data point in this dataset by Mi, where i ∈ {1, 2, ..., N} and N is
the number of gaits in the dataset. A data point Mi contains the gait Wi, the gestures Gi extracted
from the ith video, and its associated deception label di ∈ {0, 1}. A value of di = 0 represents a
natural walking video and di = 1 represents a deceptive walking video.
We use a joint representation of humans for our gait formulation. Similar to the previous
literature on modeling human poses (Dabral et al., 2018), we use a set of 16 joints to represent
the poses. A set of 3D positions of each joint ji, i ∈ {1, 2, ..., 16} represents a human pose. We
define the gait Wi of a human obtained from the ith video as a series of poses P ki ∈ R48 where
k ∈ [1, 2, ..., τ ]. Each pose corresponds to a frame k from the video, and τ is the total number of
frames in the video.
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3.3.3 Data Collection Study
We conducted a user study to collect gait and gesture data of individuals performing either
deceptive or natural walks. We conducted a user study to collect gait and gesture data of individ-
uals performing either deceptive or natural walks. We designed this study after working closely
with social psychologists. Many previous studies have demonstrated that participants respond in
a naturalistic manner in experimentally controlled settings (e.g., classic studies by (Milgram and
Gudehus, 1978) and Asch (1956)). Motivated by these approaches, our approach also induces
naturalistic deceptive behaviors induced via the experimenter’s instructions during the briefing.
3.3.3.1 Participants
We recruited 162 participants (109 female, 49 male, 4 preferred not to say, age = 20.39) from
a university campus. Appropriate institutional review board (IRB) approval was obtained for
the study and each participant provided informed written consent to participate in the study and
record videos.
3.3.3.2 Procedure
We adopted a between-subject method for data collection. We compared two conditions:
natural and deceptive. Each participant was randomly assigned to walk either naturally or in
a deceptive manner, as described below. In both conditions, the experiment area remains the
same. We show the experiment setup in Figure 3.2 and Figure 3.3. The experiment consists of the
following steps:
1. The experiment area consists of two floors. The participant is briefed about the procedure
by the experimenter on Floor 1. The participant is informed that he/she is supposed to walk
to a chair, pick up an object from the chair, exchange it with a person wearing a hoodie,
replace the package on the chair, and come back.
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2. The participant then takes the stairs from Floor 1 to Floor 2 and emerges at the Start loca-
tion.
3. The participant then walks towards the Chair. We refer to this walk as Walk 1, and it is
captured by the camera placed behind the chair (Cam 1).
4. After reaching the Chair, the participant picks up an object. In the natural condition, the
object is a collection of classic computer science papers and is placed on top of the chair.
However, in the deceptive condition, the object is a big roll of money and is placed under
the chair.
5. The participant then walks towards the Exchange location. We refer to this walk as Walk 2,
and it is captured by the camera placed behind the Exchange/Start location (Cam 2).
6. At the Exchange location, the participant exchanges the object with a package from the
confederate sitting there. The package is a red package that remains the same in both condi-
tions. In the briefing, the participant is informed that it is a piece of computer hardware.
7. After the exchange, the participant walks back towards the Chair. We refer to this walk as
Walk 3, and it is captured by the camera placed behind the chair (Cam 1).
8. The participant places the exchanged package on the chair.
9. The participant walks towards the stairs located near the Start location. We refer to this
walk as Walk 4, and it is captured by the camera placed behind the chair (Cam 2).
10. The participant walks towards the experimenter on Floor 1 and is debriefed about the exper-
iment.
In this procedure, the deceptive walk is induced by the experimenter during the briefing, the
type of object, and the appearance of the confederate. The experiment was conducted in a public
setting (lobby of an academic building in a university). Throughout the experiment, there were
4− 10 students sitting around the lobby area who were not part of the experiment. In the deceptive
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Figure 3.2: Experiment Procedure: We describe the experiment procedure. The experiment area
consists of two floors. We obtain four videos of walking captured by two cameras, Cam 1 and
Cam 2, for each participant.
condition, the participant is supposed to conceal their activities from these “onlookers.” The ex-
perimenter stresses that the package is a secret, and because of the amount of money involved, it
is really important that the participant keeps anyone from noticing as he/she does these things. In
the natural condition, the confederate is wearing a hoodie with the hood pulled down. However,
in the deceptive condition, the confederate is wearing the same hoodie with the hood pulled up
while wearing sunglasses. Because of this setting, the participant makes a deliberate attempt to
conceal his/her activities, resulting in deceptive behavior (Masip et al., 2004).
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Figure 3.3: Experiment Area: The experiment area consists of two floors. The experimenter
briefs the participant on Floor 1, and the participant performs the task on Floor 2. We show
screenshots of a participant performing the task from Cam 1 and Cam 2.
3.3.3.3 Data Labeling
As described in the procedure, we obtain four walking videos for each participant. For each
video, we extract the 3D pose of the participant in each frame using the human pose extraction
algorithm described below. Specifically, we obtain the 3D position of each joint relative to the
root joint in each frame. Depending on the condition, natural or deceptive, we assign a label to
each walking video.
3.3.4 Human Pose Extraction
To extract a person’s poses from their walking video, we first need to distill out extraneous
information such as attire, items carried (e.g., bags or cases), background clutter, etc. We adapt
the approach of (Dabral et al., 2018), where the authors have trained a weakly supervised network
to perform this task. The first part of the network, called the Structure-Aware PoseNet (SAP-Net),
is trained on spatial information, which learns to extract 3D joint locations from each frame of an
input video. The second part of the network, called the Temporal PoseNet (TP-Net), is trained on
temporal information, which takes in the extracted joints and outputs a temporally harmonized
sequence of poses.
Moreover, walking videos are collected from various viewpoints, and the scale of the person
varies depending on the relative camera position. Therefore, we perform a least-squares similarity
transform (Umeyama, 1991) on each pose in the dataset. This step ensures that each individual




In addition to extracting gaits, we also annotate the gestures performed by the participants
during the four walks. Prior literature on deception suggests that people showing deceptive
behavior often feel distressed, and levels of discomfort can be used to detect a person’s truth-
fulness. These levels of discomfort may appear in fidgeting (adjusting their shirt/moving their
hands) or while glancing at objects such as a clock or a watch (Navarro, 2003). Touching the face
around the forehead, neck, or back of the head is also an indicator of discomfort related to de-
ception (Givens, 2002). We use these findings and consider the following set of gestures:{Hands
In Pockets, Looking Around, Touching Face, Touching Shirt/Jackets, Touching Hair, Hands
Folded, Looking at Phone}. We chose this set because it includes all the hand gestures observed
in the walking videos of participants, and these gestures have been reported to be related to decep-
tion (Givens, 2002; Navarro, 2003). For each walking video, we annotate whether each gesture
from this set is present or absent. For the hands in pockets gesture, we also annotate how many
hands are in the pocket.
3.3.6 DeceptiveWalk Dataset
We invited 162 participants for the data collection study. For each participant, we obtained
four walking videos. Some participants followed the instructions incorrectly, and we could not
obtain all four walking videos for these participants. Overall, we obtained 589 walking videos.
For each video, we extracted gaits using the human pose extraction algorithm. Due to occlusions,
the human pose extraction algorithm had significant errors in 33 of these videos. To expand the
size and diversity of the dataset, we performed data augmentation by reflecting all the 3D pose
sequences about the vertical axis and performing phase shifts in the temporal domain. Reflec-
tion about the vertical axis and the phase shift does not alter the overall gaits. Hence the corre-
sponding labels can remain the same. As a result, we were able to obtain a total of 2224 gaits of
participants from the data collection study.
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Right shoulder by neck and left shoulder
Left shoulder by neck and right shoulder
Neck by vertical and back
Neck by head and back
Distance
Between
Right hand and the root joint
Left hand and the root joint
Right foot and the root joint
Left foot and the root joint
Consecutive foot strikes (stride length)
Area of
Triangle
Between hands and neck
Between feet and the root joint
Depending on the condition assigned to a participant, we assigned each video with a label of
natural or deceptive. We also annotated the various gestures from the gesture set performed by
the participants in each video. We refer to this dataset of 2224 gaits, gestures, and their associated
deception labels as the DeceptiveWalk dataset. The dataset contains 1004 natural and 1220 decep-
tive videos. The dataset contains 552 videos of Walk 1, 564 videos of Walk 2, 532 videos of Walk
3, and 576 videos of Walk 4. We will make this dataset publicly available for future research.
3.4 Automatic Deception Detection
From the user study, we obtain a dataset of 3D pose data for each video. Using this pose data,
we extract gait and gesture features. We also compute deep features using a deep LSTM-based
neural network. We use these novel deception features as input to a classification algorithm. In




In Chapter 2, we used a combination of posture and movement features to represent a gait.
This is based on the finding that both posture and movement features are used to predict an indi-
vidual’s affective state (Kleinsmith and Bianchi-Berthouze, 2013). These features relate to the
joint angles, distances between the joints, joint velocities, and space occupied by various parts of
the body and have been used to classify gaits according to emotions and affective states (Crenn
et al., 2016; Kleinsmith and Bianchi-Berthouze, 2013; Randhavane et al., 2019a). Since deceptive
behavior impacts the emotional and cognitive state of an individual (Slepian et al., 2012; Ekman
and Friesen, 1969), features that are indicators of affective state may also be related to deception.
Therefore, we use a similar set of gait features for the classification of deceptive walks, as de-
scribed below. Combining the posture and the movement features, we obtain 29 dimensional gait
features.
3.4.1.1 Posture Features
In each frame, we compute the features relating to the distances between joints, angles be-
tween joints, and the space occupied by various parts of the body. These features correspond to
the body posture in that frame. We use the 3D joint positions computed using the human pose
extraction algorithm (Section 3.3.4) to compute these posture features as described below:
• Volume: We use the volume of the bounding box around a human as the feature that repre-
sents the compactness of the human’s posture.
• Area: In addition to volume, we also use the areas of triangles between the hands and the
neck and between the feet and the root joint to model body compactness.
• Distance: We use the distances between the feet, the hands, and the root joint as features.
These features model body expansion and also capture the magnitude of the hand and food
movement.
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Figure 3.4: Our Classification Network: Each of the 3D pose sequences corresponding to vari-
ous walking styles is fed as input to the LSTM module consisting of 3 LSTM units, each of depth
2. The output of the LSTM module (the deep feature pertaining to the 3D pose sequence) is con-
catenated with the corresponding gait feature and the gesture feature, denoted by the
⊕
symbol.
The concatenated features are then fed into the fully connected module, which consists of two
fully connected layers. The output of the fully connected module is passed through another fully
connected layer equipped with the softmax activation function to generate the predicted class
labels.
• Angle: We use the angles extended by different joints at the neck to capture the head tilt
and rotation. These features also capture whether the posture is slouched or erect using the
angle extended by the shoulders at the neck.
• Stride Length: Stride length has been used to represent gait features in literature; there-
fore, we also include stride length as a posture feature. We compute the stride length by
computing the maximum distance between the feet across the gait.
We summarize these posture features in Table 3.1. There are 13 posture features in total.
3.4.1.2 Movement Features
In addition to the human posture in each frame, movement of the joints across time is also
an important feature of gaits (Kleinsmith and Bianchi-Berthouze, 2013). We model this by com-
puting the magnitude of the speed, acceleration, and movement jerk of the hands, head, and foot
joints. For each joint, we compute these features using the first, second, and third finite deriva-
tives of its 3D position computed using the human pose extraction algorithm. We also include the
gait cycle time as a feature. We compute this by the time between two consecutive foot strikes
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of the same foot. There are 16 movement features in total. We aggregate both posture and move-
ment features over the gait to form the 29 dimensional gait feature vector.
3.4.2 Gesture Features
We use the set of gestures described in Section 3.3.5 and formulate the gesture features as a 7
dimensional vector corresponding to the set {Hands In Pockets, Looking Around, Touching Face,
Touching Shirt/Jackets, Touching Hair, Hands Folded, Looking at Phone} ∈ R7. For each gesture
j in the set, we set the value of Gji = 1 if the gesture is present in the walking video and G
j
i = 0
if it is absent. For hands in pockets, we use Gji = 1 if one hand is in the pocket, G
j
i = 2 if two
hands are in the pocket, and Gji = 0 if no hands are in the pockets.
3.4.3 Deep Features
Given a sequence of 3D pose data for a fixed number of time frames as input, the task of
the classification algorithm is to assign the input one of two class labels — natural or decep-
tive. To achieve this, we develop a deep neural network consisting of long short-term memory
(LSTM) (Hochreiter and Schmidhuber, 1997) layers. LSTM units consist of feedback connec-
tions and gate functions that help them retain useful patterns from input data sequences. Since the
inputs in our case are walking motions, which are periodic in time, we reason that LSTM units
can learn to efficiently encode the different walking patterns in our data, which, in turn, helps the
network segregate the data into the respective classes. We call the feature vectors learned from
the LSTM layers deep features, fd ∈ R32.
3.4.3.1 Classification Algorithm and Network Architecture
Our overall neural network is shown in Figure 3.4. We first normalize the input sequences of
3D poses so that each individual value lies within the range of 0 and 1. We feed the normalized
sequences of 3D poses into an LSTM module, which consists of 3 LSTM units of sizes 128, 64,
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Table 3.2: Accuracy and Ablation Study: We compared our method with state-of-the-art meth-
ods for gait-based action recognition as well as perceived emotion recognition. Both these classes
of methods use similar gait datasets as inputs but learn to predict different labels. Additionally,
we evaluated the usefulness of the different features for classifying a walk as natural or deceptive.
We observed that all three components of the deceptive features (gait features, gesture features,
and deep features) contribute towards the accurate prediction of deceptive behavior.
ST-GCN DGNN STEP Ours
Yan et al. (2018b) Shi et al. (2019) Bhattacharya et al. (2019) Gestures Gait Gestures + Gait Deep All
77.82% 79.19% 83.68% 61.59% 72.56% 77.74% 82.67% 88.41%
and 32, respectively, and each of depth 2. We concatenate the 32 dimensional feature vectors out-
put from the LSTM module with the 29 dimensional gait and the 7 dimensional gesture features
and feed the 68 dimensional combined deceptive feature vectors into a convolution and pooling
module. This module consists of 2 convolution layers. The first convolution layer has a depth of
48 and a kernel size of 3. It is followed by a maxpool layer with a window size of 3. The second
convolution layer has depth 16 and a kernel size of 3. The output of the second convolution layer
is flattened and passed into the fully connected module, which consists of 2 fully connected (FC)
layers of sizes 32 and 8, respectively. All the FC layers are equipped with the ELU activation
function. The output feature vectors from the fully connected module are passed through a 2 di-
mensional fully connected layer with the softmax activation function to generate the output class
probabilities. We assign the predicted class label as the one with a higher probability.
3.5 Results
We first describe the implementation details of our classification network, followed by a
detailed summary of the experimental results.
3.5.1 Implementation Details
We randomly selected 80% of the dataset for training the network, 10% for cross-validation
and kept the remaining 10% for testing. Inputs were fed to the network with a batch size of 8.
We used the standard cross-entropy loss to train the network. The loss was optimized by running
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the Adam optimizer (Kingma and Ba, 2014) for n = 500 epochs with a momentum of 0.9 and a


















We evaluate the performance of our LSTM-based network as well as the usefulness of the
deep features through exhaustive experiments. All the experimental results are summarized in
Table 3.2.
We compare the performance of using the LSTM-based network with the various input fea-
tures individually. Gesture features by themselves provide the lowest classification accuracy
because they only coarsely summarize the subject’s activities and not their walking patterns. Gait
features, on the other hand, contain only this information and are seen to be more helpful in dis-
tinguishing between the class labels. Gestures and gait features collectively perform better than
their individual performances. However, these features still lose some of the useful temporal
patterns in the original 3D pose sequences. Using LSTMs to learn the temporal patterns directly
from the 3D pose sequences, we observe an improvement of ∼ 5% over using the combined gait
and the gesture features. Finally, combining the deep features learned from the LSTM module
with the gait and gesture features leads to an overall classification accuracy of 88.41%.
Since ours is the first algorithm that detects deception from walking gaits, we compared our
method with prior methods for emotion and action recognition from gaits since these methods
also solve the problem of gait classification (albeit with a different set of labels). We compare
with approaches that use spatial-temporal graph convolution networks for emotion (STEP, Bhat-
tacharya et al. (2019)) and action recognition (ST-GCN, Yan et al. (2018b)). We also compare
our method with an approach that uses a novel directed graph neural network (DGNN, Shi et al.
(2019)) for action recognition. We train these methods on our DeceptiveWalk dataset and obtain
their performance on the testing set similar to our method. Our method outperforms these state-
of-the-art models used for emotion and action recognition by a minimum of 4.7% (Table 3.2). We
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Figure 3.5: Separation of Features: We present the scatter plot of the features for each of
the two-class labels. We project the features to a 3 dimensional space using PCA for visual-
ization. The gait and gesture features are not separable in this space. However, the combined
gait+gestures features and deep features are well separated even in this low dimensional space.
The boundary demarcated for the deceptive class features is only for visualization and does not
represent the true class boundary.
also conducted a subject independent study where the train and test datasets had different sets of
participants. We observed accuracy of 85.06% indicating that the accuracy of our algorithm does
not depend on the participants.
Furthermore, we show the scatter of the features from both the natural and the deceptive
classes in Figure 3.5. The original features are high dimensional (fgait ∈ R29, fgesture ∈ R7, and
fd ∈ R32). Hence we perform PCA to project and visualize them on a 3 dimensional space. The
gait and gesture features from the two classes are not separable in this space. However, the com-
bined gait+gesture features, as well as the deep features from the two classes, are well-separated
even in this lower-dimensional space, implying that the deep features (fd) and gait+gesture fea-
tures (fg) can efficiently separate between the two classes.
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Figure 3.6: Gesture Features: We present the percentage of videos in which the gestures were
observed for both deceptive and natural walks. We observe that deceivers put their hands in their
pockets and look around more than participants in the natural condition. However, the trend
is unclear in other gestures. This could be explained in previous literature that suggests that
deceivers try to alter or control what they think others are paying the most attention to (Ekman
and Friesen, 1969; DePaulo et al., 2003; Navarro, 2003).
3.5.3 Analysis of Gesture Cues
We tabulate the distribution of various gestures in Figure 3.6. We can make interesting obser-
vations from this data.
1. Deceivers are more likely to put their hands in their pockets, look around and check if
anyone is noticing them, touch their face, and look at their phone than the participants in
the natural condition.
2. Participants in the natural condition touched their shirt/jacket more than the deceivers.
3. Deceivers touched their hair and folded their hands at about the same rate as those in the
natural condition.
Previous literature suggests that deceivers are sometimes very aware of the cues they are putting
out and may, in turn, display the opposite of the expectation or display a controlled movement (Ek-
man and Friesen, 1969; DePaulo et al., 2003; Navarro, 2003). This would explain observations 2
and 3. Factors like how often a person lies or how aware they are of others’ perceptions of them
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could contribute to whether they show fidgeting and nervous behavior or controlled and stable
movements. These results are in accordance with the Hawthorne effect. However, more analysis
is necessary to accurately predict the importance of each gesture in the prediction and expression
of deception in real-world cases.
3.6 Conclusion, Limitations, and Future Work
We presented a novel method for distinguishing the deceptive walks of individuals from nat-
ural walks based on their walking style or pattern in videos. Based on our novel DeceptiveWalk
dataset, we train an LSTM-based classifier that classifies the deceptive features and predicts
whether an individual is performing a deceptive walk. We observe an accuracy of 88.41% ob-
tained using 10-fold cross-validation on 2224 data points.
There are some limitations to our approach. Our approach is based on our dataset collected
in a controlled university lab setting. Participants in the study were aware of the context of the
experiment, and compared to real-world situations, the stakes were smaller in our experiment.
This means that our results are preliminary and may not be directly applicable for detecting many
kinds of deceptive walking behaviors in the real-world. We need considerable more investiga-
tion and research in terms of testing these ideas in all kind of situations. This would require
collecting a large sample of unbiased video data in different real-world scenarios and analyzing
them. While we present an algorithm that detects deception using walking, we do not claim that
performing certain gestures and walking in a certain way conveys deception in all cases. Addi-
tionally, since our algorithm does not provide 100% accuracy for classifying both deceptive and
natural walking, there can be false positives and false negatives. Therefore, other data (manual in-
tervention and/or using other modalities) should be considered before assigning a final deceptive
or a natural label to the walking when using our method in real-world applications.
Since the accuracy of our algorithm depends on the accurate extraction of 3D poses, the
algorithm may perform poorly in cases where pose estimation is inaccurate (e.g., occlusions, bad
lighting). For this work, we manually annotate the gesture data. In the future, we would like to
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automatically annotate different gestures performed by the individual and automate the entire
method. Additionally, our approach is limited to walking. In the future, we would like to extend
our algorithm to more general cases that include a variety of activities and also consider factors
such as gender, culture, age, disabilities, etc. The analysis of our data collection study reveals
an interesting mapping between gestures and deception. However, this mapping may depend
on other factors and we would like to explore the factors that govern the relationship between
gestures and deception. Finally, we would like to combine our method with other verbal and
non-verbal cues of deception (e.g., gazing, facial expressions, etc.) and compare the usefulness of
body expressions to other cues in detecting deception.
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CHAPTER 4: PEDESTRIAN DOMINANCE MODELING FOR SOCIALLY-AWARE
ROBOT NAVIGATION
4.1 Introduction
When humans navigate through crowds, they explicitly or implicitly estimate information re-
lated to the trajectories and velocities of other people. Additionally, they also try to estimate other
social information such as emotions and moods, which helps them predict physical characteristics
related to motion and navigation. Someone who looks upset may have more erratic motion paths
and someone who looks preoccupied may be less aware of approaching obstacles.
Considerable literature in motion planning and human-robot interaction has incorporated
social information about humans. Techniques have been proposed for socially-aware robot navi-
gation that predict the movement or actions of human pedestrians (Kruse et al., 2013; Okal and
Arras, 2016). These algorithms can generate paths that consider the right of way, personal spaces,
and other social norms.
Robots may not have social perception abilities as rich as humans, but with their current
perception capabilities (e.g., cameras, depth sensors, etc.), they can identify certain personality
traits or emotions of humans (Bera et al., 2017c). Research has shown that trajectories, facial
expressions, and appearance can be used to automatically assess human personalities, emotions,
and moods (Todorov et al., 2015; Randhavane et al., 2017).
Humans make use of personality characteristics such as psychological dominance (Ridge-
way, 1987) to predict how individuals will act in different situations. Dominance is an essential
psychological characteristic in all social organisms including humans. In general, people at the
top of social hierarchies (i.e., people who have power, influence, or higher social standing) are
dominant, which means they tend to act more aggressively (McDermott et al., 2017) and expect
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Figure 4.1: The robot performs socially-aware navigation among pedestrians. Robot identifies the
dominance characteristics of pedestrians based on their trajectories (marked in blue) and exhibits
complementary behavior. (a) Pedestrians are identified as dominant and the robot therefore
exhibits submissive characteristics (marked in green) and turns away from those pedestrians. (b)
Pedestrians are identified as submissive and the robot therefore exhibits dominant characteristics
(marked in red) and expects the pedestrians to move out of its way. We show the identified dom-
inance values for all the pedestrians and the complementary values for the socially-aware robot.
For full video, refer to the supplementary material.
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others to accommodate and acquiesce to their behavior. Dominance is important for pedestrian
navigation because when dominant pedestrians walk among others they expect others to move
out of their way, while submissive pedestrians do not have this expectation (Ridgeway, 1987).
Humans respond to dominant behavior in two ways; they either mimic the behavior (respond in
a dominant manner) or they complement it (respond in a submissive manner). Research shows
that humans who exhibit complementing responses (dominance in response to submission and
submission in response to dominance) are more comfortable with their interacting partner and
like them more (Tiedens and Fragale, 2003).
Though social hierarchies are unclear in large crowds, psychological research reveals that all
individuals generally feel more dominant or less dominant relative to others, and this trait can
be estimated from their movements. As robots move through human environments, being able
to assess the dominance levels of humans gives them a better ability to navigate through crowds.
In particular, they will be able to complement the behaviors of the human pedestrians and, as a
result, create more positive relationships with humans (Tiedens and Fragale, 2003).
To assess dominance, humans process many social cues, including posture (Lukaszewski
et al., 2016), gait (Montepare et al., 1987), and facial expressions (Todorov et al., 2015). Com-
puter vision and deep learning techniques can be used to identify these cues, though their accu-
racy can vary.
Main Results: In this chapter, we focus on using the trajectories of and proximities among
people to model dominance characteristics and then use them to guide a robot’s navigation. Hu-
mans often express and perceive personality traits through movements, and we use that infor-
mation to identify their dominance levels. We present a novel algorithm that uses trajectory in-
formation to assess pedestrians’ dominance levels and then uses these assessments to facilitate
socially-aware robot navigation around humans. Figure 4.2 presents an overview of our algorithm
for computing the psychological dominance of pedestrians in real-time. Given a video stream
as an input, we extract trajectories of all pedestrians and estimate motion model parameters for
each pedestrian using Bayesian learning algorithms. Based on the motion model parameters of a
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Figure 4.2: Overview: We provide an overview of our dominance modeling and socially-aware
robot navigation that accounts for pedestrian dominance. We present a novel Pedestrian Dom-
inance Model (PDM) that models perceived dominance levels using a simulated dataset of
pedestrians with varying motion model parameters. At runtime, PDM is used to identify the
dominance levels of pedestrians in a streaming input video. We then use PDM to design a
socially-aware navigation algorithm such that the robot exhibits dominance behaviors that are
complementary to the pedestrians’ dominance behaviors.
pedestrian, our novel data-driven pedestrian dominance model (PDM) computes the psychologi-
cal dominance of the pedestrian.
We generate a simulated dataset of pedestrians with varying dominance levels by adjust-
ing the motion model parameters. Using a perception study, we obtain dominance values for
pedestrians in this dataset. Our pedestrian dominance model (PDM) establishes a linear mapping
between the motion model parameters and pedestrian dominance using multiple linear regression.
PDM can predict dominance levels from motion model parameters with ~85% accuracy.
We design a dominance-aware navigation algorithm that takes pedestrian dominance into ac-
count during runtime. A key contribution of our algorithm is facilitating the robots in exhibiting
complementary behaviors to the dominance of pedestrians in addition to providing collision-
free navigation. We also apply pedestrian dominance to navigate an autonomous vehicle among
pedestrians using dominance-based decisions.
Some of the main benefits of our approach include:
1. Robust: Our algorithm is general and can account for noise in the extracted pedestrian trajecto-
ries. Our algorithm can identify the dominance level of each pedestrian in scenarios correspond-
ing to low- and medium- density crowds.
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2. Dominance Model: Our algorithm establishes a mapping between dominance and pedestrian
trajectories that can be used to make judgments about a pedestrian’s internal state.
3. Socially-Aware Robot Navigation: Our real-time robot navigation algorithm generates nav-
igation behaviors that are complementary to the dominance levels of pedestrians. Complemen-
tarity in dominance relationships has been known to result in more rapport and comfort (Tiedens
and Fragale, 2003).
The rest of the chapter is organized as follows. Section II provides an overview of related
work in robot navigation. In Section III, we present the details of our novel pedestrian dominance
model. We present details of the dominance-aware navigation scheme for robots in Section IV.
Section V provides an application for navigating autonomous vehicles among pedestrians.
4.2 Related Work
In this section, we give a brief overview of prior work on robot navigation and behavior mod-
els.
4.2.1 Robot Navigation in Human Environments
Starting with early systems that use robots as tour guides in museums (RHINE (Burgard
et al., 1998) and MINERVA (Thrun et al., 1999)), there has been considerable work on robot
navigation in urban environments (Bauer et al., 2009; Kümmerle et al., 2015). Potential-based
approaches have been used for robot path planning in dynamic environments (Pradhan et al.,
2011). Pedestrian trajectory prediction using Bayesian velocity obstacles (Kim et al., 2014) and a
Partially Closed-loop Receding Horizon Control (Du Toit and Burdick, 2010) has been used for
robot navigation around pedestrians. Pedestrian trajectories have also been predicted by learning
motion characteristics from real-world trajectories (Ziebart et al., 2009; Henry et al., 2010).
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4.2.2 Socially-Aware Robot Navigation
Most of the robot navigation approaches mentioned above can be extended by psychologi-
cal and social information to perform socially-aware navigation (Pandey and Alami, 2010; Bera
et al., 2018b,c). Some methods model the cooperation between robots and humans by using
probabilistic models (Trautman et al., 2013) and data-driven techniques (Pfeiffer et al., 2016;
Bera et al., 2016a). Learning-based approaches have also been used to perform social navigation
that respects social conventions and norms (Chen et al., 2017; Kretzschmar et al., 2016). Many
approaches explicitly model social constraints (Sisbot et al., 2007; Kirby et al., 2009) or con-
sider interactions and personal space (Barnaud et al., 2014) to enable human-aware navigation.
There is work on developing learning algorithms that allow a robot to announce its objective to
a human (Huang et al., 2017). Other systems have treated an autonomous (robot) vehicle and
a human driver as a dynamical system where the actions of the robot and human affect each
other (Sadigh et al., 2016).
Researchers are also studying psychological factors (such as personality) that shape body
movement (Collier, 1985). Models have been proposed (Ball and Breese, 1999b) and devel-
oped (Bera et al., 2017c,a) to predict personality traits and predict future actions based on the
body movements of pedestrians. Relationships between personality differences and spatial dis-
tances between pedestrians and robots have also been explored (Walters et al., 2005). Our work
in modeling psychological dominance is complementary to these methods of using personality
traits as a predictor of movement and can be combined with most of these methods.
4.2.3 Dominance Modeling
There has been work on computing dominance in psychology and AI literature (Randhavane
et al., 2019b). Supervised learning approaches have been proposed to learn dominance based on
audio and verbal cues (Rienks and Heylen, 2005). An extension also includes visual activity cues
in a multi-camera, multi-microphone setting (Jayagopi et al., 2009). Pair-wise influence in face-
to-face interactions has also been modeled based on vocal cues (Otsuka et al., 2006). Most of this
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work is based on verbal or vocal cues, whereas we model dominance as a function of trajectory
information, which is of interest in robot navigation.
4.3 Dominance Learning
Our goal is to model the levels of perceived dominance from pedestrian trajectories. Guy et al.
(2011b) used a simulated dataset of pedestrians to assess the perception of various personality
traits and their relation to different low-level motion parameters. We use a similar data-driven ap-
proach to model pedestrians’ psychological dominance. We present the details of our perception
study in this section and derive the Pedestrian Dominance Model (PDM) from the results.
4.3.1 Perception User Study
4.3.1.1 Study Goals
This web-based study aimed to obtain the dominance labels for a simulated dataset of pedes-
trians. We use a 2-D motion model (Van Den Berg et al., 2011) based on reciprocal velocity
obstacles (RVO) to model the motion of pedestrians. We obtain scalar values of perceived domi-
nance for different sets of motion model parameters used in modeling pedestrian motion.
4.3.1.2 Participants
We recruited 390 participants (217 male, 172 female, 1 other, x̄age = 35.29, sage = 11.13) from
Amazon MTurk to answer questions about a dataset of simulated videos.
4.3.1.3 Dataset
Based on prior work (Guy et al., 2011b), we use a dataset with varying sets of motion parame-
ters values. In particular, we consider the following motion parameters for each pedestrian:
• Neighbor Distance (maximum distance of neighbors affecting the agent),
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• Maximum Neighbors (maximum number of neighbors affecting the local behavior of an
agent),
• Planning Horizon (how far ahead the agent plans),
• Effective Radius (how far away an agent stays from other agents), and
• Preferred Speed.
We represent these motion model parameters as a vector (P ∈ R5): Neighbor Dist, Max Neigh-
bors, Planning Horiz, Radius, Pref Speed.
Parameter (unit) Min Max Default
Neighbor Dist (m) 3 30 15
Max Neighbors 1 40 10
Planning Horiz (s) 1 24 24
Radius (m) 0.3 2 0.8
Pref Speed (m/s) 1.2 2.2 1.4
Table 4.1: Values of Motion Parameters: We present the range and default values of motion
parameters used to create the simulated dataset. These values cover the range of values observed
in the real world.
In this study, we created simulated videos of four different scenarios (refer to the supplemen-
tary video). In each scenario, there is a single highlighted agent wearing a red shirt with a yellow
disk drawn beneath him.
• Pass-Through (PT): The highlighted agent moves through a cross-flow of 40 agents.
• Corridor (C): The highlighted agent and a group of 5 agents start on the opposite ends of a
corridor and walk towards the other end.
• Standing Group (SG): The highlighted agent navigates a group of 5 standing agents to
reach his goal.
• Narrow Exit (NE): The highlighted agent exits through an opening along with 30 other
agents.
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Each scenario was simulated using a 3D crowd simulation framework (Narang et al., 2018)
that uses RVO (Van Den Berg et al., 2011) for collision avoidance. We generated 12 videos
for each scenario by randomly varying the highlighted agent’s motion parameters. The non-
highlighted agents were assigned the default parameters in all cases. Table 4.1 shows the range
and the default values of the parameters used. In each case, we also showed a Reference Video
side-by-side to the Question Video in which all the agents were simulated with the default param-
eters. We used the same Reference Video for all the videos in each scenario.
4.3.1.4 Procedure
In the web-based study, participants were asked to watch a random subset of 6 videos from
one of the four scenarios. Participants then answered whether the highlighted agent was Submis-
sive, Withdrawn, Dominant, or Confident on a 5-point Likert scale from Strongly Disagree (1)
- Strongly Agree (5). Our choice to use these adjectives to represent dominance was based on
previous studies from the psychology literature (Dunbar and Burgoon, 2005; Ridgeway, 1987).
We considered all the adjectives (12) used in these studies and decided to use the four adjectives
that capture general impressions of an individual’s dominance based on a pilot study. Participants
were presented the videos in a randomized order and could watch the videos multiple times if
they wished. Before completing the study, participants also provided demographic information
about their gender and age.
4.3.1.5 Analysis
We average the participant responses to each video to obtain a mean value corresponding to
each dominance adjective: Vsub, Vwith, Vdom, Vconf . We obtain a scalar label for dominance d by
combining these average values and normalizing to convert them into a range of 0-1:
d =




Figure 4.3: Trajectories: We present sample trajectories of the highlighted agent in the Standing
Group and Narrow Exit scenarios. S and G represent the start and goal positions of the pedes-
trian. Dominant pedestrians (red) take a more direct path and expect others to move out of their
way (Ridgeway, 1987). In the Standing Group scenario, these dominant pedestrians also pass
through groups of pedestrians (red and purple). Submissive pedestrians (blue) are diverted more
easily attempting to avoid others and walk around groups of pedestrians standing in their path.
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Figure 4.4: Exit Times: We provide the time at which the highlighted agent can pass through the
narrow exit in the Narrow Exit scenario. Dominant agents take more direct paths and can exit
faster than submissive agents.
We present the trajectories of the highlighted agent obtained by varying the motion model
parameters in the Standing Group and Narrow Exit scenarios (Figure 4.3). Dominant pedestrians
take a more direct path and expect others to move out of their way (Ridgeway, 1987). In the
Standing Group scenario, they also pass through groups of pedestrians, and the pedestrians make
way. Submissive pedestrians are diverted more easily in attempts to avoid others and walk around
groups of pedestrians standing in their path. We also analyze the time taken by the highlighted
agent to pass through the narrow exit in the Narrow Exit scenario in Figure 4.4. More dominant
agents exited the area quicker than submissive agents. As seen in Figure 4.4, a very dominant
agent took 54% less time than the most submissive agent to exit the area.
4.3.2 Pedestrian Dominance Model (PDM)
Using the perception study, we have obtained the dominance value di corresponding to each
variation of the motion model parameters Pi. Given these 48 data points corresponding to 48
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videos in the simulated dataset, we can fit a model for dominance computation using multiple
linear regression. Other forms of regressions can also be employed.
We use the difference between the highlighted agents’ parameters in the Question Video
and those in the Reference Video as input to the regression. This avoids the computation of an
offset in the regression. Like Guy et al. (2011b), we also normalized the input by dividing the
parameters by half of their range to increase the stability of the regression. Thus, our Pedestrian
Dominance Model (PDM) takes the following form:

















0.01 −0.07 −0.41 0.05 0.14
)
(4.3)
The values of the coefficients (D) indicate how the parameters of the motion model affect the
perceived dominance levels of pedestrians. Positive values of coefficients for Preferred Speed
and Radius indicate that dominant pedestrians generally walk faster and have larger interpersonal
distances. A large negative coefficient for Planning Horizon indicates that pedestrians who do not
plan far ahead are perceived to be more dominant. A negative coefficient for Maximum Neigh-
bors indicates that a pedestrian with a lower number of Maximum Neighbors is more likely to
be perceived as dominant rather than submissive. These results comply with the findings of psy-
chological research on dominance, which say that dominant agents tend to act aggressively (Mc-
Dermott et al., 2017) and expect others to accommodate and acquiesce to their behavior (Cohen
et al., 1996). A positive value for the coefficient of Neighbor Distance is not supported by the
psychological literature, but the value is negligibly small.
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Figure 4.5: Dominance Values: We compare the dominance values obtained using the user study
and those predicted by our PDM model for some of the scenarios.
We compare the dominance values obtained from the user (duseri ) and the values predicted
by the PDM model (dPDMi ). We show a sample of 24 values in Figure 4.5. We compute the error
between the two values as:
e(duseri , d
PDM
i ) = |duseri − dPDMi | (4.4)
We compute the average error for all 48 data points using leave-one-out cross-validation. We
observe an average error of 0.15 between the predicted and user-obtained dominance values, i.e.
our PDM can predict dominance from motion model parameters with ~85% accuracy.
4.4 Socially-Aware Robot Navigation
Psychological research shows that, in an interaction, humans who exhibit complementing
responses (dominance in response to submission and submission in response to dominance) are
more comfortable with their interaction partner and like their partner more (Tiedens and Fragale,
2003). We use this finding to provide socially-aware robot navigation such that the robot exhibits
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dominance behaviors that are complementary to the pedestrians’ dominance levels. We explain
the details of this algorithm in this section.
We assume that the environment contains n pedestrians and m robots. We use Reciprocal
Velocity Obstacles (RVO) (Van Den Berg et al., 2011) for collision-free navigation for each robot.
It is expected that the pedestrians move towards their goals while trying to avoid collisions with
each other and with robots. Our approach can also be combined with other motion models based
on Boids or social forces, instead of RVO. We extract trajectories from real-world video input.
We compute the pedestrian motion model (RVO) parameters using Bayesian learning, which also
compensates for noise and incomplete trajectories (Bera et al., 2017c).
We compute the dominance di of each pedestrian (i = 1...n) with the help of PDM (Equa-
tion 4.2). For a single pedestrian with dominance d1, the desired dominance value of each robot
in the group will be (1− d1) because we want the robots to exhibit complementary behavior. For
multiple pedestrians each with a different dominance value di, our desired robot dominance value





(d− (1− di))2 (4.5)
This equation tries to compute the dominance scalar that minimizes the difference from the







Based on Equation 4.2 and Equation 4.3, there can be multiple sets of motion model param-
eters that have the desired dominance values for the robots. Depending on the mechanical con-
straints of the robots, we can choose the parameters Pdes that minimize the cost of navigation in
the environment. Suppose the cost of navigation for a robot as a function of normalized motion
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subject to ddes = D ∗P, (4.8)
where D is the coefficient vector from Equation 4.3.
4.4.1 Performance Evaluation
To analyze the performance of our navigation algorithm, we extracted the trajectories of
pedestrians in different benchmark videos. These crowd videos contain videos with low pedes-
trian density (less than 1 pedestrian per square meter), medium pedestrian density (1-2 pedestri-
ans per square meter), and high pedestrian density (more than 2 pedestrians per square meter).
We obtained the timing results (Table 4.2) for motion model parameter computation and comple-
mentary dominance computation on a Windows 10 desktop PC with Intel Xeon E5-1620 v3 with
16 GB of memory, which uses four cores.
Scenario Analysed Input Avg. time Avg. time
Pedestrians Frames Motion Model Dominance
Manko 42 373 0.034 93E-06
Marathon 18 450 0.041 44E-06
Explosion 19 238 0.033 53E-06
Street 147 9014 0.022 280E-06
TrainStation 200 999 0.061 315E-06
ATC Mall 50 7199 0.037 106E-06
IITF-1 18 450 0.041 44E-06
IITF-3 19 238 0.046 54E-06
IITF-5 18 450 0.056 44E-06
NPLC-1 19 238 0.039 53E-06
NPLC-3 18 450 0.031 52E-06
Table 4.2: Performance on the Benchmarks: We present the performance of motion model
computation and dominance identification algorithms on different benchmark videos. We high-
light the number of video frames of extracted trajectories, the number of pedestrians used for
dominance identification, and the computation time (in seconds).
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4.5 Vehicle-Pedestrian Interaction
PDM can also be used to predict pedestrian behavior in scenarios involving interactions be-
tween autonomous vehicles and pedestrians. In this section, we apply dominance identification
to a vehicle-pedestrian interaction scenario. Dominant people often ignore norms and disregard
oncoming physical threats to seek more power within social environments (Cohen et al., 1996).
We consider these findings from Psychology and use pedestrian dominance to facilitate socially-
aware interactions between autonomous vehicles and pedestrians in shared spaces.
Figure 4.6 provides an overview of our algorithm. Our algorithm uses AutonoVi (Best et al.,
2017) for vehicle navigation simulation. AutonoVi is based on minimizing a cost function that
includes path, comfort, maneuverability, and proximity costs. When the vehicle is located at
position pv, the proximity cost cprox(pi, pv) for a pedestrian i with position pi is computed as
follows:
cprox(pi, pv) = Cpede
−‖pi−pv‖ (4.9)
Here, Cped is a constant coefficient for pedestrian neighbors. AutonoVi uses the same value of
Cped for all pedestrians and does not consider the varying personalities of pedestrians. We model
the pedestrian coefficient for a pedestrian i as a function of their dominance di:
Cped(i) = Cpede
−s·di (4.10)
where s ∈ [0, 1] is a safety variable that controls the usage of dominance prediction in vehicle
navigation. A value of s = 0 corresponds to Cped(i) = Cped∀i, i.e. dominance will not be used
for vehicle navigation. The value of s can be set according to the vehicle’s dynamic variables,
e.g., speed, acceleration, etc.
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Figure 4.6: Autonomous Vehicle Navigation: We apply PDM to vehicle-pedestrian interaction
scenarios. From an input video, we extract the motion model parameters of pedestrians using
Bayesian learning. We then use PDM to identify the dominance level of each pedestrian. We
make use of the AutonoVi algorithm (Best et al., 2017) for navigation. We update the proximity
cost computation for AutonoVi using personalized dominance-based proximity costs for each
pedestrian. Our algorithm thus facilitates dominance-aware interactions between autonomous
vehicles and pedestrians.
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Figure 4.7: Vehicle-Pedestrian Interaction: The vehicle makes a navigation decision based on
the pedestrian dominance. If PDM identifies the pedestrian (green trajectory) as submissive (top
image), the vehicle continues to navigate on its current path (marked by yellow) and predicts that
the pedestrian will stop to let it pass. If PDM identifies a pedestrian (red trajectory) as dominant
(bottom image), the vehicle stops and lets the pedestrian pass.
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The proximity cost for the pedestrian i then becomes:
cprox(pi, pv) = Cpede
−s·di−‖pi−pv‖ (4.11)
Our navigation algorithm then uses these pedestrian-specific proximity costs in AuonoVi’s cost
function.
Figure 4.7 shows a vehicle-pedestrian interaction scenario where the vehicle makes a naviga-
tion decision based on the pedestrian’s dominance level. When the vehicle and the pedestrians
have to share the same space, the vehicle uses PDM to identify the pedestrian dominance. Since
dominant people expect others to move out of their way (Ridgeway, 1987), in the case of a dom-
inant pedestrian, the vehicle stops to let the pedestrian pass. If PDM identifies the pedestrian as
submissive, the vehicle can continue to navigate on its current path.
4.6 Conclusion, Limitations, and Future Work
We present a novel Pedestrian Dominance Model for identifying the dominance of a pedes-
trian based on his or her trajectory information. We perform a user study to obtain perceived
dominance values for pedestrians in a dataset of simulated videos. Using multiple linear regres-
sion, we establish a linear mapping between dominance values and pedestrians’ motion model
parameters. We present an algorithm for identifying pedestrian dominance in real-time from in-
put videos using Bayesian learning. Our formulation for socially-aware robot navigation is based
on prior work in psychology literature, which states that complementarity in dominance increases
the rapport and comfort between two interacting partners (humans and/or robots). We compute
motion model parameters that generate dominance behaviors for robots that will be complemen-
tary to those of pedestrians. We also apply pedestrian dominance computation to the navigation
of autonomous vehicles around pedestrians.
There are some limitations to our approach. Our model currently considers all the pedestrians
around the robot while calculating the motion model parameters. In future, we would like to as-
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sign more importance to pedestrians in the robot’s field of vision and/or immediate vicinity. We
consider trajectory information while evaluating the dominance of pedestrians, but humans also
exhibit other non-verbal and verbal dominance cues. We would like to consider gait, gestures,
gazing, and facial expressions when making judgments about the dominance levels of pedestri-
ans. We would also like the robots to complement these non-verbal indicators of dominance. Our
socially-aware robot navigation uses complementary behaviors to increase the rapport and com-
fort between the robots and pedestrians, but there are situations where the robots must perform
different tasks such as crowd control. We would like to investigate these situations and design
appropriate robot behaviors for them.
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CHAPTER 5: MODELING DATA-DRIVEN DOMINANCE TRAITS FOR VIRTUAL
CHARACTERS USING GAIT ANALYSIS
5.1 Introduction
There is considerable interest in simulating human-like virtual characters. The set of applica-
tions for these simulations includes training, social VR, gaming, virtual crowds, VR therapy, ur-
ban modeling, etc. There are many challenges involved in generating the appearance, movements,
and plausible behaviors of such virtual human-like characters. The behaviors to be generated
include verbal and non-verbal behaviors. Furthermore, many applications need to simulate virtual
characters with varied personalities and traits.
Prior studies and evaluations in psychology and virtual environments have shown that some
of the components of pedestrian movement, including joint positions and orientations, are impor-
tant for realistic human perception (Ennis et al., 2011; Pelechano et al., 2008a). As a result, there
is considerable recent work on generating plausible trajectories or movements of virtual charac-
ters. In the physical world, humans are known to be adept at using many visual cues, including
subtle cues, to make impressions of or social judgments about others. As a result, there has been
some work on simulating and evaluating the benefits of non-verbal behaviors like gaze, gestures,
and gaits (Bailenson et al., 2005).
In this chapter, we focus on analyzing gait features in real-world scenes and using them to
generate gaits of virtual characters that can display a spectrum of dominance traits. A person’s
gait or style of walking is a unique feature of their overall movement. Gaits have been shown to
be an effective biometric cue for visual identification (Wang et al., 2003) or recognition of bio-
logical motion (Beardsworth and Buckner, 1981). Previous studies have shown that humans can
convey and perceive much information including sex differences (Bruening et al., 2015), emo-
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tions (Kleinsmith and Bianchi-Berthouze, 2013), moods, and personality traits from gaits. More-
over, walking style also affects what people tend to remember (Michalak et al., 2015). Overall,
non-verbal cues like gaits and the style of walking can guide the perception of emotions (Roether
et al., 2009a; Atkinson et al., 2004), moods, and personality traits of characters (Heberlein et al.,
2004), including dominance and openness.
In terms of modeling any human-like behavior of a virtual character, it is important to define
the behavior and understand the factors that influence that behavior. Previous research has formu-
lated dominance behavior as the behavior directed towards the control of another through implied
or actual threat (Ridgeway, 1987). Dominance can be defined as a personality trait involving the
motive to control others or as some perception of oneself as controlling others. The dominance
behavior is manifested through various verbal and non-verbal cues. We focus on non-verbal cues
associated with walking gaits to generate virtual characters with dominance traits. This includes
the study of behaviors like postural erectness, postural openness, slumped shoulders, etc., which
affect the perception of dominance. We also use variations in walking speed where characters
with fast-moving gaits are perceived as more dominant than characters with slow-moving gaits.
Our work is also inspired by prior work on the visual perception of human gaits. In particular,
Johansson (1973) showed that a few bright spots, which are used to describe the motions of the
main joints of humans, are sufficient to evoke a compelling impression of human activity. Hu-
mans can perceive a considerable amount of information from watching other humans’ gaits.
Therefore, dominance traits of virtual characters can also be modeled using their walking gaits.
Main Results: We present a data-driven model of dominance traits of virtual characters
based on gait analysis (Figure 5.1). Our formulation is based on using the results of a user study
on gait datasets (CMU, 2018; Narang et al., 2017; Ma et al., 2006) to generate dominance labels
for the walking gaits. We use these annotated walking gaits to generate virtual characters with
different dominance traits. Based on prior work in visual perception on non-verbal cues related to
perceived dominance (Furley et al., 2012; Weisfeld and Beresford, 1982), we extract appropriate
features from human gaits. Next, we classify these features into dominance labels using Support
104
Vector Machines trained on the annotated dataset. Overall, our method can be used to identify the
dominance of any gait. We also present an application of our approach to simulate interpersonal
social relationships relating to dominance between virtual characters.
An overview of our approach is given in Figure 2, where we highlight offline dominance
mapping generation and its application to runtime virtual character generation and gait domi-
nance classification algorithms. Our cross-validation results show that our method can be used to
classify the dominance traits of any new gait with ~73% accuracy.
Our contributions include three user studies to model and validate dominance traits:
• Perception User Study: In this web-based study, we obtain dominance labels for gaits that
are used to establish a gait dominance mapping (Section 6.4.1).
• Validation User Study: In this immersive study, we validate our approach to generating
virtual characters with different dominance traits in a virtual environment. We observe sta-
tistically significant differences between the dominance traits of virtual characters created
using our approach. Results of this extensive study indicate that our data-driven approach
can be used to generate virtual characters with the desired levels of dominant and submis-
sive behaviors (Section 5.5).
• Application User Study: In this immersive study, we present an application for simulating
interpersonal social relationships between virtual characters (Section 5.7). The results
of this study indicate that our approach can be used to simulate the interpersonal social
relationships relating to dominance between virtual characters.
Overall, our approach to model dominance has the following benefits:
1. Interactive Performance: Our approach can be used to interactively generate virtual charac-
ters that exhibit a range of dominance traits.
2. Compatibility: Our approach is orthogonal to different methods used for local navigation or
the generation of other personality traits, gaze, emotions, moods, etc.
3. Generalizability: Our approach can be used to identify the dominance levels of any new gait.
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4. Interpersonal Social Relationships: Our approach can be used to simulate interpersonal
social relationships relating to dominance among virtual characters.
The rest of the chapter is organized as follows. In Section 2, we review the related work in the
fields of behavior modeling and gait analysis. In Section 3, we describe our perception user study.
In Section 4, we describe our gait dominance classification algorithm. We present the details of
our validation user study in Section 5 and our classification results in Section 6. In Section 7, we
present an application of our approach that simulates interpersonal social relationships between
virtual characters and the application user study. We conclude with the limitations and future
opportunities of our work in Section 8.
5.2 Related Work
In this section, we give a brief overview of prior work on behavior modeling of virtual charac-
ters and gait analysis.
5.2.1 Gait Analysis
There is considerable work on automatic recognition of emotions and personalities from body
expressions such as gaits. Most works use a feature-based approach where the features are either
extracted using purely statistical techniques or are inspired from psychological studies. Previous
research has combined features from both facial and body expressions to measure affect (Pollick
et al., 2004; Clavel et al., 2009), emotions (Van den Stock et al., 2007; Meeren et al., 2005), ap-
proachability (Willis et al., 2011), and frustration (Kapoor et al., 2007). Body expressions such
as gaits have been used for the perception of emotions. For example, Janssen et al. (2008) used
neural networks to identify emotions from gaits. They observed that the differences between the
gaits of individuals were much larger than the differences between emotions. Other approaches
classified the emotions based on the synthesis of neutral movements from gaits (Roether et al.,
2009a; Crenn et al., 2017). Further studies have shown that both posture and movement cues
are important for the perception of emotion and personality (Atkinson et al., 2007; Roether
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et al., 2009a). Gaits have also been used for activity recognition (Presti and La Cascia, 2016;
Aggarwal and Xia, 2014). While some of the previous approaches focused on specific activities
such as dancing (Raptis et al., 2011), knocking (Gross et al., 2010), walking (Karg et al., 2010),
games (Kleinsmith et al., 2011), etc., other approaches used a more generalized approach using
body movements (Crenn et al., 2016; Wang et al., 2016). Although there is a lot of work on mod-
eling emotion and other personality characteristics (Bera et al., 2017b, 2016b), there is only a
small amount of work available on modeling dominance. Karg et al. (2010) treat dominance as a
dimension in the emotion space and identify emotions from gaits. Our approach to model domi-
nance in virtual characters and to classify dominance from gaits combines data-driven techniques
with a feature-based method inspired by these approaches.
5.2.2 Behavior Modeling of Virtual Characters
There is considerable literature in psychology, VR, and pedestrian simulation on model-
ing the behavior of pedestrians and virtual characters. Many rule-based methods have been
proposed to model complex behaviors based on motor, perceptual, behavioral, and cognitive
components (Shao and Terzopoulos, 2005). There is extensive literature on modeling emergent
behaviors, starting with Reynold’s work (Reynolds, 1999a). Yeh et al. (2008) described velocity-
based methods for modeling different behaviors, including aggression, social priority, authority,
protection, and guidance. Other techniques used personality traits to model heterogeneous crowd
behaviors (Guy et al., 2011a; Durupinar et al., 2011). Perceptual or user studies have been used
to improve the behavior and rendering of virtual characters (Randhavane et al., 2017). In addition
to these trajectory-based approaches, other algorithms take into account the appearance of virtual
avatars. For example, McDonnell et al. (2009) used perceptual saliency to identify essential fea-
tures that need to be varied to add visual variety to the appearance of avatars. Virtual character
generation approaches have been developed based on the PAD model of emotion by Mehrabian
(1996). Many approaches used body expressions to convey emotions. Vinayagamoorthy et al.
(2006) have summarized some of these approaches that consider body posture and movement fea-
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tures in simulating emotions in virtual characters. McHugh et al. (2010) studied the relationship
between an agent’s body posture and his or her perceived emotional state. Clavel et al. (2009)
combined facial and postural expressions to investigate the overall perception of basic emotions
in virtual characters. In addition to postures, Pelachaud (2009) used gestures to express different
emotions in behaviors of virtual characters. Virtual agents with emotional capabilities have been
used as museum guides (Kopp et al., 2005). Su et al. (2007) proposed a rule-based method to
model specific personality types. In this chapter, we propose a data-driven method for generating
virtual characters with a variety of dominance characteristics. Our approach is complementary to
these methods and can be combined with them. We also provide a dominance classification algo-
rithm that can be used to classify the dominance levels of the gaits generated using any method
(e.g., Holden et al. (2017)).
5.3 Perception User Study
To be able to generate gaits that exhibit a range of dominance traits, we use a data-driven
approach to compute a mapping between gaits and their dominance labels (Figure 5.2). During
precomputation, we use motion-captured gait datasets as input and obtain dominance labels for
each gait using a perception user study. Using the results of this study, we establish a mapping
between gaits and dominance. We use this mapping at runtime to generate gaits for virtual char-
acters that have the desired dominance traits. In the rest of this section, we describe the details of
this dominance perception study.
5.3.1 Study Goals




We used three publicly available motion captured gait datasets: 36 gaits from the CMU
dataset (CMU, 2018), 24 gaits from the ICT dataset (Narang et al., 2017), and 119 gaits from
the BML dataset (Ma et al., 2006). Each gait was visualized using a skeleton mesh and rendered
from the viewpoint of a camera looking at the mesh from the front (Figure 5.3). The visualiza-
tions were generated with the same frame rate with which they were captured (BML: 60 fps,
CMU: 120 fps, ICT: 125 fps). The 179 resulting videos were displayed to the participants in a
web-based user study.
5.3.3 Participants
Since the data obtained from Amazon Mechanical Turk has been shown to be at least as
reliable as those obtained via traditional methods (Buhrmester et al., 2011), we used it to recruit
the participants. A total of 703 participant responses (362 female, 332 male, 9 preferred not to
provide gender, ¯age = 36.3) were used to generate dominance labels. For the smaller CMU and
ICT gait datasets, each participant watched and rated a random subset of six videos while other
participants watched and rated a random subset of 12 videos from the BML dataset. Since our
dataset contains a variety of gaits obtained from three different datasets, we assume that our gait
dataset of 179 videos contains sufficient variations to simulate various levels of dominance traits
and is a representative sample of such variations.
5.3.4 Questionnaire
We designed our questions using previous studies from psychology literature (Rule et al.,
2012; Neave et al., 2003). We considered the adjectives that have been used in previous stud-
ies to assess the dominance traits of humans: tense, relaxed, intimidating, fearful, aggressive,
non-aggressive, dominant, submissive (Ridgeway, 1987), non-confident, sluggish, withdrawn,
confident, energetic, outgoing (Dunbar and Burgoon, 2005).
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Based on the results of a pilot user study, we decided to use a subset of these adjectives for
the final study. For each video, participants were asked if they found the character to be sub-
missive, withdrawn, dominant, and confident. The participants answered each question on a
five-point Likert scale ranging from “strongly disagree” to “strongly agree.”
5.3.5 Results
For each gait Gi in the dataset, we obtained a response radji,j by a participant j to an adjective
adj ∈ {submissive, withdrawn, dominant, confident}. We analyzed the consistency in the partic-
ipant responses using a method similar to that in Kleinsmith and Bianchi-Berthouze (2013) to
estimate how well the participants agreed. We randomly divided the participant responses in two
equal sets P1 and P2. For each adjective, we computed the average of the participant responses

















where np,1 = 351 and np,2 = 352 are the cardinalities of P1 and P2, respectively. We computed











where N = 179 is the number of gaits in the dataset. We repeated the procedure 1000 times.
For these 1000 values of the difference, we observed variance of 0.00058, indicating that the
difference between the two groups does not change significantly depending on the division. This
suggests that participant responses are reliable.
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Table 5.1: Correlation Between Dominance Adjectives: We provide the correlation coefficients
for the dominance adjectives. These adjectives are known to be closely related to an individual’s
dominance and are therefore highly correlated.
Submissive Withdrawn Dominant Confident
Submissive 1.00 0.91 -0.90 -0.87
Withdrawn 0.91 1.00 -0.91 -0.94
Dominant -0.90 -0.91 1.00 0.94
Confident -0.87 -0.94 0.94 1.00
In further analysis, for each gait Gi in the dataset, we calculated the mean of all participant








where np is the number of participant responses collected and adj is one of the four adjectives:
submissive, withdrawn, dominant, confident.
We also analyzed the participant responses to the adjectives. Since all the adjectives cap-
ture general impressions of an individual’s dominance, we expect a strong correlation between
them (Rule et al., 2012). This is shown by the correlation coefficients in Table 5.1.
5.3.6 Data-Driven Dominance Mapping
The high correlations between the adjectives suggest that the underlying dominance factor
in the participant responses can be obtained using factor analysis methods. Therefore, we per-
formed Principal Component Analysis (PCA) on the average participant responses for each video
revealing that a single factor can account for 93.78% variance. We use this factor to combine the






i for a gait Gi into a scalar value ri ∈ R:
ri = 0.43 ∗ rdomi + 0.54 ∗ r
conf
i − 0.44 ∗ rsubi − 0.57 ∗ rwithi . (5.5)
111
The negative coefficients of responses to the submissive and withdrawn adjectives correspond to
the fact that their meanings are opposite from those of the dominant and confident adjectives. We
also normalize the values such that ri ∈ [−1, 1] with −1 denoting the minimum observed value
and 1 denoting the maximum observed value.
Since there can be a disagreement between observers about perceived dominance (Kleinsmith
and Bianchi-Berthouze, 2013), instead of using a scalar value for the dominance of a gait, we
use five classes as dominance labels: (Highly Submissive (HS), Submissive (S), Neutral (N),
Dominant (D), Highly Dominant (HD)).
According to McCrae and John (1992), most people lie somewhere in the middle of the per-
sonality scale. Using the scalar values of dominance ri, we obtain the dominance label di for a




HS if − 1 ≤ ri < −0.8
S if − 0.8 ≤ ri < −0.5
N if − 0.5 ≤ ri ≤ 0.5
D if 0.5 < ri ≤ 0.8
HD if 0.8 < ri ≤ 1
(5.6)
Figure 5.4 shows sample gaits and their computed labels. Figure 5.5 shows the variation in
gait dominance in accordance with our assumption that the gaits from the three datasets capture
the variation in dominance traits.
5.3.7 Interactive Virtual Character Gait Generation
We represent the pose P ∈ R48 of a character as a set of 3D positions of each joint Ji. A
gait Gi is represented by a set of 3D poses P1, P2, ..., Pτ where τ is the number of frames in the
input gait. At runtime, our character generation algorithm takes the desired dominance level ddes
as input. We can also specify any other movement control requirements. For example, some
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Table 5.2: Average Frame Update Time: We present the average frame update time for generat-
ing gaits of virtual characters with different dominance traits. We compare the performance to an













navigation algorithms constrain a character’s walking speed to a maximum value (Van Den Berg
et al., 2011). We represent these requirements as a boolean function f(Gi) that takes a gait Gi as
input and returns true if Gi satisfies the requirement and false otherwise. We find the set of gaits
G from the labeled dataset associated with the desired dominance level:
G = Gi | ddes = di and f(Gi) = true. (5.7)
We choose a gait Gdes ∈ G using random selection and update the joint positions of the char-
acter in the virtual world using the joint positions from Gdes. After updating the joint positions
of the character, its root position can be calculated using any navigation algorithm (Van den Berg
et al., 2008) to generate the character’s movement in the virtual world.
5.3.7.1 Interactivity Results
Using our Virtual Character Gait Generation method, we can generate gaits for virtual charac-
ters at interactive rates. We present the average frame update time in Table 5.2. The results show
that our algorithm can generate gaits for tens of virtual characters at interactive rates.
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Table 5.3: Gait Features: Based on visual perception and psychology literature, we extract
these features from an input gait. Since both posture and movement features are essential for an
accurate prediction of an individual’s affective state (Kleinsmith and Bianchi-Berthouze, 2013),
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Time One gait cycle
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5.4 Gait Dominance Classification
During runtime simulation, new gaits can be generated using motion blending techniques (Feng
et al., 2012). To predict the dominance traits of new gaits, we use a feature-based approach. After
the perception user study, we get a dominance label (Equation 5.6) for each gait in the motion-
captured gait dataset. If we also extract the feature values from each gait in the motion-captured
dataset, then we can train a classifier using the annotated data. This classifier can then classify the
dominance traits of any new input gait. For this purpose, it is necessary to understand the features
that cause a gait to be perceived as dominant or submissive. We describe these features below.
5.4.1 Feature Extraction
Previous studies in psychology literature have shown that factors like postural erectness (We-
isfeld and Beresford, 1982; Curran, 2016), postural openness (Hall et al., 2005), slumped shoul-
ders (Furley et al., 2012), walking speed (Clark-Carter et al., 1986; Hall et al., 2005), etc. affect
the perception of dominance. Previous work on recognition of emotions and affective states from
gaits has also determined features in the form of joint angles, distances, and velocities of the
joints, and space occupied by the body (Crenn et al., 2016; Kleinsmith and Bianchi-Berthouze,
2013). Since both posture and movement features are essential for an accurate prediction of an
individual’s affective state (Kleinsmith and Bianchi-Berthouze, 2013), we define features that
include both the posture and the movement features. We list these gait features in Table 5.3 where
each row corresponds to a feature.
We represent the extracted features of a gait Gi as a vector Fi ∈ R29 corresponding to 29




Openness of the limbs has been shown to affect dominance traits. Exhibiting slightly spread
hands and legs is perceived as dominant, whereas minimizing the occupied space by pulling
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hands and legs in towards the torso is perceived as submissive (Furley et al., 2012; Hall et al.,
2005). We model this as the volume of the bounding box, the area of the triangle defined by both
hands and neck, the area of the triangle defined by both feet and root, the three angles induced by
the triangle formed by both shoulders and neck, and the distances between hands and feet and the
root joint. We also use stride length as a feature to measure openness.
Dominant gaits have been observed to involve an erect posture (Furley et al., 2012; Weis-
feld and Beresford, 1982). In contrast, a submissive gait involves a slouched posture with the
head and chin pointing down. We represent the head orientation as the angle formed by the head
and back joint at the neck. A slouched or erect posture is represented by the angle between the
vertical and back formed at the neck.
5.4.1.2 Movement Features
Movement of body parts such as hand and leg joints are perceived as dominant, whereas less
joint movement is perceived as submissive (Eisenburg, 1937; Hall et al., 2005). We model this
based on the magnitude of velocity, acceleration, and movement jerk (derivative of acceleration)
of the hands, feet, and head.
Fast-moving people are perceived as more dominant than slow-moving people. Low walking
speeds are also regarded as less confident, and high walking speeds are perceived as more con-
fident (Clark-Carter et al., 1986). We model this feature by the time taken to complete one gait
cycle and the stride length.
5.4.1.3 Feature Representation
Given an input gait Gi, we compute features Fi,j for each pose Pj corresponding to a frame in







We also append gait time and stride length features to Fi.
5.4.2 Dominance Classification
Given the feature values extracted using the above method and the dominance labels ob-
tained from the perception user study, we train a dominance classifier. For each gait Gi in the
gait dataset, we have a vector of feature values Fi and a dominance label di. Before training the
classifier, we normalize the feature values to [−1, 1] with −1 denoting the minimum value of
the feature and 1 denoting the maximum value of the feature. We use Support Vector Machines
(SVMs) to classify the features similar to previous approaches for emotion identification from
gait features (Crenn et al., 2016). We use an Radial Basis Function (RBF) kernel with a one-
versus-rest decision function of shape (Crenn et al., 2016; Weston et al., 1999).
5.5 Validation User Study
We performed a user study to validate our approach for generating virtual characters with
desired dominance levels using our mapping. In this section, we give the details of this user
study.
5.5.1 Study Goals and Expectation
This study aimed to show that virtual characters generated using our approach could exhibit
a variety of submissive and dominant personality traits. In particular, we propose the following
hypothesis:




The study was conducted based on a within-subjects design. Participants were shown five
scenes with a virtual character walking in different environments. Participants performed 10 trials
per scene, corresponding to 10 virtual characters with varying levels of predicted dominance.
The order of the scenes and the dominance levels of the virtual characters were counterbalanced.
Participants performed the study using HTC Vive HMD. Participants could look around in the
virtual environment by rotating their heads and could also walk in the tracking space, but there
was no interaction with the virtual characters (Figure 5.1 (top)).
5.5.2.1 Procedure
After welcoming the participants, they were instructed on the overall process and purpose of
the study. They were informed that the study involved using immersive hardware (HMD) and
that it may cause nausea and slight discomfort. The experiment was approved by Institutional
Review Boards and the Office of Human Research Ethics. Before beginning the experiment,
the participants were invited to read and agree to the approved consent form. The participants
were asked to provide optional demographic information about their gender and age. The study
required approximately 30 minutes, and participants were compensated with a gift card worth $5.
5.5.2.2 Participants
We recruited 51 participants (38 male, 13 female, x̄age = 23.2) from the staff and students of a
university.
5.5.2.3 Scenarios
We evaluated the dominance characteristics of the virtual characters in five different scenarios
(Figure 5.7):
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• Crossing: This outdoor scenario had a virtual character crossing a street in a residential
environment.
• Office: This indoor scenario had a virtual character walking in an office environment.
• Park: This outdoor scenario consisted of a virtual character walking in a park.
• School: This indoor scenario consisted of a virtual character walking in a school corridor.
• Scifi: This fantastical scenario involved a virtual character walking on a floating platform.
In each of the scenarios, we used a template character. The character’s clothing and appear-
ance were chosen to minimize the dominance cues from appearance and were kept constant
through-out the experiment. The character’s face was also hidden behind a solid cube to avoid
facial cues. We generated the character’s gait with two gaits from each dominance level, resulting
in a total of 10 trials. From now on, we represent these gaits as:
HS1 , HS2 , S1 , S2 , N1 , N2 , D1 , D2 , HD1 , HD2.
5.5.2.4 Questions
As in the perception user study (Section 6.4.1), we asked the participants whether they found
the character to be submissive, withdrawn, dominant, and confident on a five-point Likert scale
ranging from “strongly disagree” to “strongly agree.”
5.5.3 Discussion
Here we present and analyze the participant responses. For each scene, we obtained the par-






i,j corresponding to a character simulated with a gait Gi,
participant j, and the four adjectives, submissive, withdrawn, dominant, and confident. For each
participant, we converted the responses to the four adjectives into a scalar value ri,j using the
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Table 5.4: Reported Dominance: We present the mean values of the normalized participant
responses ∈ [−1, 1]. We generated 10 characters for each scenario using two gaits from each
dominance level: HS, S,N,D,HD. Participants reported higher dominance for more dominant
gaits, as predicted by our algorithm, across all the scenarios. We have highlighted the instances
where the reported dominance value lies outside the predicted dominance level.
Crossing Office Park School Scifi
HS1 -0.88 -0.90 -0.94 -0.93 -0.97
HS2 -0.82 -0.41 -0.82 -0.80 -0.80
S1 -0.45 -0.53 -0.66 -0.62 -0.55
S2 -0.59 -0.45 -0.58 -0.48 -0.55
N1 0.17 0.05 -0.10 -0.09 -0.06
N2 -0.10 0.07 -0.27 -0.06 -0.42
D1 0.59 0.62 0.48 0.45 0.52
D2 0.79 0.72 0.76 0.78 0.70
HD1 1.00 0.84 0.97 0.80 0.90
HD2 0.95 0.99 0.97 0.98 0.91
principal component in Equation 5.5:
ri,j = 0.43 ∗ rdomi,j + 0.54 ∗ r
conf
i,j − 0.44 ∗ rsubi,j − 0.57 ∗ rwithi,j . (5.9)






where np is the number of participant responses collected for the character simulated with the
gait Gi. We present these mean participant responses in Table 5.4. We normalized the means
∈ [−1, 1], where a higher value indicates higher dominance. We observed that gaits from higher
dominance levels have higher mean values, as predicted by our algorithm.
We performed two-way repeated measures ANOVA to measure the effect of scenario and
gaits on the reported dominance. We observed that both scenario (F (4, 2445) = 5.842, p =
0.000112) and gaits (F (9, 2440) = 484.631, p < 2 × 10−16) have significant effect on the
reported dominance. We also tested for sphericity and normality assumptions of ANOVA using
Levene’s test (Levene, 1961) and Shapiro-Wilk test (Shapiro and Wilk, 1965), respectively. For
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the Levene’s test, we observed p-values of p = 0.1855 > 0.05 for scenario and p = 0.05666 >
0.05 indicating that the sphericity assumption holds. Similarly, for the Shapiro-Wilk test, we
observed a p-value of p = 0.05846 > 0.05, indicating that the normality assumption holds.
We also performed pairwise tests with Bonferroni corrections between gaits across all scenar-
ios. We present the p-values from gaits with different levels of predicted dominance in Table 5.5.
Here, green symbols correspond to significant differences (p < 0.05) and red symbols correspond
to comparisons where significant differences are not found (p > 0.05). We observe statistically
significant differences (p < 0.05) in the means of reported dominance for pairs of gaits with dif-
ferent predicted dominance levels in all but one comparison. For most of these comparisons, the
p-values are extremely small (p < 0.01) with only four values between 0.01 < p < 0.05 (colored
with yellow background). These results support our hypothesis that our data-driven approach can
be used to generate virtual characters with varying levels of dominance.
We conducted the user study for five different scenarios. We performed pairwise tests for
scenarios to assess whether the dominance levels of the generated characters varied significantly
across different scenarios. For most of the characters, the dominance levels did not exhibit sig-
nificant differences across scenarios, as indicated in Table 5.6. We observed that all comparisons
with significant difference between the dominance levels of the generated characters (marked by
green symbols) involved the Office scenario. A possible reason for significant difference between
perception of dominance in the Office scene compared to other scenarios could be that people au-
tomatically assign roles to characters (as shown in the application, Section 5.7) and that may have
caused a significant difference with other scenarios where such roles were not clearly defined.
We conducted the user study for five different scenarios. We performed pairwise t-tests
between scenarios with Bonferroni adjustments to assess whether the dominance levels of the
generated characters varied significantly across different scenarios. For most of the characters,
the dominance levels did not exhibit significant differences across scenarios, as indicated in Ta-
ble 5.6.
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Table 5.5: Pairwise Comparisons for Generated Gaits: We performed pairwise comparisons
using t-tests (df = 249). We present a visualization of the Bonferroni-adjusted p-values obtained
for these comparisons. Here, green symbols correspond to significant differences (p < 0.05) and
red symbols correspond to comparisons where significant differences are not found (p > 0.05).
Comparisons with 0.01 < p < 0.05 have been colored with yellow background. We observe
statistically significant differences (p < 0.05) in the means of reported dominance for pairs of
gaits with different predicted dominance levels (green is more desirable). These results support
our hypothesis that our data-driven approach can be used to generate virtual characters with
varying levels of dominance.
5.6 Dominance Classification Accuracy
In this section, we present the results of the gait dominance classification algorithm. We
divide the datasets into training and testing datasets. For each gait Gi in the dataset, we have
a dominance label di computed from the perception user study. We train our gait dominance
classification algorithm using the training dataset and predict the dominance dpredi for each gait
Gi in the testing dataset. We define the accuracy of our algorithm as the percentage of correctly
predicted gait dominance levels from the testing dataset. Here, we treat dominance labels di as
the ground truth.
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Table 5.6: Consistency Across Scenarios: We perform pairwise t-tests between scenarios to
assess whether the participant responses for a gait remain consistent across a variety of scenarios.
We present a visualization of the p-values with Bonferroni adjustments obtained for these com-
parisons (df = 49). Here, green symbols correspond to significant differences (p < 0.05) and
red symbols correspond to comparisons where significant differences are not found (p > 0.05).
For most of the gaits, there was not a significant difference (p > 0.05) between mean participant
responses across scenarios, indicating consistent dominance levels irrespective of the scenario
(red is more desirable).
Table 5.7 presents the results of our experiments. We considered two sets of dominance lev-
els:
• Five dominance levels: HS , S ,N ,D ,HD (Equation 5.6) and
• Three dominance levels: S ,N ,D where S = HS ∪ S and
D = D ∪HD
We also considered different training and testing datasets. We trained our algorithm using
all the three datasets, using BML and CMU/ICT, and using BML only. We did not train on only
CMU and ICT because these datasets contain very few samples. For the datasets where training
and testing datasets were the same, we performed a 10-fold cross-validation with 2000 iterations.
We observed consistent accuracy for most of the datasets. The performance deteriorated for the
ICT dataset. A possible reason for this deterioration is that the dataset is noisier than the BML
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Table 5.7: Accuracy of Gait Dominance Classification: We present the percentage accuracy of
our gait dominance classification algorithm. We trained our algorithm on the training datasets and
tested it on the testing datasets. For the datasets where the training and testing datasets were the




Dataset 3 Levels 5 Levels
All All 72.94 61.33
BML + CMU BML + CMU 74.02 63.24
BML + ICT BML + ICT 68.56 48.31
BML BML 71.05 50.41
BML CMU 77.78 83.33
BML ICT 62.50 45.83
BML CMU + ICT 73.33 71.67
and CMU datasets. We observe an average accuracy of ~73% and ~61% when using three dom-
inance levels and five dominance levels for classification, respectively. Compared to a random
choice of dominance levels, this accuracy is an improvement of ~40% and ~41% when using
three dominance levels and five dominance levels for classification, respectively.
5.7 Application
In this section, we present an application of our approach that models interpersonal social re-
lations between virtual characters. Among the many dimensions of interpersonal social relations,
we consider the “vertical” dimension, which relates to power, dominance, status, and social hi-
erarchy (Hall et al., 2005). Vertical dimension constructs are defined to be included in situations
where there is
• a situationally defined power, expertise, or status (for example, a teacher-student relation-
ship),
• a self-reported dominant or assertive personality, or
• a perceived and/or rated impression of dominance.
Our approach to generating virtual characters with different perceived dominance traits can
be used to simulate situations where there is a relationship belonging to the vertical dimension
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between virtual characters. To support this argument, we created simplified scenarios where the
vertical dimension of interpersonal social relationships between virtual characters was realized
and validated with a user study (Figure 5.8). We discuss the user study in this section.
5.7.1 Study Goals
We propose the following simplified hypothesis:
Hypothesis: Pairs of characters with different submissive and dominant characteristics can be
used to realize the vertical dimension of interpersonal social relations.
5.7.2 Experimental Design
As in the validation user study (Section 5.5), we used a within-subjects design in which the
participants were asked to participate in two scenarios.
5.7.2.1 Procedure
The procedure was like that in the validation user study. Participants performed four trials of
each of the two scenarios and were compensated with a gift card worth $5.
5.7.2.2 Participants
We recruited 20 participants (15 male, 5 female, x̄age = 26.2) from the staff and students of a
university.
5.7.2.3 Scenarios
We wanted to evaluate whether the vertical dimension, as observed in real-world situations,
can be realized in VR by generating virtual characters with varying dominance traits using our
approach. We used two scenarios from the validation user study in this experiment: Office and
School. In each of the scenarios, two characters were generated with varying levels of dominance.
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Table 5.8: Trials for the Application User Study: Each user performed four trials each for
two scenarios in a randomized order. The two characters in the scene were either submissive or
dominant, as above.
Trial 1 Trial 2 Trial 3 Trial 4
Left Character HS HS HD HD
Right Character HS HD HS HD
Each participant performed four trials of each scenario in a randomized order with the two char-
acters having dominance levels as described in Table 5.8. A single HS gait and a single HD gait
was used for the trials.
We assumed that, if our virtual character generation approach can generate dominant and
submissive characters, then the vertical dimension of the relationship between a teacher and a
student will cause participants to choose the dominant character as the teacher and the submissive
character as the student. Similarly, our assumption in the Office case was that because of the
dominance relationship between a boss and an employee, participants will choose the dominant
character as the boss and the submissive character as the employee.
The appearances of the two characters were similar except for the gaits used, and their faces
were hidden behind solid cube as in the validation user study.
5.7.2.4 Questions
In the Office scenario, for each trial, the participants were asked to indicate whether each char-
acter was an employee or a boss. They could also choose a third option of Unsure if they could
not clearly decide. Participants assigned these labels to each character independently. In the
School scenario, they were asked to indicate whether each character was a student or a teacher,
again with the third option of Unsure.
5.7.3 Discussion
Table 5.9 presents the percentages of participants that chose student, teacher, and unsure for
the School scene and the percentages that chose employee, boss, and unsure for the Office scene.
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5.7.3.1 School Scenario
The results of this scenario suggest that our approach to generating virtual characters with
different dominance traits is not enough to create characters that are distinguishable as teacher
or student. One possible reason for this result is that the dominance relationship in the verti-
cal dimension between a student and a teacher is not clearly defined and the affective or socio-
emotional (horizontal) dimension may be stronger in some cases. The verbal feedback from the
participants brought this point to our attention. Another factor that the participants reported as
having affected their judgment is that the slow walking gait of the submissive character could be
associated with an older teacher.
5.7.3.2 Office Scenario
Like in the School scene, in the Office scene, participants were asked to report whether they
can decide if the virtual character is an employee or a boss. The results of this scenario suggest
that our approach to generating virtual characters with different dominance traits can create
characters that are distinguishable as an employee or boss when one character is submissive and
the other is dominant, supporting our hypothesis. Although the relationship between submissive
traits and the character being an employee was observed, a similar association was not clear when
both the characters were dominant. One possible reason for this is that the possibility of two
dominant bosses in a single scene was not considered by the participants, leading to the reports of
Unsure. Overall, the results of our application user study indicate that our approach can be used
to simulate the vertical dimension of interpersonal social relationships between virtual characters.
Though realism is desirable for applications of virtual reality, simulating these social relation-
ships may reinforce stereotypes. For example, simulating a man as more dominant than a woman
could reinforce gender stereotypes. Therefore, care must be taken while generating virtual charac-
ters that convey social relationships. However, we note that simulations can also be used to create
virtual scenarios that help overcome stereotypes. For example, developers could simulate men
and women as equal in dominance (or even women as more dominant) (Durupinar et al., 2016).
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Table 5.9: Application User Study Results: We present the percentages of participants that
answered teacher, student, or unsure for the School scene (in light gray) and the percentages of
participants that answered employee, boss, or unsure for the Office scene (in dark gray). For the
Office scene, our approach to generating virtual characters with different dominance traits is able
to create characters that are distinguishable as employees and bosses. Overall, the results of our
application user study indicate that our approach can be used to simulate the vertical dimension
of interpersonal social relationships between virtual characters.
Trial 1 Trial 2 Trial 3 Trial 4
HS HS HS HD HD HS HD HD
Student 35 40 45 35 30 40 15 20
Teacher 25 20 45 55 60 40 45 40
Unsure 40 40 10 10 10 20 40 40
Employee 60 55 65 5 0 85 25 15
Boss 5 10 10 75 90 0 35 40
Unsure 35 35 25 20 10 15 40 45
5.8 Conclusion, Limitations, and Future Work
We present a novel approach to computing a data-driven mapping between dominance traits
and gait features. This mapping is used at runtime to generate virtual characters with differ-
ent dominance traits. We validate our approach with a user study in a virtual environment. We
present a gait dominance classification method to classify the dominance traits of new input gaits.
Our algorithm can classify the dominance of gaits with an accuracy of ~73%. We also present
an application of our approach that simulates the vertical dimension of interpersonal social rela-
tionships between virtual characters. In our application user study, participants associated roles
such as employee or boss to virtual characters based on their dominance traits. To the best of our
knowledge, ours is the first approach that models dominance traits for virtual agents at interactive
rates. Additions of realistic human behaviors and interactions have been shown to improve the
sense of presence experienced by users when immersed in virtual environments (Blascovich et al.,
2002; Kyriakou et al., 2015; Guadagno et al., 2007). Our approach to simulating virtual charac-
ters with a variety of dominance characteristics can be used to simulate the vertical dimension
of the interpersonal relationship between virtual agents. Therefore, our approach is applicable
to VR applications like social VR, rehabilitation and PTSD treatments, treatment of crowd pho-
bias, evacuation and urban planning, etc. In addition to these VR applications, our approach can
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also be used for gaming and simulation applications. Simulating virtual characters with variety
of dominance traits can improve the fidelity of character simulations for gaming and training
applications.
Our approach has some limitations. The dominance feature computation is based on the clas-
sification of features from visual perception literature. This classification may not be sufficient to
capture all observed dominance behaviors. Furthermore, we assume that the motion gait datasets
are noise-free, but in practice noise in the joint positions can affect perception. Gaits extracted
from RGB videos using state-of-the-art machine learning techniques (Dabral et al., 2017) contain
noise in the joint positions. Our algorithm does not account for these noisy gaits. There are many
avenues for future work. In addition to addressing these limitations, we would like to evaluate
the performance of our methods for more than two virtual characters. We would like to explore
the reason for the significant difference between the dominance levels of generated characters for
the Office scenario with other scenarios (Section 5.5.3) and the effect of social roles on the per-
ception of dominance. We would also like to identify the importance of trajectories in addition to
gait features on the perception of dominance. Furthermore, we would like to combine these domi-
nance traits with other personality traits and evaluate the performance in virtual environments for
different applications.
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Figure 5.1: Modeling Dominance Traits for Virtual Characters: Our approach learns domi-
nance traits from motion-captured gaits and computes a data-driven dominance mapping. We use
this mapping to interactively generate virtual characters with different dominance traits (below)
for an immersed user (top). According to the psychology literature, more leg and hand movement
and erect posture indicates a dominant gait, whereas slumped posture and less leg and hand
movement indicates a submissive gait.
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Figure 5.2: Overview: We highlight the various components of our approach. We start with
a gait dataset and perform a perception user study to generate different dominance labels. We
also compute different gait-based features representing dominance according to prior work in
psychology. Finally, we compute a data-driven mapping between the dominance labels and the
features. To generate a character with a specific dominance trait, we use the corresponding gait at
real-time using our dominance mapping. Given new gaits, we compute their features and predict
the dominance labels. Our approach can be used to simulate interpersonal relationships relating
to dominance between virtual characters.
Figure 5.3: Sample Visualization of the Gait Dataset: We show sample visualizations of
the gaits of 3 individuals. Gait videos from 179 motion-captured gaits were displayed to the
participants in a web-based user study.
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Figure 5.4: Dominance spectrum: Based on a perception user study, we obtain dominance
labels for motion-captured gaits. As an example, participants rated the character on the left as
Highly Submissive (HS), whereas the character on the right as Highly Dominant (HD). Accord-
ing to the psychology literature, more leg and hand movement and erect posture is observed in a
dominant gait as compared to a submissive gait.
Figure 5.5: Dataset Variation: We divide 179 gaits into 5 dominance levels using a percep-
tion user study: (Highly Submissive (HS), Submissive (S), Neutral (N), Dominant (D), Highly
Dominant (HD)).
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Figure 5.6: Character Representation: We represent a character as a skeleton with 16 body
joints to compute different gait features. The overall configuration of a skeleton, which is used to
extract the features, is defined using these joint features.
Figure 5.7: Scenarios: Our validation user study included 5 scenarios, including indoor, outdoor,
residential, and fantastical scenes.
Figure 5.8: Interpersonal Social Relationship Between Virtual Characters: Our approach can
be used to realize the vertical dimension of interpersonal social relationships. Members of a pair
of dominant and submissive characters generated using our method were perceived by partici-
pants as being a boss or an employee depending on their dominance level in our application user
study (Office Scenario). However, similar results did not hold for the School Scenario where the
dominance relationship in the vertical dimension between a student and a teacher is not clearly
defined.
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CHAPTER 6: FRIENDLINESS MODELING
6.1 Introduction
Intelligent Virtual Agents (IVAs) corresponding to embodied digital or virtual characters are
widely used in augmented or mixed reality environments. In many applications corresponding to
treatment and rehabilitation, virtual assistance, and training, IVAs can help the user accomplish
a variety of goals. Moreover, many of these applications demand that the generated IVAs look,
move, behave, communicate, or act like “living” creatures, whether real or fictional.
There is considerable work on 3D modeling and generating realistic appearances of IVAs
using a combination of capturing, computer vision, and rendering techniques. The resulting algo-
rithms are being integrated with current game engines and AR systems (Li, 2018; Rubin, 2019).
At the same time, a major issue with IVAs is that they are expected to be believable and exhibit
behaviors and emotions that make them appear plausible in an AR environment. In particular,
the user should feel social presence with the IVAs and should feel confident in their abilities to
perform the designated tasks (Bente et al., 2008; Kim et al., 2017, 2018). According to prior
literature (Youngblut, 2003), “social presence occurs when users feel that a form, behavior, or
sensory experience indicates the presence of another individual. The amount of social presence is
the degree to which a user feels access to the intelligence, intentions, and sensory impressions of
another”. It has been shown that the IVAs that exhibit social behavior and human-like personality
traits can improve the sense of social presence (Romano et al., 2005).
The challenge of how to make a user trust an IVA is mirrored by an analogous issue in psy-
chology – how to get people to trust and rely more on other people in joint tasks. When peo-
ple interact with others in joint tasks, they evaluate them on two broad issues: competence and
warmth/friendliness (Fiske et al., 2007). For AR applications, competence is related to an IVA’s
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ability and intelligence and can be increased by giving an IVA the ability to sense and affect the
real world (e.g., using voice, camera, or depth sensors). Although competence is an important
consideration when evaluating potential action partners, an even more important consideration in
terms of evaluating others’ is warmth (Bergmann et al., 2012). Warmth is one of the most funda-
mental interpersonal valuations and deals with whether a person is friendly or not (Argyle, 1998).
Even if a person is competent, if they do not exhibit friendliness, then people don’t trust them and
are not likely to choose them as an interaction partner. Similarly, users are likely to have more
confidence in IVAs that appear friendlier.
In this paper, we address the problem of automatically generating IVA behaviors that make
them appear friendlier by using appropriate cues. Humans voluntarily and involuntarily commu-
nicate emotions, moods, and intent via non-verbal cues. Friendliness or warmth is also communi-
cated by non-verbal movement cues such as trajectories, gestures, gaits, etc. Moreover, humans
use non-verbal cues such as open gestures, relaxed gaits, and moderate amounts of eye contact to
communicate interpersonal warmth (Reece and Whitman, 1962). Inspired by these observations
in psychology, we investigate methods to generate similar non-verbal movement cues to make our
IVAs appear friendlier.
Main Results: We present an approach for modeling Friendly Virtual Agents (FVAs) in an AR
environment based on a novel data-driven friendliness model. Our formulation considers three
major movement characteristics: gaits, gestures, and gazing. We conduct a perception study and
analyze the results to generate a mapping between gaits and perceived friendliness. Moreover,
we use psychological characteristics to model the gesture and gazing features that convey friend-
liness. These movement characteristics are combined and we validate our Friendliness Model
using an elaborate web-based validation study.
We use our friendliness model to generate movement characteristics in the form of non-verbal
cues for an IVA. We use a Behavioral Finite State Machine (BFSM) to control the gaits, gestures,
and gazing cues. Additionally, we augment these movement characteristics with global planning
and collision avoidance techniques to perform navigation in the environment. We validate the
135
impact of the generated FVA on users’ sense of social presence and their confidence in the FVA’s
ability to perform designated tasks in an AR environment using a Microsoft HoloLens. Our study
results suggest that FVAs provide additional confidence in their abilities to complete standard
awareness and influence tasks. Additionally, users experience significantly higher social presence
with the FVAs measured using the standard Temple Presence Inventory (TPI) questionnaire. The
novel contributions of our work include:
1. Friendliness Model: We present a novel data-driven mapping between gaits and their per-
ceived friendliness. We also present friendliness models for gestures and gazing derived
using psychological characterization. We combine these three friendliness models of gaits,
gestures, and gazing to form our overall Friendliness Model (Figure 6.1). We validate the
accuracy of this model using a web-based study (Section 4).
2. We present novel algorithms to generate non-verbal movement characteristics correspond-
ing to the gaits, gestures, and gazing using our friendliness model. Our formulation uses a
BFSM, which is updated based upon the state of the environment. We use these algorithms
to generate appropriate movement behaviors of IVAs in an AR environment (Section 5).
3. AR Validation Study: We conduct an AR study using a Microsoft HoloLens to evaluate
the impact of FVAs on users’ sense of social presence and their confidence in the FVA’s
ability to complete designated tasks in an immersive environment. We hypothesize that
FVA will appear friendlier and will increase the user’s sense of presence and the confidence
in the FVA’s abilities. We observe a statistically significant improvement in the perceived
friendliness (5.71% improvement in mean responses) of virtual agents. Our results also
suggest that users feel a statistically significant increment in the sense of social and spatial
presence with FVAs (Section 6).
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6.2 Related Work
In this section, we give a brief survey of related work on IVAs and their use in AR and mixed
reality. We also present a brief overview of movement characteristics and social behaviors.
6.2.1 Intelligent Virtual Agent Modeling
Significant research has focused on IVAs and their appearance, behaviors, and movements (Mousas
et al., 2018). Norouzi et al. (2018) surveyed previous work on speech modeling, verbal and non-
verbal behavior, physical appearance, and identities of IVAs. Verbal approaches have been used
to model different characteristics of speech and dialogues (e.g., emotions (Fraser et al., 2018)).
Non-verbal approaches corresponding to body posture (Li et al., 2018), gesture (Ferstl and Mc-
Donnell, 2018a), facial expression (Lombardi et al., 2018; Nagano et al., 2018), gaze (Koda et al.,
2017), trajectories (Randhavane et al., 2017; Bera et al., 2018a), etc. have been used to model
social behavior, affective behavior, and personality traits (Zibrek et al., 2018). These approaches
have also been used for robot navigation among pedestrians (Randhavane et al., 2019c; Bera
et al., 2019). Other techniques have been proposed to generate different styles of physical ap-
pearance (realistic vs. cartoon-like) and evaluate their impact on the sense of presence (Gerhard
et al., 2001). Other approaches reconstructed 3D avatars and poses from videos of real humans
for the IVAs (Lin et al., 2016; Tong et al., 2012; Li, 2018; Rubin, 2019). Beun et al. (2003) stud-
ied the impact of visual embodiment and anthropomorphism. Normoyle et al. (2013) studied the
effect of posture and dynamics on the perception of emotions of virtual agents. In this paper, we
model IVAs with friendliness features using movement characteristics. Our approach uses gaits,
gestures, and gazing features and is complimentary to these prior methods.
6.2.2 Movement Characteristics of Virtual Agents
IVAs have been used to populate AR environments for different applications (O’Hare et al.,
2005; Amores et al., 2012). Majority of the research has been focused on designing virtual agents
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that are aware of the changes in the environment and are capable of influencing the environ-
ment (Chuah et al., 2013). Prior studies have shown that these abilities have positive effects on
co-presence and social presence (Lee et al., 2016). IVAs in AR scenarios have been evaluated on
standard social presence metrics (Lombard et al., 2009) and confidence indices (Kim et al., 2018).
In this paper, we design FVAs and evaluate them on similar metrics in an AR environment using
a Microsoft HoloLens.
6.2.3 Social Behavior of Virtual Agents
Most previous methods have used Argyle’s model of relationship (Argyle, 1998) for con-
structing virtual characters (Bailenson et al., 2001a; Cafaro et al., 2012). According to this model,
interpersonal relationships can be represented using two dimensions: dominance and friendliness.
Some researchers have studied dominance relationships of IVAs (Bee et al., 2010). In this paper,
we focus on modeling the friendliness of IVAs. Friendliness refers to the closeness and friendship
levels between two or more agents. Huang et al. (2014) modeled friendliness of social robots
using non-verbal cues. It is known that friendliness is affected by familiarity and warmth (Fiske
et al., 2007). Non-verbal cues such as gaits (Montepare and Zebrowitz-McArthur, 1988), gaz-
ing (Argyle et al., 1974), facial expressions (Reece and Whitman, 1962), etc. are used to convey,
perceive and communicate warmth. Previous research has used these findings to model warmth
of virtual agents. Bergmann et al. (2012) used gestures to communicate warmth in virtual agents.
Kim et al. (2018) studied the impact of visual embodiment and social behavior on the perception
of IVAs. Nguyen et al. (2015) modeled the warmth and competence of virtual agents using a com-
bination of gestures, use of space, and gaze behaviors. Our approach is inspired by these prior
methods and we use non-verbal movement characteristics to generate FVAs.
6.3 Overview
In this section, we introduce our notation and the terminology used in the rest of the paper.
We also give a brief overview of the psychological modeling of friendliness.
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6.3.1 Notation
Previous literature differentiates between the virtual representations perceived to be con-
trolled by humans (i.e. avatars) or those perceived to be controlled by computer algorithms (i.e.
agents). In this paper, we consider the virtual representation controlled by our algorithm as the
FVA. Its visual embodiment is referred to as a 3D model, which consists of a 3D mesh along with
a hierarchical skeleton. The hierarchical skeleton is represented by S, which contains the posi-
tions of all joints relative to their parent joints in a hierarchical tree with the hip joint at its root.
The configuration of the skeleton at time t is represented by conf(S, t) and contains the rotation
angles of all joints with respect to their parent joints.
A person’s gait or style of walking is a unique feature of their overall movement. A pose P ∈
R48 of a human is a set of 3D positions of each joint ji, i ∈ {1, 2, ..., 16}. A gait is a set of 3D
poses P1, P2, ..., Pτ where τ is the number of time steps. Gaits and gestures correspond to time
series of configurations of the skeletons. We represent a gait by g = [conf(S, 0), conf(S, 1), ..., conf(S, n)]
and a gesture by m = [conf(S, 0), conf(S, 1), ..., conf(S, n)]. A set of gaits is represented by
G and a set of gestures is represented by M. Gaze is an important aspect of human face-to-face
interaction and can be used to increase the behavioral plausibility of the virtual characters and the
overall quality of the immersive virtual experience. We begin by determining if the user is visible
w.r.t the virtual agent and use that information for gaze movement. We model gazing behavior as
a boolean variable that represents eye-contact represented by ξ.
We use a BFSM to trigger context dependent gestures and gaze for movement cues. The
BFSM represents the state of the FVA including its immediate goals and tasks. The BFSM can
also include other contexts such as mood and personality. Mathematically, we represent the
BFSM by a function B : t × E → I, which takes the time and state of the environment E and
outputs a unique BFSM state ID i ∈ I. The environment’s state contains the positions and dimen-
sions of the static obstacles and the current positions and velocities of the dynamic obstacles. The
various movements of an IVA and its trajectory computation is performed using this BFSM.
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6.3.2 Friendliness
The notions of friendliness and warmth have been extensively studied in psychology litera-
ture. When people interact with others in performing joint tasks, they typically evaluate them on
two main dimensions of social cognition: warmth and competence (Fiske et al., 2002; Duchan
et al., 1999). The competence dimension concerns whether this agent is able to assist with the
task at hand. This question is answered by considering various factors such as ability, intelli-
gence, and reliability. Substantial research in psychology suggests that humans make inferences
about other people based upon these factors (Cuddy et al., 2011, 2008). Past research on virtual
agents or human-computer interaction has also looked at these issues (Bergmann et al., 2012;
Nguyen et al., 2015).
The other dimension corresponding to the warmth or friendliness, captures whether people
are friendly and well-intentioned. It deals with the most basic interpersonal judgment of whether
someone is a friend or foe and whether the other person means to help or harm you. According
to Fiske et al. (2007), warmth is judged before competence, and it has more importance in terms
of inducing affective and behavioral reactions. Since psychology literature uses warmth and
friendliness in a synonymous manner, we only refer to the term friendliness in the rest of the
paper.
To measure friendliness, previous studies (Bergmann et al., 2012) used a questionnaire of
18 items, including pleasant, friendly, helpful which have to be assessed on a seven-point Likert
scales. Further analysis of this data revealed that the following items tend to measure friendliness
with high reliability: pleasant, sensitive, friendly, helpful, likable, approachable, sociable. In this
paper, we also use this scale to measure the friendliness and represent friendliness as a scalar
value from 0 (not at all friendly) to 1 (very friendly). This scalar value is obtained by averaging
the responses to the scale items and normalizing them to [0, 1].
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Figure 6.1: Friendliness Model Overview: Friendliness can be conveyed using nonverbal cues
of gaits, gestures, and gazing. We use data-driven techniques and psychological characterization
to formulate a mapping between friendliness and gaits, gestures, and gazing.
6.4 Friendliness Model
In this section, we describe the friendliness model starting with the friendliness perception
study used to obtain a mapping between gaits and their perceived friendliness. Next, we describe
the psychological characterizations used to model gestures and gazing features that convey friend-
liness. We refer to this model of friendliness and non-verbal cues as the Friendliness Model in
this paper. Finally, we present the details of the web-based validation study used to validate our
Friendliness Model.
6.4.1 Friendliness Perception Study for Gaits
This study aimed to obtain a mapping between gaits and their perceived friendliness.
6.4.1.1 Gait Dataset
We designed a data-driven approach and used 49 gaits from a publicly available dataset of
motion-captured gaits (CMU, 2018) to compute this mapping. We visualized each gait in the
dataset and asked the participants to rate each gait on a friendliness metric. To avoid the appear-
ance of the 3D model affecting the gait’s perceived friendliness, we generated the gait visualiza-
tions using only a skeleton mesh (Figure 6.2).
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Figure 6.2: Gait Visualizations: We present sample visualizations of three gaits from a publicly-
available, motion-captured gait dataset used for our user-study. We asked the participants to
rate each gait video on a 7-point scale for a friendliness measure (Section 4.1.3). Based on the
responses to 49 gaits from participants, we designed a data-driven model of friendliness and gaits.
6.4.1.2 Participants
We recruited 68 participants (35 female, 33 male, ¯age = 35.75) from Amazon Mechanical
Turk. We presented a subset of 10 videos to each participant in a randomized order. The par-
ticipant could watch each video as many times as he/she wanted and then rate the video on a
friendliness measure. For each video, we obtained a minimum of 10 participant responses.
6.4.1.3 Friendliness Measure
We used a standard friendliness measure (Section 6.3.2) with seven components: pleasant,
sensitive, friendly, helpful, likable, approachable, sociable. For each component, the participants
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provided ratings on a 7-point scale with 7 indicating a high level of agreement. We also asked
whether the participants found the gaits to be unnatural.
6.4.1.4 Results
We first analyzed the naturalness of gaits and found that the participants found the gaits to be
natural (a mean value of 3.87 for the unnaturalness question). For each gait gj ∈ G in the dataset,
participants provided seven ratings corresponding to the items of the friendliness measure. We
represent a participant response as rkj,item where j is the gait ID, item is one of the items of the
friendliness measure, and k is the participant ID. We evaluated the reliability of the measure by
computing Cronbach’s α. We obtained a value of α = 0.922 indicating that the seven compo-
nents used for the friendliness measure are reliable. Since social perception is affected by the gen-
der of the observer (Carli et al., 1995; Forlizzi et al., 2007; Krämer et al., 2016), we performed a
t-test for differences between the responses by male and female participants. We observed that
the gender of the participant did not affect the responses significantly (t = −0.735, p = 0.466).
We aggregated the participant responses to each gait gj and obtained the average response to














We normalize the value of fj to a range [0, 1] where 1 represents very high friendliness and 0
represents very low friendliness.
Using the results of this perception study, we obtained a perceived friendliness value fj for
each gait in our dataset gj . We refer to this mapping as the friendliness model of gaits.
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6.4.2 Friendliness Model for Gestures
Laban Movement Analysis (Laban and Lawrence, 1979) provides the basis for most research
in the area of the description of bodily movement. According to Bergmann et al. (2012), presence
of gestures increases the perception of the friendliness of a virtual agent. Using video analysis,
Nguyen et al. (2015) divided hand gestures into two categories: open gestures and closed ges-
tures. These results show that open gestures are perceived as more friendly, and closed gestures
are perceived as less friendly. Based on these results, we connect the hand gestures mhand to three
levels of friendliness (f ∈ [0, 1]):
mhand =

absent, if f ≤ 0.33,
closed, if 0.33 ≥ f < 0.67,
open, iff ≥ 0.67.
(6.3)
These hand gestures include waving, folding of arms, etc. We also include appropriate head
gestures (e.g., nodding and shaking of the head) for the interaction of our FVA with the user. We
connect these head gestures mhead to high and low friendliness(f ∈ [0, 1]):
mhead =

absent, if f < 0.5,
present, if f ≥ 0.5.
(6.4)
6.4.3 Friendliness Model for Gazing
According to previous research, maintaining eye contact is associated with friendliness (Nguyen
et al., 2015). We control the gazing of the FVA such that the eye contact between the user and the
FVA is maintained. This can be computed using visibility computations. In particular, we define
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the boolean variable ξf based on the value of friendliness as follows:
ξf =

0 if f < 0.5,
1 if f ≥ 0.5,
(6.5)
where 0 represents eye-contact being absent and 1 represents eye-contact being maintained.
6.4.4 Overall Friendliness Model
We combine these three friendliness models of gaits (Equation 6.2), gestures (Equation 6.4),
and gazing (Equation 6.5) derived using a data-driven approach and psychological characteriza-
tion using a BFSM. The combined model, after combining and computing the set of gestures M
(mhand, mhead, and ξf ) and gait G is referred to as the Friendliness Model, which provides appro-
priate gait, head gesture, hand gesture, and gazing behaviors according to a given friendliness
level.
6.4.5 Web-based Validation Study
We conducted a web-based validation study to evaluate our model. This study aimed to vali-
date whether our Friendliness Model was able to model the friendliness of virtual agents (FVA)
correctly.
6.4.5.1 Virtual Agents
We generated virtual agents with varying non-verbal cues that are modeled using our friend-
liness model. The virtual agents were visualized with a default male 3D model generated using
Adobe Fuse software, which was rigged with a hierarchical skeleton using Adobe Mixamo. Fig-
ure 6.3 provides a sample visualization of the virtual agents generated for this study.
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6.4.5.2 Nonverbal Movement Characteristics
For this study, we generated videos of virtual agents with nonverbal characteristics simulated
according to the following scenarios:
• Walking: This scenario had three videos of the virtual agent walking with three different
gaits corresponding to friendliness values flow = 0.2, fmedium = 0.5, and fhigh = 0.9.
• Waving: This scenario had three videos of the virtual agent performing a hand waving
gesture with three levels of openness of the gesture.
• Nodding: This scenario included a video consisting of two agents standing side-by-side
and answering “yes” to a question. One of the agents performed a nodding head gesture
(corresponding to friendliness value f ≥ 0.5), while the other agent did not perform any
head gesture (corresponding to friendliness value f < 0.5).
• Shaking: This scenario included a video consisting of two agents standing side-by-side
and answering “no” to a question. One of the agents performed a head shaking gesture
(corresponding to friendliness value f ≥ 0.5), while the other agent did not perform any
head gesture (corresponding to friendliness value f < 0.5).
• Gazing: This scenario had a video consisting of two agents standing idly side-by-side. One
of the agents maintained eye-contact with the user (corresponding to friendliness value
f ≥ 0.5), while the other agent did not maintain eye-contact (corresponding to friendliness
value f < 0.5).
6.4.5.3 Friendliness Measure
We again used the standard friendliness measure (Section 6.3.2).
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Figure 6.3: Waving Gestures: We generated videos of virtual agents with nonverbal character-
istics corresponding to varying levels of friendliness as predicted by our Friendliness Model. A
closed gesture corresponds to a lower friendliness level, whereas an open gesture corresponds
to a higher friendliness level. We performed a web-based validation study to evaluate our model
using these videos.
6.4.5.4 Participants
We recruited 29 participants (14 female, 15 male, ¯age = 38.82) on Amazon Mechanical
Turk. We presented the videos of the resulting virtual agents to participants in a randomized order.
Participants rated each virtual agent on the standard friendliness measure. Therefore, for each
virtual agent, we obtained 29 responses.
6.4.5.5 Results
For each virtual agent, we aggregated the participant responses and obtained friendliness
value f ∈ [0, 1] using the method described in Section 6.4.1.4. We performed a t-test for differ-
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Virtual Agent Description fpred fobtained
Gait 1 Corresponding to flow flow = 0.20 0.39
Gait 2 Corresponding to fmedium fmedium = 0.50 0.48
Gait 3 Corresponding to fhigh fhigh = 0.90 0.80
Waving 1 Closed waving 0.33 ≤ f < 0.67 0.48
Waving 2 Slightly open waving f ≥ 0.67 0.72
Waving 3 Very open waving f ≥ 0.67 0.88
Nodding 1 No head gesture f < 0.5 0.23
Nodding 2 Nods head f ≥ 0.5 0.89
Shaking 1 No head gesture f < 0.5 0.30
Shaking 2 Shakes head f ≥ 0.5 0.64
Gazing 1 Maintains eye-contact f ≥ 0.5 0.63
Gazing 2 Does not maintain eye-contact f < 0.5 0.26
Table 6.1: Results of Web-based Validation Study: We present the details of the movement
characteristics generated and their friendliness values obtained using the web-based valida-
tion study. The results of this study indicate that our Friendliness Model correctly models the
friendliness using nonverbal movement characteristics corresponding to gaits, gestures, and
gazing.
ences between the responses by male and female participants. We observed that the gender of the
participant did not affect the responses significantly (t = −1.378, p = 0.184).
We present the results of this study in Table 6.1. The results of this study support that our
model of friendliness and nonverbal cues can model the friendliness of virtual agents.
6.5 Friendly Virtual Agents
In this section, we use our Friendliness Model to generate FVAs. We describe the algorithm
to generate movements corresponding to gaits, gestures, and gazing to make an agent appear
friendlier in an AR environment.
6.5.1 Movement Characteristics Generation
We provide an overview of our end-to-end approach to simulating various movements of an
FVA in Figure 6.4. At the start of the simulation, the environment state and a BFSM are initial-
ized based on the user input and the intended tasks. We use a 3D human model for the represen-
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Figure 6.4: FVA Generation: We highlight our approach to generating a FVA in an AR environ-
ment. Our approach uses non-verbal movement characteristics of gaits, gestures, and gazing to
convey friendliness. Based on the state-of-the-environment, these features are used to generate
the movement of the FVA using a BFSM. We highlight the initialization steps on the left and
various components of our runtime system on the right. The BFSM is used to compute each
movement cue, which is finally used to update the various joint positions for each FVA. The
FVA’s movements are visualized in an AR device (e.g., Microsoft HoloLens) using a 3D human
model represented using a mesh and a hierarchical joint-based representation. We use 3D models
corresponding to friends and celebrities to evaluate our approach.
tation of the FVA. This model is rigged using an automatic rigging software and a hierarchical
skeleton is associated with appropriate joint values.
At runtime, we update the BFSM state according to the state of the environment and whether
the FVA has completed the assigned tasks. Based on the updated state, a global planning step is
used to compute the next intermediate goal position and configuration for the FVA. Next, we
compute velocities for local navigation (if it needs to change location in the real world) and
decide gaits, gestures, and gazing behaviors according to the BFSM state. We then update the
joint positions and angles of the FVA’s hierarchical skeleton using the computed gaits, gestures,
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and gazing features. We visualize the FVA using the selected 3D model in an AR device such as
the Microsoft HoloLens. We describe these components in detail below.
6.5.2 Behavioral Finite State Machine
We use a BFSM to represent the behavioral state of the FVA and control its behavior. We
assume that the environment consists of static obstacles and dynamic obstacles. We also assume
that the locations of these static obstacles and their dimensions can be reliably estimated. Addi-
tionally, dynamic obstacles can also be tracked, and their positions and velocities can be reliably
determined at each time step. These dynamic obstacles may include humans in the real world
(including the user) and virtual agents. During the initialization step, the environment’s state is
initialized with positions and dimensions of the static obstacles and the current positions and
velocities of the dynamic obstacles. We represent this state of the environment by E. Using the
environment state and the intended task, a BFSM is initialized and the starting state of the BFSM
is computed for a given task.
At runtime, we update the state of the BFSM based on the environment state and determine
the FVA’s behavior within the context of the current task. The BFSM also computes a goal posi-
tion ~gi for each virtual agent. If there are obstacles or other virtual agents in the environment, we
make sure that the resulting movements are collision-free.
6.5.3 Global and Local Navigation
If the goal position of virtual agents is different from their current position, then a navigation
algorithm is used to compute the trajectory to the new position. We utilize the multi-agent sim-
ulation framework, Menge (Curtis et al., 2016), to implement our local navigation algorithm. In
this framework, a global navigation step breaks down the goal positions into intermediate goals
that avoid collisions with the static obstacles in the environment. Moreover, a local navigation
step provides collision-free navigation to the intermediate goals while avoiding collisions with dy-
namic obstacles, which include other virtual agents and users’ avatars, using a reciprocal collision
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avoidance approach. This computes a trajectory in the 2D plane. We ensure that no collisions are
introduced due to other joint movements.
6.5.4 Gait Generation
When the agent is walking towards its goal position, as determined by the BFSM and the
local navigation algorithm, its walking style is modeled using its gait gdes. Based on the input
friendliness value fdes, we use the Friendliness Model to obtain the gait gdes from the gait dataset
G as follows:




abs(fj − fdes) ∧ gj ∈ G, (6.6)
where n is the number of gaits in G and abs(·) represents the absolute value. This way we ensure
that the gait of the FVA has the desired friendliness based on our model as presented in Section
4.1.
6.5.5 Gestures
We associate the BFSM state with gestures based on a mapping GE : I → M, where M rep-
resents a set of gestures mj (j = 1...n) and I represents the set of BFSM states. This mapping is
based on the BFSM context and on the use of open gestures to convey a high level of friendliness.
For example, the FVA performs a waving gesture when the FVA exits the scenario or nods its
head while indicating agreement with the user. Given the appropriate hand and/or head gestures
mhand and mhead, we use the input friendliness value fdes and the Friendliness Model formulation
(Equations 6.3 and 6.4) to decide whether to use the open or closed gesture.
6.5.6 Gazing
In addition to friendliness, maintaining eye-contact or gazing also depends on the envi-
ronment state (e.g., eye-contact should not be maintained while walking away (Narang et al.,
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2016a)). Therefore, we associate a BFSM state to decide whether to maintain eye-contact or not
GA : I→ ξBFSM where ξBFSM is a boolean variable. We combine this function with the gazing
behavior decided by the Friendliness Model ξf (Equation 6.5) and compute a variable ξ:
ξ = ξf ∧ ξBFSM , (6.7)
where ξ = 0 represents that the eye-contact is absent and ξ = 1 conveys that the eye-contact is
being maintained.
We use the FVA’s 3D model to maintain eye-contact during a movement or task. Specifically,
we manipulate the flexion and rotation angles of the FVA’s neck joint (Figure 6.5). We use the 3D
positions of the user’s eye (represented by the rendering camera, ~pc)) and the position of the FVA
(~pFV A) to compute the flexion θf and rotation θr angles:
θf = asin
(~pc,z − ~pFV A,z




(~pc,x − ~pFV A,x
||~pc − ~pFV A||
)
. (6.9)
We can also check the line-of-sight between the agent and the user using visibility queries. For
this computation, we assume that the FVA is facing the x-axis and the z-axis points vertically up.
Other orientations of the FVA can be similarly modeled by adding a coordinate transform in the
computation.
6.6 Results and AR Validation Study
In this section, we describe the implementation of FVA in an AR environment using a Mi-
crosoft HoloLens. We also present the details of our validation study conducted in an AR sce-
nario to evaluate the benefits of FVA in terms of social presence.
Our algorithm is implemented on a Windows 10 Desktop PC with an Intel Core i7-7820HK
CPU at 2.90 GHz, Nvidia GeForce TitanX graphics card, and 16 GB of RAM. All the behavior
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Figure 6.5: Gazing Cues: Friendliness can be conveyed using nonverbal cues associated with
gazing. We model gazing features by computing the neck flexion and rotation angles such that
the FVA maintains eye-contact with the user (represented by the rendering camera, ~pc).
modules run on the CPU, and we use the NVIDIA GPU for rendering. In practice, our system
can render virtual agents at interactive rates of ~70 FPS. Furthermore, we can handle a few tens
of agents at interactive rates (i.e. at frame rates more than 30 FPS). As a user walks around the
AR environment or performs the tasks, we control the friendliness of IVAs using our approach
based on their gaits, gestures, and gazing. To evaluate the perceptual benefits, we also conducted
an AR Validation study.
6.6.1 Experiment Goals
The goal of this experiment was to evaluate the impact of our FVAs in terms of users’ sense
of social presence with and their confidence in the FVA within an AR environment.
6.6.2 Participants
Based on prior studies (Kim et al., 2018) and our initial pilot tests, we decided to recruit 20
participants, which proved to be sufficient to show significant effects in our experiment. We
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recruited 10 female and 10 male participants for our experiment ( ¯age = 27.75) from a university
community. All the participants had a correct or corrected-to-normal vision. Three participants
wore glasses during the experiment. None of the participants reported any history of discomfort
with the HoloLens.
6.6.3 Virtual Agents
For this experiment, we used two types of 3D models to represent the virtual agents. One of
the models, Ryan, was a commercially-available 3D model of a celebrity. The other model, John,
was designed and rigged using Adobe Fuse and Adobe Mixamo. We used two different models
to account for variation in appearance. Previous research suggests that females appear friendlier
than males (Abele, 2003). We control this gender effect by conducting the study with only male
avatars. We generated virtual agents using two methods:
• Default: A virtual agent with a default gait (friendliness value of f = 0.52) and with
gestures and gazing features absent. We refer to this agent as the Default agent in the rest
of this section.
• FVA: A virtual agent generated using our Friendliness Model. We used a gait with friendli-
ness value of f = 0.97. The agent performed appropriate gestures, including head nodding
and waving. The agent also maintained eye-contact with the participant (represented by the
rendering camera).
Based on these two 3D models and two methods, we obtained four variations of virtual agents
in our AR environment: DefaultRyan, FVARyan, DefaultJohn, FVAJohn.
6.6.4 Study Design
To compare the FVA with the Default agent, we wanted to let the participants interact with
two types of agents directly. Therefore, we used a within-subjects design where each partici-
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Task Description Participant Command Agent Acceptance Response Agent Completion Response
A1 See Please check if anyone is in
the adjacent room.
Okay! I am checking if anyone
is in the adjacent room right
now.
There are a few people
in the adjacent room.
A2 Hear Please check if it is quiet
enough to perform the
experiment.
Okay! I am checking if it is
quiet enough to perform the
experiment.
It is quiet enough to
perform the experiment.
A3 Feel Please check if the tem-
perature is high enough to
conduct the experiment.
Okay! I am checking if the
temperature is high enough to
conduct the experiment.
The temperature is high
enough to conduct the
experiment.
I1 Physical Please close the adjacent
room’s other entrance.
Okay! I am closing the adja-
cent room’s other entrance.
I closed the adjacent
room’s other entrance.
I2 Social Please tell someone that the
experiment will end in 15
minutes.
Okay! I am telling someone
that the experiment will end in
15 minutes.
I told someone that the





Please tell someone that I
am not feeling well.
Okay! I am telling someone
that you are not feeling well.
I told someone that you
are not feeling well.
I4 Digital Please turn off the audio
and video recording in the
adjacent room.
Okay! I am turning off the
audio and video recording in
the adjacent room.
I turned off the audio
and video recording in
the adjacent room.
Table 6.2: Tasks Performed in Our AR Validation Study: Participants in an AR environment
used a Microsoft HoloLens. Each participant was asked to give commands to the virtual agent to
perform three awareness tasks and four influence tasks. The awareness tasks (A1, A2, and A3)
were related to the agent’s ability to sense the real world whereas the influence tasks were (I1,
I2, I3, and I4) were related to the agent’s ability to influence it. In each task, after the participant
gave the command, the agent responded with an acceptance response and proceeded to perform
the task. After completing the task, the agent provided the completion response. After each task,
the participant answered a question that measured the participant’s confidence in the virtual
agent’s ability to complete the task. After the completion of the last task, the agent responded
“Bye Bye” and the simulation ended. The participants then answered a friendliness questionnaire
(Section 6.3.2) and a subset of the Temple Presence Inventory to measure the social presence.
pant interacted with all four variations of the virtual agents. We presented the virtual agents in a
randomized order to account for the order effects.
6.6.5 Procedure
Our experiment and evaluation were conducted in a laboratory setting. After entering the
laboratory, the participants were informed about the study and the procedure. After consenting
to participate in the study, the participants sat down in a chair and wore the Microsoft HoloLens
HMD. We used a physical room-like experiment with an area of 4.0m× 4.0m. There was a door in
155
front of the participant’s chair that led to another room, referred to as the “adjacent room” in the
rest of the paper.
Each participant performed four sessions corresponding to the four virtual agents in a ran-
domized order. In each session, the participants and the agent interacted as part of a scripted
pseudo-real story to perform some tasks based on the participant’s verbal commands. This story
was designed based on previously used methods to evaluate the confidence and social presence
of virtual agents in an AR environment (Kim et al., 2018). The participants were provided with
instructions about how to progress through the story using an iPad. The iPad also served as an
interface for answering the questionnaire for the users.
6.6.6 Interaction Scenario
The main story started with an introduction stage, where the virtual agent introduced itself
as the “lab assistant” who will help the participant conduct an experiment. In this stage, the vir-
tual agents FVARyan and FVAJohn maintained eye-contact with the participants, whereas De-
faultRyan and DefaultJohn did not maintain eye contact. This helped us evaluate the benefits of
gazing.
After the introduction stage, we begin the main story involving the participant asking the
virtual agent (lab assistant) to perform some tasks in the adjacent room. Participants performed
seven tasks per session related to the virtual agent’s awareness of the environment (three tasks)
and its influence on the environment (four tasks). We list the tasks in Table 6.2. The awareness
tasks (A1, A2, and A3) are related to the agent’s ability to sense the real world. Specifically,
they involve the agent’s ability to see, hear, and feel the real physical world. These abilities are
analogous to humans’ natural abilities to sense the world around them. For the virtual agents,
these abilities can be realized with cameras, microphones, and thermometers, respectively.
The influence tasks (I1, I2, I3, and I4) are related to the virtual agent’s ability to influence the
real world. Specifically, they involve the agent’s abilities in terms of physical, social, social criti-
cal, and digital influence. These abilities can be realized by devices such as smart-doors (Morris
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et al., 2013) and speakers. In our experiment, we did not implement the actual functionality and
used pre-defined agent responses.
Within each of the seven tasks, the participant first gave a verbal command to the agent ac-
cording to the instructions provided on the iPad. To avoid errors arising from speech processing,
we used a human-in-the-loop mechanism where a human operator triggers the agent acceptance
response after hearing the participant’s commands. The agent responded to the participant via
text. After providing the acceptance responses, the agent navigated to the adjacent room and per-
formed the task. To create an impression of performing the task, the virtual agent stood facing
away from the participant for five seconds. The agent then walked back and stood in front of
the participant and provided a completion response. In the case of FVARyan and FVAJohn, the
FVA also performed a nodding gesture while giving the completion response. After receiving
the completion response, participants answered a specific task-related item using the iPad, and
the agent awaited the next task. After the completion of the last task, the agent responded “Bye
Bye” and the entire session of the user in the AR environment ended. In the case of FVARyan and
FVAJohn, the FVA also performed a hand waving gesture accompanying the “Bye Bye” response.
6.6.7 Measures
We administered four types of measures: friendliness, awareness, influence, and social pres-
ence.
6.6.7.1 Friendliness
We again used the standard friendliness measure (Section 6.3.2).
6.6.7.2 Awareness and Influence
After completing each of the awareness tasks (A1, A2, and A3) and the influence tasks (I1, I2,
I3, and I4), the participants rated their confidence in the abilities of the agent to complete the task.
We asked questions – “How confident are you that the agent was able to ...?” with modifications
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according to the specific task. These questions were meant to assess the impact of our algorithms
on the participants’ confidence in the abilities of the agent based on the participants’ immediate
reactions to the virtual agents.
6.6.7.3 Social Presence
For each of the four virtual agents, after completing the seven tasks, the participants answered
a subset of the Temple Presence Inventory (TPI) (Lombard et al., 2009). TPI is a questionnaire
designed to assess co-presence and social presence with virtual agents. For our task, we use a
slightly modified subset of the original TPI questionnaire to measure the social presence in our
AR scenario. Specifically, we considered the following subscales:
• Social Presence: How much does the participant feel that the virtual agent is in the same
space as them and how well does the participant and the virtual agent interact/communi-
cate?
• Spatial presence: How much does the participant feel that the virtual agent has come to
the place where they are co-located and how much does the participant feels that they can
reach out and touch the virtual agent?
• Social richness: How much does the participant perceive the virtual agent as sociable,
warm, sensitive, personal, or intimate?
• Engagement: How immersive or exciting is the interaction with the virtual agent so that the
participant feels deeply involved in the interaction?
6.6.8 Hypotheses
We propose the following hypotheses:
• H1: FVA will appear friendlier to the participants compared to the Default agent.
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Default FVA
Mean SD Mean SD
Friendliness 4.707 1.216 5.050 0.915
Awareness 5.075 1.239 5.308 1.082
Influence 4.938 1.149 5.056 1.136
Social Presence 4.006 1.073 4.247 1.015
Spatial Presence 3.115 0.723 3.440 1.045
Social Richness 4.346 1.232 4.729 0.969
Engagement 4.266 1.443 4.446 1.476
Table 6.3: Mean Responses to Measures: We present the participants’ average responses to
each of the measures for Default and FVA agents. FVA agents have higher means across all the





Social Presence 4.000 0.046
Spatial Presence 6.125 0.013
Social Richness 2.189 0.139
Engagement 1.485 0.223
Table 6.4: Friedman Test: We present the χ2 and p-values for the Friedman test performed for
the Default vs. FVA comparison for different measures and subscales.
• H2: Participants will exhibit more confidence in the FVA’s awareness of the real world
compared to the Default agent.
• H3: Participants will exhibit more confidence in the FVA’s ability to influence the real
world compared to the Default agent.
• H4: Participants will feel a stronger sense of social presence with the FVA compared to the
Default agent.
6.6.9 Results
We chose a familiar celebrity character (Ryan) and a default character (John) because fa-
miliarity affects friendliness (Fiske et al., 2007). Our findings corroborate these psychological
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findings (mean friendliness for John = 4.921, Ryan = 5.179, p = 0.026). For further analysis,
we combined participant responses to Ryan and John to show the contribution of our friendliness
algorithm, which is agnostic to the familiarity with the visual appearance.
We performed a t-test for differences between the responses by male and female participants.
We observed that the gender of the participant did not affect the responses significantly (t =
−0.196, p = 0.845).
We present average participant responses for the four measures (including subscales) for the
Default and the FVA agents in Table 6.3. Since the participant questionnaire responses are of an
ordinal data type, we used non-parametric Friedman tests to compare between responses for the
two types of virtual agents. For this test, the method used to generate the virtual agent (Default
vs. FVA) is the independent variable, and the participant response is the dependent variable. We
present the test statistic χ2 and the p-value p for this test in Table 6.4. The results of this test re-
veal significant differences between the two methods for friendliness, social, and spatial presence.
6.6.10 Discussion
We now discuss these results in more details.
6.6.10.1 Friendliness
Our hypothesis H1 was concerned with the friendliness of FVA in an AR environment com-
pared to the Default agent. We observed that there was a statistically significant difference be-
tween the two methods for the friendliness comparison (χ2 = 4.000, p = 0.046) with FVA
reporting a 5.71% higher mean compared to the Default agent. These results support the hypothe-
sis H1.
6.6.10.2 Awareness and Influence
Our hypothesis H2 was concerned with the confidence in the abilities of the FVA to sense the
real world compared to the Default agent. We observed that participants reported a 3.89% higher
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mean compared to the default agent, however this difference was not significant (χ2 = 0.030, p =
0.862).
Our hypothesis H3 was concerned with the confidence in the abilities of FVA to influence the
real world compared to the Default agent. We observed that participants reported a 1.98% higher
mean compared to the default agent, however this difference was not significant (χ2 = 0.118, p =
0.732).
These results indicate that our Friendliness Model increases the users’ confidence in the
virtual agent’s abilities to sense and influence the real world. However, the results did not sig-
nificantly support hypotheses H2 and H3, possibly because these questions also attempted to
evaluate the competence, which is an independent dimension of social cognition and is not af-
fected by friendliness (Fiske et al., 2007).
6.6.10.3 Social Presence
The statistically significant differences (χ2 = 4.000, p = 0.046) between the two types
of agents, FVA and Default, for social presence support our hypothesis H4 that the participants
indeed feel a stronger sense of social presence with the FVA compared to the Default agent.
We also observed statistically significant improvement in the spatial presence (χ2 = 6.125, p =
0.013). However, the improvement was not significant for social richness and engagement sub-
scales. In optional feedback, the participants reported that they sometimes forgot that the FVA
was a virtual agent and they wanted to wave back when the FVA performed the waving gesture.
6.7 Conclusions, Limitations, and Future Work
In this paper, we presented a novel Friendliness Model based on three non-verbal movement
characteristics corresponding to gaits, gestures, and gazing. Our data-driven model was generated
with a user study, and we validated its benefits using a web-based study. Based on our model, we
present algorithms to interactively generate the movement characteristics of a virtual agent (FVA)
to make it appear friendly. We performed an extensive AR validation study using Microsoft
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HoloLens to evaluate the benefits of our model. Our study results indicate that FVAs cause a
statistically significant increase in the sense of social presence in an AR environment. Our study
results indicate that FVAs cause a statistically significant increase in the sense of social and spa-
tial presence in an AR environment (5.42% improvement in the mean participant response). Our
work has both methodological and theoretical implications for psychology research, especially
in terms of evaluating social psychological methods. Our study uses multiple dynamic, natu-
ralistic channels of stimuli to reveal the integration of multiple social cues on social judgments
(i.e. friendliness) and explores the basic psychological processes used by the people to perceive
friendliness in others.
Our approach has some limitations. In our experiment, we did not implement the actual func-
tionality for sensing and influencing the environment and used pre-defined agent responses. Addi-
tionally, we only consider a subset of non-verbal and movement cues to control the behavior of a
virtual agent. We used a pre-determined set of gestures and a mapping between BFSM states and
the gestures. Many other components also govern the perception of friendliness and warmth of
virtual agents, including speech, facial expressions, and other characteristics of body language as
well as cultural difference. Age and gender have been shown to affect the perception of friendli-
ness (Abele, 2003; Carli et al., 1995; Harper, 1985), however in the AR validation study we did
not consider these variations.
There are many avenues for future work in addition to overcoming these limitations. Learning
approaches have been developed for character motion synthesis (Holden et al., 2016, 2017) and
speech-based automatic gesture generation (Ferstl and McDonnell, 2018a; Hasegawa et al., 2018).
In the future, we want to combine our approach with these deep learning- and controller-based
methods. We want to extend our approach to generate gestures with desired levels of friendliness
automatically based on these learning-based approaches. Non-verbal movement cues also affect
other dimensions of interpersonal trust and we would like to evaluate them. We also want to
provide virtual agents with sensing and influencing capabilities using cameras, microphones,
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thermometers, smart-doors, speakers, etc. We want to develop an approach to designing virtual
agents for AR that appear friendly as well as competent.
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CHAPTER 7: APPROACHABILITY MODELING
7.1 Introduction
In many applications, it is important to simulate the behavior of virtual humans and crowds. It
is well known that adding virtual agents or avatars into simulated worlds can improve the sense
of immersion (Pelechano et al., 2008b; Llobera et al., 2010; Slater et al., 2006; Musse et al.,
1999). The use of virtual characters and associated environments is widely adopted in training
and rehabilitation environments (Ulicny and Thalmann, 2001). Other applications include treat-
ment of crowd phobias and social anxiety using VR therapy (Pertaub et al., 2002), architectural
flow analysis and evacuation planning (Cassol et al., 2016; Haworth et al., 2016), learning a for-
eign language (Ólafsson et al., 2015), etc.
There is considerable work on evaluating the sense of presence and immersion in VR based
on the behaviors, interactions, and movements of virtual agents. Many researchers have con-
cluded that the social presence of virtual agents depends on the realism of their behavior (Blas-
covich et al., 2002) and the nature of their interactions (Guadagno et al., 2007; Kyriakou et al.,
2015). Recent advances in artificial intelligence (including natural language processing and com-
puter vision, along with development of embodied conversational agents) are helping to generate
realistic interaction scenarios. Other work includes the development of techniques to simulate
gazing, collision avoidance movements, head turning, facial expressions, and other gestures
(Nummenmaa et al., 2009; Grillon and Thalmann, 2009).
One of the main social interactions is face-to-face (F2F) interaction, which is typically car-
ried out without the use of any mediating technology (Crowley and Mitchell, 1994). This broad
area has been studied in social sciences for more than a century. There is a recent interest in in-
tegrating virtual reality technology into social media, and F2F communication is an important
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component of such a system. Different sensory organs play an important role in these interac-
tions, which may include eye contact or two agents facing or talking in close proximity to each
other. As a result, there are many challenges in terms of developing such interaction capabilities
between virtual agents.
Previous works have treated F2F conversations as a joint activity involving two or more par-
ticipants (Ólafsson et al., 2015). Clark (1996) identifies three stages of participation in a joint
activity. The entry, body, and exit of the conversation constitute these stages on a very high level.
In this work, we try to model these human behaviors for F2F interactions with virtual agents.
• In order to enter an F2F interaction with a virtual agent, a real user must approach the
virtual agent and the virtual agent should recognize the real user’s intent to interact.
• The virtual agent should respond in a positive way and lead to the next stage, which corre-
sponds to the body section of the interaction.
• When the body of the interaction is over or if the real user loses interest in the conversation,
the virtual agent should recognize this event and exit the conversation.
In this work, we propose solutions to the problems of entry and exit of the virtual agents in an
F2F interaction with a real user. The body of the conversation usually contains a verbal exchange
of information. We do not focus on verbal communications between the user and the agents,
though our approach can be combined with such methods.
Main Results: We address the problem of computing the movements or trajectories to enable
F2F interactions between a real user and a virtual agent who is part of a virtual crowd. This in-
cludes automatically computing collision-free trajectories that enable such agents to come close
to each other for F2F communications. Satake et al. (2009) developed a model of approach be-
havior for robots having F2F interactions with people who are walking. Their model was based
on the idea that human interactions can be classified based on social and public distance (Hall,
1966). Motivated by these ideas, we develop a model of approach behavior for virtual agents
that models their movement for F2F communication. We present a novel navigation algorithm,
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Interaction Velocity Prediction (IVP), which predicts whether the avatar of a real user is trying to
approach a virtual agent for F2F interaction. IVP is combined with 2D multi-agent simulation to
compute collision-free trajectories. In order to generate plausible full-body simulations, we also
integrate the velocity computation with human motion synthesis to generate upper body move-
ments such as gazing and nodding. Overall, our approach (F2FCrowds) can generate smooth and
natural-looking trajectories for each agent. We use our algorithms to simulate the movement of
tens of virtual agents in complex indoor and outdoor environments at interactive rates.
In order to evaluate the benefits of our algorithms, we performed a user evaluation in an im-
mersive environment where a real user interacted with the virtual agents in four different sce-
narios. In particular, we compared our algorithm (with and without upper body behaviors) with
a baseline crowd simulation algorithm that uses coupled 2D navigation and full-body motion
synthesis (Narang et al., 2016c).
We observe a statistically significant preference for our new algorithm. Our algorithm in-
creased the sense of presence felt by the users. When using our algorithms, the virtual agents
appeared more responsive and were able to elicit more reaction from the users. Our results for
the sense of presence question show that 40% of the participants preferred our algorithm (without
upper body behaviors) over the baseline, whereas only 3.33% participants preferred the baseline
and the rest remained neutral. Participants felt virtual agents were more aware when using our
algorithm (without upper body behaviors) in 60% of the responses, whereas only 3.33% felt that
way for the baseline. Our methods (without upper body behaviors) elicited more reaction from
the user in 53.33% of the cases, whereas the baseline elicited more reaction in 10% of the cases.
The addition of upper body behaviors also showed a significant improvement in the performance.
The rest of the paper is organized as follows. We briefly present prior work on crowd simu-
lation and interactions in Section 2. In Section 3, we provide an overview of our algorithm. We
describe the model of approach behavior for virtual agents and the novel velocity computation
algorithms in Section 4. In Section 5, we provide the implementation details and highlight our
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algorithm’s performance on different benchmarks. We describe the details of our user evaluation
in Section 6.
7.2 Related Work
In this section, we give an overview of prior work on face-to-face interactions, crowd simula-
tion for VR, and interaction with virtual agents in a virtual environment.
7.2.1 Face-to-Face Interactions
Face-to-face interactions have been studied in psychology, sociology, and robotics. Satake
et al. (2009) presented an algorithm to enable a robot to have F2F interactions with people who
are walking. Gonçalves and Perra (2015) studied empirical characteristics of face-to-face interac-
tion patterns and novel techniques to discover mesoscopic structures in these patterns. There is
work on investigating F2F interactions in terms of capabilities to understand and generate natural
language in combination with non-verbal signals and social management (Cassell et al., 2001;
Bonaiuto and Thórisson, 2008; Heylen et al., 2011; Jonsdottir et al., 2008; Kopp et al., 2007; Pan-
tic et al., 2011; Vinciarelli et al., 2009). In this paper, we attempt to provide the users of virtual
reality the ability to have F2F interactions with virtual agents in virtual crowds. Our approach
provides a platform to implement the aforementioned models in the context of F2F interactions in
virtual crowds.
7.2.2 Crowd and Multi-Agent Simulation
A significant amount of research has been done in multi-agent and crowd simulation. In this
paper, we mainly limit ourselves to a class of algorithms that decomposes the trajectory or be-
havior computation for each agent into two parts: global planning and local navigation (Helbing
and Molnar, 1995; Reynolds, 1999b; Ondřej et al., 2010; van den Berg et al., 2011; Kapadia and
Badler, 2013). The global planner computes a path for each agent in the environment towards
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its intermediate goal position. The local navigation algorithms modify these paths so that the
agents can avoid collisions with dynamic obstacles or other pedestrians in the environment. Some
of these methods also account for a pedestrian’s personality (Pelechano et al., 2007; Guy et al.,
2011c) or use cognitive techniques (Funge et al., 1999). Boulic (2005) presented a mathemati-
cal model to approach a dynamic target with a target orientation but this method does not take
into account for proxemic distances to the mobile entities involved. In the robotics community,
algorithms have also been proposed to predict humans’ intentions and take them into account for
robot navigation (Park et al., 2016; Brščić et al., 2015; Bera et al., 2017c,b, 2016b).
7.2.3 Interaction with Virtual Agents
There is extensive literature on simulating realistic behaviors, movements, and interactions
with virtual agents in VR (Magnenat-Thalmann and Thalmann, 2005). In this paper, we restrict
ourselves to modeling some of the interactions between real and virtual agents when they are in
close proximity. Kyriakou et al. (2015) showed that basic interaction increases the sense of pres-
ence, though they did not explicitly model users’ intent to participate. Bailenson et al. (2001b)
concluded that there is an inverse relationship between gazing and personal space. Pelechano
et al. (2008b) showed that pushing-based interaction increases the sense of presence in a virtual
environment. Bonsch et al. (2016) described a gaze-based collision avoidance system and inter-
actions for small-scale virtual environments. Hu et al. (2016) presented a system where virtual
agents exhibit head turning behavior but do not explicitly model face-to-face interaction. There
is also considerable work on individualized avatar-based interactions (Nagendran et al., 2014).
Olivier et al. (2014) presented a CAVE-based VR platform aimed at studying crowd behaviors
and generating reliable motion data. This platform can also be used for studying the interaction
between a real user and a virtual human. Our approach to enabling F2F interactions between a
real user and virtual agents is complimentary to most of these methods and can be combined with
them.
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Figure 7.1: Overview: We highlight the various components of our F2F crowd simulation sys-
tem. The novel algorithmic contributions are highlighted with red boundaries. Our interactive
crowd simulation pipeline enables a real user to interact with virtual agents. A model of approach
behavior is used to predict whether the avatar of the real user intends to perform F2F interactions.
We also simulate upper body movements to increase the realism.
Ólafsson et al. (2015) proposed a communicative function called the “Explicit Announcement
of Presence” to initiate conversations with strangers in a virtual environment. Their approach
assumes that the virtual agent does not have any interest in starting a conversation and that the
user’s intent for initiating conversations is made known by clicking the mouse. Our approach, on
the other hand, enables the virtual agents to learn the user’s intent based on their trajectories and
orientation. (Pedica and Hogni Vilhjalmsson, 2010) proposed a reactive framework that allows a
group of real users’ avatars to have social interactions with territorial dynamics. This approach
focuses mostly on user-controlled avatars, whereas our approach considers only a single real user
and a crowd of virtual agents.
7.3 Overview
In this section, we introduce our notation and give an overview of our approach for crowd
simulation to enable F2F interactions.
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7.3.1 Notation
Our approach uses a multi-agent simulation algorithm that computes the trajectory of each
agent using a combination of global planning and local navigation. We make following simplify-
ing assumptions:
• The environment consists of one real user, represented by its avatar, and virtual users or
agents. The real user is walking in or navigating an immersive setting in an environment
with many virtual agents, avoiding collisions, and attempting to interact with the virtual
agents. In this work, we do not consider a case where multiple real users share the same
virtual space.
• At any instant, the real user can have a face-to-face interaction with at most one virtual
agent. When the real user is interacting with a virtual agent, other virtual agents know
that the user is “busy” or not available for such an interaction. This keeps other virtual
agents from intruding on the real user’s conversation and means that they do not use the
IVP algorithm.
One of our goals is to compute collision-free and plausible trajectories for each virtual agent to
enable F2F interactions with the user. We model this using a novel model of approach behavior
based on Hall’s idea of social and public distance (Hall, 1966). This model makes use of the
novel IVP algorithm to predict whether the avatar of the real user is trying to approach a virtual
agent to perform F2F interactions.
We represent each agent using a high-DOF articulated model and compute upper and lower
body motions. The state of an agent i is represented by qi and is the union of the position of the
root joint and the states of all the joints of the high-DOF character. In terms of 2D multi-agent
navigation, we represent an agent i as a circle of radius ri at a position ~pi, which is the 2D posi-
tion of the root joint of the agent. At any time, a virtual agent i’s current velocity is represented





tively. The preferred velocity and orientation are based on the intent of the virtual agent. We use
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M to denote the set of available upper body behaviors and mi to denote the current upper body
behavior of agent i. The 3D point on the face of the user avatar at which the virtual agent i is
currently gazing is denoted by ~gi (i.e. the gazing point). We represent the user’s avatar with the
subscript u. Let S be the simulator state, which is the union of the states of all the entities in the
scene, including obstacles and agents.
Figure 6.4 provides an outline of our interactive crowd simulation pipeline. We use a game
engine to gather the user’s input, which is then used by our multi-agent simulation system.The
2D multi-agent system uses a layered 2D navigation algorithm. The first layer corresponds to
the model of approach behavior and global planning, which computes the preferred velocity ~voi
and preferred orientation ooi of each virtual agent i. The second layer, local navigation, computes
the collision-free velocities ~vci for each virtual agent i. The computed velocity ~v
c
i and upper body
behavior motions are passed to the motion synthesis module, which computes the state qi for
each virtual agent i.
7.4 Model of Approach Behavior
Hall (1966) studied human behavior and proposed four distance zones in humans: Intimate
Distance, Personal Distance, Social Distance, and Public Distance. According to Hall, each of
these distance zones facilitates a different type of interaction. At the social distance zone, humans
are close enough to communicate and have face-to-face interactions with each other, whereas at
the public distance zone, humans are close enough to notice each other but far enough to not be
able to have face-to-face interactions with each other. Personal distance and intimate distance
are generally reserved for friends and family. Based on these ideas, Satake et al. (2009) proposed
a model of approach behavior with which a robot can initiate conversation with people who are
walking. In order to have an F2F interaction, a robot should find a person with whom to talk,
start approaching that person at a public distance, and initiate the conversation at a social dis-
tance. Therefore, Satake et al. (2009) defined “approach behavior” as a sequence of the following
activities: (1) selecting a target, (2) approaching the target at public distance, and (3) initiating
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Figure 7.2: Model of Approach Behavior: We define the model of approach behavior for virtual
agents as a sequence of three activities based on the distance between the user and the virtual
agent (d) : (1) identifying the intent of interaction of the user, (2) approaching at public distance
(dp), and (3) initiating communication at social distance (ds).
conversation at social distance. We use similar ideas and propose a model of approach behavior
for virtual agents (Figure 7.2) that models how the virtual agent should approach the user. The
model is a sequence of the following activities: (1) identifying the intent of interaction of the user,
(2) approaching at public distance (dp), and (3) initiating communication at social distance (ds).
7.4.1 Identifying the Intent of Interaction of the User
A user may wish to interact with a virtual agent that is currently farther than public distance
(dp). In order to have an interaction, the user will attempt to be within the social distance (ds)
of the virtual agent by moving towards the virtual agent. The virtual agent then must be able to
identify the user’s intent of interaction in order to have an F2F interaction. To achieve this, we
use a novel algorithm, Interaction Velocity Prediction (IVP), that predicts whether or not a user
is trying to interact with a virtual agent.
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Figure 7.3: Interaction Velocity Prediction: Given the current position (~pci ) and preferred ve-
locity of the virtual agent (~voi ) and the current position of the user agent (~p
c
u), our IVP algorithm
predicts the velocity (~vivpu ) of the user agent to intercept the virtual agent in time tmin. If the
user’s predicted velocity ~vpredu satisfies the constraint ~v
ivp
u • ~vpredu ≥ θv, it will result in F2F
communication.
Given the current position ~pci and preferred velocity ~v
o
i of a virtual agent i and the current
position of the user agent ~pcu, our IVP algorithm IVPi : R2 × R2 × R2 → R2 × R determines
the velocity (~vivpu ) that the real user should follow to intercept the virtual agent in time tmin. If the
public distance is given by dp, then the time of interception t can be given as:
‖~ptu − ~pti‖ ≤ dp. (7.1)
Assuming that the user agent has the velocity ~vivpu and the virtual agent has the average velocity
~voi ,
‖(~pcu + ~vivpu t)− (~pci + ~voi t)‖ ≤ dp, (7.2)







We solve the above equation for interaction velocity ~vivpu , i.e. when t is minimized. We also take
into account motion and dynamic constraints of the agent and put a limit on the maximum speed:
‖~vivpu ‖ ≤ vmax, (7.4)
where vmax is the maximum speed of the user agent. Simplifying these two equations leads to
a 4th order polynomial. Therefore, we calculate ~vivpu such that the center of the circular virtual











‖ ≤ vmax (7.6)
(~voixt− (~pcux − ~pcix))2 + (~voiyt− (~pcuy − ~pciy))2 ≤ v2maxt2. (7.7)
We simplify Equation 7 as at2 + bt+ c ≤ 0, where
a = (~voix)
2 + (~voiy)
2 − v2max, (7.8)
b = −2((~pcux − ~pcix)~voix + (~pcuy − ~pciy)~voiy), (7.9)
c = (~pcux − ~pcix)2 + (~pcuy − ~pciy)2. (7.10)
We assume that the agent’s speed will be lower than the user’s speed (otherwise the user agent
will never be able to intercept the virtual agent), a ≤ 0. Since c > 0, tmin is the larger root of the








7.4.1.1 Computation of Preferred Velocity
We use IVP (Figure 3) to compute the interaction velocity ~vivpu that the user will have in order
to have F2F interactions with a virtual agent i at time tmin. Based on the user’s position from the
past few frames, we can predict the velocity of the user based on some motion model and denote
it as ~vpredu . In this case, the virtual agent i will have F2F interaction with the user if:
~vivpu • ~vpredu ≥ θv, (7.12)
where θv is a pre-determined threshold.
The preferred velocity ~voi for a virtual agent i is then computed as follows:




where ~pci and ~p
c
u are the current positions of the virtual agent i and user agent u, respectively, and
vpref is the preferred natural speed of the virtual agent.
7.4.2 Approaching at Public Distance
At public distance, the virtual agent and the user can acknowledge each other. The virtual
agent achieves this by slowing down and gazing at the user. We define a boolean function approachp()
to denote the conditions when a virtual agent i decides to approach the real user at public dis-
tance:





where ~ocu is the 2D orientation vector of the user, othresh is a pre-determined threshold, and ds and
dp are the social and public distances, respectively.
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When approachp() evaluates to true, the virtual agent slows down to allow a friendly ap-
proach and its preferred velocity is given by:
~voi = k ∗ vpref ∗ (~pcu − ~pci). (7.16)
Here, 0 < k < 1 is a pre-determined constant. Notice that the virtual agent’s speed is directly
proportional to the distance between the agent and the user to slow down the virtual agent as it
approaches the user.
7.4.2.1 Gazing
In addition to computing the appropriate velocities, it is also important to exhibit appropriate
upper body movements and behaviors for F2F communications. Gazing plays an important role
in conveying the intent of interaction and it is important for virtual agents to maintain eye contact
with the user while approaching. Therefore, the virtual agents gaze at the eyes of the user’s 3D
avatar (Figure 7.4) whenever approachp() evaluates to true. We do this by setting the gazing
point gi of the virtual agent i to the position of the eye of the user’s 3D avatar.
7.4.3 Initiating Communication at Social Distance
Social distance is the distance at which humans typically have face-to-face interactions in
social scenarios (Hall, 1966). Therefore, when the distance between the real user and the virtual
agent is less than social distance, the virtual agent stops and attempts to have a communication
with the user 7.4 as denoted by the boolean function approachs():






where ~ocu is the 2D orientation vector of the user, othresh is a pre-determined threshold, and ds is
the social distance.
7.4.3.1 Head Movements
Head movements play an important part in F2F interactions (McClave, 2000). Therefore, our
virtual agents exhibit head movements like nodding, shaking, and tossing their heads to communi-
cate with the user (Figure 7.5). During the communication, the virtual agent performs head move-
ments at randomized time intervals ranging from 6 − 10 seconds (based on Hadar et al. (1985)).
The head movement is chosen at random from the set of motionsM = {nod, toss, shake}.
Since nod implies a positive intent of interaction, the first head movement is always chosen to be
a nod. The virtual agents pursue a conversation only until the user’s attention is on the agent. The
virtual agent concludes that the communication is over when approachs() evaluates to false and
continues its goal-directed navigation in the scene.
7.4.4 Navigation
The model of approach behavior discussed so far determines whether or not a virtual agent
is a part of an interaction and then calculates its preferred velocity. All the other agents that are
not part of any interaction follow goal-directed behavior. We use algorithms described in Narang
et al. (2016d) to plan the movement of these agents and determine their preferred velocity. We
use constraint modeling from Narang et al. (2016d) to model the collision avoidance constraints
and modify the preferred velocity of each agent i to get the current velocity ~vci .
7.5 Results
7.5.1 Implementation and Performance
We have implemented our system on a Windows 10 desktop PC with Intel Xeon E5-1620 v3
in parallel on 4 cores and 16 GB of memory. We use Menge (Curtis et al., 2016) as our multi-
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Figure 7.4: F2F Communications: Our approach enables F2F communications between the
avatar of the real user and the virtual agent.
agent simulation library that computes the 2D trajectory for each agent. We have modified the
global planning and local navigation algorithms based on the components described by Narang
et al. (2016d). A game engine (Unreal Engine 4) serves as an interface to the user and as a ren-
dering framework. We use Smartbody (Shapiro, 2011) to synthesize motion of virtual agents and
to provide the joint angles to simulate the motions corresponding to various gestures or upper
body movements. Though the proxemic distances vary from person to person, we used a value of
ds = 3.6m for social distance and dp = 7.6m for public distance (Hall, 1966). Other parameters
that can be controlled include the thresholds θv = 1.41, othresh = π12 , and the multiplier k = 0.1.
We compared our algorithms with a baseline crowd simulation algorithm, PedVR (Narang
et al., 2016c). Table 7.1 highlights the performance of our system on the following benchmark
scenarios (Figure 7.6):
• Shibuya Crossing A busy crossing scenario. We initialize the agents at different positions
of the intersection. The goal positions are assigned using a probability distribution. After
reaching the goals, each agent waits for a few seconds and then moves towards the next
goal.
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Figure 7.5: Gestures: Our virtual agents exhibit head movements and gazing. Appropriate head
movements are chosen from the set of movements including (a) nod (vertical head movement),
(b) shake (horizontal head movement), and (c) toss (sideways head movement). (d) Virtual agents
also gaze at the user agent to establish eye contact.
• Shopping Mall Virtual agents walk in a shopping mall. They walk to the shops and ex-
hibit head movements (nod or shake for approval or disapproval, respectively) and gazing
behaviors at the shops.
• Tradeshow Virtual agents walk up to the booths in a tradeshow and exhibit head move-
ments.
The average frame update time is almost the same for both PedVR and F2FCrowds indicating
that our IVP algorithm does not add a significant overhead. The addition of head movements and
gazing behaviors adds an overhead of 20% and, overall, our system can simulate 30+ agents at
approximately 40-60 FPS.
7.5.2 User Evaluation
In this section, we describe our user study, which was conducted to evaluate our new algo-
rithms that enable F2F interactions. We performed a within-users study showing the advantages
of our model of approach behavior and upper body motion generation.
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Figure 7.6: Benchmarks: We highlight the performance of our algorithm on three benchmarks.
(a) A shopping mall scene shows virtual agents walking in a mall. (b) The user agent travels in a
crossing scenario with multiple virtual agents who gaze at the user’s avatar. (c) Virtual agents ex-
plore a tradeshow scenario and acknowledge the user avatar’s presence with eye contact. We are
able to simulate tens of agents at interactive rates and evaluate the benefits of F2F interactions.
Benchmark Agents Average Frame Update Time (ms)
PedVR F2F F2F+G
Mall 24 19 20 24
Shibuya 32 18 18 20
Tradeshow 30 21 22 26
Circle 8 9 9 11
Bidirectional 8 8 8 10
Table 7.1: Average frame update time: In the absence of upper body movements, F2FCrowds
with IVP does not have significant overhead over PedVR. F2FCrowds with gesture can simulate
30+ virtual agents at 40-60 FPS.
7.5.2.1 Study Goals and Expectations
We designed our study based on the prior work of Pelechano et al. (2008b); Garau et al.
(2005b); and Narang et al. (2016c), which evaluated the level of presence based on the behav-
ior and interactions of a user with the virtual agents within a crowd. In these works, Presence has
been defined as the extent to which people respond realistically to virtual events and situations
and we use a similar criterion. Our study was aimed at measuring the advantage of our model
of approach behavior for virtual agents over a baseline interactive system. We expected to find
that participants felt it easier to have F2F interactions with our algorithm and that these interac-
tions also benefited from the addition of head movements and gazing behaviors. In particular, we
propose the following hypotheses:
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Figure 7.7: User Interacting with the Virtual Agent: Participants approached virtual agents
and attempted to have an F2F interaction.
• Hypothesis 1: Addition of model of approach behavior and upper body motion generation
increases the sense of presence felt by the user.
• Hypothesis 2: Users do not have to make extra effort to avoid the virtual agents after the
addition of model of approach behavior and upper body motion generation.
• Hypothesis 3: Virtual agents appear more aware of the user after the addition of model of
approach behavior and upper body motion generation.
• Hypothesis 4: Addition of model of approach behavior and upper body motion generation
elicits more response from the users.
• Hypothesis 5: Virtual agents appear more responsive after the addition of model of ap-
proach behavior and upper body motion.
7.5.2.2 Experimental Design
A within-users study was performed in which the participants (N = 15 - 20) were asked to
participate in several scenarios using an Oculus Rift head mounted display. Participants were
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standing up and used a joystick for movement in the virtual world (Figure 7.7). A training sce-
nario was also presented to familiarize the participants with the movement. The participants
performed three trials of each scenario in randomized order and answered a questionnaire at the
end of each scenario.
Evaluated Methods : In the study, participants compared three different interaction enabling
algorithms:
• PedVR : We used the coupled crowd simulation method PedVR as the baseline (Narang
et al., 2016c). Gazing and head movements were not included in this algorithm.
• F2FCrowds : Our model of approach behavior without gazing and head movements.
• F2FCrowdsHead : In addition to the approach behavior, virtual agents also communicated
using gazing and head movements.
Task: The participants were asked to approach any virtual agent and were informed that when
they felt that it was possible to have an F2F interaction with the virtual agent, they should press a
button and the agent in front of them would be highlighted for two seconds.
Scenarios : The following scenarios were presented to the participants. The participants per-
formed three trials of each scenario (45 seconds each) corresponding to each method and an-
swered a questionnaire after each scenario.
• Circle : This scenario consisted of 8 virtual agents starting on the perimeter of a circle.
Their target positions were selected randomly on the perimeter of the circle and the simula-
tion resulted in a high-density area at the center of the circle. The participants started from
a position inside the circle.
• Bidirectional : 8 virtual agents started from opposite ends of a hallway, with half the
agents at either end of the hallway, and traveled between the two ends. The participant
(i.e. the real user) started at the middle of the hallway.
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Figure 7.8: Average Responses: Participants experienced a higher amount of social presence
for F2FCrowds compared to PedVR as observed from higher average responses to question 1.
Responses to question 2 are almost similar for the three methods, indicating that participants
had to make a similar amount of effort to avoid collisions across the three methods. Responses
to questions 3, 4, and 5 indicate that participants felt that our model of approach behavior was
beneficial in making the characters responsive to participants’ attempts to interact.
• Shopping Mall : 8 virtual agents explored a shopping mall scenario. The background of
the scene visually resembled a shopping mall. The participant started at the center of the
mall.
• Shibuya Crossing : 8 virtual agents walked in the crossing scenario, which looks like
Shibuya crossing in Tokyo. The virtual agents started at the ends of the crosswalks and the
participant started at the center of the scene.
Questionnaire : The aim of the user study was to show the benefits of our model of approach
behavior for virtual agents and upper body movement. We used a modified version of a well-
established questionnaire for social presence (Garau et al., 2005b). In particular, we used a subset
of the original questions and asked additional questions regarding the participant’s interaction
with the virtual agents. The questions were of an Agree/Disagree type and participants noted their
preference using a seven-level Likert scale with values labeled “Strongly disagree”, “Disagree”,
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Question 1: I had a sense of being in the same space as the characters.
Question 2: I had to make an effort to avoid the characters.
Question 3: The characters seemed to be aware of me.
Question 4: I felt that I should talk/nod/respond to the characters.
Question 5: The characters seemed to respond to my attempts of interaction.
Question 6: The characters seemed to respond even if I did not attempt to interact.
Table 7.2: Questionnaire: Participants were asked to answer the above questions on a seven-
level Agree/Disagree Likert scale.
“Slightly disagree”, “Neutral”, “Slightly agree”, “Agree”, and “Strongly agree”. For analysis, we
convert the participant responses to a scale of 1 (Strongly Disagree) - 7 (Strongly Agree). We list
the questionnaire in Table 7.2.
7.5.2.3 Discussion
In this section, we present and analyze the participant responses (Figure 7.8) to the three
interaction simulation algorithms described previously. For each scenario, the simulation algo-
rithm is the independent variable and the participant response is the dependent variable. Since
our dependent variable is ordinal, we used the Friedman test to test for differences between the
responses for the three algorithms. Post hoc analysis with Wilcoxon signed-rank tests was con-
ducted with a Bonferroni correction applied, resulting in a significance level set at p < 0.017. We
tabulate the test statistic (χ2) value and the significance level (p) in Table 7.3. We also tabulate
the Z statistic and the significance level (p) for the post hoc test in Tables 7.4-7.7. In all questions
except Question 2, the Friedman test revealed a significant difference in the participant responses
depending on the algorithm used. Since the results of the Friedman test for Question 2 were not
statistically significant, we did not run a post hoc test for this question. We discuss the results for
each question below:
• Question 1: Question 1 asked whether participants felt a sense of presence in the virtual
environment. In the Wilcoxon signed-rank test for the PedVR / F2FCrowds comparison,
there was no significant difference in the Circle and Shibuya Crossing scenes, but sig-
nificant difference was observed in the Bidirectional and Shopping Mall scenes. For the
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Circle Bidirectional Shopping Mall Shibuya Crossing
χ2 p χ2 p χ2 p χ2 p
Question 1 10.516 0.005 10.759 0.005 14.731 0.001 12.34 0.002
Question 2 0.167 0.92 0.2 0.905 1.2 0.549 2.311 0.315
Question 3 16.642 0 23.787 0 21.522 0 25.552 0
Question 4 16.51 0 23.231 0 20.338 0 27.193 0
Question 5 16 0 22.37 0 16.794 0 25.618 0
Question 6 13.192 0.001 17.796 0 8.211 0.016 14.389 0.001
Table 7.3: Results of a Friedman Test: We present the test statistic (χ2) value and the signifi-








Z p Z p Z p
Question 1 -1.807 0.071 -2.456 0.014 -2.395 0.017
Question 3 -2.291 0.022 -2.618 0.009 -2.713 0.007
Question 4 -2.62 0.009 -2.424 0.015 -2.726 0.006
Question 5 -2.625 0.009 -2.647 0.008 -3.097 0.002
Question 6 -2.155 0.031 -2.369 0.018 -2.747 0.006
Table 7.4: Post hoc test for the Circle scene: We present the Z statistic and the significance







Z p Z p Z p
Question 1 -2.46 0.014 -1.549 0.121 -2.388 0.017
Question 3 -2.549 0.011 -3.019 0.003 -3.33 0.001
Question 4 -1.652 0.098 -3.315 0.001 -3.315 0.001
Question 5 -1.839 0.066 -3.191 0.001 -3.453 0.001
Question 6 -0.855 0.393 -3.075 0.002 -2.917 0.004
Table 7.5: Post hoc test for the Bidirectional scene: We present the Z statistic and the signifi-
cance level (p) of a post hoc analysis with a Wilcoxon signed-rank test.
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PedVR vs F2FCrowds vs PedVR vs
F2FCrowds F2FCrowdsHead F2FCrowdsHead
Z p Z p Z p
Question 1 -2.537 0.011 -2.14 0.032 -2.782 0.005
Question 3 -2.348 0.019 -2.548 0.011 -3.179 0.001
Question 4 -1.517 0.129 -3.308 0.001 -3.247 0.001
Question 5 -1.687 0.092 -2.913 0.004 -3.098 0.002
Question 6 -1.294 0.196 -1.622 0.105 -2.103 0.035
Table 7.6: Post hoc test for the Shopping Mall scene: We present the Z statistic and the signifi-
cance level (p) of a post hoc analysis with a Wilcoxon signed-rank test.
PedVR vs F2FCrowds vs PedVR vs
F2FCrowds F2FCrowdsHead F2FCrowdsHead
Z p Z p Z p
Question 1 -1.608 0.108 -2.033 0.042 -2.436 0.015
Question 3 -2.479 0.013 -3.152 0.002 -3.64 0
Question 4 -2.555 0.011 -3.26 0.001 -3.656 0
Question 5 -3.023 0.003 -3.106 0.002 -3.782 0
Question 6 -1.491 0.136 -2.682 0.007 -2.68 0.007
Table 7.7: Post hoc test for the Shibuya scene: We present the Z statistic and the significance
level (p) of a post hoc analysis with a Wilcoxon signed-rank test.
F2FCrowds / F2FCrowdsHead comparison, significant difference was observed only in
the Circle scene. For the PedVR / F2FCrowdsHead comparison, significant difference was
observed in all the scenes. This proves the Hypothesis 1, which suggests that the users
feel a sense of presence in the virtual environment after the addition of both the model of
approach behavior and upper body motion generation.
• Question 2: Question 2 evaluated the effort required to avoid collisions. Participants re-
ported no difference between the three algorithms for both the scenarios as indicated by the
Friedman test. This proves the hypothesis 2 that when approaching the virtual agents, the
users do not have to make extra effort to avoid collisions with the virtual agents after the
addition of model of approach behavior and upper body motion generation. To ascertain
that the users do not have to make extra effort to avoid collisions with the virtual agents
when performing a goal-directed task, we performed another user evaluation. Instead of
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asking the participants to consciously approach the virtual agents, we asked the partici-
pants to follow a goal-directed behavior and answer Question 2 for the Shopping Mall and
Shibuya Crossing scenarios. The Friedman test revealed no statistically significant differ-
ence for both the scenes (Shopping Mall, χ2(2) = 3.138, p = 0.208; Shibuya Crossing,
χ2(2) = 1.922, p = 0.383). This proves that the users do not have to make an extra effort
to avoid collisions with the virtual agents either while performing a goal-directed task or
while consciously approaching virtual agents.
• Question 3: Question 3 evaluated whether the participants felt that the virtual agents were
aware of the participant. In the Wilcoxon signed-rank test for the PedVR / F2FCrowds
comparison, there was no significant difference in the Circle and Shopping Mall scenes, but
significant difference was observed in the Bidirectional and Shibuya Crossing scenes. For
the F2FCrowds / F2FCrowdsHead and PedVR / F2FCrowdsHead comparisons, significant
difference was observed in all the scenes proving the Hypothesis 3, which suggests virtual
agents appear more aware of the user after the addition of model of approach behavior and
upper body motion generation.
• Question 4: Question 4 evaluated whether the participants felt that they should talk/n-
od/respond to the characters. For the PedVR / F2FCrowds comparison, post hoc tests did
not reveal a significant difference for the Bidirectional and Shopping Mall scenes, but
significant difference was observed for the Circle and Shibuya scenes. Significant differ-
ence was observed for all the scenes for both F2FCrowds / F2FCrowdsHead and PedVR /
F2FCrowdsHead comparisons. Thus, the results prove the Hypothesis 4, which suggests
that a combination of the model of approach behavior and upper body motion generation is
necessary to elicit a response from the users.
• Question 5: Question 5 evaluated whether the virtual agents seemed responsive. For the
PedVR / F2FCrowds comparison, post hoc tests did not reveal a significant difference for
the Bidirectional and Shopping Mall scenes, but significant difference was observed for the
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Circle and Shibuya Crossing scenes. For the F2FCrowds / F2FCrowdsHead and PedVR /
F2FCrowdsHead comparisons, significant difference was observed in all the scenes. Thus,
the results prove the Hypothesis 5, which suggests the addition of model of approach be-
havior and upper body motion generation made the virtual agents appear more responsive.
• Question 6: We also asked the participants to report if they felt that the virtual agents re-
sponded even if the participant did not attempt to interact. Significant difference was not
observed for the PedVR / F2FCrowds comparison in all the scenarios. Thus, the addition
of the model of approach behavior does not make the virtual agents appear more respon-
sive when the user does not attempt to interact. For the F2FCrowds / F2FCrowdsHead
comparison, significant difference was observed for the Bidirectional and Shibuya Cross-
ing scenes, but no significant difference was revealed for the Circle and Shopping Mall
scenes. For the PedVR / F2FCrowdsHead comparison, all the scenes except the Shopping
Mall scene showed significant difference. Thus, in most cases, the combination of model
of approach behavior and upper body motion generation makes the virtual agents appear
more responsive when the user does not attempt to interact. Some participants reported
after the experiment that this made the virtual agents appear more “friendly” but further
investigation is necessary.
Effect of Density The four scenes used in user evaluation also had varying conditions of pedes-
trian densities. The Circle scene included an area of high crowd density near the center. The
Bidirectional scene had two groups of virtual agents starting from opposite ends of a hallway and
areas of high density were formed when the agents crossed each other. The Shopping Mall scene
had a smaller walking area than the other scenes and had a high density, whereas the Shibuya
Crossing scene had a low density. Despite the variations in density, in all the four scenarios, we
observed that the addition of the approach algorithm and the upper body behaviors contributed to
the quality of face-to-face interactions.
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7.6 Conclusion, Limitations, and Future Work
In this paper, we have presented techniques to compute the movements and trajectories of
virtual agents to enable face-to-face interactions as part of a crowd. This includes an automatic
approach for interaction velocity prediction, which we use to compute a collision free velocity.
We further augment the approach by simulating many upper body behaviors and movements.
Our approach can simulate crowds with tens of agents at interactive rates, with support for F2F
communications between the real user and virtual agents. We also performed a user study and
concluded that our new algorithms increase the sense of social presence in virtual environments.
The virtual agents using our algorithms also appeared more responsive and were able to elicit
more reaction from the users.
Our approach has some limitations. In particular, our criteria to trigger F2F interactions do
not take into account the agent’s personality or emotions or the social norms. Furthermore, we
only support a limited number of upper body movements or gestures. It would be useful to sup-
port verbal communication or conversations between the agents to increase the level of interac-
tion. We would also like to model social signals like turn-taking and backchanneling, which are
an important part of F2F interactions. We would like to evaluate our approaches in more complex
scenarios, and compare with real-world scenarios. We use Oculus Rift to take user input. Since
the walking area of Rift is limited, the users have to use a joystick or a keyboard, which puts
constraints on the realism of face-to-face interactions. We would like to use a wide area tracker
framework to allow the real user to walk large distances in the physical world. In this work, we
do not consider the case where multiple real users share the same virtual space; ideas from our
approach can be combined with work from Pedica and Hogni Vilhjalmsson (2010) to handle this
case. At any instant, the real user in our approach can have a face-to-face interaction with at most
one virtual agent. A modified version of our approach can enable face-to-face interactions with
more than one virtual agent and we plan to implement that as part of a future work. Implement-
ing it would involve implementing group formation and mathematical modeling of social and
psychological ideas about group behaviors (Knowles and Bassett, 1976; He et al., 2016). We
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assume that the real user is not familiar with the virtual agents and treats them as strangers. In ap-
plications like games, the user may know the virtual character and he/she may approach them in a
different manner (e.g., calling them by their name). For this paper, we do not allow the real users
to express their intention to interact verbally. In many cases, it may be possible that the system
allows for verbal input and the user can just announce their intent to a virtual agent verbally. Our
approach can still be implemented in these systems as a supporting/complementary mechanism.
Our approach uses gaze as a mechanism to acknowledge the user’s presence and to initiate a
face-to-face interaction. This mechanism may or may not be compatible with other behaviors that
also use gazing (e.g., avoiding another person). In such a case, it might be better to have verbal
communication (e.g., saying “hi” or “hello”) along with gazing behavior. The virtual agents will
pursue an F2F interaction only until the user’s attention (as denoted by his/her orientation) is
on it. If the user’s orientation changes above a certain threshold, the virtual agent will conclude
the face-to-face conversation to be over and continue its goal-directed navigation in the scene.
This is a simplified approach to deduce the end of a conversation and further literature from
psychology/sociology (Bangerter et al., 2004; Alterman and Garland, 2001) can be used to design
a more advanced strategy to recognize the end of a conversation.
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CHAPTER 8: CONCLUSIONS AND FUTURE WORK
In this dissertation, we have developed gait-based data-driven models of emotion (Chapter 2),
dominance (Chapter 5), and friendliness (Chapter 6). To understand the overall capability of
gaits to communicate social information about the emotion, dominance, and friendliness, we
performed an unsupervised cluster analysis on the affective gait features.
8.1 Analysis of Gait Features
This analysis aims to analyze whether the gaits can be partitioned into distinct classes. We
used the K-means clustering algorithm and attempted to divide the gait features into K ∈ [2, 10]
clusters. We evaluated the results using Silhouette analysis and the sum of squared distance. The
results of the sum of squared distances between gait data and the cluster centers indicate that the
gait features form k = 3 clusters (Figure 8.1).
We also computed the Silhouette coefficients for K ∈ [2, 10] (Rousseeuw, 1987). The Silhou-





Here, si is the Silhouette coefficient of a feature vector i classified as belonging to cluster a,
ai is the average distance of the feature vector i from all the data points in cluster a, and bi is
the average distance of the feature vector i from all the data points in cluster b, where b is the
closest cluster to a. A value of si = 1 indicates well-separated clusters and a value of si < 0
indicates a sample assigned to a wrong cluster. Figure 8.4 shows the Silhouette coefficients of all
samples for different values of K ∈ [2, 10]. We also show the average Silhouette coefficients in
Figure 8.3. We observe that for K = 2, 3, and 5, we obtain higher Silhouette coefficients. This
indicates a presence of clusters in the gait features. For K = 3 clusters, we obtained average
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Dominance Friendliness Valence Arousal
Dominance 1.00 0.86 0.97 0.94
Friendliness 0.86 1.00 0.87 0.78
Valence 0.97 0.87 1.00 0.97
Arousal 0.94 0.78 0.97 1.00
Table 8.1: Correlation: We computed correlation coefficients between the various components of
social perception. We observe that these components are highly correlated to each other indicat-
ing that values of some components can be used to predict the values of the other components.
values of the labels (emotion, dominance, and friendliness) of the gaits in each cluster. As shown
in Figure 8.2, we observe that while the clusters are not distinguishable on the Friendliness or
Angry dimension, they are distinguishable on the Sad, Happy, and Neutral dimension. Since we
had all the labels available only for the gaits in the CMU dataset, this analysis is based on that
dataset only (CMU, 2018). However, even for this dataset, the cluster labels indicate that the
gait data can be partitioned into distinct clusters. As future work, we would like to extend this
analysis to additional datasets, including the deception labels.
In addition to the unsupervised cluster analysis, we also computed correlation coefficients
between the various components of social perception (Table 8.1). The correlation coefficients are
computed according to the participant responses to the same gaits for different components of so-
cial perception. We observe that these components are highly correlated to each other, indicating
that the values of some components can be used to predict the values of the other components. As
future work, we would like to use this correlation between various components of social percep-
tion into prediction and modeling of social perception from gaits.
8.2 Conclusions and Future Work
There are many cues humans observe during social perception such as physical appearance,
verbal, and nonverbal communication. For pedestrians, nonverbal cues such as gaits, gestures,
gazing, and trajectories are the most important. While social perception involves making esti-
mates about many components such as age, gender, personality, we focus on emotions, friendli-
ness, dominance, deception, and approachability because for applications such as robotics and
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Figure 8.1: Clusters in the Gait Data: We plot the sum of squared distance obtained by varying
the number of clusters in the K-means clustering algorithm. From the graph, we may choose
k = 3 as the number of clusters in the gait data.
virtual agents, these form the forefront of the current research. Our work builds on the prior work
on modeling personalities, age, and gender using nonverbal characteristics (Guy et al., 2011a;
Yu et al., 2009). In this dissertation, we have presented data-driven models of social perception,
specifically, emotion (Chapter 2), deception (Chapter 3), dominance (Chapter 4 and 5), friend-
liness (Chapter 6), and approachability (Chapter 7). A large part of our research borrows ideas
related to data-driven modeling of social perception capabilities of humans from other fields
including psychology, social sciences, robotics, computer graphics, and machine learning. More-
over, we highlight applications of our data-driven models to many different areas, including
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Figure 8.2: Average Labels for Clusters of the Gait Data: We plot the average values of the
labels corresponding to the gaits in each cluster. we observe that while the clusters are not distin-
guishable on the Friendliness or Angry dimension, they are distinguishable on the Sad, Happy,
and Neutral dimension.
virtual agent simulation for VR and AR, robotics, and autonomous vehicles (Chapter 4). Specifi-
cally, we have presented following approaches:
Emotion Model: We presented a data-driven model of emotions based on gaits and gazing.
Using psychological characterization and deep learning approaches, our approach is able to
identify perceived emotions of pedestrians from their walking gaits with an improved accuracy
compared to state-of-the-art algorithms. We also demonstrate an application of our emotion
model to simulate virtual agents with desired perceived emotions. Our approach increases the
sense of social presence felt by the users as demonstrated by the results of our validation in VR
environment.
Deception Model: We presented first gait-based approach to detect deception from walking
using gaits and gestures of pedestrians. Using psychological characterization and deep learning
approaches, our approach is able to identify deception with 87.5% accuracy.
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Figure 8.3: Average Silhouette Score: We present the average Silhouette scores for K ∈ [1, 10].
A value of si = 1 indicates well-separated clusters and a value of si < 0 indicates a sample as-
signed to a wrong cluster. We observe that K = 2, 3, and 5, we obtain higher Silhouette scores.
This indicates a presence of clusters in the gait features.
Dominance Model: We presented a data-driven model of dominance based on gaits and
trajectories of pedestrians. We showed that this model can be used to perform socially-aware
robot navigation and autonomous vehicle navigation among pedestrians. Additionally, this model
can also be used to simulate a variety of dominance traits resulting in higher social presence.
Friendliness Model: We presented a data-driven model of friendliness based on gaits, ges-
tures, and gazing. We showed that virtual agents generated using this algorithm can be used to
increase the sense of social presence experienced by the users in AR environment.
Approachability Model: We presented a novel approachability model based on trajectories
and Hall’s idea of social distances. This approach increases users’ sense of social presence by
facilitating F2F interactions between users and virtual agents.
These five models present ways to understand the major components of social perception and
also present methods that can be applied to other components such as age, gender, personality
traits such as trustworthiness, competence, etc. There are many other avenues of future work, in
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addition to overcoming the limitations of our work discussed in each chapter. Currently, our mod-
els only consider non-verbal features corresponding to gaits, gestures, gazing, and trajectories.
We would like to extend our approach to include other verbal and non-verbal features such as
facial expressions as well as physical appearance. Our models consider pedestrians and virtual
agents performing the walking activity. We would like to generalize our models to include other
activities such as dancing, sitting, talking, etc.
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(a) TRY
Figure 8.4: Silhouette Coefficients: We present the Silhouette plot for k = [2, 10]. A value of
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