In recent years, large-batch optimization is becoming the key of distributed deep learning. However, large-batch optimization is hard. Straightforwardly porting the code often leads to a significant loss in testing accuracy. Keskar et al. [13] suggested that large batch optimization leads to a low generalization performance. They further conjectured that largebatch training needs a higher floating-point precision to achieve a higher generalization performance. To solve this problem, we conduct an open study in this paper. Our target is to find the number of bits that large-batch training needs. To do so, we need a system for customized precision study. However, state-ofthe-art systems have some limitations that lower the efficiency of developers and researchers. To solve this problem, we design and implement our own system CPD: A High Performance System for Customized-Precision Distributed DL. In our experiments, our application often loses accuracy if we use a very-low precision (e.g. 8 bits or 4 bits). To solve this problem, we proposed the APS (Auto-Precision-Scaling) algorithm, which is a layer-wise adaptive scheme for gradients shifting. With APS, we are able to make the large-batch training converge with only 4 bits. Our implementation is available at https://github.com/drcut/CPD.
I. INTRODUCTION
State-of-the-art supercomputers usually have hundreds or even thousands of nodes to provide a hyper-scale computing power to cutting-edge applications. To fully utilize the powerful supercomputers for Deep Learning (DL) applications, researchers need to maximize the parallelism. In recent years, researchers are starting to use large-batch training [1] , [5] , [10] , [19] , [21] to extract more parallelism. However, largebatch optimization is hard. Straightforwardly porting the code often leads to a significant loss in accuracy. For instance, the baseline of AlexNet (with a batch size of 512) [14] is able to achieve 80+% top-5 testing accuracy on the ImageNet dataset. Increasing the batch size to a larger value may only achieve 60% accuracy or even diverge in the middle of the training. Keskar et al. [13] suggested that the generalization gap is the reason why large batch training is hard to optimize. They further conjectured that large-batch training needs a higher floating-point precision to achieve a higher generalization. However, they did not provide experimental results to support their speculation. Thus, prior to this study, the relationship between large-batch training and floating-point precision is largely unclear.
To solve existing problems in this area, we conduct an open study in this paper. Our target is to find the number of bits that large-batch training needs. After conducting a series of carefully designed experiments, we find that a higher precision is not able to improve the generalization performance of largebatch training. Thus, we focus on automatically designing a lower precision format for large-batch training.
On the other hand, to conduct an open study for customized precision on large-batch training, we need an efficient system to do comprehensive experiments. However, state-of-the-art systems like QPyTorch have some limitations that lower the efficiency of developers and researchers. To solve this problem, we design and implement our own system CPD: A High Performance System for Customized-Precision Distributed DL. By using CPD, we are able to implement any customized arithmetic format for various DL applications.
In our experiments, our application often loses accuracy if we use a very-low precision (e.g. 8 bits or 4 bits). In some situations, the training will even diverge with a very-low precision. To solve this problem, we propose the APS (Auto-Precision-Scaling) algorithm, which is a layer-wise adaptive scheme for gradients shifting. With APS, we are able to make the large-batch training converge with only 4 bits. Our implementation is available at https://github.com/drcut/CPD. Overall, we have three contributions in this paper:
• We study the relationship between floating precision and the generalization performance of large-batch training, which is the key technique in distributed deep learning. • We design and implement the CPD system, which is a general system for customized precision study on distributed systems. • We propose the APS algorithm, which enables the system to employ a layer-wise technique to conduct an accurate low-precision training. The rest of the paper is organized as follows. Section II provides a survey of literatures and describes various attempts at low-precision training and distributed training with large batch size. Section III introduces our exploration on high-percision distributed training. Section IV introduces our system CPD: A High Performance System for Customized-Precision Distributed DL. Section V explores the possibility of low-precision distributed deep learning. Section VI presents the experimental results of very low precision large-batch training. Finally, our concluding thoughts are in Section VII.
II. RELATED WORK
This paper is not the first paper studying the low-precision training. However, we believe this paper is the first study that investigates the effect of floating-point precision on large-batch training. Large-batch training is a much harder optimization problem than regular DNN (Deep Neural Networks) training. Several directions of work are related to this paper. We introduce each of them one by one.
A. Low-Precision for Deep Learning
There are several research projects that explored the possibility of using a lower precision for DNN. However, most of them were focused on the inference stage. Recently, Micikevicius et al. [16] used the half-precision floating-point format (IEEE 754 16-bit) in DNN training. With the help of loss-scaling (the hyper-parameters are manually tuned by the researchers), they could achieve a similar accuracy as the FP32 format. After that, Wang et al. [18] were able to use 8 bits in DNN training (they use 16 bits for some parts of the data) and achieve a comparable accuracy to the baseline. The specific design of 8 bits and 16 bits are based on the information of data distributions. Johnson [11] looked into older representations of FP to produce faster silicon. Kalamkar et al. [12] did a comprehensive study on bfloat16 format in DNN training. However, the relationship between accuracy and the number of bits in floating-point format is highly unclear in these papers.
On the other hand, even if we fix the number of bits, we still need to explore the design space of a floating-point format. For example, IEEE-754 FP16 has 1 bit for sign, 5 bits for exponent and 10 bits for mantissa. The bfloat16 format has 1 bit for sign, 8 bits for exponent and 7 bits for mantissa. The format of Wang et al. [18] has 1 bit for sign, 6 bits for exponent and 9 bits for mantissa. Moreover, all of the previous low precision DNN training studies are focused on single node (i.e. small-batch training). If we want to finish the training in a short time, we need distributed training on clusters and supercomputers. In this paper, we focus on low precision flops for large-batch training, which is the dominant technique in distributed training [1] , [5] , [10] , [19] , [21] .
B. Customized-Precision System
Most state-of-the-art systems only support a fixed number of bits in a floating-point format. For example, CUDA only supports floating-point formats with 16, 32, and 64 bits for fixed exponent/mantissa bits. QPyTorch 1 is a recent system that allows users to assign customized numbers of bits to exponent/mantissa in DNN training. QPyTorch is built on top of the PyTorch framework. However, QPyTorch has 1 https://github.com/Tiiiger/QPyTorch several limitations that hinder users from using it in realworld applications. When users design a format with only a few bits for exponent, the cast results from IEEE FP32 to the low precision format are numerically incorrect (based on our empirical study), which will lead to a serious bug in a deep learning system. Besides, QPyTorch only uses IEEE 754 single-precision for accumulator in GEMM operation, which is used for FullyConnection and Convolution Layers. And it only support using IEEE 754 single-precision for reduce/allreduce operations, which are being used at each iteration for distributed training.
C. Reduce memory cost
When the batch size and number of parameters for DNN are extremely large, we have to deal with the memory issue in a distributed training system. Since the data-parallel training (in which each node gets a copy of the model and a partition of the data batch) is the most widely-used approach in a distributed system, researchers can just focus on reducing the memory of each node independently. There are several ways to reduce the memory of each node: swapping memory between CPU/GPU [17] or balancing computation and memory [2] . In this paper, we focus on using a lower precision to reduce the memory requirement.
D. Floating-Point Precision and Large-Batch Training
The generalization error [8] of large-batch training is a concern in large-scale DNN training. Large-batch optimization often can get high training accuracy. However, the model generated by large-batch optimization fails to achieve the target testing accuracy, which was observed in the study of Keskar et al. [13] . Keskar et al. conjectured that largebatch training may need a higher floating-point precision to generalize well. However, they did not provide any experimental results to support their conjecture. This motivates us to carefully design a series of experiments to explore the relationship between floating-point precision and large-batch training. The layer-wise auto-tuning technique was used in LARS optimizer [20] , [21] to scale up the batch size. In this paper, we design a different layer-wise technique in our new APS (Auto-Precision Scaling) algorithm to conduct an accurate low-precision learning.
III. DISTRIBUTED TRAINING WITH DIFFERENT PRECISION
As suggested by Keskar et al. [13] , the commonly-used 32bit format in deep learning may not be enough for large-batch optimization. To investigate this issue, we use 64-bit precision for all the data (e.g. parameters, gradients, activations) during the training process, and compare the results to the models trained by 32-bit precision and 16-bit precision.
The models used in our experiments include LeNet, David-Net, ResNet-18, and ResNet-50. LeNet [15] is one of the earliest neural network models used in handwritten digits classification. As previous literatures, we use LeNet to process the MNIST dataset 2 . DavidNet 3 is an efficient image classification neural network architecture proposed by David C. Page. According to Standford Dawnbench [3] , DavidNet is able to achieve the highest CIFAR-10 dataset 4 training speed. DavidNet contains nine layers of custom residual convolutional blocks. ResNet or deep residual neural network [6] is a state-of-the-art deep learning model used in numerous applications.
We use large batch training on distributed systems for all models. For all experiments in our paper, we have the following batch size settings: MNIST dataset with LeNet model (batch size = 32K), CIFAR10 dataset with DavidNet (batch size = 4K), CIFAR10 dataset with ResNet18 (batch size = 4K), ImageNet dataset with ResNet50 [4] (batch size = 8K). We release all experimental source codes for readers to reproduce 5 .
A. Results for different Precisions
We train each model with different hyper-parameters (e.g. learning rate scale factor, learning rate decay factor, weight decay, momentum). We run the code with each hyper-parameter set at least ten times. We use different random seeds for different runs. Table I shows an example of experimental results of DavidNet from our runs. Fig. 1 shows an example of our experiments for LeNet, DavidNet and ResNet-18. In all these models, we did not observe any significant discrepancy between different numerical precisions (IEEE 754 half, single and double). Their training curves are almost identical to each other. Their testing accuracies are very close to each other.
To further analyze the experimental results, we use ANOVA (Analysis of Variance) 6 . ANOVA is an algorithm widely used in statistics, it can help us find out the difference (caused by precision or hyper-parameters) between similar accuracies. After running on several hyper-parameter sets, we also did not observe any significant discrepancy between different numerical precisions (IEEE 754 half, single and double). Some of our experimental results are shown in Table II . The F score shown in Table II is very low, which means there is no significant difference for different precisions. Based on our observation, the difference in accuracies is caused by the choice of hyperparameters, instead of the number of bits in flop format. We also make the CDF (cumulative distribution function) plots in Fig. 2 , which confirms that the results by different numerical precisions are close to each other. Therefore, our conclusion is that a higher precision can not improve the generalization performance of large-batch training.
B. Explanation of the results
We do the following analysis for all models. Due to page limitation, we only explain DavidNet in detail. The other models' results have the same principle. To explain the robustness of a precision, we check the distribution of activations, gradients and parameters while training with IEEE FP64, and 4 https://www.cs.toronto.edu/ kriz/cifar.html 5 https://github.com/drcut/customized precision test 6 https://en.wikipedia.org/wiki/Analysis of variance Fig. 1 . We trained three deep learning models (LeNet, DavidNet, ResNet-18) using different precisions: half, float, and double. In all these models, we did not observe any significant discrepancy between different numerical precisions (64-bit, 32-bit, and 16-bit). Their training curves are almost identical to each other. Their testing accuracies are very close to each other. use Fig. 3 to show the data. The minimal subnormal that IEEE half floating-point can represent is 5.96e-8. And we can see from Fig. 3 that only a tiny part of the data is smaller than 1e-8. This suggests that we do not need to use more exponent bits because a half precision can almost represent the range that we need.
IV. CPD 7 : A HIGH PERFORMANCE SYSTEM FOR CUSTOMIZED-PRECISION DISTRIBUTED DL
After confirming that high precision is not able to improve the generalization performance of large-batch training, we move our focus to low-precision exploration. We built CPD to emulate the low-precision training. CPD has the following functions, which are not supported by any previous systems:
• arbitrary low-precision, with num of exponent bits <= 8
and num of mantissa bits <=23 • Kahan summation algorithm [7] • calculating GEMM using any low-precision accumulator • reduce/all-reduce function using low-precision • mixing FP32 with customized low-precision in computing
A. Support arbitrary low-precision format
Current tools can not support an extremely low-precision, such as 4 bits (numerically incorrect). CPD does not have that limitation, we can use even 2 bits for training. 
B. Low-precision accumulation
To add a floating point number to another one with a larger exponent, we need to right shift the mantissa part of the smaller number. In this way, the exponent part of the smaller number can match that of the large number. But this means we will lose the data stored in the mantissa part of the small number. The situation that a large number is added to a small number is common in two scenarios when we train a neural network model: accumulation and parameter updating.
However, because we have to use the information of the updated parameter at the next iteration, we can not use any partially computed results. So we always use a high precision to store the parameters, and update them by gradients that cast to the high precision.
Although it's hard to use a low-precision accumulation for parameter updating, as we have to use the information of the updated parameter at next iteration, there is a method that can improve the accuracy of the low-precision accumulation: Kahan summation algorithm. To the best of our knowledge, this algorithm has never been used for DL. We introduce this algorithm into DL, and support researchers to use it for reduce/all-reduce accumulation and GEMM operation.
We are not able to control the precision of the accumulator and the way of doing accumulation in existing systems. We support this function by implementing our own GEMM on NVIDIA GPUs. We also noticed there is not any highperformance open-source GEMM implementation for general customized-precision study. The CUTLASS 8 is a related opensource implementation. However, CUTLASS is not compatible with our system. So we implement a high-performance GEMM which can either use FP32 or any customized low precision for the accumulator. The code is integrated in CPD. We are also not able to control the process while doing all-reduce operations in existing systems. CPD supports users to store the intermediate results with a customized-precision, and do accumulation by Kahan summation algorithm.
C. Using customized-precision only for storage
As mentioned above, the memory for DL training is mainly for storing the activations that are used to calculate gradients. If we can use a lower precision for activation storage while maintain high-precision for calculation, we can save lots of memory without losing accuracy. The process during forward propagation is shown in Fig. 4 . The idea is similar to [16] , but we do not only use this method for convolution and matrix multiply. We use it for all operations. Fig. 4 . The process for forward propagation in a layer. First, the lowprecision inputs from former layers will be cast into high-precision (so do the parameters). The operations will finished in FP32 precision, but the results will be cast to the low precision before passing to the next layer. The data shown in the blue box means they will store in memory for backward propagation, while the data in the orange box will be discarded once they have been used.
In the following sections, we only focus on using the low precision to store the data, which means we do all our calculations in FP32, and cast them to a low precision before the output. Compared to the cost of computing convolution, the cost of casting between different floating-point formats is trivial. In our experiments, we observe that the training time can be reduced by around 1.7 times and save around 30% memory if we reduce the number of bits by a factor of 2. We reduce the communication overhead by 2 times if we reduce the number of bits by a factor of 2.
V. LOW-PRECISION DISTRIBUTED TRAINING
After implementing the CPD system for customizedprecision study, we focus on low-precision large-batch training. As mentioned in previous papers [5] , [13] , large-batch training is a more difficult optimization problem than general neural network training. The purpose of our study is to explore the minimum number of bits that large-batch training needs for a given application. Obviously, using a lower precision to 8 https://github.com/NVIDIA/cutlass represent the data has the benefits of reducing the memory (i.e. dominated by parameters and activations) and communication (i.e. dominated by gradients) overhead. In this section, we try to answer two questions: how to minimize the number of bits for a given model while maintaining the accuracy, and how can we improve the accuracy if the number of bits are fixed.
A. Minimize the number of bits 1) Low precision parameters: As Fig. 5 shows, although different models have different distributions for parameters, they all can be roughly approximated by normal distributions We set a threshold and cut the numbers below the threshold to zeros. In our experiments, we did not observe that casting these small numbers had any significant impact on the training/testing accuracy. In this way, we can use fewer exponent bits to represent the range. For example, the parameters of LeNet are in the range of [-15, -5], we have to use 5 exponent bits (with the range of [-14, 16] for normal format value) to represent them (the exponent bias is 15 = 2 5−1 − 1, and the normal format's exponent values are from 1 to 31, so it can represent the exponent value in range [-14, 16] = [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ). However, the number of bits for the mantissa part is not clear.
The mantissa bits can not only help us represent data more precisely, but also help us represent small numbers in subnormal format. We fine-tune the mantissa bits, and get some interesting results (Fig. 6 ). It shows that in some situations we can just discard the mantissa part. For DavidNet and ResNet-18, we have to use different mantissa bits to maintain the accuracy. Besides, we also tried different number of exponent bits, and found that we could discard more small numbers without affecting the accuracy (with only four exponent bits). The details are shown in Fig. 7 .
2) Low precision gradients: As the parameters, the data of gradients also can be roughly approximated by normal distributions (Fig. 8 ). However, gradients are more complicated than parameters and activations. By the chain rule, backpropagation ensures that all the gradient values are scaled by the same amount. In this way, we can use loss scale to simply shift the range of distribution, which is useful to reduce the number of bits in some situations.
The range of LeNet's gradients is [2 −20 , 2 −5 ]. Typically, we have to use at least 6 exponent bits to represent the number smaller than 2 −15 . However, the range contains only 16 numbers (the power of 2), so we can use 4 exponent bits to represent them. floating-point format with 4 exponent bits represent range [2 −6 , 2 8 ] (not taking subnormal into consideration). So we have to convert the range [2 −20 , 2 −5 ] to range [2 −6 , 2 8 ]. We use a factor of 2 9 as the loss scale. After using loss scale, the range of the gradients will be [2 −11 , 2 4 ], which has a larger overlap with our representation range. For gradients, the number of bits needed for exponent/mantissa is depend on the loss scale value. So we have to tune either of them.
For simple models, loss scale is a useful way. However, for complicated models, the gradients between different layers Parameter distribution for different neural network models. As the range of parameters between different iterations are similar, we draw the figures for data collected from a randomly selected iteration. As we can see, these models all can be roughly approximated by normal distributions, which means most of data has the same exponent. This finding allows us to use few bits to represent the exponent. Fig. 6 . This figure shows the tuning of the mantissa bits in LeNet parameters. We assign 5 bits to the exponent, and change the number of bits of mantissa from 0 to 2. We compare their training curves with the training curve of IEEE FP32. The figures show that the difference between mantissa bits has little effect on the training curves. Fig. 7 . This figure shows the tuning of exponent bits in LeNet parameters. We do not assign any bit to mantissa because of the results in Fig. 6 . We change the number of exponent bits from 3 to 6 and draw the training curves. We made a comparison between them and IEEE FP32. If the number of exponent bits are too few, the range can be represented by this precision will be so short that some data will be cast to INF (overflow). In this situation, the training will diverge, just like the red line for 3 bits exponent. It also shows if the range is large enough to represent any number without overflow, then more exponent bits can not help improve the accuracy may have different distributions, which will make the lossscale technique hard to use in practice. More details are in Section V-B1.
3) Low precision activations:
The distribution for activations also can be roughly approximated by normal distributions (Fig. 9 ). Same as parameters, we can not use the tricks like loss scale to shift the range of distribution of all activations. However, we found Batch Normalization or other Normalization techniques can re-scale the outputs of previous layers. These techniques not only can improve the convergence rate, but also can narrow the range of the distribution of the activations. As shown in Fig. 10 , we have a relatively narrow range after using BN, which is useful for the low precision because it can only represent a small range of numbers.
For gradients and activations, the lowest precisions depend on scale factor. Micikevicius et al. [16] proposed the loss-scale scheme. However, the scale factor for a given model has to be manually chosen by human. Also, it did not support to scale the value of activation. In the next section, we propose the APS algorithm that can be used to determine the value of the scale factor automatically, and scale the data for both gradients and activations.
B. Improve the accuracy for a given precision 1) APS: Auto-Precision-Scaling algorithm: Thanks to the chain rule technique, we can shift the range of gradients without losing accuracy. However, this approach does not work for activations. In floating-point representation, the range of a fixed number of exponent bits is constant. For example, when we have 4 bits for exponent, we can represent range [-6, 7] . However, we can not use 4 bits exponent to represent the range of [8, 21] . State-of-the-art neural network models like ResNet are using Batch Normalization [9] after each Convolutional layer. Because of Batch Normalization, the outputs will not change even if the inputs are multiplied by a constant. So we can scale the range of the inputs, which will be stored in memory for back-propagation, to the range that has larger overlap with the range that can be represented by our limited floating-point bits. So we propose Auto-Precision-Scaling (APS) algorithm, which can help us shift the range of data to a suitable range automatically with any given number . Assuming all BN layers use the same γ and β, BN can help make distributions of different layers much more similar. Without BN, the range of activations is much larger, and data will need different number of exponent bits. In contract, with BN, the range of activations is smaller, and most data have same exponent. The reason is that the distributions can be roughly approximated by normal distributions with help of BN of exponent bits. With the help of APS, we can improve the accuracy significantly for low precision. We can store the activations even with only 4-bit precision Fig. 12 . APS can not only help to shift the range to represent a wider range of data, but also avoiding overflowing. The reason is that APS will shift the upper bound to the scale that can be represented by a given precision. APS can be used to shift activations and gradients. For distributed training, the all-reduce operation for gradients at each iteration can be a performance bottleneck. If we can use a low precision for gradients, we can reduce the bandwidth requirement. Although we can scale the gradients with loss (a) 1st layer's gradient (b) 24th layer's gradient Fig. 11 . The gradients distributions of the 1st and 25th layers for ResNet-50 training with 8K batch size. The distributions are total different, although both of them can be roughly approximated by normal distributions scale, the gradients of different layers have different distributions ( Fig. 11 ). In this case, we can only shift with a small scale because the largest gradient will easily overflow. The APS algorithm uses a layer-wise scheme to scale the gradients. The algorithm first gets the number with the maximum absolute value in each layer. Let us refer to the layer ID as i and this number as a i . Then the algorithm computes the number of exponent bits of |a i | as e i . Assume the model has n layers, the algorithm stores a vector E = {e 1 , e 2 , ..., e i , ..., e n } in the memory and do an all-reduce operation for this vector to get the maximum value in the whole system. The cost of this vector is trivial because each layer has tens of thousands of parameters. Then the algorithm shifts the gradients of each layer and cast them to a lower precision based on the information of vector E. After the all-reduce operation, the algorithm can cast them to a higher precision and then shift them to the original exponent.
APS algorithm can also help us to scale the activations. The principle is the same as gradients. Please see the pseudo code for more details. In our experiments, we observe that naive APS may get a biased estimate for the mean and variance by using the information of running mean and running variance. The reason is that the mean and variance will be changed once the inputs are shifted. We improve the APS algorithm by only sampling the mean and variance for the BN layers. In the following experiments, we use the training mode BN while doing the evaluation. if i! = 0 then 5:
tmp exp ← CEIL(LOG2(ABS(i)))
6:
if tmp exp > max exp then return Gradients 11: end function
VI. EXPERIMENTS: 4&8-BIT LARGE-BATCH TRAINING
Although we can use only 5 bits to train some neural networks, it is hardware friendly to use a power of 2 as the number of bits (e.g. 8, 16, 32) . This is efficient for both memory access and computation units. So we try compressing the neural networks to 4 and 8 bits. In this situation, we do not manually tune the number of mantissa bits. Instead, we just study the range of the distribution, and use a minimal number of exponent bits. Then we give the remaining bits to the mantissa part.
A. DavidNet
First we try to use a low precision for parameters, activations and gradients of DavidNet without APS. We fix precision to 8 bits, and tune the number of exponent bits. The results are shown in Fig. 13 . In our experiments, we observed that we need at least 5 exponent bits for activations to make the algorithm converge.
Then we do some the same experiments with APS algorithm. We give two examples of low-precision formats: 4 bits (exp: 3 man:0) and 8 bits (exp:4 man: 3). Since activations are the main memory cost and gradients are the main communication cost, we store them in a lower precision. For parameters, we can just store them in FP32. Without APS algorithm, both of them will diverge ( Fig. 13 ). After using APS algorithm, we can use 8 bits (exp:4 man:3) to achieve the same accuracy as the FP32 baseline. We can also make the training converge by only using 4 bits (Fig. 14) .
B. ResNet-50
In this section, we pick a state-of-the-art deep learning model to evaluate our APS algorithm in large-batch training. We use the ResNet-50 [6] with the same setting as [5] . We only use scale for data augmentation. We use the 224x224 images random crop from the augmented images or its horizontal flip. We cast the activations and gradients into a lower precision. We first reproduced the results of [5] (Fig. 15 ). Then we use APS for activations. We use APS for each BatchNormalization layer's inputs. As we can see in Fig. 16 , the training curves for both setting of 8-bit precision can match the curve of FP32. Even the version with 4-bit activations can also converge, with only a tiny accuracy loss. We also use APS for gradients Fig.17 . We use Kahan Accumulation Algorithm for the reduce operation to avoid the loss of accuracy. Using APS can make 8-bit precision match the baseline. The version with 4-bit precision can also converge (with accuracy loss).
Finally, we use APS for both gradients and activations, with precision of 5 exponent bits and 2 mantissa bits. The results are shown in Fig. 18 . First, we use APS and train for 90 epochs. Then we fixed all hyper-parameters except for running mean and running variance in BN layer. We use 32 bits to train for 1 epoch without APS to get a correct mean/variance for each BN layer. We only need to update the value of BN. So we do not calculate loss and gradients. The correct value of mean and variance can help improve the testing accuracy.
VII. CONCLUSION
We have demonstrated a higher precision (> 32 bits) could not improve the generalization performance for large batch . Results for different number of exponent/mantissa bits (totally 8 bits) to represent parameters, activations and gradients to train DavidNet with batch size 4K. We only use low precision for one set each time. For example, if we use low precision for parameters, then activations and gradients will stored in IEEE 754 FP32. For parameters, the best accuracy is achieved by 4 exponent bits and 3 mantissa bits. For activations, as long as the exponent bits can represent a large range to avoid overflow, tuning the number of exponent bits almost has no effect on training curves. For gradients, the best accuracy for a format is related to the loss scale. By setting the loss scale as 8, we can achieve the same accuracy with different formats. If the loss scale is too large or the exponent bits are not enough to represent a large range, it will lead to an INF/NAN problem during the training process. training. However, a lower precision can maintain the same accuracy. For distributed training, we propose methods to determine the minimal number of exponent bits we need to maintain the accuracy. Besides, for a given floating-point Fig. 15 . As mentioned above, when using APS for activations, the Batch Normalization layer can not get the correct value for running mean and running variance because we shift the input at each iteration. So we use two large-batch baselines with the same setting. The orange line uses the evaluation mode BN during evaluation, while the green line uses the training mode BN with a batch size of 32.
format, we propose the APS algorithm to help improve the accuracy, reduce the memory requirement for back propagation, and reduce the bandwidth for communication. We can Fig. 16 . Training with APS for activations with a batch size of 8K. Note that we used the curves of both training/evaluation mode BN as baselines. As we can see, each curve has the same trend, and training with 4 bits only has a tiny accuracy loss. For the 90th epoch, we only update two hyper-parameters for the BN layer: running mean and running variance. This can significantly improve the accuracy, which is very close to the baseline. Fig. 17 . Training with APS for gradients (batch size: 8K). Both settings of 8-bit format can match the baseline curve. 4-bit format can also converge, but with a significant accuracy loss Fig. 18 . Training with APS on activations and gradients for 8-bit format (5 exp bits and 2 man bits) with 8K batch size. We only modify running mean and running variance for BN at the 90th epoch. The last epoch takes little time as it does not calculate loss or gradient, but it can significant improve the accuracy.
train ResNet-50 and several other state-of-the-art models with 8 bits for large-batch distributed training. We also use APS to avoid overflow and make the training converge with only 4 bits. In addition, we built the CPD system that allows users to simulate DNN training using arbitrary number of exponent bits and mantissa bits.
