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Abstract
In this paper we deal with the distribution of the Gini Concentration Index (G).
We derive its exact sample distribution which is useful only for small sample sizes
and basing on the classic results for L-statistics of Egorov and Nevronov we prove the
asymptotic normality for G from an original and probabilistic way.
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Resumen
En este trabajo se estudia la distribucio´n del I´ndice de Concetracio´n de Gini (G).
Se calcula la su distribucio´n exacta, utilizable u´nicamente para taman˜os muestrales
muy pequen˜os. A partir de los resultados para L-estad´ısticos de Egorov y Nevronov, se
demuestra de una manera original, simpe y muy probabil´ıstica la normalidad asinto´tica
para G.
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1 Introduction
The Gini Concentration Index is, probably, the most popular inequality measures. If L is
the well-known Lorenz function, it is defined as,
G = 1− 2
∫ 1
0
L(p)dp (1)
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or, for a certain sample {x1, . . . , xn}
G =
n∑
i=1
(2i− n)x(i)
n
∑n
i=1 xi
.
The most common situation is that the studied variable is defined on a real interval;
(m, M) with 0 ≤ m < M < ∞, in this case, an equivalent expression for the Gini Index
used by David E. A. Giles (2004) is,
G =
∫M
m F (y)(1 − F (y))dy
µ
. (2)
Replacing the distribution function for its maximum likelihood estimator Fn we have the
usual G estimator,
Gˆn =
∫M
m y(2Fn(y)− 1)dFn(y)
X¯
. (3)
This index has been very actively investigated for the last three decades and there exist
a vast literature about it. Its exact sample distribution in the particular case of a skewn
normal distribution has been studied by Crocetta and Loperfido (2005) under a more
general case of the L-statistics. For arbitrary underlying law, its asymptotic distribution
and the asymptotic distribution of other families which generalizes the Gini Index as the
S-Gini or the E-Gini, has been studied by Zitikis and Gastwirth (2002), Zitikis (2003),
Mart´ınez-Camblor (2005) and Mart´ınez-Camblor (2007). The multivariate case for those
families have been studied by Mart´ınez-Camblor (2007) and Mart´ınez-Camblor (2006).
In Section 2 of this paper, we calculate the exact distribution for G in unstudied case,
the uniform distribution. This theorem is only useful for small samples. In Section 3,
we used the results for L-statistic of Eforov and Nevronov (1976) in order to calculate
its asymptotic distribution. The employed method is simple and useful to derive the
asymptotic normality for other relative index.
2 Exact distribution for Gˆn
In this section, we calculate the exact expression for FGˆn(t) = P{Gˆn ≤ t} for each t ∈ R
for a given random sample X = {x1, . . . , xn} from a U [0, 1] (uniform distribution on [0, 1])
law.
Theorem 2.1 Let be U = {u1, . . . , un} a random sample from a U [0, 1]. Then we have
the equality
FGˆn(t) = P{Gˆn ≤ t}
=
∫ I(an)
0
∫ I(an−1)
0
· · ·
∫ I(a1)
0
e−
∑n
i=1 tj dt1 · · · dtn (4)
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where ai = (n+ 1− i)(i − n t) for 1 ≤ i ≤ n and
I(aj) =
{ ∞ si aj ≤ 0
−∑ni=j+1 ai ti/aj si aj > 0
}
(5)
Proof. Let be u(i) the ith order statistic of the sample U using (4), we have that
Gˆn =
∫M
m y(2Fn(y)− 1)dFn(y)
X¯
=
n∑
i=1
(2i− n)u(i)
n
∑n
i=1 ui
(6)
hence
FGˆn(t) = P{Gˆn ≤ t} = P
{∑n
i=1
(2i−n)u(i)
n
∑n
i=1 ui
≤ t
}
= P
{∑n
i=1
(2i−n)u(i)
n
∑n
i=1 u(i)
≤ t
}
= P {∑ni=1(2i− n)u(i) ≤ t n∑ni=1 u(i)} = P {∑ni=1(2i− n− t n)u(i) ≤ 0} (7)
From Lemma 2 in Egorov and Nevrorov (1976), we know that there exist independent
random variables; ξ1, . . . , ξn+1, from a exponential law (Exp(λ)), with expected value one
(λ = 1) such that for k = 1, . . . , n,
u(k) =
ξ1 + · · ·+ ξk
ξ1 + · · ·+ ξn+1 (8)
Replacing this expression in (8) we obtain that,
FGˆn(t) = P
{
n∑
i=1
(2i− n− t n)
(
ξ1 + · · · + ξi
ξ1 + · · ·+ ξn+1
)
≤ 0
}
= P
{
n∑
i=1
(2i− n− t n)
(
i∑
k=1
ξk
)
≤ 0
}
. (9)
Note that for each j (1 ≤ j ≤ n) the coefficient for ξj is
∑n
i=j(2i− n− t n) applying the
addecuate formula we obtain that the coefficient is (n+ 1− j)(j − t n) and then
FGˆn(t) = P
{
n∑
i=1
(n+ 1− i)(i− t n)ξi ≤ 0
}
= P
{
n∑
i=1
aiξi ≤ 0
}
(10)
where ai = ai(t) = (n+ 1− i)(i − t n) (1 ≤ i ≤ n).
Obviously, FGˆn(t) = 1 for t ≥ 1, and FGˆn(t) = 0 for t ≤ 0.
When ai < 0 < ai+1 and if we define the function
I(aj) =
{ ∞ if aj ≤ 0
−∑ni=j+1 ai ti/aj if aj > 0 (11)
it is clear that FGˆn(t) can be expressed as
FGˆn(t) =
∫ I(an)
0
∫ I(an−1)
0
· · ·
∫ I(a1)
0
e−
∑n
i=1 tj dt1 · · · dtn (12)
and the proof this completed. 
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3 Asymptotic normality to Gˆn
For very small sample sizes we can compute easily the previous expression but the com-
plexity of the problem increases dramatically with the sample size (for n ≥ 5 the problem
begins to be embarrasing). Hence, the exact distribution can not be used in practical
problem. The next goal is to derive an useful approximation for the Gˆn distribution.
Theorem 3.1 Let be U = {u1, . . . , un} a random sample from a U [0, 1] distribution.
Then we have the convergence
√
n
Gˆn − 1/3√
8/135
L−→n N (0, 1) (13)
Proof. From Central Limit Theorem for linear combinations of the order statistics given
by Egorov and Nevronov (1976) we know that
sup
x∈R
∣∣∣∣P {
∑n
i=1(2i − (1 + t)n)u(i) −mn(t)
vn(t)
≤ x
}
− Φ(x)
∣∣∣∣ = O (n−1/2) (14)
where Φ(x) =
∫ x
−∞
1√
2Π
exp {−s2/2}ds and
mn(t) = n(2 + n(1− 3 t))/6 (15)
v2n(t) = (n(12 + n(2− 30 t) + n2(1 + 15 t2))/180 (16)
Hence, from the equation (8), for all t ∈ R we have
FGˆn(t) = P
{
n∑
i=1
(2i− (1 + t)n)u(i) ≤ 0
}
= Φ(−mn(t)/vn(t)) +O
(
n−1/2
)
. (17)
On the other hand
P
{
√
n
Gˆn − 1/3√
8/135
≤ t
}
= P
{
Gˆn ≤
√
8
n 135
t+
1
3
}
= P
{
Gˆn ≤ t∗
)
(18)
where t∗ =
√
8
n 135 t+
1
3 .
We have that
mn(t∗)
vn(t∗)
−
√
5n(1− 3 t∗)√
1 + 15 t∗2
= O(n−1/2) (19)
and then, we can derive
P
{
Gˆn ≤ t∗
)
= P
{
n∑
i=1
(2i − (1 + t∗)n)u(i) ≤ 0
}
= P
{∑n
i=1(2i− (1 + t∗)n)u(i) −mn(t∗)
vn(t∗)
≤ −mn(t
∗)
vn(t∗)
}
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= P
ξ ≤
√
8
3 t√
8
3 +
√
160 t√
27n
+ 8 t29n
+O (n−1/2)
= P
ξ ≤ t√1 + √20 t
3
√
n
+ t23n
+O (n−1/2) (20)
It is easy to prove that,
sup
t∗∈R
∣∣∣∣∣∣Φ(t∗)− Φ
 t∗√
1 +
√
20 t∗√
9n
+ t∗23n
∣∣∣∣∣∣ = O
(
n−1/2
)
(21)
as consequence
P
{
√
n
Gˆn − 1/3√
8/135
≤ t
}
= P {ξ ≤ t}+O
(
n−1/2
)
(22)
hence
√
n
Gˆn − 1/3√
8/135
L−→n N (0, 1) (23)
and the proof is completed. 
4 Conclusion
The main goal of this paper is to show a simply although sometimes laborious way for
working on the exact and asymptotic distributions of some indices estimations. In par-
ticular, we deal with the distribution of the Gini Index when the random sample are
obtained from U(0, 1). We not only compute its exact and asymptotic distributions but
the convergence ratios are obtained.
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