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Abstract
In this work we demonstrate provable guarantees on the training of depth-2 neural networks in new regimes
than previously explored. (1) We start with a simple stochastic algorithm that can train a ReLU gate in the realizable
setting with significantly milder conditions on the data distribution than previous results. Leveraging some additional
distributional assumptions we also show near-optimal guarantees of training a ReLU gate when an adversary is
allowed to corrupt the true labels. (2) Next we analyze the behaviour of noise assisted gradient descent on a ReLU
gate in the realizable setting. While making no further distributional assumptions, we locate a ball centered at the
origin such that all the iterates remain inside it with high probability. (3) Lastly we demonstrate a non-gradient
iterative algorithm for which we give near optimal guarantees for training a class of depth-2 neural networks in the
presence of an adversary who is additively corrupting the true labels. This analysis brings to light the advantage of
having a large width for the network while defending against an adversary. We demonstrate that faced with data
poisoning attacks of the kind we instantiate, for our chosen class of nets, the accuracy achieved by the algorithm
in recovering the ground truth parameters, scales inversely with the width.
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1I. A REVIEW OF PROVABLE NEURAL TRAINING
In this paper we prove results about trainability of certain depth 2 neural nets under more general settings than pre-
viously analyzed. Specialized to neural nets, learning theory seeks to solve the following function optimization/risk
minimization problem,
min
N∈N
Ez∈D[ℓ(N, z)] (1)
where ℓ is some lower-bounded non-negative function, members of N are continuous piecewise linear functions
representable by some chosen neural net architecture and we only have sample access to the distribution D. This
reduces to the empirical risk minimization question when this D is an uniform distribution on a finite set of points.
To the best of our knowledge about the state-of-the-art in deep-learning either of these two optimization problems
is typically solvable in either of the following two mutually exclusive scenarios : Scenario 1 : Semi-Realizable Data
i.e the data comes as tuples z = (x,y) with y being the noise corrupted output of a net (of known architecture)
when given x as an input. And Scenario 2 : Semi-Agnostic Data i.e data comes as tuples z = (x,y) with no
obvious functional relationship between x and y but there could be geometrical or statistical assumptions about
the x and y.
We note that its not very interesting to work in the fully agnostic setting as in that case training even a single
ReLU gate can be SPN-hard as shown in [14] On the other hand the simplifications that happen for infinitely
large networks have been discussed since [32] and this theme has had a recent resurgence in works like [8], [18].
Eventually this lead to an explosion of literature getting linear time training of various kinds of neural nets when
their width is a high degree polynomial in training set size, inverse accuracy and inverse confidence parameters (a
somewhat unrealistic regime), [27], [40], [10], [37], [22], [17], [3], [2], [4], [9], [44], [45], [6], [7], [29], [5]. The
essential essential proximity of this regime to kernel methods have been thought of separately in works like [1],
[39]
Even in the wake of this progress, it remains unclear as to how any of this can help establish rigorous guarantees
about smaller neural networks or more pertinently for constant size neural nets which is a regime closer to what
is implemented in the real world. Thus motivated we can summarize what is open about training depth 2 nets into
the following two questions,
1) Question 1 Can any algorithm train a ReLU gate to ǫ−accuracy in poly(input−dimension, 1ǫ ) time using
neither symmetry nor compact support assumptions on the distribution?
• Question 1.5 Can a single ReLU gate be trained using (S) GD with (a) random/arbitrary initialization
and (b) weakly constrained data distribution - at least allowing it to be non-Gaussian and preferably
non-compactly supported?
2) Question 2 Can a neural training algorithm work with the following naturally wanted properties being
simultaneously true?
a) Nets of depth 2 with a constant/small number of gates.
b) The training data instances (and maybe also the noise) would have non-Gaussian non-compactly supported distributions.
c) Less structural assumptions on the weight matrices than being of the single filter convolutional type.
d) ǫ−approximate answers be obtainable in at most poly(input−dimension, 1
ǫ
) time.
2II. A SUMMARY OF OUR RESULTS
We make progress on some of the above fronts by drawing inspiration from two distinct streams of literature
and often generalizing and blending techniques from them. First of them are the different avatars of the iterative
stochastic non-gradient Tron algorithms analyzed in the past like, [35], [33], [12], [20], [23], [15], [16]. The second
kind of historical precedence that we are motivated by are the different works which have shown how some of the
desired theorems about gradient descent can be proven if designed noise is injected into the algorithm in judicious
ways, [34], [41], [43], [11], [26], [19], [30], [28] We will be working exclusively with the function class of neural
nets whose activation function can be the ReLU function which maps Rn ∋ x 7→ max{0,w⊤x} ∈ R for w ∈ Rn
being its weight. Hence for such nets the corresponding empirical or the population risk is neither convex nor
smooth in how it depends on the weights. Thus to the best of our knowledge none of the convergence results
among these provable noise assisted algorithms cited above can be directly applied to our neural nets because these
proofs crucially leverage either convexity or very strong smoothness assumptions on the optimization objective.
In our work we focus on the following class of depth 2 nets,
Definition 1 (Single Filter Neural Nets Of Depth 2). Given a set of k matrices Ai ∈ Rr×n and an activation
function σ : R → R we call the following depth 2, width k neural net to be a single filter neural net defined by
the matrices A1, . . . ,Ak
R
n ∋ x 7→ fw(x) = 1
k
k∑
i=1
σ
(
w⊤Aix
)
∈ R
and where σ is the Leaky-ReLU which maps as, R ∋ y 7→ σ(y) = y1y≥0 + αy1y<0 for some α ≥ 0
Note that the above class of nets includes any single ReLU gate for α = 0, k = 1,A1 = In×n and it also includes
any depth 2 convolutional neural net with a single filter by setting the A′is to be 0/1 matrices such that each row
has exactly one 1 and each column has at most one 1.
Our results in this work can be said to be of two types:
A. Guarantees without the assumption of parity symmetry on the data distribution
We show 3 kinds of results in this category. In Section III first we have shown a very simple iterative stochastic
algorithm to recover the underlying parameter w∗ of the ReLU gate when the realizable data allowed to be sampled
online is of the form (x,max{0,w⊤∗ x}). The distributional condition is very mild which essentially just captures
the intuition that enough of our samples are such that w⊤∗ x > 0
To the best of our knowledge all previous attempts at this problem in the exactly realizable case have solved this
only for specific data distributions like the Gaussian distributions [36], [21]. And results like [16] have contained
as special cases a solution to this problem but only under symmetry assumptions on the distribution. In contrast
our assumptions on the distribution are significantly milder than all previous attempts.
But more importantly by making some extra distributional assumptions, the theorem in Section III also encompasses
the case when during training the true labels are being additively distorted by the oracle by a bounded perturbation.
In this case we show that the accuracy of the algorithm in recovering w∗ is nearly optimal. To the best of our
knowledge this is the first guarantee on training a ReLU gate in the adversarial setting.
3In Section IV we show the first-of-its-kind analysis of gradient descent on a ReLU gate albeit when assisted
with the injection of certain kinds of noise. We assume that the labels in the data are realizable but we make no
assumptions about the distribution on the domain. We make progress by showing that such a noise assisted GD in
such a situation has a diffusive behaviour about the global minima i.e after T steps of the algorithm starting from
anywhere, w.h.p all the steps of the algorithm would be within
√
T distance of the global minima of the function.
The key idea here is that of coupling which shows that from the iterates of noise injected gradient descent on the
squared loss of a ReLU gate one can create a discrete submartingale.
Remark. We would like to emphasize to the reader that in such a distribution free regime as above, there are no
algorithms known yet which can provably train. Also note that the result is parametric in the magnitude of the
added noise and hence one can make the algorithm be arbitrarily close to being a pure gradient descent.
In the short Section V we do a quick re-analysis of a known algorithm called GLM-Tron under more general
conditions than previously to show how well it can do (empirical) risk minimization on any Lipschitz gate with
Lipschitz constant < 2 (in particular a ReLU gate) in the noisily realizable setting while no assumptions are being
made on the distribution of the noise beyond their boundedness - hence the noise can be adversarial. We also
point out how the result can be improved under some assumptions on the noise making it more benign. Note that
in contrast to the training result in Section III which used a stochastic algorithm, here we are using full-batch
iterative updates to gain these extra abilities to deal with more general gates and having essentially no distributional
assumptions on training data.
B. Guarantees with the assumption of parity symmetry on the data distribution
In Section VI we allow ourselves a symmetry assumption on the data to show a generalization of the GLM-Tron
algorithm (to what we call the Neuro-Tron) that can provably do approximate parameter recovery for our single
filter nets of depth 2 with Leaky-ReLU activation (in particular with ReLU activations). This multi-gate form of
GLM-Tron turns out to be significantly more mathematically complicated to analyze and more so because we
allow for adversarial label corruption. Working in the context of allowing for attack on the labels, brings to light
advantages of the largeness of the width of the net and shows how that helps the training guarantees. We give a
data-dependent threshold value of the width s.t if we consider nets wider than this constant value, then we can get
better accuracies of recovery while also allowing for non-trivial attacks on the labels.
We would like to emphasize the following two salient points here, Firstly it is to be noted that in the above while
we leverage parity symmetry of the training data, we are also able to write the proof for any finite width depth
2 nets of the type that we focus on. Along the way the theorem in Section VI also shows that the ground truth
parameters for the finitely large nets that we consider can be recovered using a finite training set with only a
symmetry condition being imposed on it. We are not aware of this result being implied by any previous result.
Secondly we would like to emphasize to the reader that [13] is the only previous result we are aware of about
provable training of a neural net under any kind of model of adversarial attack. But this result as it stands only
applies when the net is asymptotically large/in the NTK regime. In contrast for the class of nets that we consider we
give an accuracy-width trade-off for all widths above a constant threshold value showing that once our adversary is
fixed, arbitrarily good accuracy of recovery can be achieved by using appropriately wide nets. Also as opposed to
the previous such result the adversarial setup in Sections III, V and VI give guarantees while training with a data
poisoning adversary [38], [42], [24] - the attack is allowed to happen on the training data in an online fashion. To
the best of our knowledge this work (and our companion paper [31]) are the first such guarantees about training a
net in the presence of a data poisoning attack.
4III. LEARNING A RELU GATE IN THE REALIZABLE SETTING AND WITH ADVERSARIAL ATTACKS ON LABELS
Given distribution D s.t x ∼ D, suppose the corresponding true labels are generated as y = ReLU(w⊤∗ x)
for some unknown w∗ ∈ Rn. We assume that we have sampling access to D and an adversarial oracle that
returns labels yadv := ξ + ReLU(w
⊤∗ x) with adversarial noise |ξ| ≤ θ. To learn the true labeling function
R
n ∋ y 7→ ReLU(w⊤∗ y) ∈ R in the noisily realizable setting we try to solve the following optimization problem,
minw∈Rn Ex∼D
[(
ReLU(w⊤x)− yadv
)2]
In contrast to previous work we show that the simple algorithm given below solves this learning problem by
leveraging the intuition that if we see enough labels y = ReLU(w⊤∗ x) + ξ where y > θ, then solving the linear
regression problem on this subset of samples, gives a w˜∗ which is a close to w∗. In the situation with adversarial
corruption (θ > 0) we show in subsection III-A that our recovery guarantee is a nearly optimal and and in the
realizable case (θ = 0), our setup learns to arbitrary accuracy the true filter w∗ using much milder distributional
constraints than previous such results that we are aware of.
Algorithm 1 Modified SGD for a ReLU gate with an adversarial oracle
1: Input: Sampling access to a distribution D on Rn.
2: Input: Oracle access to labels y ∈ R when queried with some x ∈ Rn
3: Input: An arbitrarily chosen starting point of w1 ∈ Rn and a constant α < 0
4: for t = 1, . . . do
5: Sample xt ∼ D and query the (adversarial) oracle with it.
6: The oracle replies back with yt = ReLU(w
⊤∗ xt) + ξt such that |ξt| ≤ θ
7: Form the gradient (proxy),
gt := α1yt>θ(yt −w⊤t xt)xt
8: wt+1 := wt − ηgt
9: end for
Theorem III.1.
Case I : Realizable setting, θ = 0.
Suppose (a) E
[
‖x‖4
]
and the covariance matrix E
[
xx⊤
]
exist and (b) w∗ is s.t E
[
1w⊤∗ x>0xx
⊤
]
is positive definite
and let λ1 := λmin
(
E
[
1w⊤∗ x>0xx
⊤
])
> 0 and a4 := E
[
1w⊤∗ x>0‖x‖4
]
. If Algorithm 1 is run with α < 0 and
η = λ1|α|a4 starting from starting from w1 ∈ Rn then for T = O
(
log ‖w1−w∗‖
2
ǫ2δ
)
we would have,
P
[
‖wT −w∗‖2 ≤ ǫ2
]
≥ 1− δ
Case II : With bounded adversarial corruption of the true labels, 0 < θ < θ∗.
Suppose additionally the distribution D and true filter w∗ are such that (a) The following expectations are finite
and nonzero, a1 := Ex
[
1w⊤∗ x>0‖x‖
]
, a2 := Ex
[
1w⊤∗ x>0‖x‖2
]
, a3 := Ex
[
1w⊤∗ x>0‖x‖3
]
and (b) 2λ1 > a1
Then if we choose the step size η in Algorithm 1 as,
η =
a1cbound
γ|α|(a4 + a3) , where cbound :=
(
2λ1
a1
− 1
)
and γ > γ∗ := max

(a1cbound)
2
(a3 + a4)
,
ǫ2δ + θ
2(a2+a3)
(a3+a4)
)
ǫ2δ − θ2cbound

 > 1
Then there exists T = O
(
log ‖w1−w∗‖
2
ǫ2δ− θ2
crate
)
where crate =
(
(γ−1)cbound(a4+a3)
γ(a4+a3)+cbound(a3+a2)
)
, such that for all noise bound
θ ∈ (0, θ⋆),
P
[
‖wT −w∗‖2 ≤ ǫ2
]
≥ 1− δ
5for all noise bounds θ∗, accuracy ǫ, confidence δ > 0, and distribution D such that,
θ∗2 = ǫ2δ · cbound, and ǫ2δ < ‖w1 −w∗‖2 (2)
Remark. (a) It can be easily seen that the term ǫ2δ − θ2crate occurring in the expression of T above, is positive
because of the definition of γ∗ and the constraint γ > γ∗ i.e for step-lengths η small enough for any fixed valid
distribution. (b) For some simple examples of distributions D that satisfies the condition 2λ1 > a1, consider n = 1
and w∗ > 0 and (a) (A compact distribution), D = Uniform[−d1, d2] with d1 > 0, d2 > 34 . Here 2λ1 = 23 d
3
2
(d2+d1)
>
a1 =
1
2
d22
(d2+d1)
and (b) (A non-compact distribution), D = N (0, σ2) for σ2 > 12π . Here 2λ1 = σ2 > a1 = σ√2π .
We note the following salient points about the structure of the above theorem (a) ‖wT − w∗‖2 ≤ ǫ2 =⇒
Ex
[(
ReLU(w⊤Tx)− ReLU(w⊤∗ x)
)2]
≤ ǫ2E
[
‖x‖2
]
and hence Algorithm 1 solves the risk minimization problem
for θ = 0 to any desired accuracy. (b) Also note that the above convergence holds starting from an arbitrary
initialization w1. (c) The proof in Subsection III-B will establish along the way that the assumptions being made
in the theorem are enough to ensure that the choice of η above is strictly positive. (d) For ease of interpretation
we can just set α = −1 in the above and observe how closely the choice of gt in Algorithm 1 resembles the
stochastic gradient that is commonly used and is known to have great empirical success. (e) And lastly the above
theorem should be seen as giving a worst-case trade-off between ǫ (the accuracy ) and δ (the confidence) that can
be achieved when training against a θ∗ (a constant) additive norm bounded adversary corrupting the true output.
In the next subsection we observe as to why this trade-off is nearly optimal.
A. Near-optimality of Theorem III.1
Firstly we note that Algorithm 1 recovers the true filter w∗ when it has access to clean/exactly realizable data.
Now consider another value for the filter Rr ∋ wadv 6= w∗ and suppose that θ∗ = θadv s.t
θadv ≥ sup
x∈supp(D)
|ReLU(w⊤advx)− ReLU(w⊤∗ x)| (3)
It is easy to imagine cases where the supremum in the RHS above exists like when D is compactly supported.
Now in this situation equation 2 says that
ǫ2 =
θ⋆2
δcbound
=⇒ ǫ2 ≥ θ
2
adv
cbound
(4)
Hence proving optimality of this guarantee is equivalent to showing the existence of an attack within this θadv
bound for which the best accuracy possible nearly saturates the lowerbound in equation 4
We note that for the choice of noise bound θadv, the adversarial oracle when queried with x can respond with
ξx + ReLU(w
⊤∗ x) where ξx = ReLU(w⊤advx) − ReLU(w⊤∗ x). Hence the data received by the algorithm can be
exactly realized with the filter choice wadv. In that case the analysis of Theorem III.1 shows that Algorithm 1 will
converge in high probability to wadv. Thus the error incurred is ǫ ≥ ‖wadv −w∗‖.
An instantiation of the above attack happening is when θadv = r‖wadv −w∗‖ for r = supx∈supp(D)‖x‖. Its easy
to imagine cases where D is s.t r defined above is finite. Further, this choice of θadv is valid since the following
holds as required by equation 3,
sup
x∈supp(D)
|ReLU(w⊤advx)− ReLU(w⊤∗ x)| ≤ r‖wadv −w∗‖ = θadv
Thus the above setup invoked on training a ReLU gate with inputs being sampled from D as above while the
labels are being additively corrupted by at most θadv = r‖wadv −w∗‖ demonstrates a case where the worst case
accuracy guarantee of ǫ2 ≥ θ2advcbound is optimal upto a constant r
2
cbound
. We note that this argument also implies the near
optimality of equation 2 for any algorithm defending against this attack which also has the property of recovering
the parameters correctly when the labels are exactly realizable.
6B. Proof of Theorem III.1
Proof: Lets analyze the dynamics of the Algorithm 1.
‖wt+1 −w∗‖2 = ‖wt + ηgt −w∗‖2 = ‖wt −w∗‖2 + η2‖gt‖2 − 2η〈wt −w∗,gt〉
Let the training data sampled till the iterate t be St = {(x1, y1), . . . , (xt, yt)}. We overload the notation to also
denote by St, the sigma-algebra generated by the samples seen till the t-th iteration. Conditioned on St−1, wt is
determined and gt is random and depEdendent on the choice of xt and ξt.
E(xt,yt)
[
‖wt+1 −w∗‖2
∣∣∣∣St−1
]
= E(xt,yt)
[
‖wt −w∗‖2
∣∣∣∣St−1
]
+ (−2αη)E(xt,yt)
[〈
wt −w∗,1yt>θ
(
yt −w⊤t xt
)
xt
〉∣∣∣∣St−1
]
︸ ︷︷ ︸
Term 1
+ η2E(xt,yt)
[
‖gt‖2
∣∣∣∣St−1
]
︸ ︷︷ ︸
Term 2
(5)
Now we simplify the last two terms of the RHS above, starting from the rightmost,
Term 2 = E
[
‖ηgt‖2 | St−1
]
= η2α2E
[
1yt>θ · (yt −w⊤t xt)2 · ‖xt‖2
∣∣∣∣St−1
]
= η2α2 · E
[
1yt>θ · ‖xt‖2 ·
[(
ReLU(w⊤∗ xt)−w⊤t xt
)2
+ 2ξt
(
ReLU(w⊤∗ xt)−w⊤t xt
)
+ ξ2t
]∣∣∣∣St−1
]
≤ η2α2 · E
[
1yt>θ · ‖xt‖2 ·
[(
ReLU(w⊤∗ xt)−w⊤t xt
)2
+ 2θ
∣∣∣ReLU(w⊤∗ xt)−w⊤t xt∣∣∣+ θ2
]∣∣∣∣St−1
]
For any w∗,w, consider the following functions,
h1(x) :=
(
ReLU(w⊤∗ x)−w⊤x
)2 · ‖x‖2, h2(x) := |ReLU(w⊤∗ x)−w⊤x| · ‖x‖2, h3(x) := ‖xt‖2
Then we have,
1ReLU(w⊤∗ x)+ξ>θ · hi(x) ≤ 1ReLU(w⊤∗ x)>0 · hi(x) = 1w⊤∗ x>0 · hi(x), ∀ x,
=⇒ E
[
1ReLU(w⊤∗ x)+ξ>θ · hi(x)
∣∣∣∣St−1
]
≤ E
[
1w⊤∗ x>0 · hi(x)
∣∣∣∣St−1
]
Therefore we can bound Term 2 as,
Term 2 = E
[
‖ηgt‖2
∣∣∣∣St−1
]
≤ η2α2 · E
[
1w⊤∗ xt>0 · ‖xt‖2 ·
[(
ReLU(w⊤∗ xt)−w⊤t xt
)2
+ 2θ
∣∣∣ReLU(w⊤∗ xt)−w⊤t xt∣∣∣+ θ2
]∣∣∣∣St−1
]
≤ η2α2 · E
[
1w⊤∗ xt>0 · ‖xt‖2 ·
[(
w⊤∗ xt −w⊤t xt
)2
+ 2θ
∣∣∣w⊤∗ xt −w⊤t xt∣∣∣+ θ2
]∣∣∣∣St−1
]
≤ η2α2
(
‖w∗ −wt‖2E
[
1w⊤∗ x>0 · ‖xt‖4
∣∣∣∣St−1
]
+2θ‖w∗ −wt‖ · E
[
1w⊤∗ x>0 · ‖xt‖3
∣∣∣∣St−1
]
+θ2 · E
[
1w⊤∗ x>0 · ‖xt‖2
∣∣∣∣St−1
])
7Now we simplify Term 1 to get,
Term1 = 2η|α|E
[
1yt>θ
(
ReLU(w⊤∗ xt)−w⊤t xt + ξt
)
× (wt −w∗)⊤xt
∣∣∣∣St−1
]
= 2η|α|E
[
1w⊤∗ xt>0
(
ReLU(w⊤∗ xt)−w⊤t xt + θ
)
× (wt −w∗)⊤xt
∣∣∣∣St−1
]
≤ 2η|α|E
[
1w⊤∗ xt>0(w∗ −wt)⊤1wT∗ x>0xtx⊤t (wt −w∗)
∣∣∣∣St−1
]
+ 2η|α|θ‖wt −w∗‖E
[
1wT∗ xt>0 · ‖xt‖
∣∣∣∣St−1
]
≤ −2η|α|λmin
(
E
[
1w⊤∗ xt>0xtx
⊤
t
∣∣∣∣St−1])‖wt −w∗‖2 + 2η|α|θ‖wt −w∗‖E
[
1w⊤∗ xt>0 · ‖xt‖
∣∣∣∣St−1
]
In the above step we invoked that the quantity E
[
1w⊤∗ x>0xx
⊤
]
is positive-definite. We can combine both the upper
bounds obtained above into the RHS of equation (5) and get the following by taking total expectations invoking (a)
the fact that the conditional expectations on St−1 and wt are independent random variables and (b) the definitions
of ai for i = 1, 2, 3, 4,
E
[
‖wt+1 −w∗‖2
]
≤
(
1− 2η|α|λ1 + η2α2 · a4
)
E
[
‖w∗ −wt‖2
]
+
(
2η2α2θ · a3 + 2η|α|θa1
)
E
[
‖w∗ −wt‖
]
+ η2α2θ2 · a2 (6)
Case I : Realizable, θ = 0
In the noiseless/realizable case the above reduces to,
E
[
‖wt+1 −w∗‖2
]
≤
(
1− 2η|α|λ1 + η2α2 × a4
)
E
[
‖wt −w∗‖2
]
(7)
Now we see that for Xt := E
[
‖wt−w∗‖2
]
the above is a recursion of the form given in Lemma D.1 with c2 = 0,
C = ‖w1 −w∗‖2, η′ = η|α|, b = 2λ1 and c1 = a4 Now we note the following inequality,
a4 = E
[
1w⊤∗ x>0 · ‖x‖4
]
= E
[
1w⊤∗ x>0 · (x⊤x)2
]
= E
[(
(1
1
4
w⊤∗ x>0
x)⊤(1
1
4
w⊤∗ x>0
x)
)2]
= E
[ 2
Tr
(
(1
1
4
w⊤∗ x>0
x)⊤(1
1
4
w⊤∗ x>0
x)
)]
= E
[ 2
Tr
(
1
1
2
w⊤∗ x>0
xx⊤
)]
We note that the function Rn×n ∋ Y 7→ Tr2(Y) ∈ R is convex and hence by Jensen’s inequality we have,
E
[
1w⊤∗ x>0 · ‖x‖4
]
≥
2
Tr(E
[
1
1
2
w⊤∗ x>0
xx⊤
]
) =
( n∑
i=1
λi
(
1w⊤∗ x>0xx
⊤
))2
≥ n2λ2min
(
E
[
1w⊤∗ x>0xx
⊤
])
In the above λi indicates the i
th largest eigenvalue of the PSD matrix in its argument. And in particular the above
inequality implies that c1 >
b2
4 . Now we recall that the assumptions in the theorem which ensure that b > 0 and
hence now we have bc1 > 0 and hence the step-length prescribed in the theorem statement is strictly positive. Thus
by invoking the first case of Lemma D.1 we have that for η′ = η|α| = b2c1 we have ∀ǫ′ > 0, E
[
‖wT−w∗‖2
]
≤ ǫ′2
8for T = O
(
log ‖w1−w∗‖
2
ǫ′2
)
Thus given a ǫ > 0, δ ∈ (0, 1) we choose ǫ′2 = ǫ2δ and then by Markov inequality we
have what we set out to prove,
P
[
‖wT −w∗‖2
]
≤ ǫ2
]
≥ 1− δ
Case II : Realizable + Adversarial Noise, 0 < θ < θ∗
We apply the AM-GM inequality to the terms linear in ‖w∗ −wt‖,
(
2η2α2θ · a3 + 2η|α|θa1
)
‖w∗ −wt‖ = η2α2a3 · 2 · θ · ‖w∗ −wt‖+ η|α|a1 · 2 · θ · ‖w∗ −wt‖
≤
(
η2α2a3θ
2 + η2α2a3‖w∗ −wt‖2
)
+
(
η|α|a1θ2 + η|α|a1‖w∗ −wt‖2
)
Thus we get from equation 6,
E
[
‖wt+1 −w∗‖2
]
≤
(
1− η|α|(2λ1 − a1) + η2α2 · (a4 + a3)
)
E
[
‖w∗ −wt‖2
]
+ η2α2θ2 · (a3 + a2) + η|α|θ2 · a1
Letting Xt := E
[
‖wt −w∗‖2
]
, the above recursion is of the form given in Lemma D.2 by identifying as follows,
η′ = η|α|, b = 2λ1 − a1, C = ‖w1 −w∗‖2,
c1 = a4 + a3, c2 = θ
2(a3 + a2), c3 = θ
2a1
By definition c1, c2, c3 > 0 and by assumptions we have b > 0. Thus given a ǫ > 0, δ ∈ (0, 1) such that equation
2 holds, we define ǫ′2 = ǫ2δ and invoke Lemma D.2. Additionally recalling that the noise bound θ is strictly less
than θ∗ which satisfies, θ∗2 = ǫ′2 · cbound we have, c3b = θ
2
2λ1
a1
−1 =
θ2
cbound
< θ
∗2
cbound
= ǫ′2 < C as required by the
hypothesis in Lemma D.2.
The choice of the step size η is given by Lemma D.2 as η′ = bγc1 =⇒ η = 1|α| · 2λ1−a1γ(a4+a3) where γ >
max
{
b2
c1
,
ǫ′2+
c2
c1
ǫ′2− c3
b
}
. We can check that the γ defined in the theorem statement satisfies this by substituting the
above values for b, c1, c2, c3 & ǫ
′2 into this lowerbound on γ and matching it to the definition of γ∗ in the theorem
statement.
Also by substituting the values for b, c1, c2, c3 & ǫ
′2 into the expression for T given in Lemma D.2 we can get the
expression for T given in the theorem here. It follows from Lemma D.2 that at this T, XT ≤ ǫ′2 and further using
Markov inequality we have what we set out to prove,
P
[
‖wT −w∗‖2
]
≤ ǫ2
]
≥ 1− δ
9IV. DYNAMICS OF NOISE ASSISTED GRADIENT DESCENT ON A SINGLE RELU GATE
As noted earlier it remains a significant challenge to prove the convergence of SGD or GD for a ReLU gate except
for Gaussian data distributions. Towards this open question, we draw inspiration from ideas in [26] and we focus on
analyzing a noise assisted version of gradient dynamics on a ReLU gate in the realizable case as given in Algorithm
2. In this setting we will see that we have some non-trivial control on the behaviour of the iterates despite making
no distributional assumptions about the training data beyond realizability.
Algorithm 2 Noise Assisted Gradient Dynamics on a single ReLU gate (realizable data)
1: Input: We assume being given a step-length sequence {ηt}t=1,2,... and {(xi, yi)}i=1,...,S tuples where yi =
fw∗(xi) for some w∗ ∈ Rn where fw is s.t
R
n ∋ x 7→ fw(x) = ReLU(w⊤x) = max{0,w⊤x} ∈ R
2: Start at w0
3: for t = 0, . . . do
4: Choice of Sub-Gradient := gt = − 1S
∑S
i=1 1w⊤t xi≥0
(
yi − fwt(xi)
)
xi
5: wt+1 := wt − ηt(gt + ξt,1) +√ηtξt,2 ⊲ ξt,1 is 0 mean bounded random variable
6: ⊲ ξt,2 is a 0 mean random variable s.t E
[
‖ξt,2‖2
]
< n
7: end for
Note that in the above algorithm the indicator functions occurring in the definition of gt are for the condition
w⊤t xi ≥ 0 for the ith−data point. Whereas for the gt used in Algorithm 1 in the previous section the indicator
was for the condition yt > θ and hence dependent on w∗ rather than wt.
Theorem IV.1. We analyze Algorithm 2 with constant step length ηt = η Let C := maxi=1,...,S‖xi‖, S1 > 0 be
s.t ∀t = 1, . . . , ‖ξt,1‖ ≤ S1 and {ξt,2}t=1,... be mean 0, i.i.d as say ξ2 s.t E
[
‖ξt,2‖2
]
< n, ∀t = 1, . . .
Then for any imax ∈ Z+, λ > 0, CL ∈ (0,
√
n), 0 < η < 1
C2
√
2imax
and r2∗ ≥ λ+ ‖w0−w∗‖2+ imax
{
2η2(C4r2∗ +
S21) + ηn
}
we have,
P
[
∃i ∈ {1, . . . , imax} | ‖wi −w∗‖ > r∗
]
≤ imax
(
P
[
‖ξ2‖ > CL
]
+ exp
{
− λ
2
2imax
× 1
2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2∗ + 2η(C4r2∗ + S21)
)})
Remark. Thus for η small enough and if P
[
‖ξ2‖ > CL
]
is small then with significant probability the noise
assisted gradient dynamics on a single ReLU gate in its first imax steps remains confined inside a ball around the
true parameter of radius,
r∗ ≥
√
λ+ ‖w0 −w∗‖2 + imax(ηn + 2η2S21)
1− 2imaxη2C4
Larger the λ > 0 we choose greater the (exponential) suppression in the probability that we get of finding the
iterates outside the ball of radius r∗ around the origin whereby r∗ scales as
√
λ.
Also we note that for the above two natural choices of the distribution for {ξt,2, t = 1, . . .} are (a) {ξt,2 = 0, t =
1, . . .} and (b) {(ξt,2)i ∼ N (0, σi), i = 1, . . . , n, t = 1, . . .} where the {σi, i = 1, . . . , n} can be chosen as follows
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: corresponding to this choice of distributions we invoke Equation 3.5 from [25] to note that P
[
‖ξ2‖ > CL
]
≤
4e
− C
2
L
8×E
[
‖ξ2‖
2
]
. Thus for the guarantee in the theorem to be non-trivial we need, e
− C
2
L
8×E
[
‖ξ2‖
2
]
< 14imax . Now note that
E
[
‖ξ2‖2
]
=
∑n
i=1 σ
2
i and hence the above condition puts a smallness constraint on the variances of the Gaussian
noise depending on how large an imax we want,
∑n
i=1 σ
2
i <
C2L
8 log(4imax)
Proof of Theorem IV.1:
For convenience we will use the notation, g˜t := gt+ξt,1. Suppose that at the t
th iterate we have that ‖wt−w∗‖ ≤ r∗.
Given this we will get an upperbound on how far can wt+1 be from w∗. Towards this we observe that,
‖wt+1 −w∗‖2 = ‖wt − ηtg˜t +
√
ηtξt,2 −w∗‖2
= ‖wt −w∗‖2 + ‖ − ηtg˜t +
√
ηtξt,2‖2 + 2〈wt −w∗,−ηtg˜t +
√
ηtξt,2〉 (8)
Expanding the second term above as, ‖ − ηtg˜t +√ηtξt,2‖2 = η2t ‖g˜t‖2 + ηt‖ξt,2‖2 − 2η3/2t 〈g˜t, ξt,2〉
and combining into 8, we have,
‖wt+1 −w∗‖2 − ‖wt −w∗‖2
= 〈ξt,2,−2η3/2t g˜t + 2
√
ηtwt − 2√ηtw∗〉+ ηt‖ξt,2‖2 + η2t ‖g˜t‖2 − 2ηt〈wt −w∗, g˜t〉
= 〈ξt,2,−2η3/2t g˜t + 2
√
ηtwt − 2√ηtw∗〉+ ηt‖ξt,2‖2 + η2t ‖g˜t‖2 − 2ηt〈wt −w∗, ξt,1〉
− 2ηt〈wt −w∗,gt〉
≤ −2ηt〈wt −w∗, ξt,1〉+ η2t ‖g˜t‖2 + 2
√
ηt〈ξt,2,−ηtg˜t +wt −w∗〉+ ηt‖ξt,2‖2 (9)
In the last line we have used the Lemma IV.2 which shows this critical fact that 〈wt −w∗,gt〉 ≥ 0.
Now we use the definition g˜t = gt + ξt,1 on the 2
nd term in the RHS of equation 9 to get,
‖wt+1 −w∗‖2 − ‖wt −w∗‖2
≤ −2ηt〈wt −w∗, ξt,1〉+ 2η2t (‖gt‖2 + ‖ξt,1‖2) + 2
√
ηt〈ξt,2,−ηtg˜t +wt −w∗〉+ ηt‖ξt,2‖2
≤ −2ηt〈wt −w∗, ξt,1〉+ 2η2t (‖gt‖2 + S21)− 2
√
ηt〈ξt,2, ηtg˜t〉+ 2
√
ηt〈ξt,2,wt −w∗〉+ ηt‖ξt,2‖2
≤ 2η2t (‖gt‖2 + S21) + ηtn+
[
− 2ηt〈wt −w∗, ξt,1〉 − 2√ηt〈ξt,2, ηtg˜t〉+ 2
√
ηt〈ξt,2,wt −w∗〉+ ηt(‖ξt,2‖2 − n)
]
(10)
Now we will get a finite bound on ‖gt‖2 by invoking the definition of r∗ and C as follows,
gt =
1
S
S∑
i=1
(
yi − ReLU(w⊤t xi)
)
1w⊤t xi≥0(−xi) =⇒ ‖gt‖ ≤
1
S
× C
S∑
i=1
|(w∗ −wt)⊤xi| ≤ C2r∗ (11)
Substituting this back into equation 10 we have,
‖wt+1 −w∗‖2 − ‖wt −w∗‖2
≤
{
2η2t (C
4r2∗ + S
2
1) + ηtn
}
+
[
− 2ηt〈wt −w∗, ξt,1〉 − 2√ηt〈ξt,2, ηtg˜t〉+ 2
√
ηt〈ξt,2,wt −w∗〉+ ηt(‖ξt,2‖2 − n)
]
(12)
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We define w′0 = w0 and ξ′t,2 = min
{
CL, ‖ξt,2‖
}
ξt,2
‖ξt,2‖ and CL ∈ (0,
√
n).
Now we define a delayed stochastic process associated to the given algorithm,
w′t+1 = w
′
t1‖w′t−w∗‖≥r∗ +
(
w′t − ηtg˜t +
√
ηtξ
′
t,2
)
1‖w′t−w∗‖<r∗
In the above we note that whenever the primed iterate steps out of the r∗ ball it is made to stop. Associated to the
above we define another stochastic process as follows,
zt := ‖w′t −w∗‖2 − t
{
2η2t (C
4r2∗ + S
2
1) + ηtn
}
(13)
In Lemma IV.3 we prove the crucial property that for ηt = η > 0 a constant, the stochastic process {zt}t=0,1,... is
a bounded difference process i.e |zt+1 − zt| ≤ k for all t = 1, . . . and
k = 2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2∗ + 2η(C
4r2∗ + S
2
1)
)
Now note that z0 is a constant since w0 is so. The proof of Lemma IV.3 splits the analysis into two cases which
we revisit again : in Case 1 in there we have zt+1 − zt < 0 for ηt = η > 0. And in Case 2 therein we take a
conditional expectation of the RHS of equation 17 w.r.t the sigma-algebra Ft generated by {z0, . . . , zt} Then the
first two terms will go to 0 and the last term will give a negative contribution since ‖ξ′t,2‖ ≤ CL and C2L < n by
definition.
Thus the stochastic process z0, . . . satisfies the conditions of the concentration of measure Theorem C.1 and thus
we get that for any λ > 0 and t > 0 and k as defined above,
P
[
zt − z0 ≥ λ
]
≤ e− λ
2
2tk
And explicitly the above is equivalent to,
P
[
‖w′t −w∗‖2 − t
{
2η2(C4r2∗ + S
2
1) + ηn
}
− ‖w0 −w∗‖2 ≥ λ
]
≤ exp
{
− λ
2
2t
× 1
2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2∗ + 2η(C4r2∗ + S21)
)} (14)
The definition of r∗ given in the theorem statement is that it satisfies, r2∗ ≥ λ+‖w0−w∗‖2+t
{
2η2(C4r2∗+S21)+ηn
}
.
Then the following is implied by equation 14,
P
[
‖w′t −w∗‖2 ≥ r2∗
]
≤ exp
{
− λ
2
2t
× 1
2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2∗ + 2η(C4r2∗ + S21)
)} (15)
For the given positive integer imax consider the event, E :=
{
∃i ∈ {1, . . . , imax} | ‖wi −w∗‖ > r∗
}
.
Define the event Et := {‖ξt,2‖ > CL}. Thus, if Et never happens, then the primed and the unprimed sequences
both evolve the same unless w′t leaves the r∗ ball around w∗ i.e., w′t and wt both leave the r∗ ball around w∗.
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The sample space can be written as a disjoint union of events A := ∪imaxt=1Et and B := ∩imaxt=1Ect .
Let Lt be the event that t is the first time instant when wt leaves the ball. Let L
′
t be the event that t is the first time
instant when w′t leaves the ball. And we have argued above that when B happens the two sequences evolve the same
which in turn implies B∩Lt = B∩L′t. Thus we have, P
[
Lt
]
= P
[
Lt∩A
]
+P
[
Lt∩B
]
= P
[
Lt∩A
]
+P
[
L′t∩B
]
And combining with the definition of E we have,
P
[
E
]
=
imax∑
t=1
P
[
Lt
]
=
imax∑
t=1
(
P
[
Lt ∩A
]
+ P
[
L′t ∩B
])
≤ P
[
A
]
+
imax∑
t=1
P
[
L′t
]
≤
imax∑
t=1
(
P
[
Et
]
+ P
[
L′t
])
The first equality and the first inequality above are true because Lt are disjoint events.
We further note that, P
[
L′t
]
≤ P
[
‖w′t −w∗‖ > r∗
]
Hence combining the above two inequalities we have,
P
[
∃i ∈ {1, . . . , imax} | ‖wi −w∗‖ > r∗
]
≤
imax∑
t=1
(
P
[
‖ξt,2‖ > CL
]
+ P
[
‖w′t −w∗‖ > r∗
])
We invoke (a) the definition of the random variable ξ2 and (b) equation 15 on each of the summands in the RHS
above and we can infer that,
P
[
∃i ∈ {1, . . . , imax} | ‖wi −w∗‖ > r∗
]
≤ imax
(
P
[
‖ξ2‖ > CL
]
+ exp
{
− λ
2
2imax
× 1
2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2∗ + 2η(C4r2∗ + S21)
)})
This proves the theorem we wanted.
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Lemma IV.2. 〈wt −w∗,gt〉 ≥ 0
Proof: We can obtain a (positive) lower bound on the inner product term 〈wt −w∗,gt〉,
〈wt −w∗,gt〉
= − 1
S
S∑
i=1
〈
wt −w∗,
(
yi − ReLU(w⊤t xi)
)
1(w⊤t xi ≥ 0)xi
〉
= − 1
S
S∑
i=1
(
w⊤t xi −w∗⊤xi
)(
ReLU(w∗⊤xi)− ReLU(w⊤t xi)
)
1(w⊤t xi ≥ 0)
=
1
S
S∑
i=1
(
w∗⊤xi −w⊤t xi
)(
ReLU(w∗⊤xi)− ReLU(w⊤t xi)
)
1(w⊤t xi ≥ 0)
≥ 1
S
S∑
i=1
(
ReLU(w∗⊤xi)−ReLU(w⊤t xi)
)2
1(w⊤t xi ≥ 0)
Lemma IV.3. If for all t = 0, . . . we have ηt = η a constant > 0 then the stochastic process {zt}t=0,1,... defined
in equation 13 is a bounded difference stochastic process i.e there exists a constant k > 0 s.t for all t = 1, . . .,
|zt+1 − zt| ≤ k
Proof: We have 2 cases to consider.
a) Case 1 : ‖w′t −w∗‖ ≥ r∗:
zt+1 − zt = −(t+ 1)(2η2t+1(C4r2∗ + S21) + ηt+1n) + t(2η2t (C4r2∗ + S21) + ηtn) (16)
= 2(C4r2∗ + S
2
1)
{
tη2t − (t+ 1)η2t+1
}
+ n
{
tηt − (t+ 1)ηt+1
}
b) Case 2 : ‖w′t −w∗‖ < r∗:
Repeating the calculations as used to get equation 12 but with ξ′t,2 instead of ξt,2 we will get,
zt+1 − zt ≤ −2ηt〈wt −w∗, ξt,1〉 − 2√ηt〈ξ′t,2, ηtg˜t〉+ 2
√
ηt〈ξ′t,2,wt −w∗〉+ ηt(‖ξ′t,2‖2 − n) (17)
And by Cauchy-Schwartz the above implies,
zt+1 − zt ≤ 2ηtS1r∗ + 2√ηt(r∗ + ηt(C2r∗ + S1))CL + ηt(C2L − d) (18)
Further repeating the calculations as used to get equation 12 but with ξ′t,2 instead of ξt,2 we will get,
‖w′t −w∗‖2 − ‖w′t+1 −w∗‖2 ≤ 2ηtr∗(‖gt‖+ ‖ξt,1‖) + 2
√
ηt
〈
ξ′t,2,−ηtg˜t + (wt −w∗)
〉
In the above we invoke the definition of S1 and equation 11 to get,
‖w′t −w∗‖2 − ‖w′t+1 −w∗‖2 ≤ 2ηtr∗(C2r∗ + S1) + 2
√
ηt
〈
ξ′t,2,−ηtg˜t + (wt −w∗)
〉
≤ 2ηtr∗(C2r∗ + S1) + 2√ηtCL(ηt(C2r∗ + S1) + r∗)
Hence we have,
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zt − zt+1 ≤ 2η2t (C4r2∗ + S21) + ηtn+ 2ηtr∗(C2r∗ + S1) + 2
√
ηtCL(ηt(C
2r∗ + S1) + r∗) (19)
Combining equations 18 and 19 we have,
|zt − zt+1| ≤ 2ηtS1r∗ + 2√ηtCL
(
r∗ + ηt(C2r∗ + S1)
)
+max
{
ηt(C
2
L − n), ηt
[
(n+ 2C2r2∗) + 2ηt(C
4r2∗ + S
2
1)
]}
(20)
If we now invoke the that ηt = η, a positive constant then the above and the previous equation 16 can be further
combined to get for all t = 0, . . .,
|zt − zt+1| ≤ max
{
nη + 2(C4r2∗ + S
2
1)η
2
, 2ηS1r∗ + 2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+max
{
η(C2L − n), η
[
(n+ 2C2r2∗) + 2η(C
4r2∗ + S
2
1)
]}}
≤ max
{
nη + 2(C4r2∗ + S
2
1)η
2
, 2
√
ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2∗ + 2η(C
4r2∗ + S
2
1)
)}
≤ 2√ηCL
(
r∗ + η(C2r∗ + S1)
)
+ η
(
2S1r∗ + n+ 2C2r2 + 2η(C4r2∗ + S
2
1)
)
(21)
In the second inequality above we are using invoking our assumption that C2L < n. And this proves the boundedness
of the stochastic process {zt} as we set out to prove and a candidate k is the RHS above.
V. GLM-TRON CONVERGES ON CERTAIN LIPSCHITZ GATES WITH NO DISTRIBUTIONAL ASSUMPTION ON THE
DATA
Algorithm 3 GLM-Tron
1: Input: {(xi, yi)}i=1,...,m and an activation function σ : R→ R
2: w1 = 0
3: for t = 1, . . . do
4: wt+1 := wt +
1
m
∑m
i=1
(
yi − σ(〈wt,xi〉)
)
xi ⊲ Define ht(x) := σ
(
〈wt,x〉
)
5: end for
First we state the following crucial lemma,
Lemma V.1. Assume that for all i = 1, . . . , S ‖xi‖ ≤ 1 and in Algorithm 3, σ is a L−Lipschitz non-decreasing func-
tion. Suppose ∃w s.t at iteration t, we have ‖wt−w‖ ≤W and define η > 0 s.t ‖ 1S
∑S
i=1
(
yi−σ(〈w,xi〉)
)
xi‖ ≤ η.
Then it follows that ∀t = 1, 2, . . .,
‖wt+1 −w‖2 ≤ ‖wt −w‖2 −
( 2
L
− 1
)
L˜S(ht) +
(
η2 + 2ηW (L+ 1)
)
where we have defined, L˜S(ht) :=
1
S
∑S
i=1
(
ht(xi)− σ(〈w,xi〉)
)2
= 1S
∑S
i=1
(
σ(〈wt, xi〉)− σ(〈w,xi〉)
)2
15
The above algorithm was introduced in [20] for bounded activations. Here we show the applicability of that idea
for more general activations and also while having adversarial attacks on the labels. We give the proof of the above
lemma in Appendix A-A. Now we will see in the following theorem and its proof as to how the above lemma
leads to convergence of the effective-ERM, L˜S by GLM-Tron on a single gate.
Theorem V.2. [GLM-Tron (Algorithm 3) solves the effective-ERM on a ReLU gate upto noise bound with
minimal distributional assumptions] Assume that for all i = 1, . . . , S ‖xi‖ ≤ 1 and the label of the ith data
point yi is generated as, yi = σ(〈w∗,xi〉) + ξi s.t ∀i, |ξi| ≤ θ for some θ > 0 and w∗ ∈ Rn. If σ is a L−Lipschitz
non-decreasing function for L < 2 then in at most T = ‖w∗‖ǫ GLM-Tron steps we would attain parameter value
wT s.t,
L˜S(hT ) =
1
S
S∑
i=1
(
σ(〈wT , xi〉)− σ(〈w∗,xi〉)
)2
<
L
2− L
(
ǫ+ (θ2 + 2θW (L+ 1))
)
Remark. Firstly Note that in the realizable setting i.e when θ = 0, the above theorem is giving an upperbound on
the number of steps needed to solve the ERM on say a ReLU gate to O(ǫ) accuracy. Secondly observe that the
above theorem does not force any distributional assumption on the ξi beyond the assumption of its boundedness.
Thus the noise could as well be chosen adversarially upto the constraint on its norm.
The above theorem is proven in Appendix A-B. If we make some assumptions on the noise being somewhat benign
then we can get the following.
Theorem V.3 (Performance guarantees on the GLM-Tron (Algorithm 3) in solving the ERM problem with
data labels being output of a ReLU gate corrupted by benign noise). Assume that the noise random variables
ξi, i = 1, . . . , S are identically distributed as a centered random variable say ξ. Then for T =
‖w‖
ǫ , we have the
following guarantee on the (true) empirical risk after T iterations of GLM-Tron (say L˜S(hT )),
E{(xi,ξi)}i=1,...S
[
LS(hT )
]
≤ Eξ[ξ2] + L
2− L
(
ǫ+ (θ2 + 2θW (L+ 1))
)
The above is proven in Appendix A-C. Here we note a slight generalization of the above that can be easily read
off from the above.
Corollary V.4. Suppose that instead of assuming ∀i = 1, . . . , S |ξi| ≤ θ we instead assume that the joint distribution
of {ξi}i=1,...,S is s.t P
[
|ξi| ≤ θ ∀i ∈ {1, . . . , S}
]
≥ 1 − δ Then it would follow that the guarantee of the above
Theorem V.3 still holds but now with probability 1− δ over the noise distribution.
In the next Section VI we will see a multi-gate generalization of the above theorem with stronger guarantees by
leveraging some mild symmetry assumptions about the data and by constraining the activation σ to be of the form
of a Leaky-ReLU. We will see that the multi-gate version of the above analysis leads to a much more complicated
dynamical system to be analyzed and leads to much richer insights into the behaviour of large neural nets.
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VI. NEURO-TRON : TRAINING SINGLE FILTER DEPTH 2 NETS AGAINST AN ADVERSARIAL ATTACK
Algorithm 4 Neuro-Tron
1: Input: A training set T of S samples of the form, {(xi, yi)}i=1,...,S where yi = ξi+fw∗(xi) and fw∗ : Rn → R
is a depth 2 net of the kind given in Definition 1
2: Input: Access to evaluate any net fw of the type given in Definition 1 for any input and w.
3: Input : A matrix M ∈ Rr×n and a step-length η.
4: Start at w1
5: for t = 1, . . . do
6: gt := M
(
2
wS
∑S
i=1
(
yi − fwt(xi)
)
︸ ︷︷ ︸
Current prediction error on the ith data
xi
)
7: wt+1 := wt + ηgt
8: end for
Lemma VI.1. Assume that that training set T := {(xi, yi) | i = 1, . . . , S} is such that the set Tx := {xi | i =
1, . . . , S} is invariant under replacing of each xi with −xi. Further suppose, σ : R→ R is mapping, x 7→ x1x≥0+
αx1x≤0 for some α > 0 and let fw : Rn → R denote a neural net which maps as x 7→ 1w
∑w
i=1 σ
(
〈A⊤i w,x〉
)
for
some matrices, {Ai ∈ Rr×n | i = 1, . . . , w} (unknown to the algorithm) and some w ∈ Rr
Suppose β is s.t wt satisfies ‖M
(
1
S
∑S
i=1(yi − fwt(xi))xi
)
‖ ≤ β. and define B ≥ maxi‖xi‖ Then at iteration t
of the Algorithm 4, we will have,
‖wt+1 −w‖2
≤ ‖wt −w‖2 − 2η(1 + α)
[
(w −wt)⊤
(
A¯Σ˜M⊤
)
(w −wt)
]
+ 4
ηβ‖w −wt‖
w
+
(2η
w
)2(
β2 +
2βB2(1 + α)
w
× ‖w −wt‖
√
λmax
(
M⊤M
)( w∑
i=1
√
λmax
(
AiA
⊤
i
))
+B2λmax
(
M⊤M
)
L˜S(ht)
)
where, L˜S(ht) :=
1
S
∑S
i=1
(
fw(xi)− fwt(xi)
)2
, Σ˜ := 1S
[∑S
i=1 xix
⊤
i
]
and A¯ = 1w
∑w
j=1Aj
We prove the above in Appendix B. We note that compared to the single gate situation in the previous section
the above dynamical system is significantly more challenging - because now there is no obvious way to say that a
large value of L˜S will necessarily cause progress towards the global minimum. The absence of this direct argument
makes the multi-gate analogue significantly more interesting to analyze despite the use of the specific structure of
the activation.
Also note in the above recursion the appearance of terms linear in β‖w−wt‖. This is a very unique complication
of this case we consider here which we will see in the following theorem to be the crucial term that keeps track
of the fact that we make no assumptions about the noise in the labels apart from assuming their boundedness.
In the following theorem and its proof we will see how the above lemma implies that, in the noisily realizable
setting, Algorithm 4 approximately recovers the ground truth parameters
Remark. Note that there is no relationship enforced by-hand between the label associated with xi and the label
associated with −xi.
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Definition 2. Given the definition of Σ˜ as above and a matrix M of appropriate dimensions, we define the following
class of neural functions,
N
M,Σ˜,w =
{
R
n ∋ y 7→ 1
w
w∑
k=1
σ
(
〈A⊤k w∗,y〉
)
∈ R | A¯Σ˜M⊤ is PD
}
Remark. If r ≤ n, A¯Σ˜ is full rank i.e rank r then in the above we can always chosen M = A¯Σ˜.
Theorem VI.2. [Neuro-Tron (Algorithm 4) can do near-optimal parameter recovery on a class of constant
sized depth 2 nets while being under an adversarial attack] Suppose that the data set T and the activation
function σ are as given in Lemma VI.1 Further assume that the label of the ith data point (xi, yi) is generated as,
yi = ξi + fw∗(xi) s.t ∀i, |ξi| ≤ θ for some θ > 0 and fw∗ ∈ NM,Σ˜,w
Define 0 < λmin := λmin(A¯Σ˜M
⊤). Then we can get the following kinds of convergences,
• For θ = 0, ∃η > 0 s.t in T = O(log(1ǫ )) time we would have, ‖wT −w∗‖ ≤ ǫ
• When θ > 0, define widthcritical =
B
√
λmax(M⊤M)
(1+α)λmin(A¯Σ˜M⊤)
. Then for all widths,
w > widthcritical
(
1 +
θ2
‖w1 −w∗‖2
)
(22)
there exists η > 0,T ∈ Z+ s.t ‖wT −w∗‖ ≤ θ
√
widthcritical
w−widthcritical
Remark. As mentioned earlier we make no assumptions about the noise being benign in anyway apart from it
being bounded in norm by θ. Hence in the above we can accommodate a bounded adversarial noise too whereby
the disturbance being injected into the true labels could have been carefully maliciously crafted as a function of
the data point to which it is being added.
Remark. It is to be noted that by the same argument as in subsection III-A, it follows that it is not possible to
get closer to w∗ than a distance which is linearly growing in θ and that is the same order as the guarantee on
‖wT − w∗‖ above. Most importantly note that how close to w∗ the algorithm gets is inversely scaling with the
width of the net once the width is above widthcritical. Thus large width is helping one denoise.
In the above setup one obtains an accuracy guarantee (which improves with increasing widths) for all widths above
a constant threshold value as opposed to the proofs in the NTK regime like [13], [10] where the analogous threshold
value of the width scales inversely with the desired accuracy or confidence.
It might be helpful to note the following special case of the above where the neural net class being trained can be
defined in a data-independent way,
Corollary VI.3. Consider the following class of depth 2 neural nets,
NM,w =
{
R
n ∋ y 7→ 1
w
w∑
k=1
σ
(
〈A⊤k w∗,y〉
)
∈ R | A¯ = M
}
If M is full-rank and Σ˜ is PD, then the above convergence theorem holds as long as fw∗ ∈ NM,w
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Proof of Theorem VI.2 : Given the assumptions in the theorem we have that ‖ 1S
∑S
i=1(yi − fw∗(xi))Mxi‖ ≤
‖ 1S
∑S
i=1 ξiMxi‖ ≤ θS
∑S
i=1‖Mxi‖ = Bθ
√
λmax(M⊤M) Thus we can invoke the above Lemma VI.1 between
the tth and the t+ 1th iterate with β = Bθ
√
λmax(M⊤M) and w = w∗ and invoke the definition of λmin to get,
‖wt+1 −w∗‖2 ≤‖wt −w∗‖2 − 2η(1 + α)λmin‖wt −w‖2
+ 4
η‖wt −w∗‖
w
×Bθ
√
λmax(M⊤M)
+
(2ηB
w
)2
λmax
(
M⊤M
)(
θ2 +
2B(1 + α)θ
w
× ‖wt −w∗‖
( w∑
i=1
√
λmax
(
AiA
⊤
i
)))
+
(
2ηB
w
)2
λmax
(
M⊤M
)
L˜S(ht)
≤
(
1− aη
)
‖wt −w∗‖2 + bη2
(
θ2 + L˜S(ht)
)
+ θ
(
cη2 + dη
)
‖wt −w∗‖ (23)
In the above we have defined,
a := 2(1 + α)λmin, b :=
(
2B
w
)2
λmax(M
⊤M), c := 2b× B(1 + α)
w
( w∑
i=1
√
λmax
(
AiA
⊤
i
))
, d := 2
√
b
Now we note the following upperbound on L˜S ,
L˜S(ht) :=
1
S
S∑
i=1
(
fw∗(xi)− fwt(xi)
)2
≤ 1
wS
S∑
i=1
w∑
j=1
(
σ
(
〈A⊤j w∗,xi〉
)
− σ
(
〈A⊤j wt,xi〉
))2
≤ 1 + α
wS
S∑
i=1
w∑
j=1
|(w∗ −wt)⊤(Ajxi)|2 ≤ 1 + α
wS
S∑
i=1
w∑
j=1
‖w∗ −wt‖2‖Ajxi‖2
≤ 1 + α
wS
× ‖w∗ −wt‖2 ×
S∑
i=1
w∑
j=1
x⊤i A
⊤
j Ajxi ≤
1 + α
wS
× ‖w∗ −wt‖2 ×
S∑
i=1
λmax
( w∑
j=1
A⊤j Aj
)
‖xi‖2
≤ B
2(1 + α)
w
× ‖w∗ −wt‖2 × λmax
( w∑
j=1
A⊤j Aj
)
We define, f := B
2(1+α)
w λmax
(∑w
j=1A
⊤
j Aj
)
and substituting the above into equation 23 and defining, ∆t =
‖wt −w∗‖ we have,
∆2t+1 ≤ (1− aη + bη2f)∆2t + θ(cη2 + dη)∆t + bη2θ2 (24)
a) Case 1 : Suppose the data is realizable i.e θ = 0:
We recall that B is defined to only be an upperbound on the training data. So we can always choose B large
enough so that a2 < 4bf . Doing so we can then choose η = a2bf which minimizes the coefficient of ∆
2
t in the
RHS above and then the dynamics of the iterates above can be solved to give for any T ∈ Z+,
∆2T ≤
(
1− a
2
4bf
)T−1
∆21
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So we can get ǫ close in 2−norm to the true weights w∗ in time, T ≤ 1 + 2
log
[
1
1− a
2
4bf
] log (Wǫ )
b) Case 2 : Suppose the data is realizable but has adversarial label noise i.e θ > 0: This time we use AM-GM
inequality on the second term on the RHS of equation 24 to get,
∆2t+1 ≤ (1− aη + bη2f)∆2t + (cη2 + dη)
θ2 +∆2t
2
+ bη2θ2
≤
(
1−
(
a− d
2
)
η +
(
bf +
c
2
)
η2
)
∆2t +
((
b+
c
2
)
θ2
)
η2 +
(
dθ2
2
)
η
We recall that ∆1 = ‖w1 −w∗‖ and note that the above recursion is the of the same form as Lemma D.2 in the
Appendix and we can read off from it that we satisfy the condition given therein by virtue of the constraint given
in equation 22 in the theorem statement. The Lemma D.2 also gives the expression for the step length η and the
time T that it would take for the algorithm to reach an accuracy of ‖wT −w∗‖ ≤ ǫ where ǫ can be as small as a
linear function of θ as specified in the theorem statement.
VII. CONCLUSION
In this work we have initiated a number of directions of investigation towards understanding the trainability of
finite sized nets while making minimal assumptions about the distribution of the data. A lot of open questions
emanate from here which await answers. Of them we would like to particularly emphasize the issue of seeking a
generalization of the results of Section III and Section IV to single filter depth 2 nets as given in Definition 1. We
would like to point out that towards this goal it might be interesting to settle a critical intermediate problem which
is to know whether the sequence of random variables generated by noisy gradient descent on a ReLU gate as given
in Algorithm 2 have distributional convergence and if they do then to find the corresponding rate. The next more
general class of nets to consider would be the multi-filter nets of depth 2 which would have the same structure
as in Definition 1 but there would be different weights say wi at the i
th−gate and all of them would have to be
discovered in tandem by the algorithm.
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APPENDIX A
PROOFS OF SECTION V
A. Proof of Lemma V.1
Proof: We observe that,
‖wt −w‖2 − ‖wt+1 −w‖2 = ‖wt −w‖2 − ‖
(
wt +
1
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)
xi
)
−w‖2
= − 2
S
S∑
i=1
〈(
yi − σ(〈wt,xi〉)
)
xi,wt −w
〉
− ‖ 1
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)
xi‖2
=
2
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)(
〈w,xi〉 − 〈wt,xi〉
)
− ‖ 1
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)
xi‖2
(25)
Analyzing the first term in the RHS above we get,
2
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)(
〈w,xi〉 − 〈wt,xi〉
)
=
2
S
S∑
i=1
(
yi − σ(〈w,xi〉) + σ(〈w,xi〉)− σ(〈wt,xi〉)
)(
〈w,xi〉 − 〈wt,xi〉
)
=
2
S
S∑
i=1
〈(
yi − σ(〈w,xi〉)
)
xi,w −wt
〉
+
2
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)(
〈xi,w〉 − 〈xi,wt〉
)
≥ −2ηW + 2
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)(
〈xi,w〉 − 〈xi,wt〉
)
In the first term above we have invoked the definition of η and W given in the lemma. Further since we are given
that σ is non-decreasing and L−Lipschitz, we have for the second term in the RHS above,
2
S
∑S
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)(
〈xi,w〉 − 〈xi,wt〉
)
≥ 2SL
∑S
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)2
=: 2L L˜S(ht)
Thus together we have,
2
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)(
〈w,xi〉 − 〈wt,xi〉
)
≥ −2ηW + 2
L
L˜S(ht) (26)
Now we look at the second term in the RHS of equation 25 and that gives us,
‖ 1
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)
xi‖2 = ‖ 1
S
S∑
i=1
(
yi − σ(〈w,xi〉) + σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖2
≤ ‖ 1
S
S∑
i=1
(
yi − σ(〈w,xi〉)
)
xi‖2 + 2‖ 1
S
S∑
i=1
(
yi − σ(〈w,xi〉)
)
xi‖ × ‖ 1
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖
+ ‖ 1
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖2
≤ η2 + 2η‖ 1
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖+ ‖ 1
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖2 (27)
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Now by Jensen’s inequality we have,
‖ 1S
∑S
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖2 ≤ 1S
∑S
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)2
= L˜S(ht)
And we have from the definition of L and W ,
‖ 1
S
S∑
i=1
(
σ(〈w,xi〉)− σ(〈wt,xi〉)
)
xi‖ ≤ L
S
S∑
i=1
‖w −wt‖ ≤ L×W
Substituting the above two into the RHS of equation 27 we have,
‖ 1
S
S∑
i=1
(
yi − σ(〈wt,xi〉)
)
xi‖2 ≤ η2 + 2ηLW + L˜S(ht) (28)
Now we substitute equations 26 and 28 into equation 25 to get,
‖wt −w‖2 − ‖wt+1 −w‖2 ≥
(
− 2ηW + 2
L
L˜S(ht)
)
− (η2 + 2ηLW + L˜S(ht))
The above simplifies to the inequality we claimed in the lemma i.e,
‖wt+1 −w‖2 ≤ ‖wt −w‖2 −
( 2
L
− 1
)
L˜S(ht) +
(
η2 + 2ηW (L+ 1)
)
B. Proof of Theorem V.2
Proof: The equation defining the labels in the data-set i.e yi = σ(〈w∗,xi〉) + ξi with |ξi| ≤ θ along with our
assumption that, ‖xi‖ ≤ 1 implies that , ‖ 1S
∑S
i=1
(
yi − σ(〈w∗,xi〉)
)
xi‖ ≤ θ. Thus we can invoke the above
Lemma V.1 between the tth and the t+ 1th iterate with η = θ and W as defined there to get,
‖wt+1 −w∗‖2 ≤ ‖wt −w∗‖2 −
[( 2
L
− 1
)
L˜S(ht)− (θ2 + 2θW (L+ 1))
]
If L˜S(ht) ≥ L2−L
(
ǫ+ (θ2 + 2θW (L+ 1))
)
then, ‖wt+1 −w‖2 ≤ ‖wt −w‖2 − ǫ. Thus if the above lowerbound
on L˜s(ht) holds in the t
th step then at the start of the (t+ 1)th step we still satisfy, ‖wt+1 −w‖ ≤W . Since the
iterations start with w1 = 0, in the first step we can choose W = ‖w∗‖. Thus in at most ‖w‖ǫ steps of the above
kind we can have a decrease in distance of the iterate to w.
Thus in at most T = ‖w‖ǫ steps we have attained,
L˜S(hT ) =
1
S
S∑
i=1
(
σ(〈wT , xi〉)− σ(〈w∗,xi〉)
)2
<
L
2− L
(
ǫ+ (θ2 + 2θW (L+ 1))
)
And that proves the theorem we wanted.
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C. Proof of Theorem V.3
Proof: Let the true empirical risk at the T th−iterate be defined as,
LS(hT ) =
1
S
S∑
i=1
(
σ(〈wT , xi〉)− σ(〈w∗,xi〉)− ξi
)2
Then it follows that,
L˜S(hT )− LS(hT ) = 1
S
S∑
i=1
(
σ(〈wT , xi〉)− σ(〈w∗,xi〉)
)2 − 1
S
S∑
i=1
(
σ(〈wT , xi〉)− σ(〈w∗,xi〉)− ξi
)2
=
1
S
S∑
i=1
ξi
(
− ξi + 2σ(〈wT , xi〉)− 2σ(〈w∗,xi〉)
)
= − 1
S
S∑
i=1
ξ2i +
2
S
S∑
i=1
ξi
(
σ(〈wT , xi〉)− σ(〈w∗,xi〉)
)
By the assumption of ξi being an unbiased noise the second term vanishes when we compute,
E{(xi,ξi)}i=1,...S
[
L˜S(hT )− LS(hT )
]
Thus we are led to,
E{(xi,ξi)}i=1,...S
[
L˜S(hT )− LS(hT )
]
= − 1
m
E{ξi}i=1,...S
[ m∑
i=1
ξ2i
]
= − 1
m
m∑
i=1
E{ξi}
[
ξ2i
]
= −Eξ[ξ2]
For T = ‖w‖ǫ , we invoke the upperbound on L˜S(hT ) from the previous theorem and we can combine it with the
above to say,
E{(xi,ξi)}i=1,...S
[
LS(hT )
]
≤ Eξ[ξ2] + L
2− L
(
ǫ+ (θ2 + 2θW (L+ 1))
)
This proves the theorem we wanted.
APPENDIX B
PROOF OF LEMMA VI.1
Proof: We observe that,
‖wt −w‖2 − ‖wt+1 −w‖2
= ‖wt −w‖2 − ‖
(
wt +
2η
wS
S∑
i=1
(yi − fwt(xi))Mxi
)
−w‖2
= − 4η
wS
S∑
i=1
〈(
yi − fwt(xi)
)
Mxi,wt −w
〉
− ‖ 2η
wS
S∑
i=1
(
yi − fwt(xi)
)
Mxi‖2
= − 4η
wS
S∑
i=1
(
yi − fwt(xi)
)(
〈wt,Mxi〉 − 〈w,Mxi〉
)
︸ ︷︷ ︸
Term 1
−
(
2η
w
)2
‖ 1
S
S∑
i=1
(
yi − fwt(xi)
)
Mxi‖2︸ ︷︷ ︸
Term 2
(29)
Now we shall try to lowerbound the RHS above. We achieve that in two steps that of finding a lowerbound on
Term 1 and finding an upperbound on Term 2 as demarcated above
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Lowerbound on Term 1 in the RHS of equation 29
Term 1 =
4η
wS
S∑
i=1
(
yi − fwt(xi)
)(
〈w,Mxi〉 − 〈wt,Mxi〉
)
=
4η
wS
S∑
i=1
(
yi − fw(xi) + fw(xi)− fwt(xi)
)(
〈w,Mxi〉 − 〈wt,Mxi〉
)
=
4η
wS
S∑
i=1
(
yi − fw(xi)
)〈
Mxi,w −wt
〉
+
4η
wS
S∑
i=1
(
fw(xi)− fwt(xi)
)〈
Mxi,w −wt
〉
≥ −4ηβ‖w −wt‖
w
+
4η
wS
S∑
i=1
(
fw(xi)− fwt(xi)
)〈
Mxi,w −wt
〉
(30)
To get the first term in the RHS above we have written 1S
∑S
i=1
(
yi − fwt(xi)
)〈
Mxi,w −wt
〉
= 1S
∑S
i=1
(
yi −
fwt(xi)
)
(Mxi)
⊤
(
w−wt
)
as p⊤1 p2 for p1,p2 ∈ Rr given as, p1 = 1S
∑S
i=1
(
yi−fw(xi)
)
(Mxi) and p2 = w−wt.
We invoke the definition of β and W as given in the lemma and do reverse Cauchy-Schwarz inequality as,
p⊤1 p2 ≥ −‖p1‖‖p2‖ ≥ −β‖w −wt‖.
Now we invoke Lemma B.1 to analyze the second term in the RHS of equation 30 and we get,
4η
wS
S∑
i=1
(
fw(xi)− fwt(xi)
)〈
Mxi,w −wt
〉
=
4η
wS
S∑
i=1
w∑
j=1
{
σ
(
〈A⊤j w,xi〉
)
− σ
(
〈A⊤j wt,xi〉
)}〈
Mxi,w −wt
〉
=
4η
wS
w∑
j=1
[ S∑
i=1
σ
(
〈A⊤j w,xi〉
)〈
Mxi,w −wt
〉
−
S∑
i=1
σ
(
〈A⊤j wt,xi〉
)〈
Mxi,w −wt
〉]
=
4η(1 + α)
2w
w∑
j=1
[
w⊤
(
AjΣ˜M
⊤
)
(w −wt)−w⊤t
(
AjΣ˜M
⊤
)
(w −wt)
]
=
4η(1 + α)
2
[
(w −wt)⊤
(
A¯Σ˜M⊤
)
(w −wt)
]
(31)
Substituting the above into the RHS of equation 30 we get,
Term 1 =
4η
wS
S∑
i=1
(
yi − fwt(xi)
)(
〈w,Mxi〉 − 〈wt,Mxi〉
)
≥ −4ηβ‖w −wt‖
w
+ 4
η(1 + α)
2
[
(w −wt)⊤
(
A¯Σ˜M⊤
)
(w −wt)
]
(32)
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Upperbound on Term 2 in the RHS of equation 29
Term 2 = ‖ 1
S
S∑
i=1
(
yi − fwt(xi)
)
Mxi‖2 = ‖ 1
S
S∑
i=1
(
yi − fw(xi) + fw(xi)− fwt(xi)
)
Mxi‖2
≤ ‖ 1
S
S∑
i=1
(
yi − fw(xi))
)
Mxi‖2 + 2‖ 1
S
S∑
i=1
(
yi − fw(xi)
)
Mxi‖ × ‖ 1
S
S∑
i=1
(
fw(xi)− fwt(xi)
)
Mxi‖
+ ‖ 1
S
S∑
i=1
(
fw(xi)− fwt(xi)
)
Mxi‖2
≤ β2 + 2β‖ 1
S
S∑
i=1
(
fw(xi)− fwt(xi)
)
Mxi‖+ ‖ 1
S
S∑
i=1
(
fw(xi)− fwt(xi)
)
Mxi‖2 (33)
Now by Jensen’s inequality we have for the third term of the RHS above,
‖ 1
S
S∑
i=1
(
fw(xi)−fwt(xi)
)
Mxi‖2 ≤ 1
S
S∑
i=1
(
fw(xi)−fwt(xi)
)2
‖Mxi‖2 =
B2λmax
(
M⊤M
)
S
S∑
i=1
(
fw(xi)−fwt(xi)
)2
In the above we have used for every i the following relationships invoking the definition of the parameter B,
‖Mxi‖2 = x⊤i (M⊤M)xi ≤ λmax
(
M⊤M
)
‖xi‖2 ≤ B2λmax
(
M⊤M
)
Now we upperbound the second term in the RHS of equation 33,
‖ 1
S
S∑
i=1
(
fw(xi)− fwt(xi)
)
Mxi‖ = 1
wS
‖
w,S∑
i=1,j=1
(
σ
(
〈A⊤i w,xj〉
)
− σ
(
〈A⊤i wt,xj〉
))
Mxj‖
≤ 1 + α
wS
w,S∑
i=1,j=1
|〈A⊤i (w −wt),xj〉|‖Mxj‖ ≤
1 + α
wS
w,S∑
i=1,j=1
‖A⊤i (w −wt)‖ × ‖xj‖ × ‖Mxj‖
≤ B2
√
λmax
(
M⊤M
)
× 1 + α
w
× ‖w −wt‖
w∑
i=1
√
λmax
(
AiA
⊤
i
)
Thus combining the above two inequalities into the RHS of equation 33 we have,
Term 2 =‖ 1
S
S∑
i=1
(
yi − fwt(xi)
)
Mxi‖2 ≤β2 + 2β × B
2(1 + α)
w
× ‖w −wt‖
√
λmax
(
M⊤M
)( w∑
i=1
√
λmax
(
AiA
⊤
i
))
+B2λmax
(
M⊤M
)
× L˜S(ht)
Combining the above and equation 32 into the RHS of equation 29 we get,
‖wt −w‖2 − ‖wt+1 −w‖2
≥ −4ηβ‖w −wt‖
w
+ 4
η(1 + α)
2
[
(w −wt)⊤
(
A¯Σ˜M⊤
)
(w −wt)
]
−
(2η
w
)2(
β2 + 2β × B
2(1 + α)
w
× ‖w −wt‖
√
λmax
(
M⊤M
)( w∑
i=1
√
λmax
(
AiA
⊤
i
))
+B2λmax
(
M⊤M
)
× L˜S(ht)
)
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which rearranges to the lemma we set out to prove.
Lemma B.1. Suppose S := {(xi, yi) | i = 1, . . . , S} is a set if tuples such that the set Sx := (xi)i=1,...,S is
invariant under replacing each xi with −xi. (Note that this does not enforce the label associated with xi to have
any relation to the label associated to −xi.).
Then for any A,M ∈ Rr×n and z1, z2 ∈ Rr and ∀i,xi ∈ Rn and σ : R→ R mapping, x 7→ x1x≥0 + αx1x≤0 for
some α > 0 we have,
S∑
i=1
σ
(
〈A⊤z1,xi〉
)〈
Mxi, z2
〉
= S
1 + α
2
z⊤1
(
AΣ˜M⊤
)
z2
where we have defined, Σ˜ := 1S
[∑S
i=1 xix
⊤
i
]
Proof: By the assumed symmetry of the set Sx we have,
S∑
i=1
σ
(
〈A⊤z1,xi〉
)〈
Mxi, z2
〉
=
S∑
i=1
σ
(
− 〈A⊤z1,xi〉
)〈
−Mxi, z2
〉
=⇒ 2
S∑
i=1
σ
(
〈A⊤z1,xi〉
)〈
Mxi, z2
〉
=
S∑
i=1
[
σ
(
〈A⊤z1,xi〉
)〈
Mxi, z2
〉
+ σ
(
− 〈A⊤z1,xi〉
)〈
−Mxi, z2
〉]
=⇒ 2
S∑
i=1
σ
(
〈A⊤z1,xi〉
)〈
Mxi, z2
〉
=
S∑
i=1
[{
σ
(
〈A⊤z1,xi〉
)
− σ
(
− 〈A⊤z1,xi〉
)}〈
Mxi, z2
〉]
Note that ∀p ≥ 0 =⇒ σ(p) = p and ∀p < 0 =⇒ σ(p) = αp. Thus it follows that ∀p ≥ 0 =⇒ σ(p)− σ(−p) =
p−α(−p) = (1+α)p and ∀p < 0 =⇒ σ(p)− σ(−p) = αp− (−p) = (1 +α)p. Substituting this above we have,
2
S∑
i=1
σ
(
〈A⊤z1,xi〉
)〈
Mxi, z2
〉
= (1 + α)
S∑
i=1
[{〈
A⊤z1,xi
〉}〈
Mxi, z2
〉]
= (1 + α)(A⊤z1)⊤
[ S∑
i=1
xix
⊤
i
]
M⊤z2
= S(1 + α)z⊤1
(
AΣ˜M⊤
)
z2
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APPENDIX C
REVIEWING A VARIANT OF THE AZUMA-HOEFFDING INEQUALITY
Theorem C.1. Suppose we have a real valued discrete stochastic process given as, {X0,Xi, . . .} and the following
properties hold,
• X0 is a constant
• (The bounded difference property) ∀i = 0, 1, . . . ∃ci > 0 s.t |Xi −Xi−1| ≤ ci
• (The super-martingale property) ∀i = 0, 1, . . ., E
[
Xi −Xi−1 | Fi−1
]
≤ 0 with Fi−1 = σ
({
X0, . . . ,Xi−1
})
Then for any λ > 0 and a positive integer n we have the following concentration inequality,
P
[
Xn −X0 ≥ λ
]
≤ e−
1
2
λ2
∑
n
i=1
c2
i
Proof: We note that for any c, t > 0, the function f(x) = etx lies below the straight line connecting the two points
(−c, f(−c)) and (c, f(c)). This gives the inequality, etx ≤ e−tc +
(
etc−e−tc
2c
)
(x+ c). This simplifies to,
etx ≤ 1
2c
(etc − e−tc)x+
(etc + e−tc
2
)
(34)
Note that the above inequality holds only when |x| ≤ c Now we can invoke the bounded difference property of
|Xi −Xi−1| ≤ ci and use equation 34 with x = Xi −Xi−1 and c = ci to get,
E
[
et(Xi−Xi−1) | Fi−1
]
≤ E
[etci − e−tci
2ci
(
Xi −Xi−1
)
+
(etci + e−tci
2
)
| Fi−1
]
≤ e
tci + e−tci
2
The last inequality follows from the given property that, E
[
Xi −Xi−1 | Fi−1
]
≤ 0
Now we invoke the inequality e
x+e−x
2 ≤ e
x2
2 on the RHS above to get,
E
[
et(Xi−Xi−1) | Fi−1
]
≤ e t
2c2
i
2
Further since Xi−1 is Fi−1 measurable we can write the above as, E
[
etXi | Fi−1
]
≤ etXi−1e t
2c2
i
2
Now we recurse the above as follows,
E
[
etXn
]
= E
[
E
[
etXn | Fn−1
]]
≤ E
[
e
t2c2n
2 etXn−1
]
= e
t2c2n
2 E
[
etXn−1
]
. . . ≤
n∏
i=1
e
t2c2
i
2 E[etX0 ]
Now invoking that X0 is a constant we can rewrite the above as, E
[
et(Xn−X0)
]
≤ e t
2
2
∑
n
i=1 c
2
i
Hence for any λ > 0 we have by invoking the above,
P
[
Xn −X0 ≥ λ
]
= P
[
et(Xn−X0) ≥ etλ
]
≤ e−tλE
[
et(Xn−X0)
]
≤ e−tλe t
2
2
∑
n
i=1 c
2
i
Now choose t = λ∑n
i=1 c
2
i
and we get, P
[
Xn −X0 ≥ λ
]
≤ e−
1
2
λ2
∑
n
i=1
c2
i
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APPENDIX D
TWO RECURSION ESTIMATES
Lemma D.1. Given constants η′, b, c1, c2 > 0 suppose one has a sequence of real numbers ∆1 = C,∆2, .. s.t,
∆t+1 ≤ (1− η′b+ η′2c1)∆t + η′2c2
Given any ǫ′ > 0 in the following two cases we have, ∆T ≤ ǫ′2
• If c2 = 0, c1 > b
2
4 , C > 0,
η′ = b2c1 and T = O
(
log Cǫ′2
)
• If 0 < c2 ≤ c1, ǫ′2 ≤ C, b2c1 ≤
(√
ǫ′ + 1√
ǫ′
)2
,
η′ = bc1 · ǫ
′2
(1+ǫ′2) and T = O
(
log
(
ǫ′2(c1−c2)
Cc1−c2ǫ
′2
)
log
(
1− b2
c1
· ǫ′2
(1+ǫ′2)2
)) .
Proof: Suppose we define α = 1− η′b+ η′2c1 and β = η′2c2. Then we have by unrolling the recursion,
∆t ≤ α∆t−1 + β ≤ α(α∆t−1 + β) + β ≤ ... ≤ αt−1∆1 + β 1− α
t−1
1− α .
We recall that ∆1 = C to realize that our lemma gets proven if we can find T s.t,
αT−1C + β
1− αT−1
1− α = ǫ
′2
Thus we need to solve the following for T s.t, αT−1 = ǫ
′2(1−α)−β
C(1−α)−β
Case 1 : β = 0 In this case we see that if η > 0 is s.t α ∈ (0, 1) then,
αT−1 =
ǫ′2
C
=⇒ T = 1 + log
C
ǫ′2
log 1α
But α = η′2c1 − η′b+ 1 =
(
η′
√
c1 − b2√c1
)2
+
(
1− b24c1
)
Thus α ∈ (0, 1) is easily ensured by choosing η′ = b2c1
and ensuring c1 >
b2
4 . This gives us the first part of the theorem.
Case 2 : β > 0
This time we are solving,
αT−1 =
ǫ′2(1− α)− β
C(1− α)− β (35)
Towards showing convergence, we want to set η′ such that αt−1 ∈ (0, 1) for all t. Since ǫ′2 < C , it is sufficient to
require,
β < ǫ′2(1− α) =⇒ α < 1− β
ǫ′2
⇔ 1− b
2
4c1
+
(
η′
√
c1 − b
2
√
c1
)2
≤ 1− β
ǫ′2
⇔ η
′2c2
ǫ′2
≤ b
2
4c1
−
(
η′
√
c1 − b
2
√
c1
)2
⇔ c2
ǫ′2
≤ b
2
4c1η′2
−
(√
c1 − b
2
√
c1η′
)2
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Set η′ = bγc1 for some constant γ > 0 to be chosen such that,
c2
ǫ′2
≤ b
2
4c1 · b2γ2c21
−
(√
c1 − b
2
√
c1 · bγc1
)2
=⇒ c2
ǫ′2
≤ c1 γ
2
4
− c1 ·
(γ
2
− 1
)2
=⇒ c2 ≤ ǫ′2 · c1(γ − 1)
Since c2 ≤ c1 we can choose, γ = 1 + 1ǫ′2 and we have αt−1 < 1. Also note that,
α = 1 + η′2c1 − η′b = 1 + b
2
γ2c21
− b
2
γc1
= 1− b
2
c1
· (1
γ
− 1
γ2
)
.
= 1− b
2
c1
· ǫ
′2
(1 + ǫ′2)2
= 1− b
2
c1
· 1(
ǫ′ + 1ǫ′
)2
And here we recall that the condition that the lemma specifies on the ratio b
2
c1
which ensures that the above equation
leads to α > 0
Now in this case we get the given bound on T in the lemma by solving equation 35. To see this, note that,
α = 1− b
2
c1
· ǫ
′2
(1 + ǫ′2)2
and β = η′2c2 =
b2
γ2c1
· c2 = b
2c2
c1
· (ǫ
′2)2
(1 + ǫ′2)2
.
Plugging the above into equation 35 we get, αT−1 = ǫ
′2∆(c1−c2)
Cc1−c2ǫ′2 =⇒ T = 1 +
log
(
ǫ′2(c1−c2)
Cc1−c2ǫ
′2
)
log
(
1− b2
c1
· ǫ′2
(1+ǫ′2)2
)
Lemma D.2. Suppose we have a sequence of real numbers ∆1,∆2, . . . s.t
∆t+1 ≤ (1− η′b+ η′2c1)∆t + η′2c2 + η′c3
for some fixed parameters b, c1, c2, c3 > 0 s.t ∆1 >
c3
b and free parameter η
′ > 0. Then for,
ǫ′2 ∈
(c3
b
,∆1
)
, η′ =
b
γc1
, γ > max
{
b2
c1
,
(
ǫ′2 + c2c1
ǫ′2 − c3b
)}
> 1
it follows that ∆T ≤ ǫ′2 for,
T = O
(
log
[
∆1
ǫ′2 −
( c2
c1
+γ· c3
b
γ−1
)
])
Proof: Let us define α = 1− η′b+ η′2c1 and β = η′2c2 + η′c3. Then by unrolling the recursion we get,
∆t ≤ α∆t−1 + β ≤ α(α∆t−2 + β) + β ≤ ... ≤ αt−1∆1 + β(1 + α+ . . .+ αt−2).
Now suppose that the following are true for ǫ′ as given and for α & β (evaluated for the range of η′s as specified
in the theorem),
Claim 1 : α ∈ (0, 1)
Claim 2 : 0 < ǫ′2(1− α) − β
We will soon show that the above claims are true. Now if T is s.t we have,
αT−1∆1 + β(1 + α+ . . .+ αT−2) = αT−1∆1 + β · 1− α
T−1
1− α = ǫ
′2
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then αT−1 = ǫ
′2(1−α)−β
∆1(1−α)−β . Note that Claim 2 along with with the assumption that ǫ
′2 < ∆1 ensures that the
numerator and the denominator of the fraction in the RHS are both positive. Thus we can solve for T as follows,
=⇒ (T− 1) log
(
1
α
)
= log
[
∆1(1− α)− β
ǫ′2(1− α)− β
]
=⇒ T = O
(
log
[
∆1
ǫ′2 −
( c2
c1
+γ· c3
b
γ−1
)
])
In the second equality above we have estimated the expression for T after substituting η′ = bγc1 in the expressions
for α and β.
Proof of claim 1 : α ∈ (0, 1)
We recall that we have set η′ = bγc1 . This implies that, α = 1 − b
2
c1
·
(
1
γ − 1γ2
)
. Hence α > 0 is ensured by the
assumption that γ > b
2
c1
. And α < 1 is ensured by the assumption that γ > 1
Proof of claim 2 : 0 < ǫ′2(1− α)− β
We note the following,
− 1
ǫ′2
· (ǫ′2(1− α)− β) = α− (1− β
ǫ′2
)
= 1− b
2
4c1
+
(
η′
√
c1 − b
2
√
c1
)2 − (1− β
ǫ′2
)
=
η′2c2 + η′c3
ǫ′2
+
(
η′
√
c1 − b
2
√
c1
)2 − b2
4c1
=
(
η′
√
c2 +
c3
2
√
c2
)2 − c234c2
ǫ′2
+
(
η′
√
c1 − b
2
√
c1
)2 − b2
4c1
= η′2
(
1
ǫ′2
·
(√
c2 +
c3
2η′
√
c2
)2
+
(√
c1 − b
2η′
√
c1
)2
− 1
η′2
[
b2
4c1
+
1
ǫ′2
(
c23
4c2
)])
Now we substitute η′ = bγc1 for the quantities in the expressions inside the parantheses to get,
− 1
ǫ′2
· (ǫ′2(1− α)− β) = α− (1− β
ǫ′2
)
= η′2
(
1
ǫ′2
·
(√
c2 +
γc1c3
2b
√
c2
)2
+ c1 ·
(γ
2
− 1
)2 − c1γ2
4
− 1
ǫ′2
· γ
2c21c
2
3
4b2c2
)
= η′2
(
1
ǫ′2
·
(√
c2 +
γc1c3
2b
√
c2
)2
+ c1(1− γ)− 1
ǫ′2
· γ
2c21c
2
3
4b2c2
)
=
η′2
ǫ′2
(
c2 +
γc1c3
b
− ǫ′2c1(γ − 1)
)
=
η′2c1
ǫ′2
(
(ǫ′2 +
c2
c1
)− γ ·
(
ǫ′2 − c3
b
))
Therefore, − 1ǫ′2
(
ǫ′2(1− α)− β) < 0 since by assumption ǫ′2 > c3b , and γ >
(
ǫ′2+ c2
c1
)
ǫ′2− c3
b
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