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Abstract
This thesis describes recent advances in the use of atom interferometers. The advances
comprise two new techniques that will advance the ability of atom interferometers to make
precision measurements and two experiments that demonstrate the extraordinary sensitivity
of atom interferometers to rotations and to atom-atom interactions, respectively.
A novel scheme is described whereby multiple velocity components of an atomic beam
contribute constructively to an atomic interference fringe pattern of large intensity. This
multiplexing effect will allow the measurement of large dispersive phases in cases where
the fringe would otherwise have damped out to zero contrast.
Amplitude diffraction gratings, the atom-optical elements which make up our atom
interferometer, have been manufactured with unprecedented phase uniformity, or
coherence. A technique that utilizes registration marks to minimize drifts in the lithography
of these gratings is described.
We have measured the sensitivity of our atom interferometer to rotations. Our results agree
within experimental uncertainty of 1% with the theory predicted by the Sagnac effect.
Further, we demonstrated a sensitivity four orders of magnitude better than that previously
seen in an atom interferometer, approaching the sensitivity of the best commercially
available laser gyroscopes.
We have studied the velocity dependent index of refraction for sodium matter-waves
passing through a dilute sample of Argon gas. Atom interferometers are the only devices
able to detect the collision induced phase shift in atom-atom scattering. The phase shift was
measured as a function of the velocity, or energy, of the incident sodium atomic beam
allowing determination of the mid to long range interatomic potential.
Thesis Supervisor: Dr. David E. Pritchard
Title: Professor of Physics
To
Sharlene, Mom, and Dad
"I will not omit to relate another circumstance also, which is perhaps
the most remarkable which has ever happened to any one. I do so in order
to justify the divinity of God and of His secrets, who deigned to grant me
that great favour; for ever since the time of my strange vision until now an
aureole of glory (marvellous to relate) has rested on my head. This is
visible to every sort of men to whom I have chosen to point it out; but those
have been very few. This halo can be observed above my shadow in the
morning from the rising of the sun for about two hours; and far better when
the grass is drenched with dew. It is also visible at evening about sunset. I
became aware of it in France at Paris; for the air in those parts is so much
freer from mist, that one can see it there far better manifested than in Italy,
mists being far more frequent among us. However, I am always able to see
it and to show it to others, but not so well as in the country I have
mentioned."
Benvenuto Cellini (b.1500; d. 1571)
[CEL27, p. 232]
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1. Introduction
A. Historical Background
In 1924, de Broglie proposed [DEB24] that every particle should exhibit wavelike
behavior with a characteristic wavelength AdB = h/p, where h is Planck's constant and p
is the particle's momentum. Because of the small size of Planck's constant, wavelike
effects are not generally observed for macroscopic particles. Indeed, for a thermal atom,
XdB is on the order of 10 picometers, at least an order of magnitude smaller than the size of
the atom itself. However, it did not take long for this wave relation to be confirmed for
electrons. In 1927, diffraction of electrons by crystals in both reflection [DAG27] and
transmission [THR27] modes were observed. In 1930, diffraction of atoms was
demonstrated by Estermann and Stem [ESS30] who reflected atoms off the closely spaced
planes of a cleaved crystal surface.
The first complete matter-wave interferometer was demonstrated in the 1950's
using electrons [MAR52, MSS54, MOD54]. In this interferometer, an electron beam was
passed through thin crystals which acted as phase diffraction gratings. The electron
interferometer was first demonstrated in a Mach-Zehnder configuration using transmission
diffraction. This geometry is particularly forgiving for most alignment parameters. The
1960's and 1970's saw the development of neutron interferometers, first by using a
biprism configuration [MAS62] and then by passing neutrons through crystals which act as
diffraction gratings [RTB74]. Modem neutron interferometers, similar to Rauch's
[RTB74], utilize a large single crystal of silicon with portions removed leaving behind three
gratings. The angle of the crystal planes of these three gratings, with minor adjustments
applied via differential heating, are then adequately aligned since they originate from a
single crystal.
Since atoms interact so strongly with solids, analogous interferometers are not
possible for atoms. In principle, atoms may be diffracted by reflection off crystal surfaces,
however the alignment criteria on the three crystals are extraordinarily difficult to meet,
although one group is currently trying [FRA93]. The idea and desire to build an
interferometer for atoms is not new. It was patented in 1973 [ALF73] and since that time,
it has been extensively discussed and reviewed [CDK85, BOR89, APB92, JDP94]. The
potential benefits of developing an interferometer for atoms were numerous: large beam
intensities, an interfering particle with rich internal structure, a wide range of properties for
different atoms (e.g. mass, magnetic moment, polarizability, absorption frequencies), and a
variety of strong interactions with the environment (e.g. with static electric and magnetic
fields, radiation, and other atoms). Given that atom source and detector technology has
been around for some time, the delay in the demonstration of an atom interferometer is
attributed solely to the lack of suitable atom-optical elements with which to build the
interferometer.
Suitable beam splitters were developed in the 1980's in Professor David E.
Pritchard's research group at M.I.T. Diffraction of an atomic beam was demonstrated from
a standing wave of resonant light (a phase grating) [MGA83] and from a slotted membrane
(an amplitude grating) [KSS88]. Pritchard's group decided to pursue the construction of
an atom interferometer with the amplitude diffraction gratings, and a successful
demonstration of interference was achieved in early 1991. The diffraction gratings used
were manufactured at the National Nanofabrication Facility at Cornell University using a
process described in detail in Chapter 3. They essentially consist of an array of alternating
bars and slots with an extremely small period of a few hundred nanometers.
The success of this interferometer and of several other types of atom interferometers
has been one of the major developments in atomic physics of the 1990's. The
demonstration of atomic interference in a Young's double slit experiment was presented by
the Mlynek research group of Konstanz, Germany in late 1990. Soon thereafter the three
grating interferometer developed at M.I.T. worked for the first time and the subsequent
papers appeared together in Physical Review Letters in May, 1991 [CAM91, KET91].
A variety of interferometers have now been proposed and realized. While the
previously discussed two interferometers operated solely by affecting the atom's center of
mass coordinates, two experiments that entangled the atom's internal and external degrees
of freedom were demonstrated in 1991, at Stanford [KAC91] and at Braunschweig
[RKW91]. These experiments were essentially optical analogs of Ramsey's separated
oscillatory fields experiments and are now called interferometers. Atom interference has
been demonstrated since then in a variety of contexts, including a longitudinal Stern-
Gerlach experiment [RMB91], a two slit experiment using atoms dropped from a MOT
(magneto-optical trap) [SST92], a 4-zone optical Ramsey experiment [SSM92], a near field
three grating interferometer related to the Talbot effect [CLL94], and finally interferometers
utilizing Kapitza-Dirac diffraction [ROB95] and Bragg scattering [GML95] from standing
light waves. Proposed future interferometers include using helium diffraction from cleaved
crystal surfaces [FRA93], diffraction from a time-dependent evanescent wave [HSK94,
SGA96], and Bragg diffraction with cold atoms from a magneto-optic trap [RAI96].
The M.I.T. interferometer is unique in its physical separation of the beam paths.
This allows the construction of an interaction region with a thin foil between the two paths
so that interactions may be applied to only one path. Our research group at M.I.T., in
recent years, has completed a number of experiments utilizing this new tool of separated
beam atom interferometry. The first was the measurement of the static (d.c.) electric
polarizability of the sodium atom with a precision of 0.35% [ESC95]. This is a factor of
20 improvement over previous measurements [HAZ74] and is more precise than the current
state of the art in theoretical atomic structure calculations (1%) [LIU89].
The second experiment was the first ever measurement of the collision induced
phase shift in atom-atom scattering [SCE95]. The phase shift experienced by a sodium
beam passing through various gas samples, including the noble gases, was measured as a
function of the density of the gas sample. In contrast to spectroscopic experiments, this
experiment is uniquely sensitive to the mid to long-range potential.
We have performed another experiment in which we applied differential magnetic
fields to the two beam paths causing a rapid dephasing or loss of contrast as the different
hyperfine ground states, which have different projections of magnetic moment, acquired
different amounts of phase shift [SEC94]. At particular values of the magnetic field, all the
states received the same phase modulo 21r and a sharp contrast revival occurred. We call
this "contrast interferometry."
We have demonstrated near field interference with our diffraction gratings using the
Talbot effect [CEH95a] and have also demonstrated that our interferometer works with
molecules, specifically the sodium dimer Na2 [CEH95b]. This further extends the size and
complexity of particles that have been shown to interfere in accordance with de Broglie's
wave hypothesis.
Finally, we have completed a detailed study of the loss of coherence that occurs
when an atom in an interferometer scatters a single photon [CHL95]. This is a realization
of the Feynman gedanken experiment, which was originally discussed in the context of an
electron traversing a double slit [FLS63]. The experiment was then extended to show that
the contrast is not lost but is just entangled with the reservoir of final photon states. We
demonstrated that this contrast can be "found" or regained by performing a correlation
experiment.
The outline of this thesis is as follows. The next section is a review of the details of
our experimental apparatus, focusing on recent changes that have been made. In the
second chapter I present a generalization of the "contrast interferometry" technique that will
provide dramatic improvements in the precision measurement of certain dispersive phase
shifts. In Chapter three, I discuss the techniques we have developed to fabricate amplitude
diffraction gratings for our interferometer. These gratings are the key atom-optical
elements on which our interferometer is based, and advances we recently made in their
quality and size made possible our experiment measuring rotations which is then described
in Chapter four. In Chapter five, I describe an extension of the atom-atom collision
induced phase shift experiment. We have measured the velocity dependence of this phase
shift, allowing accurate determination of the mid to long-range potential between the
sodium atom and a noble gas atom. Finally, I conclude in Chapter 6 with a discussion of
some future atom interferometry experimental ideas.
B. The M.I.T. Interferometer
The M.I.T. atom interferometer is described in detail in [KET91] and in previous
theses from this group [KEI91, EKS93, CHA95]. Here I will give an overview of the
experimental apparatus, noting recent modifications.
It is often mentioned that our interferometer is of a Mach-Zehnder geometry.
However the standard light Mach-Zehnder interferometer people are likely to come across,
in an introductory physics laboratory for example, looks only vaguely similar. This
interferometer consists of a partially silvered mirror which transmits and reflects portions of
the incident beam, and the two resulting beams are then redirected toward each other with
mirrors. Finally, another partially silvered mirror is placed at the beam's point of
intersection completing the interferometer. (Figure 1.1A) The relative path length
difference determines which port the light exits.
The first use of diffraction gratings as the beam amplitude splitting device, instead
of partially silvered mirrors, is attributed to Carl Barus [BARl1]. (Figure 1.1B) The first
use of diffraction gratings replacing the mirrors, or beam redirectors, was done by
Marton et. al. [MSS54] in his demonstration of an electron interferometer. (Figure 1.1C)
This latter addition has the very significant result that the fringes are now achromatic, or
"white" [SIM56]. Only in the sense that our interferometer includes a beam amplitude
splitter, a beam recombiner, and then another beam amplitude splitter, is it analogous to the
original Mach-Zehnder geometry.
A schematic of our interferometer is shown in Figure 1.2. The source oven is a
stainless steel reservoir containing sodium, typically pressured with 2 atm. of argon gas
and heated to 7000 C. A supersonic expansion out of the small 70 gm diameter nozzle
produces an intense cold beam of sodium atoms entrained in the predominantly argon
carrier beam [HAB77]. It has been proposed that the scattering from background gas has
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Figure 1.1 (A) The traditional Mach-Zehnder geometry interferometer. The source is typically a laser
and passes first through a beamsplitter, then bounces off mirrors, and finally recombines at a
beamsplitter. (B) A similar interferometer where diffraction gratings are now used as the beam
splitters. (C) The geometry first used by Marton to build an electron interferometer, where a grating
also serves as the beam recombiner in the middle. This is the geometry used in the M.I.T. atom
interferometer. Multiple closed interferometer paths are formed by the many diffracted orders. The
two most typically used are shown.
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Figure 1.2 The top part of the schematic details the source end of our atomic beam machine. Typical
pressures, in torr, are indicated in each chamber. The first and second differential pumping chambers are
necessary to remove the large gas load that results from the supersonic beam. The resulting atomic beam
passes into the main chamber (continued in the middle schematic). This is the heart of the interferometer,
containing the optical elements and any necessary interaction region. The detector chamber to the right is
cold trapped with liquid nitrogen to maintain low pressure and background count rate. The lower graphs
details the diffracted orders (solid lines) used in our interferometer. Other orders (-1st and others not shown)
generally do not contribute to the interference pattern. This graph is dramatically not to scale. The gratings
are separated by 66cm and the beam paths are separated by only 561.tm at the middle grating.
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been affecting our beam intensity (source
chamber pressure was typically 10 millitorr).
We have recently replaced the source chamber
Stokes diffusion pump (4 inch throat) with a
Varian (NRC) VHS-6 belly-shaped diffusion
pump (8 inch throat). This improved the
pressure in the main chamber by 1-2 orders of
magnitude, allowing a Bayert-Alpert type
ionization gauge to remain lit (-5x10 -4 torr) in
spite of the large argon gas load from the source
(-0.5 torr-liter/sec).
We were surprised to observe that in just
a few days of operation, a layer of crystalline
diffusion pump oil several millimeters thick can
form on the inner surface of the belly portion of
this pump. (DC705 very low vapor pressure oil
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is used.) Apparently, sodium causes the Figure 1.3 Cross section of the new skimmer
mount. The skimmer is made of Rhodium
degradation/polymerization of the pump oil into plated Nickel and is heated to -5000C in
operation. The stainless steel support acts as
a form that is solid at room temperature. Thus an insulator to minimize heat flow to the
chamber wall. Typical ambient pressures in
the jet of oil vapor can crystallize on the cold the source (nozzle) chamber and the first
differential pumping chamber (on the left) are
belly-section of the pump wall instead of directly 5x10 -4 and 5x10-6 torr respectively.
condensing to the liquid form. It is found to
readily melt and return to the oil reservoir with the simple application of a heat gun.
Though this crystallization may increase backstreaming, it does not appear to significantly
affect the pump performance until or unless all of the oil is either trapped in this form or has
backstreamed into the source chamber. At this point, just as a pot of boiling water can
virtually burn up if all the water has boiled away, experience has shown that a diffusion
pump will melt-down when no oil remains.
The flange connecting the source chamber to the first differential pumping chamber
has been replaced with one that allows an unrestricted expansion of the supersonic beam
into the next chamber. (Figure 1.3) The skimmer (Beam Dynamics, Minneapolis, MN)
which separates these two chambers is carefully mounted to allow uninhibited flow of the
gas away from the beam line on both sides. A coaxial heater (ARI Industries, Addison,
IL), similar to the heaters used on the source oven, maintains the skimmer at 300-4000 C to
prevent accumulation of sodium and possible clogging. In spite of the thin stainless tube
connecting the heated skimmer to the chamber wall, the heat conduction to the wall is
significantly larger than in the previous design which limited the contact to a ceramic macor
spacer (macor is a machinable ceramic and an effective insulator) and three stainless steel
screws. The increased power requirements resulted in burning out the skimmer heater
twice in as many months. A more powerful heater was recently installed to alleviate this
problem and a macor washer beneath the base of the skimmer is proposed to further reduce
the power requirements.
The first differential pumping chamber (Varian HS-10 diffusion pump) and second
differential pumping chamber (CVC-4 diffusion pump) eliminate most of the remaining gas
load from the source, reducing the pressure to below 10-6 torr in the second differential
chamber. Both chambers have optical access that was used for optical pumping and other
manipulation of the beam in past experiments. Additionally, the first collimating slit is
mounted on a translation stage in the first differential region.
Two types of collimating slits are used in our beam machine. Stainless steel "air
slits", each 3 mm high, are available in 5, 10, and 25 gpm sizes (Melles Griot, Irvine, CA).
Additionally, during our last trip to the National Nanofabrication Facility at Cornell
University, we used standard photolithographic techniques to produce arrays of slits in a
pure silicon wafer. Typical slit widths on a single chip from the silicon wafer are 15, 25,
35, 45, and 55 pm. Both collimating slits (the second is located just before the first grating
Figure 1.4 Transmission Electron Micrograph (TEM) of a diffraction grating that we made at the National
Nanofabrication Facility of Cornell University in the fall of 1994. The support structure has a period of
5Jlm and an open fraction of 70%. The grating bars themselves have a period of 160nm (most of our
experiments utilized 200nm period gratings) and a typical open fraction of 30-60%. The membrane shown
is about l00nm thick (into the page). The construction details are included in Chapter 3.
in the main chamber, 78cm downstream of the first) are mounted on translation stages and
can be moved during operation of the experiment to select the desired slit size. The fITst slit
is now heated to prevent clogging from the substantial sodium beam and from oil that
backstreams from the unbaffled 10" diffusion pump directly below.
The interaction ("main") chamber of our apparatus contains the three amplitude
diffraction gratings that are the atom-optical elements for our interferometer (Figure 1.4).
A pressure of -5xlO-7 torr is maintained by a 4 inch (Varian VHS-4) diffusion pump. A
cold-water baffle is used to minimize oil backstreaming which would slowly clog the
diffraction gratings. It is an unfortunate situation, given the time and effort involved in
producing, mounting, and aligning these gratings, that vacuum accidents can and have
caused damaging oil backstreaming. This completely clogs the gratings rendering them
useless. Recently, heaters were added to each of the three grating mounts to reduce the
gradual clogging of the gratings by sodium and oil. However, even with the gratings at
200°C, a blast of oil from the diffusion pump is fatal for the gratings.
The gratings are mounted on translation stages so they can be moved in or out of
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Figure 1.5 Diffraction of atoms from the first grating in our apparatus as seen by scanning our 50glm wide
detector which is in the far field. The plot is shown on a log scale to demonstrate the higher orders; most
of the intensity resides in the central three orders. The solid line is a least squares fit to the data, which is
used to determine the velocity and the velocity width of the sodium beam. Typically only the central (Oth)
order and one of the first diffracted orders is used in the interferometer.
the beamline. With the second and third gratings removed from the beamline, a diffraction
pattern from the first grating is observed by scanning the detector (Figure 1.5). The zeroth
and one of the first diffracted orders (which will be refered to as +1 or -1) are normally the
only ones that contribute to an interference pattern. The +1 and -1 diffracted orders from
the second grating recombine at the plane of the third grating (bottom Figure 1.2), forming
an interference pattern of sodium atoms with the same period as the diffraction gratings.
The period is the same because the angle with which they approach is determined by
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Figure 1.6 Schematic of the interference that occurs in the region of the third grating. The two plane waves
(wavelength -O.16A) converge at a shallow angle (-10-4 radians) forming an interference pattern with a
period equal to the grating period (i.e. 160nm). The third grating acts as a mask: if it is positioned to block
the maxima, a minimum intensity is transmitted; as it is scanned transversely to a position where it blocks
the minima, a maximum is transmitted. Thus the interference pattern of Figure 1.7 is recorded at the
detector to the right which is -300 grating bars (50jlm) wide.
diffraction from the first and second gratings which have the same period. (Figure 1.6)
Though a very narrow detector could measure this interference pattern directly, a third
grating is used to mask the pattern, providing a much greater signal and minimal loss in
contrast.
Optical diffraction gratings, for a Helium-Neon laser interferometer, are mounted
on the same translation stages as the atom gratings. This interferometer serves two
purposes. First, the signal can be used to measure the relative positions of our matter
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gratings thus determining the phase of the atom interferometer. Second, a servo
mechanism is set up through a piezoelectric transducer (PZT) to drive the position of the
middle grating. This allows us to lock the relative alignment of the gratings using the side
of an optical fringe, dramatically reducing the effect of vibrations on the atom
interferometer. I will discuss these vibrational effects more thoroughly after completing
this survey of the experimental apparatus.
The atom beam enters the detector chamber through a small hole which maintains
differential pumping to keep the detector chamber below l1x10 -7. The detector is a 50gtm
diameter hot Rhenium filament with a work function greater than the ionization potential of
the sodium atom. The sodium atom hits the wire and, after a time delay of typically one
millisecond or less, becomes ionized as the electron tunnels into the metal. Static electric
fields then focus the ion into a high gain channel electron multiplier or C.E.M. (model
4831G, Galileo Inc., Sturbridge, MA) which produces a current pulse for the detected
single ions. These pulses are then fed, along with positional information from the laser
interferometer signal, into the data acquisition/recording system where they are counted.
This detector is highly selective to atoms with small ionization potentials, like
alkalis. Thus most background gases will not be ionized or detected. It was found that
cold trapping the detector chamber (pumped with a Varian V-80A turbomolecular pump)
with liquid nitrogen reduces the pressure from -2x10 -7 torr to -5x10 -8 torr and reduces the
background count rate by 2-3 orders of magnitude. It is possible that this dramatic
improvement in background for a relatively minor decrease in vacuum pressure comes from
trapping the residual background of sodium atoms that enter the detector chamber in the
undetected portions of the beam. Sodium would contribute background counts, yet is
trapped readily at liquid nitrogen temperatures. Any background oil molecules from o-
rings or from backstreaming from the main chamber that might contribute background
counts is also readily trapped. Finally, to prepare for operation, the detector wire is
"bathed" in oxygen (-1x10 -4 torr) for two minutes at a high temperature before it is slowly
4000
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Figure 1.7 Oscillation in detected counts as a function of the relative position of the three gratings. This
interferogram has a contrast of nearly 50%, and the phase was determined to 24mrad in 10 seconds.
stepped down to the operating temperature over two or more hours. This procedure
reduces the background and improves the time response of the detection.
The atom count data are collected, binned, and then plotted versus position as
recorded by the laser interferometer. (The acquisition software is LabView, by National
Instruments, Austin, TX; the (excellent) analysis software is Igor Pro, Wavemetrics, Lake
Oswego, OR and is available on the Macintosh platform only.) A typical resulting
interference pattern is shown in Figure 1.7. The theoretical maximum contrast for our
interferometer is never 100% because of the amplitude difference of the two beam paths.
Depending on the specific configuration and beam parameters, a predicted contrast of 65%
is typical, and we have observed fringes with up to 50% contrast fringes. Considering the
dramatic improvement in matter grating fidelity that we have made (Chapter 3), we assign
most of this loss of contrast to residual transverse vibrations. With a mean count rate of
3000 cts/sec, the phase of this fringe can be measured to -25 milliradians in about 10
seconds.
Finally I will discuss a number of mechanical changes made to the apparatus in
order to reduce vibrational noise. These changes were motivated by the need to apply
forces that cause well understood non-inertial motion of the apparatus (Chapter 4) and by
the need to operate the interferometer with smaller period diffraction gratings (Chapter 5).
We believe this list of noise sources is beneficial to anyone trying to reduce vibrations in an
experimental vacuum apparatus.
The single most significant reduction in vibration came from hanging the entire
beam machine and the frame on which it rests from a steel cable attached to the ceiling.
This isolated the machine from building noise in general, including that which was
transferred through the floor from our own roughing pumps. Simply hanging the pumps
and leaving the interferometer on the floor proved inferior. The apparatus, which weighs
approximately 600 kilograms, can easily be lowered to or raised off the floor with
turnbuckles at each of the four corners.
The stability was further improved by removing the roughing pump lines from the
wall and bolting them securely to the floor. It was found that the roughing lines transmitted
a large amount of vibration to the apparatus from the wall of our building, which is
essentially a thin membrane compared to the solid concrete floor. It had been my personal
observation a year earlier that increases in the noise as recorded on the laser interferometer
seemed to be correlated with wind gusts on a particularly stormy night.
Another major source of noise was the main diffusion pump which hangs from an
elbow, cantilevered from the side of the main beam tube. Since all vibrations that entered
there seemed to be dramatically amplified by this tuning fork, a brace was added from the
base of the pump to the opposite side of the frame of the apparatus. The large and noisy
17 cfm Sargent-Welch roughing pump for this chamber was replaced by a small Varian
SD-90, borrowed from the detector chamber, which is more than ample for the minor gas
load from this chamber. A smaller SD-40 roughing pump replaced the SD-90 at the
detector chamber. All of these changes significantly reduced the amplitude of certain peaks
in the noise spectrum.
Fourth, a large number of electrical cables needed to run our experiment were
rerouted and many that were ancient history (on the time scale of a graduate student) were
removed. It was found that a large bundle of cables that extended from the top of a tall rack
of electronics over to the beam machine made a fairly rigid coupling between the two. The
electronics rack is fairly unwieldy, so this eliminated substantial vibrations from being
transferred readily to the machine.
Finally, we discovered that diffusion pumps in operation (with no moving parts!)
were a substantial noise source themselves. We added an air reservoir upstream in the
water lines, hoping to remove any pressure waves in the water due to the water pumps in
the building itself, however no configuration or reservoir volume made any noticeable
difference. It was found, however, that simply tapering down the water flow so that it is
lukewarm in the return was a significant help, implicating flow turbulence as a noise
source. Approximately half of the total noise attributed to the diffusion pumps was found
to "turn on" as the pumps warmed up. We attribute this either to the vibrations of a pot of
boiling oil, which is essentially what a diffusion pump is, or to thermal gradient induced
"creaking." There is a substantial amount of audible "creaking" and "popping" at the base
of a hot diffusion pump, even when it has nominally reached thermal equilibrium.
Though several of the noise sources above were found by hunting down particular
spectral features, our standard measure of noise has always been the root mean square
(rms) change in the relative position of the gratings, as measured by the laser interferometer
in one millisecond. This is the approximate transit time for an atom through our
interferometer, so we typically acquire atom counts and grating position data on this natural
time scale. In the past, this displacement was typically 35-45 nm; with the above changes
made, it is now 15-20 nm. The former value was adequate for an interferometer based on
200 nm period gratings. The latter was necessary for the experiments described in this
thesis, will be necessary for use of even smaller 100 nm gratings, and also probably is the
limit for what can be achieved with the present vacuum apparatus.
2. Precise Phase Measurement Through Multiplex Velocity
Selection
In this chapter I will discuss a new technique we have developed that promises
dramatic improvement in the precision accessible to interferometric measurement of
dispersive phases. This method overcomes loss of contrast that occurs in the normal
interferometric measurement of a large dispersive phase. A discussion of the details of our
new Multiplex Velocity scheme [HPC95] is followed by results of numerical modeling that
I have completed. The paper we have published on this subject is included in Appendix A.
A. Limits to Dispersive Phase Measurements
The phase shift, 0, that results from applying a potential to the atom in one arm of
the interferometer can be written, in the JWKB approximation, as
S= (k-ko)dx. (2.1)
Here, k and ko are the perturbed and unperturbed wavevectors, respectively. Note that the
phase shift comes from the spatial part of the wavefunction exclusively, since we are
considering a time independent, conservative potential. Next, if we restrict this discussion
to potentials U(x) that are much smaller than the kinetic energy of the atom, which is
approximately 0.1 eV, we can use an Eikonal approximation, expanding the wavevector to
first order in U/E:
S= 2m(E - U(x)) dx - I mE dx
(2.2)
=f U (x)dx
'= iU(x)dxAv
where v is the velocity of the atom. Thus any interaction that is not itself a function of the
velocity of the atom, such as interactions with an electric or magnetic field, will produce llv
dispersion in the phase shift.
Consider, in particular, the application of a constant electric field over some length
L' on one path of the atom interferometer. The energy shift for the atom in the electric
field is given by the quadratic Stark shift U(x)= - al 2 where a is the static ground state
polarizability of the atom. Substituting this into Eqn. (2.2) gives a phase shift
=v "1 2 (2.3)
that clearly depends inversely on the velocity.
To see the ramifications of this dependence, I now calculate the expected
interference pattern observed in an interferometer. The intensity of the interference pattern
for a single atom (or a monochromatic beam) is written
I = Io (l+ Co cos(kgx- p(v))). (2.4)
Here ?(v) is the phase shift given by Eqn. 2.3, kg is the diffraction grating wavevector
(which determines the wavevector of the interference pattern), I 0 is the mean intensity, Co
is the contrast, and x is the transverse position in the plane of the third grating. Since there
is no coherence between different atoms traversing the interferometer, the observed
interference pattern is an incoherent sum of the interference patterns contributed by each
atom. Thus, if P(v) is the normalized velocity distribution of the more realistic non-
monochromatic atomic beam, the interference pattern is given by
I= 10(1 + Cof P(v)cos(kgx - (v))dv)
= I0 ( + Co f P(v)[cos(kgx)cos(o(v))+ sin(kgx) sin(o(v))])
= I0(1 + Co[cos(kgx)f P(v)cos(p(v))dv + sin(kgx)f P(v)sin((v))dv]) (2.5)
= 10 lo(1+ 2 + B2 C cos(kgx + tan -(B/A)))
= Io (l+Cobs cos(kgx+ ob)
where I have substituted
A= P(v)cos(4(v))dv and B= P(v)sin(Q(v))dv. (2.6)
The observed contrast and phase shift are, respectively, Cobs and Pobs.
The supersonic beam used in our experiments is accurately described by a Gaussian
velocity distribution. That is,
-(v-vo) 2
1 2o2 , (2.7)
where vo is the mean velocity andao is the root mean square (rms) width. To see the effect
of this velocity distribution, we need to utilize P(v) in the calculation of A and B.
However, this cannot be done analytically as the argument of the sine and cosine is 1/v.
That is, if the phase of the mean velocity vo is defined to be the constant
S= 1U(x)dx, (2.8)
tvo
then we have A = f P(v)cos(oovo /v)dv. Expanding the argument of the cosine, volv, to
first order in `0 yields c=s(ovo l/v) coso V-Vo)). Using the standard
trigonometric identity to expand this cosine, and inserting Eqn. 2.7 into A (Eqn. 2.6),
yields
S -(V-VO) 2  -(**0)2
A= cos e 2o cos o) d( - vo)+ sin o e 2 sin(dv -o) vo
By symmetry the second integral is zero. The first integral is found in standard tables and
the result is A=c eo2/2v02 -O 2 2/2v02
the result is A =cos oe- av/2vo. A similar calculation shows that B = sin oe- 4v/ 2 v
Finally, to first order in v-v , we see that the observed contrast of the interference pattern
VS
is
Cobs = CO A2 + B2 = Ce 2v . (2.9)
That is, the visibility of the fringe decays as a Gaussian function of the applied phase q0
and with a phase width of vol v radians. Similar treatment of the observed phase yields
I d~
I.U
0.8
o 0.6
o
U 0.4
0.2
0.0
0.0
-0.1
÷ -0.2
-G- -0.3
-0.4
0 10 20 30 40 50
4(vo) in radians
Figure 2.1 The top figure shows the damping, or washing out, of the fringe contrast as a function of
increasing applied phase (Eqn. 2.9). For the example shown, o/v o is 4%. This is a typical velocity width
for the sodium beam in our apparatus. The lower graph shows a numerical calculation of the difference
between the observed phase shift 4 obs and the phase applied to the mean velocity atoms (vo). According
to the first order approximation in the text, this should be zero (Eqn. 2.10). For the region shown, this
phase difference is much less than 1% of the total phase.
4?obs = tan-1(B/A) = 0 . (2.10)
That is, at this level of approximation there is no difference between the observed phase
and the phase shift o0 of atoms with the mean velocity vo . Keeping higher orders would
show that there is a small difference, but it is easier to calculate this deviation of Pobs from
0o numerically (Figure 2.1).
It is interesting to examine the significance of the rms width, vo/a v radians, of the
visibility function Eqn. 2.9, which sets the scale in radians for the loss of visibility of the
interference fringes. A shift in one path of the interferometer by vo/" v radians corresponds
to a path length change of lc, where v0/lv = kolc. Thus,
Ic=  1 vo k0  1 (2.10)ko a kO ak ak
Here lc, called the coherence length of the atomic beam, sets the scale in terms of path
length change for the loss of visibility of the fringes. It is inversely proportional to ak, the
width of the wavevector distribution of the atomic beam. For a beam with cr/v o = 4% rms
velocity width, that is vo /lav = 25, the coherence length is Ic = 3AdB =0.6 A. In contrast,
a typical optical laser has frequency 500 Thz and linewidth 5 Mhz, a ratio of 108, with a
resulting coherence length on the order of 10 meters.
Thus, interactions which alter the path length of the atoms by just a few de Broglie
wavelengths are sufficient to wash out the resulting interference pattern. In the experiment
we performed to measure the electric polarizability of sodium [ESC95], this limit was
reached with the application of about 1 kilovolt/cm to one path of the interferometer.
Since the phase error is limited by statistics, one would like to apply as large a
phase shift as possible to improve the accuracy in measuring this effect. This can only be
done by dramatically narrowing the (already narrow) velocity distribution of the beam with
a velocity selector. For example, a series of appropriately aligned, spinning slotted disks
will dramatically reduce the velocity width of the beam, but at great cost to the intensity of
the beam. A solution to this problem envisioned by Prof. David E. Pritchard and
thoroughly worked out by myself in the summer of 1994 will now be described.
B. The Multiplex Velocity Technique
Consider two "choppers," separated by a distance L, placed in the path of the
atomic beam (Figure 2.2). These "choppers" might be either spinning, slotted disks or
pulses of focused resonant laser light that deflect atoms out of the beam path. In either
case, we assume that they chop in phase, at the same frequency. Qualitatively, what does
VL'
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Figure 2.2 Diagram of an atom interferometer with a resonant laser beam acting as a chopper by deflecting
atoms out of the beams. The choppers are separated by a length L and the interaction region, where a phase
shift is applied, has length L'.
the velocity distribution look like? A fraction f, the open fraction, of the atoms will pass
through the first chopper in pulses. Of these atoms, only those with specific discrete
velocities will "survive" the second chopper. Thus, the velocity distribution must be a
series of peaks.
Specifically, suppose the chopping frequency is 1/At. A particularly fast atom
might traverse the distance L in one unit of time At, so it has velocity vl=L/At. A slower
atom might require 40 units of time At, so it has velocity v40=L/(40At). In general, all
atoms that pass through the first chopper with velocities
L
vn = (2.12)nAt
will also pass through the second chopper. The time spent between the two choppers for
these atoms is t,=nAt=Lv n,.
Now, consider a typical applied phase, the Stark phase, where the atoms experience
an energy shift
a1 2 -hos (2.13)
while in the electric field. Using Eqn. 2.3, the applied phase is
L' L'n = t.0s = -ms = nAt-mS (2.14)On nO)S Vn At L (2.14)
vn L
where t, is the time spent in the interaction region of length L' by an atom of velocity vn
(using Eqn. 2.12). Of course, the llvn dispersion of the phase exists precisely because the
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Figure 2.3 A plot of the inverse relationship between the strength of the applied phase and the chopping
period At that must be met for a rephasing using typical atomic beam parameters. Any point on any of
these lines will generate a rephasing. A typical transit time through an interaction region 10cm in length is
0.1 msec.
time an atom spends in the interaction region accumulating a phase shift varies as llvn.
The key to the velocity multiplexing scheme, therefore, is that every atom in the
beam spent a discrete number n of time units At traveling between the choppers and thus
spends n units of time AtL'/ L in the interaction region. If cos is adjusted so that 27
radians of phase are applied in a time AtL'I L, then all atoms receive a phase that is a
multiple of 2rc. More generally, if os is adjusted such that LAtws = 2mn radians, with m
an integer, all the atoms receive a phase that is a multipe of 2xtm,
ni=2irmn. (2.15)
open
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Figure 2.4 The intensity transmitted through the chopper as a function of time.
This condition is shown graphically in Figure 2.3. When this condition is met, a rephasing
will occur in the atomic interference contrast. Another way to explain this is that all atoms
that would have acquired a phase nt plus a multiple of 2nr have been eliminated from the
beam by the choppers. These atoms would have washed out the interference pattern had
they remained in the beam with those that have a phase 0 plus a multiple of 27r, which pass
through the choppers. It is this idea that a spectrum of different velocity components
contributes constructively to the final signal that spawned the name "Velocity
Multiplexing."
C. Results from Numerical Modeling
In this section I will take a more detailed look at the actual velocity distribution P(v)
that results from the chopper. Then I will present the contrast and phase curves,
comparable to Figure 2.1, that result from this new distribution. Finally, I will discuss the
limit to which the phase can be measured using this technique.
1. The Velocity Distribution
The fraction of atoms that passes through the first chopper is
f Atopen (2.16)At
the open fraction of the chopper. (Figure 2.4) As we have noted, any of these atoms that
has velocity exactly equal to vn (Eqn. 2.12) will pass through the second laser beam
unobstructed. So the transmission T of atoms with these special velocities through both
chopping regions is justf, the open fraction of the laser beam.
To find the transmission T for some velocity v # vn, consider a pulse of atoms,
Atopen in duration, with this velocity that passes through the first chopper. The first atoms
from this pulse will reach the second region a time t=Llv later and the pulse will continue to
arrive at region two until the time t+ Atopen. Let f' describe the extent to which the arrival
of this pulse of atoms is temporally offset from an opening at region two. That is, f' is
the fraction of the pulse that gets blocked at the second chopper. The case v=vn
corresponds to f'=0. To the extent that tldAt is not integral, the pulse will be offset from an
opening and a reduced fraction f- f', or none at all, of the atoms pass through. The results
for f' and Tare
f'=INT- and (2.17)
T= f-lf' forlf'l<f (2.18)
By INT, I mean rounding the result to the nearest integer in the standard manner. So, of
the fraction f of all atoms that pass through the first chopper, a fraction f' of these is
blocked at the second region. This result assumes that If 5I 0.50 and that the chopper has
negligible longitudinal length. With these approximations, this result agrees with a more
general one in the excellent article on velocity selectors by Meijdenberg [MEI88].
This transmission function is plotted in Figure 2.5. For the case shown, the laser
choppers are assumed to be 10 cm apart, their period is 2.5 gsec, and the open fraction is
0.375. With these parameters, an atom would need a velocity of 40,000 m/s to reach the
second chopper in one period. So, v1=40,000 m/sec. The top graph shows the
transmission from zero velocity up to and including vl. The lower graph is an expansion
of the top graph, showing the region of interest for our typical atomic beams at
v40= 1000 m/sec. Here the peaks are spread fairly uniformly and the 1/v dependence in
their position is less noticeable, but still present.
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Figure 2.5 The transmission function for the velocity chopper assuming 10cm separation, a 2.5 p.sec
period, and a 0.375 open fraction. The top graphs shows the transmission at all velocities up to v,=l and
the lower graph is an expansion around v--40.
The resulting velocity distribution for an atomic beam passing through this chopper
just requires multiplying the beam's velocity distribution times this transmission function.
I have plotted this result for a realistic case in Figure 2.6. Our atomic beam has a Gaussian
profile, typically with a 4% rms width and the velocity centered at one kilometer per
second. For two choppers separated by 10 cm, a relatively fast chopping frequency of a
few hundred Khz is required to produce multiple peaks under this Gaussian profile. This
explains the period At=-2.5gtsec used in most of my calculations and would be easy to
achieve experimentally by passing a laser beam chopper through an acousto-optic
modulator (AOM). In this configuration, n=40 chopping periods occur during the transit
time of the atoms with central velocity V40, which I also write as vo . The velocity
distribution is plotted for a 37.5% open fraction. Since roughly a fractionf of all the atoms
pass through the second laser beam, the integrated area under this velocity distribution is
close tof 2, or 14%.
By referring to Figure 2.6, one can more easily understand the function of a
"conventional" velocity selector. A conventional velocity selector has additional chopping
regions, for example slotted disks, positioned so as to remove all the side peaks shown in
this figure. Only the central, narrow velocity peak remains. While this would serve the
function, as described earlier, of dramatically increasing the coherence length of the beam,
this would induce significant loss of beam intensity.
I will now quantify the improvement of signal that comes with the velocity
multiplexing technique over the single peak of the conventional velocity selector.
Assuming that there are at least several peaks in the velocity distribution, the ratio between
the area under all the peaks and the area under the central peak of velocity v, is
f 2 JP(v)dv
1 1 Ir n ov (2.19)
vn+1/2 P o) fn+1/2 -n-1/2) 1 2fvo  2  vof2 JP(v)dv n
Vn-1/2
For the case off-r0.375, which we will see later is an optimum choice, and with n=40 and
a 4% velocity width, this signal improvement factor is 5.3. From this equation it is
obvious that two things, a larger n and a wider velocity width, yield a larger improvement
factor. First, a larger n corresponds to a more finely chopped velocity distribution. The
transmitted intensity for the multiplexed beam profile is proportional to f2, regardless of the
n = L/vAt
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Figure 2.6 The velocity distribution P(v) for chopping regions with 37.5% open fraction. The dotted line
is the Gaussian velocity profile that is incident on the chopper. Note the 1/v spacing of the peaks
themselves, labeled by their integer n on the top axis.
number of peaks, while the single peak from the conventional selector steadily gets thinner
with increasing n. The goal of increasing n would be to achieve finer resolution (apply
larger phases) which costs no loss in the intensity of the multiplexed beam. In the second
case, had the original velocity distribution been wider than 4%, it would have been more
costly to achieve the same narrow velocity width with the conventional selector. But again,
the multiplexing scheme takes full advantage of the entire velocity distribution.
I have devised a slightly more complex scheme that further extends the intensity
advantage of the velocity multiplexing scheme. Note that the first chopper in any velocity
selector removes a fraction 1-f of the entire beam regardless of velocity. An optimal
velocity selector would not do this, but instead produce peaks with their full original
intensity. This can be achieved if f=0.50 and if, instead of chopping atoms, they are
tagged as they pass through region one. For instance, suppose the atoms have two ground
states A and B. The pulsed chopping laser is replaced by "it-pulses" that transfer atoms
from state A to B or vice versa. Assume that all atoms arrive at the first interaction region
in state A. Then, where atoms would have been removed when the laser pulse is on, they
are instead just transferred to state B. If atoms in state B arrive at region two with the laser
on (thus, they have the desired velocity), they will be transferred back to state A.
Otherwise they remain in state B. Atoms in state A that arrive at region two when the laser
is on do not have the desired velocities and are transferred to state B. The result is that all
the atoms that have the desired velocities leave this new selector in state A. That is, all the
atoms under the peaks in Figure 2.6 (the peaks would now extend to the full height of the
Gaussian envelope) would be in state A while all the rest of the atoms would be in state B.
These can then simply be removed further downstream with, for example, a deflecting laser
that is only resonant with state B or with a deflecting Stern-Gerlach magnet. This "smart"
velocity selector yields a factor two improvement in the signal to noise over the velocity
multiplexing scheme with choppers.
2. The Contrast and Phase
Having thoroughly investigated the new multi-peaked velocity distribution P(v) that
results from two choppers, we can now use it to calculate A and B numerically from
Equation 2.6, which gives us the contrast and phase curves that would be experimentally
observed. I use the phase that would be applied to an atom of velocity vo, 0(vo), as the
independent variable in all these calculations. The calculated contrast is shown in Figure
2.7. The contrast revivals damp out at higher 0(vo), as we would expect, because the
peaks of the velocity distribution still have a finite width. Correspondingly, the higher
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Figure 2.7 The contrast of the interference fringes as a function of phase applied to atoms with the mean
velocity. Contrast revivals for several integral values of m and for three open fractions f are shown. The
smaller open fractions (narrower peaks in the velocity distribution) have stronger revivals.
order revivals are strongest for the smallest open fractions, which have the narrowest
peaks.
By examining the height of the first contrast revivals, I am now in a position to find
the optimal open fraction f as determined by the resulting signal to noise. Assuming that
the noise is accurately described by Poissonian statistics, the interferometer signal to noise
ratio (SNR) is
n = L/vAt
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Figure 2.8 The velocity distribution P(v) for chopping regions with 37.5% open fraction. The chopping
frequency is slightly higher so that the mean velocity vo=1000 m/s does not coincide with a peak in the
distribution. Note that the n=40 peak has shifted to a higher velocity.
SNR = C- N = C-J (2.20)
with C the fringe contrast and N the mean count rate. In this case, the count rate N is
actually fiN and, from fitting a line to the contrast (CoblCo) versus the open fraction (three
points can be obtained from the first revival of Figure 2.7), C is roughly given by Co(1.2-
1.6f) in the rangef-0-.25 to f-0.50. The resulting SNR yields a broad maximum centered
at an open fraction off-r0.375.
It is important to understand the top axis, labeled n, in Figure 2.7. The chopping
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Figure 2.9 Detailed study of the first contrast revival from Figure 2.6. The top graph shows the contrast.
The middle graph show the calculated observed phase. The lower graph is the difference between the
observed phase and the phase applied to atoms with the mean velocity. A zero in the observed phase is
found to align with the maximum of the contrast revival to better than 1 part in 10s.
frequency that creates the velocity distribution of Figure 2.6 results in a transit time of n=40
chopping periods for vo= 1000 m/sec atoms. Thus revivals occur at phases O(vo) equal to
40 times 2rtm radians. So, the peak m=1 in the figure lies at n=40.
In general, however, the mean velocity vo of the incident atom beam will not be a
peak in the velocity distribution after the choppers as it was in Figure 2.6. The position of
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these peaks in velocity space is determined solely by the placement and frequency of the
choppers. While a peak could be made to line up with vo intentionally, this is
experimentally hard to do (it's difficult to measure the velocity of the beam to better than
0.1%, even utilizing diffraction measurements). In general they would not line up. We
will see that this is immaterial, because knowledge of the velocity of the beam plays
essentially no role in measuring phases with the Velocity Multiplexing technique. To
emphasize this, I have calculated a velocity distribution for choppers of slightly higher
frequency in Figure 2.8. The atoms that traverse the choppers in 40 periods have now
shifted to a higher velocity (-1012 m/s) and indeed no atoms of the mean velocity
vo= 1000 m/sec, which now traverse in 40.5 periods, remain in the distribution.
A detailed calculation of the observed phase and contrast is presented in Figure 2.9
where I have utilized this new distribution in the calculation of A and B. This is essentially
a detailed view of the first contrast revival of Figure 2.7. The vertical line drawn at n=40.5
serves to guide the eye from the contrast maximum to the observed phase Oobs, where it
intersects near a phase zero. It passes near -i in the phase Pob,s-(Vo) that is plotted at the
bottom of Figure 2.9. The atoms with velocity vo are now it out of phase when the revival
conditions are met; thus they had to be removed from the velocity distribution for a revival
to occur.
A line was fit to 0obs from +3 to -3 radians, in Figure 2.9, to find the value of O(vo)
that aligned with 0obs--0. In theory, we should find that 0(vo)=40.5*27t exactly. The result
showed agreement to 2 parts in 109 of the total applied phase O(vo). To first order, the
velocity peaks in P(v) are symmetric so there will be no pulling of the phase away from this
value. This is the same result that we saw back in Eqn. 2.10 where, for a symmetric
Gaussian velocity distribution, there was no phase pulling to first order. As we saw in
Eqn. 2.9, the contrast function was more strongly affected by deviations at this level. A
Gaussian was fit to the top of the contrast curve to find its center. The contrast maximum
was found to agree with obs=O to better than 1 part in 105 of the total applied phase. A
discussion of which phase zero is the correct phase zero will come shortly in the context of
an experimental example.
I have performed numerical calculations to generate contrast and phase curves
similar to Figure 2.9 for a variety of velocity distributions, calculating these same
deviations in the phase zero and contrast maximum for each. Calculations were first
performed for the velocity distributions of Figures 2.6 and 2.8. Next I used a more
accurate description of the velocity distribution of a beam, which is a "v3 weighted"
Gaussian [HAB77],
P(v) Ibeam 3  -(v-v) 2 /u 2 . (2.21)
Here u, which determines the width of the distribution, is the characteristic velocity of the
internal temperature of the beam, u = 2 kTint/m. Calculations for this distribution were
performed at various temperatures, including an effusive beam with large internal
temperature. The results are shown in Table 1. Finally, I have calculated the effect of
applying gradient potentials that have 1/v dispersion, so that the phase is a function of 1/v2
An example is the gradient magnetic field of a Stern-Gerlach magnet which might be used
to state select the beam but would otherwise destroy the contrast. While the unique
conditions of multiplexing no longer hold for this case, this technique will still allow much
larger phases of this type to be applied and measured. The deviations from the phase zero
in this case are approximately 0.5%.
Finally, a discussion of the actual velocity multiplexing experimental procedure is in
order for the example of the electric polarizability experiment. By inserting the definition of
cos, Eqn. 2.12, into Eqn. 2.14 and using Eqn. 2.15, we have
= -nAt- '-a 1 = 2mnn. (2.22)
L h 2
We see that the n dependence cancels. The integer n is only relevant for a particular
velocity peak. In the revival, all peaks contribute with each adjacent peak separated by
Description of P(v) Deviation From Phase Zero (10-9)
Gaussian, 0,=4% 2
Gaussian, ,v=4%, v0->v40.5  2
v 3 Gaussian, T=10OK, vo->V40 .5 7
v 3 Gaussian, T=50K, vo->V40 .5  200
v 3 Gaussian, T=900K, vo->V40.5, fit -3->+3 rads 2000
v 3 Gaussian, T=900K, VO->V40.5, fit -0.3->+0.3 rads 250
Gaussian, 1/v dependent potential 5x10 6
Table 1 Results of numerical calculations to compare the zero of the (calculated) observed phase with the
phase O(vo), which is 40x2n radians for the first one and 40.5x2r for the rest. The deviations are
extraordinarily small and for most experiments would be considered inconsequential. The two fits at
T=900K show that for the effusive beam, because the contrast revival is very narrow, the phase is already
deviating at just 1 radian from the phase zero. At fit over +/-3 radians thus results in greater error than over
+/-0.3 radians.
2ncm radians. So a is now determined,
4ztxhmL =  (2.23)
A 2 AtL'
Again, note that no velocity measurement of the beam is required! This technique
completely removes that difficult experimental requirement.
The determination of the value of the electric field (in practice, the voltage applied
across two metal surfaces) would take place in three steps. First, atomic fringes would be
acquired as the voltage is stepped up from zero. The contrast would first decline and then,
at an appropriate higher voltage, the contrast revival would be found. Second, the peak of
this contrast revival and the difference between the phase and the zero phase would be
plotted versus the voltage squared. (Fringe measurements with the voltage on and
completely off would be alternated to keep track of any drift in the zero phase.) The central
multiple of 21t phase would be quickly localized, since this only requires splitting the
contrast revival to one part in ten for the case of Figure 2.9. Finally, once the voltage is
found that approximately corresponds to this correct multiple of 2rt phase, as many phase
measurements as possible would be acquired for applied voltages in this narrow range.
(Again, a phase measurement is, by definition, a diference between the phase measured
with the voltage on and off. So the phase with the voltage off is still frequently monitored
to keep track of the zero phase.) A line would be fit to this data to determine the best value
of the voltage that corresponds to zero phase and is therefore close to an exact multiple of
2x phase shift. This voltage measurement should have less than 1 part in 104 uncertainty,
since the measurement (of 250 radians) to 25 milliradians can typically be done with one
minute of data.
What remains is a measurement of the period of the choppers and three spatial
measurements: the interaction region length, the length between the choppers, and the
separation across which the voltage is applied. In general, frequencies (periods) are easy to
measure accurately, so the chopping period should not present any limitation. Dimensional
measurements, however, are often hard to do below 1 part in 104. Thus, the limits to this
polarizability measurement are likely to be the measurement of dimensional parameters. It
should be noted that the difficulty in the velocity measurement, which I claimed we are now
"free" from, was also dimensional. It required the measurement of the separation of
diffracted orders, which are only on the order of 100gpm. Higher diffracted orders, with
larger separation, have the complication that they become wider due to the velocity
distribution of the beam. This small separation makes the measurement of velocity to 1 part
in 104 prohibitive. However with careful design, the chopper separation and interaction
region dimensions can be known at this level.
In conclusion, I believe that velocity multiplexing is a superb technique for
measuring interactions that produce dispersive phase shifts. It is most directly applicable to
the measurement of strong interactions which produce large phase shifts and,
consequently, well separated contrast revivals. It would also enable the use of a wide
velocity distribution, as long as the separated beam nature of the interferometer is not
sacrificed. Our measurement of the polarizability of sodium [ESC95], which did not use
this technique, was limited to the application of less than 50 radians of phase and
nevertheless improved the uncertainty in this quantity from a few percent to 0.3%. This is
below the current state of atomic structure calculations, which have errors at the 1% level.
I would predict that significant advances in the measurement of static polarizabilities will
soon be seen with this technique, pushing experiment even further ahead of the theory in
the field of atomic structure calculations.
3. Fabrication of Coherent Amplitude Diffraction Gratings
Amplitude diffraction gratings, manufactured in a thin silicon nitride membrane, are
the essential optical elements of our atom interferometer. It was our success in making
these gratings, using an electron beam lithography technique, which permitted the
construction of a working atom interferometer. In this chapter, I will describe the details of
their construction and recent improvements we have made in their quality. We have also
used gratings manufactured by an optical interferometric lithography technique in the
laboratory of Professor Henry Smith of M.I.T. Results with these gratings will also be
presented.
A. Grating Fabrication at the Cornell Nanofabrication Facility
The Cornell Nanofabrication Facility (previously known as the National
Nanofabrication Facility) at Cornell University is an N.S.F. supported "outside user"
facility. Individuals from both industry and academia are able to collaborate with the
scientific staff of the CNF to conduct hands-on research utilizing a wide variety of
nanofabrication tools and techniques. David Keith of our research group initiated a
collaboration with Dr. Michael Rooks of the CNF in late 1990 to manufacture very small
period amplitude diffraction gratings [KEI91, KSR91]. In only two weeks he returned
from Cornell with 400 nm period gratings that were of sufficient quality to demonstrate an
atom interferometer [KET91]. Quality, in this case, means grating bars that are straight and
a period that is uniform. In the process, they developed a new reactive ion etch (RIE)
procedure to transfer the final positive grating image onto the permanent substrate.
A year and a half later we successfully made and used smaller 200 nm period
gratings for an interferometer which allowed us to fully separate the two beam paths
[EKS93]. This made possible the large variety of atomic physics experiments mentioned in
Chapter 1. We have also used 100 nm period gratings to study the diffraction of Na2
molecules [CEH95b] in our Na seeded expansion. The vibrational noise present in our
Silicon wafer with silicon
silicon >1 I (a)
nitride (SiN) on both surfaces
deposited by LPCVD.
Windows are patterned via
photolithography and RIE.
<I 7 ~ [ (b) Directional wet etch in hotnitride KOH to make windows withfree standing SiN membranes.
PMMA/Au -----7
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Apply gold etch then MIBK to
remove the exposed PMMA
(wet development).
New etch recipe etches through
the nitride faster than PMMA,
leaving the completed grating.
Figure 3.1 Schematic of our grating fabrication process used at the Cornell Nanofabrication Facility.
Individual bars are left after step (f), with typical dimensions of 50-100nm wide, 120nm thick, and 4
microns long (into the page).
apparatus at that time would have seriously degraded contrast with these 100 nm gratings
thus we did not attempt the search for interference with them. Our gratings were also used
successfully in diffraction experiments by Professor Toennies at M.P.I. in Gottingen to
provide the first unequivocal evidence for the existence of the Helium dimer, which is
extremely weakly bound [SCT94]. Many theories had predicted that the dimer would not
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have a bound state at all.
The basic structure used to fabricate all of these gratings is a standard single crystal
silicon wafer, three inches in diameter and 0.25 mm thick. The wafers are polished on
both sides and a thin (-120 nm) layer of silicon nitride (SiN) is deposited on both sides
using low pressure chemical vapor deposition (LPCVD). With this as a starting point,
Figure 3.1 schematically shows the various processes required to turn one of these SiN
coatings into a membrane that contains a free standing amplitude diffraction grating.
The first step is to pattern the bottom side of the wafer with "windows" using
standard photolithographic techniques. These windows are rectangular areas that will
eventually define the size of the diffraction grating. A resist is applied and then exposed (in
the rectangular areas) with UV light. The exposed resist is removed with a wet develop.
The remaining resist serves as a mask for the reactive ion etch (RIE) which removes the
SiN in these window areas. See Figure 3.1 (a).
In the second step, the bare silicon that is exposed can then be etched away in a hot
Potassium Hydroxide (KOH) bath, which preferentially etches the silicon on along the
111-plane. Since the KOH does not attack SiN, this leaves behind a thin membrane of SiN
stretched across the window. It is in this free standing membrane that the grating will be
formed.
Next, an electron beam resist, PMMA (polymethyl methacrylate), is spread on the
top side along with a thin layer of gold to conduct away the charge from the electron beam
(e-beam) writer. The e-beam writer (JEOL JBX-5DII) exposes the desired grating pattern
(which we have previously drawn using a CAD program) into the resist. The exposed
PMMA is then removed leaving a positive image of the grating.
The final task is to transfer this positive image into the SiN membrane with the new
RIE recipe. PMMA normally etches more quickly than SiN in a flourine based (CF 4) etch,
offering a poor etch mask. The key advance in this etch recipe was the addition of just the
right amount of H2, which acts as a polymerization promoter, to counter the etching action
Figure 3.2 Scanning electron micrograph (SEM) picture of a vernier used to study stitch errors. The left
half (lines with a 210nm spacing) was written at a different time from the right half (lines with a 200nm
spacing). Zero error would correspond to the central bars being perfectly aligned. If alignment occurs a
certain number of bars away from the center, the stitch error is lOnm times the number of bars. The edge
of the diffraction grating can be seen at the bottom.
of the CF4 plasma on the PMMA. The PMMA then survives long enough to serve as a
mask, transfering the image into the SiN. When this etch breaks through the SiN
membrane, the free standing grating is complete.
B. Registration Marks for Improved Coherence
We now turn to the question of the quality of this free standing grating. To observe
high contrast interferometric fringes from three of these gratings, the bars must be straight
and uniform in period, or coherent, over the whole active area of the grating. The most
important sources of incoherence will be highlighted, followed by a description of recent
efforts to minimize them. Further discussion of the sources of incoherence can be found in
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Section III of Appendix B.
One of the motivations for studying and eliminating sources of incoherence was the
desire to use larger area gratings. These would dramatically increase the total signal
transmitted through the interferometer for experiments where separated beams were not
required (for example, the measurement of rotational effects described in Chapter 4.)
Previously, we only required small gratings, because most of the experiments performed in
the M.I.T. interferometer required separated paths of the atom beam. Since the small
diffraction angle produced only -56 microns of separation between the centers of the two
beams at the second grating, a high degree of collimation (two 20 micron slits, 1 meter
apart) was required to achieve separation. Thus, fairly narrow atomic diffraction gratings
were required: <50 pm wide at the first and last grating and <150 gm wide in the middle
where the separated beams passed through. Also, the beam and grating height were
usually kept to --1 mm because of the difficulty in rotationally aligning, with respect to
each other, the gratings, the collimation slits, the detector wire, and the thin septum, which
separated the two beams at the second grating.
1. Field Stitching Errors
The first source of incoherence is a group of effects categorized as "field stitching
errors." The JEOL JBX-5DII electron-beam system writes patterns with a 50 keV electron
beam focused to a 20 nm spot size that can be scanned over an 80 ptm by 80 ptm area, or
"field." To write a larger pattern, separate fields must be "stitched" together in the same
sense that one might stitch many squares together to form a large quilt. In this case,
stitching just means translation of a stage that holds the piece of silicon by 80 pm in the X
and/or Y (transverse) direction. A stitch error is any defect in the phase uniformity across
the boundary between these adjacent fields.
We measure the field-to-field stitch error by writing verniers at field boundaries.
(Figure 3.2) One side of the vernier is written at the edge of one field, while the other half
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The e-beam tool (operating in S.E.M. mode) reads these positions and then calibrates its
deflection optics so that the beam covers a true 80x80 gm field. Next, a second mark is
located as far away as possible on the piece (Mark #2 in the figure). The e-beam tool
measures this X-Y translation with its own stage and compares these values to the user-
input position which, for the example in the figure, would be +40 mm in the x-direction
and -10 mm in the y-direction. The difference in the measured and user-input values of the
separation becomes the global gain value. The e-beam tool will stretch or shrink its
"nominally" 80x80 gm field to adjust for this difference. In principle the gain should
differ from 1.0 by less than 1 part in 106, but in practice this number is 1 part in 104. A tilt
of the piece of silicon by 10 milliradians between the two stages (out of the plane) would
account for the difference. This is important because our real knowledge of the grating
period is limited to one part in 104 by this gain calibration.
Since the silicon piece is placed by hand on a chuck that eventually gets mounted on
the e-beam stage, there will always be some rotation of the X-Y axes of the piece of silicon
relative to the e-beam X-Y axes. The same measurement of the two marks determines this
rotation. Effort is made to keep this rotation to a few milliradians so that the e-beam tool
does not have to dramatically rotate its field. There has been some evidence that when this
rotation is particularly bad (>10 milliradians), the stitch errors were worse.
These calibration procedures should eliminate local and global field gain and
rotation as a source of stitch error; however, this procedure cannot account for bowing of
the piece of silicon or for rotation of the silicon about an axis that connects the two marks.
If a substrate is not perfectly planar and parallel to the X-Y plane of the translation stage,
there will be an effective calibration error for fields that are raised or lowered out of this
plane. The working distance between the e-beam deflection optics and the substrate for the
JEOL e-beam writer is about 10mm. (Figure 3.4) If the silicon were raised 1 p.m out of
plane, this would result in a 4nm stitch error at the field edge. Assuming neighboring
fields were both raised out of plane by 1 p.m, a total stitch error of 8 nm would result.
Stitching errors will also result from
angular deviations of the e-beam translation
stage. Stage translation is monitored with a
precision of M/128 (-5 nm); but roll, pitch,
and yaw (rotation about the X, Y, and Z
axes, respectively) are not measured. These
so called "runout" errors can be characterized
by comparing two e-beam writers, or by
comparing grating lines written by the e-
beam with a reference grating made with the
optical lithography techniques that are Figure 3.4 (Not to scale.) Source of the 4 nm
stitch error for a silicon piece that is I ýtm out of
discussed below. Efforts to measure the plane. The working distance from the deflection
optics to the substrate is 10 mm. The half-width
stage runout have been undertaken by of the writing field is 40 gm. The angle 0 is the
same for both triangles, so the stitch error is 4 nm.
Michael Rooks at CNF, with initial results
reported in Appendix C. One stage axis of the e-beam tool exhibited a deviation of 160 nm
over 10 mm of travel. Drift from thermal sources during this time was measured to be less
than 50 nm, so most of the error is attributed to nonlinear stage motion. Thus, for gratings
1-2 mm in length, we can attribute 15-30 nm of our total measured errors to stage runout.
(We have measured 50 to 100 nm total deviations by adding up the error from each field-
to-field vernier along the full height of a grating.) More recent studies (private
communication with Michael Rooks) have raised questions about these results and furthur
experiments are currently being performed to fully understand the angular deviations in
each of the three axes. If the current result withstands further investigation, stage runout
would likely prohibit the manufacture of 1 cm 2 gratings, since deviations would be of the
same magnitude as the grating period itself.
2. Drift Errors
In addition to the above geometrical beam considerations, a second source of
incoherence in the gratings which proved to be the largest is drift in the electronics or
thermal changes in either the electron beam optics column or the silicon wafer itself. We
have monitored this in two ways. We have written the first half of a vernier before a
grating is written and then completed the vernier at the end. We have also monitored the
field-to-field errors to see if they accumulate monotonically as an entire grating window is
being written. We have measured up to 100 nm drifts during the writing of a single
-1 mm tall grating window (-1 minute) using these methods. These adverse effects
would only increase if we tried to make larger area gratings. Thus, as our largest source of
incoherence, elimination of these drifts was the motivating factor for the changes in the
grating fabrication procedure described below.
3. Fabrication with Registration Marks
The fundamental idea of the new fabrication technique is to utilize registration
marks, to which the e-beam writer aligns in the middle of a write process, to minimize
thermal drifts. This addition to the fabrication process requires two completely separate
writings with the e-beam. In the first write, a series of registration marks are rapidly placed
at strategic locations near the edge of the windows that will contain the gratings. Little
thermal drift occurs in this process, which requires only 3 seconds for a 1.6 mm tall
grating. In the second write process, these registration marks are located by the e-beam
writer which then adjusts to compensate for thermal drift as the actual grating is written.
(Figure 3.5)
A significant amount of extra processing is required between steps (b) and (c) of
Figure 3.1 to add these registration marks. In fact, the additional processing almost
amounts to a duplication of steps (c) through (f). Though the idea of registration marks is
not original - it is used in integrated circuit development - this particular application is
unique. Since it is not recorded elsewhere, I will describe the additional steps we used in
Figure 3.5 Scanning Electron Micrographs of the region beside a diffraction grating are shown. The picture
on the left shows the registration mark, which is 30x30 microns in size, at a magnification of 1200. By
scanning the orthogonal bars, the e-beam writer is able to calibrate its X-Y position. The picture on the
right shows the relative placement of these marks, located in the center of 80 by 80 Jlm fields, with respect
to the diffraction grating at a magnification of 500. After the writer registers itself at location (I.), the two
outlined fields of diffraction grating are written. Then a new registration takes place at location (2.) and so
forth until the entire grating is written. In this case, the free standing grating window (dark region labeled
"Diffraction Grating") is 50 Jlm wide and extends beyond the picture for a total length of 1.6 mm.
some detail.
The first step IS to SpIn 11 % PMMA at 3000 rpm (the speed determines the
thickness of the resulting film) onto the top of the wafer. This e-beam resist is cured in the
oven for 1 hour at 170°C. A second resist layer of 3% PMMA is spun on and cured in a
similar manner. In later processing, the 11 % PMMA layer - which will be overexposed
relative to the 3% layer - will aid in the development of the registration marks. 100 A of
gold is then deposited to serve as a conductive discharge layer during the e-beam exposure.
After the registration marks are written by the e-beam, the gold is removed with a KIll and
transene etch for 1 minute. The exposed e-beam resist is then developed with a 1: 1 mixture
of MIBK and isopropanol for 1 minute. This is followed by a water rinse, to stop the
development, and an isopropanol rinse to remove residue and facilitate drying of the wafer.
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Figure 3.6 Schematic of steps required to produce registration marks. The image in the PMMA resist is
produced by the e-beam write/develop process. After deposition of chromium and gold, the resist is
removed. The grating fabrication process continues with step (c) of Figure 3.1.
We now have images of the registration marks in the e-beam resist with the feature that the
image in the bottom (11%) layer of resist is broadened or overexposed relative to the less
sensitive 3% top layer. (Figure 3.6)
Next, we prepare for the gold deposition of the registration marks by cleaning the
wafer for 1 minute with an oxygen "de-scum" in a Branson Barrel Etcher. This is a fairly
soft etch, because PMMA is damaged by an oxygen etch, but it prepares a better SIN
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1,500 A of gold at a 10 A/second deposition rate. The chromium is added because it
adheres well to SiN whereas gold does not. The gold then sticks well to chromium.
Next, the gold/resist layer is removed, leaving behind gold registration marks. To
do this, the wafer is placed in a 1:1 acetone and methylene choloride mixture for 30 minutes
to 1 hour. This mixture attacks the resist, especially around the registration marks where it
has access to the PMMA. The bottom layer of PMMA is overexposed and recessed under
the top layer and thus is not covered in gold. When the gold film appears to have lifted off
of the silicon wafer, the wafer is removed, rinsed further in acetone, methylene chloride
and then in isoproponal and blown dry. Only the gold registration marks remain and we
continue with step (c) of Figure 3.1, the original fabrication procedure for the gratings,
only now with registration marks to eliminate long term drifts.
4. Results
A substantial improvement in the contrast of our interference fringes was observed
using the gratings made with this new registration technique. Fringes with 50% contrast
have been observed (Figure 3.7), compared to a maximum of 27% with prior gratings.
Part of this improvement was due to efforts at vibration isolation undertaken at the same
time. We were also able to verify that the contrast remained constant as the beam height
(and the height of the grating being used) was increased to its maximum. Previously, the
contrast was observed to degrade with increased height due to grating imperfections. In
fact, after one set of these earlier gratings was carefully aligned, the contrast was measured
to be 11.7% with a beam height of only 50 [pm (less than one field). When the beam
height was increased to 500 gLm, the contrast was reduced to 5.7%, or half the original
value.
We also succeeded in observing fringes with 140 nm period gratings, where
separated beam interference with up to 16% contrast was observed with a septum in place
between the beams. If the septum clips one beam slightly, the contrast may degrade. This
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Figure 3.7 These are the best atomic interference fringes observed to date in our interferometer and are
evidence of the success of our fabrication techniques with registration marks. The zero line is common to
all three fringe patterns. (Solid circle) Argon carrier gas and uncollimated beam; Contrast (C) is 15.9% and
mean count rate (N) is 222,000 cts/sec giving the signal to noise ratio (SNR = C times SN) of 75.1.
(Solid squares) Helium carrier gas and uncollimated beam; C=17.6%, N=203,000 and SNR=79.2.
(Open circles) Argon carrier gas and a collimated/separated beam. C=48.9%, N=1920, and SNR=21.4
setup was used to acquire all the data presented in Chapter 5 - the first observation of
velocity dependence in the index of refraction for matter-waves.
In the measurement of rotations (Chapter 4), where separated beams were not
required, we were able to open up the collimation of the beam to use the full width of the
800x800 glm square gratings at the first and second gratings. (The effective area of the
third grating was still only 50 gm, the width of the detector.) This proved to be a test of
grating fidelity in the transverse direction where any stitch errors would produce a
discontinuity in the grating period. The calculation of theoretical contrast for this
configuration is complicated since many interferometer ports are now overlapped at the
detector, including non-interfering orders. A decrease in contrast by a factor 2.0 was
predicted and a decrease of 2.3 was observed. Though other effects, including longitudinal
grating misplacement, could contribute to this additional decrease, in the worst case the
difference is fully attributable to grating imperfections, and the gratings have still proven to
be excellent. This result is very promising for the use of large area gratings for high signal
to noise rotation sensing devices. Indeed, the added throughput of the large area gratings
resulted in the highest signal to noise fringes observed in our atom interferometer thus far.
(Figure 3.7)
Finally, though registration marks have given us the grating fidelity necessary to
make smaller period gratings, our current techniques are limited from making much smaller
periods because of the thickness of the membrane. We have tried to use SiN layers less
than 120nm thick at the CNF with poor results. Residual stress in the windows caused
most of them to rupture in later stages of processing. With the thickness fixed at 120 nm,
the aspect ratio for the grating bars must get larger to make finer period gratings. Using a
TEM (transmission electron micrograph), we have photographed intact grating bars that
were only 30 nm wide (4:1 aspect ratio for a 120 nm thick membrane). Finer grating bars
did not survive, implying a lower bound of 60 nm period for 50% open gratings. To have
a reasonable yield of these, the processing would have to be nearly perfect. A more
practical lower bound is in the 100 nm range unless stable, thinner membranes of SiN (i.e.
lower stress) can be made.
C. Large Area 100nm Period Gratings
1. Advantages of Optical Lithography over E-beam
Lithography
Making large area gratings with the e-beam tool, which writes serially, begins to
require prohibitive electron beam write times. An area of 1 mm 2 requires -30 minutes of
e-beam time (this can vary by a factor of two depending on the e-beam current and the
required exposure dose). Even with projected upgrades to the e-beam tool, which may
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Figure 3.8 Schematic of Achromatic Interferometric Lithography (A.I.L.) utilizing light from an ArF laser
at 193 nm. A more recent version utilizes a single monolithic 200 nm grating in the middle, instead of
two separate ones as shown, to reduce alignment errors. (Figure courtesy of Tim Savas, NSL, M.I.T.)
increase currents by a factor of 10, writing a single 1 cm 2 grating would require several
hours. It would thus be desirable to write the grating pattern using a parallel technique,
instead of the serial technique of the electron beam which writes line after line.
In principle, parallel writing can be done by forming an interference pattern of
ultraviolet light (which is capable of exposing the PMMA resist and has the requisite short
wavelength) at the surface of the grating window. This technique has the significant
benefit of large scale grating fidelity, or coherence. This idea was implemented by the
group of Professor Henry Smith in the M.I.T. NanoStructures Laboratory (NSL)
[SSS95]. They shone 193 nm light through a 200 nm "parent" phase diffraction grating.
(Figure 3.8) The straight through "zero" order was blocked while the plus/minus first
orders diffracted through another 200 nm period grating. The second order diffraction
beams from each of these gratings converged downstream. The angle at which they
converged was twice the angle between the original zero and plus one order. Thus, the
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Figure 3.9 Schematic of process steps for fabricating free-standing gratings with support structure at the
NanoStructures Laboratory of M.LT.: (I) Achromatic Interferometric Lithography (AIL) exposes the IOOnm
period grating in PMMA on an anti-reflection coating (ARC) (2) the support structure bars are exposed by
deep UV lithography producing a second superimposed latent image (3) the PMMA is developed and the
relief pattern shadowed with a thin metal coating (4) an oxygen RlE etches through the ARC except in areas
covered with metal (5) RIE in CF4 etches into the silicon nitride (Si 3N4) membrane (6) Si 3N 4 windows
mask a KOH etch of Si, and a final back side CF4 RIE completes the etch of the free standing grating bars.
(Figure courtesy of Tim Savas, NSL, M.LT.)
interference pattern had half the period, 100 nm, instead of 200 nm like the parent grating.
The standing wave that is set up at the surface of the resist-coated substrate can cover an
area of about 1 cm2. This is possible because the three grating geometry they use for their
interferometer, like our atom interferometer, is "white-fringe," meaning that all colors of
light add in phase to the final interference.
Successful implementation of this technique allowed the group to write very large
area gratings in a small fraction of the time required by an electron beam. The steps they
used to produce a final free standing grating after the exposure are detailed in Figure 3.9.
An SEM of their grating is included in Figure 3.10. Extra steps (compared to e-beam
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Figure 3.10 SEM picture of a 100 nm period grating made at NSL. An open fraction of 62.1(0.4)% has
been measured for these gratings in our sodium atomic beam by fitting to the resulting diffraction pattern.
(Figure courtesy of Tim Savas, NSL, M.I.T.)
lithography) were required to produce a support structure, which is not rigorously
orthogonal to the fine period grating. Though not prohibitive, this adds complication to the
rotational alignment of three separate gratings as required in our interferometer. They also
used a clever technique (Step 5, Figure 3.9) of partially etching the nitride membrane from
F
the top, allowing them to keep the silicon wafer intact until the last possible step. At the
end, the bulk silicon is etched away to produce the free standing nitride membrane and the
remaining nitride is etched to produce the grating. This meant that the free standing
window endured much less processing, and any bowing that might result from a free
standing membrane would not affect the critical pattern writing process. This technique of
partially etching the nitride from the top, then completing the etch from the back, may
produce free standing membranes thinner than the 120 nm that limited our fabrication at the
CNF. See [SSS95] for more details.
2. Experimental results
We have observed interference with the 100 nm period gratings made with this
process by Timothy Savas of the NanoStructures Laboratory - the first atomic interference
fringes with this period of amplitude gratings. Two different configurations of the atom
interferometer were used, both resulting in relatively low contrast. For a sodium beam
interferometer based on a helium carrier gas producing a fast beam (3,200 m/sec),
interference contrast of 2.9% was measured (Figure 3.11 bottom), and for an
interferometer with an argon carrier gas (1050 m/sec) operating with resolved beams, 4.8%
contrast was measured. (Figure 3.11 top)
The fast beam configuration was less sensitive to vibrations due to a shorter atom
transit time through the interferometer, and it produced a brighter beam. These qualities
were advantageous while searching for contrast which was done by scanning through the
relative rotational alignment of the gratings. Once interference was found using helium, the
rotational alignment was optimized using an argon carrier beam. The argon configuration
had greater potential contrast due to complete separation of the interfering order from the
central non-interfering order of the interferometer, but is more sensitive to rotational noise
which scales as the inverse transit time of the atom through the apparatus. A more
significant improvement in contrast was expected than the measured factor of two.
The predicted contrast of the interferometer depends on the open fraction of the
gratings and the configuration of the interfering orders. The optimal open fraction value
was determined by maximizing the predicted signal to noise ratio of the detected fringes,
accounting for the configuration of the machine. For the helium configuration the optimal
open fractions, Pi, for the three gratings are 31=60%, 32=43%, and f3=37% with a
theoretical maximum contrast of 30%. For our separated beam configuration using argon,
the optimal open fraction is f 1 =56%, P2=50%, and 33=37% with a theoretical maximum
contrast of 65%. (Table 1) These theoretical predictions were made with calculational
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Figure 3.11(top: Ar; bottom: He): Sodium matter wave fringes acquired with 100nm period amplitude
diffraction gratings. (Top) 4.8% contrast with 5 seconds of data determine the phase to 37milliradians. An
argon carrier gas was used for the sodium beam, resulting in a beam velocity of 1050 m/sec and a center to
center separation between the two beam paths of 107 microns. This is larger than the width of the
collimated beams, resulting in well separated beam paths. (Bottom) 2.6% contrast with 10 seconds of data
determine the phase to 70 milliradians. A helium carrier gas was used for the sodium beam, resulting in a
beam velocity of 3000 m/sec and a center to center separation between the two beam paths of 37 microns.
This is much smaller than the beam width for this data, resulting in well overlapped beam profiles.
i
Separated beams: v=1000 m/sec; 20 micron collimating slits
81 B2 B3 S/N Contrast (%) Note:
0.56 0.50 0.37 41.4 65.4 Best
0.62 0.62 0.62 29.8 36.9 Current NSL
0.48 0.48 0.48 38.2 59.0 Best, same B
Overlapped beams: v=3200 m/sec; 50 micron collimating slits
31 132 83 S/N Contrast (%) Note:
0.60 0.43 0.37 92.1 29.5 Best
0.62 0.62 0.62 53.2 10.5 Current NSL
0.43 0.43 0.43 82.8 30.4 Best, same B
0.48 0.48 0.48 80.0 24.3 Best, same 8 (sep. beams)
Table 1 Comparison of different open fractions (B) for two interferometer configurations. All separated
beam experiments require the top configuration. Experiments that don't require separated beams (inertial
sensing) and initial searches for interference utilize the lower configuration. Best implies highest signal to
noise (S/N) for the configuration. S/N values are relative and are not comparable between the
configurations. With equal open fractions, 13=48% is optimal for separated beams. Thus the last line is
included for this case to reveal the S/N in the overlapped configuration, which would serve as the initial
search mode for interference fringes.
techniques that have proven to be good benchmarks for estimating the contrast attainable
with our 200 nm period gratings [TUR91]. Typically, 60% - 70% of the calculated
maximum contrast is achieved, with losses attributed to vibrations, rotational noise,
variations in the grating bar widths and positions, and stray magnetic field gradients.
The open fraction of the new 100 nm period gratings was determined prior to the
search for interference by performing a fit to a single grating diffraction scan. (Figure 3.12)
Because all gratings received the same processing, they are assumed to have the same open
fraction. The open fraction was found to be 62%, in qualitative agreement with SEM scans
taken (Figure 3.10). This gives predicted contrasts of 10.5% (2.9% was measured) for a
helium beam configuration and 37% (4.8% was measured) for an argon carrier.
There are several possible contributing factors to the difference between the
measured contrast and the potential contrast for the 100 nm period gratings:
Sodium/oil buildup on the gratings unpredictably changes the open fraction.
Clogging primarily occurred for the first grating which slowly accumulated pump
oil mixed with the sodium beam. Though the gratings were heated to about 2000 C
to reduce condensation, prolonged exposure to the beam (a significant time was
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Figure 3.12 Sodium diffraction data taken with 100nm period transmission gratings. Solid line is a least
squares fit which determines the open fraction to be 62.1(0.4)%.
expended during the search for interference) reduced transmission through some
sections of the grating by more than 50%. Our past experience has shown that this
degree of clogging often results in aperiodic twinning (sticking together) of bars
and is expected to seriously degrade the contrast.
Interference contrast is sensitive to relative rotational misalignment of the three
gratings. To minimize the associated effects during the search for interference, the
atomic beam was restricted in height so that the beam spanned only a small vertical
segment of each of the three grating windows. With the ability to rotationally align
the gratings to better than 35 prad, and with a restricted beam height of 200 prm,
according to our calculations, the contrast was degraded, at most, to 95% of its
theoretical maximum due to rotational misalignment.
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* Vibrational noise randomizes the relative grating positions degrading interference
contrast. The variety of modifications described in Chapter 1 resulted in a
decreased rms motion of the grating mounts by 50%.
* Rotational noise, which cannot be measured by the optical interferometer, degrades
contrast. For the helium configuration, which was less sensitive to rotational noise
(which scales inversely with the transit time of the atoms), we measured 28% of the
predicted contrast, while with the argon configuration we measured only 13%.
This suggests that rotational noise may have been a factor in contrast loss.
However, if rotations accounted for the sizable discrepancy between the predicted
and measured contrast for He, the same rotations would destroy the fringes
completely for the argon configuration.
* Other factors are those inherent to the gratings themselves, such as line-width noise
or open fraction variations (i.e. variation in the grating bar widths) or even
variations in period resulting from chirp (that is, a gradual shift in the frequency or
period) of the parent gratings used to fabricate the SiN gratings.
An unfortunately long search, because of a rotational motor failure, was required to
find interference with the 100 nm gratings. Consequently, they were exposed to a
particularly intense beam for 30 hours, reducing the measured transmission through the
first grating by 50% and unpredictably reducing its open fraction over the area exposed to
the beam. Thus, we believe that poorly optimized grating open fractions, exaggerated by
the sodium/oil clogging at the first grating, was the most significant identifiable factor
contributing to low measured contrasts.
Interference data from the 100 nm period transmission gratings is the first of its
kind, and we are optimistic that a much greater percentage of the predicted contrast will be
achieved in future experiments. The larger diffraction angle significantly eases the flatness
criteria of the septum that is used in separated beam experiments and, for a given flat
septum, allows wider or faster atomic beams to be separated. The techniques are now
available to make these gratings the standard tool for atom interferometers that use
amplitude diffraction gratings.
4. Measurement of Rotations
In this chapter, I discuss the experimental measurement of rotations with our atom
interferometer. The heart of this presentation is our paper entitled "Rotation Sensing with
an Atom Interferometer," included in Section B. I preface the paper with Section A, a
simple derivation of the Sagnac effect which is the rotation induced phase shift in an
interferometer. This is followed by a brief historical recount of the measurement of this
effect and then an explanation of the sensitivity advantage of matter-wave interferometers
over light interferometers. In Section C, after the paper, I relate supplementary detail on
the experiment and data analysis.
A. The Sagnac Effect
1. Sensitivity of an Interferometer to Non-Inertial Motion
To derive the extraordinary sensitivity of an atom interferometer to rotations, I
begin by considering the three grating interferometer shown in Figure 4.1, which is
assumed to have area A, accelerating transversely. The particle (or photon) that traverses a
straight line path through the centers of the gratings, will appear deflected in the frame of an
accelerating interferometer. The phase between the two paths of this three grating
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Figure 4.1 Schematic of a three grating interferometer where the thick vertical dashed lines are gratings and
the solid line is one possible trajectory for interfering beam paths. The trajectory (thin dashed line) for the
center-line between the atom beam paths is shown for an interferometer that is (1) stationary and (2)
ungoing a transverse acceleration a.
interferometer as a function of the positions xi of the gratings, is 0 = kg (x 1 - 2x 2 + x 3)
where kg is the grating wavevector and it is assumed that x i is evaluated at the time the
particle is incident on the ith grating. A derivation of this simple relation is included in
Appendix D. If the particle has a transit time t=L/v between the gratings (where L is the
separation between gratings and v is the atom beam velocity), then we have
0(t) = kg [Xl (t) - 2x 2 (t + T) + x3 (t + 2')]. For the accelerating interferometer, we set
xi (t) = I at 2 and calculate the phase shift O(a, t) - (a = 0, t). We find that the phase
induced by transverse acceleration of the interferometer is
Paccel = (kg2 )a. (4.1)
Now if instead the interferometer is rotating, then in the frame of the interferometer
the particle appears to experience the effective acceleration of the Coriolis force:
a = 2f2 x . Inserting this in equation 4.1 yields the shift in the fringe position (or the
phase) of the rotating interferometer relative to one in an inertial reference frame. The result
is
rot = (2kgv'r 2). (4.2)
Eqns. 4.1 and 4.2 are valid for massive particle interferometers or, with the velocity v=c,
for light interferometers. If we assume massive particles, and make substitutions for the
area of the interferometer A = L28diffraction - L2 dBkg, the time of flight between gratings
- = L/v, and de Broglie's wave relation, we have:
'Prot =4 A Q and accel =(2rmA a (4.3)h hv )
completing the derivation for the phase shifts due to rotation and acceleration. We refer to
the term in parentheses as the response factor of the device to rotation (acceleration) of
amplitude 2 (a).
2. History of the Sagnac Effect
The first experimental measurement of the effect of rotation on a ring interferometer
was reported by Georges Sagnac in 1913 [SAG13]. This experiment was performed on a
small turntable-mounted interferometer rotated at a frequency of 12 rad/sec (2 Hz),
measuring about one-tenth of a fringe shift. In addition to his measurement, he proposed
that the earth's rotation (2e = 73prad/sec) should produce a similar fringe shift, but the
effect was much too small to be seen with his existing interferometer. In fact, he proposed
that this measurement would require a prodigious interferometer with "square-kilometer"
area.
As in many scientific advances, much discussion of these effects predated Sagnac's
paper. Prior theoretical work by Larmor, Lodge, and Michelson and experimental work by
Harress are recounted well in an exellent historical overview of the Sagnac effect by
Anderson et. al. [ABS94]. The effect of the earth's rotation, which was much too small
for Sagnac to see, was eventually measured by Michelson, Gale, and Pearson in 1925
[MGP25]. Their remarkable "square-kilometer" interferometer (actually 0.21 km 2) used 12
inch diameter water pipes evacuated to 12 torr to eliminate air turbulence effects on the
position of the fringes. Their interferometer measured 2010 by 1113 feet, and, by cleverly
building in a secondary small interferometer into their apparatus to provide a zero reference,
they were able to observe a shift between the central fringe of the two interferometers of
-~/2 radians. Their experiment confirmed Eqn. 4.3 for earth's rotation with 2% precision.
Michelson apparently had to be urged to participate in the experiment and later remarked,
unenthusiastically, that it "only shows that the earth rotates on its axis" [ABS94].
The advent of ring laser gyros, about four decades later, advanced the detection of
rotations dramatically. In these devices, the Sagnac effect manifests itself as a frequency
shift in the beating of counterpropogating modes. The added simplicity of measuring
frequencies instead of phase shifts, coupled with very bright laser sources and high quality
mirrors, permitted detection of the earth's rotation in a table top experiment. In fact, efforts
to improve the sensitivity of ring lasers for inertial sensing (for navigational purposes) were
the driving force behind development of "six-nines" quality mirror surfaces (i.e. 99.9999%
reflecting). Many areas of atomic and optical physics, for example cavity quantum
electrodynamics, have benefitted from this technology. Application of interferometers to
navigation, which has become a sizable commercial industry, was somewhat predicted by
Sagnac who suggested the use of three mutually perpendicular interferometers, with areas
of 10 m2, to measure the roll, pitch, and yaw of ships.
The extension to massive particle interferometers as tools for sensing rotations has
been made for electrons, both in a beam [HAN93] and in a superconducting metal
[ZIM65], for neutron beams [WSC79], and for atom beams [RKW91, OBR96, this
work]. The neutron experiment by Werner et.al. was able to detect the small effect of
earth's rotation with an interferometer area of only a few square centimeters.
As we derived in Eqn. 4.3, interferometers are also sensitive to a transverse
acceleration. If we invoke the equivalence principle to replace the inertial mass in Eqn. 4.3
with the gravitational mass, then we have a correct description of the expected phase shift
for an interferometer rotated by 90 degrees so it experiences the gravitational acceleration of
the earth. This was detected in the classic neutron beam experiment by Colela, Overhauser,
and Werner [COW75]. A cold atom interferometer has also demonstrated high sensitivity
to gravitational acceleration, showing that they could
measure accelerations to three parts in 106
[KAC91].
3. Sensitivity Advantage of
a Particle Interferometer
Using a simple physical picture, I will now
explain the extraordinary sensitivity to rotation of a
particle interferometer compared with a light
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interferometer in which, during the transitinterferometer shown in Figure 4.2 with a circular interferometer in which, during the transittime of the particle, the lower path length
geometry. The phase shift in this interferometer due is increased by Ax and the upper pathlength is decreased by Ax.
to rotation about its center is simply 27r radians times Ax/X, the number of wavelengths of
path length change that occur during the transit of the particle. The wavelength in our atom
interferometer is the de Broglie wavelength of the atom, typically -3x104 shorter than the
wavelength of an optical photon. Additionally, the transit time, and thus the path length
change Ax, is -3x10 5 longer than that of a photon. The result is a potential advantage of
-1010 over the optical interferometer.
This factor can also be derived by taking the ratio of 0ro, in Eqn. 4.3 to the
equivalent relationship that Sagnac derived, 41t).A/cAopticai ,for a light interferometer:
Prot M ci•optical mc 2  Eparticle
OSagnac h hv Ephoton
where m is the mass of the particle and v is the frequency of the photon. The advantage is
linear with the mass and is almost exactly 1010 for a sodium atom versus an optical photon.
However, current light interferometers win back much of this disadvantage. Laser
sources are much brighter than our atom source. A ImW laser signal has a few times 1015
photons per second compared with a few times 105 detected atoms per second in our
interferometer. This constitutes a 105 improvement in shot-noise limited detection for the
optical interferometer. Additionally, the path lengths in the optical interferometer can be
made much longer by using an optical fiber that is wrapped around a cylinder many times.
Finally, fiber optic gyros are compact, thermally stable, and operate on low power for
years without service. However, we project an atom interferometer in Section B that
should have several orders of magnitude better sensitivity than laser gyroscopes.
It is carefully noted by Oberthaler et. al. [OBR96] that the area A in Eqn 4.3 is not a
fundamental parameter for the description of the sensitivity of interferometers to rotations.
This is because the area can be changed arbitrarily for a given interferometer by changing
the mass of the particle with no resultant change in sensitivity. (This assumes the velocity
is held constant, which is approximately true for our supersonic atom source, where the
velocity is determined by the carrier gas). Indeed the "correspondence limit" of our atom
interferometer arises by letting the area approach zero while the mass approaches infinity
with the velocity held constant. The resulting interferometer would then be a Moir'-fringe
device (in the words of [OBR96] a Moird-deflectometer) in which diffraction is negligible,
the area is zero, and the sensitivities are given by equations 4.1 and 4.2. Of course, in
Oberthaler's experiment, the mass remained finite. Thus they had to use a large grating
period to operate in the Moire regime, which accounts for the lower sensitivity of their
device relative to our atom interferometer (this is quantified in Section C).
B. Rotation Sensing with an Atom Interferometer
In this section I present the paper our group has recently submitted for publication:
"Rotation Sensing with an Atom Interferometer," by Alan Lenef, Troy D.
Hammond, Edward T. Smith, Michael S. Chapman, Richard A. Rubenstein, and David E.
Pritchard [LHS96].
1. Abstract
We have measured the phase shift induced by rotation of an atom interferometer at
rates of -4 to +4 earth rates and obtained 1% agreement with the predicted Sagnac phase
shift for atomic matter waves. The rotational rms noise of our interferometer was 42 milli-
earth rates for 1 second of integration time, within 10% of shot noise. The high sensitivity
and agreement of predicted and measured behavior suggest useful future scientific
applications of atom interferometer inertial sensors.
PACS number(s): 03.75.Dg, 06.30.Gv
2. The Paper
Since the pioneering demonstrations of interferometry with atom de Broglie waves
using nanofabricated structures [CAM91, KEI91, KET91, SCE96] and resonant light as
atomic beam splitters [KAC91, RKW91], a number of new applications have been
explored with these devices including measurements of atomic and molecular properties,
fundamental tests of quantum mechanics, and inertial effects [KAS92, WYC93, CEH95a,
CEH95b, CHL95, ESC95, SCE95]. Using atom interferometers as inertial sensors is of
considerable interest for application to fundamental measurements in geophysics and
special and general relativity and to practical inertial guidance systems. Measurements of
gravitational acceleration using an atom interferometer have already demonstrated
considerable precision [KAS92], and projected sensitivities of atom interferometers
[CLA88] to rotational motion exceed those of the best laboratory ring laser gyroscopes
[ABS94]. Atom interferometers are especially sensitive to rotations, exhibiting rotational
(Sagnac) phase shifts that are 1010 larger than for photons in light interferometers because
these phase shifts are proportional to the total mass-energy of the interfering particle.
While inertial effects have been demonstrated in neutron and electron interferometers,
[WSC79, AHS84, WKA88, HAN93], these measurements have been limited by low count
rates and low mass, respectively.
In the experiment reported here, we measure the response and reproducibility of an
atom interferometer to applied rotations with angular rates on the order of the rotation rate
of the earth (one earth rate, £Že, is 7.3x10 -5 rads/sec). We have demonstrated better than
1% agreement with theory (one standard deviation) over a range of ±20e, a factor of ten
improvement in accuracy over previous measurements of the Sagnac phase with an atom
interferometer [RKW91], and a factor of six improvement in accuracy over a recent
measurement of the classical fringe phase in a three grating atom deflectometer [OBR96].
We have carefully studied the rotational noise by repeatedly measuring applied rotations of
less than 5 0mge. We found the reproducibility of our rotation measurements to be 4 2 mr e
in 1 second, within 9% of that predicted from shot noise alone. This sensitivity is several
orders of magnitude larger than in Refs. [RKW91, OBR96], where the noise was not
studied carefully.
The inertial sensitivity of an atom interferometer arises because the freely
propagating atoms form fringes with respect to an inertial reference frame. These fringes
t = 2T
T = L/v
Figure 4.3 The rotating interferometer (not to scale). The location of the interferometer axis is shown for
times t=O (short dash) and t = 2t (short-long dash), where t is the transit time of the atoms between
adjacent gratings.
appear shifted if the interferometer moves with respect to this inertial frame while the atoms
are in transit. Figure 4.3 shows the interferometer subject to rotation in a counter-
clockwise direction about an axis normal to the plane defined by the beam paths. The
location of the center-line between the two paths of the interferometer is shown for times
t = 0 and t = 27, where T = L/v is the time it takes an atom moving with velocity v to
travel the distance L between adjacent gratings.
For rotation about the middle of the second grating, the center-line between the
atom paths passes through the middle of both the first and second gratings, and is displaced
from the middle of the third grating by D=-2LtQ, where 2:2 is the angular displacement of
the interferometer axis in the time 2t. This displacement is observed as a phase shift
rot = 2 - = 
-  
= [4mnA]- (4.5)d g dg v h
where dg is the period of the gratings, A=L2 (XdB/dg) is the area enclosed by the paths of the
interferometer, and XdB=h/mv is the de Broglie wavelength for an atom with mass m and
velocity v. We refer to the bracketed term in Eqn. 4.5 as the rotational response factor,
which in this experiment is about two radians of phase per earth rate.
2TQ
The total phase shift from inertial effects is just the sum of those from rotation and
acceleration [SCE96],
Oinert = Orot + Oaccel (4.6)
Relativistic corrections to Eqns. 4.5 and 4.6 are of the order (v/c) 2/2 smaller than the non-
relativistic terms and are negligible in our experiment [ANA77].
The total average count rate of detected atoms is
(n) = no[l + Ccos('Pinert + Ograt )] + n b  (4.7)
where no is the average rate at which atoms are transmitted through the third grating and
detected, C is the contrast of the fringes, nb is the average background rate, and )grat is an
independently applied phase attributable to the relative transverse grating positions. To
measure the inertial phase, 'inert, we scan one of the gratings to sample the fringe pattern,
n(ogra,), and determine Pinert by a least squares fit to a sinusoid [KET91]. Assuming that
only Poissonian detection statistics degrade the signal-to-noise ratio, the standard deviation
of this measurement would be
(A'inert) =-e((inert -inert) 2 / 2± 2 i+ nb (4.8)
where T is the total time over which the atom counts are sampled, and 'inert is the average
of many independent phase measurements.
The rotational noise for sampling time, T, is obtained from Eqn. 4.5 and Eqn. 4.8,
(An) =~ AC+ (4.9)
We have assumed equal sampling over the entire fringe pattern in Eqn. 4.8 and Eqn 4.9. If
instead of evenly distributing 0grat, it is adjusted to maintain a lock on the steepest part of
the atomic fringe, (A*inert) and (Ad) would be reduced by a factor of -2.
Our atom interferometer is described in Refs. [KET91, SCE96]. Fringes are
formed by atoms passing through three 200 nm period nanofabricated transmission
gratings [RTC95] separated from each other by a distance of L=0.66m. The source
produces a seeded supersonic Na atomic beam using rare gas as the carrier and provides an
rms velocity spread of about 4% with a mean velocity of around 1030m/sec for argon as a
carrier. Ionizing the Na atoms with a hot 50p.m diameter rhenium wire and counting the
resulting ions with a channel electron multiplier serves as an efficient detector. Recent
improvements in nanofabrication techniques for our gratings [RTC95] have produced
gratings with greater phase uniformity over a Imm x 0.1 mm area allowing us to maintain
17% contrast in a configuration with overlapping diffraction orders and achieve a count rate
of 200kcounts/sec with an illuminated detector area of 5 x 10-4cm 2.
Experiments were performed to measure both the rotational response factor and the
reproducibility of our interferometer, followed by subsequent comparison with the
predictions of Eqn. 4.5 and 4.8. Both measurements were made by suspending the
interferometer from a cable attached to the ceiling and driving it with a sinusoidally varying
force at frequency f, applied at some distance from the center of mass, thereby giving the
interferometer a rotation rate
Q2(t)=K2osin(27tft). (4.10)
Q0 is typically several earth rates for the response factor measurement and about Že/20 for
the noise measurements. For the response measurements, f was chosen to be just over
1Hz in order to minimize deformations of our interferometer (which has several prominent
mechanical resonances in the 10 to 30Hz frequency range) due to the small drive force. For
the noise measurements, f was approximately 4.6Hz where the residual rotational noise
spectrum of the apparatus had a broad minimum.
We measured the acceleration and rotational motion of the suspended interferometer
using accelerometers at the sites of the first and third gratings. We acquired data while
modulating the grating phase with a sawtooth pattern at a frequency just less than 1Hz.
Simultaneously, we recorded the phase, Ograt, the counts from the atom interferometer,
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Figure 4.4 Rotation rates in the atom interferometer. The rotation rate, meas
, 
determined from the
interferometer rotational phase response (Eqn. 4.5), is plottedversus the reference, Qrot, determined with
rotation rates inferred from the accelerometer signals. Residuals for the linear fit to the data are shown
below. Approximately 5.5 minutes of data, or -10 sec/point, are plotted and fit (solid line) giving a slope
of 1.008±0.007.
(n), and the accelerometer readings at one millisecond intervals. The rotation rate and
acceleration of the interferometer, as determined from the accelerometer readings (after
suitable correction for their known frequency response), were used to predict the atom
phase. We called this predicted inertial phase rot, there being negligible phase from
acceleration in Eqn. 4.6.
To study the magnitude and linearity of the response factor, we binned the
interferometer data according to rot,,. Since the frequency of the sawtooth modulation of
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Pgrat was chosen to be incommensurate with the drive frequency, the data in a bin with a
particular value of rot had a variety of values 0grat. This allowed us to make a fit using
Eqn. 4.7 to determine the atom phase Oinert, here called meas. A plot of t,neas vs. ror is
shown in Figure 4.4 from a combination of 20 second runs totaling approximately 400
seconds.
The data reveal a linear response with the ratio of observed to predicted phase,
)meas (atom interferometer)omeas (aom interferometerl) = 1.008(0.004)(0.005), (4.11)
rot (accelerometer signals)
indicating an average response factor within error of that predicted from Eqn. 4.5. The
first error is the statistical error of the fit dominated by shot noise limited detection (0.35%)
and includes phase drifts of the atom interferometer (0.15%), uncertainty in the atom beam
velocity (0.15%) and noise from the accelerometer amplifiers (0.1%). The second error
results from systematic contributions including those in the rotation phase inferred with the
accelerometers (0.3%) and uncertainty in the measured grating positions due to mechanical
distortions of the vacuum housing (0.4%).
To determine the reproducibility of the measurements, rotational oscillations of
amplitude approximately e/20 were applied to the interferometer atf-4.6Hz. The rapidly
varying phase produced by the oscillations was measured with a phase modulation
technique that converted atom counts directly into Oinuert(t). This was accomplished by
scanning the second grating position, xgrat, with a sawtooth waveform chosen to add a
carrier frequency of 8 Hz to the atom count rate in Eqn. 4.7. The rotationally induced
phase, 'inert, was then determined by multiplying the count rate by sin(27txgradg) and
cos(2 xrxgra/dg) (these functions are in effect the local oscillators), filtering out components
at 16Hz, and taking the arctangent.
For N=30 independent data sets 32 seconds long we obtained time dependent
inertial phases, n,inert(t), from which the angular rotation rates 2n,,(t) were calculated using
the rotational response factor from Eqn. 4.5 (there being negligible contributions from
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Figure 4.5 Reproducibility of rotation rate measurements in the atom interferometer. Fluctuations in the
spectral peak amplitude at the driving frequency, f = 4.6Hz (for N=30 data sets), is compared to the
predicted shot noise (dashed line) and plotted versus integration time, T. A fit to the data points with
Eqn. 4.14 (solid line) yields an over-estimation factor a=1.09+0.02 and a background B=l10mnQ +lmQ,.
accelerations). Rotation rates for various sample sizes, T, ranging from 1 to 32 seconds in
length, were taken from the middle of each independent set and Fourier transformed to
yield normalized, windowed spectra,
J (0-; T)I = 2Tei2n (t)w(t)dt (4.12)
0
where co(t) is a Hanning window function used to minimize Gibb's oscillations in the
spectrum [OPS91]. The window co(t) is normalized so that the average of the peaks in
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-2n(oJ;T) (at oa =27rf) equals the amplitude o20 of the applied rotation (Eqn. 4.10). We
then measured the fluctuation of the spectral peak amplitude atf,
(AI(T)) = 1 Qn (Oa; T)- I n (Oa; T (4.13)
n) n
for the various sample sizes T.
These results are summarized in Figure 4.5 which exhibits the noise (AQ(T)) as a
function of T and co(t). The shot noise limit for the integration time T is calculated for a
time (2/3)T which is the effective rms width of the time window when using the Hanning
function in Eqn. 4.12.
We attribute the excess noise of the interferometer relative to shot noise seen in
Figure 4.5, for T greater than 2 seconds, to extraneous sources of rotational noise rather
than to any intrinsic failure of atom interferometers. The observed noise can be fit as an
uncorrelated sum of shot noise, SNL, and background rotational noise, B, times an over-
estimation factor, ca,
(A) = a(SNL)2 + B 2 . (4.14)
The over-estimation factor, ca=1.09+0.02, is close to unity, and is consistent with noise
arising from imperfections in our modulation scheme together with the previous
observation of super-poissonian noise from our hot wire detector [EKS93]. The
background noise determined from the fit is B = 10in2ei+lmn e. While this is more than
the 5mfe measured using the accelerometers when the sinusoidal drive is off (and
attributed to vibrations in the wires, water pipes, and vacuum foreline attached to the
apparatus), we observe significant but variable additional contributions at the drive
frequency when the drive is applied. This additional noise, ascribed to variations in the
amplitude of the rotational drive and noise from the laser interferometer used to measure
Pgrat, is sufficient to account for the observed rotational background noise, B.
In summary, our results show a direct measurement of rotations more than four
orders of magnitude smaller than the first observations of the Sagnac phase in an atom
interferometer [RKW91] and approach short term rotational noise or Angle Random Walk
measured in commercial laser gyroscopes [ASP94]. Our results show better than 1%
agreement with the Sagnac theory for matter waves. In addition, careful studies of the
rotational noise of our interferometer (not performed in Ref.[RKW91] or [SCE96]) show it
to be shot noise limited for averaging times <2 seconds, and consistent with the observed
excess rotational noise of our apparatus at longer times.
In light of these results, it is interesting to consider the rotational noise of an atom
interferometer designed for inertial sensing with large area gratings and a high flux source.
For example, a 1 meter long Cs interferometer with an 800 C effusive oven (v=260m/sec)
that contains 1 cm 2, 100 nm period gratings and a 1 cm 2 source opening would produce a
detected flux of about 010 oatoms/sec and give shot noise limited rotational noise of about
3 x 10-8 sQe/Hr. To compensate for thermal drifts, two atomic beams could traverse the
gratings in opposite directions. Using a slow atom beam would decrease the noise by at
least another two orders of magnitude. With larger instruments and careful engineering,
interesting applications appear within reach.
We thank M. Rooks of the Cornell Nanofabrication Facility for collaboration in
making the gratings and D. Kokorowski for his work on the experimental apparatus. This
work was supported by Army Research Office contracts DAAL03-89-K-0082, and
ASSERT 29970-PH-AAS, Office of Naval Research contract N00014-89-J-1207, National
Science Foundation contract 9222768-PHY, and the Joint Services Electronics Program
contract DAAL03-89-C-0001. E.T.S. acknowledges support from the National Science
Foundation.
C. Experimental Details
To successfully perform this experiment, several advances in our experimental
apparatus were required. First, the new large area gratings were required to provide the
increased atom flux. The implementation and success of these was described at length in
Chapter 3. Second, clean sinusoidal motion needed to be applied and detected because DC
motion is impractical, if not impossible, for our apparatus. Finally, a modulated atom phase
shift needed to be detected. Details about the sensors used to detect the motion (to predict
the atom fringe phase shift) and the forces and constraints required to apply the motion are
given in the following paragraphs.
1. Sensors
To compare the phase shift of our atom interferometer with theory, we require
knowledge of the applied motion with equal or better accuracy from a secondary source.
As mentioned in Section B, with a 1000 m/sec beam velociy, the sensitivity to rotation is
2 rad/Dfe. For our 3 meter long beam tube, an 2e rotation about a vertical axis at the center
results in a 100 tm/sec velocity at the ends of the beam tube. If Oe is the peak velocity vo
for 1 Hz sinusoidal motion, the peak acceleration (ao=voWvo) is 6.4x10 -5 g and the peak
amplitude (xo=vo1ko) is only (100/2n) 15pm! It is no small challenge to provide a reference
for these motions, especially when the goal of one experiment was to apply and detect a
small fraction of an earthrate.
We used two types of highly sensitive detectors for these experiments.
Accelerometers (Model 7754-1000, Endevco, San Juan Capistrano, CA) with a sensitivity
of 1 Volt/g worked well when the signal was "large" (-~e). They have the nice feature
that the response and phase curves as a function of frequency are relatively flat between 1-
1000 Hz. These sensors consist of a mass attached to a piezoelectric which generates a
charge in proportion to the force (acceleration) applied. Electronics within the
accelerometer, powered by a constant current source, convert the signal into a voltage
riding on a -10 Volt DC bias. External DC filtering provides an AC voltage response that
is proportional to the acceleration.
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Figure 4.6 Data showing the phase of the atom interferometer as a function of time as predicted from
the accelerometers (solid jagged line) and by the atoms (points with error bars). The Sagnac theory is
used to convert the accelerometer signal into predicted atom phase.
Even these extremely sensitive accelerometers would produce only a 60 jvolt
signal for the 1 Hz, 1 De excitation mentioned above (the noise floor is about 1 pvolt).
The response was even less in practice - the accelerometers were placed in the region of the
first and third diffraction gratings, instead of the ends of the beam tube, to more accurately
record the actual motion of the gratings because the beam tube is not perfectly rigid.
Figure 4.6 shows the phase of the atom fringes and the predicted phase, as
determined by the accelerometers, for large 1 Hz oscillations. With two accelerometers
mounted on the beam tube, the sum of the two signals represents transverse motion while
the difference represents rotation. Specifically, the rotation is proportional to the difference
in the velocity of the two sensors (divided by their separation), so the accelerometer signal
must be integrated. Thus, the rotation rate is, 2 = f(al - a2)dt/L where L is the distance
between the two accelerometers. We then used the response factor of Eqn. 4.3 to convert
this to atom phase. The atomic fringe data was analyzed in -80 msec pieces. A sinusoid
fit to the binned data determines the mean phase for that particular piece. These phases are
plotted, with error bars from the fit, in Figure 4.6. Comparable data was used to generate
Figure 4.4, which verified the Sagnac theory.
Geophones (Model HS-1, GeoSpace Corp., Houston, TX) were used for the
measurement of the noise of our atom interferometer. These devices are essentially speaker
voice-coils in reverse. They produce a voltage that is proportional to the velocity of the
mass inside the coil, and are designed to have a large reponse (resonance) at low
frequency, (-4.5 Hz in this case). Their standard use is in seismic sensing.
At the resonance frequency, the geophone response is 80 millivolts/(mm/sec).
0.14 -
0.12 -
0.10-
0.08 -
0.06 -
0.04 -
0.02 -
P
d
m
a
0.14
0.12
0.10
0.08
0.06
0.04
0.02
1n nn
S................... ...................
7 ------------------- .................
1 2 3 4 5 6 7 8 9Hz
Frequency (Hz)
Figure 4.7 Each curve is 32 seconds of data, multiplied by the Hanning window, and then Fourier
transformed. The atom phase with the small rotation drive turned on (top) and off (bottom) clearly
demonstrates the 0.05 earthrate excitation at 4.6 Hz (arrow in top graph).
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This gives an 8 millivolt response for a 4.5 Hz, 1 • e excitation, assuming the 1.5 in lever
arm described above which has amplitude 0.1 mm. This is about 30 times better than the
corresponding accelerometer response. Unfortunately, the complicated response and phase
versus frequency curves of the geophones must be accounted for. These can be
understood by comparison with the position of a driven mass on a spring. At high
frequencies (well above resonance) a driven mass has nearly zero response. Consequently
the mass inside the coil has zero response, but the coil oscillates around it. Since the
induced voltage is proportional to this relative velocity, the geophones present a flat (non-
zero) response above resonance. In both cases the resonance response is large and is rt/2
out of phase. Finally, since at very low freqencies the mass has a flat response in
proportion to the drive amplitude, the geophone response (proportional to the relative
velocity) tapers to zero.
To study the reproducibility of our apparatus by measuring small rotations, we took
advantage of the minima in the vibrational noise spectrum of our apparatus, which rises
sharply below 2 Hz and above 10 Hz. (Figure 4.7) We applied a very small rotation at
4.6 Hz and detected the atom phase using a phase modulation technique, where a scan of
the atom fringe at 8 Hz (by translating one of the gratings) served as the carrier frequency.
(Appendix E) A fourier transform of the atom phase as a function of time yields the data
shown in Figure 4.7, which contributed to the reproducibility data in Figure 4.5.
2. Forces and Constraints
The major step in reducing vibrations in our machine was to hang the entire
apparatus from the ceiling by a single steel cable. (Figure 4.8) This eliminated most of the
building noise from our machine, allowing a further systematic search for and elimination
of other noise sources on board our apparatus (these improvements were discussed in
Chapter 1). In previous experiments, the frame that supports our atomic beam machine sat
directly on the floor with no vibration isolation. While we knew this coupled unwanted
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Figure 4.8 Schematic of the constraints and motions applied to the interferometer, which is fixed to the
ceiling at a single point. For rotations, only the central constraint (dashed line) is used. It is a rod attached
to the lower side of the beam tube and to a bearing on the floor. For accleration measurements only the end
constraints (solid lines) are used. The oscillation of the beam tube (in and out of the page) has a resonance
at 1.2 Hz.
vibrations from the floor, we wanted to avoid the phase noise that would be introduced by
excitation of rotational modes with the frame raised on pneumatic isolation feet. Since our
goal was to measure these rotational phases, we tried utilizing the pneumatic feet and
explicitly exciting this rotation. However, this technique (and others, including inflated
rubber tubes and ball slides under the feet of the frame) failed due to a strong coupling into
the translational (side-to-side) mode of our beam machine.
This dramatically reduced vibrational noise and the tremendous increase in signal
(from 3-5 kcounts/sec to 200 kcounts/sec) that resulted from using an uncollimated beam
with large area gratings, produced the largest signal to noise ever seen in our
interferometer. With this high signal to noise, the implementation of a simple circuit to
convert detector count rate to voltage, for use as an error signal, should allow us in
principle to lock to the side of the atomic fringe. This will provide the additional ý/2 of
signal to noise for phase measurements mentioned in Section B. Instead of scanning over
the whole fringe, all the data would be collected at the side of the fringe where the slope
and sensitivity to phase is highest. This has not yet been demonstrated in our
interferometer, but is now possible with this signal to noise ratio.
However, this reduced vibration and increase signal did produce the unexpected
result of "audible" Sagnac phase shifts. The output of our atom detector passed through a
"clicker" box that produced audible clicks in proportion to the detected count rate. After
appropriate adjustments to the clicker box and to the rate at which we scan over atom
fringes, we could plainly hear the oscillating count rate of the atomic fringes plotted in
Figure 4.6. Further, we turned off the scan so that the audible count rate remained
localized to one region of the atomic fringe. By gently pushing one end of the
interferometer to induce rotation, we could then "hear" the Sagnac effect. (Many of our
physics colleagues nearby stopped in to enjoy the demonstration.)
To prevent excitation of translational motion in the interferometer, and thus provide
a clean rotation signal, we added a constraint from the bottom of the beam machine to a
bearing on the floor that was colinear with the steel support cable from the ceiling (dashed
line in Figure 4.8). The bearing was not loaded with weight from the interferometer,
which might introduce vibrational noise, but rather served as a constraint against lateral
motion. The motion was excited by a spring which stretched from the beam machine to an
eccentric wheel driven by a motor. Various coupling strengths and rotational rates of the
drive wheel were used to optimize the large sinusoidal rotation. The rubber vacuum lines,
which stretch from the diffusion pumps to the fixed roughing line manifold, gave a
substantial restoring force with a broad resonance around 1 Hz, which is the frequency we
used for these response measurements. (Figure 4.6) A similar arrangement with an
extremely weak coupling was used for the small amplitude reproducibility measurement.
We also tried to measure transverse accelerations with the interferometer. In this
case, the reference phase is directly proportional to the accelerometer signals: a=(al+a2)/2.
However, the significantly smaller phase reponse to transverse acceleration, compared with
rotation, presented a serious challenge. The ratio of the acceleration to rotation phase from
Eqn. 4.3 is
Paccel a
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The denominator is just the Coriolis acceleration and, because of the appearance of the
velocity, it is usually much larger (for a 1 2e excitation at 1 Hz, a/i2 is about 10 m/sec
whereas v-~ 1000 m/sec). We attempted to measure this phase by using constraints at each
end of the machine as shown in Figure 4.8 (the center constraint for rotations was
removed). The resonance for transverse motion was found to be 1.23 Hz and we drove it
with a large amplitude of 2 mm peak-to-peak, which gives a 60 mm/sec 2 peak
acceleration. Our goal was to make this ratio of phases (Eqn. 4.15) greater than or equal to
one. But, based on this acceleration amplitude, this would require minimizing the rotation
to only Q=a/2v=-0.4 2e. This is only a peak-to-peak rotation amplitude of 12 gm at the
end of the beam machine while the entire machine oscillates transversely with a 2 mm
amplitude, a ratio of 180:1 in motion amplitude.
In practice, we achieved a ratio of 50:1 for the acceleration to rotation signal of the
beam tube as measured by the accelerometers and geophones. (This translates to only
40p.m peak-to-peak of rotational motion, again while the entire beam machine was
oscillating laterally with an amplitude of 2 mm peak-to-peak.) The applied phase due to
this very small rotation was still -3-4 times larger than the acceleration phase. We were not
able to subtract the rotational contribution from the total signal with enough accuracy to
allow comparison of the acceleration phase with theory to better than 50%.
Factors which may have contributed to this result (and to the noise in the rotation
experiments) were flexing of the beam tube, which is particularly suspect at the large
amplitude excitations in the acceleration measurement, and a photodiode inside the beam
tube which we later found had come loose from its mount. Well after the completion of the
experiment, that the photodiode, which detects the laser interferometer signal to measure
the relative grating positions, was only held in place by a stiff wire and likely oscillated
with the machine. If the laser spot was near the edge of the photodiode a false alignment
signal would have resulted during oscillation of the machine.
D. Comparison of Sensors
As a conclusion, I compare the demonstrated rotational sensitivity of our atom
interferometer to other interferometers (which have been mentioned already), both existent
and proposed. (Figure 4.9) The sensitivity of the best laser gyros is well within reach of
the carefully engineered atom interferometer that was described in Section B.
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Figure 4.9 Comparison of our results (Na Atom Interferometer) and our proposed dedicated
instrument (Cs Aom Interferometer) with other rotation sensing devices mentioned above.
(Credit for the idea of this figure, as well as some of the numbers, is extended to Jorg
Schmiedmayer.)
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5. Velocity Dependent Index of Refraction
With the goal of contributing a fundamentally new tool that is useful for the
determination of interatomic potentials, our group performed the first measurements of the
phase shift of an atom due to a collision with another atom at thermal energies [SCE95].
Since this initial publication, several theory papers [ADV95a, ADV95b, FYK96, VIG95]
have discussed the unique sensitivity of this new tool and one other group [RAI96] intends
to perform related collision measurements with a cold atom interferometer. In this chapter I
describe theory and recent experimental measurements of the dependence of this phase shift
on center of mass energy, accomplished by varying the sodium beam velocity in our atom
interferometer. It promises to provide new information to help accurately determine the
shape of the interatomic potential.
A. Theory
1. Index of Refraction
The index of refraction n, which describes the passage of a wave through a medium
on the macroscopic scale, is determined on the microscopic (quantum mechanical) scale by
a parameter called the scattering amplitude f(k',•). Here, k is the incoming wavevector
and k' is the outgoing wavevector with Ik'I = jk for elastic scattering. Because of the
equality Ik' = kl, we can unambiguously write f(kl',k) as f(k,O), where 0 is the angle
between k' and k.
The functional relationship between the index of refraction and the scattering
amplitude can be derived with the help of the simple physical picture of a wave passing
through a medium. A matter-wave experiences absorption and a phase shift as it passes
through a gas just as light does when it passes through glass. For example, if a wave
described by T = eikox, which has the free space wavevector ko, enters a uniform refractive
media at x=O, at some later point x=L we can phenomenologically expect the forward
traveling wavefunction to have the form
T 
= eikoLe i e-NGL/2. (5.1)
Here the wave has experienced a phase shift 0 and the intensity, 1T12 = e-NL, has
exponentially decayed by a factor proportional to the number density N of scattering
particles, each with cross section a, and the length of propagation L. We also expect the
phase shift to be linear in the number density N and the length of propagation L, so we can
define the proportionality constant /, in some sense a phase "area," as 0 = ONL.
This phase shift and decay of amplitude can be fully described by introducing a new
wavevector k=nko, where n is the complex index of refraction that is valid inside the
medium. Using Eqn 5.1 and equating einkox = eikoxeiNLe -CNL /A , we deduce that
l= I 1+ koL • (5.2)
The optical theorem [SAK85] relates the total cross section a to the imaginary part of the
scattering amplitude f in the forward direction (where forward implies & = 0)
ar= 4TIm(f(kr,O)). Here I introduce kr, the relative (or center of mass) wavevector. In
terms of the real part of the scattering amplitude, the proportionality constant for the phase
shift is 0 = 2' Re(f(kr,O)). Finally, substituting these values into Eqn 5.2 gives
n(ko)= 1+2•i f(kr.O) (5.3)
This is the index of refraction for a particular incident wavevector ko where, assuming the
target has some velocity distribution, (...) implies averaging over the scattering amplitude
for all center of mass wavevectors kr.
2. The Atom-Atom Scattering Amplitude
The quantum mechanical wavefunction after an elastic scattering event in terms of
f(k', k), and for distances large compared to the range of the interaction, is
ikr
(F) ~ eikx + fk'ke (5.4)
Thus f(k',Ik) is defined to be the complex amplitude of the outgoing spherical wave in the
direction of k'.
The relation of f to the differential scattering cross section is helpful in
understanding its physical significance. Following Glauber [GLA59], if the incident wave
is chosen to have unit density, so that the incident flux is just the velocity v, the flux
scattered into a solid angle dK2 is f(k',k -. v. r2 dQ. Thus, the differential element ofr 2d. Thus, the differential 
element 
ofthe cross section da is
da= flux into d = If(k', ) d1 . (5.5)incident flux
The modulus squared of the scattering amplitude is understood to be the intensity scattered
from a differential element of cross section into a differential element of solid angle.
Integration of Eqn 5.5 the solid angle gives the total scattering cross section y.
We can relate this differential cross section to the classical impact parameter b (the
distance between the incoming trajectory and one which would directly impact the scatterer)
by considering the schematic in Figure 5.1. This shows a ring with radius db, at an impact
Figure 5.1 This is a schematic of classical scattering, where the particle propagates from left to right. It
approaches the scattering center with an impact parameter between b and b+db and scatters through an angle
between 0 and 0+dO, with larger b generally corresponding to smaller 0.
parameter b, that is deflected into the ring at angle 0 that has solid angle dM. The solid
angle dK2 is equal to the area of the ring divided by R2. So the differential cross section is
da 21rbdb b
dG 2r(Rsine)(Rde)(1/R 2  Sine db5
This expression can have singularities two ways - if dO/db = 0 or if sin0 = 0. These
singularities, which get "smeared out" in quantum mechanics, are called rainbow and glory
scattering respectively.
A complementary geometrical argument demonstrates these two relatively intense
parts of the differential scattering cross section. Consider the two-dimensional picture of
scattering in Figure 5.2, where the scattering center is assumed to have a long-range
attractive potential, a short-range strongly repulsive potential, and a potential well minimum
in between. An array of classical impact parameters b is shown for the incoming particle.
Very large impact parameters are unaffected and very small impact parameters are strongly
repelled. For large b, as b gets smaller the trajectory is increasingly deflected to larger
angles 0. At some point, the angle stops increasing and begins to decrease. This is the
region called rainbow scattering. A relatively large range of impact parameters scatters into
-b
Figure 5.2 This schematic qualitatively shows the results of scattering as a function of impact parameter b.
The rainbow angle, where the deflection angle reaches a maximum is clearly seen. As the impact parameter
gets smaller, the angle crosses zero again. This is the point of glory scattering.
a relatively thin ring of solid angle, which accounts for the large intensity at the rainbow
angle.
As the impact parameter b continues to get smaller, the angle crosses over 8=0,
which is the point of forward scattering - also called glory scattering. In this case, the
"blow up" in the differential cross section occurs because sin 8 - 0 (consider Figure 5.1
for this case), which is indicative of an infinitesimally small solid angle centered around
0=0. That is, a finite range of impact parameters b, scatter into a relatively small solid
angle, resulting in a large differential cross section. It is this "glorious" forward scattering
effect that caused the halo which Benvenuto Cellini saw around the edge of his shadow
under very clear atmospheric conditions and which caused him to conclude that the "glory"
of God rested upon him (see introductory quote, pg 4).
The experiments described in this chapter are sensitive only to the forward (glory)
scattered part of the wavefunction. This can be seen by considering a plane wave with
de Broglie wavelength 0.2 A that diffracts from an opaque circle with area equal to a
typical atomic cross section a. With a on the order 1000 A2 , the central diffractive spot
forms a circle at the plane of the third grating (-0.5 meter downstream) with a diameter of a
few millimeters. There can be no structure in the differential cross section in an area
smaller than this circle, and our detector only accepts a small region of this (-1 mm x
.05 mm). Thus we are only concerned with the forward scattering amplitude
f(kr,O) - f(k,,O = 0).
3. Statistical Measurement
To validate the description of scattering in our experiments as a statistical
measurement of the index of refraction (a macroscopic parameter), I will now verify that a
single projectile atom interacts with a large number of target gas atoms. The key to this
calculation lies in assessing the transverse (horizontal and vertical) coherence lengths of the
propagating matter-wave. First, in the vertical direction, consider two point scatterers
within the gas cell, that are displaced a distance x with respect to one another. Spherical
waves propagate from each of these points a distance L down to the third grating. If x is
increased until the waves from the two points are ±in out of phase at the top or bottom of a
detector with height h (which in practice is our third grating), then the integrated
interference pattern over the whole grating washes out. At this point the two waves are
tilted at an angle +±AdB/h. This angle, multiplied by the distance L, determines the
maximum vertical separation ±x over which we consider the wave to be coherent. For our
experiment XdB-0.17 A, h-0.5 mm and L-58 cm. This gives a vertical coherence
distance of -20 nm. This argument is physically equivalent to the one used to find the size
of the central spot of diffraction through a slit (the detector in this case). Thus the same
number, -20 nm is obtained for the size of the central diffracted spot for an atom with
wavelength •dB a distance L downstream from a slit of height h.
Using this argument that the transverse coherence is the size of the central diffracted
spot, we can easily calculate the coherence in the horizontal direction, determined by the
spatial collimation of the slits in the experiment. For the experiments described in this
chapter, a range of collimating slits from 10 gm to 30 jpm wide was used, giving
horizontal coherence lengths of the order -3 pm to -~ 1 m within the gas cell. Finally, the
effective transverse coherence area within the gas cell is 20 nm x 2 pm = 4x 10-10 cm 2 .
The number of target gas atoms coherently interacted with is the number density of
the gas multiplied by the "coherent volume" that the atom-wave passes through. The
typical gas density in our experiments is 1.5 mtorr, or about N=3 x 1013/cm 3. (This
number is based on estimates made in our previous experiment [SCE95], where for
comparable attenuations the density was 0.5 mtorr and the interaction region was three
times longer.) For our current interaction region, which is slightly over 3 cm in length, the
target presents an areal density of N x (3 cm)=~ 1014/cm 2. Multiplication of this times the
transverse coherence area above shows that the atom has a coherent interaction with
-40,000 target atoms.
An important consideration for the use of wider angle atomic beams is that the
atoms may interact with only a few hundred target atoms. In this case, the -F phase
noise for different atoms is a few percent. The detected atom fringe is an average over all
these phase shifts from different parts of the gas cell and will cause a systematic reduction
of fringe amplitude that may have to be taken into account.
4. f(k, 0) as a Sum Over Partial Waves
Using assumptions of a spherically symmetric potential and probability
conservation, it is possible to write the scattering amplitude as a sum over angular momenta
or "partial waves" (see Sakurai for a standard derivation [SAK85]):
f(k,, ) = - (21 + l)e'' sin •8P 1(cos ). (5.7)kr 1=0
We restrict this to 0=-0 for our purposes, in which case Pt(1)= 1. Separating the real and
imaginary parts gives
Re(f(kr,O)) = 1 (21 + 1)sin28i
2kr 1=0 (5.8)
(5.8)
Im(f(kr,0)) = -~ (21+1)2sin2 3i2 kr =0
The maximum angular momentum quantum number, linax, that contributes to this sum can
be found by equating l,,,, with hkrb,,,a, where b,,,, is the maximum impact parameter at
which the potential is significant. In experiments at thermal energies (-0.1 eV), a minimum
of a few hundred partial waves contribute to this sum.
Because such a large number of angular momenta contribute, we are justified in
using a semiclassical approach where we convert the sum over angular momenta into an
integral over impact parameter b, where 1 -4 bkr and Si - > 6(b,kr). So we have
Re(f(kr,0))= k f bdbsin 28(b,kr)
0 0 (5.9)
Im(f(k,,O)) = 2k, f bdbsin2 3(b,k,)
0
In some cases this tremendously simplifies the calculation of the scattering amplitude. For
the case of a 1/rn potential, as I show in the next Section, it is completely analytical.
With our experimental technique it is the ratio Re(f(k,0))/ Im(f(k,0)) (I will refer
to the quantity as Re/Im) that we most sensitively measure, because the gas density N in
this ratio cancels out. In general, N is a difficult experimental parameter to measure. The
cancellation is seen by considering an atomic interference fringe in which both the phase
and the amplitude is determined. If the wave that travels outside the gas cell has amplitude
Ao, and the wave that travels inside the gas cell has an amplitude that depends on the gas
density N, Ai(N)=Ai(O)e-N L 2 , then the interference of these two waves gives
A02 + Ai(N) 2 + 2AAi(N)cos(kgx + 0). The amplitude of the atomic interference fringe is
2AoAi(N) and the ratio of fringe amplitude with and without gas is
Ai(N)/Ai(N = 0)= e- ' aL 2 . (5.10)
So, if we examine the ratio of the phase shift to the natural logarithm of Ai(N)/Ai(O), we
have
-0 2rTNL Re((f(kr,O))/kr, Re (f(k,,O0))
In (e-No / 2) (NL/2)(47c Im(f (k,, 0))Ikr) Im(f (k,, 0))
This shows how the cancellation of N, the number density of the gas, arises.
5. Analytical Results for f(k, 0)
We can derive an analytic result for the ratio of the real to imaginary parts of the
forward scattering amplitude for the special case V(r) = -C,,r - n . The partial waves phase
shifts in the eikonal approximation (see Eqn. 2.2), for impact parameter b and relative
wavevector kr, are
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S,,(b,kr) = J V(z)dz -Crdz. (5.12)
This integral is of the form
0 (+ )12 6 (n-) [b > 0;n = 4,6,...] (5.13)
and the result is
_b rCn_, 1-3-5... (n-3)3,(b, k,)= Cn where c' = (5.14)krh 2bn'- n 2.4-6...(n-2)
We can now integrate the real and imaginary parts off separately using this result for the
phase shifts. I will step through the integration for the real part and state the differences for
the imaginary part. The first step is to make a change of variables from b to 5, where from
Eqn. 5.14, b= (c,,ruC,,l/krhtl2)/("-)i1/(I-n) This gives
Re(f)= krf bsin(23)db
0
S k  (5.15)
S c, uC,,2 -1 kr ( sin(28)d5
Though it is not obvious at first for the real part, which contains sin() to the first power in
the integrand, Eqn 5.18 (below) cannot be directly applied because of the limits on the
exponent of 6. Instead, we must first use the integral
sin dx P sinP-xcos dx [p>n - >0], (5.16)
0 X ni fm X 1m-1
giving
0Re()= CnC,, 2 • krn -1 cos(2s)dS. (5.17)
The reduced power of S in the integrand now lets us apply the integral
CPS(a) 1m
r sin sin - [a>0;0<m < 1], (5.18)J X" C (1-,)cos -(20
which finally gives
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Re(f)= n-rII kr rf - 3, s (5.19)krh 4 n_-1 n-1 n-1
This same two combinations of integrals can be applied to the imaginary part off, with the
result
Im(f= 2 n3 cos . (5.20)
krh2  4"n-_1 nn-1 -1
We have a tremendous simplification for the ratio of these two quantities:
Re(f) (__f)= tan(_ 1). (5.21)
Im(f) n -1
This is numerically equivalent to our previously published result [SCE95]
Re(f) F( - 1/(n - 1))(½ + 1/(, - 1))
= - (n - 1)/(2 (5.22)Im(f) (-1/( - 1))F(1/(- 1))
which was obtained by solving the integrals of Eqn. 5.9 with a symbolic mathematical
software program.
For the case of hard sphere scattering with radius rH, as for the van der Waal's
case, an exact analytical result can be obtained for the partial wave phase shifts [SAK85].
Further, numerical calculations reveal that the ratio of real to imaginary parts is
-1/ krH [SCE95], that is one over the square root of the number of partial waves
involved in the scattering. The negative ratio is indicative of the repulsion due to tunneling
experienced by the few partial waves whose classical impact parameter is near rH.
6. Numerical Calculation of f(k, 0)
A numerical calculation of the integrands of Eqn. 5.9, bsin28 and bsin 2 2,
provides insight into the real and imaginary parts of the scattering amplitude. I have
performed this calculation using a typical interatomic potential for the sodium-argon system
(Figure 5.3) [TAT77]. This potential has a Born-Mayer exponential repulsive core and a
van der Waals expansion for the long range attractive part. That is
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Figure 5.3 The Na-Ar interatomic potential from [TAT77]. The well depth is slightly over 6 millieV and
the equilibrium interatomic separation is 4.9A.
V(r) = Ae-b+(-r - + 8+ C )g(b,r) (5.23)
where the C6 accounts for the dipole-dipole term, C8 the dipole-quadrupole, and C10 the
dipole-octupole and quadrupole-quadrupole terms. If g(b,r)=l, Eqn. 5.23 diverges to -00
for small r because of the dispersion terms. Various schemes are used to slowly "turn off'
these terms at small r to regularize the potential [TAT77, TAT84, FYK96]. We used the
method of [FYK96], where g(b,r) is proportional to incomplete gamma functions.
To calculate the real and imaginary parts of the scattering amplitude for this system,
3i-
" . Relative Energy
S 2 r - ..... .. ..........................................  .. .... 1 0 e V
S ...... ............. . . ... - 0.01 eVS
.... ....... .............. ---........... ....01eV
S0.0
'• ............. -/ --• -<...... .......... ... ... 0. 1 e-
-2r / I ....
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Figure 5.4 Phase shift as a function of impact parameter for the potential of Figure 5.3 and 0.01, 0.1, and
1.0 eV center of mass energies. The peak phase is slightly over 7t radians for 0.1 eV at about 4.5 A.
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Figure 5.5 Integrands of the real (top) and imaginary (bottom) parts of the forward scattering amplitude.
The rapidly oscillating parts at small impact parameters average to zero for the real part but to a positive
value for the imaginary part. Note the non-oscillating structure at b=4.6 A. This comes from a stationary
point in 5(b) and gives rise to glory scattering.
we must first calculate the phase shifts in the integrands of Eqn. 5.9. Using Eqn. 2.2 for
the phase shift, which was obtained using an eikonal approximation (i.e. assuming a
straight-line trajectory through the potential), we have
8(b,kr) 2 V(r)dr= krV2 b2 . (5.24)
krh kr h2  V +(
This calculation is shown in Figure 5.4 using the potential of Figure 5.3 and center of mass
energies 0.01 eV, 0.1 eV (which is typical for sodium beam velocity of -1000 m/sec) and
1.0eV.
We can now calculate the integrands of the real and imaginary parts of f (Eqn 5.9)
which are presented in Figure 5.5 for 0.01, 0.1, and 1.0 eV center of mass energies. The
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following observations about Re(f) and Im(f) are general and would apply for any
reasonable potential. The imaginary part (bottom of Figure 5.5) averages to a line with
slope 1/2 for smaller impact parameters, indicative that this part of the potential contributes
to the total cross section. The real part averages out to zero for small impact parameters so
most of the contribution to this integral comes only from the long range part of the
potential. This shows why the ratio Re/Im gives a good indication of the long range part of
the potential.
For potentials, like ours, with reasonable minima there is glory scattering - which
results when the stationary point of the phase 5(b) (near the well minimum at b=4.6 A in
Figure 5.5) - makes an additional contribution to the integrands for Re(f) and Im(f). Since
this contribution can add to or subtract from the magnitude of the real and imaginary parts,
depending on the center of mass energy, we expect to see additional structure (which
generally oscillates) in plots of Re/Im as a function of energy that is dependent on the
potential well shape.
I have utilized the eikonal approximation and the assumption of a straight line
trajectory in these calculations thus far, so I now discuss the validity of this and show that
in certain cases it is valid over a broad range. In light of our description in Figure 5.2 that
atoms are scattered through an increasingly large angle as b gets smaller until we hit the
rainbow region, the important consideration is the straight line trajectory. The rainbow
angle is the maximal scattered angle until, at small b, the strongly repelling core takes over.
We can approximate the error in the eikonal calculation at the rainbow angle (nominally, the
worst case, except for strongly repelled small impact parameters) by assuming an average
sampled well depth inside some region of radius r and calculating the extra path length
classically as in Figure 5.6.
The total path length of the bent trajectory is 11+1 2 where 11 = r 2 -b and
12 = bsinOr + r2 - b2 1-sin2 8r) and , is the rainbow angle. A relatively accurate rule
of thumb for the rainbow angle is Or = 2DE / E where De is the interatomic potential well
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depth (-0.006 eV for Na-Ar) and E is the center of mass kinetic energy. For a
1000 m/sec beam (E-0. I1 eV), Or is approximately 0.1 radians. Thus, using a small angle
approximation, the additional path length of the bent trajectory is bO, As b -- 0, the error
goes to zero, because a trajectory that bends at the center point has the same length as the
straight through trajectory, the diameter of the circle.
The straight through trajectory has path length 2 r-  b , so bG,/2r 2- b2 is
the fractional error, however it is not the fractional error in path length but the magnitude of
this error in units of phase that is important, and for Na-Ar the error is not too large. Let
r=-10 A (the potential of Figure 5.3 is very small here) and let b=6 A. Thus the straight
line path is 16 A (its a 6-8-10 triangle) and the fractional error is (0.1 x 6)/16 = 4%. For
the magnitude of this error, we multiply by 5 (using Eqn. 5.13 which is plotted in Figure
5.4) assuming the potential is all long-range at 6 A. At this radius, 8 is approximately 7r/2
for 0.1 eV energy. Thus the error when we take the sinO in the integrands of Eqn. 5.9 is
still small (4% of ir/2). Had 6 been many rt at 6 A, as it would be for a deeper well or less
center of mass energy, this 4% error would have a large effect on the integrands, and thus
on Re/Im.
When this error is believed to be
too large, or when higher accuracy is
desired, we calculate Re/Im numerically
by defining a critical impact parameter
bc, above which the eikonal method
with a straight line is valid and below
which we sum over partial waves, using
the JWKB method to calculate the partial
Figure 5.6 Schematic of trajectories through a potential
wave phase shifts. This method was of range r. The straight line trajectory for impact
parameter b is the approach used with the eikonal
used for the results presented here. calculation in the text. Another trajectory that is
instantaneously bent to the rainbow angle 0, is alsoThus we calculate considered.
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Figure 5.7 Schematic showing the range of integration for the JWKB method. The effective potential is
defined in Eqn. 5.26, the center of mass energy is E, and the inner turning point is shown. The eikonal
method would be used for impact parameters greater than the cutoff radius.
Imax =krb,.
Re or Im = +Jdb.
1=0 h..
(5.25)
The JWKB approximation for the phase shift is valid in regions where the potential
does not change much compared to the wavelength. Near classical turning points where
this breaks down, standard connection formulas are used that account for exponential decay
into the forbidden regions. The result is an accurate method for computing the phase shift.
Consider the geometry of Figure 5.7. We have an effective potential
0.9
0.8
0.7
0.6
500 1000 1500 2000 2500 3000 3500
Beam Velocity (m/sec)
Figure 5.8 The resulting ratio as a function of incident beam energy for the potential of Figure 5.3. Each
point plotted here requires the full calculation of Eqn. 5.25 for the specified center of mass energy.
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h21(l+1)
Veff(r,) )= V(r)+ (5.26)
2/r2
and the classical turning point ro for an energy E is shown. We need to calculate the
JWKB phase from infinity into the turning point (a Newton's method algorithm is used to
find this point) and then back out to infinity. The result is derived in many texts (see
Landau & Lifschitz Quantum Mechanics for example):
3JWVKB(l,kr) = E - Veff(r,)dr+ l- krro + (5.27)8 2 4
ro
Using these partial wave phase shifts the summation in Eqn. 5.25 can be computed.
For the realistic potential of Figure 5.3 of the Na-Ar system, we have calculated the
ratio Re/Im as a function of incident beam energy or, equivalently, center of mass
wavevector kr, using this technique. The result is shown in Figure 5.8. This calculation
still assumes a fixed target gas, that is, the gas is at a temperature of zero Kelvin. The most
noteworthy feature is the oscillatory structure of this curve which arises primarily from the
stationary phase portion of the integral for the real part that occurs around b=4.6 A (Figure
5.5). These are called "glory oscillations" or "glory undulations" when they occur in the
total cross section - they are more pronounced in Re(f). The calculation is fairly intensive
numerically since the entire calculation of Eqn. 5.25 must be carried out for every point (f is
a function of the relative wavevector) that is plotted in
Figcure 5.8.
7. Velocity Averaged f (k, 0)
Having calculated values off ffor particular center
of asswavvecorsk,,we now must averagre over the
•-Va
/
/
Figure 5.9 The velocity vectors are for
actual velocity distributions to compare with the beam (a) and the target gas (b).
For a fixed relative velocity and beam
experimental data. The experiments performed to date velocity, the vertical solid lines define
the smallest and largest target
have typically involved a room temperature (-300K) velocities that contribute to the
integral.
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Vb+
target gas and an internally cold projectile beam with -7% rms velocity width. To compute
the predicted Re/Im, (see Eqn. 5.3) we must perform the average
kr = f (kr,O)p(E)dE = f(kr, )p(k,)dkr, (5.28)
because the physically measured parameters are functions of this quantity.
To derive the required distribution p(E) for the center of mass energy E, I use as
the starting point a definition of p(E) that assumes a monochromatic beam with mass ma, a
velocity va, and a 300K target gas with mass "mb. I have,
p(E)dE f [ (vb- Va )2 -E]p(vb)d b (5.29)
where dib = 2rnvdvbdcosOb and, from the Maxwell-Boltzmann distribution,
111b 2kBTP(Vb) 21rkB=e )Y " (5.30)
To help understand the limits of integration for dTb, consider Figure 5.9. For a fixed beam
velocity and relative energy E, with corresponding relative velocity I= - T •~ , the
limits are
Vb+ =Va +1 - (5.31)
Now integrating, p(E)dE =
2m I' e mbl' 1b v2 b Vos-( )+i }j(cos) dVb
.Vb+
= 21r e T Vb f 2va b COS- dvb
,2bkbvT2VaVbVb-
Smb Y Vb+ mb2v
va 2J e 2kbT vbdvbvb-
-kb TI mb e 2kbr - 2kbT
Vamb 27kbT
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InbI 2 .1'22E En= _sinhmbva 
.e__-- 2,b T 2 (5.32)27rkbT lVa kb T T(5.32)
This result is in agreement with the calculations in both [SCE95] and [FYK96]. I took the
further step of considering the impact of the velocity distribution of the beam on this final
averaging. I used the normalized "v3-weighted" Gaussian that was experimentally verified
for supersonic beams in [HAB77]. For an integrated beam intensity of I, the intensity at
velocity va is
2.5x10 3
2.0
1.5
1.0
0.5
0.0
Xe
Kr Ar
/ Ne
He
0 500 1000 1500
Relative Velocity (m/sec)
2001
0%
---------- 10%
0 500 1000 1500 200(
Relative Velocity (m/sec)
Figure 5.10 Normalized center of mass velocity distributions. The incident beam is sodium atoms at
1000 m/sec with the rms velocity widths specified in the legends. For the top (bottom) graph, the target
temperature is 300K (77K).
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5x10 -3
I v 3  _ A , -, 1
i(Va)=e (5.33)
+ 3 Ce2 ---
Here, a=( 2 kbT/la is the characteristic particle velocity in the source oven (with
temperature T). The enthalpy (sum of external and internal energy) per particle in the
source oven is Y kbT = 5kbT for a monatomic ideal gas, and this gets fully transferred
adiabatically into the kinetic energy nmau 2 of the beam during the supersonic expansion.
Thus, iu = 5kbT/jlma is the predicted velocity of the beam. Finally, integrating over the
velocity distribution of the source f p(E, Va)i(va)dva required completing the squares in the
exponents and utilizing Jxx 2e- a(x - b) d= +a( ) +b. The result was p(E)=
-m1E + 0• G O
bl/ e COT, Y2 o [(2Co+2Ci+ C5+)sinh(C 0 ) +2CiC2 cosh (C )1
p (1+4l) [(C 0 2 CO 2Co
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Figure 5.11 Velocity averaged ratio of real to imaginary parts of the scattering amplitude for a sodium
beam with the specified velocity passing through a 300 Kelvin argon target gas. (For comparison
purposes, the dark solid line is the T=0 case from Figure 5.8) Light solid line is the potential from
[TAT77]. Dotted lines use this potential but uniformly increase/decrease the van der Waals coefficients.
The repulsive core coefficients were altered to fix the well in the same place as [TAT77].
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1 mb
c= a2 2kbT'
mb 2E
C = k-- , and
kbT i
2u
C2 = 2'.
(5.34)
This result reduces to Eqn. 5.32 in the limit that velocity width goes to zero, a -4 0. This
normalized velocity distribution is plotted in Figure 5.10 for a variety of target gases, beam
velocity widths, and target temperatures. The effects of averaging over the beam's velocity
width will become substantial when a heavy target gas is cooled to 77 Kelvin.
Using this velocity averaging, we find that the large amount of structure or
curvature in the ratio plotted in Figure 5.8 will be significantly damped out for room
temperature gases (300K). Figure 5.11 is the same curve as Figure 5.8, but includes the
requisite velocity averaging for a 300 Kelvin target. (The curve from Figure 5.8 is
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Figure 5.12 Plots of the ratio Re/Im for the "nominal" potential of [TAT77] (solid line) and for alterations
of the well position ±5%. The potentials are plotted on the left and the results are on the right (the dashed
lines are consistent between the two pictures.)
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Figure 5.13 Plots of the ratio Re/Im for the "nominal" potential of [TAT77] (solid line) and for alterations
of the well depth by ±5%. The potentials are plotted on the left and the results are on the right (the dashed
lines are consistent between the two pictures.)
included, for comparison purposes.)
Two other curves on this figure show the sensitivity of Re/Im to changes in the
long-range van der Waals coefficients. The Cn-coefficients were altered by ±10% while
the coefficients of the repulsive core were altered in such a way as to leave the well depth
and position unaltered. The general effect is to raise/lower the whole curve by a few
percent for a 10% change in the coefficients.
The coefficients A and b of the Born-Mayer repulsive core were altered to move the
well bottom of the potential to new locations, allowing further exploration of the effects of
changes in the potential on this velocity averaged ratio. Two figures are included (Figures
5.12, 5.13): in the first, the well position is moved ±5% and in the second, the well depth
is moved ±5%. In both cases, the ratio Re/Im was most strongly affected at higher
velocities, indicative that these higher energies probe smaller impact parameters (near the
well minimum) more strongly. Additionally, it is clear that decreasing the depth of the
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potential and moving the well position to smaller r, raises the slope of Re/Im at higher
velocities.
B. Experiment
With the goal of sampling a large region of Re/Im, (Figure 5.13) three major
experimental advances were required: atomic interference fringes with sub-200 p.m period
gratings and an exceptionally flat dividing barrier (septum) between the two atomic beam
paths permitted the separation of high velocities and an adjustable atomic beam velocities
were required to obtain the data. Previously, septum width limited the velocity to less than
1600 m/sec in order to separate the atomic beams, but with this thinner septum and finer
gratings we can now fully separate -3000m/sec beams. Since the success of the new
small-period gratings and the vibration isolation improvements required to make them work
have already been described, I will briefly describe the newly divised septum and the
technique used to scan the velocity.
1. Technical Advances in the Interferometer
The key advance in construction of the new gas cell was the use of a thin (- 10 ptm)
wafer of single crystal silicon as the dividing wall which could be bonded to a piece of
glass in which a gas cell had already been cut out (See Figure 5.14). Early this year, we
realized that the "sandwich" concept of interaction region which we had used for prior
experiments was not necessary. (Our previous interaction regions [EKS93] consisted of a
thin foil stretched flat between two metal plates, but offset by spacers so that it was free-
standing.) Instead, a single sided interaction region using a rigid septum that only needs
support from one side would potentially be of higher quality.
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The necessary techniques to produce the final interaction region were developed by
fellow graduate student Edward Smith and will be reported on at length in the future.
Briefly, a thin silicon wafer (Virginia Semiconductors, Virginia) is delicately cleaned with
solvents and then with acidic and basic etches in a clean-room environment. A piece of
7740 borosilicate glass (Corning Inc., Corning, N.Y.), that has a matched coefficient of
thermal expansion to that of silicon, has a channel cut into it and then is cleaned. The
silicon is then bonded to the glass using an anodic bonding
technique [NEH93]. The part of the silicon that stretches across
the channel in the glass serves as the barrier between the two
atom beams. The channel itself becomes the gas cell as a small
hole that was previously drilled through the glass allows the gas
to be leaked in. A schematic of the interferometer with the gas
cell in place is shown in Figure 5.15. The interaction region is
positioned about 8 cm downstream of the second grating and is
a little over 3 cm long.
The septum was aligned in a two step procedure that
fixed it rotationally, so as to minimize its effective cross section,
and placed it properly between the two beam paths. First, the
septum was scanned into a collimated beam and then rotated
until minimal blockage of the beam resulted. By scanning the
:on
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detector across the profile and studying the resultant shadow of Figure 5.14 Cross section of
the interaction region as seen
the septum, we calculated that it was - 16 p.m wide. Later, by the approaching atomic
beams, which pass on either
measurements (of a similar interaction region) with an optical side of the dividing wall
(septum). The glass has a
interferometer showed that there was enough gradual bowing of channel cut lengthwise
through it and a small hole to
the septum surface to account for an increased shadow of let the gas in (from the left in
the Figure). The silicon
16 pm relative to the septum thickness of 10 pm. This wafer is on -10 gm thick and
is bonded to the glass, which
compares very favorably with previous foil septa that were 25- is 5-8 mm thick.
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Figure 5.15 Schematic of the three grating atom interferometer showing the relative position of the gas
cell. (Figure not to scale.) The beams propagate from left to right, and the gas cell is about 8 cm beyond
the second grating (gratings are separated by 66 cm).
30 [tm wide for 10 gm thick foils.
Once the correct septum rotation was established, the septum was positioned near
the minima between the central and the first diffracted orders of the atomic beam as
measured by a diffraction pattern of the first grating. Subsequently, the second and third
gratings were moved into position (they are all computer controlled with micro-positioning
motors) to take interference data.
A gas handling system, including computer controlled valves, was implemented
which either permitted a steady leak rate of gas into the interaction region or caused the
interaction region to be actively evacuated by a vacuum pump. This resulted in
unprecedented efficiency in data taking for this experiment in our interferometer. Once the
atom interferometer was properly aligned with one beam passing through the cell, data
could be acquired automatically and continuously for an extended length of time (-1 hr)
while the gas flow was switched on and off by the computer. The time constant to reach
equilibrium between the gas flow into the cell and the flow out through the ends of the
channel was unfortunately long (-1 minute), preventing frequent measurement of the zero
reference phase (empty gas cell). This could be dramatically improved by incorporating a
valve inside the vacuum chamber, very near the interaction region, so that a minimal
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Figure 5.16 Beam velocity as determined by the mass of the carrier gas. A source temperature of 1000 K
is assumed and the small partial pressure of the sodium (which has mass 23) is not accounted for here.
volume needs to be filled or evacuated.
By varying the mass of the carrier gas we can change the velocity of the sodium
beam, where
v= 5-b (5.35)
and n = maPa + nbPb
Protal
by about a factor of six (this ignores the sodium vapor partial pressure in the source oven,
typically 1-3%) Figure 5.16. To get intermediate velocities, we need to mix two gases.
We used a gas proportioning system to control the flow rate of the two gases, creating
mixtures in the source oven which generated sufficiently reproducible beam velocities that
the need to take velocity measuring diffraction scans during the run was eliminated. We
have demonstrated that by simply selecting appropriate flow rates for two gases, we can
117
1'•1 
gllll= lt4J i
UU
2
I..
1.0
Time (1000 seconds)
h
3
e
v
6,
a
C
0.0 0.5 1.0 1.5 2.0
Time (1000 seconds)
Figure 5.17 One data set (one single sodium beam velocity) lasting -40 minutes. Each point in the lower
graph is the phase of a sinusoidal fit to 10 seconds of data. The corresponding fringe amplitude is plotted in
the upper graph. A polynomial is fit to the zero phase data (bottom graph) and a gentle exponential decay
is fit to the zero-fringe amplitude data (top graph).
reproducibly select a sodium velocity (as measured by fits to diffracted order separations)
to within -3%. This dramatically increases efficiency in acquiring interference data, since
data can be acquired at a variety of velocities without "disassembling" the interferometer
(removing the second and third gratings and the septum from the beamline) to take
diffraction scans to measure the velocity.
2. Results: The Velocity Dependence of the Index of Refraction
We measured Re/Im for an argon target gas over the range -1100 m/sec to
-2800 m/sec using an interferometer with 140 nm gratings made at the CNF [Chapter 3].
A typical data set acquired for one sodium beam velocity entailed 8 segments of data with
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Figure 5.18 The same data set that was plotted in Figure 5.13 can now be directly fit to determine the best
slope. This slope is the ratio of Re()/Im(f that we seek.
gas in the cell, each 3 minutes long. In between this "gas data," the cell was evacuated and
"zero data" was acquired. (Figure 5.17). It was necessary to estimate the actual zero phase
and amplitude at the time gas data was actually acquired, thus we fit a reasonable function
to the all the zero data as shown in the Figure.
The quantities we require from the data to evaluate Re/Im (Eqn. 5.11) are the phase
shift, which is just the difference between the phase of a data point and the estimated zero
phase at the same time (as determined by the polynomial fit), and the ratio of the fringe
amplitude with gas in the cell over the fringe amplitude with no gas in the cell. In the case
of the amplitude data, an exponential decay of the detector response was observed, so an
exponential is fit to all the amplitudes of the zero gas data to obtain estimated unattenuated
amplitudes for the time when there was gas in the cell.
Each phase and amplitude point in Figure 5.17, after accounting for the appropriate
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zero phase and amplitude, is plotted in Figure 5.18. A least squares linear fit to the data
determines the slope, which is the ratio Re/Im. In the line fit, the error bars in both the x
and y direction must be accounted for (see, for example, Numerical Recipes in C). Since
we chose to measure all the data with respect to our best estimates of the zero phase and
zero amplitude, we are justified in requiring this line fit to pass through the point (0,0).
One possible caveat to this fitting procedure is a possible systematic altering of the velocity
distribution that "survives" the gas cell that could add curvature to this line.
Line fits, similar to that in Figure 5.18, were acquired for many different sodium
beam velocities on several different days with several different interferometer alignments.
These results are summarized in Figure 5.19 and climb much higher than the theoretical
predictions made with [TAT77], especially at higher velocities. Typical error bars are 3-
5%.
Several possible experimental errors have been considered and are believed to be
small effects in the final ratio of Re(f)/Im(f). First, drift of the collimated atomic beam line,
which could cause part of one atom beam to cross over to the wrong side of the septum,
had to be monitored closely. This was a serious consideration as the beamline sometimes
drifted by 10 or 20 pm in less than an hour, particularly early in an experimental run when
various parts of the apparatus were still equilibrating thermally. The motors and translation
stages used to position the collimating slits are of poor quality considering the importance
of a stable beamline. These should be replaced for future index of refraction experiments.
Zero phase (and amplitude) fluctuations due to thermal gradients and residual
vibrations in the apparatus are probably a significant source of random error. In some data
sets it can clearly be seen that the phase shifted during collection of gas data, causing the
phase to cross completely over the zero phase fit - that is, some data points have the wrong
sign for the phase. This phase is physically unreasonable for an attractive potential. These
fluctuations alone limit the precision that can be obtained with the present apparatus and
plans are underway to rebuild the interferometer to address this problem. A combination of
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improved thermal isolation and a monolithic, vibrationally isolated structure to support the
atom optics is expected to markedly improve the phase stability.
Scattering of other diffracted orders off of target gas atoms into the acceptance angle
of the detector was considered, but should play no role. Though some small amount of
background intensity might be added due to this effect, these atoms should be outside of
their coherence length because of the extra path they travel and, therefore, should not
contribute to the signal.
When the attenuation in the gas cell is strong, a slightly different velocity
distribution survives transmission through the gas cell because of the velocity dependent
total cross section (this effect was discussed in [EKS93]). This effect would favor
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Figure 5.19 The final results of numerous data scan at many different sodium beam velocities. The solid
line is the theory of [TAT77]. At higher velocities, the disagreement is particularly large. The dashed line
uses [TAT77] with the well depth decreased 30% and the minimum position decreased 15%. Possible
changes in the theoretical interatomic potential are discussed in the text as well as future experimental
prospects for reducing the error bars on the data.
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transmission of higher velocity atoms, so to correct for it would require shifting the plotted
data points to slightly higher velocities. Since a supersonic beam with -7% rms velocity
width was typically used, this effect is small (at most a few percent of the mean velocity).
However, future data with higher signal to noise may need to account for this effect.
Finally, dispersive phase shifts systematically lower the final fringe amplitude (by a
gaussian function, see Eqn. 2.9), a first order effect in the evaluation of Re/Im. For most
dispersive phases, the phase shift is directly proportional to 1/v. In this case, the phase as
a function of velocity has the complicated structure we have studied in this chapter.
Nevertheless, for an average phase shift of 2 radians, the error in the fringe amplitude was
less than 2% for the data included here, which had a 7% rms velocity width. This too may
have to be calculated and accounted for if 1% error bars for this experiment are pursued.
3. Discussion
We now consider the modifications of V(r) that could account for the observed
higher value and slope of Re/Im (relative to predictions based on [TAT77]) at higher
velocities. As was discussed above, movement of the well of the interatomic potential
toward a shorter radius and shallower depth will raise the theoretical prediction for Re/Im.
So also, larger van der Waals coefficients will uniformly raise the predicted curve though
less strongly. One potential that fits our data, has a 30% shallower well and 15% shorter
radius (movement of the radius affected the results about twice as strongly in Figures 5.12
and 5.13). This curve is included as the dashed line in Figure 5.19. These changes to the
well position exceed the variability found in potentials in the literature which show variation
of nearly 20% in the well depth and 5% in the position.
The fit included in Figure 5.19 has a reduced chi-square of 4.0 and qualitatively
represents our data, however we do not assume that the potential we used is unique in this
regard. Other potential shapes from the literature, including potentials similar to [TAT77],
but with different methods of regularizing the long-range potential, and Lennard-Jones
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potentials, may represent the data equally well with appropriately adjusted parameters.
However, the error bars on the data are likely too large to distinguish between these
potentials. Future ongoing work in this lab will have the intent of incorporating total and
differential cross section measurements and spectroscopic measurements of bound states
for Na-Ar molecules, including dissociation energies and vibrational spectra, to constrain
these otherwise arbitrary changes in the interatomic potential.
This experiment was the first to measure the velocity dependence of the index of
refraction of atomic de Broglie waves. We utilized a completely new tool - the atom
interferometer - that is able to measure the scattering induced phase shift in an atom wave.
Tremendous experimental strides were made that both provided this first data and also
indicated changes that need to be incorporated into the experimental apparatus before higher
quality signal data can be acquired. Several of these changes are underway: the target cell
is going to be cooled to 77K to retain more of the glory oscillation amplitude in the
predicted theory, the interferometer is being rebuilt so as to minimize vibrations and zero
phase fluctuations, and much more optimal open fraction gratings will be used. (The
gratings used for this data had poor open fractions; also, the channeltron detector
performed very poorly. Fixing these two parameters alone should provide an additional
factor of 3 to 4 in signal.) With future data, new constraints are expected to be applied to
the determination of sodium-noble gas potentials.
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Abstract. We describe a novel velocity-selection technique
for measuring dispersive phase shifts in matter-wave in-
terferometers. Where conventional velocity-selection tech-
niques simply reduce the width of the initial velocity dis-
tribution, here, the velocity distribution is chopped into a
series of narrow peaks such that the velocity dependence
of the phase shifts will result in a rephasing of the inter-
ference for certain strengths of applied potential. This tech-
nique overcomes limitations due to wide and poorly known
velocity distributions and thus allows a better determination
of the applied interaction with complete independence from
the initial velocity distribution of the beam.
PACS: 03.75.Dg; 35.10.Di; 35.80.+s
The state-of-the-art in atom optics and atom interferome-
ters has advanced rapidly [1-3], and atom interferometers
are now being used to measure atomic and molecular prop-
erties and fundamental constants. An atom interferometer
with separated beams allows a phase-shifting interaction to
be applied to only one path of the interferometer and has
been used to make accurate measurements of the potential
energy shift of the atom's ground state caused by an electric
field [4] and by Zeeman shifts in a magnetic field [5]. Mea-
surements of this type are typically limited by knowledge
of the velocity distribution of the atoms contributing to the
interference pattern. For dispersive potentials, large phase
shifts cause atoms with different velocities to dephase. This
limits the strength of interactions which can be applied be-
fore the contrast of the interference pattern is reduced sig-
nificantly. Additionally, the accuracy of the measurement is
limited by uncertain knowledge of the velocity distribution
of the beam.
These limitations can be circumvented by narrowing the
velocity distribution using conventional velocity-selection
techniques [6] or velocity postselection techniques, as has
been recently demonstrated in neutron interferometry [7].
Unfortunately, these techniques have the serious drawback
that the signal is substantially reduced because only a small
Dedicated to H. Walther on the occasion of his 60th birthday
fraction of the atoms in the initial velocity distribution are
transmitted through the selector.
In this paper, we describe a velocity-selection technique
with all of the advantages of conventional velocity selection
but with significantly lower signal loss. Instead of chopping
the beam to produce a single narrow velocity distribution,
the velocity distribution is chopped into a series of narrow
velocity distributions. We call this approach velocity multi-
plexing since it is possible to arrange for all of the peaks in
the velocity distribution to contribute in-phase and, thereby,
to form interference fringes with high intensity and high con-
trast. Thus, revivals in interference contrast with large signal
will be observed for large applied phases, allowing a more
accurate determination of the interaction. More importantly,
this technique has the additional advantage of permitting an
accurate measurement without any detailed knowledge of
the mean or width of the initial velocity distribution.
1 Theory
In a typical matter-wave interferometer (Fig. 1), a potential
is applied to one path of the interferometer and changes the
amount of dynamical phase that accumulates in that path.
This phase shift can be expressed in the Eikonal approxi-
mation [8] [valid when the kinetic energy of the particle is
much greater than U(x)] as
p(v)= kdx - kodx - .f ,U(x)dx.L, VA L,
Here, k = , (rEtU /h is the wave vector in the presence
of the potential and ko = (2mE)'/ 2/1i = mv/lt is the unper-
turbed wave vector. L' is the length over which the potential
is applied. Except for the special case where U(x) is propor-
tional to velocity, the phase shift fp(v) will be velocity de-
pendent and therefore dispersive. For velocity-independent
potentials U(z), we can express this phase shift in terms of
an effective potential,
r i = a U()dx sh iw,
producing a phase shift
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Fig. 1. Schematic of the M.I.T. atom interferometer. Zero and +1 diffractive
orders of the collimated sodium beam are shown leaving the first grating.
+1 and -1 diffractive orders from the second grating interfere in the plane
of the third grating which acts as a mask to sample the interference pattern.
An interaction region for the application of a potential is shown. The laser
beam is resonant with the Na atoms and, by pushing atoms out of the beam,
would act as a beam shutter
P(v) = wL'/v .
The observed phase and contrast in an interferometer depend
on this dispersive character of p(v). A measured interference
pattern will be an incoherent sum of interference patterns
for each velocity present in the beam. These individual in-
terference patterns are each phase shifted according to (1)
and weighted by the velocity distribution. Particles with a
particular velocity contribute an interference pattern in the
y-plane (Fig. 1) with period p, given by
I(() = I0 1 + Co cos y ()]
where Io is the detected beam intensity and Co is the con-
trast that would be observed with a perfectly monochromatic
source (delta function in v). Relating the observed contrast
and phase to the applied interactions requires averaging over
the velocity distribution P(v):
It(oy)= Io P(v) + Co cos [I- - (v)] dv
Io1 [l+CoCOS(2ry•
Expanding the cosine with trigonometric identities reduces
the interference term to a sum of two components in quadra-
ture, which can then be averaged over velocity to give an
observed contrast and phase of
= Co P(v) cos o(v)dv + P(v) sin o(v)dv (4a)
and
f P(v) sin (p(v)dv (4b)tan (Pobs) =f P(v) cos p(v)dv (4b)
The effect of averaging over the velocity distribution of a
typical supersonic beam, which can be modeled by a Gaus-
sian distribution of velocities, is shown in Fig.2. The con-
trast of the interference pattern from (4a) is plotted vs Wp(vo),
which we define as the amount of phase accumulated by
atoms with a velocity vo, the mean of the Gaussian distri-
bution. In this example, the contrast drops by an order of
magnitude with applied phase shifts of only tens of radians.
Furthermore, the observed phase of (4b) differs from the ap-
plied phase Op(vo) by 0.25% at 40 rad. This limits the extent
I0-
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Fig. 2. The observed contrast (Ca,, top) and observed phase (WoN, middle)
for a typical Gaussian-shaped beam with 4% rms width and no velocity
selection are plotted as a function of the phase shift W(vo) accumulated by
atoms with the mean velocity so. This shows the damping of the contrast
and the deviation of the accumulated observed phase from the phase applied
to an atom at the mean of the velocity distribution [l~,i - Wo(vn), bonom]
to which large phase shifts can be applied and complicates
the interpretation of results in precision measurement.
To address these problems, we now consider a velocity-
multiplexing scheme in which a beam is chopped in a man-
ner that passes a comb of velocities. This can be achieved
with two beam shutters placed a distance L apart that are pe-
riodically and simultaneously opened for a time f t, wheref is the open fraction and At is the period. If the shutters
open at time t = 0, then an atom passing through the open
first shutter must reach the second shutter during subsequent
openings at times t, = ndt, where n is an integer, to be
transmitted. Thus, the transmitted atoms will have a velocity
distribution with peaks at velocities
Vn = L/tn = LInAt.
The integer n is the number of shutter cycles that occur dur-
ing the traversal time between the two shutters for a particle
with velocity v,. For example, particles that pass through the
first shutter with a velocity v4o will reach the second shut-
ter exactly 40 cycles later and pass through without further
attenuation.
Examples of velocity distributions produced by this sim-
ple selector, where the initial velocity distributions were
Gaussian, are given in Fig. 3. In experiments that require
a well-determined velocity, this multiplexed velocity distri-
bution is obviously not desirable, and additional shutters are
necessary to select only one of these peaks. For matter-wave
interferometry, however, this type of velocity distribution
can be exploited in a type of rephasing experiment. Note
that the separation between velocity peaks has an inverse
dependence on velocity, as can be seen in (5) and in the top
axis of Fig. 3. The fact that the phase in (1) also depends
inversely on velocity is the key to the rephasing, as we now
show.
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FIg. 3. Velocity distributions for beam-shutter-opa fractions f = 0.25 and
f = 0.50 are shown and compared to the original Gaussian distribution
where the central intensity at vo = 1000 is normalized to unity. Each
velocity peak vn corresponds to an integer value of n as labeled on the
top horizontal axis. The spacing of these peaks depends reciprocally on v,
as can be seen from (5) and by comparing u36-7 and v4-4sr on the top
aris of the figure
It takes a time L'/vn for an atom from a peak in the
velocity distribution to pass through the region of the applied
potential. So, the accumulated phase difference due to the
potential, using (2) and (5), is given by
wn = nAtwL'/L . (6)
We see from this relation that if we impose the condition
AtwL'/L = 21rm, (7)
with m an integer (this can be achieved by choosing an ap-
propriate effective potential 1hw or by varying the period At)
all of the phases pn - and consequently all the interference
patterns of atoms with peak velocities v, - will differ by
27rm and, hence, will be in phase. Thus, a strong rephasing,
or revival bf the contrast, occurs because they all add con-
structively to the final interference pattern. In other words,
for particular applied potentials, each peak in the velocity
distribution will accumulate the same phase shift modulo
27rm, resulting in a contrast revival.
In a typical interference experiment with an unselected
velocity distribution, one observes the phase shift as a func-
tion of the applied potential as in (1) with the goal of de-
termining some parameter of the potential, such as a polar-
izability. As the potential is increased, the contrast damps
out and one can no longer determine the phase accurately
(Fig. 2). This phase measurement is thereby limited by the
finite coherence length associated with the unselected veloc-
ity distribution. Conventional velocity-selection techniques,
by narrowing the velocity distribution, simply increase the
coherence length and thus extend the range of potential that
can be applied, albeit with a significant loss of signal. In-
stead, the technique we describe produces a revival in con-
n ((vo)/2nx)
A ?n An aRn n lnn
(v) in radians
Fig. 4. Revivals in the contrast am shown as a function of applied phase
Wp(vo) and n (top axis) for the velocity distributions of Fig. 3. Revivals
occur at n = 40 (m = 1). n = 80 (m = 2), etc.
trast when the phases p,, of all of the velocity peaks are
integer multiples of 2w from the reference phase zero. This
completely determines the desired parameter of the potential
without using any knowledge of the initial velocity distribu-
tion. The only unknown in (7) is the potential and by making
measurements over several known values of At, it can be
determined accurately and unambiguously.
2 Modeling
Using the multiplexed velocity distributions described above,
we have calculated the observed contrast and phase accord-
ing to (4a) and (4b). The results are summarized in Fig.4.
We see that revivals in contrast occur successively as the
peaks in the velocity distribution become 21r, 4r etc. out of
phase with each other, corresponding to m = 1, 2, etc., as
defined in (7). As expected, the contrast damps more quickly
for larger open fractions f. This is because more particles get
through the shutters that are not precisely in phase with the
peaks at v,. Thus, as the applied phase increases, the contri-
bution of these atoms becomes more out of phase, damping
the contrast at higher revivals.
The first revival for the case f = 0.375 is shown in de-
tail in Fig.5. It can be shown from a Gaussian fit to the
contrast revival (top graph) and from linear extrapolation of
the phase data Wcpa (middle graph), that a zero in phase co-
incides with the contrast peak to better than 1 part in 10.
This verifies what we claimed from (7), that meeting the
appropriate 2rm condition with the potential fw will give a
contrast maximum. Thus, experimentally, one measures the
phase and contrast of the interference fringes as a function
of applied potential. An accurate measurement of the phase
zero that coincides with the peak of the contrast revival then
completely determines the unknown parameter in the poten-
tial hw without accurate knowledge of the initial velocity
distribution.
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Fig. S. A detailed study of the first revival in contrast from Fig. 4 for an
open fraction of f = 0.375. The contrast (top) and the progression of the
observed phase (middle) are shown as a function of applied phase p(t•). A
phase zero in cWb, coincides with the contrast maximum to better than I
part in 105. A verrical dashed line is drawn through the contrast maximum
to guide the eye. The generation of the lower graph is described in the text.
It shows that the phase difference is very linear in the region of the contrast
maximum
The plot of 'b,-tp(vo) (bottom graph) is shown to verify
that the observed phase difference is very linear in the region
around the contrast maximum. In general, it is difficult to de-
termine how much total observed phase has accumulated rel-
ative to the point of zero-applied potential, especially since
the phase cannot easily be followed through the contrast
zero. In this case, however, since vo = v40 by construction,
the contrast revival occurs at exactly (p(th) = 40(2x). Thus,
40(2r) was added to robo at the contrast maximum and the
accumulated observed phase was calculated with respect to
this. The lower graph was then generated from Woba - W•o(vo).
Although vo is not generally well known, and (p(v0) is
not generally an exact multiple of 21r at the revival, an ex-
perimental measurement of the phase zero at the observed
contrast maximum still provides an accurate determination
of the potential t1w. The key point is that, at the contrast max-
imum, all the atoms are phase shifted an integral multiple
of 2r relative both to each other and to the point of zero-
applied phase. Equation (7) is then valid and the position
of this phase zero may be used to determine the unknown
parameter of hw accurately.
To demonstrate the independence of this technique from
knowledge of the initial velocity distribution, we have con-
sidered various other initial velocity distributions. First of
all, to demonstrate that knowledge of vo is not needed, we
shifted the velocity distribution so that vo does not coincide
with a peak vn, as was the case in Fig. 3. The peak in the
contrast revival still coincided with a zero phase to better
than 1 part in I0s, as required by the condition (7). We also
performed the calculation for a v3-weighted Gaussian that is
more appropriate for molecular beams (9], for wider veloc-
ity distributions (o, = 10% instead of 4% as in Fig. 3), and
for a purely effusive beam. In all of these cases, the peak
in the contrast revival coincides with a zero phase to better
than I part in 1i.
We now discuss how to maximize the Signal-to-Noise
ratio (S/N) in a measurement with velocity multiplexing and
compare its benefits with respect to conventional velocity se-
lection. In an interferometer, assuming Poissonian statistics
for the beam and no detector background, the S/N is propor-
tional to /NC, where N is the amplitude of the interference
pattern in counts and C is the contrast. The amplitude of the
interference pattern using velocity multiplexing is f 2N: the
first shutter reduces the beam by the open fraction f, and
the second shutter reduces it by another factor f. The trans-
mission of the second shutter will be greater than f unless
the velocity peaks are narrow compared to the width of the
velocity distribution or, equivalently, each pulse of atoms
that passes through the first shutter is sufficiently spread out
at the second shutter. When the f2 loss is combined with
the contrasts calculated in Fig.4, velocity multiplexing is
found to have a S/N with a broad maximum at approxi-
mately f = 0.375, at which point 14% of the original beam
is transmitted.
This is a significant improvement over conventional ve-
locity selection of the beam which further decreases N by
leaving only the central velocity peak. This improvement is
about a factor of 5 for the velocity distributions shown in
Fig. 3, where n = 40 and ao, = 4%. In regimes where o, and
n are larger, producing more velocity peaks under the distri-
bution, the gain in signal of velocity multiplexing compared
to conventional velocity selection is improved and can eas-
ily be a factor of 100. We recall that, without any velocity
selection, the S/N = 0 because no contrast remains at large
applied potentials.
3 Experimental example
We recently completed a measurement of the ground-state
polarizability of the sodium atom [4]. This was the first mea-
surement to utilize an atom interferometer with separated
beams and, though it was an improvement of a factor of
twenty over previous absolute measurements, it was limited
by knowledge of the velocity distribution. Thus, extending
the accuracy of this measurement provides a good frame-
work for discussing this technique.
We begin the discussion with a convenient choice of
beam "shutters". While velocity selectors constructed of slot-
ted spinning discs have long been used in molecular beams
[10], we propose the application of two beams of laser light,
a distance L apart, which resonantly push atoms out of the
beam path (Fig. 1). In our current apparatus, the laser beams
must provide only 0.1 mrad of deflection to effectively re-
move an atom from the highly collimated sodium beam, so
a momentum change of a few photons will suffice. With L
set at 10 cm and a beam velocity of 1000 m/s, it can be seen
from (5) that pulsing the laser with a period of At = 2.5'ps
would produce the velocity distribution of Fig. 3 with n = 40.
This is easily achievable with standard acousto-optical mod-
ulators.
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The ground-state energy of an atom placed in an electric
field changes by the quadratic Stark effect 6U = -a)El2/2,
where a is the polarizability of the atom. In this experiment,
the applied field would be increased until the first contrast
revival is found. After carefully measuring the field that cor-
responds exactly to the zero phase shift at the peak of this
contrast revival, the polarizability would be determined from
AtacEI2L'/2hL = 27r, using (7).
This value of the applied field completely determines
the polarizability, without any knowledge of the mean or
velocity width of the initial distribution, since At and the
lengths L' and L can, in principal, be accurately determined.
This technique eliminates the primary systematic errors that
were encountered in this measurement.
The measurement in [4) had a combined statistical and
systematic error of 0.3%, an accuracy that is comparable
to the current state-of-the-art in atomic-structure calculation
[Ill. In principle, finding the zero phase determines the po-
larizability to better than 0.001%. Although measurements
of the geometry of the interaction region and the beam shut-
ters will limit the measurement, it is reasonable to expect to
improve this measurement of a by an order of magnitude,
which would provide a stringent test for atomic-structure
theory.
4 Conclusion
In conclusion, we have shown that the application of a multi-
plexed velocity-selection technique to matter-wave interfer-
ometry can be a very valuable tool in the pursuit of precision
measurement and it is well suited to atom interferometers
[12], where bright sources can be achieved and contrast in
excess of 40% has been observed.
We note that this technique, while ideal for velocity-
independent potentials where the phase depends on v - ' ,
could also be applied to other potentials. Gradient poten-
tials, where the v - 2 phase dependence normally causes a
rapid loss of contrast with applied potential, can be studied.
The extra power of v- 1 shifts the observed phase by 1% at
the first revival and appropriate calculations of the velocity
distribution would be required to make measurements at the
0.1% level.
Finally, this technique may make new measurements
possible, such as measuring both the in-plane and out-of-
plane components of the polarizability tensor of the Na2
molecule. The two components should, in principle, rephase
at different values of the applied voltage. For a Na2 beam
that is not state selected, one measures interference fringes
that are a statistical mixture of fringes from the two polariz-
ability components, but it should still be possible to extract
the two values from the measured contrast revivals.
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We describe the fabrication of slotted, free-standing structures used as amplitude gratings in a
separated-beam interferometer. Improvements in electron-beam writing techniques have allowed us
to compensate for electron-beam system drift, making practical the exposure of 800X800 mn
gratings with period as small as 0.14 pm/an. Alignment marks are used for periodic drift compensation.
Finite element analysis of fracture formation in silicon nitride films gives us a tool for the prediction
of structural failure in arbitrarily shaped free-standing structures. C 1995 American Vacuum
Society.
I. INTRODUCTION
The field of atom optics and atom interferometry has
grown rapidly since the development of optical elements
based on the manipulation of atoms with light' or with physi-
cal gratings.2 This article describes the fabrication of slotted,
free-standing structures used as amplitude gratings in a
separated-beam interferometer. Atom interferometry has al-
lowed the measurement of the index of refraction of atoms
and dimer molecules traveling through gases,' as well as
measurements of magnetic substates4 and the electric polar-
izability of sodium.5
The critical optical element for this interferometer is the
free-standing grating. Interference contrast relies on the grat-
ing being coherent over its length, with minimal distortions
induced by stress. The goal of the fabrication process is to
produce gratings whose phase remains in step to within a
fraction of the grating period. Grating lines must be straight
to the order of their linewidth over their length, and the grat-
ing period must be constant to the order of the grating period
over the width of the grating (or, over the width of the atomic
beam, whichever is smaller). Holographic lithography is ca-
pable of generating such highly coherent gratings over large
areas and has been used to fabricate silicon nitride gratings
similar, but much larger than ours.6 Holography has the dis-
advantage (over electron-beam lithography) that patterns are
limited to straight gratings, and that support structures must
be defined in a separate step. The electron-beam lithography
techniques reported here can be applied to any pattern, and in
theory can be scaled to narrow structures with lengths on the
order of 50 cm. In the future, a combination of electron-
beam and holographic techniques7 may provide the optimal
combination of coherence and versatility.
We have previously reported the fabrication and charac-
terization of 0.4 pman period gratings.8 In this article we de-
scribe new fabrication methods for decreasing the gratin
period to 0.14 pmn, for increasing the area to 800X800 pm
and for improving the coherence of gratings.
II. FABRICATION
The fabrication process (see Fig. 1) begins with the depo-
sition of low-stress silicon nitride. Silicon wafers ((100), 3
in. diameter, 250 pan thick) are cleaned with the standard
RCA process.9 To remove any surface defects, the wafers are
then oxidized, and the oxide is stripped in buffered oxide
etchant (HF:H 20 1:10 with ammonium fluoride). Wafers are
then coated on both sides with amorphous silicon nitride,
deposited by low-pressure chemical vapor deposition
(LPCVD) using gas sources of dichlorosilane (SiH2CI) and
ammonia (NH3). Low-stress, nonstoichiometric silicon, ni-
tride films were formed by using a mixture rich in dichlo-
rosilane, SiH2C12:NH3 of 4.27:1 at a deposition temperature
of 850 "C. Silicon nitride produced with this process is stiff
(elastic modulus -3x101 Pa) and has low residual stress
(-300 MPa). Low-stress silicon nitride has about one-tenth
the internal stress and about one-half the tensile strength of
stoichiometric silicon nitride (Si3N4).
Free-standing, unpatterned silicon nitride films ("win-
dows") are made by first patterning the silicon nitride on the
backside of a wafer. The photoresist is exposed, developed,
and used as a etch mask for reactive ion etching (RIE) in
CF4 . The silicon is etched in 4 M KOH (93 *C), which
etches Si 50 times faster in the (100) direction than it does in
the (111) direction. Since the KOH etches slowly in the (111)
direction, the last traces of silicon left on the silicon nitride
windows are small pyramids which etch very slowly. To
speed the process we remove the wafers from the KOH so-
lution, rinse thoroughly in water, and finish the etch with an
acid mixture (HNO3:HF:H20 150:8:75) which etches silicon
isotropically. The isotropic etch eliminates sharp, jagged sili-
con edges which form when rectangular windows are mis-
aligned with respect to the crystal plane. Trimble et al.10
have reported that this final isotropic etch rounds out the
comers of the silicon, thus avoiding sharp edges which could
break the nitride. Our results are consistent with this, since
our yield has been greatly improved by the technique.
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FicG 1. Grating fabrication sequence. Silicon wafers are cleaned, then coated by LPCVD with low-stress silicon nitride. The "window" pattern is printed in
photoresist, then etched into the nitride with RIE in CF4 . The window pattern is etched through the silicon wafer with KOH, then with a mixture of acids. The
first e-beam exposure defines gold alignment marks. In the second e-beam step, the marks are used for alignment, and gratings are written over the windows.
The PMMA resist is then used as a mask for etching the nitride in CF4 and H2.
After preparing the windows, the wafer is spin-coated
with -- 170 nm of PMMA, baked for 1 h at 170 OC and
coated with 10 nm of Au. The Au is needed for charge dis-
sipation during electron-beam patterning. After exposure the
Au is removed with a KVI mixture," and the exposed
PMMA is developed with methyl isobutyl ketone and isopro-
panol (MIBK:IPA, 1:3). Gratings are exposed with 50 keV
electrons using a JEOL JBX-5DII lithography system.
Gratings exposed in PMMA are used directly as the mask
for RIE of silicon nitride in CF4 and H2. Normally PMMA
offers poor selectivity for plasma etching, and a layer much
thicker than the nitride would be required. However, a nitride
thickness of 150 nm and a grating period of 140 nm require
a PMMA aspect ratio greater than 2:1. To maintain good
edge acuity and a reasonable PMMA aspect ratio we require
an etch selectivity of at least 1:1. We have developed a se-
lective RIE chemistry by adding a polymerization promoter,
H2, to the fluorine-based etchant, CF4 . Our process uses 5
sccm of H2 and 42 sccm of CF4 at a pressure of 15 mTorr
and dc self-bias of 300 V. Silicon nitride etches at 28 nn/
min, and PMMA etches at roughly the same rate. Increasing
the amount of H2 causes the PMMA etch rate to drop, and
improves the selectivity; however, the etch rate becomes less
consistent, due to polymer deposition on the walls of the
chamber. Higher flows of H2 can lead to a net deposition of
polymer on the sample. Another important consideration is
that PMMA will flow when heated above its glass transition
temperature, 110 0C. To avoid PMMA flow, the nitride is
130
!
nitride < ý IqMi~~i
etched in 2-3 min cycles with 2 min of cooling between etch
step. This etch recipe has proven to be equally effective
when etching silicon dioxide. 2
III. SOURCES OF INCOHERENCE
Gratings are written with 50 keV electrons, using a JEOL
JBX-5DII electron-beam (e-beam) system with a LaB6 emit-
ter and a stage controller accurate to X/128 (5 am). The beam
is focused to a -20 nm spot in a 80X80 pm writing field.
Grating coherence is compromised by a number of factors:
(1) Vibration and misalignment in the interferometer We
have verified that vibrational noise from the necessary
nearby roughing pumps and, to a lesser extent, from water
flow in the diffusion pump cooling lines causes a degradation
in the atom interferometer fringe contrast. By briefly turning
off some of the noise sources, fringes were obtained with
approximately 10% higher contrast. A combination of sus-
pending the interferometer and/or the pumps may isolate the
interferometer from most of the vibrational building noise.
(2) Roughness and continuity of the individual lines af-
fects the interferometer's fringe contrast, but is less impor-
tant than the overall coherence of the grating.
(3) Distortions in the writing field caused by nonlinear
deflection can be compensated on our e-beam tool with the
use of a hardware distortion map. We have found that, even
with extensive averaging of the calibration data, the deflec-
tion distortions in a 80 mn field are below the noise of the
mark detection electronics; that is, less than 5 nm.
(4) Writing field stitching errors are caused by imperfect
calibration of the beam deflection. These errors, due to in-
correct field sizing and rotation, arise either due to mark
detection inaccuracy, or because the substrate is not perfectly
planar. A substrate which is 1 pnm out of the plane will cause
a field sizing error of 4 nm (assuming a 10 mm working
distance and a field size of 80 pum). By careful calibration of
the deflection gain and field rotation using marks on the sub-
strate, field-to-field stitching errors are kept in the range of
10-15 nm.
(5) Stitching errors are also caused by stage roll, pitch,
and yaw (rotation of the stage about the X, Y, and Z axes,
respectively). Stitching errors are measured by writing ver-
niers at the intersections of writing fields.
(6) Drift in electronics or temperature changes in the
e-beam column will cause random shifts in the deflection
origin. Drift is measured by writing one side of a vernier
before writing the grating, then writing the matching vernier
pattern after the grating.
(7) The silicon wafer may change temperature during
e-beam patterning, causing a gradual drift due to thermal
expansion. While this effect could accumulate several mi-
crons of error, it can be avoided by allowing the substrate to
come to thermal equilibrium before exposure. It is difficult to
distinguish this thermal shift from drift in the electronics or
temperature changes in the column.
Of these sources of incoherence, errors due to stage roll,
pitch, and yaw are the hardest to characterize. These so-
called runout errors in an e-beam tool are caused by slow
changes in orthogonality over the length of the stage. Stan-
dard laser-controlled stages correct only for deviations in X
and Y, but not for any angular errors. 13 While runout errors
contribute to field-to-field stitching errors, the dominant ef-
fects may be drift and calibration error. A significant runout
error of 0.1 pm over a 2000-pm-long grating would cause an
average field-to-field stitching error of 4 nm; this error is
difficult to measure with vernier matching patterns. The tech-
nique used to measure drift (writing matching verniers be-
fore and after the grating) will not work for measuring
mnout errors, since the systematic errors incurred during for-
ward travel will be exactly reversed upon return to the ver-
nier's origin. For the production of large commercial mask
plates, the operational solution to this problem has been to
characterize one e-beam system with respect to another.
Similarly, one could characterize the X axis with respect to
the Y axis by writing a horizontal set of marks, turning the
substrate 90*, then measuring the mark locations with the
same system. In any case, the measured runout is a convo-
lution of two values. It is clear that a more absolute measure
of stage runout would be valuable. Since no such measure is
currently available, the stage runout is observable only as
part of the net loss of contrast in the atom interferometer.
If field-to-field stitching errors (in our case, 10-15 nm)
are dominated by calibration errors (for instance, an incorrect
measure of field rotation) or by drift, then why is runout at
all important? Imagine a runout error which oscillates over
the length of the grating, with an amplitude comparable to
the grating period. This runout will degrade the coherence
significantly, yet the stitching error at each field boundary
may be too small to measure. On the other hand, a random
drift error (say, on the order of 10% of the grating period)
will cause a much larger field stitching error, even though a
fit to a straight line would show that the overall coherence is
not as compromised.
IV. COMPENSATION TECHNIQUES
Drift in system electronics can be measured by writing
one side of a vernier before the grating, and the matching
half after the main exposure. Over an exposure time of
10-15 min, we find that the system will drift around 50-60
nm. By repeatedly measuring the location of one mark over
several hours, we find that the system drifts in a random
walk pattern with a net drift on the order of 0.1 zpm in I h.
We have compensated for system drift by periodically align-
ing to marks placed along the grating every 160 Apn. The
marks are placed around 50 pm from the center of the grat-
ing, depending on the width of the silicon nitride window.
The e-beam system's stage is moved so that an alignment
mark is in the center of the writing field, and the mark's
position is measured automatically by scanning the beam.
The stage is then moved back to a writing position over the
silicon nitride window. Stage motion is minimized to avoid
stage motion (runout) errors after alignment. Cross-shaped
Au marks are patterned next to the nitride windows, using a
high-speed process. These marks are patterned with the same
e-beam tool, with an exposure time of 3 s to write all of the
marks for a single millimeter-long grating. Because the
marks are written in the center of writing fields, errors from
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FlG. 2. Gratings used for the atom interferometer. (8) TEM micrograph of a
140 nm period grating. The light areas are low-stress silicon nitride. Grating
lines are 3 IJID long between suppon structures. The film is 150 nrn thick.
(b) Lower magnification view of the completed grating, showing (1) cross-
shaped Au alignment mark. with cross-linked PMMA left on two of the arms
from the alignment scan, (2) verniers at writing field intersections, and (3)
the grating on a silicon nitride window. 1be dark region (3) is the window;
the grating overlaps onto the solid silicon. Diagonal lines over the window
are the 4 pm period support grid. Fine grating lines are parallel to the
double-ended arrow (insened).
the grating was varied between 0.2 and 20 pm. When the
period becomes larger, the stress relief produced by the ad-
jacent cracks is reduced. Similar to the former case, cracks
propagate at a critical value of the period, and the window is
destroyed. Figure 3 shows the plot of the percentage of bra:
ken windows versus the slot length (for the first case) and
versus grating period.
We simulated the single-slot and grating experiments us-
ing EPFRANC2D (elastic-plastic fracture analysis code, two
dimensions), an interactive finite element code that is ca-
2
3
1(b)
v. FRACTURE SIMULATION
We have found empirically that gratings are most stable
when the pattern includes support lines 1 pm wide perpen-
dicular to the fine grating, with a period of 4 pm (see Fig. 2).
Also, gratings are far less likely to break if they are written
over the entire nitride window, instead of just in the center.
To understand these empirical observations and to better pre-
dic:t the catastrophic failure of free-standing structures, we
have conducted simulations of crack formation in silicon ni-
tride films. To test the simulations, wafers were prepared as
above (150 om of low-stress silicon nitride), with a large set
of 1x 1 mm silicon nitride windows. Patterns of varying
shape were written over the wafer to observe the point at
which the windows would break. The membranes fail as the
holes are etched through the nitride; no external strain is
applied to the window.14
Two different structures were patterned to test the simu-
lation: a single slot in the center of a window and a grating
across a window. In the fonner case, the length of the slot
(one in each window) was varied from 2 to 20 pm, with a
fixed width of 0.1 JLm. As the length of the slot is increased,
the magnitude of the stress concentration at the ends of the
slot is increased. At a critical stress level, a crack propagates
from the end of the slot, and the window is destroyed. In the
latter case, the grating lines had a fixed length of 5 pm, a
fixed width of 0.1 pm, and a 1 p.rn support structure (similar
to the atom interferometer grating). In this case the period of
imperfect deflection and rotation calibration do not influence
the pattern. The marks are affected by the same runout errors
affecting the gratings, but system drift can be effectively
eliminated. In addition to their use for drift compensation,
marks on the silicon wafer are used to calibrate the field gain
and rotation, thereby reducing errors arising from the use of
marks on the stage, marks which are not in the same plane as
the substrate.
A technique commonly used to relieve stitching errors on
mask plates is to overlap the pattern at field boundaries. We
take this idea further, by overlapping 80 pm fields every 16
pm. In this way each line of the grating is exposed five
times, each time at ! of the total dose, from five different
locations in the field. Under normal operating conditions the
80 pm writing fields are divided into a uniform grid of
smaller sections called "subfields" (usually -lOX 10 p.m) so
that features inside each subfield can be patterned with high-
speed 12-bit digital-ta-analog converters (DACs). 16-bit
DACs are used to place the origin of each subfield. We use
ten different subfield sizes, so that any subfield (interfield)
placement errors will also be randomized. By overlapping
fields we average the stitching error over the length of a
writing field, turning random placement errors into slightly
increased linewidth. Stitching errors due to systematic prob-
lems (nonplanar sample, stage runout, and calibration error)
are converted from sudden shifts of high spatial frequency
into gradual shifts of low spatial frequency. We have used
this technique for the production of laser distributed-
feedback/distributed Bragg reflector (DFBIDBR) gratings,
but have not yet applied the method to the fabrication of
atom interferometer gratings.
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(a)
crack tip must be predominantly under a state of plain strain.
Experimental results have shown that if the following condi-
tion is met, the crack tip is sufficiently in this state of plain
strain: 17
lb)
FIG. 4. (a) Magnified view of a portion of the finite element mesh used in
the grating simulations. The mesh is deformed due to membrane stresses
simulated using thermal loading. The deformation is magnified; its largest
value is I nm. The top and bottom surfaces were restrained from motion in
the vertical direction to impose symmetric boundary conditions. The left-
most edge was restrained from motion in the horizontal direction for similar
reasons. (b) Plot of the maximum principle stresses present in the grating
structure. Red corresponds to the lowest principle 5lI'eM, and dark blue, the
highest.
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FIG. 3. Yield of test structures is measured to extract the value of the stress
coefficient K/c . Patterns of holes arc etched into l.50-nm·thick low-stress
silicon nitride windows, each IXI mm. (a) A single O.l-~wide line is
etched into each window, and the length of the line is varied across the
wafer. When the line length exceeds -8 pm. most of the windows break. (b)
Grating lines of fixed length 5 pm (J p.m support bars between lines) have
a pitch which varies between 0.5 and 20 pm. When the grating pitch ex-
ceeds -7 jJJIl, most of the windows break.
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pable of performing fracture. mechanics an8Iyses of two-
dimensional structures. lS One goal of these simulations was
to show a correlation between the stresses present in the
single-slot geometry and those of a grating geometry that
exhibited catastrophic failure during fabrication. The criteria
that we used to compare the critical geometries was based on
the mode I stress intensity factors present in each case. l6
Assuming that the single slot and the grating slots are sharp
cracks. we used the stress criterion for crack propagation that
states that a crack will propagate if the stress intensity factor
exceeds a critical value, i.e., the plane strain fracture tough-
ness for mode I. Failure was assumed to occur when any
crack tip began to propagate.
The far field membrane stress was simulated by restrain-
ing the boundary of the window from all motions and assign-
ing a temperature drop and coefficient of thermal ·expansion
which resulted in the measured membrane stress. Figure 4(a)
shows a typical deformed finite clement mesh for the grating
experiment. The corresponding plot of the maximum prin-
ciple stresses present in this case is shown in Fig. 4(b). In
order to invoke the stress criterion for crack propagation. the
nitride thickneSS;l=2.5(K/c/uyiel~2,
where K/c is the mode I fracture toughness and Uyield is the
yield stress of the material, approximately 10 GPa. By
choosing a single-slot geometry which corresponded to the
design where 50% of the single slots failed. we estimated the
mean plane strain fracture toughness to be 1.08 MPa ml12
from the formula
K/c=uc~'
where the membrane stress U c equals 300 Mpa, and a, one-
half of the crack length, equals 4.2 pm. Using these results,
the film thickness must be greater than 59 DID to be in a state
of plane strain. This thickness is well below the 150 DID film
thickness used in these experiments.
In order to compare experimental results and to establish
the critical stress intensity factor (SIF) range for membrane
failure. simulations were run on the single slot and grating
geometries. Using the single-slot geometry. all of the silicon
nitride windows broke (zero yield) when the slots were made
14 J.LfC1 long. In this case the simulated SIP was .1.31
MPa (m)ll2. Using the grating geometry, 15 pm period grat-
ings had zero yield, with a simulated SIP of 0.87 MPa (m)ll2.
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In these cases, patterns with equal yields have stress intensity
factors which differ by roughly 40%. Qualitatively, this dif-
ference can be partly attributed to the fact that the fracture
toughness of a material is not a specific value, but a distri-
bution. In the case of the single-slot experiment, there are
only two cracks. In the grating experiments, there are ap-
proximately 2000 crack tips. Even a high survival probability
for a single crack may result in a very small survival prob-
ability for a pattern with multiple cracks. For a quantitative
explanation, analyses need to be performed where the load-
ing is controlled more precisely using techniques such as the
bulge test14 or cooling tests which rely on the mismatch in
thermal expansion of the silicon substrate and the nitride
membrane.
It is quite possible that fabrication steps contain an impor-
tant failure mechanism that we have neglected in our simu-
lations. As the pattern is being etched into the nitride, the
film is being subjected to a dynamic load. Due to nonunifor-
mities in the etching process, some slots will be completed
before others. As the slots are etched through the membrane,
the rapidly redistributed stress may cause failure. In any
case, the results of the simulation give a rough bound on the
stress intensity factors that should be avoided. The benefit of
using a program such as EPFRANC2D is the ability to compare
arbitrary geometries, using the stress intensity factors as a
means of comparison.
There are many desired geometries where the stress inten-
sity factor would exceed the fracture toughness of the nitride
membrane and result in catastrophic failure. Using
EPFRANC2D, stress relief techniques can be explored before
the structures are fabricated. Examples of these techniques
include the formation of narrow (0.1 mm) slots and holes to
shield the tips of larger cracklike structures. If necessary the
stress relief structures may later be filled in by the direct
deposition of a low-stress material.
VI. RESULTS
Gratings of period 0.2 pm written using periodic align-
ment have provided a relative improvement of 20% in the
contrast of fringes in the atom interferometer. Coupled with
the elimination of roughing pump and water line noise, a
total relative improvement in fringe contrast of 60% was
achieved. Fringes with 43% contrast are observed, compared
to previous typical fringes of 27%. The maximum theoretical
contrast in our interferometer depends somewhat on the par-
ticular open fractions of the three gratings and is usually in
the range of 65%-70%. It is important to note that we are
now able to achieve the stated high contrast with large areas
of the grating being used. With gratings made under older
procedures, the beam height and/or width usually needed to
be restricted to obtain maximum contrast.
We have now verified that with the new gratings, the en-
tire height of the grating can be used with no significant loss
of contrast. Previously, the highest contrast fringes were ob-
tained by reducing the height of the beam and thus reducing
the total area of the grating that must be phase coherent. This
verifies that the lines from one writing field to the next are
parallel to a very high degree.
The new, large area, 800x800 pman slits written with peri-
odic alignment have allowed us to study the effect of remov-
ing the collimating slits and using a very wide atomic beam.
Just as in the case of gratings over narrow windows, marks
next to the wide windows are used for alignment. The stage
is moved to the closest mark, and after alignment is moved
back to the patterning location. Gratings on large windows
give us a test of coherence in the direction perpendicular to
the grating lines, where any stitching errors would cause the
grating phase to jump discretely. Removing the collimating
slits in our apparatus complicates the calculation of expected
fringe contrast. Various diffracted orders or "ports" of our
interferometer that were cleanly separated now overlap.
Since some of these are interfering orders and others are not,
the overlap causes a reduction in the expected contrast. For
the particular configuration we used, we expected a decrease
in the fringe contrast of a factor of 2.0; instead we observed
a decrease by a factor of 2.3. There are other effects, includ-
ing nonoptimal placement of the diffraction gratings, that
could have a small effect on the contrast when the collima-
tion slits are removed. However, assuming that the gratings
are responsible for the remaining coherence loss, we can
place a stringent upper bound on the contrast loss due to
grating imperfections.
The coherence that we have observed in these large-area
gratings is promising. It should allow larger beams to be
used with little loss in contrast-a tremendous gain in the
signal-to-noise ratio for atom interferometers. In addition,
slower atomic beams and beams with lighter atoms--both of
which have a longer wavelength--require larger gratings to
encompass the larger diffraction angle. Finally, large-area
gratings will also be required for high precision measure-
ment of inertial effects (acceleration and rotation): These
measurements require the maximum possible atom flux at
the detector.
VII. CONCLUSIONS
We have achieved improved performance of the atom in-
terferometer through the use of periodic alignment for drift
compensation during e-beam patterning. This technique has
allowed us to compensate for system drift, making practical
the exposure of large 800X800 pm gratings. Larger gratings
will also be practical, by using higher-speed resists and/or
higher-brightness (field emission) electron sources. The use
of overlapping fields ("voting" lithography) is expected to
eliminate errors with high spatial frequencies, trading line-
width for field stitching errors.
Placement errors due to drift, calibration errors, and non-
planar substrates are measured with verniers, but low-
frequency stage runout errors cannot be measured without
some independent reference of absolute position. Holo-
graphic gratings may provide such a reference, with a simple
analysis up to a size scale of 1-2 cm. Beyond this size,
holographic gratings do not maintain a linear phase relation 17
and so the interpretation of stage metrology becomes more
complex, requiring a knowledge of the holographic grating's
center.
Future development of high-speed, compact atom interfer-
ometers will benefit from the characterization and compen-
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sation of placement errors in electron-beam lithography.
Other devices-such as long channel-dropping filters, DFB
laser gratings, and large Fresnel lenses-face the same prob-
lems in the fabrication of coherent structures.
Simulation of fracture formation in silicon nitride films
has given us a tool for the prediction of structures that will
fail during fabrication, and a way of evaluating stress relief
patterns in arbitrary structures. We have used two sets of
simple patterns to identify the critical stress intensity factors
in thin, free-standing films of nonstoichiometric silicon ni-
tride.
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Improvements in electron-beam writing techniques have allowed us to compensate for electron-beam system
drift, making feasible the exposure of 800 x 800 pm gratings with period as small as 0. 14 pm. Placement errors
due to drift, calibration errors, and nonplanar substrates are measured with verniers. Gratings patterned with
interferometric photolithography provide an absolute reference for a measure of stage nonlinearity (runout.) Simu-
lation of fracture formation in silicon nitride films has given us a tool for the prediction of structures that will fail
during fabrication, and a way of evaluating stress relief patterns in arbitrary structures. We have used two sets of
simple patterns to identify the critical stress intensity factors in thin, free-standing films of nonstoichiometric sili-
con nitride.
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1. Introduction
This paper describes the fabrication of slotted, free-
standing structures used as amplitude gratings in a
separated-beam atom-wave interferometer,') and the
characterization of the coherence and linearity of the
electron-beam system used for patterning. The source
of atoms in this interferometer is a supersonic jet of so-
dium in a carrier stream of argon. Atoms pass through
a free-standing grating (made from low-stress silicon ni-
tride) which splits the atom wave into first-order and
primary beams. A second grating recombines the
beams, forming an interference pattern in the plane of
the third grating. This Mach-Zehnder configuration is
relatively insensitive to the thermal spread of the
atoms. 2 '3) The atom interferometer is extremely sensi-
tive to acceleration, rotation, and any effect which can
influence the state of the atoms; it has enabled the
measurement of the electric polarizability of sodium,')
the index of refraction of atoms and dimer molecules
traveling through gases,"6 ) as well as measurements of
magnetic substates."7 The characterization of grating
coherence has broad application in the fabrication of
distributed Bragg gratings for lasers, filters, and other
integrated optical components.
Free-standing silicon nitride gratings are the critical
elements in the atom interterometer. Interference con-
trast relies on the grating being coherent over its
length. The goal of the fabrication process is to
produce gratings whose phase remains linear to within
a fraction of the grating period over the length of the
grating. Interferometric lithography (IL) is capable of
generating gratings with a deterministic phase that is
approximately linear over 1 cm.1) IL has the disadvan-
tage (relative to electron-beam lithography) that sup-
port structures must be defined in a separate step. In
*E-mail address: rooks@cnf.cornelLedu
the future, a combination of electron-beam and inter-
ferometric techniques 9) may provide the optimal combi-
nation of coherence and versatility. The electron-beam
lithography techniques reported here can be applied to
any pattern, and in theory can be scaled to much longer
structures; however, the nonlinearities of electron-
beam systems are not well characterized over length
scales greater than a few millimeters. For this type of
characterization we have developed a technique using
an interferometric grating as a standard.
2. Fabrication
Gratings of holes are fabricated on free-standing
films of low-stress silicon nitride. Low-stress, non-
stoichiometric silicon nitride is deposited on silicon
wafers by low-pressure chemical vapor deposition. Sili-
con nitride produced by this process is stiff (elastic
modulus -3 x 10 n Pa) and has low residual stress
(-300 MPa). A solution of KOH is used to etch holes
through the silicon wafers, forming "windows" of sili-
con nitride. The gratings are patterned on these win-
dows by electron-beam lithography (with a JEOL
JBX5DII) and reactive-ion etching, in a process de-
scribed in detail in ref. 10. The resulting free-standing
silicon nitride grating is shown in Fig. 1.
3. Characterization of Coherence Loss
Grating coherence is compromised by a number of
factors, including vibration and misalignment in the in-
terferometer, writing field stitching errors from imper-
fect calibration and nonplanar substrates, drift in the
electronics, thermal expansion of the substrate, and
nonlinearity (runout) of the stage.
Imperfect calibration of beam deflection causes writ-
ing field stitching errors. These errors arise either due
to mark detection inaccuracy, or because the substrate
is not perfectly planar. A substrate which is 1 pm out of
the plane will cause a field sizing error of 4 nm (assum-
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Fig. 1. TEM micrograph of a 14G-nm-period grating. The light
areas are low-stress silicon nitride. Grating lines are 311m long be-
tween support structures. The film is 150 DIn thick.
ing a 10 mm working distance and a field size of 80 pm).
By careful calibration of the deflection gain and field ro-
tation using marks on the substrate, field-to-field stitch-
ing errors are kept in the range of 10-15 nm. Stitching
errors are also caused by rotation of the stage about the
X, Y, and Z axes. Rotation of the writing field about
the Z axis can also be caused by changes in substrate
height. Stitching errors are measured by writing verni-
ers at the intersections of writing fields.
Temperature changes in the e-beam column, stage
and substrate, and thermal drift in the electronics will
cause shifts in the deflection origin. Thermal drift in
the substrate can be minimized by allowing the sample
to attain thermal equilibrium before patterning. Drift is
measured by writing one side of a vernier before writ-
ing the grating, then writing the matching vernier pat-
tern after the grating.
The dominant source of error when writing a grating
rpay be drift and calibration errors, or nonlinearity in
the stage-depending on the length of exposure and on
the length of the grating. Stage placement errors
("runout") in an e-beam tool are caused by changes in
stage axis orthogonality over the length of the stage,
and by defects in the interferometer mirrors mounted
on the stage. Standard laser-controlled stages correct
only for deviations in X and Y, but not for angular er-
rors. H ) A significant runout error of 0.1 pm over a
2000-pm-Iong grating would cause an average field-to-
field stitching error of 4 nrn; this error is usually
smaller than stitching errors from other effects.
However, the cumulative runout error may be compara-
ble to the grating period. The cumulative runout error
cannot be measured using matching vernier patterns,
since the systematic errors incurred during forward
travel will be exactly reversed upon return to the ver-
nier's origin. For the production of large commercial
mask plates, the operational solution to this problem
has been to characterize one e-beam system with
respect to another. Similarly, one could characterize
the X axis with respect to the Y axis by writing a
horizontal set of marks, turning the substrate 90 0 , then
measuring the mark locations with the same system. In
any case, the measured runout is a convolution of two
values. It is clear that a more absolute measure of stage
runout would be valuable.
4. Measurement of Stage Runout
We have measured the stage runout over 1 em by
using a grating produced by interferometric
lithography12,13) as an absolute reference. A 0.2-pm-
period grating etched into silicon was cut into a 1 cm 2
piece to minimize wafer bowing. The grating lines were
aligned roughly with the Yaxis of the e-beam system,
and a set of vertical lines (a ruler of tick marks at 100
pm intervals) was written over the grating. If the mark
spacing is not an exact multiple of the grating period,
or if the ruler is at an angle with respect to the grating,
then the relative phase between e-beam ruler marks
and the interferometric grating is expected to progress
linearly. Any stage runout is revealed as a deviation
from the linear progression of the relative phase be-
tween the interferometric grating and the e-beam rul-
er. Figure 2(80) shows the measured phase difference be-
tween the e-beam ruler and the interferometric grat-
ing, and Fig. 2(b) shows the deviation of this progres-
sion from a linear fit. This deviation covers a range of
around 5 radians, which for a 0.2-pm-period grating cor-
responds to a runout of 0.16 pm.
The interferometric grating itself has a nonlinear
(but deterministic) phase progression. This is due to
the fact that nonplanar waves, emanating from a pair of
pinholes or spatial filters, are made to interfere at the
substrate plane to produce the grating. 12) If the con-
stant-phase fronts are approximated as spheres, the
deviation of the grating's phase from linearity (that is,
the difference between an ideal grating and this one) is
L1¢=2; [.J(a+xF+c2+y2- .J(a-x)2+c2+tl
-~] (1)
.Ja2+c2 .
where the wavelength of the light used for exposure is
A=351 nm, and the geometrical parameters (see Fig. 3)
are a=1.054 m, c=0.586 m.
We have fit this function to the data, using as fitting
parameters the starting point (Xc, Yo) of the e-beam rul-
er pattern. The poor fit to this function, Fig. 2(b),
shows that most of the measured deviation must be due
to runout in the e-beam stage. Since the system drift
during the 2 minute e-beam writing time was less than
50 nm (as measured from verniers) and since these devi-
ations have been measured repeatedly with the same
results, we conclude that the errors are due to· non-
linearities in the e-beam stage.
We have established the process for measuring stage
runout with interferometric gratings, and future mea-
surements will cover much larger stage motions as well
as a comparison of X and Yaxes. For larger stage mo-
tions it is important to have a grating substrate
sufficiently thick to negate errors from substrate bow-
ing. It is also important to have a substrate polished
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Fig. 3. Schematic of the interferometric exposure system at MIT.
The wavelength of the light used for exposure is A=351 nm;
a=1.054 m and c=0.586 m.
ric gratings are to be used for e-beam alignment marks
(fiducials) over distances greater than 1 cm, then it will
be important to know the origin of the grating in order
to compensate for the expected phase shift.
5. Compensation Techniques
0 2 
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6 8 
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The net dr dDistance, mm by writing one side of a vernier before the grating, and
the matching half after the exposure. Over an exposure
(b) time of 10-15 min, we find that the system will drift
dU 03 I* h hdi
domly, with the net displacement on the order of 0.1
pm. We have compensated for system drift by periodi-
cally aligning to marks placed along the grating every
160 pm. Cross-shaped Au marks are patterned next to
the nitride windows, using a high-speed e-beam proc-
ess. The grating is written in sections; between sec-
tions, the stage is moved to a nearby mark, where the
system is realigned. The stage is then moved back a
short distance (usually -40 pm) to write the next sec-
tion of the grating. The alignment marks are patterned
with the same e-beam tool, with an exposure time of 3 s
to write all of the marks for a single millimeter-long
grating. Because the marks are written in the center of
writing fields, errors from imperfect deflection and rota-
it .lib1, +; A ^i d ll nce thegb attern Tha
-2 0 2 4 6 8 10 marks are affected by the same runout errors affecting
Distance, mm the gratings, but system drift can be effectively elimi-
nated. In addition to their use for drift compensation,(a) The measured phase difference between a ruler pat-
d by e-beam and an interferometric grating, as a function of marks on the silicon wafer are also used to calibrate the
oordinate perpendicular to the grating lines. Dots are me&s- field gain and rotation.
points, and the solid line is a linear fit. (b) The deviation of To average out most of the field stitching errors
rogression from alinear fit. Dots show the difference between when writing long gratings, we overlap 80 pm fields ev-
easured values and the linear fit in (a). The solid line is a fit to ery 16 pm. In this way each line of the grating is ex-
(expected deviation from linearity) using the origin (X, Yo) e i tis each ie of the a se
e-beam ruler as parameters. The deviation covers a range of posed five times, each time at 1/5 of the total dose,
d 5 radians, which for a 0.2-pm-period grating corresponds to from five different locations in the field. We also use
out of 0. 16 pm. ten different random subfield sizes, so that any subfield
(interfield) placement errors will also be washed out.
By overlapping fields we average the stitching error
neasured to be flat) to submicron tolerances, so over the length of a writing field, turning random place-
eight changes in the substrate can be neglected. ment errors into slightly increased linewidth. Systemat-
hase progression of the interferometric grating is ic stitching errors (nonplanar sample, stage runout,
cant for stage motions over a few millimeters, and calibration error) are converted from sudden shifts
comparison to the model presented above can be of high spatial frequency into gradual shifts of low spa-
o subtract this intrinsic deviation, as long as the tial frequency. We have used this technique for the
(point of symmetry) of the grating is known. production of laser DFB/DBR gratings, but have not
irocedure highlights the fact that if interferomet- yet applied the method to the fabrication of atom inter-
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6. Fracture Simulation
Free-standing gratings etched through 0.15 pm of
silicon nitride are most stable when the pattern in-
cludes support lines I pm wide with a period of 4 pm
perpendicular to the fine grating; also, gratings are far
less likely to break if they are written over the entire ni-
tride window, instead of just in the center. To under-
stand these empirical observations and to better
predict the catastrophic failure of free-standing struc-
tures, we have conducted simulations of crack forma-
tion in silicon nitride films, as reported in more detail in
ref. 10.
To test these finite-element simulations, wafers were
prepared with 150-nm-thick low-stress silicon nitride,
and a large set of 1 x 1 mm windows. Patterns of
varying shape were written over the wafer to observe
the point at which the windows would break. The mem-
branes fail as the holes are etched through the nitride;
no external strain was applied to the window.'"4 In the
first test of the simulation, a single slot of varying
length was written in the center of each window. At a
critical stress level, a crack propagates from the end of
the slot, and the window is destroyed. In the second
test, a grating was written over each window. The grat-
ing lines had a fixed length of 4 pm, a fixed width of 0 1
jm, and a 1 im support structure (similar to the atom
grating.) In this case the period of the grating was va-
ried between 0.2 Mm and 20) m. When the period
becomes larger, the stress relief produced by the adja-
cent cracks is reduced. The window is destroyed when
the period reaches a critical value.
The interactive finite-element program
EPFRANC2D was used to simulate the single-slot and
grating experiments.'i) The goal of these simulations
was to show a correlation between the stress present in
the single slot geometry and that of a grating geometry
which exhibited catastrophic failure during fabrication.
The criteria that we used to compare the critical geo-
metries were based on the mode I stress intensity fac-
tors present in each case ,b) Assuming that the single
slot and the grating slots are sharp cracks, we used the
stress criterion for crack propagation that states that a
crack will propagate if the stress intensity factor ex-
ceeds a critical value. i e. the plane strain fracture
toughness for mode 1. Failure was assumed to occur
when any crack tip began to propagate.
The far field membrane stress was simulated by res-
training the boundary of the window from all motions
and assigning a temperature drop and coefficient of
thermal expansion which resulted in the measured
membrane stress. In order to compare experimental
results and to establish the range of the critical stress
intensity factor (SIF) for membrane failure, simula-
tions were run on the single-slot and grating geomet-
ries.
The single-slot structures failed completely when
the length reached 14 pLm, with a simulated SIF of 1.31
Mpa(m)i' 2. The grating structures failed completely
when the period reached 15 zm, with a simulated SIF
of 0.87 MPa(m)1 '2 . Comparing the two structures, pat-
terns with equal yields have stress intensity factors
which differ by roughly 40%. Qualitatively. this differ-
ence can be partly attributed to the fact that the frac-
ture toughness of a material is not a specific value, but
a distribution. In the case of the single slot experiment.
there are only two cracks. In the grating experimnents.
there are approximately 2000 crack tips. A high sur-
vival probability for a single crack may result in a very
small survival probability for a pattern with multiple
cracks. Even without considering such statistical frac-
ture probabilities, these results give a rough idea of the
stress intensity factors that should be avoided. A pro-
gram such as EPFRANC2D has the ability to compare
arbitrary geometries, using the stress intensity factors
as a means of comparison.
7. Results
We have achieved a 20% improvement in the con-
trast of fringes in the atom interferometer by using
periodic alignment during e-beam patterning. By
eliminating the noise from roughing pumps and water
lines, we have achieved an additional 40% improve-
ment in contrast. Fringes with 43% contrast are ob-
served, compared to previous typical fringes with 27%
contrast. The maximum theoretical contrast in our in-
terferometer depends somewhat on the particular open
fractions of the three gratings and is usually in the
range of 65-70%
We are now able to achieve high contrast fringes
with large areas of the grating being used. With grat-
ings made without periodic alignment, the atom beam
height and/or width usually needed to be restricted to
obtain maximum contrast. Previously, the highest con-
trast fringes were obtained by reducing the height of
the beam and thus reducing the total area of the grat-
ing that must be phase coherent. We have verified that
the entire height of the grating can be used with no big-
nificant loss of contrast. This confirms that the lines
from one writing field to the next are parallel and coher-
ent to a very high degree.
We have studied the effect of removing the inter-
ferometer's collimating slits to produce a very wide
atomic beam. The new, large area, 800 by 800 pin slits
written with periodic alignment then provide a test of
the grating coherence in the transverse direction,
where any stitching errors would cause the grating
phase to jump discretely. Removing the collimating
slits in our apparatus complicates the calculation of ex-
pected fringe contrast. Various diffracted orders of our
interferometer which were cleanly separated now over-
lap. The overlap should cause a reduction in contrast
by a factor of 2.0. We observed a decrease by a factor
of 2.3. There are other effects, including non-optimal
placement of the diffraction gratings. which could have
a small effect on the contrast when the collimation slits
are removed; however, assuming that the gratings are
responsible for the remaining coherence loss, we can
place a stringent upper bound on the contrast loss due
to grating imperfections. The coherence that we have
observed in these large-area gratings is promising.
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These new fabrication techniques should allow larger
beams to be used with little loss in contrast, bringing a
tremendous gain in the signal-to-noise ratio for atom in-
terferometers.
8. Conclusions
Periodic alignment for drift compensation during e-
beam patterning has improved the performance of the
atom interferometer by 20%. This technique has al-
lowed us to compensate for system drift, making practi-
cal the exposure of large 800 x 800 pm gratings. The
use of overlapping fields is expected to eliminate errors
with high spatial frequencies, trading linewidth for
field stitching errors.
Placement errors due to drift, calibration errors, and
nonplanar substrates have been measured with verni-
ers, and low-frequency stage runout errors have been
measured using interferometric gratings as an independ-
ent standard. The interpretation of stage metrology
from these gratings requires a fit using the grating's ori-
gin as variables. This technique can provide a general-
purpose tool for the characterization of stage runout.
Development of atom interferometers, as well as
other devices requiring the highest long-range coher-
ence, will benefit from the characterization and com-
pensation of placement errors in electron-beam
lithography. Devices such as long channel-dropping
filters, DFB laser gratings, Fresnel lenses, and even
large mask plates, face the same problems in the fabri-
cation of reproducible, coherent structures.
We have used two sets of simple patterns to identify
the critical stress intensity factors in thin, free-stand-
ing films of low-stress silicon nitride. Simulation of frac-
ture formation in silicon nitride films has given us a tool
for the prediction of structures that will fail during
fabrication.
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Appendix D
In this appendix I give a quick,
pictorial derivation of the phase of our
three grating Mach-Zehnder
interferometer as a function of the
individual grating positions. Consider
the diagram of diffraction in Figure D. 1.
A plane wave approaches from the left
and passes through an amplitude
diffraction grating (thick vertical dashed
+1st
0th
line). Crests of the wave are shown, Figure D. 2 Schematic of diffraction at an amplitude
grating. The dashed line shows the advance in the phase
and one currently lies in the plane of the for a positive (upward) translation of the grating.
grating. Zeroth and first order
diffraction are also shown. The phase of the zeroth order diffraction is identical to the
incident wave. The phase of the first order diffraction, with the grating at position x, is
given by the position of the crests of the wave (thin - slanted solid line). If the grating is
moved in the positive x direction by an amount 6x, the phase will be determined by the
dashed line - which is advanced by kg6x where kg is the grating wavevector. By symmetry
(or by flipping the schematic over) one can be convinced that the phase of the minus one
I I I x 1  x2 X 3
I I I
Figure D. I Schematic of the interferometer showing the upper and lower paths. In this figure, a positive
move of the grating position is in the upward direction.
141
order is delayed by a move of the grating in the positive x direction.
The phase of the interference fringe in our interferometer is given by the difference
in the phases of the two paths: = upper - lower (Figure D.2). Based on the above
argument, we have
0 = kg[(+xl -x 2 + O. x3)- (O0 .x + x2 - x3)]
= kg(xl - 2x2 + x3)
which is the desired result.
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Appendix E. Phase Modulation Detection of Inertial Phase
The description in the paper (Section 4.B.) of the method used to measure small
amplitude rotational oscillations was brief. It is a fairly straightforward phase modulation
technique, but I show the math here for completeness [TAS71]. The principle is to apply a
large ramp to the position of the second grating which results in a high frequency (-8Hz)
oscillation of the count rate. This serves as a carrier frequency for the more slowly
modulating inertial phase.
I will begin with the total average count rate of detected atoms (Eqn. 4.7), but in
this case we first subtract the mean count rate. Thus, the signal is Ccos(Ograt + Oinert) - In
this discussion, we keep in mind that Pgrat = Oct and Oinert = Omt, where ow is the carrier
frequency and 0om is the modulation frequency. If we multiply by cos( grat and expand:
Ccos(ograt + iinert) COs (grat =
C( cos grat COS Oinert - sin Ograt sin Oinert ) COS grat =
C(cOS 2 grat COS inert - COS grat sin Pgrat sin' inert) (1)
C (cOS 'inert + cos 2 grat cos Oinert - sin 2 4 grat sin Pinert) =
C (cOS Oinert + COs(2'0grat + (inert))
and similarly if we multiply by sin Ograt,
Ccos('grat + Pinert) sin Ograt =
C sin OIinert + sin(2'grat + OPinert . (2)
All that needs to be done now is filter out the components at twice the carrier
(grating) frequency and then take the arctangent of the ratio of Eqn. 1 to 2. We directly
have the inertial phase Oinert. This is a dramatically simpler procedure than we used in
measuring the large rotation data -fitting sine waves to short time segments of data to
obtain the total interferometer phase as a function of time and then subtracting 'grat to
obtain Oinert.
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