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a b s t r a c t
In this paper we analyze the convergence properties of the Multigrid Method applied to
the Black–Scholes differential equation arising in mathematical finance. We prove, for
the discretized single-asset Black–Scholes equation, that the multigrid V -cycle possesses
optimal convergence properties. Furthermore, through a series of numerical experiments
we test the performance of the method for single-asset option problems. Throughout the
paper we focus on models of European options.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The purpose of this paper is to prove that the Multigrid Method (MG) for the discretized one-dimensional Black–Scholes
equation, arising in Finance, converges in a time-dependent energy norm. We extend the standard multigrid theory for
uniformly elliptic problems to this particular degenerate parabolic equation. The analysis presented here suggests that even
for simple one-dimensional degenerate equations, the convergence analysis might become very technical.
Of course, the one-dimensional Black–Scholes equation can be solved by simple and fast numerical schemes for
tridiagonal linear systems. Thus, our goal is not to propose an efficient algorithm for such problems, but to present a
methodology suitable for analyzing the performance of multigrid schemes applied to this important class of degenerate
parabolic equations. In its current form, our technique can only handle the one-dimensional case. However, this analysis
might serve as a starting point for studying more complex cases, e.g., problems involving multi-dimensional and nonlinear
PDEs arising inmathematical finance. For such problems,multigrid algorithmsmayprovide a very efficient solution strategy.
It is known that, for a wide range of problems, the multigrid algorithm is of the order O(n), where n is the number
of unknowns. For example, the convergence rate is independent of the mesh parameter for discretizations of symmetric
elliptic equations (cf. [8]). Multigrid for anisotropic equations is also well understood, see e.g. Bramble–Zhang [4], where
the convergence issue is solved by using the so-called line smoother. However, the presence of several assets in the option
pricing problem gives rise to a parabolic problem with vanishing coefficient in each space variable, which means that the
standard multigrid assumption of uniform ellipticity no longer holds. In this paper, we show that for the particular case of
the one-dimensional Black–Scholes equation, point smoothers make the multigrid converge optimally.
The second major problem we encounter in this paper is the general lack of symmetry in the Black–Scholes equation.
For the standard multigrid theory for non-symmetric equations we refer to Hackbusch (cf. [8], Section 10.7.6). A different
approach is given in [2–4], which we have adapted to our analysis. One main issue here is that we are only able to bound
the perturbation operator discussed in [2] in terms of the time step and not, as in the standard case, in terms of the mesh
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size. This makes it difficult to derive a multigrid contraction factor for the non-symmetric problem that is independent of
the time step.
The third problem, and not less important, is to ensure that the algorithm has a convergence rate that is also independent
of the time step. In the case of uniformly elliptic parabolic problems, we refer to paper [10], where this problem is clearly
exposed. Motivated by their work, we introduce a time step dependent energy norm that arises naturally when the equation
is discretized backwards in time.
This paper is organized as follows. Our model problem is presented in Section 2, where we introduce and discretize the
Black–Scholes equation by a time steppingmethod. The variational formulation of the resulting degenerate elliptic equation
is discussed in Section 3. In Section 4we introduce themultigridV -cycle forwhichwehave chosen a simplified version of the
theory developed by Bramble, Braess and Hackbusch (see [1,5,8]). In Section 5 we give the two main results of this paper:
Namely, that the multigrid algorithm always converges for the symmetric part of the elliptic operator, whereas, for non-
symmetric operators, sufficiently small time steps are required. The approximation properties of the subspaces, smoothing
properties of the Jacobi smoother, Poincaré-type inequalities (in a weighted context) etc, are presented as auxiliary results
in Sections 6, 7 and in the Appendix. Section 8 contains the proofs of our main results and finally, and Section 9 illustrates
the theory by some numerical experiments. A summary of our findings is presented in Section 10.
2. The model problem
The price of a call option in a ‘‘log-normal’’ market1 is given by the famous Black–Scholes equation, see e.g. [11],
∂C
∂t
+ 1
2
σ 2x2
∂2C
∂x2
+ rx∂C
∂x
− rC = 0, (1)
for (x, t) ∈ R+ × [0, T ] . The corresponding final condition and boundary conditions are given by
C(x, T ) = φ(x) := (x− E)+ = max(x− E, 0) for x ≥ 0,
C(0, t) = 0 for t ∈ [0, T ],
C(x, t) ∼ x− Ee−r(T−t) as x→∞.
In this model x, t, C, r, σ , E and T represent the value of the underlying asset, the time, the value of the call option, the
risk-free interest rate, the volatility of the underlying asset, the exercise price of the option and the time of expiration of the
contract, respectively.
For computational reasons, we will limit the domain of the value x of the underlying asset to a finite interval [0, L].
Motivated by the boundary conditions presented above, we impose the boundary condition
C(L, t) = L− Ee−r(T−t) (2)
at x = L.
The discretization of the Black–Scholes equation by the backward implicit Euler scheme gives, for the first time step1t ,
the following ordinary differential equation:{−x2u¯′′ − µxu¯′ + αu¯ = g¯ for x ∈ (0, L),
u¯(L) = L− Ee−r1t , (3)
where
µ = r1
2σ
2
≥ 0, α = r +
1
1t
1
2σ
2
> 0, g¯(x) = φ(x)1
2σ
21t
,
and
u¯(x, t) ≈ C(x, T −1t). (4)
The boundary condition at x = Lmay be set to zero by standard arguments, so we have the following model problem:{−x2u′′ − µxu′ + αu = g for x ∈ (0, L),
u(L) = 0. (5)
Observe that the boundary condition at x = 0 is embedded in the equation and it may be obtained, at least formally, by
letting x→ 0. We find that
u(0) = g(0)/α.
1 The random asset prices are modeled by the stochastic differential equation dS = rSdt + σ SdW , whereW is a standard Brownian motion.
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Define now the following symmetric problem (µ = 2 in (5)):{−(x2uˆ′)′ + αuˆ = g for x ∈ (0, L),
uˆ(L) = 0. (6)
In the Appendix, LemmaA.3, we show, under certain conditions on g , how this kind of degenerate equationmay be solved
explicitly using the Green function.We also show in LemmaA.5 that the classical solution of (6) belongs to the Sobolev space
H10 (0, L), provided that
g/x ∈ L2(0, L). (7)
To simplify the notation throughout this paper we will employ the letter c to denote any constant that can be computed
explicitly in terms of other known quantities. This means that, even in the same computation, the value of the letter c might
change from one equation to another.
3. Variational formulations
The problems produced by the degeneracy and the one-sided boundary condition, discussed above, may be solved by
introducing the weighted Sobolev space:
V (0, a) := {v ∈ L2 (0, a) : xv′ ∈ L2 (0, a)}
endowed with the norm
‖v‖2V (0,a) = ‖xv′‖2L2(0,a) + ‖v‖2L2(0,a).
The associated ‘‘zero-trace’’ space is defined by
V0(0, a) := {v ∈ V (0, a) : v(a) = 0} .
Note that V (0, a) and V0(0, a) are Hilbert spaces, see [7], Prop. 3.2.
Definition 3.1. Let g be any function in L2(0, L). We say that Eq. (5) has a weak solution if there exists u ∈ V0(0, L) such that
A(u, w) = (g, w) for allw ∈ V0(0, L), (8)
where
A(v,w) =
∫ L
0
(
x2v′w′ + αvw + (2− µ)xv′w) dx, (9)
and
(g, w) =
∫ L
0
gwdx.
The associated symmetric bilinear form is defined by
Aˆ(v,w) =
∫ L
0
(
x2v′w′ + αvw) dx, (10)
and we say that uˆ is the weak solution of (6) if
Aˆ(uˆ, w) = (g, w) for allw ∈ V0(0, L). (11)
Observe that we employed the same letters u and uˆ to denote both classical and weak solutions.
Let us introduce the energy norm associated with the inner product Aˆ (·, ·):
‖v‖2
Aˆ
= Aˆ(v, v) = ‖xv′‖2L2(0,a) + α‖v‖2L2(0,a). (12)
This norm defines an equivalent norm on V (0, L) (Note that α is large for small values of1t).
Remark 3.1. It is not difficult to verify that the bilinear form A (·, ·) is continuous with respect to the ‖ · ‖Aˆ norm. If the
condition (σ 2− r)1t ≤ 1 holds, then it is coercive with respect to the energy norm. By the Lax–Milgram theorem, it follows
that there exists a unique weak solution u ∈ V0(0, L). The existence and uniqueness of uˆ ∈ V0(0, L) solving (11) follow by
the Riesz representation theorem.
254 A. Almendral Vázquez, B. Fredrik Nielsen / Journal of Computational and Applied Mathematics 225 (2009) 251–267
4. Ritz–Galerkin approximation and multigrid V -cycle
The material presented in this section is based on the theory discussed in [2–4]. Consider a sequence of uniform grids
defined on the interval [0, L]. Let h1 be themesh size of the coarsest grid. Denote byMk the space of piecewise linear functions
vanishing at x = 0 and x = L. Note that we have included a restriction on the solution also at x = 0. This is motivated by
the fact that we are looking for nice solutions, in the sense that they belong to H10 (0, L). For this to hold, the function g/x
must be square integrable. For practical continuous payoff functions (say call and put options) this implies g(0) = 0 which
in turn means (see the embedded condition u(0) = g(0)/α) that we look for solutions satisfying u(0) = 0.
Let the mesh size corresponding toMk be hk = 21−kh1. The spacesMk then satisfy
M1 ⊂ M2 · · · ⊂ MJ ⊂ V0(0, L).
We define the Ritz–Galerkin approximation of the weak solution u (cf. Definition 3.1) in the spaceMk as the unique function
uk satisfying
A(uk, ϕ) = (g, ϕ) for all ϕ ∈ Mk. (13)
Let v ∈ Mk and define Ak : Mk → Mk by the equation
(Akv, ϕ) = A(v, ϕ), for all ϕ ∈ Mk. (14)
Analogously, we define Aˆk : Mk → Mk by
(Aˆkv, ϕ) = Aˆ(v, ϕ) for all ϕ ∈ Mk. (15)
The projections Pk, Pˆk : V0(0, L)→ Mk and Qk : L2(0, L)→ Mk are defined respectively by:
A(Pkv, ϕ) = A(v, ϕ) for all ϕ ∈ Mk, (16)
Aˆ(Pˆkv, ϕ) = Aˆ(v, ϕ) for all ϕ ∈ Mk, (17)
(Qkv, ϕ) = (v, ϕ) for all ϕ ∈ Mk. (18)
By (13), (14) and (18)
(Akuk, ϕ) = (Qkg, ϕ) for all ϕ ∈ Mk,
which translates into the systems
Akuk = Qkg k = 1, 2, . . . , J. (19)
Similarly, for the symmetric problem, we may write the equations
Aˆkuˆk = Qkg, (20)
where uˆk is the solution of
Aˆ(uˆk, ϕ) = (g, ϕ), for all ϕ ∈ Mk.
We are now ready to introduce the multigrid V -cycle to solve the system (19) at the level k = J . Let an initial guess
v0 ∈ MJ be given. We are looking for a linear recursive function MgJ of two variables (the initial guess and the right-hand
side) which produces a sequence of vectors converging towards the solution uJ of
AJuJ = QJg.
The function
MgJ : MJ ×MJ → MJ ,
generates the sequence vi ∈ MJ :
vi+1 := MgJ
(
vi,QJg
)
for i = 0, 1, . . . .
Algorithm 1. SetMg1 (v,w) = A−11 w. Let k > 1 and v,w ∈ Mk. Assume thatMgk−1 has been defined and defineMgk(v,w)
in two steps:
• Pre-smoothing:
xk = v + Rk (w − Akv) .
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• Coarse grid correction:
Mgk (v,w) = xk + CGC,
where
CGC = Mgk−1 (0,Qk−1(w − Akxk)).
Here Rk : Mk → Mk denotes a linear smoothing operator.
The above scheme is consistent. That is, for any starting vector v
MgJ
(
v, AJv
) = v.
It is also easy to show by induction thatMgJ(·, ·) is a linear mapping fromMJ ×MJ intoMJ . As a consequence of consistency
and linearity, the error ei := uJ − vi may be computed recursively as
ei+1 = EJei,
where EJ = MgJ (·, 0), see e.g. [5].
It was shown in [2] that, with the operators
Tk = RkAkPk for k ≥ 2, (21)
T1 = P1, (22)
the following formula for the error operator EJ holds:
EJ = (I − T1) (I − T2) . . .
(
I − TJ
)
. (23)
An analogous multigrid algorithm may be defined for solving (20) with Ak and Rk replaced by Aˆk, Rˆk.
Algorithm 2. SetMg1 (v,w) = Aˆ−11 w. Let k > 1 and v,w ∈ Mk. Assume thatMgk−1 has been defined and defineMgk(v,w)
by:
• Pre-smoothing:
xk = v + Rˆk
(
w − Aˆkv
)
.
• Coarse grid correction:
Mgk (v,w) = xk + CGC,
where
CGC = Mgk−1
(
0,Qk−1
(
w − Aˆkxk
))
.
Here Rˆk : Mk → Mk denotes a linear smoothing operator.
In this case, we also have the product formula
EˆJ = (I − Tˆ1)(I − Tˆ2) . . . (I − TˆJ) (24)
where
Tˆk = RˆkAˆkPˆk for k ≥ 2, (25)
Tˆ1 = Pˆ1. (26)
Note that both Algorithms 1 and 2 have only one pre-smoothing and no post-smoothing steps. This choice was done in
order to simplify our exposition.
One of the main goals of this paper is to prove the following contraction property of the multigrid iteration for the
symmetric problem:
Aˆ(EˆJv, EˆJv) ≤ δ2Aˆ(v, v), (27)
for all v ∈ MJ and a constant δ satisfying 0 < δ < 1. This contraction property has been proven in [2], Theorem 5.1, as a
starting point in the study of more general indefinite and non-symmetric problems. The same result is also proved in [4]
using line Jacobi and Gauss–Seidel smoothers, for a two-dimensional problem with anisotropy in one spatial direction. The
convergence for the non-symmetric problem will follow by a perturbation argument similar to that presented in [2].
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To show (27) we will make use of the following lemma (see for example [4], Lemma 2.1):
Lemma 4.1. Assume that Rˆk is a symmetric smoothing operator such that ‖I − RˆkAˆk‖Aˆ < 1. If there is a constant c, independent
of k, such that(
Rˆ−1k (I − Pˆk−1)v, (I − Pˆk−1)v
)
≤ cAˆ
(
(I − Pˆk−1)v, v
)
, for all v ∈ Mk, (28)
then
0 ≤ Aˆ(EˆJv, v) ≤ δAˆ(v, v), for all v ∈ Mk, (29)
with δ = c2+c .
Note that since EˆJ is a symmetric operator, (29) implies that
‖EˆJ‖Aˆ ≤ δ < 1,
thus the sequence generated by Algorithm 2 converges in the energy norm to uˆJ .
5. Main results
Westart out by defining the Jacobi smoother for the symmetric problem. Under this smoother themultigrid error satisfies
the contraction property in the energy norm. This is the content of Theorem 5.1 and the proof is given in Section 8.
Let h = L/n be the mesh size and decompose the interval [0, L] into overlapping subintervalsΩ1,Ω2, . . . ,Ωn−1 where
Ωj = [(j− 1)h, (j+ 1)h].
Split the finite element spaceMh = Mhk accordingly as
Mh =
n−1∑
j=1
Mh,j,
where
Mh,j :=
{
v ∈ Mh : v = 0 in [0, L] \Ωj
}
.
The above sum is a direct sum, i.e., every piecewise linear function v ∈ Mh can be uniquely written as
v =
n−1∑
j=1
vj, with vj ∈ Mh,j.
Note the importance of the overlapping intervals as we need a non-trivial one-dimensional space Mh,j generated by the
familiar ‘‘hat functions’’ φj, see (39). Next, define the Jacobi smoother for the symmetric problem:
Jˆh =
n−1∑
j=1
Aˆ−1h,j Qh,j, (30)
where Aˆh,j : Mh,j → Mh,j is given by
(Aˆh,jv, ϕ) = Aˆ(v, ϕ) for all ϕ ∈ Mh,j,
and Qh,j : Mh → Mh,j is the orthogonal projection onto Mh,j with respect to the inner product (·, ·)L2 (cf. (18)). This
is just a way of writing what in matrix notation corresponds to the usual Jacobi preconditioner of taking the inverse of
the diagonal elements in the stiffness matrix, i.e., A(ϕj, ϕj)−1. Analogously, the Jacobi smoother with respect to the non-
symmetric problem is defined by
Jh =
n−1∑
j=1
A−1h,j Qh,j, (31)
and Ah,j : Mh,j → Mh,j is given by
(Ah,jv, ϕ) = A(v, ϕ) for all ϕ ∈ Mh,j.
The following theorem provides the key to understanding the behavior of the V -cycle for the non-symmetric problem.
It roughly states that the V -cycle converges if the Jacobi smoother for the symmetric problem is used with relaxation
parameter 1/2.
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Theorem 5.1. Consider the symmetric smoother Rˆk = 12 Jˆh. Then the sequence produced by Algorithm 2 converges in the energy
norm ‖ · ‖Aˆ. That is, there exists a positive constant δ < 1 such that
‖EˆJv‖Aˆ ≤ δ‖v‖Aˆ for all v ∈ MJ . (32)
We are mainly concerned with the non-symmetric problem and Algorithm 1. The following result states that the multigrid
algorithm for the non-symmetric problem converges, provided that the Jacobi smoother with relaxation parameter 1/2 is
used and that a sufficiently small time step is chosen.
Theorem 5.2. Let Rk = 12 Jˆh or Rk = 12 Jh. Then there exist constants δ′ < 1 and1t∗ such that∥∥EJv∥∥Aˆ ≤ δ′ ‖v‖Aˆ for all v ∈ MJ , (33)
provided that 1t ≤ 1t∗.
In practice, we have not observed that the condition on1t , expressed in terms of1t∗, is necessary. However, our proof
requires it. If this condition is strictly necessary, it is thus an open problem.
6. Approximation property of the Galerkin projections
In the classical multigrid theory by Bramble and Hackbusch, see [5,8], the main two ingredients for the convergence
analysis are the so-called ‘‘approximation property’’ and ‘‘smoothing property’’. In this section and in the following section,
we extend these two properties to the problem at hand. In this section we estimate, with respect to the energy norm, the
error made by approximating a function in a certain space by its Galerkin projection onto a subspace.
Consider the following uniform partition of [0, L] into n subintervals
[0, L] =
n⋃
j=1
Ij, where Ij = [(j− 1) h, jh] and h = Ln . (34)
Define the mesh-dependent norm
‖v‖h :=
(
n∑
j=1
‖v‖2L2(Ij)
)1/2
.
This partitioning is disjoint and different from the one introduced in Section 5. In Section 5 the objective was to define the
Jacobi smoother with the aid of a sum of subspaces generated by the hat functions. Below, the estimates are based on a
geometric decomposition into disjoint intervals.
Lemma 6.1. Let v be a function in H1(Ij) such that
∫
Ij
vdx = 0 for all j = 1, 2, . . . , n. Then there exists a constant c > 0,
independent of h, such that
‖xv‖h ≤ ch
∥∥xv′∥∥h . (35)
Proof. Poincaré’s inequality, i.e. ‖v‖L2(Ij) ≤ ch
∥∥v′∥∥L2(Ij), implies that
‖xv‖L2(Ij) ≤ ch
j
j− 1
∥∥xv′∥∥h for j = 2, . . . , n. (36)
On the other hand, from inequality (62) and the assumption that∫
I1
vdx = 0,
we have that for a constant cP , independent of h,
‖v‖L2(I1) ≤ cP
∥∥xv′∥∥L2(I1) .
This clearly implies
‖xv‖L2(I1) ≤ cPh
∥∥xv′∥∥L2(I1) . (37)
The result now follows from inequalities (36) and (37). 
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In what follows, we use a slightly simplified notation. More precisely, Mh = Mhk = Mk generically denotes any of the
k spaces/levels and nh the number of nodes (including the boundary nodes). Furthermore, ‖ · ‖L2 represents the norm in
L2[0, L].
Let pih : C[0, L] → Mh be the interpolation operator onto the subspaceMh, i.e.,
pih (f ) =
nh−1∑
i=1
f (xi) ϕi (38)
where xi := ih are the nodes in the equally spaced division of [0, L], x0 = 0, h = L/nh and ϕi are linear hat functions
satisfying
φi
(
xj
) = δij, (39)
where δij represents the Kronecker delta.
We now prove a property of the interpolation operator:
Lemma 6.2. Assume that (7) is satisfied. Then there exists a constant cpi , independent of α and h, such that
‖ (I − pih) uˆ‖Aˆ ≤ cpih ‖g/x‖L2(0,L) (40)
where uˆ is the solution of (6).
Proof. Let
v = (uˆ− pihuˆ)′ for x ∈ Ij.
By the interpolation property we have∫
Ij
v = 0 for j = 1, . . . , n.
On the other hand, the elements under consideration are linear, hence (pih(uˆ))′′ = 0 in (0, L) but a finite set of points. From
(35) and (67) we see that∥∥x(uˆ− pihuˆ)′∥∥L2 = ∥∥x(uˆ− pihuˆ)′∥∥h
≤ ch ∥∥xuˆ′′∥∥h
≤ ch ‖g/x‖L2 .
In the Appendix, see Lemma A.6, we prove that there is a constant c , independent of α and h, such that the following L2
estimate holds∥∥(I − pih)uˆ∥∥L2 ≤ cα−1/2h ‖g/x‖L2 .
Estimate (40) now follows from the definition of the ‖.‖Aˆ norm. 
The following lemma gives an approximation property for the Galerkin projections Pˆh.
Lemma 6.3. Assume that (7) is satisfied. Then
‖(I − Pˆh)uˆ‖Aˆ ≤ cpih‖g/x‖L2 , (41)
‖x(I − Pˆh)uˆ‖L2 ≤ cpih‖(I − Pˆh)uˆ‖Aˆ, (42)
where uˆ is the solution of (6).
Proof. Wemodify the proof given by Bramble and Zhang ([4], Lemma 4.3). Using (40) and the best approximation property,
measured in the energy norm ‖ · ‖Aˆ, of the Galerkin projections Pˆk gives
‖(I − Pˆh)uˆ‖Aˆ ≤ ‖ (I − pih) uˆ‖Aˆ
≤ cpih‖g/x‖L2 .
The second inequality follows from a version of the Aubin–Nietsche trick. More precisely, the dual equation
Aˆv = −(x2v′)′ + αv = x2
(
I − Pˆh
)
uˆ = g
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has a unique weak solution v ∈ V0(0, L) (which is also the classical solution). Then, by the definition of the weak solution,
the Cauchy–Schwartz inequality and (41), we find that
‖x(I − Pˆh)uˆ‖2L2 = (x2(I − Pˆh)uˆ, (I − Pˆh)uˆ)
= Aˆ(v, uˆ− Pˆhuˆ)
= Aˆ(v − Pˆhv, uˆ− Pˆhuˆ)
≤ ‖(I − Pˆh)v‖Aˆ‖(I − Pˆh)uˆ‖Aˆ
≤ cpih(x−2Aˆv, Aˆv) 12 ‖(I − Pˆh)uˆ‖Aˆ
= cpih‖x(I − Pˆh)uˆ‖L2‖(I − Pˆh)uˆ‖Aˆ.
The second inequality now follows after canceling the factor ‖x(I − Pˆh)uˆ‖L2 . 
7. Smoothing property of the Jacobi smoother for the symmetric problem
This section is devoted to the analysis of the Jacobi smoother for the symmetric problem. We show that this smoother
has a damping property, which together with the ‘‘approximation property’’ proved in the previous section, Lemma 6.3, is
the key to the proof of a convergence result for MG applied to the symmetric problem.
The following property of the Jacobi smoother may be found in [4]
(Jˆ−1h v, v) =
n−1∑
j=1
Aˆ(vj, vj). (43)
(This is a consequence of the direct sum v =∑j vj and the definition of Jˆh.)
The proof of the next result follows the theory presented by the authors in [4]. In addition to their analysis, we have to
incorporate the zero order term αv in the proof.
Lemma 7.1. There exists a constant cJ > 0, independent of 1t and h, such that
1
2
(Aˆhv, v) ≤ (Jˆ−1h v, v) ≤ cJ(‖v‖2Aˆ + h−2‖xv‖2L2) for all v ∈ Mh. (44)
Proof. Let
Ij =
[
xj−1, xj
] = [(j− 1) h, jh] for j = 1, 2, . . . , n,
and define v0 = vn ≡ 0. Denote by ‖ · ‖1,Ij the restriction of the seminorm ‖v‖1 := ‖xv′‖L2 to functions supported on the
interval Ij. Then, by (43)(
Jˆ−1h v, v
)
= α
n∑
j=1
‖vj‖2L2 +
n∑
j=1
(‖vj−1‖21,Ij + ‖vj‖21,Ij). (45)
On Ij we have that v = vj−1 + vj. Thus, since Aˆ(vj − vj−1, vj − vj−1) ≥ 0, it follows that
AˆIj (v, v) ≤ 2
[
AˆIj(vj−1, vj−1)+ AˆIj(vj, vj)
]
,
where again, AˆIj(·, ·) is the restriction of Aˆ(·, ·) to functions supported on Ij. The first estimate in (44) now follows by summing
this inequality from 1 to n.
To prove the second estimate, observe that the decomposition v =∑j vj, satisfies the inequality
n∑
j=0
‖vj‖2L2 ≤ c‖v‖2L2 . (46)
Namely, if {φi} denotes the set of basis functions spanningMh, and ϕˆ = max(0, 1− |x|), then
φi(x) = ϕˆ
(
x− xi
h
)
for i = 1, . . . , n− 1.
If we change to the variable y = x−xih , then we find that
‖vi‖2L2 = ‖v(xi)φi‖2L2 =
2
3
h|v(xi)|2.
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Hence, inequality (46) is contained in the statement about the equivalence of the norms ‖v‖ := (h∑n−1i=1 |v(xi)|2) 12 and‖ · ‖L2 (cf. [1], Chapter V, Lemma 2.5). Therefore, the analysis reduces to considering the ‖ · ‖1 seminorm.
Linear elements satisfy
v(xj) = vj(xj), vj(xj−1) = 0, v(xj−1) = vj−1(xj−1) and vj−1(xj) = 0.
Thus for x ∈ Ij
v′j−1(x) =
vj−1(xj)− vj−1(xj−1)
h
= −v(xj−1)
h
, (47)
and
v′j(x) =
v(xj)
h
. (48)
Since v′′ = 0, we have the Taylor’s expansion
v(xj−1) = v(x)+ v′(x)(xj−1 − x),
and then
|v(xj−1)|2 ≤ 2
[|v(x)|2 + |v′(x)|2h2] .
Multiplying this inequality by x2 and using (47)− (48) we arrive at∫
Ij
x2
(
v′j−1 (x)
)2 ≤ 2[ 1
h2
∫
Ij
x2|v (x) |2 +
∫
Ij
x2|v′ (x) |2
]
, (49)
and analogously∫
Ij
x2
(
v′j (x)
)2 ≤ 2[ 1
h2
∫
Ij
x2|v (x) |2 +
∫
Ij
x2|v′ (x) |2
]
. (50)
Finally, from (49), (50), (45) and (46) we find that(
Jˆ−1h v, v
)
≤ 2
[
‖v‖21 +
1
h2
(
x2v, v
)]+ cα‖v‖2L2
≤ max(2, c)
[
‖v‖2
Aˆ
+ h−2‖xv‖2L2
]
. 
8. Proof of Theorems 5.1 and 5.2
Theorem 5.1 states that the error operator EˆJ is a contraction mapping with respect to the energy norm. To prove this
property, we will check the hypothesis of Lemma 4.1, which in turn implies Theorem 5.1 due to the symmetry of the error
operator. To check the sufficient conditions expressed in Lemma4.1, we need the result in Lemma7.1 on the Jacobi smoother
and the general properties of the Galerkin projections proven in Lemma 6.3. Actually, the tricky part in the proof of the
approximation property is Lemma 6.2 on the approximation property of the interpolation operator. The rest follows the
standard theory quite closely.
Proof of Theorem 5.1. If we define Rˆk = 12 Jˆh, the left estimate in (44) implies that
σ(RˆkAˆk) ⊂ (0, 1]
where σ(·) denotes the spectrum (in the finite-dimensional case it is the set of eigenvalues). Consequently
σ(I − RˆkAˆk) ⊂ [0, 1).
Indeed, the left inequality in (44) is the same as
Aˆ(v, v) ≤ (Rˆ−1k v, v) for all v ∈ Mk.
Letting v = RˆkAˆkw above we find
0 ≤ Aˆ(RˆkAˆkw, RˆkAˆkw) ≤ Aˆ(w, RˆkAˆkw),
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i.e., RˆkAˆk is positive definite with respect to the inner product Aˆ(·, ·). It is also symmetric in the energy product which can
be verified by using the identity
Qh,jAˆk = Aˆh,jPˆh,j,
where Pˆh,j is symmetric w.r.t the energy product Aˆ(·, ·). (It is defined by Aˆ(Pˆh,jv,w) = Aˆ(v,w) for all v,w ∈ Mk.) This gives
the identity:
RˆkAˆk = 12
n−1∑
i=1
Pˆh,j.
Moreover, if λ > 0 is an eigenvalue of RˆkAˆk with eigenvector ψ then
Aˆkψ = λRˆ−1k ψ.
Taking the inner product (·, ·)with ψ
(Aˆkψ,ψ) = λ(Rˆ−1k ψ,ψ) ≥ λ(Aˆkψ,ψ).
Canceling the common factor we find that λ ≤ 1.
Let us now prove (28). It follows from Lemmas 7.1 and 6.3 that, for v = (I − Pˆk−1)uˆ,
‖xv‖L2 ≤ cpih‖v‖Aˆ
and
(Rˆ−1k v, v) ≤ 2cJ
(
‖v‖2
Aˆ
+ h−2‖xv‖2L2
)
.
Combining these two inequalities gives
(Rˆ−1k v, v) ≤ c‖v‖2Aˆ = Aˆ((I − Pˆk−1)uˆ, uˆ). 
Proof of Theorem 5.2. We will give a perturbation analysis for the non-symmetric multigrid algorithm by adapting the
argument presented in [2].
Consider the bilinear form
D(v,w) = A(v,w)− Aˆ(v,w). (51)
Note, by the Cauchy–Schwartz inequality, that the following bounds hold
|D(v,w)| ≤ β‖xv′‖L2‖w‖L2
≤ β‖v‖Aˆ‖w‖L2 , (52)
where
β = |µ− 2|. (53)
Next, define the perturbation operator
Zk = Tk − Tˆk,
where the operators Tk and Tˆk are defined in Eqs. (21)–(22) and (25)–(26), respectively. A computation in Section 5 of [2]
shows that, for k > 1,
Aˆ(Zkv,w) = D(v, T ∗kw) for all v,w ∈ MJ . (54)
Here, T ∗k denotes the adjoint operator of Tk with respect to the Aˆ(·, ·) inner product.
For k = 1 the situation is different:
Aˆ(Z1v,w) = D((I − P1)v, Pˆ1w) for all v,w ∈ MJ . (55)
Case 1: Rk = 12 Jˆh.
We claim that
‖Zk‖Aˆ ≤ cβα−
1
2 for k = 1, . . . , J, (56)
for a certain constant cβ that depends on β , see (53).
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To prove this, recall that the norm of any linear operator X : Mk → Mk is given by
‖X‖Aˆ = sup
v,w∈Mk
Aˆ(Xv,w)
‖v‖Aˆ‖w‖Aˆ
,
see [2]. Note also the following estimate
‖w‖2L2 ≤ α−1‖w‖2Aˆ for allw ∈ V0(0, L). (57)
From this estimate and by applying (52) to (55) we see that
|Aˆ(Z1v,w)| ≤ β‖(I − P1)v‖Aˆ‖Pˆ1w‖L2
≤ βα− 12 ‖(I − P1)v‖Aˆ‖Pˆ1w‖Aˆ.
Clearly, P1 is a bounded operator:
1
2
‖P1v‖2Aˆ ≤ A(P1v, P1v) = A(v, P1v) ≤ C1‖v‖Aˆ‖P1v‖Aˆ,
cf. Remark 3.1. Furthermore, Pˆ1 is symmetric with norm less than or equal to one. Thus, from the triangle inequality we find
that
|Aˆ(Z1v,w)| ≤ cβα− 12 ‖v‖Aˆ‖w‖Aˆ, (58)
which is our claim in the case of k = 1.
For k > 1, observe that from (52), (54) and (57) we get
|D(v, T ∗kw)| ≤ β‖v‖Aˆ‖T ∗kw‖L2
≤ βα− 12 ‖v‖Aˆ‖Tˆ ∗kw‖Aˆ.
First, it is easy to check that Tk is Aˆ(·, ·)-self-adjoint, i.e., T ∗k = RˆtkAˆkPˆk = Tk. Indeed,
Aˆ(Tˆkv,w) = (Tˆkv, AˆkPˆkw)
= (AˆkPˆkv, RˆtkAˆkPˆk)
= Aˆ(v, RˆtkAˆkPˆkw)
= Aˆ(v, T ∗kw).
Second, the following inequality is known to hold for the Jacobi smoother (see [5], Theorem 5.1):
Aˆ(Tˆkw, Tˆkw) ≤ θ Aˆ(Tˆkw,w), (59)
for a constant θ ∈ (0, 2). Recalling that Tˆk is symmetric in the energy product, it follows from the previous two remarks that
(divide Eq. (59) by ‖w‖2
Aˆ
on both sides and then take ‘sup’):
‖Tˆ ∗k ‖Aˆ = ‖Tˆk‖Aˆ ≤ θ. (60)
Hence
|D(v, T ∗kw)| ≤ 2βα−
1
2 ‖v‖Aˆ‖w‖Aˆ,
and that ends the proof of (56).
From (59) we deduce also that Tˆk is positive definite. By (60),
σ(I − Tˆk) ⊂ (−1, 1).
Therefore
‖I − Tk‖Aˆ = ‖I − Tˆk − Zk‖Aˆ ≤ 1+ cβα−
1
2 for k = 1, . . . , J,
and hence, by the product formula of the error operator
‖Ek‖Aˆ = ‖(I − T1) · · · (I − Tk)‖Aˆ
≤ (1+ cβα− 12 )k
≤ (1+ cβα− 12 )J
≤ ecβα−
1
2 J .
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On the other hand, from the definitions of Ek, Eˆk, Tˆk and Zk it follows that
Ek − Eˆk = (Ek−1 − Eˆk−1)(I − Tˆk)− Ek−1Zk,
and consequently
‖Ek − Eˆk‖Aˆ ≤ ‖Ek−1 − Eˆk−1‖Aˆ + ‖Ek−1‖Aˆ‖Zk‖Aˆ
≤ ‖Ek−1 − Eˆk−1‖Aˆ + cβα−
1
2 ecβα
− 12 J .
In particular
‖E1 − Eˆ1‖Aˆ ≤ cβα−
1
2 ,
and we arrive at
‖EJ − EˆJ‖Aˆ ≤ cβ Jα−
1
2 ecβα
− 12 J .
The constant on the right-hand side depends on α ∼ 1/1t , on the number of levels J and on the constant β = |µ− 2|. Note
that if σ is small, cβ becomes large, giving rise to a convection-dominated problem.
To finish the proof, apply the triangle inequality and Theorem 5.1.
Case 2: Rk = 12 Jh.
We will modify the technique used to prove Theorem 5.5 in [2].
From the definition of Jh it follows that
Tk = RkAkPk = 12
(
n−1∑
j=1
A−1h,j Qh,j
)
AkPk,
and from the identity Qh,jAk = Ah,jPh,j, we have the alternative expression for Tk
Tk = 12
n−1∑
j=1
Ph,j.
Then, the perturbation operator may be written as
Zk = 12
n−1∑
j=1
(Ph,j − Pˆh,j).
Analogous to (55),
Aˆ((Ph,j − Pˆh,j)v,w) = D((I − Ph,j)v, Pˆh,jw),
and hence, by the boundedness of Ph,j and Pˆh,j, see (52) and (57), we find that
Aˆ((Ph,j − Pˆh,j)v,w) ≤ cβα− 12 ‖v‖Aˆ,Ωh,j‖w‖Aˆ,Ωh,j .
Here, ‖ · ‖Aˆ,Ωh,j is the restriction of ‖ · ‖Aˆ to the sub-domain
Ωh,j = [(j− 1)h, (j+ 1)h],
and cβ is a certain constant that depends on β . Summing for all j, we get
Aˆ(Zkv,w) ≤ cβα− 12
n−1∑
j=1
‖v‖Aˆ,Ωh,j‖w‖Aˆ,Ωh,j .
The limited overlap property of the domainsΩh,j gives
n−1∑
j=1
‖v‖2
Aˆ,Ωh,j
≤ c‖v‖2
Aˆ
.
It only remains to apply the Cauchy–Schwartz inequality to obtain the claim
‖Zk‖Aˆ ≤ cβα−
1
2 for k = 1, . . . , J.
Now, the proof proceeds exactly as in the symmetric case. 
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Table 1
Number of iterations produced by Algorithms 1 and 2 with the Jacobi smoother for the non-symmetric and symmetric problems respectively
1t h
2−8 2−10 2−12 2−14
# it # it # it # it
0.5 27 27 27 27
0.1 27 27 27 27
0.01 27 27 27 27
In this case, the number of iterations needed by the two algorithms is identical.
Table 2
Number of iterations produced by Algorithm 1 with the Gauss–Seidel smoother
1t h
2−8 2−10 2−12 2−14
# it # it # it # it
0.5 6 5 5 4
0.1 5 5 5 4
0.01 6 6 5 5
9. Numerical experiments
The experiments presented in this section were carried out using the multigrid tool-box in the software library Diffpack
(developed for the numerical solution of partial differential equations, see www.nobjects.no and www.inutech.de).
Consider a European call option on the interval x ∈ [0, 2], with strike price E = 1, interest rate r = 0.1 and volatility
σ = 1. We study here the convergence of the symmetric and non-symmetric algorithms, presented in Section 4. The
stopping criterion is given by the relative residual
‖rJ‖/‖r0‖ ≤ 10−8.
Note that this criterion only indicates that if the resulting number of iterations is bounded independently of h and1t , then
the multigrid contraction factor is also independent of h and 1t . The null vector is chosen as starting vector and the mesh
width h1 for the coarsest grid is set to 1.
Table 1 shows that the V -cycle for the symmetric and the non-symmetric problems exhibit the same behavior in terms
of the number of iterations required to solve the problem. The Jacobi smoother with relaxation parameter 1/2 was used.
The numbers presented in this table are clearly in agreement with our theoretical findings.
The theory presented in this paper deals only with the Jacobi smoother. In Table 2 we show that, by choosing a
Gauss–Seidel smoother in Algorithm 1, the number of iterations is still independent of the mesh width and the time step
size.
Please note thatwehave performed a series of experimentswith different values for r ,σ and E. All of the resultswere very
similar to those presented in Tables 1 and 2. That is, the number of iterations neededwere independent of the discretization
parameters and the Gauss–Seidel smoother was more efficient than the Jacobi smoother.
10. Summary
The main purpose of the present paper has been to show how one may generalize the traditional multigrid analysis for
the classical equations to problems involving degenerate operators. It turns out that this can be accomplished for the one-
dimensional Black–Scholes equation arising in mathematical finance. Our approach depends on detailed knowledge about
the analytical solution of the symmetric problem (6). This fact is difficult to generalize to multi-dimensional cases. How to
bypass this obstacle is therefore, as far as we know, still an open problem.
Our theoretical findings were illuminated by a series of numerical experiments for the single-asset Black–Scholes
model. Also, the number of multigrid iterations needed to solve the problem was indeed independent of the discretization
parameters used in space and time.
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Appendix
The results presented in this appendix are intended to make the text more self-contained. Emphasis is made on the
application of a generalized Hardy-type inequality to estimate the interpolation error, via a regularity result.
A.1. Poincaré inequalities
Lemma A.1 (Poincaré’s Inequality). The following inequality holds
‖v‖L2(a,b) ≤ 2‖xv′‖L2(a,b). (61)
for every v ∈ V0 (a, b).
Proof. Assume first that v ∈ C∞c (a, b) . Integrating by parts yields∫ b
a
v2dx = v2x |ba−
∫ b
a
2vv′xdx
= −2
∫ b
a
v
(
xv′
)
dx.
So, by the Cauchy–Schwartz inequality∣∣∣∣∫ b
a
2v(xv′)dx
∣∣∣∣ ≤ 2‖v‖L2(a,b)‖xv′‖L2(a,b).
Then (61) follows by canceling the common factor ‖v‖L2(a,b). By the density of C∞c (a, b) in V0 (a, b) we get the result by
passing to the limit on both sides. 
Denote by (v) the average of v over the interval (0, a), i.e.
(v) = 1
a
∫ a
0
vdx.
The following Poincaré type of inequality holds (it may be found in [6], Lemma 4.2, for the special case of the weight x2):
Lemma A.2. For every v ∈ H1(0, a), there exists a constant cP > 0, independent of a, such that
‖v − (v)‖L2(0,a) ≤ cp‖xv′‖L2(0,a). (62)
A.2. Explicit solution of Eq. (6)
In this paragraph we will give an explicit formula for the solution of (6) with L = 1. The general case reduces to the case
L = 1 by the change of variable y := xL , u˜(y) := u(x) and g˜(y) := g(x).
Lemma A.3. Let L = 1 and g/x ∈ L1(0, 1). Then the solution of the boundary value problem (6) is given by the formula
uˆ(x) = c0u2(x)
∫ x
0
u1(s)g(s)ds+ c0u1(x)
∫ 1
x
u2(s)g(s)ds, (63)
where
u1(x) = xβ1 ,
u2(x) = xβ2 − xβ1 ,
β1 = −1+
√
1+ 4α
2
,
β2 = −1−
√
1+ 4α
2
,
c0 = − 1√
1+ 4α .
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A.3. Hardy’s inequality
Let f ∈ Lp(0,∞) and f¯ ∈ Lq(0,∞), where 1p + 1q = 1. For a given real constant γ , define the functions
Fγ (x) := x−γ
∫ x
0
sγ−1f (s)ds,
F¯γ (x) := xγ−1
∫ ∞
x
s−γ f¯ (s)ds.
The following extension of Hardy’s inequality may be found in [9], inequalities 9.9.8 and 9.9.9.
Lemma A.4. Let 1 < p <∞ and γ > 1p . Then Fγ ∈ Lp(0,∞), F¯γ ∈ Lq(0,∞) and
‖Fγ ‖Lp < ppγ − 1‖f ‖Lp , (64)
‖F¯γ ‖Lq < qqγ + 1− q‖f ‖Lq . (65)
A.4. Regularity
With the aid of the representation formula (63) we will prove the following lemma:
Lemma A.5. Suppose that L = 1, g/x ∈ L2(0, 1) and α > 3/4. Then the solution uˆ of (6) belongs to H10 (0, 1). Moreover, there
exist positive constants c and c˜ such that
‖uˆ′‖L2(0,1) ≤ cα−1/2‖g/x‖L2(0,1), (66)
and
‖xuˆ′′‖L2(0,1) ≤ c˜‖g/x‖L2(0,1). (67)
Proof. Differentiating (63) yields
u′(x) = c0
[
(β2xβ2−1 − β1xβ1−1)
∫ x
0
sβ1g(s)ds+ β1xβ1−1
∫ 1
x
(sβ2 − sβ1)g(s)ds
]
.
Let
f (s) = f¯ (s) =
{
g(s)/s for s ∈ (0, 1),
0 otherwise .
Define
I(x) := xβ1−1
∫ 1
0
sβ1+1f (s)ds.
Then, using that β1 + β2 = 1, uˆ′ and xuˆ′′ may be written as
uˆ′(x) = c0
(
β2Fβ1+2(x)+ β1F¯β1(x)− β1I(x)
)
,
and
xuˆ′′(x) = c0
[
β2(β2 − 1)Fβ1+2(x)+ β1(β1 − 1)F¯β1(x)+ β1(β1 − 1)I(x)
]+ f (x).
Now, I(x) can be estimated in a straightforward manner:
‖I(x)‖L2(0,1) ≤ ‖xβ1−1‖L2(0,1)‖sβ1+1‖L2(0,1)‖f (s)‖L2(0,1)
= 1√
(2β1 − 1)(2β1 + 3)‖f (s)‖L2(0,1).
Then by Lemma A.4, for β1 > 1/2 (or α > 3/4), we find that
‖uˆ′‖L2(0,1) ≤ c0
(
2β2
2β1 + 3 +
2β1
2β1 − 1 +
β1√
(2β1 − 1)(2β1 + 3)
)
‖f (s)‖L2(0,1),
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and
‖xuˆ′′‖L2(0,1) ≤ c0
(
2β2(β2 − 1)
2β1 + 3 +
2β1(β1 − 1)
2β1 − 1 +
β1(β1 − 1)√
(2β1 − 1)(2β1 + 3)
)
‖f (s)‖L2(0,1) + ‖f (s)‖L2(0,1),
and the result follows since
c0 = 1
β2 − β1 =
1√
1+ 4α . 
A.5. A L2-error estimate for the interpolation operator pih
This section is devoted to the proof of an error estimate that plays a central role in the theory presented in this paper.
Recall that pih : C(0, L)→ Mh is the interpolation operator associated withMh := Mk for h = hk, i.e.,
pih(f ) =
nh−1∑
i=1
f (xi)φi, (68)
where xi are the interior nodes in the equally spaced division of [0, L], φi are piecewise linear functions satisfying
φi(xj) = δij,
and δij represents the Kronecker delta.
Lemma A.6. Let uˆ be the solution of (6) with L = 1 and assume that g/x ∈ L2(0, 1). Then there exists a constant c > 0,
independent of α and h, such that
‖uˆ− pihuˆ‖L2(0,1) ≤ cα−1/2h‖g/x‖L2(0,1).
Proof. The following estimate for the interpolation operator is well known (cf. Theorem 6.4 in [1])
‖uˆ− pihuˆ‖L2(0,1) ≤ Ch‖uˆ′‖L2(0,1).
The result now follows from inequality (66). 
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