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Num par de artigos de 1943 e 1944, Scheé deduziu para o problema de
Behrens-Fisher uma solução simples com distribuição t exacta, que mostrou ter
boas propriedades. Todavia, posteriormente preteriu essa solução em favor do
teste t aproximado de Welch.
Neste trabalho mostramos que a estatística de teste de Welch se pode obter
por reamostragem da solução de Scheé. Utilizamos o mesmo processo de
reamostragem para obter outras variantes da estatística de Scheé, de que fazemos
uma exploração simples por simulação.
Palavras-Chave: teste t aproximado de Welch, problema de Behrens-
Fisher, reamostragem, Henry Scheé, médias potência, fórmula de Sat-




In two papers from 1943 and 1944, Scheé derived a simple solution to the
Behrens-Fisher problem with an exact t-distribution, for which he proved some
optimal properties. Later, however, he recommended against this solution, favoring
Welch's approximate t test instead.
In this work we show that Welch's test statistic can be obtained by resampling
Scheé's statistic. We apply the same resampling procedure to obtain further
variants of Scheé's solution, which we explore with a brief simulation.
Keywords: Welch's approximate t, Behrens-Fisher problem, resam-
pling, Henry Scheé, power means, Satterhwaite's formula, eective
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≡ igual por de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N(µj, σj) distribuição normal com valor médio µj
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zα quantil superior de probabilidade α
na distribuição normal padrão
χ2ν distribuição qui-quadrado com ν graus de liberdade;
va. genérica com distribuição χ2ν (ν > 0)
ga(α, δ) distribuição gama com parâmetro de forma α,
parâmetro de escala δ e valor médio β = αδ
ω = 1/δ taxa da distribuição gama
W va. genérica com distribuição gama, exacta ou aproximada
T va. genérica com distribuição tν , exacta ou aproximada
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estimador de σ2 na estatística TStu
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(n1 − 1)/(n2 − 1)
Ui diferenças ponderadas de Scheé
Ui = Xi − cYi (i = 1, ..., n1)
S2U , SU variância e desvio padrão amostrais de (U1, ..., Un1)
p número de emparelhamentos





n1 para um dado
emparelhamento (j = 1, ..., p)
Tj valores possíveis da estatística de Scheé (j = 1, ..., p)
S(m) média de ordem m dos erros padrões (S1, ..., Sp)
T(m) estatística de Scheé reamostrada associada a S(m)
Yj, Y j subamostra de Y = (Y1, ..., Yn1 , ..., Yn2)
com n1 ≤ n2 elementos e respectiva média (j = 1, ..., p)
T(−)j estatística de Scheé com truncatura
da amostra maior (j = 1, ..., p)
T(−), S
2
(−) média das estatísticas T(−)j e estimador associado de σ
2
Y(−i) subamostra de Y = (Y1, ..., Yi, ..., Yn2)





( ) estatística S
′2
( ) com jackknife incompleto
e estatística associada T ′( )
W( ), W
′







n1An2 número de arranjos (ou permutações) de n2, n1 a n1
Mais vale uma solução aproximada do problema certo





Comparação de médias: métodos
paramétricos clássicos
1.1 Momentos de variáveis aleatórias
Neste capítulo introdutório recordamos denições e propriedades pertinentes
para o trabalho que se segue e xamos as notações e abreviaturas que utilizaremos.
Dada uma variável aleatória (va.) X absolutamente contínua com suporte S e
função densidade de probabilidade fX , e uma função mensurável g : IR → IR, o
valor médio, ou valor esperado, da va. Y = g(X) é denido pela média ponderada




quando este integral é absolutamente convergente; caso contrário diz-se que Y =
g(X) não tem valor médio. Considerando a função identidade g(X) = X ca o
valor médio de X, µX = E(X).
O valor médio tem propriedades lineares que decorrem imediatamente das do
integral: se X1, X2, ..., Xp são va. com valor médio e a1, a2, ..., ap, b constantes,
então
E(a1X1 + · · ·+ apXp + b) = a1E(X1) + · · ·+ apE(Xp) + b. (1.1)
Se além disso as variáveis aleatórias forem independentes então o valor médio do
3
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seu produto factoriza-se,
E(X1 ·X2 · · · · ·Xp) = E(X1) · E(X2) · · · · · E(Xp).
Segundo a desigualdade de Markov ([9], p. 136), uma va. de suporte positivo
com valor médio µX encontra-se, com grande probabilidade, numa vizinhança
direita da origem; mais precisamente, P [X ≥ aµX ] ≤ 1/a para qualquer a real
positivo. Por exemplo, para µX = 1 ca P [0 ≤ X < 20] ≥ 95%.
A dispersão de uma variável aleatória em torno do seu valor médio pode ser
quanticada pelo erro quadrático médio, designado variância, e denida por uma
das fórmulas alternativas
var(X) = E(X − µX)2 = E(X2)− µ2X .
A variância não é alterada por translações e cresce quadraticamente com a
escala, isto é para uma va. X com variância e constantes reais a e b quaisquer
tem-se
var(aX + b) = a2var(X). (1.2)
Outra medida de dispersão usual é o desvio padrão, σX =
√
var(X), que
além de variar linearmente com a escala, dado que Y = aX + b ⇒ σY = |a|σY
(e portanto vir expresso nas mesmas unidades que a variável a que se refere),
surge como escala de referência natural em resultados fundamentais da teoria das
probabilidades como a desigualdade de Chebyshev e o Teorema Limite Cental.
A variância é aditiva para parcelas independentes. Se X1, X2, ..., Xp são vas.




p e valores médios µ1, µ2, ..., µp, e∑
=
∑









var (Xj) ; (1.3)





2 + · · ·+ σ2p. (1.4)
O índice de dispersão δ(X) = var(X)/E(X) é uma medida de dispersão relativa
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que verica δ(aX) = aδ(X) para a 6= 0.
O índice de dispersão de uma soma com valor médio não nulo E (
∑
) 6= 0 e





σ21 + · · ·+ σ2p





com pesos proporcionais aos valores médios das parcelas $j = µj/
∑
µi, desde que
todas estas tenham variância nita.
Se nas mesmas condições, as parcelas de
∑
forem dependentes, a variância da
soma passa a ser dada por
var(X1 +X2) = var(X1) + var(X2) + 2 cov(X1, X2),
onde o termo cruzado adicional, que depende conjuntamente das duas parcelas, é
a covariância,
cov (X1, X2) = E [(X1 − µ1)(X2 − µ2)] = E(X1X2)− µ1µ2.
A covariância é limitada pela desigualdade de Cauchy-Schwarz,
|cov(X1, X2)| ≤ σ1σ2.
A independência é uma condição suciente (mas não necessária) para a covariância
ser nula. Quando a covariância não é nula diz-se que as variáveis X1 e X2 estão










a2j var(Xj) + 2
∑
j′<j
ajaj′ cov(Xj, Xj′). (1.6)
A covariância é invariante para translações e é uma forma bilinear simétrica:
para a1, a2, b constantes reais quaisquer
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cov(X, a1Y1 + a2Y2 + b) = cov(a1Y1 + a2Y2 + b,X)
= cov(X, a1Y1 + a2Y2)
= a1 cov(X, Y1) + a2 cov(X, Y2),
desde que as variáveis X, Y1 e Y2 tenham variâncias nitas.
1.2 Momentos amostrais e distribuições de amos-
tragem em populações normais
Uma amostra aleatória de dimensão n de uma va. contínua X é uma sequência
de vas. X = (X1, X2, ..., Xn), cada qual com distribuição idêntica à de X,Xi
d
= X,
mas independentes entre si. Também se diz que as vas. Xi são i.i.d. (independentes
e identicamente distribuídas). Designaremos por vezes X ou a sua distribuição por
variável ou população geradoras da amostra X, e os elementos Xi da amostra
aleatória por observações da va. X ou da amostra X.
Uma estatística é uma função de uma amostra aleatória G = g (X1, X2, ..., Xn)
que é também uma variável aleatória. Estatísticas construídas para aproximar
um parâmetro constante ϑ da distribuição geradora chamam-se estimadores.
















e o desvio padrão amostral SX =
√
S2X e recordamos algumas das suas
propriedades fundamentais.
A média e a variância amostrais podem-se calcular recursivamente. Se à
amostra Xn = (X1, ..., Xn) com média Xn e variância S
2
n for acrescentada mais
uma observação Xn+1, então a média Xn+1 e variância S
2
n+1 da nova amostra
Xn+1 = (X1, ..., Xn, Xn+1) obtêm-se das primeiras pelas fórmulas (cf. eg. [9], p.













Naturalmente que a ordem por que se dispõem as observações não é aqui
relevante, pois quer a média quer a variância são somas de funções das observações
individuais. Estas relações de recorrência não requerem que a amostra seja
aleatória nem que existam momentos populacionais.




= µX , e à medida
que aumenta a dimensão da amostra (n → ∞) a média amostral converge em
probabilidade para a média populacional, Xn
p→ µX . Diz-se por isso que a
média amostral X é respectivamente, um estimador centrado e um estimador
consistente do valor médio populacional µX . O primeiro facto decorre facilmente
das propriedades lineares do operador valor médio. O segundo é uma das
formulações da chamada Lei dos Grandes Números da teoria das probabilidades.
Se além de valor médio a va. geradora X tem variância nita σ2X , então da
propriedade aditiva da variância para parcelas independentes, referida na secção

















= σ2X . O mesmo não sucede em geral com o desvio
padrão SX  um estimador que não seja centrado diz-se enviesado  , mas ambos








Admitindo agora que X = (X1, X2, ..., Xn) é amostra aleatória de uma va. com
distribuição normal de valor médio µX e desvio padrão σX , X _ N (µX , σX)
 diremos mais simplesmente que X é uma amostra aleatória normal , a
distribuição da média e da variância amostrais ca completamente determinada:
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_ N(0, 1). (1.8)
A variância de uma amostra aleatória normal é uma va. independente da média














Observamos que a distribuição de Z não depende de quaisquer parâmetros nem
da dimensão da amostra. No entanto, a sua utilidade como base de inferência sobre
médias é limitada pelo facto de a sua expressão incluir o desvio padrão populacional
σX , que costuma ser desconhecido em problemas concretos. O mais natural é este






Foi a descoberta deste resultado e da independência entre X e S2X em populações
normais que celebrizou Student, ainda que não tivesse podido prová-lo com todo
o rigor (o que foi feito alguns anos depois por Ronald Fisher).
Deixamos para a secção seguinte a denição geral e revisão das distribuições
qui-quadrado e t de Student, mas referimos desde logo que, conforme seria de
esperar do que até aqui foi dito, à medida que n → ∞ dá-se a convergência em





que é bastante rápida  costuma-se considerar (ao menos nos manuais de
estatística) que a partir de cerca de n ≥ 30 as duas distribuições se confundem
para efeitos práticos.
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1.3 Distribuições gama, qui-quadrado, t e F
Para quaisquer α, δ > 0 dizemos que uma v.a. positiva W segue a distribuição





wα−1 e−w/δ, w > 0.
O valor δ é um parâmetro de escala tal que para qualquer constante λ > 0 se
tem W _ ga(α, δ) se e só se λW _ ga(α, λδ). Abreviadamente,
λ · ga(α, δ) = ga(α, λδ). (1.11)
A distribuição gama tem valor médio E(W ) = αδ, que acharemos por vezes
conveniente designar por β. Deste modo a sua variância é var(W ) = β2/α = αδ2, e
o índice de dispersão var(W )/E(W ) = δ = β/α. Uma parametrização alternativa
comum da distribuição é em termos da taxa de ocorrências ω = 1/δ num processo
de Poisson homogéneo com tempos de espera descritos por esta distribuição.










≡ [SR(W )]2 .
A soma de variáveis aleatórias gama independentes com o mesmo parâmetro de





Wj _ ga (
∑
αj, δ). Dada a propriedade (1.11), uma combinação
linear de vas. gama independentes λ1W1 +λ2W2 + ...+λkWk, com Wj _ ga(αj, δj)







= λjδj = δ. (1.12)
A distribuição qui-quadrado com ν graus de liberdade é um caso particular da
família gama; para cada ν > 0 dene-se por χ2ν = ga (ν/2, 2).
10 1.4. A aproximação de Satterthwaite
Para o qui-quadrado tem-se E(χ2ν) = ν, var(χ
2
ν) = 2ν, δ(χ
2
ν) = 2 e
ν = 2× SR2(χ2ν).
Toda a v.a. gama é proporcional a um qui-quadrado







com ν = 2α.
Quando as parcelas χ2νj são independentes χ
2
ν1










onde Z _ N(0, 1) e χ2ν são vas. independentes. Se S
2 é um estimador de variância
independente de Z com distribuição dada por νS2/σ2 _ χ2ν ⇔ S2/σ2 _ χ2ν/ν,






Diz-se que uma variável aleatória F tem distribuição F de Fisher com (ν1, ν2)





onde χ2ν1 e χ
2
ν2
são quis-quadrados independentes com ν1 e ν2 graus de liberdade,
respectivamente.
1.4 A aproximação de Satterthwaite
No modelo linear geral, é frequente usarem-se estimadores de variância que
são combinações lineares de v.a. gama independentes (ou de quis-quadrados
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independentes, o que é o mesmo) da forma W = λ1W1 + λ2W2 + ... + λkWk,










onde νj e σj são constantes positivas.
Exemplos são:
1. O estimador centrado usual para a variância em amostras aleatórias normais,





Neste caso k = 1, ν = n− 1, λ = n− 1
σ2
.
2. O estimador combinado usual para a variância comum com base em duas





0 de va. normais X1 _ N(µ1, σ1) e X2 _ N(µ2, σ2) ,
S20 =
(n1 − 1)S21 + (n2 − 1)S22
n1 + n2 − 2
.
Neste caso:
k = 2, W1 =
n1 − 1
σ20




ν1 = n1 − 1, ν2 = n2 − 1, λ1 = λ2 =
σ20
n1 + n2 − 2
.
Como por hipótese as duas amostras são independentes, também o são S21 e
S22 , e da aditividade do qui-quadrado resulta então que nos exemplos anteriores,
a combinação linear W =
∑
λjWj tem parcelas independentes λjWj com índices
de dispersão δj = var(λjWj)/E(λjWj) = λjvar(Wj)/E(Wj) idênticos, pelo que
equivale a uma soma de vas. gama independentes com parâmetros de escala iguais,
que é outra gama.
Porém, se numa combinação linear de va. gama independentes houver pelo
menos duas parcelas com índices de dispersão diferentes δi 6= δj então a sua
12 1.4. A aproximação de Satterthwaite
distribuição já não é uma gama e não tem forma analítica tratável conhecida
([48], p. 431, [23], p. 149).
Exemplos são:
1. O estimador combinado da variância para duas amostras aleatórias normais
independentes S20 no caso das variâncias populacionais não serem homogé-
neas, que então passa a ser da forma W =
∑
λjWj com:






νj = nj − 1 mas λ1 =
σ21
n1 + n2 − 1
6= λ2 =
σ22
n1 + n2 − 2
.























A distribuição de uma combinação linear de vas. gamas independentes
W =
∑
λjWj ou simplesmente W =
∑
λjWj pode, no entanto, ser bem
aproximada por outra gama com os mesmos dois primeiras momentos. Comecemos
por notar que:









Igualando então os dois primeiros momentos de ambos os membros da combinação
linear tiramos:








































A expressão é idêntica se particularizarmos para o qui-quadrado, pois então
α = ν/2⇔ ν = 2α, e o factor de 2 anula-se nos dois membros da equação (1.16).
Conforme referimos no início desta secção, a situação mais comum é pretender-




2 +· · ·+λkS2k









= σ2j . No caso de que vamos tratar, temos k = 2 e






com (nj − 1)S2j /σ2j _ χ2nj−1 conforme (1.9), e a fórmula de Satterthwaite geral
(1.16) reduz-se à expressão mais familiar para os graus de liberdade teóricos de S2















1.5 Testes de hipóteses e intervalos de conança
clássicos para médias
1.5.1 Inferência sobre uma média com variância conhecida
Pretendemos avaliar se um valor µ0 é plausível para a média desconhecida µX de
uma população (ou variável) contínua X, a partir de uma amostra de observações
efectuadas nessa população. A tradução estatística deste problema é o teste às
hipóteses H0 : µX = µ0 vs. H1 : µX 6= µ0.
Se X = (X1, X2, ..., Xn) é uma amostra aleatória de X _ N(µX , σX), com
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ança clássicos para médias





tem distribuição normal padrão N(0, 1) sob H0. A decisão estatística entre as
hipóteses H0 e H1 pode por isso ser baseada no valor observado de Z  a estatística
de teste.
Figura 1.1: Região de aceitação (centro) e região de rejeição (caudas) num teste
de hipóteses bilateral baseado numa estatística com distribuição normal padrão
Assumindo uma pequena taxa de rejeições incorretas da hipótese nula,
α = P [rejeitar H0 quando H0 é verdadeira] ≈ 0
 o nível de signicância  adopta-se a seguinte regra de decisão: Manter a
hipótese H0 enquanto a estatística de teste Z tomar valores numa vizinhança de
probabilidade 1 − α do zero (valor que corresponde à diferença expectável entre
X e µ0 caso µX = µ0), chamada região de aceitação; e rejeitar H0 quando Z car
fora dessa vizinhança, numa das caudas de valores mais extremos na distribuição
de Z sob H0, com probabilidade colectiva α de serem observados  a região de
rejeição. Resumidamente
−zα/2 ≤ Z ≤ zα/2 ⇒ manter H0
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Z > zα/2 ou Z < −zα/2 ⇒ rejeitar H0 em favor de H1
sendo os valores críticos que demarcam a região de rejeição neste caso ±zα2 , onde
zα/2 designa o quantil superior de probabilidade α/2 na distribuição normal padrão.
Um problema relacionado é o de determinar uma estimativa para o valor médio
de uma população µX na forma de intervalo. De (1.8), da denição dos quantis de
±zα/2 e da simetria da distribuição normal padrão obtêm-se as igualdades
P
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corresponde a um intervalo com nível de conança (1− α)× 100% para µX .
Nos casos tratados neste trabalho há uma correspondência biunívoca entre
as duas metodologias da estimação por intervalos de conança e dos testes de
hipóteses: A regra de decisão do teste bilateral equivale a manter H0 : µX = µ0
vs. H1 : µX 6= µ0 ao nível de signicância α se e só se o valor médio teorizado µ0
pertencer ao intervalo com (1−α)× 100% de conança para µX . E o intervalo de
conança para µX é constituído precisamente pelos valores de µ0 para os quais não
se rejeita H0 : µX = µ0 vs. H1 : µX 6= µ0 ao nível de signicância α. Deste modo,
embora tenhamos geralmente preferido exprimi-los da perspectiva dos testes de
hipóteses, os resultados que referimos nesta dissertação aplicam-se também aos
intervalos de conança, com adaptações imediatas.
1.5.2 Inferência sobre uma média com variância desconhe-
cida
Suponha-se agora que pretendemos fazer o teste de hipóteses H0 : µX = µ0 vs.
H1 : µX 6= µ0 com base numa amostra aleatória X = (X1, X2, ..., Xn) da variável
X _ N(µX , σX), mas que quer o valor médio µX quer a variância σ
2
X populacionais
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são desconhecidos.






e utilizamos esta variável aleatória como estatística de teste. A regra de decisão
consiste em rejeitar H0 quando o valor observado de T ultrapassa os valores críticos
±t(n1−1 ;α/2), em que t(n1−1 ;α/2) representa o quantil superior de probabilidade α/2
na distribuição tn−1.
Figura 1.2: Região de aceitação (centro) e região de rejeição (caudas) num teste
de hipóteses bilateral baseado numa estatística com distribuição tn−1.
Analogamente ao caso de variância conhecida, podemos também obter um
intervalo com (1− α)× 100% de conança para µX resolvendo
P
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X − t(n−1 ;α/2)
SX√
n
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≤ µX ≤ x+ t(n−1 ;α/2)
sX√
n
uma vez que também as distribuições t são simétricas em torno da origem.
1.5.3 Diferença entre as médias de duas populações homo-
géneas, estimadas a partir de amostras independentes
Consideremos agora o problema de comparar as médias µX e µY de duas
populações com variâncias desconhecidas, mas que se supõe serem idênticas, σ2X =
σ2Y = σ
2
0  condição de homogeneidade de variâncias (ou homocedasticidade).
Admitindo que se dispõe de amostras aleatórias X = (X1, X2, ..., Xn1) e
Y = (Y1, Y2, ..., Yn2) de X _ N(µX , σX) e Y _ N(µY , σY ), respectivamente,
independentes uma da outra, então a inferência sobre a diferença µX−µY entre as
médias populacionais baseia-se na distribuição da diferença X−Y entre as médias
























por (1.2) e (1.3), e visto que, como as duas amostras são por hipótese
independentes, também as médias amostrais o são.
Como, porém, não se supõe que as variâncias populacionais sejam conhecidas,
para resolver o problema de forma simples é necessário recorrer à condição de










Nessas condições, a inferência estatística sobre a diferença entre as médias
populacionais ∆ = µX − µY pode apoiar-se na estatística de teste
TStu =
(X − Y )− (µ1 − µ2)
SStu
_ tn1+n2−2, (1.19)

















− (µX − µY ), e
S20 =
(n1 − 1)S2X + (n2 − 1)S2Y
n1 + n2 − 2
é um estimador da variância comum σ20 das duas populações.
Referimos desde já que  conforme será demonstrado na secção 1.7  na
condição de homegeneidade das variâncias S2
Stu
é um estimador centrado de σ2
com distribuição dada por





Daqui decorre que também S20 é estimador centrado de σ
2
0, com distribuição dada
por




Um intervalo de conança para a diferença entre as médias ∆ = µX − µY
obtém-se facilmente reescrevendo, como no caso do intervalo para uma média, a
desigualdade
P

























1.5.4 Diferença entre as médias de duas populações, esti-
madas a partir de amostras emparelhadas
Sejam (X, Y) = ((X1, Y1), (X2, Y2), ..., (Xn, Yn)) amostras aleatórias correlaci-
onadas de va. X e Y com médias respectivas µX e µY e variâncias desconhecidas
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σ2X e σ
2
Y . Então a inferência sobre a diferença µX −µY = µD = E(X − Y ) pode-se







onde D e SD são a média e desvio padrão da amostra aleatória (D1, D2, ..., Dn).








1.6 O problema de Behrens-Fisher e a solução t
aproximada de Welch
O problema de Behrens-Fisher consiste em comparar os valores médios µ1 e
µ2 de duas populações normais X1 _ N(µ1, σ1) e X2 _ N(µ2, σ2) com variância
possivelmente diferente σ21 6= σ22, a partir de amostras aleatórias independentes





Se as variâncias populacionais forem idênticas, σ21 = σ
2
2, este problema tem
solução óptima (um teste de hipóteses centrado uniformemente mais potente,
UMP) ([9], [55], [43]), com forma analítica simples, mas caso contrário isso já
não acontece.













A variância de cada população pode ser avaliada por um estimador centrado
cuja distribuição é proporcional a um qui-quadrado com νi = ni − 1 graus de
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Porém, o estimador natural da variância da diferença entre as médias das duas
populações é uma combinação linear de quis-quadrados independentes (estimador
de variância complexo), que conforme referimos na secção 1.4 no caso geral(
σ21 6= σ22
)






























O teste t aproximado de Welch é um teste de comparação de médias
utilizado em vez do teste t de Student quando queremos comparar duas amostras
independentes provenientes de populações com variâncias distintas.
Sejam X1 _ N(µ1, σ1) e X2 _ N(µ2, σ2), σ1 6= σ2. Seja também Sj o valor
































uma aplicação da fórmula para os graus de liberdade teóricos (1.17), com a
diferença de que aqui as variâncias populacionais σ2j precisam de ser estimadas
na prática, pelo método dos momentos, a partir das variâncias amostrais S2j .
Para o caso das variâncias desconhecidas e diferentes o intervalo de conança
é escrito da seguinte maneira:
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1.7 Comparação das estatísticas de Student e de
Welch
Quer a estatística de Student para duas amostras independentes quer a de

























independente de Z, e W = S2/σ2. Como a distribuição de T ca determinada
pela de W ou S2, focamo-nos nestas variáveis.
No caso da estatística de Student, a variância da diferença entre as médias











, com S20 =
(n1 − 1)S21 + (n2 − 1)S22
n1 + n2 − 2
, (1.24)



















é estimador centrado de σ2 (e S20 de σ
2
0) com distribuição gama
proporcional a um qui-quadrado com n1 + n2 − 2 graus de liberdade.










é estimador centrado de σ2 para qualquer valor de θ = σ21/σ
2
2  o que, como
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veremos em seguida, não sucede com S2
Stu
. Welch argumentou [58] que se devia
a este facto a maior robustez do teste baseado em S2
Welch
e TWelch perante a
heterogeneidade de variâncias.
Nota 1: O estimador da variância da diferença entre as médias na estatística de
Student para duas amostras independentes S2
Stu
é centrado se e só se as variâncias








(n1 − 1)σ21 + (n2 − 1)σ22
















(n1 − 1)σ21 + (n2 − 1)σ22












Multiplicando ambos os membros por 1/σ22, o numerador e o denominador do
primeiro membro por 1/(n2 − 1), e o numerador e o denominador do segundo






com θ = σ21/σ
2
2, c
2 = n1/n2 e a























⇔ σ1 = σ2 ou n1 = n2.




 e portanto as estatísticas
de Student e de Welch TStu e TWelch  coincidem (com probabilidade 1) apenas
quando n1 = n2.
Demonstração: Procedendo como na demonstração da Nota 1, temos que
TStu = TWelch ⇔ S2Stu =
(n1 − 1)S21 + (n2 − 1)S22



















donde S1 = S2 ou n1 = n2.
Como S1 e S2 são va. contínuas independentes, a probabilidade de serem iguais
é nula, pelo que se pode concluir que, com probabilidade 1, TStu e TWelch apenas
coincidem quando n1 = n2.








sendo então TWelch _ tn1+n2−2. Em geral, a sua distribuição dependente
separadamente dos três valores (n1, n2, θ).









são va. independentes com distribuições gama dadas, de acordo com (1.9), (1.11)



























































n1 + n2 − 2
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são as proporções de variância associadas às duas médias amostrais X1 e X2,
podemos concluir que a distribuição geral de TWelch é uma função ζ(n1−1, n2−1, γ),
ou, de modo equivalente, função de (n1, n2, θ).
Nota 4: A estatística TStu tem distribuição t de Student apenas quando
σ1 = σ2, caso em que (como se sabe) TStu _ tn1+n2−2. Em geral a sua distribuição
depende separadamente dos três valores (n1, n2, θ).




(n1 − 1)S21 + (n2 − 1)S22








são va. independentes com distribuições dadas por
(nj − 1)S2j



















A sua soma continua a ter distribuição gama se e só se
σ21

































) · 1n1 + 1n2
n1 + n2 − 2
=
χ2n1+n2−2
n1 + n2 − 2
.
No caso geral, podemos escrever














· n1 + n2
n1 + n2 − 2
,
onde qn,m = n/(m+1), portanto a distribuição TStu é da forma ξ(n1−1, n2−1, γ),
ou seja função de (n1, n2, θ).
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Capítulo 2
A solução de Scheé e variantes
baseadas em reamostragem
2.1 A solução pouco prática de Scheé para o
problema de Behrens-Fisher
Talvez este seja um exemplo [...] em que uma abordagem, natural face a
desenvolvimentos anteriores, nos impõe uma solução assimétrica.
Scheé, 1944.
Esses artigos foram escritos antes de eu ter muita experiência como consultor,
e desde então nunca mais recomendei a solução na prática.
Scheé, 1970.
No artigo On Solutions of the Behrens-Fisher Problem, Based on the t-
Distribution [46], Scheé apresentou uma solução do problema de Behrens-Fisher
simples, exacta e com certas propriedades optimais.
Teorema 1 (Scheé, 1943) Sejam (X1, ..., Xn1) e (Y1, ..., Yn2), com n1 ≤ n2,
amostras aleatórias independentes, de vas. X _ N(µX , σX) e Y _ N(muY , σY )
respectivamente, e θ = σ2X/σ
2
Y qualquer. Sejam L uma forma linear e Q uma forma
quadrática no vector (X1, ..., Xn1 , Y1, ..., Yn2) cujos coecientes não dependam dos
parâmetros µX , σX , µY , σY , tais que: (i) L e Q têm distribuições independentes,
27
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(ii) E(L) = ∆, (iii) Q/σ2 _ χ2ν , onde σ







(I) O máximo de graus de liberdade possível nestas condições, ν = n1 − 1, é
alcançado por innitas soluções, das quais uma particularmente simples é













































obtidos da solução (I), têm comprimentos médio mínimo entre os baseados
nas soluções de (i)  (ii)  (iii).
Designaremos os valores Ui por diferenças ponderadas de Scheé, a estatística
T referida no ponto (I) do teorema por estatística de Scheé, e o teste de hipóteses
por ela denido por solução de Scheé. Evitamos a palavra teste para não
confundir com o método de comparações múltiplas mais bem conhecido, também
devido a Scheé.
Embora o Teorema 1 esteja expresso em termos de intervalos de conança,
traduz-se facilmente para testes de hipóteses sobre µX − µY , com a estatística de
teste T . Para simplicar a exposição consideramos geralmente ∆ = 0, sem perda
de generalidade.
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Observamos ainda que S2U e S
2 são estimadores centrados, respectivamente,




, visto que S2U não é mais que
a variância amostral da amostra aleatória (U1, U2, ..., Un1) da va. U = X− cY , que
sabemos ser um estimador centrado (secção 1.2), e de acordo com (1.2) e (1.3)
σ2U = var(U) = var(X − cY ) = σ2X + c2σ2Y ,















Este teorema e o artigo matematicamente desaador em que apareceu parecem
ter intrigado, mas também desconcertado, os leitores, pois algum tempo depois
Scheé veio esclarecer a situação num segundo artigo, A Note on the Behrens-
Fisher Problem [48], com o seguinte resultado negativo:
Teorema 2 (Scheé, 1944) Não existe solução do problema (i)  (ii)  (iii)
para a qual T seja função simétrica de ambas as amostras, no sentido de invariante
para permutações dos Xi ou dos Yi entre si.
O numerador da estatística de Scheé é o mesmo que nas estatísticas de Student
e de Welch, a função simétrica X − Y −∆, mas o denominador é composto pelo
desvio padrão da amostra (U1, ..., Un1), que se calcula tomando apenas n1 das n2
observações da amostra maior e emparelhando-as com as observações da amostra
menor  por ordem de registo ou aleatoriamente, nas palavras do próprio Scheé.
Deste modo, SU e T dependem da ordem por que são dispostas as observações nas
amostras. (No caso de as amostras terem dimensões iguais T é simplesmente a
estatística de Student para amostras emparelhadas aplicada a um emparelhamento
arbitrário das observações de X com as de Y.)
Exemplicando com as amostras (nada aleatórias) X = (1, 3) e Y = (2, 4, 5, 6),
temos X = 2, Y = 4, 25, SX = 1, 414 e SY = 1, 708. Supondo que se pretendia
testar: H0 : µX = µY vs. H1 : µX 6= µY , ao nível de signicância clemente de
α = 0, 20, por as amostras serem tão pequenas, então a estatística de Student é
TStu = −0, 97, o que comparado com os valores críticos ±t(4; 0,10) = ±1, 53 não
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corresponde a uma diferença signicativa.
Testando as mesmas hipóteses com a estatística de Welch, os graus de liberdade
são ν = 1, 10, que arredondamos conservadoramente para 1, e a estatística de teste
TWelch = −1, 71 também não alcança os valores críticos ±t(1; 0,10) = ±3, 078.
A estatística de Scheé tem neste caso 1 grau de liberdade como a de Welch
e idênticos valores críticos ±3, 078. Emparelhando X = (1, 3) com (6, 2) tem-
se então U = (−3, 24266; 1, 58578), obtendo T = (2 − 4, 25)/3, 41422 ×
√
2 =
−0, 93, mais uma vez não signicativo. Mas seria muito diferente o resultado
de emparelhar X = (1, 3) com (2, 5), achando U = (−041422;−0.53555) e T =
(2− 4, 25)/0, 08579×
√
2 = −37, 09!
Investigadores diferentes podem assim chegar a diferentes conclusões a partir
dos mesmos dados ou, pior ainda, o mesmo investigador pode ser tentado a ir à
pesca do valor que melhor apoie as suas hipóteses iniciais. Por isso no artigo
de revisão de soluções para o problema de Behrens-Fisher que publicou mais
tarde, Practical Solutions of the Behrens-Fisher Problem [49], o próprio Scheé
desaconselhou o uso da sua solução.
2.2 Reamostrar a estatística de Scheé: alguns
casos simples
Se a arbitrariedade na forma de emparelhar as duas amostras é o ponto fraco
da estatística de Scheé, pareceu-nos que uma solução óbvia seria achar todos
os emparelhamentos possíveis e considerar os vários valores obtidos T1, T2, ..., Tp.
Certamente inviável nos anos quarenta, quando Scheé publicou os seus artigos,
ou mesmo em 1970, esta opção tornou-se mais alcançável com o aumento da
capacidade de cálculo e a vulgarização dos computadores pessoais desde então. É
claro que o número de emparelhamentos crescerá rapidamente com as dimensões
das amostras, mas quando se tornar incomportável calcular todos os valores
possíveis da estatística restará a alternativa de basear as conclusões numa amostra
aleatória grande de emparelhamentos.
Neste capítulo desenvolvemos essa ideia em várias direcções  variantes do
teste original de Scheé baseadas em calcular a estatística de teste repetidamente
para um grande número de emparelhamentos, e combinar os resultados. O capítulo
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3 contém uma exploração simples destas variantes por simulação, que as compara
entre si e com o teste t aproximado de Welch.
Uma forma conservadora de agregar os diversos valores amostrais seria tomar
sempre o menor dos Tj (ou seja a maior das variâncias S
2
Uj
). A estratégia oposta,
optimista, consistiria em reter o máximo dos Tj (mínimo dos S
2
Uj
). Um meio termo
menos drástico, se pudermos ter conança nos dados, é achar alguma espécie de
média.
Exemplicando com amostras pequenas e valores simples, X = (4, 3) e Y =
(1, 2, 5), temos n1 = 2, n2 = 3, X = 3, 5, Y = 2, 67 e c = 0, 816497. Na Tabela
seguinte enumeramos os emparelhamentos possíveis destas amostras e as médias
Y j das subamostras de Y obtidas excluindo o elemento que não é emparelhado.
X Y
4 1 1 2 2 5 5
3 2 5 1 5 1 2
Y j 1,5 3 1,5 3,5 3 3,5
Tabela 2.1: Emparelhamentos possíveis de duas amostras.
Os valores correspondentes das diferenças emparelhadas U = X − cY , as
suas variâncias e desvios padrões, e as estatísticas de Scheé para os vários
emparelhamentos são então:
j 1 2 3 4 5 6
U1j 3,184 3,184 2,367 2,367 −0, 082 −0, 082
U2j 1,367 −1, 082 2,184 −1, 082 2,184 1,367
SUj 1,285 3,017 0,129 2,439 1,602 1,025
T(−)j 2,201 0,234 21,926 0 0,441 0
Tj 0,913 0,389 9,099 0,481 0,733 1,145
Tabela 2.2: Diferenças ponderadas de Scheé e estatísticas associadas.
Uma estatística resumo possível obtém-se substituindo na expressão da
estatística de Scheé SU pela média dos desvios padrões parciais de U nos vários
emparelhamentos,
SU(1) =
1, 285 + 3, 017 + ...+ 1, 025
6
= 1, 5828,
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donde resulta a estatística modicada
T(1) =




2 = 0, 7.
Mas à partida nada nos obriga a preferir o desvio padrão à variância, e outra





1, 2852 + 3, 0172 + ...+ 1, 0252
6
= 3, 389318,
e substituí-la na expressão da estatística de Scheé,
T(2) =




E talvez a ideia mais simples seja tomar a média das próprias estatísticas de
Scheé parciais:
T(−1) =
0, 913 + 0, 389 + ...+ 1, 145
6
= 2, 1.

















































De outro ponto de vista, se observarmos que o processo de cálculo da estatística
de Scheé simples consiste em: (1) achar as médias das amostras originais, (2)
truncar a amostra maior retirando-lhe n2 − n1 das observações, e (3) emparelhá-
la com a amostra menor e achar o desvio padrão das diferenças ponderadas
assim formadas, então poderia ocorrer-nos inverter a ordem dos passos (1) e (2).
Designamos por T(−)j as estatísticas parciais que resultam dessa transposição.
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T(−)1 =
3, 5− 1, 5
1,285√
2




= 0, 234 , · · ·















Algumas características desta última variante que destacamos:
• Quando as amostras têm dimensões iguais n1 = n2, T(−) e T(−1) coincidem.
• T(−) não é mais que uma média de estatísticas t de Student para amostras
emparelhadas, aplicadas à amostra menor emparelhada com cada uma das
truncaturas da amostra maior a n1 elementos.
• Um aspecto inconveniente de T(−), se não mesmo desqualicador, é que de vez
em quando tem sinal oposto ao da diferença X − Y entre as médias das amostras
completas. Apesar disso incluímo-la no nosso estudo.
Cada variante re-amostrada da estatística de Scheé tem um estimador de
variância associado. Para as que se denem como médias potências, a variância








 ou, se se preferir, a variância teórica da diferença entre














































T(2), T(1), T(−1) e os respectivos estimadores de variância podem-se escrever como
médias potência, noção que recordamos na próxima secção e nos levou a alargar o
âmbito da investigação.
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2.3 Variantes da estatística de Scheé com base
em médias potência
Dada uma sequência de números reais estritamente positivos s1, s2, ..., sp, a sua


















































Para valores xos s1, s2, ..., sp, a média potência é uma função contínua de m, e
a denição inicial prolonga-se por continuidade a m = −∞,+∞, 0 considerando:
s(−∞) = min
j=1,...,p






s1 × s2 × · · · × sp (a média geométrica).
Assim generalizada, a média potência é uma função crescente de m, tendo-se
para n 6= m, s(n) = s(m) apenas quando s1 = s2 = ... = sp (sequência constante)
A média potência de uma potência s = v1/n (⇔ v = sn), com n ∈ IR\{0}, pode















. Dois casos relevantes no presente trabalho



























As estatísticas T(1), T(2) e T(−1) referidas na secção anterior podem-se exprimir
































n1 das variâncias populacionais σ
2
U = var(X − cY ) e






































pelo que a estatística reamostrada T(2) nos pareceu desde cedo especialmente
promissora.
Estas boas notícias são más para outras variantes da estatística de Scheé, já
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. Disto decorre que as variâncias amostrais expressas como
médias potência serão em geral estimadores enviesados. Poderá todavia ser ainda
possível estimar e reduzir o seu viés recorrendo a técnicas analíticas como o método
delta, ou de reamostragem como o jackknife, e por isso pareceu-nos ter interesse
estudar a distribuição destas estatísticas.
A seguinte tabela contém a lista de médias potências que considerámos neste
trabalho, e a sua expressão em termos da variância ou do desvio padrão. Indexámos
estas e todas as estatísticas com elas relacionadas em termos de desvio padrão.
S(m) em termos de:





0 média geométrica média geométrica
1 média aritmética
2 média quadrática média aritmética
4 média quadrática
Tabela 2.3: Médias potência S(m) estudadas
2.4 O jackknife
Sugerido em 1949 por M.H. Quenouille [39], o jackknife foi desenvolvido como
método de corrigir o viés de um estimador. É um método semelhante ao bootstrap
que utiliza re-amostragem sem reposição ao invés de com reposição. Em muitas
situações não é prático ou é até mesmo impossível calcular bons estimadores, ou
encontrar o erro padrão dos ditos estimadores. Pode ser o caso de não haver suporte
teórico acerca do estimador, ou o caso de tentar estimar a variância de uma função
complicada que torna a utilização do método mais comum de resolução, o método
delta, impossível. Nestas situações o método jackknife é usado para derivar uma
estimativa do viés e do erro padrão.
O jackknife simples resulta de um processo com dois passos:
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1. Dado o vector de dados original X = (X1, ..., Xi, ..., Xn) e um estimador
ϑ̂ = ϑ̂ (X1, ..., Xn) do parâmetro ϑ, exclui-se uma observação de cada vez,
obtendo n amostras jackknife X(−i) = (X1, ..., Xi−1, Xi+1, ..., Xn) distintas.














2. Relacionando analiticamente os vieses de ϑ̂ e ϑ
′
, obtém-se o estimador
jackknife com correção ao viés,
ϑJ = nϑ̂− (n− 1)ϑ′,
que numa grande classe de problemas tem efectivamente viés inferior ao do
















As variantes reamostradas da estatística de Scheé que descrevemos nas secções
anteriores têm anidades óbvias com o jackknife. O parâmetro a estimar é uma
das variâncias populacionais σ2U ou σ
2, e o estimador possivelmente enviesado é
a correspondente variância amostral (que denimos na secção anterior). Uma
diferença é que o cálculo destas implica excluir n2 − n1 observações em vez de
uma só, e apenas na amostra maior. (Quando as amostras têm dimensões iguais
não há exclusão, mas apenas um emparelhamento aleatório, ou permutação das
observações.)
O jackknife múltiplo em que se exclui mais de um valor da amostra em
cada reamostragem  não é inédito; vários autores o referem, acrescentando que
por exemplo se porta melhor que o jackknife simples (apagar só uma observação
de cada vez) no problema da estimação de uma mediana, embora à custa de maior
esforço de cálculo. Infelizmente tivemos diculdade em encontrar literatura sobre
o assunto em tempo útil, pelo que o pusemos de parte.
Mas o jackknife simples poderá ser ecaz por si só em reduzir o viés da
estatística de Scheé reamostrada, combinando dois tipos de reamostragem: (1)
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primeiro excluir um valor de cada vez da amostra maior, (2) depois calcular
a estatística de Scheé reamostrada, que estima a variância excluindo outros
n2 − n1 − 1 valores e fazendo a média das variâncias parciais; (3) no nal aplicar
a fórmula do estimador jackknife às n2 estimativas obtidas. (Este processo só tem
sentido para n2 > n1). Não chegámos a estudar por completo esta alternativa, mas
apresentamos resultados de um procedimento simplicado que no passo (3) calcula
simplesmente a média aritmética das n2 estimativas. Chamamos-lhe jackknife











nais obtidas acrescentando este segundo nível de reamostragem às variantes da
solução de Scheé denidas anteriormente.
2.5 Relação entre as estatísticas de Welch e de
Scheé
Proposição 1: Suponha-se que a solução de Scheé para o problema de
Behrens-Fisher (cf. pag. 27) é modicada substituindo no denominador a
variância amostral S2U das diferenças ponderadas num emparelhamento arbitrário
pela média aritmética das variâncias das diferenças ponderadas para todos os p


















é a estatística t de Welch (1.22).
Demonstração: A demonstração será dividida em partes, identicadas por
algarismos romanos. Embora se exemplique com amostras de pequena dimensão
em alguns pontos, para facilitar a exposição, o argumento é geral.
(I - Decomposição da variância) Emparelhados n1 elementos quaisquer da
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amostra maior completa Y = (Y1, ..., Yn1 , ..., Yn2) com os elementos da amostra
menor X = (X1, ..., Xn1), designe-se por Yj = (Y1j, Y2j, ..., Yn1j) a subamostra
de Y assim selecionada e por Uj = (U1j, U2j, ..., Un1j) as respectivas diferenças
ponderadas de Scheé, Uij = Xi−cYij, onde c =
√
n1/n2, i = 1, ..., n1 e j = 1, ..., p.
















Yij = X − cY j.
As respectivas somas de quadrados dos desvios, adicionados para todas as possíveis






Uij − U j
)2
= (n1 − 1)
∑
j












































Yij − Y j
)
= p(n1 − 1)S2X + c2
∑
j








Yij − Y j
)
, (2.11)




















Yij − Y j
)
. (2.12)







+ · · ·+ S2Yp
p
. (2.13)
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Yij − Y j
)
(2.14)





















cando provada a proposição.
(II - Emparelhamentos) Para contabilizar os emparelhamentos de X com






X1 Y11 Y12 · · · Y1p






Xn1 Yn11 Yn12 · · · Yn1p
 (2.15)
↑ ↑ ↑ ↑
variância
das colunas = S2X S
2
Y1
S2Y2 · · · S
2
Yp
Na matriz A, de n1 × p, cada coluna representa uma das subamostras de Y
que se obtem de emparelhar n1 das suas observações com as de X, e descartar as
n2 − n1 observações que sobram.
A ordem dos elementos de X pode ser xada sem perda de generalidade, como
decorre de as estatísticas em análise serem médias. Permutar X equivale a trocar
linhas na matriz A, ou seja parcelas nas somas S
2
Y e SXY , o que não afecta o
resultado.
Os emparelhamentos possíveis das duas amostras identicam-se com os arranjos
(ou permutações) das n2 observações da amostra maior em sequências de n1, cujo
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Outro modo de fazer a contagem seria considerar xa a ordem dos elementos de
Y nas suas subamostras (por exemplo dispondo-os sempre por ordem crescente),
e deixar variar a ordem dos elementos de X. Desta perspectiva, o número de
emparelhamentos obtem-se como
p = (no permutações de X)×
(
no combinações de Y











Apesar da redundância, achámos preferível considerar a ordem das observações
na amostra maior, conforme esquematizámos primeiro, quer ao desenvolver a
presente demonstração, quer ainda nas simulações que relatamos no capítulo 3.
(III - Média das médias) Representamos por Yk uma observação genérica




































O somatório duplo à direita percorre todas as entradas da matriz dos arranjos
(2.15), na qual as n2 observações da amostra maior completa estão emparelhadas
precisamente uma vez com cada elemento da amostra X e com cada arranjo das
restantes n2−1 observações deY em sequências de n1−1. As observações originais
Yk ocorrem assim num total de
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Y j = Y . (2.18)
Por outras palavras, a média das médias de coluna Y j na matriz dos arranjos
é igual à média da amostra completa Y .
(IV - Somas dos produtos cruzados) Fazendo as somas por linha e depois


















Yij − Y j
)
.
Em cada linha da matriz dos arranjos (2.15 A), os elementos Yk da amostra original


























Yij − pY = pY − pY = 0, (2.19)
(os desvios das subamostras permutadas anulam-se linha a linha).
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pode-se estabelecer por indução em n1. Para n1 = 2 e por exemplo n2 = 3 a matriz
dos arranjos de Y é
A =
[
Y1 Y2 Y1 Y3 Y2 Y3
Y2 Y1 Y3 Y1 Y3 Y2
]
,












, · · · , Y3 + Y2
2
Qualquer que seja n2, esta matriz tem um número par p =
n2A2 = n2(n2 − 1) de
colunas que se agrupam em pares de permutações inversas (Yk, Yk′) e (Yk′ , Yk), cada



















= (Yk − Yk′)2 .
Fazendo a soma para todos os pares obtém-se uma conhecida expressão para a
variância amostral ([9], pp. 237-238 ex. 5.9),∑
k′<k
(Yk − Yk′)2 = n2(n2 − 1)S2Y , (2.21)
donde resulta (2.20).
Considerando agora n1 ≥ 2, escrevamos S2j′,n1 ≡ S
2
Yj′ ,n1
(j′ = 1, ..., pn1) para
as variâncias dos pn1 arranjos de Y em sequências de n1 e S
2
j,n1+1
≡ S2Yj ,n1(j =
1, ..., pn1+1) para as variâncias dos pn1+1 arranjos da mesma amostra em sequências
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Começamos por notar que, conforme já foi visto na parte (II) desta
demonstração, pn1 = p = n2!/(n2 − n1)!, logo
pn1+1 =
n2!
(n2 − n1 − 1)!
= (n2 − n1)p.
De facto, os arranjos em sequências de n1 + 1 obtêm-se acrescentando a cada
arranjo em sequências de n1 uma das n2 − n1 observações da amostra maior que
ainda não estavam incluídas nesse arranjo. Exemplicando para n1 = 2 e n2 = 4,




Y1 Y2 Y1 Y3 Y1 Y4 Y2 Y3 Y2 Y4 Y3 Y4





 Y1 Y1 Y2 Y2 Y1 Y1 · · · Y4 Y4 Y3 Y3 Y4 Y4Y2 Y2 Y1 Y1 Y3 Y3 · · · Y2 Y2 Y4 Y4 Y3 Y3
Y3 Y4 Y3 Y4 Y2 Y4 · · · Y1 Y3 Y1 Y2 Y1 Y2
 .
Aplicando a fórmula recursiva para a variância amostral (1.7) em cada coluna























Yn1+1,j − Y j,n1+1
)2
. (2.24)
Ora, somar S2j,n1 para todas as colunas de
n2An1+1 corresponde a somar as
variâncias das colunas de n2An1 tantas vezes quantos os novos elementos de Y
combinados com estas colunas em n2An1+1, ou seja n2 − n1. Apelando depois à
hipótese de indução (2.22), vem sucessivamente




S2j,n1 = (n1 − 1)(n2 − n1)
pn1+1∑
j′=1
S2j′,n1 = (n1 − 1)(n2 − n1)p S
2
Y .
Quanto à parcela mais à direita em (2.24), observe-se que é a soma dos desvios
quadráticos numa linha apenas da matriz de arranjos n2An1+1. Atendendo à
simetria do problema  cada linha é uma permutação das demais  esta soma é
idêntica para todas as n1 + 1 linhas, pelo que∑
j
(





























(III* - V*) A demonstração pode ser abreviada se entendermos a estatística de
Scheé modicada como resultado de uma amostragem em duas fases. Obtidas as
amostras originais X = (X1, ..., Xn1) e Y = (Y1, ..., Yn2), com n1 ≤ n2, os arranjos
da maior Yj = (Y1j, ..., Yn1j) correspondem às amostras de dimensão n1 que se
podem extrair, num plano de amostragem aleatória simples (sem reposição), da




arranjos não são mais que as realizações possíveis dos estimadores usuais da média
Y e da variância S2Y da mesma população. As identidades (III) e (V) expressam
então simplesmente o facto conhecido (veja-se por exemplo [4], pp. 24-28, ou [11],
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Capítulo 3
Breve estudo de simulação
3.1 Critérios, pressupostos e método
O risco de dar ao investigador a tentação de viciar a análise dos dados não foi
o único motivo que levou o próprio Scheé, na sua revisão posterior de soluções
para o problema de Behrens-Fisher, a intitular o intervalo de conança que tinha
descoberto décadas antes de an impractical solution. Refere também que este tem
baixa probabilidade de cobertura, comparado com alternativas igualmente simples
e menos problemáticas, incluido a solução de Welch. ([49], pp. 1502, 1503). A
crítica transmite-se naturalmente ao teste de hipóteses baseado na estatística de
Scheé, dada a dualidade entre intervalos de conança e testes de hipóteses.
No entanto, a identidade que provámos no nal do capítulo anterior entre
a variante T(2) do teste de Scheé reamostrado e o teste de Welch  uma
solução habitualmente considerada muito boa, e recomendada pelo próprio Scheé
([49], p. 1505)  faz crer que a reamostragem pode melhorar consideravelmente
o desempenho de um estimador, nas condições certas, e investigar as demais
variantes reamostradas da solução de Scheé. Dada a não linearidade das médias
potência S
2
(m) como funções das variâncias individuais S
2
Uj
, o seu estudo apenas
nos pareceu acessível por simulação. Apresentamos resultados de uma exploração
computacional simples. Nesta primeira secção explicamos as ideias que pautaram o
nosso plano de simulação e os critérios de avaliação dos resultados que adoptámos.
A próxima secção explica como foi feita a implementação, e a seguinte apresenta
os resultados e algumas conclusões provisórias.
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A qualidade de um teste de hipóteses avalia-se pela sua função potência (ou
sensibilidade), P(rejeitar H0), que deve ser elevada sob H1, enquanto sob H0 deve
tomar um valor pequeno α = P(rejeitar H0;H0) ≈ 0 (o nível de signicância). Nos
testes sobre médias, a potência é uma função da diferença real entre as médias
∆ = µX−µY , e de outros parâmetros eventualmente desconhecidos da distribuição




No caso de serem homogéneas as variâncias populacionais (σ2X = σ
2
Y ), a
distribuição da estatística de Student para amostras independentes está estudada:
é uma t sob H0, TStu _ tn1+n2−2, e sob H1 é uma t não central ([28] p. 346, [22]









Daí decorre que a potência do teste t é uma função crescente quer de |µX −
µY |/σ  a magnitude relativa da diferença entre as médias  quer dos graus de
liberdade  que se podem interpretar como a quantidade de informação extraída
das amostras ([12] pp. 116-117). Note-se que em condições idênticas se ν2 > ν1
então P [tν2 ≥ T ] < P [tν1 ≥ T ], ou seja com mais graus de liberdade é mais fácil
rejeitar H0. Deste modo, os graus de liberdade são um indicador parcial da potência
de um teste t. Considerações análogas se podem fazer a respeito da distribuição
da estatística t aproximada de Welch.








Assim, E(W()) = 1 quando S
2


















(−) são aproximáveis por
va. gama  sabemos que esta aproximação é válida para S2
Welch
, e a distribuição
exacta de S2
Stu
quando σ2X = σ
2
Y . Então,
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e nesse sentido S
2
() e W() têm os mesmos graus de liberdade efectivos ν = 2α.
Para n1 e n2 xos, os graus de liberdade teóricos aumentam quando θ
−1 varia




















)2 · ( c2n2 − 1 − θn1 − 1
)
é = 0, > 0, ou < 0 consoante θ = c2a2, 0 < θ < c2a2, ou θ > c2a2.
Se θ → +∞ (θ−1 → 0), ν → n1−1, e se θ → 0 (θ−1 → +∞) ν → n2−1. Como
função de θ−1, os graus de liberdade crescem portanto do mínimo de n1−1, quando
θ−1 → 0, até um máximo de (n2 − 1)(a2 + 1)2/(a2 + 1), quando θ−1 = 1/(a2c2), e
decrescem novamente para o mínimo de n2 − 1 quando θ−1 → +∞. Mas uma vez
que temos considerado n1 ≤ n2, o que implica c2, a2 ≥ 1 e 1/(a2c2) ≥ 1, o máximo
absoluto não chega a ser alcançado para θ−1 ∈ ]0, 1], excepto se n1 = n2. É digno
de nota que este máximo corresponde precisamente ao valor de θ−1 para o qual a
distribuição TWelch é uma tn1+n2−2 (Nota 3 da secção 1.7).
Particularizando agora para n1 = n2 = n observamos que então c
2 = a2 = 1 e o
valor máximo de graus de liberdade é ν = 2(n−1), alcançado quando θ−1 = θ = 1.
Além disso, os graus de liberdade são neste caso uma função linear de n− 1,







A Tabela 3.16, na última página dos Anexos, apresenta os valores de graus
de liberdade efectivos (1.17) numa grelha de valores tal que n2 ≥ n1 ≥ 2 e θ−1 =
0(0, 1)1. As linhas da tabela correspondem precisamente aos valores de (n1, n2) que
incluímos nas simulações, escolhidos por uma combinação dos seguintes critérios:
i n1 + n2 − 2 ≤ 30, restrição motivada pela armação, frequente na literatura
estatística, de que a partir de ν ≥ 30 a t de Student é bem aproximada
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pela distribuição normal. Considerando que os graus de liberdade mínimos
da fórmula de Satterthwaite são n1 − 1, juntámos também os casos n1 = n2 =
21 (5) 31.
ii Reter linhas com graus de liberdade médios espaçados aproximadamente de 3
em 3 valores. Mais exactamente, para cada par (n1, n2) baseámo-nos na média,
na mediana e na média harmónica dos graus de liberdade para θ−1=0,1(0,1)1.
iii Incluir os menores valores de (n1, n2).
O limite inferior de θ−1 = 0, 1 inspira-se na regra prática, sugerida por alguns
autores, [10] de não pôr em dúvida a homogeneidade de variância senão quando
o maior dos desvios padrões amostrais excede o triplo do menor, que traduzida
para variância sugere uma razão mínima admissível de 1 : 9, ou aproximadamente
0,1. Conforme se observa na tabela, os graus de liberdade teóricos ν aumentam
de forma mais rápida quando θ−1 ≈ 0, e mais lenta quando θ−1 ≈ 1. Por isso
pareceu-nos suciente tomar θ−1 = 0,1, 0,2, 0,3, 0,5, 0,7, 1.
3.2 Implementação
3.2.1 Algoritmo
As considerações anteriores motivaram o seguinte plano de simulação:
1. Dados inteiros n1 ≤ n2, θ, σX > 0 reais positivos e µX ,∆ reais















, com X(k)i _ N (µX , σX), Y
(k)














(Atendendo à invariância de Z para translações considerámos µX = 0, e
atendendo à invariância de W(m) com a escala considerámos σX = 1. Como
apenas nos propusemos estudar o tamanho dos testes, e não a sua potência,
zemos sempre ∆ = 0.)






, cujas colunas Y (k)j são cada uma um
arranjo distinto da amostra original Y(k) em sequências de n1. Quando
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possível enumerar todos os p =n2An1 arranjos. Quando o tempo de simulação
tornar incomportável a enumeração total dos arranjos, compor a matriz com
um número elevado p <n2An1 de arranjos aleatórios distintos de Y
(k).
3. Guardar o vector das diferenças
[
X




j são as médias de




















ij , c =
√
n1/n2, i = 1, ..., n1, j = 1, ..., p






























































































com σ2 = σ2X/n1 + σ
2
Y /n2.










elementos de cada vez, achar as n2 amostras truncadas resultantes Y
(k)
(−i),
calcular as respectivas variâncias W (k)(m)(i) e W
(k)






















7. Repetir o procedimento (1)−(6) um número elevado de vezes r (k = 1, ..., r),



























, m = ±1,±2, 0, 4 e para cada um destes 14 vectores:
i Obter uma representação gráca,
ii Estimar os parâmetros α̂ e ω̂ = 1/δ̂ de uma distribuição gama, por




, e a partir
destes, calcular a estimativa dos graus de liberdade ν̂ = 2α̂ e o erro padrão
s(ν̂) = 2s(α̂).
3.2.2 Ferramentas
Numa fase exploratória, visualizámos o processo de reamostragem e os valores
de algumas das estatísticas T(m), T(−),W(m) e W(−) no Excel, gerando amostras
pseudoaleatórias com a função RAND() e o algoritmo de Box-Muller ([37], pp.
899-901). Para amostras pequenas, com n2An1 ≤ 24 (2 ≤ n1 ≤ n2 ≤ 4 ou n1 = 2
e n2 = 5), as estatísticas foram calculadas a partir de todos os emparelhamentos
possíveis das amostras. Para amostras maiores, 2 ≤ n1 ≤ n2 ≤ 30, gerámos r =
100 pares de amostras normais independentes distintas e p = 200 emparelhamentos
aleatórios por par. Mesmo com um número tão limitado de termos, era notório
que o Excel se aproximava do limite da sua capacidade de cálculo, exceptuando
para os valores mais modestos de n1 e n2 neste intervalo.
Recorremos então ao R, um software rápido, gratuito, com inúmeros packages
disponíveis online que incrementam as funções base, e de interface simples e
intuitiva. O R permite em poucos comandos reproduzir todos os passos que o
Excel demoraria mais tempo e mais comandos para reproduzir, ao mesmo tempo
que omite passos intermédios. O poder de cálculo superior deste software permite
realizar as simulações mais demoradas em pouco tempo, no nosso caso calcular e e
com maior abilidade numérica. É também fácil guardar resultados e exportá-los
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para o Excel, onde a sua organização e análise é mais fácil e imediata. Contudo
os grácos base do R são simples e pouco personalizáveis sem o uso de packages
especializados; estes fornecem uma personalização enorme, apesar de não serem
muito intuitivos à primeira vista. Outra desvantagem está no facto de não ser
possível actualizar as simulações de forma dinâmica. Sempre que pretendemos
novos resultados, é necessário correr todo o código novamente.
3.2.3 Packages úteis no R
De modo a melhorar e adicionar novos recursos ao R (versão 3.3.3 de 06-03-
2017) podemos recorrer a packages feitos por outros utilizadores. Existem hoje
muitos, acompanhados de documentação de apoio. Durante a elaboração desta
dissertação foram testados vários packages para tentar atingir os nossos objectivos,
uns com mais sucesso do que outros. Tendo em conta que o nosso problema
requer o uso de permutações, reamostragem, simulação, recorremos a packages que
consigam automatizar o máximo de passos possíveis, restando apenas o trabalho
de análise.
Assim, para complementar o poder estatístico do R, recorremos aos seguintes
packages que permitiram agilizar certos passos no processo da simulação.
rmngb (v.0.6-1) - inclui o comando ColVars que calcula a variância
de colunas de matrizes.
psych (v.1.6.9) - inclui os comandos geometric.mean, harmo-
nic.mean, entre outros.
gtools (v.3.5.0) - inclui as funções permutations e combinations
que criam as matrizes das respectivas permutações ou combinações,
com as quais podemos trabalhar e utilizar em cáluclos. Packages
semelhantes apenas dão o número total de permutações ou
combinações, nunca chegam a calcular efectivamente quais são. Um
package muito importante para a nossa simulação.
goftest (v.1.1.1) - inclui comando tdist que fornece estimativas dos
parâmetros de diversas distribuições, e os respectivos erros padrões.
tdistrplus (v.1.0-9) - fornece estatísticas de ajustamento mais
variadas, como por exemplo a estatística de Anderson-Darling.
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Sim.DiProc (v.3.7) - permite o uso do comando gofstat(tdist())
que obtém estimadores de máxima verosimilhança e do método dos
momentos. Este package requer o package fitdistrplus, pois actua
sobre o principal comando que utilizámos deste package.
Referimos também os seguintes packages que apesar não serem utilizados
directamente na nossa simulação, tiveram impacto na nossa investigação.
xlsx (v.0.5.7) - exporta dados e matrizes do R para uma folha de
Excel.
seewave (v.2.0.5) - adiciona funções de análise, manipulação,
e edição. Apesar de não utilizarmos nenhuma função que
opackage disponibiliza, testamos algumas delas que ajudam a
retirar informação de matrizes, como a função rms que calcula
directamente a média quadrática. Podíamos ter utilizado esta
função ao calcular W(4), mas é fácil de replicar a operação com
comandos mais básicos.
bootstrap (v.2015.2) - permite realizar bootstrap e jackknife com
algumas estatísticas simples como a média.
plyr (v.1.8.4) - O package que foi depois substituido pelo package
gtools. Este package apenas nos conseguia indicar o número de
arranjos ou combinações possíveis.
rGammaGamma (v.1.0.12) - Permite obter estimador de máxima
verosimilhança e o estimador do método dos momentos da distri-
buição gama, através dos comandos gammaMLE e gammaMME
respectivamente.
3.2.4 Passos da simulação
A simulação pode ser demorada, mesmo no R, porque o número de
emparelhamentos cresce rapidamente com as dimensões das amostras. Foi
necessário fazer ajustamentos de modo a encurtar o tempo de execuções e conseguir
resultados para todos os casos que pretendíamos simular. Utilizámos por isso
três processos de simulação alternativos, conforme os valores de n1 e n2. À
medida que aumenta o tempo de simulação, começamos por reduzir o número de
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réplicas realizadas, e depois limitamos o número de emparelhamentos percorridos.
A escolha entre os processos foi determinada por tentativa e erro com algumas
experiências, por forma a equilibrar o tempo de cálculo com os erros padrões que
se obtinham para as estimativas.
1. Processo I e Processo II - Consideram todos os n2An1 emparelhamentos,
diferindo apenas no número de réplicas. O Processo I é utilizado quando
o número de emparelhamentos é pequeno o suciente para manter as
simulações céleres, e faz 10.000 réplicas. O Processo II substitui o Processo
I quando o número de emparelhamentos se aproxima de 100.000, podendo
aplicar-se um pouco antes.
2. Processo III - Baseia-se em 20.000 réplicas, e amostras de 75.000
emparelhamentos (podendo repetir-se alguns). Utiliza-se quando n2An1 se
aproxima de 106. Esta combinação de arranjos e réplicas foi a encontrada
que equilibra tempo de simulação e erro padrão dos resultados.
3. Jackknife incompleto - Para aplicá-lo fazemos uma pequena alteração no
código de modo a eliminar uma observação da amostra maior antes selecionar
os arranjos para aplicar um dos Processos I, II ou III (conforme o número de
emparelhamentos). Geram-se as matrizes de permutações possíveis retirando
previamente um elemento de cada vez.
A primeira coisa a fazer no R é descarregar e carregar os packages que iremos
utilizar na nossa simulação, por exemplo
i n s t a l l . package ( ` rmngb ` )
l i b r a r y ( rmngb)
Explicitamos o processo de simulação para o Processo I ; os dos restantes
processos apenas variam em alguns passos, que indicamos mais adiante. Em
primeiro lugar há que denir os parâmetros das variáveis a gerar (média e
variância), as dimensões das amostras e o número de réplicas, e calcular algumas
constantes auxiliares. Por exemplo, para n1 = 2, n2 = 2, µX = µY = 0,
σX = σY = 1 e r = 10.000 réplicas,
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n1 <− 2 ; n2 <− 2 ; mu1 <− 0 ; mu2 <− mu1 ; s i g 1 <− 1 ; s i g 2 <−1
Sigma2 <− ( s i g 1 ^2/n1 ) + ( s i g 2 ^2/n2 )
c <− s q r t ( n1/n2 )
cons <− (1 / Sigma2 )
r <−10.000
p<−( f a c t o r i a l ( n2 ) / ( f a c t o r i a l ( n2−n1 ) ) )
p2 <− f a c t o r i a l ( n2 )
Com os parâmetros escolhidos podemos começar a nossa simulação. O
comando replicate itera as operações entre (). Esta é a base da nossa simulação;
replicate(r,Wk) repete r vezes o argumento Wk, que pode ser um comando
simples, ou no nosso caso, uma série de comandos. Os resultados da iteração
são guardados numa matriz  ou mais precisamente num dataframe  a que
chamamos W .
W<− r e p l i c a t e ( r , Wk <− { })
O primeiro passo da simulação é gerar um par de amostras normais, com os
parâmetros já escolhidos, e calcular a sua média amostral através do comando
mean. Depois de obtidas as p permutações, há que criar uma matriz para dispor
os dados e calcular a média de cada coluna.
X <− rnorm (n1 ,mu1 , s i g 1 ) ; mX <− mean(X)
Y <− rnorm (n2 ,mu2 , s i g 2 ) ; mY <− mean(Y) ; vY <− var (Y)
A <− matrix ( permutat ions (n2 , n1 ,Y) , n1 , p , byrow=T) ;
mA <− colMeans (A)
A função matrix(a, b, c, byrow =) funciona com três principais argumentos. O
argumento a é um dataframe que contém os elementos a distribuir pelas células da
matriz; o argumento b indica o número de linhas da matriz; o argumento c indica
o número de colunas da matriz; o argumento byrow dene como são dispostos os
valores pela matriz: byrow = T (TRUE) signica que a matriz é preenchida por
linha. O comando permutations(d, e, f) gera a uma matriz com todos os arranjos
(permutações) possíveis de um vector, dispostos por linha; os argumentos d e e
não são nada mais que os índices dos arranjos dAe, e f indica o vector de valores
a permutar. Segue-se um pequeno exemplo
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Em seguida, calculamos os valores de U e calculamos a respectiva variância e
desvio padrão. O R efectua os cálculos das subtrações entrada a entrada, logo não
há problemas em indicar a operação da maneira mais simples. Calculamos depois
a variância e desvio padrão de cada coluna.
U <− X − c ∗ A
vU <− co lVars (U)
sU <− s q r t (vU)
E com estes valores calculamos
W− <− cons ∗ ( 1/p∗ ( (mX−mY) / (mean( (mX−mA)/( sU) ) ) )^2 )
W−2 <− cons ∗ ( (1/p ∗ sum(sU^(−2)))^(1/−2))^2 /n1
W−1 <− cons ∗ harmonic .mean(sU) ^2 /n1
W0 <− cons ∗ geometr ic .mean(sU)^2) / n1
W1 <− cons ∗ mean(sU)^2 /n1
W2 <− cons ∗ mean(vU) /n1
W4 <− cons ∗ mean(vU^2)^(1/2) /n1
e guardamos estes resultados num vector Wk, que contém os valores das
estatísticas W() para uma dada iteração.
Wk <− c (W−,W−2,W−1,W0,W1,W2,W4)
O comando replicate (ver início desta secção) distribui então os sucessivos
resultados Wk das r iterações pelas linhas de W . Cada uma destas é formada
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pelas valores provenientes de gerar um novo par de amostras aleatórias, achar os




Neste momento o objecto W é considerado um dataframe pelo R, logo há
que convertê-lo numa matriz, para poder operar com os valores de cada coluna
em separado. Os comandos que se seguem tratam de organizar as matrizes de
resultados, nomeando e separando por coluna as estatísticas obtidas. É necessário
que no comando matrix() esteja especicado o número de colunas (7, pois temos
sete estatísticas simuladas) e de linhas (r, o número de réplicas). Atribuímos com
o comando colnames o nome de cada estatística a cada coluna e com o comando
rownames numeramos as linhas da matriz de 1 a r.
W<− matrix (W, nco l=7,nrow=r , byrow=T)
colnames (W)<− c ("W(−)" ,"W(−2)" ,"W(−1)" ,"W(0)" ,"W(1)" ,"W(2)" ,"W(4 )" )
rownames (W)<− seq ( 1 : r )
Por m para cada um dos W() estimam-se os parâmetros de uma gama pelo
método de máxima verosimilhança, utilizando a função do package fitdistrplus,
fitdist(a, b, c). O argumento a representa o vector numérico dos dados; o
argumento b identica a distribuição, entre aspas, que pretendemos ajustar; e
o argumento c o método de estimação, mle (maximum likelihood estimation) no
nosso caso. Na linguagem do R os elementos de uma matriz designam-se por [i, j]
onde i é o número da linha e j o número da coluna. Se algum dos argumentos for
omitido, o R considera todas as linhas ou colunas, consoante o argumento que foi
deixado vazio; por outras palavras, [i, ] designa a linha i da matriz e [, j] designa
a coluna j.
f i t d i s t ( W[ , 1 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 2 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 3 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 4 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 5 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 6 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 7 ] , "gamma" , method =c ("mle ") )
Um exemplo dos resultados obtidos seria
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A função fitdist() apresenta os parâmetros da gama como shape (α) e rate
(ω = 1/δ), e os respectivos erros padrões estimados, a partir dos quais se calculam
a estimativa dos graus de liberdade ν̂ e o seu erro padrão s(ν̂). Este valores foram
depois copiados manualmente para folhas de Excel.
A versão Processo II da simulação resume-se a escolher 5.000 réplicas em
vez de 10.000,
r <− 5000
Para proceder ao Processo III são necessárias alterações em alguns passos.
Geramos os parâmetros como no Processo I, mas desta vez escolhendo r =
20.000 réplicas. Temos que adaptar o comando de modo a que a matriz de
permutações da amostra maior escolha permutações aleatoriamente:
X <− rnorm (n1 ,mu1 , s i g 1 ) ; mX <− mean(X)
Y <− rnorm (n2 ,mu2 , s i g 2 ) ; mY <− mean(Y) ; vx2 <− var (Y)
A <− matrix ( r e p l i c a t e (75000 , sample (Y, n1 , r ep l a c e=FALSE) ) ,
n1 ,75000 , byrow=F ) ) ;
mA <− colMeans (A)
O comando que usámos para este m, sample(a, b, replace =), funciona com
dois principais argumentos. O argumento a é o vector de onde vamos retirar uma
amostra; o argumento b indica o número de elementos dessa amostra; o argumento
replace = indica se queremos uma amostragem com ou sem reposição, no nosso
caso sem reposição, portanto FALSE. A amostragem é escolhida aleatoriamente;
se repetirmos o comando em geral obtemos subamostras diferentes. Contudo
é possível a mesma subamostra repetir-se na matriz completa, como podemos
vericar no exemplo que se segue. Ao reamostrar um vector X = (1, 2, 3, 4, 5),
retirando dois elementos, e repetindo a reamostragem 10 vezes, podemos observar
que a mesma sequência de observações se repetiu.
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O jackknife incompleto requer as suas próprias adaptações. Este método
segue os mesmos passos que as simulações sem jackknife, e as mesmas alterações
entre passos, no que toca à alteração do r. A diferença ocorre quando estamos a
construir a matriz dos arranjos da amostra maior, visto que antes de construir os
arranjos temos que retirar um elemento, aleatoriamente, obter os arranjos possíveis
sem esse elemento, e repetir o processo retirando um elemento de cada vez.
A_1 <− matrix ( permutat ions (n2 , n1 , combinat ions (n2 ,
n2−1,Y) ) , n1 , p2 , byrow=T) ;
mX2_1 <− colMeans (X2_1)
Desta vez o argumento c do comando permutation(a, b, c) não é um vector
de valores, mas sim uma matriz. O argumento c, combinations(d, e, f) gera a
matriz das combinações e recebe três outros argumentos: d e e são os índices das
combinações dCe; e f é o vector dos valores que vamos combinar, para o Processo
I e II. Para o Processo III apenas o argumento do sample é trocado pelo
combinations.
Se quisermos exportar os valores simulados dos W 's do R para o Excel,
utilizando o package xlsx, para melhor análise dos mesmos no Excel, é necessário
aplicar uma série de comandos. Visto que este package funciona com base Java,
assegurar que este software está instalado é um passo a vericar antes de tentar
fazer qualquer exportação de dados. Em seguida, é necessário indicar ao R o
endereço de localização do programa no nosso computador. Com esta operação
concluída podemos então exportar dados do R.
Sys . se tenv (JAVA_HOME="C:\\ Programas\\Java\\ j r e 1 . 8 . 0 _171\\")
setwd ("C:/ Users / U t i l i z a do r /Desktop ")
wr i t e . x l sx2 (Z , " t e s t e . x l sx ")
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O comando Sys.setenv(JAV A_HOME =) utiliza-se para indicar ao R o
caminho de instalação do JAV A. O comando setwd() recebe o caminho para a
pasta onde queremos guardar o nosso cheiro, que no exemplo dado é o ambiente
de trabalho do utilizador. O último comando write.xlsx2(a, ”b.xlsx”) recebe dois
argumentos. O argumento a índica o vector ou matriz ou dataframe que queremos
exportar; o argumento b indica o nome do cheiro que será criado, ou actualizado,
para receber os dados do argumento a. O comando write.xlsx2 reconhece mais
argumentos opcionais que ajudam a uma exportação mais especíca, como o nome
da folha onde os dados serão colocados.
3.3 Resultados e discussão
Apresentamos os resultados das simulações  graus de liberdade e erros
padrões  nas Tabelas 3.2  3.15. Os erros padrões são semelhantes para todas as
estatísticas. Apenas se nota uma diferença entre os valores máximos do erro padrão
das estatísticas simples T(m), T(−) e os erros padrões máximos das estatísticas com
jackknife incompleto T ′(m) e T
′
(−) nos processos II e III. Isso parece-nos explicar-se
pelo maior número de casos simulados para as primeiras, combinado com a menor
exaustividade dos métodos II e III.
Para ambas as estatísticas T(2) e T
′
(2) obteve-se uma boa aproximação entre as
estimativas dos graus de liberdade e os graus de liberdade teóricos. Designamos
as estimativas obtidas na simulação por graus de liberdade simulados, para
indicar que foram obtidos como estimativas de máxima verosimilhança para
uma distribuição gama, e não pela fórmula de Satterthwaite empírica (1.23), e
mantemos para estas duas estatísticas as notações T(2) e T
′
(2) a m de evidenciar
que foram calculadas pelo mesmo processo de reamostragem que as restantes  e
não por simples aplicação da fórmula da estatística de Welch (1.22). A intenção foi
que os resultados fossem comparáveis com os das restantes estatísticas do ponto
de vista da precisão numérica.
Destacam-se pela negativa os resultados para as estatísticas T(−1) e T
′
(−1),
sistematicamente inferiores aos de T(2) e T
′
(2) e da maioria das outras estatísticas
por uma larga margem. Melhoram um pouco apenas nos casos em que n1 = n2,
mas então T(−1) = T(−).
Nas primeiras páginas dos Anexos incluímos histogramas dos valoresW obtidos
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nas simulações para algumas combinações (n1, n2, θ
−1), dos quais reproduzimos
alguns na página seguinte (Figuras 3.5  3.9). Embora limitados  não resultaram
da simulação principal, e na sua maioria foram feitos com um número bastante
menor de réplicas , são sugestivos.
Histogramas das variâncias normalizadas W(m) e W(−) para n1 = 13, n2 = 16,
µ1 = µ2 = 0 e θ = 1, com base em p = 75.000 emparelhamentos e r = 3.000
réplicas. O valor sob o eixo horizontal é a média aritmética para todas as r
réplicas.
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Uma comparação mais completa e precisa das estatísticas, para o caso de
amostras equilibradas, encontra-se nos grácos das Figuras 3.10  3.15, feitos com
os resultados das simulações principais apresentados nas tabels, dos quais aqui
apresentamos os referentes a T(2), a estatística de Welch. As estimativas de ν
para T(2) aproximam-se bem dos valores teóricos, e são mais uma vez as maiores,
embora os resultados de T(4),T(1) e T(0) se lhes aproximem.
Em todos estes grácos nota-se também um crescimento da variabilidade com
n, ao ponto de terem sido necessárias escalas distintas para apresentar os resultados
para 2 ≤ n ≤ 6 e para 11 ≤ n ≤ 31. Parece-nos provável que este aumento da
variância das estimativas se explique, novamente, pela necessidade que tivemos de
reduzir o número de réplicas feitas e de emparelhamentos percorridos à medida
que aumentava n.
Graus de liberdade simulados de T(2) como função de n para amostras da mesma
dimensão.
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Figura 3.1: Diferença entre os graus de liberdade simulados das estatísticas T(m) e
T(−) e os graus de liberdade teóricos de TWelch, para n1 = n2 = 26
Enquanto em geral os graus de liberdade de T(2) são próximos dos teóricos, para
a maioria das outras estatísticas estes tendem a car aquém dos teóricos, com uma
diferença  que designaremos por viés  que tende a aumentar à medida que
θ−1 se aproxima de 1.
Os grácos das Figuras 3.1  3.3 e (nos Anexos) 3.16  3.25 permitem comparar
mais directamente as características das variantes das estatísticas de Scheé em
estudo. Excluímos destes T(−1) e T(−1) por os seus resultados serem muito inferiores
aos das restantes.
Nota-se bem nestes grácos que a variância dos graus de liberdade estimados
a partir dos valores simulados das estatísticas aumenta com θ−1 no intervalo ]0 1].
Os valores estimados para ν para as estatísticas T(4), T(1) e T(0) são com
frequência próximos dos de T(2), ainda que inferiores. Pelo contrário, T(−2) e T(−)
tendem a ter graus de liberdade estimados pouco competitivos (em especial a
segunda).
Capítulo 3. Breve estudo de simulação 65
Figura 3.2: Diferença entre os graus de liberdade simulados das estatísticas T(m) e
T(−) e os graus de liberdade teóricos de TWelch, para n1 = 4, n2 = 13
Figura 3.3: Diferença entre os graus de liberdade simulados das estatísticas T ′(m) e
T ′(−) e os graus de liberdade teóricos de TWelch, para n1 =, n2 = 13
Enquanto os graus de liberdade de T(0) tendem a ter um viés negativo, a
variância desta estatística parece geralmente moderada. Em contrapartida, as
estatísticas T(4) e T(1) conseguem por vezes superar mesmo T(2) em graus de
liberdade, mas com frequência à custa de maior variância.
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Outra comparação que se pode fazer a partir deste conjunto de grácos é entre
as estatísticas T e T ′, infelizmente menos abonatória: o jackknife incompleto
pouco contribui para reduzir o viés, e parece fazer aumentar quase sempre a
variância. Porém não consideramos esses casos passíveis de conclusão positiva
sobre o efeito do jackknife incompleto. A Tabela 3.1 tem uma síntese das nossas
observações a respeito do efeito do jackknife incompleto nestas situações. O viés









Tabela 3.1: Quadro resumo do efeito do jackknife incompleto: = ca igual; ≥
piora; ≤ melhora; ? inconclusivo.
Podem-se apontar várias limitações à exploração que zemos:
• Qualidade do ajustamento: Supusemos que a distribuição das variâncias
S
2
() podia ser bem aproximada por uma gama, sem avaliar o ajustamento.
Não encontrámos implementados computacionalmente testes de ajustamento
adequados para a gama quando ambos os parâmetros são estimados.
• Viés das variâncias : As médias potência S2() apenas são estimadores
centrados de
sigma2 = var(X−Y ) no caso de m = 2. Para m > 2 é de esperar um viés positivo
e para m < 2 um viés negativo. Também no caso de S
2
(−) as simulações apontam
para a existência de um viés importante. Não procurámos corrigir este viés.




() − (n2 − 1)S
′2
()
que não chegámos a implementar por falta de tempo.
• Viés de ν̂: Os graus de liberdade foram estimados por máxima verosimilhança
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com a função fitdist do package goftest do R. Embora melhor que outros
métodos, a máxima verosimilhança pode ser instável quando ν é pequeno, e tende
a ter viés positivo ([22], que recomendam ν ≥ 5).
• Tempo de simulação: Para os valores maiores de n1 e n2 a simulação é
demorada. Note-se que zemos uma simulação distinta para cada combinação
(n1, n2, θ). Uma programação mais eciente poderá reduzir a duração das
simulações.
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l i b r a r y ( rmngb)
l i b r a r y ( psych )
l i b r a r y ( boots t rap )
l i b r a r y ( p ly r )
Sys . se tenv (JAVA_HOME="C:\\ Programas\\Java\\ j r e 1 . 8 . 0 _171\\")
l i b r a r y (" x l sx ")
l i b r a r y ( g t o o l s )
l i b r a r y ( seewave )
l i b r a r y ( f i t d i s t r p l u s )
l i b r a r y ( g o f t e s t )
l i b r a r y (Sim . Di f fProc )




n1 <− 2 ; n2 <− 6 ; mu1 <− 0 ; mu2 <− mu1 ; s i g 1 <− 10 ; s i g 2 <−1
Sigma2 <− ( s i g 1 ^2/n1 ) + ( s i g 2 ^2/n2 ) # ( s i g 1 / s i g 2 )
c <− s q r t ( n1/n2 )
cons <− (Nu / Sigma2 / b)
r<−3000
p<−( f a c t o r i a l ( n2 ) / ( f a c t o r i a l ( n2−n1 ) ) )




W<− r e p l i c a t e ( r ,
Wk <− {
X <− rnorm (n1 ,mu1 , s i g 1 ) ; mX <− mean(X)
Y <− rnorm (n2 ,mu2 , s i g 2 ) ; mY <− mean(Y) ; vY <− var (Y)
A <− matrix ( permutat ions (n2 , n1 ,Y) , n1 , p , byrow=T) ; mA <− colMeans (A)
#A <− matrix ( r e p l i c a t e (75000 , sample (Y, n1 , r ep l a c e=FALSE) ) , n1 ,75000 , byrow=F) ;
mA <− colMeans (A)
#A <− matrix ( permutat ions (n2 , n2−1, combinat ions (n2 , n2−1,Y) ) ,
n2−1, p2 , byrow=T) ; mA <− colMeans (A)
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U <− X − c ∗ A
vU <− co lVars (U)
sU <− s q r t (vU)
W_ <− cons ∗ ( ( (mX−mY)/ (mean ( (mX−mA)/sU ) ) ) )^2 /n1
W_2 <− cons ∗ harmonic .mean(vU)/ n1
W_1 <− cons ∗ harmonic .mean(sU) ^2/n1
W0 <− cons ∗ geometr ic .mean(sU)^2/ n1
W1 <− cons ∗ mean(sU)^2/n1
W2 <− cons ∗ mean(vU)/n1
W4 <− cons ∗ mean(vU^2)^(1/2)/n1
Wk <− c (W_,W_2,W_1,W0,W1,W2,W4)
})
W <− matrix (W, nco l=7,nrow=r , byrow=T)
colnames (W)<− c ("W(−)" ,"W(−2)" ,"W(−1)" ,"W(0)" ,"W(1) " ,"W(2)" ,"W(4 )" )
rownames (W)<− seq ( 1 : r )
f i t d i s t ( W[ , 1 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 2 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 3 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 4 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 5 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 6 ] , "gamma" , method =c ("mle ") )
f i t d i s t ( W[ , 7 ] , "gamma" , method =c ("mle ") )
Listing 3.1: Script utilizado no R para fazer as simulações, exemplicado para o
processo III com n1 = 2, n2 = 6, µX = µY = 0, σX = 10, σY = 1 e r = 3.000.
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Figura 3.4: Histogramas das variâncias normalizadas W(m) e W(−) para n1 = 4,
n2 = 13, µ1 = µ2 = 0 e θ = 0, 5, com base em todos os p emparelhamentos
possíveis e r = 1.000 réplicas. O valor sob o eixo horizontal é a média aritmética
para todas as r réplicas.
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Figura 3.5: Histogramas das variâncias normalizadas W ′(m) e W
′
(−) para n1 = 4,
n2 = 13, µ1 = µ2 = 0 e θ = 0, 5, com base em todos os p emparelhamentos
possíveis e r = 1.000 réplicas. O valor sob o eixo horizontal é a média aritmética
para todas as r réplicas.
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Figura 3.6: Histogramas das variâncias normalizadas W(m) e W(−) para n1 = 13,
n2 = 16, µ1 = µ2 = 0 e θ = 1, com base em p = 75.000 emparelhamentos e
r = 3.000 réplicas. O valor sob o eixo horizontal é a média aritmética para todas
as r réplicas.
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Figura 3.7: Histogramas das variâncias normalizadas W ′(m) e W
′
(−) para n1 = 13,
n2 = 16, µ1 = µ2 = 0 e θ = 1, com base em p = 75.000 emparelhamentos e
r = 3.000 réplicas. O valor sob o eixo horizontal é a média aritmética para todas
as r réplicas.
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Figura 3.8: Histogramas das variâncias normalizadas W(m) e W(−) para n1 = 2,
n2 = 16, µ1 = µ2 = 0 e θ = 0, 1, com base em todos os p emparelhamentos
possíveis e r = 10.000 réplicas. O valor sob o eixo horizontal é a média aritmética
para todas as r réplicas.
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Figura 3.9: Histogramas das variâncias normalizadas W ′(m) e W
′
(−) para n1 = 2,
n2 = 16, µ1 = µ2 = 0 e θ = 0, 1, com base em todos os p emparelhamentos
possíveis e r = 10.000 réplicas. O valor sob o eixo horizontal é a média aritmética
para todas as r réplicas.
84 Anexos
Figura 3.10: Graus de liberdade simulados de T(4) como função de n, para amostras
da mesma dimensão.
Figura 3.11: Graus de liberdade simulados de T(2) como função de n para amostras
da mesma dimensão.
Anexos 85
Figura 3.12: Graus de liberdade simulados de T(1) como função de n, para amostras
da mesma dimensão.
Figura 3.13: Graus de liberdade simulados de T(0) como função de n, para amostras
da mesma dimensão.
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Figura 3.14: Graus de liberdade simulados de T(−1) = T(−) como função de n, para
amostras da mesma dimensão.
Figura 3.15: Graus de liberdade simulados de T(−2) como função de n, para
amostras da mesma dimensão.
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Figura 3.16: Diferença entre os graus de liberdade simulados das estatísticas T(m)
e T(−) e os graus de liberdade teóricos de TWelch, para n1 = n2 = 2
Figura 3.17: Diferença entre os graus de liberdade simulados das estatísticas T(m)
e T(−) e os graus de liberdade teóricos de TWelch, para n1 = n2 = 6
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Figura 3.18: Diferença entre os graus de liberdade simulados das estatísticas T(m)
e T(−) e os graus de liberdade teóricos de TWelch, para n1 = 4, n2 = 8
Figura 3.19: Diferença entre os graus de liberdade simulados das estatísticas T ′(m)
e T ′(−) e os graus de liberdade teóricos de TWelch, para n1 = 4, n2 = 8
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Figura 3.20: Diferença entre os graus de liberdade simulados das estatísticas T(m)
e T(−) e os graus de liberdade teóricos de TWelch, para n1 = 6, n2 = 16
Figura 3.21: Diferença entre os graus de liberdade simulados das estatísticas T ′(m)
e T ′(−) e os graus de liberdade teóricos de TWelch, para n1 = 6, n2 = 16
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Figura 3.22: Diferença entre os graus de liberdade simulados das estatísticas T(m)
e T(−) e os graus de liberdade teóricos de TWelch, para n1 = 10, n2 = 11
Figura 3.23: Diferença entre os graus de liberdade simulados das estatísticas T ′(m)
e T ′(−) e os graus de liberdade teóricos de TWelch, para n1 = 10, n2 = 11
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Figura 3.24: Diferença entre os graus de liberdade simulados das estatísticas T(m)
e T(−) e os graus de liberdade teóricos de TWelch, para n1 = 13, n2 = 16
Figura 3.25: Diferença entre os graus de liberdade simulados das estatísticas T ′(m)
e T ′(−) e os graus de liberdade teóricos de TWelch, para n1 = 13, n2 = 16
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