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We construct and analyze an algorithm for the numerical computation of 
Burgers’ equation for preceding times, given an a priori bound for the solution 
and an approximation to the terminal data. The method is based on the “back- 
ward beam equation” coupled with an iterative procedure for the solution of the 
nonlinear problem via a sequence of linear problems. We also present the 
results of several numerical experiments. It turns out that the procedure con- 
verges “asymptotically,” i.e., in the same manner in which an asymptotic 
expansion converges. This phenomenon seems related to the “destruction of 
information,” at t = 0, which is typical in backwards dissipative equations. 
We derive a priori stability estimates for the analytic backwards problem, and 
we observe that in many numerical experiments, the distance backwards in time 
where significant accuracy can be attained is much larger than would be expected 
on the basis of such estimates. The method is useful for small solutions. Problems 
where steep gradients occur require considerably more precision in measurement. 
The algorithm is applicable to other semilinear problems. 
1. INTRODUCTION 
In recent years there has been growing interest in the general area of ill-posed 
problems for partial differential equations. See [IS] for an up-to-date survey 
and an extensive bibliography. A typical class of such problems is encountered 
whenever the time direction is reversed in a dissipative evolution equation. 
An interesting situation where both the diffusion equation and Burgers’ equation 
appear, with the time direction reversed, is given in [ 161. As is well known, 
continuous dependence can be restored in many of these problems by imposing 
additional constraints on the class of admissible solutions, such as requiring 
solutions to be positive or to satisfy an a priori bound. On the other hand, 
although the constrained problem is now well posed in the analytical sense, 
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there remains the question of devising an algorithm in which the constraints 
can be incorporated, if one wishes to approximate the solutions. It is no- 
recognized that the essential difficulties in the above class of ill-posed problems 
are algorithmic in nature. 
The present paper represents a first attempt at a method for computing 
semilinear parabolic equations backwards in time. We develop and analyze an 
iterative procedure for computing smaZZ solutions of the final value problem 
for Burgers’ equation, given the terminal data to a known accuracy, 6, and 
given an a priori bound, M, for the solutions, both in an appropriate norm. 
Recently, in [2], a general procedure for computing linear self-adjoint parabolic 
equations backwards in time was presented. This method is applicable to 
problems with variable coefficients, which may even be time dependent, and 
leads to sharp error bounds of logarithmic convexity type. The essential idea 
here is to solve the nonlinear problem by iterating via a sequence of linear 
problems. Each such linear problem is then solved backwards in time, in a 
“best possible” manner, using the method of [2]. Evidently, there are a number 
of different iterative procedures which may be used to solve the nonlinear 
problem. Each such process in turn leads to a different algorithm for the back- 
wards nonlinear problem. In this initial paper, we have focused attention on the 
Kato-Fujita iteration. Th is method was originally used by these authors 
in [IO, 1 l] as a tool for proving existence theorems for the Navier-Stokes equa- 
tions. An important advantage of this particular iteration is that one proceeds 
through a sequence of linear problems with constant coefficients. Using the 
“Fourier Method” of Kreiss and Oliger [13] to discretize the space variables, 
together with Fast Fourier Transform algorithms, one is then able to handle 
each linear backwards problem efficiently and accurately. This accuracy in 
spatial discretization is quite important in the present equation where nonlinear 
interactions between high and low frequency components play an important 
role. In a subsequent report, we hope to apply similar techniques to the back- 
wards computation of the two-dimensional Navier-Stokes equations in a 
rectangular region. A disadvantage of the Kato-Fujita procedure is that the 
convergence is only local in time. This is the reason why we restrict ourselves 
to small solutions. We have carried out several numerical experiments, with 
problems for which exact solutions are known, to illustrate various aspects of 
the algorithm. In particular, we show that the solutions which one can success- 
f 11 u y compute need not be as small as is required by the sufficient conditions 
for convergence in the theorems below. 
There is an interesting phenomenon associated with the computation of the 
backwards problem. Even if the solution is small enough that the Kato-Fujita 
iteration converges for the forward problem, the iteration for the backwards 
problem may not converge. Rather, the solutions tend to be well approximated 
after a relatively small number of iterations. Further iterations may lead to 
rapid divergence. This phenomenon, of which we give several numerical 
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examples, is compatible with the error bound which we obtain in Theorem 7.1 
below. For small enough solutions, one observes considerable improvement 
before the onset of divergence. Thus, in Section 8, we give a numerical example 
(see Fig. 2) where the relative error in the spatial L2 norm at a fixed value of t 
near t = 0 is of the order of 500% after the first iteration; this error is ulti- 
mately reduced to less than 10% after the sixth iteration and then begins to 
grow with further iterations. This situation is very similar to that of the divergent 
power series in the theory of asymptotic expansions, where the first few terms 
provide excellent approximations. We emphasize at this point that the asymptotic 
nature of this convergence is not due to any instability in solving linear parabolic 
problems backwards in time with too fine a mesh. Each linear backwards 
problem is solved in a stable manner by the method of [2], no matter how fine 
a mesh one uses. Rather, as we point out in Section 7, this behavior can probably 
be traced to the “destruction of information,” as time evolves backwards, 
which is fundamental in the present class of stabilized ill-posed problems. 
Evidently, with this type of convergence one needs a criterion for choosing 
the “best approximation.” A study of our experiments suggests that a strong 
case can be made for the following criterion. At each time t, choose that iterate 
whose spatial H1 norm is the smallest. See the discussion in Section 7 for a 
further elaboration. 
Throughout this paper, we implicitly assume sufficient smoothness of the 
initial data, the inhomogeneous term, and eventually of the solution. However, 
we do not assume any of these functions to have a Fourier transform with 
compact support, nor that the “high frequencies” are in any sense unimportant. 
Further, the error 6 in the prescription of the terminal data is not assumed 
confined to any part of the spectrum. In the numerical experiments discussed 
below, the computations were performed in single precision on a UNIVAC 1110 
at the University of Wisconsin, i.e., with a unit round-off error of about lo-*. 
A sufficiently fine mesh was used to permit the round-off error to amplify. 
The plan of the paper is as follows. In Section 2, we obtain an a priori stability 
estimate for the final value problem which suggests that numerical computation 
of the solutions should be feasible, although not as pleasantly as for the back- 
wards heat equation. In Section 3, we discuss the Kato-Fujita iteration for the 
forward problem, in order to lay the groundwork for the algorithm which is 
used in the backwards problem. In Sections 4 and 5, numerical experiments 
with the forward problem are presented. These complement the theoretical 
discussion of Section 3. Sections 6 and 7 deal with the backwards problem 
per se. It is a common experience, in the numerical analysis of nonlinear partial 
differential equations, that algorithms frequently behave better than might be 
expected solely on the basis of the error bounds which can be proved. Another 
example of this situation is provided by the results of Section 8. There, we 
discuss five numerical experiments with the backwards nonlinear problem. 
Finally, in Section 9, we make some concluding remarks. 
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2. STABILITY IN THE FINAL VALUE PROBLEM FOR BURGERS' EQI-ATIOX 
The main result of this section is Theorem 2.1 below, where, using the 
logarithmic convexity approach of Agmon and Nirenberg [l], we demonstrate 
stability backwards in time, given bounds for the solutions and certain of their 
derivatives. Such stability estimates imply backwards uniqueness. However, 
from the computational standpoint, they are of fundamental importance in 
themselves. For, although the constrained backwards problem is well posed, 
it is usually the case in backwards dissipative equations that small errors in the 
data can still grow much more rapidly with time than in the usual well-posed 
problems of mathematical physics. Thus, one must ascertain the rate at which 
information is destroyed as time evolves backwards. To illustrate this point, 
let us examine the situation for the NavierStokes equations backwards in time. 
In [12], the authors consider the class of smooth solutions of the full Kavier- 
Stokes equations, in a space time domain Q x [0, 1’1, satisfying 
Sup (1 u I2 + / curl u j2 + ] ut 1”) < N2, (2.1) 
(S.t)ERXrO.TI 
for some positive N, and they prove the following. 
THEOREM (KNOPS-PAYNE). Let ul(x, t), ue(x, t), be two smooth solutions of 
the Navier-Stokes equations satisfying (2.1) and such that 
11 u,(., T) - u,(., T)j/&, 2’; 6. (2.2) 
Then, for 0 < t < T, 
,: ul(., t) - u,(., t)ll&,, < (4N2V)1-“(t) i@) exp [ N4(t - IL(~) T) 
V2 1 , c2 3) 
where v is the kinematic viscosity, V is the volume of Q, and p(t) is given by 
p(t) = (1 - exp[2(N2 + 1) t/v])/(l - exp[2(N2 + 1) T/V]). (2.4) 
Physically, 6 may be thought of as representing a small error in measurement 
at time T, and (2.3) is an appraisal of the corresponding uncertainty in the 
solution at time t < T. Note that 0 ,< p(t) < 1, p(T) = 1, and p(t) J 0 as 
t 4 0. The rate at which p(t) $0 is very significant. Clearly, one would like 
to maintain p(t) well away from zero for as long as possible, in order to retain 
information. In this connection, (2.3) is rather disconcerting when v is small. 
Thus, if V = T = N == 1, v = IO-l, and 6 =: 10p50, we have from (2.3) at 
t = T/2 = l/2 
i/ U1(‘, 4) - U2(‘, &)i:i2ta, ::I 4e5”(10-50)E-Zo = 102’. (2.5) 
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Moreover, the estimate is little changed by choosing S = 10-500. In fact, S would 
have to be quite small indeed before the inequality (2.3) at t = T/2, yields 
more information than would be obtained by estimating the L2-norm of the 
difference, in terms of the Lm-norm, using the a priori bound (2.1). 
It is not known if the exponent p(t) in (2.4) is sharp for the Navier-Stokes 
equations. On the other hand, one can show that in the case of Burgers’ equation, 
p(t) is independent of v and decays linearly with t rather than exponentially. 
We have the following. 
THEOREM 2.1. Let u,(x, t), u,(x, t), be smooth solutions of 
Ut = vu,, - wz! + f(X, t), O<x<l, O<t<T, (2.6) 
up, t) = a(t), u(l , t> = b(t), O<t<T, (2.7) 
where v > 0, and a, b, f are smooth functions. 
Let u1 , u2 , satisfy 
Max{/ ui 1, Iqt 1, Iui,tt I,I u+t i> < N i = 1,2, (2.8) 
for (x, t) E{[O, I] x [0, T]}. If /j ul(., T) - u,(., T)(lLz < 6, then for 0 < t < T 
II %(., t) - u2(-, t)ll,z G 2 exp [ 
4N + t( T - t){N2 + (1 + 3~) N} 
4v I 
. ~G-t)lTp- 
(2.9) 
To prove Theorem 2.1 we will need two lemmas. 
LEMMA 2.1. Let u(x, t) be a solution of 
ut = vu,, - b(x, t) u, - d(x, t) u, 0 < x < 1, 0 < t < T, (2.10) 
u(0, t) = u(1, t) = 0, O<ttT, (2.11) 
where b and d are smooth. Dejne B(x, t) = St b(s, t) ds, and put 
v(x, t) = u(x, t) exp[-B/2v] (2.12) 
in (2.10), (2.11). Then, o(x, t) satisfies 
vt = vv,, - b2 ;v2Bt + d - ; b,/ v, 0 < x < 1, 0 < t < T, (2.13) 
v(0, t) = V(1, t) = 0, O<t<T. (2.14) 
Proof. Direct verification. 
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LEMMA 2.2. Let u(x, t) be a solution of 
ut = VUX. - c(x, t) u, O<x<l, O<t<T, (2.15) 
u(0, t) = U(l) t) = 0, 0 .<, t < T, (2.16) 
where c(x, t) is real and continuously dz#erentiable. Let acjat < y. Then, for 
O<t,<T, 
!I u(-, t)ilLz < e”t(T-t)‘2 il u(., O)l/$pt)‘rl/ u(-, T)Ilzz’. (2.17) 
Proof. Put v = eYtzlzu in (2.15), (2.16). Then, 
v, = vv,, - qx, t) VI), O<x<l, O<t<T, (2.18) 
v(0, t) = V(l) t) = 0, (2.19) 
where Z(x, t) = c(x, t) - yt. Thus, &?/at < 0. We shall show that log 11 v(., t)ll 
is a convex function of t in every interval where /I v(t)11 > 0. Write (2.18), (2.19) 
in the form 
vt = --A(t) a, (2.20) 
where, for each t, A(t) is a symmetric operator in L2[0, I], and observe that 
(A(t) v, v) = 
J 
’ (a+) vvdx < 0. (2.21) 
0 
If/j v(t)(l > 0, we have 
$ (log /I v(t)lj2) = cvt ’ “; $“’ %) = -2 i!w* . (2.22) 
Hence 
-$ (1% II v@>l12) = 4 II A(t) fJ II2 II vII2 - w(t) VP v> _ 2@(t) v, v> II vII4 II vII2 
. (2.23) 
Using Schwa& inequality, the first term on the right of (2.23) is seen to be 
nonnegative. Hence, from (2.21), (d2/dt2)(log /I v(t)l12) > 0. Assume now that 
II v(O)\1 > 0, otherwise (2.17) is automatically satisfied. By continuity, j/ v(t)l] > 0 
for 0 < t < S, for some positive S, and hence, 
II WI < II .(wrR-a’R II @w’R, O,(t<R<S. (2.24) 
If II v(S)11 = 0, we obtain a contradiction from (2.24) by letting R t S. Thus, 
II v(t)11 > 0 for 0 < t < T, and 
II Wll G II .(o)llc=-t)‘r II v(qlt’=. 
Finally, putting v = eYt2k in (2.25), we obtain (2.17). 
(2.25) 
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Proof of Theorem 2.1. Let w(x, t) = ur - t(a .Then, 
Wt = VW,, - w% - $P, O<X<l, 0% 
w(0, t) = w(1, t) = 0, O<t<T. 
Let U(X, t) = ss ua(s, t) ds and consider 
c(x, t) = {((uz” + 2U,)/2v) + UlZ - 34. 
We have 
wat = ((2u,u,t + 2U,,)/4v) + %t - 4u2,i 
G (N2 + (1 + 3v) N)/2v, 
on using (2.8). 
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t < T, (2.26) 
(2.27) 
(2.28) 
(2.29) 
From Lemmas 2.1, 2.2, we see that V(X, t) = exp[- u/2v] W(X, r) satisfies 
II WllL2 < exp [ 
t(T - t){N2 + (1 + 3V) N) 
4v 1 ,, v(0),,W-t)/~,, .(T)f/r L2 La * (2.30) 
Since, II v(t)ll < eN12” II w(t)ll, we obtain (2.9) from the last inequality. 
Remark. In the case of the backwards heat equation, the estimate corre- 
sponding to (2.9) does not contain the exponential factor Ply. To the extent 
that (2.9) is sharp, this means that at high Reynolds numbers, more precision 
in measurement at time T is necessary in the present equation, to obtain the 
same amount of information asin the backwards heat equation. 
3. THE KATO-FUJITA ITERATION IN THE FORWARD PROBLEM 
We shall now discuss an iterative procedure which may be used to solve the 
initial value problem for Burgers’ equation forward (and locally) intime. This 
iteration was originally used by the authors of [lo, 1 l] as a tool for obtaining 
existence and uniqueness results for the Navier-Stokes equations, from the 
viewpoint of an initial value problem in Hilbert space. The present discussion 
of the forward problem is intended to set the stage for the algorithm which 
is used in the backwards problem. The theorems and proofs given in this 
section are adapted from corresponding results in[IO, 1 I]. 
We consider the following initial-boundary-value problem on the x-interval 
P, Ll, 
Ut = vu,, - uux + f (x, t), O<x<L, t>o, (3-l) 
u(0, t) = u(L, t) = 0, t 2 0, (3.2) 
u(x, 0) = a(x), O<x<L. (3.3) 
409/59/I-X2 
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We implicitly assume sufficient smoothness of U(X) and f(~, t) to guarantee 
the existence (and uniqueness) of a smooth solution, with sufficiently many 
derivatives, on the time interval [0, T]. W e refer to [9], and the references 
therein, for a discussion of existence and uniqueness in the large. In case 
f(~, t) :e 0, global results can be obtained by reducing (3.1) to the diffusion 
equation via the Hopf transformation. See the classic paper by Cole in [6]. 
Let A be the positive self-adjoint operator in L2[0, L] corresponding to ~ U” 
with the boundary conditions (3.2) and write the problem in the form 
ut = -vAu + F(u) + f(t), t > 0, (3.4) 
u(0) :.- a, (3.5) 
where u(t), f(t) are now L2[0, L]-valued functions of t, and where 
F(u) = -uu, . (3.6) 
The iterative procedure is the following. Let u,(t) be the unique solution of 
% = --v&l +f(t), t > 0, (3.7) 
uo(0) = a, (3.8) 
and, for each n = 1,2 ,..., define un(t) to be the unique solution of 
u,, = --v&t + @n-l) + f(t), t > 0, (3.9) 
u,(O) = a. (3.10) 
Thus, each iterate is the solution of an inhomogeneous linear parabolic problem 
with constant coefficients. To analyze the convergence of this iteration, we 
collect a few preliminary results in the form of lemmas. Well-known results 
are stated without proof. 
LEMMA 3.1. A has a complete set of L2-orthonormal eigenfunctions, {&(x)}~=~ , 
corresponding to the eigenvalues [Xn,]~,l , where 0 < Xl < h2 < ... , and X, t 0~). 
If II = zrn a,+,(x) belongs to D(Aa), 01 real, then, 
(3.11) 
LEMMA 3.2. Let u E D(Alp), then 
and 
11 A1’2u iI2 = j” 1 u, I2 dx, 
0 
(3.12) 
/i u Jim < L1j2 /I A1i2u jj. (3.13) 
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Proof. We have 
/I Al’2u (12 = (Au, u) = joL 1 24, 12 dx. 
Next, u(t) = $ u, dx. Using Schwarz’ inequality, 
LEMMA 3.3. If u E D(Al/“), 
11 F(u)11 < L1/2 /I Al/% 112. (3.15) 
If u, ZJ E D(Al/2), 
II F(u) - W9ll < L1’2(ll N2u II + II A”2v ll)(ll A1’2(u - v)ll). 
Proof. We have, using Lemma 3.2, 
11~(~)112 = j”L I 24. I2I % I2 < (1 u II”, 11 A1’2u II2 < L /I A1’2u jj4. 
(3.16) 
(3.17) 
The proof of (3.16) is similar, using uu, - vvu, = (u - v) u, + v(u, - v,J. 
We denote by e- tA the semigroup generated by -A. Using the spectral 
representation of A, one easily shows (see [IO]). 
LEMMA 3.4. 
11 AvtA I/ < t-=, 0 < a < e = 2.71828... . (3.18) 
LEMMA 3.5. Let {K,}rCO be an infinite sequence of nonnegative numbers uch 
that for some w > 0, 
K n+l < Kc, + wKn2, n = 0, 1, 2 ,... (3.19) 
Let K,, < 1/4w. Then, 
K, < (1 - (1 - 4wKo)‘~“)/2w < l/Zw, n = 0, 1, 2,.. . (3.20) 
Proof. We have 0 < (1 - ~wK$/~ < (1 - ~wK,,), so that 
K, < (1 - (1 - 4wK0)‘/“)/2w. (3.21) 
Assume K, < (1 - (1 - 4~Ks)r~~)/2~. Then, if (3.19) is satisfied, we have 
K,,, < K, + (w/4w2)[1 - 2(1 - 4~0K,)l’~ + (1 - 4wK,)] 
= (1 - (1 - 4wK,,)““)/2w. 
(3.22) 
Thus, the lemma is proved by induction. 
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The iterative procedure (3.7)-(3.10) is equivalent to 
s t u,(t) = ePtA . a + e&-s)*f(s) ds, 0 (3.23) 
z~~+~(t) = u,(t) + iot e-Y(t-s)AF(u,(s)) ds, n = 0, 1, 2 ,... (3.24) 
Define 
III u III = WI1 4m (3.25) 
. 
The next theorem gives a sufficient condition for convergence of (3.23)-(3.24), 
on the interval [0, T] in the norm (3.25). 
THEOREM 3.1. Let a(x) in (3.3) belong to D(Al/“), and let f(t) E D(A1i2), 
with 11 A112f(t)ll E Ll[O, T]. Let 
/I A1’2a /I + 1’ 11 A”“f(s)ll ds < (~/64LT)l’~. 
JO 
Then A1i2un exists on [0, T]fo~ all n. Let 0 = 1 - [I - 8(LTjv)‘i2 ((I A1j2uo l(/]1/2. 
ThenO<e<l,und 
111 A”/2~, II/ < 0(~/16LT)l/~. (3.27) 
Furthermore, if u(t) is the unique clussicul solution of (3.1)-(3.3) on [0, T], we haae 
Ill A1’2(~n - u)lj < 8” 111 A112(uo - u)ilj < Bn+2(v/64LT)1/2. (3.28) 
Proof. From (3.24), we have 
so that 
Al’2un+l(t) = A1’2uo(t) + lot Al’2e-y(t-Sl*F(u,(s)) ds, (3.29) 
II A1’2u,+,(t)Il G II A1’2uo(t)ll + v-l’2 s 
t /I v1’2A1/2e--v(t--s)A 11 I/F(u,(s))ll ds. (3.30) 
0 
Therefore, using Lemmas 3.3 and 3.4, 
III ~4l’~un+1 Ill d Ill A”2uo III + (4LTW’” Ill A1’2~,x ll12. (3.31) 
From (3.23) and (3.26), we have 111 A1/2~o (I/ < (v/64LT)l12. Applying Lemma 3.5 
in (3.31) with w = (v/64LT)l12, we obtain (3.27). In a similar way, using (3.16), 
(3.27), we have 
Ill A1’2(~n+, - %)l/l G 20 (&i- 
),,2 (4Lg” 
Ill A1’2(un - u,-d t3.321 
G e Ill A”2(u, - %-J/l. 
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Thus, CL III A1’2(~n - un-dill converges, so that A%Jt) converges uniformly 
on [0, T]. Since AlI2 is closed and A-ll* is bounded, it follows that u,Jt) con- 
verges to w(t) E 0(/l’/“) and A1i2un(t) converges to A1i2w(t), both uniformly on 
[0, T]. In particular, A112w(t) verifies inequality (3.27). It is easily seen that 
w(t) satisfies the integral equation 
w(t) = u,,(t) + Jot e--Y(t--JW(w(~)) ds, O<t<T. (3.33) 
Next, if u(t) is a classical solution of (3.1)-(3.3) on [0, T], u(t) also satisfies (3.33). 
Moreover, we claim that 
111 Al& 111 < (~j16LT)‘l”. (3.34) 
To see this, consider 111 A1i2u Ills = S~ps<~<~ I/ A112u(t)lI as a function of S, for 
0 < S < T. This function is continuous on [0, T] and 
Ill A1j2u I/Is < 2 II A1/2a /I ==I (~/16LT)l/~, (3.35) 
if S is sufficiently small, on using (3.26). 
On the other hand, by estimating II/ A112u I/Is as in (3.31), using (3.33), we 
get 
III A1’2~ Ills < Ill A1’2~, III + (4W+” Ill A1’2u 1112s (3.36) 
for every S in [0, T]. Since 111 A1/2~, l/l < (u/64LT)1/2 we see from (3.36) that 
/I/ A1i2u Ills # (~/16LT)l/~ for any S in [0, T]. Hence, by continuity and (3.35), 
we obtain (3.34). The latter implies u(t) E w(t) on [0, T]. For, using (3.34) 
and (3.27), and estimating 111 A112(u - w)lil as in (3.32), we obtain 
111 A1i2(u - w)lll < 2(~/16LT)l/~ (4LT/+j2 l/l A1j2(u - w)lij. (3.37) 
Thus 111 A1/2(~ - w)lll = 0, which means u(t) = w(t) and, since /II A1i2w 111 
satisfies (3.27), 
II/ A1/2~ 111 < k+.~/16LT)~/~. (3.38) 
Finally, using (3.38), and estimating Ilj A112(un - u)lll as in (3.32), we obtain 
the first inequality in (3.28) by recursion. Since 
A112(u - u,,)(t) = IO’ A1/2e-y(t-s)AF(u) ds, (3.39) 
we have 
III N2(u - u,,)lll < (~LT/v)~/~ l/l A’j2u Ill2 < f+/64LT)‘/“, 
on using (3.38). This proves the last inequality in (3.28). 
(3.40) 
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4. NUMERICAL EXPERIMENTS WITH THE KATO-FC:JITA ITERATION IN THE 
FORWARD PROBLEM 
The sufficient condition, (3.26), f or convergence of the iteration, is con- 
siderably more stringent than has been found necessary in practice. We will 
describe three numerical experiments where convergence occurred even though 
(3.26) was severely violated. 
At each stage of the iterative process (3.9), (3.10), the differential equation 
is of the form 
Ut --; -vAu + g(t), t > 0, (4.1) 
u(0) = a, (4.2) 
where g(t) is a known inhomogeneous term. In our experiments, g(t) E D(A) 
and is differentiable with respect to t. This eventually implies that u(t) E D(P), 
and from (4.1), 
Ut = -vAu, + gt = GA% - vAg + gt, t > 0. (4.3) 
To solve (4.1), (4.2) numerically, we used the time discretization 
[I + v At A + (9 At2/2) A21 u”+l 
= u” + At[l + (v At/2) - A] gn+l + (At/2)(g”+s - g”), 
n = 0, 1, 2 ,..., 
28 = a, 
(4.4) 
(4.5) 
where At is a small increment in the time variable, and un = u(n At). This 
marching scheme is unconditionally stable and accurate to O(At”). The accuracy 
can be verified by a Taylor expansion in the time variable in (4.1), using (4.3). 
The stability of the scheme follows from the fact that A and A2 are positive 
self-adjoint operators. Moreover, this discretization also preserves the smoothing 
property of e-tA; i.e., property (3.18) is also true for the discrete solution operator 
associated with (4.4). (We note that (3.18) was used several times in the proof 
of Theorem 3.1.) To implement the scheme one must also approximate the 
action of A and A2. Since these are differential operators with constant coeffi- 
cients, the Fourier method of [S, 13, 141 can be used to advantage. That is, 
one calculates the space derivatives, at the mesh points, by differentiating the 
trigonometric polynomial which interpolates the function values at equally 
spaced grid points, using at at least two points per significant wave length. 
If the data, inhomogeneous term, and solution have smooth periodic extensions, 
this technique for differentiation is highly accurate, as shown in [13], and 
very attractive computationally since one can make use of Fast Fourier Transform 
algorithims. Finally, with this partcular spatial discretization, the algebraic 
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problem in (4.4), at each time step, is trivial. One merely solves recursively 
for each Fourier component in turn. 
EXAMPLE 1. Here we consider the homogeneous problem 
Ut = vu,. - uu, ) O<x<n, O<t<l, 
u(0, t) = U(7r, t) = 0, t >, 0, 
u(x, 0) = u. sin x 
with v = 0.0025 and u0 = 0.1. Sincef(x, t) = 0, (3.26) demands that 
(64LT/~)l/~ I/ A14z 11 < 1. 
In the present case, L = n, T = 1, and 
11 A”%2 /I = 0.1 /lo= COG X &jli2 = 0.1(x/2)1’“. 
Hence, we actually have 
(64LT/~)l/~ I A1&z 11 w 36. 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
The exact solution of (4.6)--(4.8) was obtained by Cole in [6]. It is given by 
4V c:q e-vn2tdn(uo/2~) sin nx 
‘(” t, = 10(u0/2v) + 2 Cz=, e-~n2tln(u0/2v) cos nx ’ 
(4.12) 
where I,(z) is the modified Bessel function of the first kind. One sees that the 
pure sine wave in the initial data evolves into a periodic function in which all 
frequencies are present. This is a basic property of the homogeneous Burgers 
equation. It is instructive to associate a Reynolds number with (4.6)-(4.8). 
Following Cole [6] we define 
Re = u,L/v = u,r/v m 126. (4.13) 
The parameter Re/2L enters the problem as the argument of the &‘s. For 
z = 20, I,(z) decays rapidly enough with increasing n that one can approximate 
the series by the first 30 terms with an error below the round-off error in the 
first term. Additional decay is provided by the negative exponentials. Thus, 
it was concluded that the solution of (4.6)-(4.8) should be well approximated 
by a trigonometric polynomial of degree 32. To implement the Kato-Fujita 
iteration numerically, we used scheme (4.4) to compute each iterate with 
At = l/301, and with Fourier techniques using 64 equally spaced mesh points 
on the period interval [0,2n]. The result of each successive iteration was then 
compared with expression (4.12), evaluated at the mesh points, in order to 
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observe the behavior of the convergence process. The computation of each 
iterate was done in single precision on a UNIVAC 1110, i.e., with a unit round- 
off error of about 10e8. To evaluate expression (4.12) it is necessary to do all 
computations in double precision. In fact, for t near zero, the denominator in 
(4.12) becomes very small, but not zero, in the neighborhood of =, while the 
numerator vanishes at r only to within round-off error. The two series were 
truncated at n = 60, and the Bessel functions were generated in double precision. 
Even then, it was not possible to evaluate (4.12) to more than four places in 
the neighborhood of rr. This was determined to be the case by evaluating (4.12) 
on (0,27r), where it is odd about x = z-, and observing discrepancies in the 
fifth digit on either side of z-. Unfortunately, as of this writing, multiprecision 
routines for generating I,(z) are not available. 
After four iterations with (4.4), it was found that the computed solution 
agreed with the evaluation of (4.12) t o within six or seven places, away from 
x = n, with the agreement tapering off to only three of four places in the neigh- 
borhood of z-, and this uniformly in t. It may well be that the fourth iterate is 
a better approximation to (4.12) than the actual evaluation! 
EXAMPLE 2. This example is the same as the previous one but with v = 0.01 
and u0 = 0.4. As before, we have Re w 126; however, 
(64Ki”/1+/~ 11 A1h 11 m 71. (4.14) 
Again, “convergence” occurred after six iterations and the same behavior near 
x = r was noted. 
EXAMPLE 3. We now consider an inhomogeneous problem, on the interval 
O<x,<l. 
Ut = vu,, - uu, + 97Te-8n2vt sin 47rx, o<t<1, (4.15) 
u(x, 0) = 3 sin 27rx, O<xXl. (4.16) 
The exact solution of (4.15), (4.16) is 
u(x, t) = 3e-4n2vt sin 27rx. (4.17) 
We chose v = 0.1 so that Re = 30. However, as opposed to the sufficient 
condition (3.26), we now have 
(64WW” [II ~‘~a II + k* /I A”“~(s)/I A]
= (640)112 [(6~r/2l’“) + (360/8(2)112)(1 - e-0.8ne)] m 1142. (4.18) 
Using (4.4) with dt = l/301 and 32 equally spaced mesh points on 0 < x < 1, 
the iteration converged for all 0 ,< t < 1, although somewhat reluctantly for 
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t 3 0.5. On each line t --- n dt, the relative error, in the spatial L’ norm, was 
computed after each iteration, i.e., the discrete LA norm of the error divided 
by the L2 norm of the exact solution, for each fixed t, 0 < t < 1. This error is 
displayed in Table I. Note the alternating behavior for t ;> 0.5 during the first 
9 iterations. Very likely, 15 or more iterations are needed for convergence to 
within truncation error in this example. 
5. DIVERGENCE OF THE ITERATION IN THE FORWARD PROBLEM 
While the iteration of Section 3 may converge even if (3.26) is violated, 
the global existence of a unique smooth solution does not of itself assure the 
convergence of the Kato-Fujita iteration. Specifically, the iterative process 
blows up for the problem (4.6)-(4.8) with v :: 1 and u,, = 40. The exact solution 
is given by (4.12) with v = 1. As in Examples 1 and 2 of Section 4, the Reynolds 
number is still equal to 40~ M 126. However, we have 
(64LT/~)l/~ IA1/2a !~ x 71 I, (5.1) 
in lieu of (3.26). This blowing up cannot be attributed to any instability in 
scheme (4.4). Each iterate is computed stably and accurately by (4.4); fiowever, 
the sequence of iterates diverges rapidly away from the solution if t > 0.04; 
see Table II. The reason for this divergence is due to the fact that the successive 
TABLE II 
Computation of Example 5.1 in Section 5” 
Number of iterations 
Time 1 2 
0.0332 0.52 + 00 
0.0997 0.12 + 01 
0.1661 0.19 + 01 
0.2326 0.26 i 01 
0.2990 0.33 + 01 
0.3654 0.39 + 01 
0.4319 0.45 + 01 
0.4983 0.50 + 01 
0.5648 0.55 + 01 
0.6312 0.59 + 01 
0.6977 0.63 + 01 
0.7641 0.66 + 01 
0.8306 0.69 + 01 
0.8970 0.72 + 01 
0.9967 0.75 + 01 
0.43 + 00 
0.27 + 01 
0.62 + 01 
0.10 + 02 
0.14 + 02 
0.17 + 02 
0.20 + 02 
0.23 + 02 
0.25 + 02 
0.26 + 02 
0.27 + 02 
0.28 + 02 
0.28 + 02 
0.28 -I- 02 
0.28 + 02 
3 
0.39 + 00 
0.81 + 01 
0.29 + 02 
0.62 + 02 
0.10 + 03 
0.14 + 03 
0.18 + 03 
0.21 + 03 
0.23 + 03 
0.25 + 03 
0.27 + 03 
0.29 + 03 
0.31 + 03 
0.32 + 03 
0.34 + 03 
4 
0.37 + 00 
0.40 + 02 
0.38 + 03 
0.15 + 04 
0.37 + 04 
0.70 + 04 
0.11 + 05 
0.16 + 05 
0.20 + 05 
0.25 + 05 
0.29 + 05 
0.33 + 05 
0.36 + 05 
0.39 + 05 
0.43 + 05 
5 
0.34 + 00 
0.75 + 03 
0.45 + 05 
0.56 + 06 
0.37 + 07 
0.15 + 08 
0.41 + 08 
0.85 + 08 
0.15 -c 09 
0.22 + 09 
0.29 + 09 
0.36 + 09 
0.42 i- 09 
0.47 + 09 
0.52 -; 09 
0 Relative error in spatial I,’ norm as a function of time and number of iterations. 
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FIG. 1. Development of steep gradients in the exact solution of Example 5.1 in 
Section 5. 
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inhomogeneous terms in (4.1) become too large, away from t = 0, and in turn 
generate successively larger solutions, a process which feeds on itself. Thus, 
in the above example, the linear problem to be solved during the third iteration 
is 
Ut ~ &ix - g(x, 4, o<x<?T, o<t<1, (5.2) 
u(0, t) = U(Tr, t) = 0, O<t<l, (5.3) 
24(x, 0) = 40 sin x, O<x<l, (5.4) 
where 
g(x, t) = 800e-2t sin 2x + 16,000[e-5t - e-3t][sin 3x + sin x cos 2x] 
+ 160,000[e-st - 2e-6t + e-4t] sin 4x. (5.5) 
An independent computation of the exact solution using (4.12) reveals that the 
initial pure sine wave immediately develops steep gradients near x = V; i.e., 
a continuous approximation to a “shock wave” evolves from the initial data. 
The shock eventually broadens and dies out; see Fig. 1. This behavior is to 
be expected, as is well known, and as is predicted by Cole’s analysis of the 
solution (4.12), given in [6]. From the figure, it is clear that there is substantial 
transfer of power from low to high frequencies at early times, with a reverse 
transfer at later times. 
Actually, divergence may occur even if the solution does not develop steep 
gradients, again because the successive inhomogeneous terms may become 
too large away from t = 0. Thus, for the problem in Example 3 of Section 4, 
divergence occurs for t 2 0.2 if we choose v = 0.05 rather than 0.1. In this 
case, the Reynolds number is 60, but 
(64WY’2 [II /Pa II + ST II A”‘“f(s)ll ds] M 2710. 
0 
(5.6) 
It appears that the Reynolds number alone is not a significant parameter in 
predicting the convergence or divergence of the iteration, on a given interval 
[0, T]. In fact, one can satisfy (3.26) at large Reynolds numbers and violate it 
too severely at low Reynolds numbers. 
6. THE BACKWARD BEAM EQUATION APPROACH 
Recently, in [2], a new method was devised for the computation of linear 
parabolic equations backwards in time. This method is based on the considera- 
tion of another equation altogether, the so-called abstract backward beam 
equation; see also [3, 41. An elementary presentation of the basic idea, together 
with some new estimates in Sobolev norms, can be found in [5]. As shown in [2], 
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and as will be seen below, the method is computationally attractive nough 
to make it a powerful tool even in nonlinear problems. Our aim in this and the 
next section will be to extend the method to Burgers’ equation by way of the 
Kato-Fujita iteration. We will need to develop some further tools. Along the 
way, in the corollary to Theorem 6.1 below, we pause to demonstrate how the 
method can be used to solve the inhomogeneous backwards problem for the 
heat equation in a “best possible” manner. Thus, our presentation is self- 
contained. 
Let h be a real number and consider the initial value problem for an ordinary 
differential equation on the interval [0, T], 
dcjdt = -AC + g(t), O<t<T, (6.1) 
c(0) = a, (6.2) 
where g(t) is a given continuously differentiable function. Let c(t) be the unique 
solution of (6.1), (6.2) and let 
c(T) = b. (6.3) 
Since, from (6.1), d%/dt” = --h(dc/dt) + (dg/dt) = PC - hg + (dg/dt), c(t) is 
also the unique solution of the two-point boundary value problem, 
d2c/dt2 = PC - hg + (dg/dt), O<t<T, (6.4) 
c(0) = a, c(T) = b. (6.5) 
Solving (6.4) (6.5) we obtain 
4) = [ sin!?‘,‘h, t, ] c(0) + [ f?;; ] c(T) 
+ sinh h(T - t) 
I 
t 
sinh AT 
&sg@) ds - slnh 
T 
,, I sinhhT t 
cAtT-@g(s) ds. (6.6) 
Actually, the two-point problem has a unique solution, given by (6.6), for any 
c(O), c(T). However, only if c(0) and c(T) are given the values in (6.5) will the 
corresponding solution be that of the initial value problem (6.1), (6.2). Note 
the following elementary observation. 
LEMMA 6.1. For real A and 0 < t < T, 
(6.7) 
(6.8) 
0 < sinh v - t) < e-,A,t 
’ sinhAT , 
sinh At 
O<- sinh XT 
< e-IAI(T-t). 
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Hence, 
sinh A( T - t) ,AS ,< e-!“ltclA,s ., ,-IAlCl-S) 
sinhAT X > 
sinh At ,4(T-?i) g e-lAltT-t,e:h:(T--s) < e-lAl(s-t). 
sinhe- ’ 
Let A be the positive self-adjoint operator of Lemma 3.1 and consider the 
linear evolution equation 
ut = -vAu + g(t), t > 0, (6.11) 
u(0) = a, (6.12) 
where u(t), g(t), are Hilbert space valued functions, g(t) is continuously dif- 
ferentiable and belongs to D(A) f or each t, and the initial datum, a(x), is smooth 
enough. Let 
u(T) = b. (6.13) 
Let k be a nonnegative parameter, to be specified later, and put 71 = eJ% in (6.11). 
Then, 
vt = --li(A - k/v) v + e”“g(t), O<t<T, (6.14) 
v(0) = a, v(T) = ekTb, (6.15) 
so that on differentiating with respect to t, we obtain 
vtt = v2(A - k/V)2 v - v(A - k/v) ektg + (ektg),  0 < t < T, (6.16) 
v(0) = a, v(T) = ekTb. (6.17) 
This two-point boundary value problem for an ordinary differential equation 
in Hilbert space has a unique solution. We call (6.16), (6.17) the “backward 
beam problem” associated with (6.1 l), (6.12). We have 
THEOREM 6.1. Let k >, 0, and let a, b beZong to D(Al/z). Then, (6.16), (6.17) 
has a unique solution on [0, T], and this for arbitrary a, b in D(Al/“). Furthermore, 
// A1/2v(t)jj < ((T - t)/T) I/ A1f2a I/ + (te”T/T) I/ A1j2b I/ 
-k 1’ (V 1 t - s 1)“” eks II g(s)11 ds + (k/v)“” s,’ eks // g(s)11 ds. (6.18) 
‘0 
Proof. Using Lemma 3.1, we construct the solution by expanding in the 
eigenfunctions of A. For the sake of brevity, we shall use the fact that 
(6.19) 
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where the h,,‘s are the eigenvalues of A. (Actually, C (Xm)-((1/2)+r) < co, E > 0, 
for our particular A.) A longer argument can be given which avoids (6.19). 
We write a(x) = Cm %&n(X), 44 = L &A~(~), g(x, t) = L &n(t) h(4. 
We shall construct 
4x, t) = f %L(t)4&)~ (6.20) 
?l1=1 
This leads to a two-point boundary value problem for each m, 
E,(t) = [sinh v(& - k/u)(T - t)/sinh v(& - K/V) T], (6.23) 
D,n(t) = [sinh V& - K/V) t/sinh v(& - K/V) T]. (6.24) 
Then, from (6.6), we obtain 
Zlm(t) = am&(t) + ekT&J&&) 
+ Jot E,(t) ev(A~-k’v)sekSgm(s) ds 
- o,(t) ,-V(n,-klv)(r-S)e’isg,(s) ds. (6.25) 
Next, we show that summation and integration can be interchanged in the 
expression 
jl c$,&) /AZ2 Jot E,(t) e”‘“m-““‘ek”sg,(s) ds) . (6.26) 
Let M be large enough that AM > K/ v and consider the bracketed expression 
in (6.26), with m > M. Integrating the bracketed expression by parts, the 
result is 
[Z&(t)] [e’“&(t) - gm(0) - 6 ZAmkm’(s) ds] [ 1 /v&:~]. 
Using (6.7), the absolute value of (6.27) cannot exceed 
(ekt/d/) [I g,,$U + I gdt)l + I ( e”Am(s-tkm’N ds I] 
< (ekt/~~~2>El gm(0)l + I gm(t)l + ill d III (API. 
(6.27) 
(6.28) 
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Since C 1 g,(t)l” < 00, z 1 g,(0)12 < 00, we see from (6.28), (6.19) that 
lim 
n4+m /I 
.,i+, x~c&(x) Is,’ E,(t) ev(Am-k’v)Sek&,&) dslli = 0. (6.29) 
Hence, the interchange is legitimate in (6.26). A similar argument justifies the 
interchange in 
ltl MX) [AZ2 IT D,(t) e-Y(Am--k’u)(=--S)eksgnt(s) &I. (6.30) 
Next, for any real X, 
o G sinh XT - t> G T - t o < sinh At t 
sinh XT -, T \T---<--; smhhT T 
hence from (6.25), after interchanging summation and integration and using 
Lemma 6.1 under the integral sign, 
< ((T - t)/T) 11 N2a // + (tekT/T) /I A112b 11 (6.31) 
We now estimate the integrand in the last term in (6.31). We have 
AZ2 < 1 A, - k/v 11’2 + (k/ly2. 
Also, if 0 < 01 < e = 2.71828... ,
Max hoe-At < t-= \ 7 t > 0. 
A>0 
This yields 
(6.32) 
(6.33) 
< {(+>‘12 + (v I f - s 1)-1’2> eks I! g(s)ll, (6.34) 
which, in turn, yields (6.18) as required. 
Let the positive constants S, M, T be given and let f(x) be a given function 
in the domain of AlIz. Consider the following problem. Find all solutions of 
ut = -vAu + g(t), O<t<TT, (6.35) 
BURGERS' EQUATION BACKWARDS IN TIME 191 
such that 
11 Aw4(T) - A”“fll < 6, (6.36) 
11 A1/2~(0)II G M. (6.37) 
It is easily shown that any two solutions, ur(x, t), ua(x, t), of (6.35)-(6.37) satisfy 
11 A112ul(t) - A1/2u2(t)ll < 2M’T--t’IWT, O<t<T. (6.38) 
In fact, with w = Al/Q, (6.35) becomes 
vt = -vAv + A1i2g(t), O<t<T. (6.39) 
The difference ofany two solutions solves the homogeneous equation (6.39), 
for which any solution is logarithmically convex, as shown in (2.26) in the 
proof of Lemma 2.2. This proves (6.38). Furthermore, the above stability 
inequality is sharp. Thus, suppose f(x) is the solution, attime T, of the 
inhomogeneous equation (6.35) with zero initial data. Suppose further that 
MecVAmT = 6 for some positive integer m. Then, if ul(x, t), u%(x, t) are any two 
solutions of(6.35) such that 
4x, T) = f(x) + (M/~~2) e~“AmT4m(4, (6.40) 
u2(x, T) = f(x) - (M/hz2) e-“‘nT&(x), (6.41) 
we have that (6.36), (6.37) are satisfied, andwe have equality in (6.38). 
We will now show how the backward beam equation can be used to solve 
this linear backwards parabolic equation. Set K = (l/T) log(M/G) and let 
ru(x, t) be the unique solution f
W tt = v2(A - R/v)~ w - v(A - k/v) ek”g + (ektg),  0 < t < T, (6.42) 
w(0) = 0, w(T) = e”Tf. (6.43) 
COROLLARY. Let z = ecktw, where w is the unique solution of (6.42), (6.43) 
and k = (l/T) log(M/G). Let u(t) be my solution of (6.35)-(6.37). Then 
I\ A%(t) - A1/2z(t)ll < M(T-t’IT8tIT, O<t<T. (6.44) 
Proof. Put v = ektu in (6.35) and then differentiate with respect o t. This 
shows that D also satisfies (6.42). H owever, o(T) # ekrf and a(O) # 0. Instead, 
I/ A1j2,(0) - N2w(0)11 < M, I/ A112v(T) - A1/2~(T)[l < ekT6. (6.45) 
Next, v(t) - w(t) solves the homogeneous equation (6.42). Hence, from 
Theorem 6.1 and (6.45) 
[I A%(t) - A112w(t)ll < ((T - t)/T) M + (t/T) ekT6. 
Multiplying the estimate (6.46) by e-kt yields (6.44). 
(6.46) 
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7. APPLICATION TO THIE FINAL VALUE PROBLEM FOR BURGERS' EQUATION 
We now return to Burgers’ equation on the x-interval [O,L]; 
Ut = --v/h4 + F(u) + f(t), O<t<T, 
u(0) = a, 
(7.1) 
(7.2) 
where F(u) = --uu, . 
Assume a(x), f(~, t) smooth and small enough that the Kato-Fujita iteration 
converges for the forward problem on the interval [0, T]. Let U(X, T) = b(x). 
Given an approximation to b(x) and an a priori bound for the solutions on 
[0, T], we shall devise an algorithm for computing u(t), 0 < t < T, which 
requires no knowledge of the initial data, a, except its sufficient smallness. 
We shall need the following. 
LEMMA 7.1. We hawe 
s o= (v 1 t - s I)-“” ds < @T/v)~‘~. 
I-k > 0, 
s 
or (V j t - s l)-1’2 e-k8 ds < (u,bk)l12, 
where a is a positive constant, independent of Y, k, and T. 
Proof. 
/I (v 1 t - s I)-“” dst2 = {(4t/u)“” + ((4T - t)/+‘2}2 
(7.3) 
(7.4) 
= (4T/v) + (8/v)[t(T - W2 G (4W) + (4W), 
which proves (7.3). To prove (7.4) write 
s 
r 1 t - s l--1/2 e-k8 ds = jot (t - ,)-l/2 e-ks ds + J1’ (s - t)-l/2 e-k8 ds. (7.6) 
0 
Put u = s - t in the second integral. Then, 
s 
,’ (s - t)-1/2 e-ks & = e-26 Jormt U-112e-ko du < e-k(n/k)li2. (7.7) 
Consider next the first integral on the right of (7.6), and put v = ks. Then, 
eot(t-S)- i 
Ii2 e-ks ds = k-1/2 
1 
kt (kt - .)-l/2 e-* dv. (7.8) 
-0 
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The integral s (x - v)- l 2 e-” &I is bounded uniformly in x, for x > 0. For / 
small x, we have 
(7.9) 
For large x, one has an asymptotic formula from the theory of confluent hyper- 
geometric functions. Putting u = v/x, we get, in the notation of [7, p. 2551, 
v)- l/2 e-” &, = $12 
s 
’ (1 - 4-W e-m du 
0 (7.10) 
= (x”“r(g)/r(~.)) @(l, $; -x). 
From the asymptotic formula for CD in [7, p. 2781, we obtain 
i oc (x - .)-l/2 e-”= x-191 + qqx)], x t co. (7.11) 
This proves the lemma. 
Let WV)3~~o be the sequence of iterates in the iteration of Section 3, and 
let (3.26) be satisfied. Then, from Theorem 3.1, we have, 
/II A112um II/ < 0(~/16LT)~/~ (7.12) 
j/l AqP - u)lll < Ba+2(~/64LT)1/2. (7.13) 
Let 
urn(T) = bn , m = 0, 1, 2 ,... (7.14) 
For given k > 0 put v”(t) = &urn(t), and consider the backward beam problem 
associated with each iterate. We have 
m vtt = v2(A - I+)2 vm + [e”tf(t) + edktF(v”-‘)]t 
-v(A - k/v)[ektf(t) + ecktF(vm-l)], O<t<T, (7.15) 
W(O) = a, P(T) = ekTbm. , (7.16) 
m = 1, 2,..., where 
V tt = ?(A - K/v)~ v" - v(A - k/v)[eklf] + (ekEf)t , 0 < t < T, (7.17) 
vO(0) = a, uO(T) = ekTb, . (7.18) 
The unique solution of each such linear two-point boundary value problem is 
obviously ektuna(t). Therefore the sequence v”(t) converges on [0, T] and, 
from (7.12), (7.13) 
111 A1/2vm I// < e”=0(~/16LT)~/~, (7.19) 
j/l A1i2vm - A1/2v 111 < ekTBm+2(v/64LT)1/2. (7.20) 
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Next, consider the following thought experiment. Imagine that each b, is known 
approximately. Let &,, be the approximate value of b,, , and suppose 
I, A’yb,, - L)ll < 6 m = 0, I, 2 ,... (7.21) 
Using (7.12), we have 
ii/ A1~~~” /II < M = B(v/I~LT)~/‘. (7.22) 
We can then pose the following linear backwards parabolic problem for each 
iterate P(t). 
Find all solutions of 
such that 
up = -VA@” + F(u”-l) + f(t), O<t<T, (7.23) 
I/ A”2(6m - ~“(T))ll < 6, (7.24) 
I/j Al4~ i/i < M = B(v/16LT)‘/‘. (7.25) 
As in the corollary to Theorem 6.1, we can use the backward beam equation to 
solve each such linear problem backwards in time. What must be assessed is 
the accumulated error after m steps of this process. The algorithm in the present 
thought experiment is therefore the following. 
Set K = (l/T) log(M/S). Define w”(t) to be the unique solution of 
wFt = “‘(A - K/V)’ w” - v(A - h/y)[ektf] + (ektf), 0 < t < T, (7.26) 
wO(0) = 0, 240(T) = ekTLo. (7.27) 
For each m = 1,2, 3 ,..., define w’“(t) to be the unique solution of 
WK = ?(A - K/V)’ w”’ - Y(A - h/v)[ektf + e-‘%(wmW1)] 
+ [ektf + e-ktF(wm-l)]t , 
wn’(0) = 0, w”(T) = ekT6,,, .
We then have 
(7.28) 
(7.29) 
THEOREM 7.1. Assume (3.26) is satisfied and let u(t) be the corresponding 
solution of Burgers’ equation on [0, T]. Let {w”(t)}zPo be the sequence defined by 
(7.26)-(7.29). Then there is a positive constant C,,, , depending only on m, such 
that 
II A *‘2e-ktwm(t) - A1’2u(t)lj < C,[log(M/S)]8m M(‘Wt)‘TSt’T + P’+‘(v/~~LT)~‘~, 
(7.30) 
where 
/I,, = 2-3 + (l/2). (7.31) 
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Remark 1. It follows from (7.30) that, given any l > 0, one can make 
11 A1/2e-ktwm(t) - A1/2u(t)ll < z, uniformly on compact subintervals of (0, 2’1, 
by choosing 6 sufficiently small and m sufficiently large. On the other hand, for 
fixed small 6 > 0, the above inequality does not imply convergence as m --+ co. 
Proof. For each m, consider the difference between a”(t) in (7.1.5)-(7.16) 
and w”(t) in (7.28)-(7.29). For m 3 I, we obtain from Theorem 6.1 
I/ Al’%qt) - A1’2wm(t)ll 
< q2 /I A% 11 + f ek= 11 Al’yJ, - &)ll 
+ tT [(v 1 t - s I)-‘/2 + (t)1’2] e-k* ~]F(w~-~) - F(z?-l)ll ds. (7.32) 
Next, consider e-ks(ll A1j2wm-l 11 + II A1~%m-l 11). Since v” = eksun, we have 
from (7.22) and the triangle inequality, 
e-lcs(ll A112wnz-l II+ // A1/2vm-1 1) 
< e-ks 11 A1/2(wum-1  vm-l)ll + 2e-ks 11 A%+1 II 
< ecks I)/ A1j2wm-l - A1/2vm-1 11 + 2M. 
(7.33) 
Hence, since I\ A1i2a I/ < M and gT 11 Alla@, - &)I\ < ekT6 = M, we obtain 
from Lemma 3.3 and (7.32), (7.33) 
III A lP.+n - A1/2wum 111 
< M + 2&551/2 I// A14y=l - A112Wm--1 III i= [(WY’” + (v I t - s I)-““1 as 
+ L112 111 A112wm-l - Al/%~~n-l Ill2 ST [(v 1 t - s I)-1/2 + (k,/v)1/2] e-ks ds. 
0 
(7.34) 
Let 
(Y = [(f,“” + (&)I, /I = [(F,“’ + (?,““I, (7.35) 
and let 
K, = I// A112wn - A112vn /I/, 
Then, from (7.34) and Lemma 7.1, we have 
n = 0, 1, 2 ,... (7.36) 
K m+l < M + cKn2 + %3MK,, m = 0, 1, 2,.. . (7.37) 
On the other hand, 
K. < M. (7.38) 
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Next, consider the family of polynomials in two independent variables 
iQnh YKL , where 
Q&Y) = 1, (7.39) 
Qm+dx, Y) = 1 + xQm2 + rQm > 111 = 0, 1, 2 )... . (7.40) 
Putting x = aM, y == 2/3M in (7.37), it is easily seen that 
Kn G MQ,(x, Y), ??I = 0, 1, 2 ,... . (7.41) 
Since k = (l/T) log(M/G) and M = 0(~/16LT)l/~, we have 
x = c9[16 log(M/G)]-lie [l + aliz], (7.42) 
y = 0{[log(M/6)/4]1i” $- 21j2}, (7.43) 
and 
xy = 82 
1 
1 +8u1’2 + [* log (;J]-~‘~ + [” logfW91”‘2/e 
(7.4) 
Note that as 6 JO we have y + 00, x - 0, and .vy + eZ(l + 01/~)/8. Thus, 
xy” = 0( y”-l). Hence 
Q&x, y) < Bmy(2m-2+1’ 
for some constant B, , depending only on m. Therefore, 
/I A1j2wm(t) - A1~2vm(t)lj < 111 A 12wm - A1’2~f’L ~/I = Km 
(7.45) 
< Cm[log(M/S)]am M. 
Finally, on multiplying by eekt and using the triangle inequality and (7.13) in 
(7.45), we get 
II A 1’2e-ktwm(t) - A1’2~(t)II < C,[log(M/S)]am M(rpt)‘r8*‘T + P+2(v/64LT)1’2. 
(7.46) 
Remark 2. It is doubtful that estimate (7.30) is sharp, particularly as far as 
the exponent pm. is concerned, in view of the repeated use of the triangle 
inequality (through its use in (7.33)) and the use of the uniform norm, II/ j/j, in 
estimating the integrand in (7.32). Nevertheless, the behavior which would 
result if one had equality in (7.30) seems quite plausible qualitatively. Suppose 
6 is very small. Then, one would observe decay of the error during the first 
few iterations, for t > 0, as the contribution from the second term on the right 
of (7.30) diminishes, while that from the first erm remains small. As m grows, 
the contribution from the first term grows and eventually becomes much larger 
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than the maximum contribution from the second term. The initial decay of the 
error is now replaced by rapid error growth, with the biggest errors near t = 0. 
Thus, divergence would first appear near t = 0 and propagate to higher values 
of t as m + co. Now consider the error bound (6.44) which one obtains by 
solving each linear parabolic problem (7.23) backwards in time via the backward 
beam equation. For t sufficiently near zero, the error is of the order of M, no 
matter how small 6, while it is of the order of 6 for t near T. This error is passed 
on to the next successive inhomogeneous term. Even though the iteration may 
converge for the forward problem, the cumulative effect of this large error 
near t = 0 in the backwards algorithm may eventually cause the successive 
inhomogeneous terms to become too large, near t = 0, leading to larger succes- 
sive solutions. Thus, divergence would set in at t = 0 and propagate to higher 
values of t. From this standpoint, an estimate such as (7.30) is quite plausible. 
The above analysis of the fictitious algorithm (7.26)-(7.29) is not strictly 
applicable to the algorithm which one uses in practice. In the first place, the 
sufficient condition (3.26) may not be satisfied; in the second place, the values 
of u,(T) are not available. Rather, one has an approximation to u(T), b(x), 
such that 
II -@‘“(@2 - ~)I1 < 6, (7.47) 
together with an a priori bound 
III A1’2~ Ill < M. (7.48) 
Setting K - (l/T) log(M/S), one uses the iteration (7.26)-(7.29) with each & 
replaced by b”. The error bound (7.30) should be used as a guide to what can 
be expected in a practical problem. It is foolish to try to optimize the value 
of m, from the right-hand side of (7.30), as the power /Irn in the logarithmic 
term is probably unrealistic. However, one should be on the lookout for possible 
divergence and print the results after each iteration. Usually, the best results 
are obtained after a small number of iterations. By computing /I Al/“zP(t)lI 
after each iteration, one can verify whether the a priori bound (7.48) is satisfied, 
and one can observe the onset of divergence. The appearance of high frequency 
components, which amplify as more iterations are taken, should be viewed 
with suspicion. If these first appear at t = 0 and propagate to higher values of t 
with more iterations, the process should be terminated. Very likely, such 
components originate from the error at t = 0 in a previous iterate. In practice, 
one will seldom have to choose between more than a very few candidates for 
the best approximation at a given time to . As a last resort, one can solve the 
initial value problem forward in time, using each serious candidate as initial 
data in turn; one would then choose that iterate at time t, which leads to the 
closest approximation to Ai@ at time T. See Section 8 for further elucidation 
of some of these points. 
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To numerically solve each linear two-point boundary value problem 
wtt = +yA - (w)2 w - @ - (k/v))&) + gt , 0 < t < T, (7.49) 
w(0) = 0, w(T) = ekr6”, (7.50) 
we use the following centered time discretization. Let At = T/N + 1, and 
consider 
wnt1 - 2wn + wn--l 
At2 
=V2(A--)2w~-"(~-~,g~+g"+1~t"n-', 
n = 1, 2 )...) N, (7.51) 
w(0) = 0, WN+l = ,M’& (7.52) 
The algorithm is similar to that used in solving an inhomogeneous elliptic 
boundary value problem. In fact, putting B = v(A - (k/v)), the system can be 
written in block tridiagonal matrix form, with an unbounded operator along 
the main diagonal. Thus, 
* (7.53) 
where f” = At2 Bgn - (At/2)(gnf1 - g+-l), tz = 1,2,..., N - 1, and fN = 
At2 BgN - (At/2)(gN+l - g”-‘) + wNfl. 
The unconditional stability of this time discretization has been discussed 
in [2-4], in the more general case where the operator along the main diagonal 
varies with n, together with its domain of definition. The proofs were based 
on the “block tridiagonal algorithm.” In the present case, one can use the 
spectral decomposition of B, and then use the scalar tridiagonal algorithm to 
establish a finite difference analog of the identity (6.6). We omit the details 
and refer the reader to [2]. In any event, a finite difference analog of estimate 
(6.18) remains valid for the above time discretization, which eventually leads 
to the analog of Theorem 7.1 for the difference scheme. (We have thought it 
more instructive to proceed at the differential equation level in deriving our 
results.) 
Finally, as in the algorithm of Section 4, one uses the Fourier method to 
discretize the space variable, with at least two points per significant wave length. 
One then has a positive definite scalar tridiagonal matrix to invert for each 
Fourier component. Each such system can be efficiently inverted using the 
standard algorithm. Thus the method is quite easily implemented numerically, 
and is even fast! 
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8. NUMERICAL EXPERIMENTS IN THE BACKWARDS NONLINEAR PROBLEM 
EXAMPLE 1. Our first example is an inhomogeneous problem on 0 < x < 1, 
Ut = vu,, - uu, + 97re-8~2vt sin 4nx, O<t<l, (8.1) 
u(x, 0) = 3 sin 2rrx, o<xg1, (8.2) 
u(0, t) = U(l) t) = 0, t 3 0, (8.3) 
where the exact solution is 
24(x, t) = 3e-4nevt sin 21rx. (8.4) 
We chose v = 3/14 so that Re = 14 and 
(64LTi~)“~ [II A”% I/ + j’ 11 A”‘“f(s)ll ds] w 487. 
0 
Convergence of the forward problem occurs at this and even higher values of 
the left-hand side of (8.5), as was shown in Section 4. To compute the problem 
backwards in time, we used the scheme (7.51), (7.52), with At = l/301 and 32 
equally spaced mesh points on the period interval [0, 11. Numerically, the 
procedure is equivalent to solving an inhomogeneous nonlinear elliptic boundary 
value problem on a rectangular mesh with 9632 mesh points. As input data, 
the values of u(x, t) in (8.4), at t = 1, were generated in single precision; in fact 
all computations were performed in single percision. The unit round-off error 
on UNIVAC equipment is 2- 27. Hence, the error 6 at t = T = 1 was taken 
to be 
6 = (3e-4nzv) . 2-27 w 4.73 X 1012. 
With M = 3, we then have 
(8.6) 
k = (l/T) log(M/G) w 27.2. (8.7) 
As in Section 4, the relative error in the spatial L2 norm was computed at each 
t = n At after each successive iteration. This error is displayed in Table III for 
seven iterations. During each iteration, we observe a monotone increase in 
relative accuracy with increasing t. For large t, the errors are quite small even 
after the first iteration. The behavior near t = 0 after successive iterations is 
of interest. Thus, at t = 0.0664, the relative error is 510% after the first 
iteration. This error decays monotonically with successive iterations, to a mini- 
mum value of 9.2% after six iterations, after which it begins to increase. At 
t = 0.2326, the initial error of 110% is reduced to 0.3%. The sixth iteration 
produces the best results farthest back in time in this example, the relative 
error being less than lo:/, as far as t = 0.0664, i.e., at 93% of the way back 
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TABLE 111 
Computation of Example 1, Section 8, 
Backwards in Time, with Backward Beam Equation” 
Number of iterations 
Time 1 2 3 4 5 6 7 
0.0332 0.47+01 0.25+01 0.12$-01 0.46+00 0.16+00 0.29+00 0.33+00 
0.0664 0.51+01 0.30+01 0.19+01 O.ll+Ol 0.27+00 0.92-01 0.13.too 
0.0927 0.43+01 0.19+01 0.93+00 0.821-00 0.25+00 0.71-01 0.56-01 
0.1661 0.23+01 0.49+00 0.99-01 0.21+00 0.51-01 0.24-01 0.11-01 
0.2326 O.ll+Ol 0.12+00 0.14-01 0.40-01 0.81-02 0.58-02 0.29-02 
0.2990 0.50+00 0.31-01 0.36-02 0.78-02 0.25-02 0.23-02 0.21-02 
0.3654 0.22+00 0.88-02 0.20-02 0.23-02 0.19-02 0.19-02 0.19-02 
0.4319 0.96-01 0.32-02 0.17-02 0.17-02 0.17-02 0.17-02 0.17-02 
0.4983 0.42-01 0.18-02 0.15-02 0.15-02 0.15-02 0.15-02 0.15~-02 
0.5648 0.18-01 0.14-02 0.13-03 0.13-02 0.13-02 0.13-02 0.13-02 
0.6312 0.75-02 0.11-02 0.11-02 0.11-02 0.11-02 0.11-02 0.11-02 
0.6977 0.31-02 0.90-03 0.89-03 0.89-03 0.89-03 0.89-03 0.89-03 
0.7641 0.14-02 0.70-03 0.70-03 0.70-03 0.70-03 0.70-03 0.70-03 
0.8306 0.65-03 0.50-03 0.50-03 0.50-03 0.50-03 0.50-03 0.50-03 
0.8970 0.33-03 0.30-03 0.30-03 0.30-03 0.30-03 0.30-03 0.30-03 
0.9634 0.11-03 0.11-02 0.11-03 0.11-03 0.11-03 0.11-03 0.11-03 
0.9967 0.10-04 0.99-05 0.99-05 0.99-05 0.99-05 0.99-05 0.99-05 
a Relative error, in L’ norm, as a function of time and number of iterations. 
from T = I. This is much better than would be expected, at the present 
Reynolds number, from the a priori stability estimate of Theorem 2.1 of 
Section 2. Curiously enough, in this and similar examples, the backwards 
algorithm is much better behaved, during the first few iterations, than is the 
iterative process for the forward problem! In Table IV, the relative error is 
displayed for the computation of the forward problem, using the scheme of 
Section 4 with the same mesh spacings as in the backwards problem. Both 
forward and backward schemes solve each linear problem with O(dt2) accuracy 
in the time variable and the same higher-order accuracy in the space variable. 
However, as in Section 4, the alternating behavior of the relative error is again 
apparent in the forward computation. Possibly, the difference in behavior in 
the two computations can be attributed to the fact that in the backwards problem 
the input datum is U(X, T), i.e., the solution of the nonlinear problem at time T, 
which may be viewed as the end result of the iterative process for the forward 
problem. A priori knowledge of this end result may serve to “guide” the iterative 
process in the backwards problem. However, it is not easy to prove this in 
general. 
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TABLE IV 
Computation of Example 1, Section 8, 
Forward in Time, Using Scheme in Section 4 
Number of iterations 
Time 1 2 3 4 5 6 7 
0.0332 0.16+00 0.44-01 0.20-01 0.10-01 0.88-02 0.91-02 0.91-02 
0.0664 0.20+00 0.82-01 0.44-01 0.18-01 0.88-02 0.11-01 0.11-01 
0.0997 0.19+00 0.10+00 0.54-01 0.22-01 0.67-02 0.96-02 0.11-01 
0.1661 0.12+00 0.13+00 0.45-01 0.28-01 0.64-02 0.69-02 0.88-02 
0.2326 0.74-01 0.141-00 0.29-01 0.31-01 0.68-02 0.52-02 0.76-02 
0.2990 0.43-01 0.14+00 0.19-01 0.33-01 0.68-02 0.43-02 0.71-02 
0.3654 0.25-01 0.15+00 0.13-01 0.33-01 0.68-02 0.40-02 0.69-02 
0.4319 0.14-01 0.15+00 0.99-02 0.33-01 0.67-02 0.38-02 0.68-02 
0.4983 0.80-02 0.15+00 0.88-02 0.33-01 0.67-02 0.37-02 0.67-02 
0.5648 0.46-02 0.15+00 0.83-02 0.33-01 0.66-02 0.36-02 0.66-02 
0.6312 0.27-02 0.15+00 0.81-02 0.33-01 0.65-02 0.35-02 0.65-02 
0.6977 0.17-02 0.15+00 0.80-02 0.33-01 0.65-02 0.35-02 0.65-02 
0.7641 0.12-02 0.15+00 0.79-02 0.33-01 0.64-02 0.34-02 0.64-02 
0.8306 0.10-02 0.15+00 0.79-02 0.33-01 0.63-02 0.33-02 0.63-02 
0.8970 0.10-02 0.15+00 0.78-02 0.33-01 0.62-02 0.32-02 0.62-02 
0.9634 0.11-02 0.151-00 0.77-02 0.33-01 0.62-02 0.32-02 0.62-02 
0.9967 0.11-01 0.15+00 0.77-02 0.33-01 0.61-02 0.31-02 0.61-02 
LI Relative error in L2 norm as a function of time and number of iterations. 
In Fig. 2, the first seven iterates at t = 0.0664 are plotted together with the 
exact solution (dashed curve). The scaling changes in each plot. Owing to 
lack of space in fast memory, only sixteen points on the space interval [0, l] 
were plotted. The plotting routine uses linear interpolation between values, 
which tends to accentuate discrepancies. At such a long distance into the past 
(93%), high accuracy is difficult o achieve with only eight-digit accuracy in 
the terminal data. We admit that we felt pessimistic about the outcome after 
the first iteration! In Fig. 3, a higher value of t, t == 0.2326, is examined, corre- 
sponding to a distance of 77% back from T = 1. 
The increase in relative error at T = 0.0664 after the seventh iteration 
may not make a convincing case for the divergence phenomenon alluded to 
in the Introduction and in Section 7. Actually, the value 487 on the right of (8.5) 
is somewhat of a critical value in the above type of example, as far as observing 
divergence in less than eight iterations is concerned. Thus, no divergence was 
observed in Example 1, after eight or nine iterations, when higher values of v 
were used. In the next example, a slightly lower value of v is used. 
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FIG. 2. Convergence of first seven iterates, at 93 yO of the way back from T = 1, in 
Example 1 of Section 8. 
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FIG. 3. Convergence of first seven iterates, at 77 yO of the way back from T = 1, in 
Example 1 of Section 8. 
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EXAMPLE 2. This example is identical to the previous one except that 
v = 3/14.256789 w 0.21043. tw 
We then have 
(64LT/W2 [II P2a II $ jy I/ A""f(s)ll ds] M 496. (8.9) 
From (8.6), (8.7), and (8.8), the value of K is almost the same as before, viz., 
k = (l/T) log(M/S) - 27.02. (8.10) 
The only significant parameter change is in (8.9) as the same mesh values as 
in Example 1 were used. The relative error for this computation is displayed in 
Table V; plots of the first seven iterates, at t = 0.2326, are depicted in Fig. 4. 
In this example, the third iteration produces the best results farthest back in 
time. The relative error is 4.2% at 77% of the way back from T = 1, well 
within the error bound given by Theorem 2.1. Note the propagation of error 
from t = 0 towards higher values oft in accordance with the discussion following 
TABLE V 
Asymptotic Convergence in Backwards Computation of Example 2, Section 8” 
Number of iterations 
Time 1 2 3 4 5 6 7 
0.0332 0.83+01 0.69+01 0.65+01 0.66+01 0.77+01 0.40+02 0.65+03 
0.0664 0.90+01 0.83+01 0.93+01 0.19+02 0.42+02 0.13+03 0.93+03 
0.0997 0.75+01 0.50+01 0.43+01 0.13+02 0.33+02 0.12+03 0.79+03 
0.1661 0.40+01 O.ll+Ol 0.38+00 0.28+01 0.65+01 0.23+02 0.20+03 
0.2326 0.19+01 0.23+00 0.42-01 0.53+00 0.12+01 0.43+01 0.39+02 
0.2990 0.83+00 0.55-01 0.87-02 O.ll+OO 0.24+00 0.83+00 0.751-01 
0.3654 0.36+00 0.14-01 0.26-02 0.20-01 0.45-01 0.16+00 0.14+01 
0.4319 0.15+00 0.45-02 0.17-02 0.42-02 0.88-02 0.30-01 0.27$00 
0.4983 0.65-01 0.20-02 0.15-02 0.17.-02 0.22-02 0.29-02 0.52-01 
0.5648 0.27-01 0.14-02 0.12-02 0.13-02 0.13-02 0.13-02 0.99-02 
0.6312 0.11-01 0.11-02 0.11-02 0.11-02 0.11-02 0.11-02 0.22-02 
0.6977 0.45-02 0.90-03 0.89-03 0.89-03 0.89-03 0.89-03 0.96-03 
0.7641 0.18-02 0.70-03 0.70-03 0.70-03 0.70-03 0.70-03 0.70-03 
0.8306 0.78-03 0.50-03 0.50-03 0.50-03 0.50-03 0.50-03 0.50-03 
0.8970 0.35-03 0.30-03 0.30-03 0.30-03 0.30-03 0.30-03 0.30-03 
0.9634 0.11-03 0.11-03 0.11-03 0.11-03 0.11-03 0.11-03 0.11-03 
0.9967 0.10-04 0.10-04 0.10-04 0.10-04 0.10-04 0.10-04 0.10-04 
cI Relative error in the L2 norm as a function of time and number of iterations. 
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FIG. 4. Asymptotic convergence phenomenon, at 77 “/A of the way back from T = 1, 
in Example 2 of Section 8. 
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Theorem 7.1. Note also the appearance of high frequency components, after the 
third iteration, which amp~ifr with further iterations. With still ower values of 
V, divergence occurs quicker and the distance back into the past, where significant 
accuracy can be attained, diminishes. Eventually, in this type of example, the 
value in (8.5) is such that even the forward problem diverges! 
EXAMPLE 3. We consider now a homogeneous example, where the structure 
of the solution is more complex, 
Ut = vu,, - uu, 9 O<x<7r, o<t<1, (8.11) 
u(0, t) = u(77, t) = 0, 
u(x, 0) = u. sin x. (8.13) 
For any positive V,u,, the exact solution is given by expression (4.12) in 
Section 4. We used v = 0.0025 and us = 0.1 so that Re = 126. The forward 
computation of this problem was discussed inSection 4. Owing to the smaller 
value of V, the nonlinear interaction between different parts of the frequency 
spectrum is not as severe in the present case as it is in the example of Section 5. 
(See Fig. 1.) Thus, there is no “shock” during the time interval 0 < t < 1, 
although both examples have the same Reynolds number. There is, however, 
some steepening ofgradients, and the solution is sufficiently complex that one 
should use 64 mesh points on [0,27r], when discretizing thespace variable 
with Fourier methods. Unlike the two previous examples, it was not possible 
to generate the terminal data to eight digit accuracy owing to the difficulty of 
evaluating (4.12) near x = 71. (See Section 4.) Nevertheless, the value of k used 
was that which would hold if eight-digit accuracy were present, i.e., 
k = 18.7. (8.14) 
The backwards computation was quite well behaved. No divergence appeared 
in seven iterations; in fact little change in the relative error pattern occurred 
after the fourth iteration. These arrors were generally of the order of 0.5% 
near t = 1, increasing slowly to 8 O/e at t = 0.0664. Even in this more complex 
situation, significant accuracy was achieved at 93% of the way back from 
T = 1. Owing to the low accuracy in the terminal data, the relative errors were 
usually higher, at corresponding times, than in Example 1. Unfortunately, 
because of storage limitations it was not feasible tocall the plotting routine in 
this and other homogeneous examples. 
EXAMPLE 4. In the previous example, we had 
(64LT/~)l/~ I/A% /I m 36. 
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This value is again close to a critical value as far as being able to compute 
(8.11)-(8.13) a Zmrg distance back into the past is concerned. Similar examples, 
with lower values of this quantity, were again well behaved. Consider now 
(8.11)-(8.13) with v = 0.01 and u0 = 0.4, so that Re w 126 as before, but 
(64LT/ly2 11 A% 11 m 71. (8.16) 
In this case, it was not possible to penetrate beyond 40% of the way back from 
T = 1 with less than 100/b accuracy. No doubt, the low accuracy in the terminal 
data is partly responsible for this behavior. On the other hand, it is likely that 
the exponential factor in the estimate of Section 2 is beginning to play a role. 
We note that there is more steepening of gradients here than in the previous 
example, although both problems have the same Reynolds number. Divergence 
occurred after three iterations although the forward problem converged. 
EXAMPLE 5. As a last example, consider (8.11)-(8.12) with u0 = 40 and 
Y = 1, so that Re = 126 and 
(64L/v)lj2 11 A112a I/ M 711. (8.17) 
As shown in Section 5, the solution develops a continuous approximation to a 
“shock” during the time interval [0, 11, and the forward iteration diverges. 
Nevertheless, an attempt was made to compute the problem backwards in time, 
starting from data at a time Tl , sufficiently close to zero. This amounts to 
trying to reconstruct a sharp “discontinuity” after it has been smoothed, 
although not beyond recognition. At Tl = 0.1163 the “shock” is still clearly 
defined, and the corresponding value in (8.17) becomes 242. No measurable 
success was recorded in this experiment. Clearly, in this type of problem, 
considerably more precision in measurement is necessary at time Tl . This 
seems to be the explanation of the appearance of the factor exp[Re] in the 
stability estimate of Theorem 2.1. 
9. CONCLUSION 
An algorithm has been presented for approximately solving an interesting 
example of a nonlinear dissipative equation backwards in time. The method is 
limited to small solutions, where smallness is to be measured in terms of the 
quantity on the right of (3.26) in Theorem 3.1, rather than in terms of the 
associated Reynolds numbers. For both the forward and the backwards iteration, 
there is a range of values of this quantity wherein computations are well behaved. 
In the backwards problem, the transition to ill behavior occurs at smaller values 
than in the forward problem. In problems where steep gradients appear in the 
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solution, a great deal more precision in measurement is necessary to achieve 
significant accuracy backwards in time. It is encouraging that smooth problems 
can be well approximated even with modest single-precision accuracy. In future 
investigations, one should determine the precise origin of the asymptotic 
convergence phenomenon. Thus, one should find out whether this behavior is 
a result of the particular iterative method that was used to solve the nonlinear 
problem, or whether it is common to other iterative procedures and is charac- 
teristic of the general iterative approach. Other nonlinear parabolic equations 
should be studied for comparison. 
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