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Abstract
Used as a non-invasive and remote sensor, the laser Doppler vibrometer (LDV) has been used in
many different applications, such as inspection of aircrafts, bridge and structure and remote
voice acquisition. However, using LDV as a vehicle surveillance device has not been feasible
due to the lack of systematic investigations on its behavioral properties. In this thesis, the LDV
data from different vehicles are examined and features are extracted. A tone-pitch indexing (TPI)
scheme is developed to classify different vehicles by exploiting the engine’s periodic vibrations
that are transferred throughout the vehicle’s body. Using the TPI with a two-layer feed-forward
20 intermediate-nodes neural network to classify vehicles’ engine, the results are encouraging as
they can consistently achieve accuracies over 96%. However, the TPI required a length of 1.25
seconds of vibration, which is a drawback of the TPI, as vehicles generally are moving whence
the 1.25 second signals are unavailable. Based on the success of TPI, a new normalized tonepitch indexing (nTPI) scheme is further developed, using the engine’s periodic vibrations, and
shortened the time period from 1.25 seconds to a reasonable 0.2 seconds.
Keywords: LDV, Machine Learning, Neural network, Deep learning, Vehicle classification
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1 - Introduction
There are many different remote sensing instruments in the world, each measuring
different types of properties. One that grows in importance in recent years because of its unique
advantages is the laser Doppler vibrometer (LDV). The LDV emits a laser beam to a targeted
reflective surface and measures the return laser signal against the internal reference beam. The
vibration amplitude and the frequency are extracted from the Doppler shift of the reflected laser
beam frequency due to the vibrations of the surface. The LDV then measures the phase
difference between the internal reference beam and the target beam. The LDV provides many
advantages comparing to other sensors:
1) Non-contact and non-destructive measurements: During the measurement process, the
LDV does not provide any mass or pressure to the targeted object. Therefore, they are virtually
impossible to detect, except for the small red dot, or other color depending on the sensor, emitted
from the laser beam, which is measured in micrometer. Furthermore, they are relatively safe for
all users, except in some cases that a high power LDV may cause damage to the human eyes if
viewed directly for a long time. The LDV exerts no additional pain in non-invasive medical
applications such as body temperature measurements and pulse monitoring during a medical
procedure. By contrast, a CT scan or X-ray exposes a small dose of radiation, which can have
some side effects to human cells, some could be very serious; and an ultrasound can cause skin
irritations due to the long contact duration and the special jelly applications. Additionally, the
LDV causes no extra damage in non-intrusive civil engineering applications such as inspections
of bridges, railways and buildings [1] [2] whereas in typical ultrasonic tests, water penetration
and/or corrosion are problematic side effects. Lastly, the LDV has been used for delicate
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inspections of mural and antique fresco paintings in museums where the only viable means of
inspection is by using the LDV [3].
2) High spatial and spectral resolution at long range: The LDV can pick up an expansive
and wide range of amplitudes and frequencies, which have valuable information in both spatial
and frequency domains for the researchers and developers to use in intensive analysis,
classification and clustering. For instance, the sampling rate for a typical LDV, such as those
manufactured by Polytec [4], is up to 100 KHz whereas the measurable vibrations can be as short
as less than five nanometers to several micrometer taken at a distance from six millimeters to
more than three hundred meters. The velocity and acceleration evaluated from these sensors
produces quality data for analysis in biomedical, biological and medical studies as well as remote
situation surveillance and structural inspections.
Because of its unique advantages, LDV is now used in many different applications, such
as those mentioned previously. However, literatures on remote surveillance systems and remote
threat detections using the LDV are scarce and even more so for classifying vehicles based on
the data collected by a LDV. Therefore, the study of extracting features from an LDV for remote
surveillance/threat detection will be the main focus of this paper. All civilian vehicles data are
collected using our LDV system from Polytec [4] that includes a controller OFV-5000 with
digital velocity decode card VD-06 and a sensor head OFV-505, shown in Figure 1.

Figure 1: The Polytec LDV: (left) Sensor head OFV-505 (right) Controller OFV-5000 [4].

9

This thesis is organized as follows. Section 2 introduces the basic principle of the LDV.
Section 3 describes the data collection process. Section 4 shows similar works and why our work
is different. Section 5 describes tone-pitch index and shows its result. Section 6 explains how one
can improve tone-pitch index and what its weakness is. Section 7 describes the improved
normalized tone-pitch index. Section 8 concludes this thesis with more remarks on the future
work.
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2 – Laser Doppler Vibrometer Principle
A laser Doppler vibrometer (LDV) works according to the principle of laser
interferometry and the extracted information is based on the Doppler Effect. The LDV system in
use emits a helium neon (HeNe) laser beam to the target object where the measurements are
made. As a Heterodyning interferometer, the LDV splits one laser beam into a reference beam
and the test beam by a beam splitter 1. The test beam hits the target object and reflects back to
the sensor. The reflected beam will then deflect by beam splitter 2 into beam splitter 3, where it
will combine with the reference beam and direct to the detector. The detector will use this
combined beam to detect the vibration [4]. This whole process is shown in Figure 2.

Figure 2: The modules of the Laser Doppler Vibrometer [4].

If there is a vibration on the target object, the combined beam will have dark and bright
pattern of light, which the detector will pick up and convert into voltage. One cycle of dark and
bright corresponds to the object has moved by half the wavelength, λ/2, which is 316 nm for
Helium-Neon (HeNe) laser. Because of the Doppler Effect, the velocity v of the object can be
calculated using the Doppler frequency fD by the following formula:
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𝑓𝐷 =

2∗𝑣
λ

(1)

As mentioned before, our LDV system is from Polytec [4] that includes a controller
OFV-5000 with digital velocity decode card VD-06 and a sensor head OFV-505, shown in
Figure 1. Because different applications required different sensitivities, this system can be
configured to detect vibrations under several different velocity ranges: 1 mm/s, 2 mm/s, 10 mm/s
and 50 mm/s. In addition, the 2 mm/s, 10 mm/s and 50 mm/s can have a low-pass (LP) filter
applied. For our purposes, we usually use the 10mm/s velocity range. The sensor head OVF-505
uses a HeNe red laser beam with a wavelength of 633nm and has a super long-range lens (f =
200mm).
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3 – Data Collection Process
As mentioned before, the data is collected using our Polytec system [4]. The civilian
vehicles data are mostly collected at the Nutter Center at Wright State University (WSU) parking
lot in summer 2014. A few vehicles data are collected at the City College of New York (CCNY)
parking lot in fall 2014 and winter/spring 2015. We tried to isolate ourselves to ensure the
collections are as controlled as possible since these places are public spaces and near active
roads. We marked off an area for the data collections to take place. However, even though
special precautions were taken, there were some disturbances in the vicinity, such as a truck
passed by, and we made notes indicating that there were some disturbances and what caused it,
in case it has an effect on the data.
Different vehicles are selected to participate in the collections. They are selected based on
their engine types and their availabilities. We selected many different passenger vehicles that has
an inline-four engine and a V6 engine as they are very common in the general public. Some
vehicles are the same make and model but different serial numbers, i.e. two or more different
instance of same make and model. We also selected two different diesel engine vehicles, two
commercial tractor units, to simulate heavy-duty vehicles and military vehicles, such as tanks
and armored personnel carriers.
Engine Types (ID)

Vehicle Pictures

Inline-four (I4)

Cummins diesel MTA11 (D1)
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CAT C15 (D2)

V6 (V6)

Figure 3: Sample vehicles for the four engine type used in the tests.

During the collections, the vehicle is in three different running conditions. The first one is
idle, which simulates that the vehicle is at a stop light. The second condition is the constant RPM
(Rotations per minute), which simulates that the vehicle is cruising at a constant speed. For
passenger vehicles, the constant RPM is around 2000, while for the two commercial tractor units
the constant RPM is set around 1500. Depending on the vehicle, the constant RPM will be
slightly different but is documented. The last condition is the sweep, which simulates that the
vehicle is accelerating. For passenger vehicles, the sweep RPM starts from idle and go up to
3500 RPM, while for the two commercial tractor units starts from idle and go up their max RPM.
Each condition is recorded for precisely 30 seconds.

Figure 4: Data collection at WSU Nutter Center in summer 2014
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Approximately twenty-five to thirty 30-second measurements are collected for each
vehicle and each condition. These measurements are collected at a different part of the vehicle.
We tried to have them at the same place for different vehicle. However, different vehicle has
different body, therefore they are generally in the same area. Normally, we have three points on
the front bumper and the rear bumper, driver side, middle and passenger side, one point on the
quarter panel above each wheel, one on each of the pillar at the handle height, one on each door
except the driver door, and a grid of nine points on the driver door. The grid pattern allows the
study of vibration throughout a single panel and see if there is difference within a panel. For
some vehicles, we add some points while taking away some depending on the body type. For
example, for the commercial tractor units, there are no rear door for us to collect on but we added
points along the frame of the tractor.
During later collections, we used an external object, a steel cabinet, to collect data. The
vehicle is parked next to the object at some distances and the vehicle will do the previous
described conditions. Because we are using an external object, we can move the vehicle and
collect data based on the vehicle passed by the object. However, because this is still a relatively
new concept, the vehicle is only moving 3 to 5 mph.

Figure 5: Use of external object in CCNY parking lot.
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4 – Previous Work
Since LDV collects the vibration as a one-dimensional data, this is similar to sound data.
And given the success of speech recognition [5] and spoken language processing [6], LDV data
analysis must be researched and developed in more details, as this is relatively new. Because of
the similarity, many, if not all, techniques that are used in speech and speaker recognition are
also used for LDV data processing and analysis. Features in both time and frequency domains
are used to extract from the data using mathematical transformations, such as zero crossing, root
mean square, short-window energy, spectral flux, short-term Fourier transform (STFT), Melfrequency cestrum coefficients (MFCCs) [7] [8], etc.
In recent years, many efforts have been made to find a way to classify vehicles using
LDV data and some have promising results. In [7], Wang and colleagues used multimodal audiovisual features to develop a method to detect and classify civilian vehicles. They used a
combinations of visual features, including aspect ratio and size and histograms of oriented
gradients, and audio features, including MFCCs and short time energy. In [8], Smith and
colleagues developed a hierarchical vehicle classification using laser-vibrometry and
accelerometer data. They used a combinations of time-domain features, including zero crossing
and root mean square, and frequency-domain features, including spectral flux and MFCCs. In
[9], to distinguish different engine types, speed, and the number of cylinders, an auto-correlation
function of LDV signals was used as the backbone. In [10], the vehicle operating conditions are
classified using eleven features, such as those mentioned before, and four different classifiers, knearest neighbor, naïve Bayes, decision tree, and an ensemble classifier. An accelerometer and
magnetometer based automatic vehicle classification was developed in [11], where the
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accelerometers detect the number of vehicle axles and the magnetometers report vehicle arrivals
and departures and estimate speed.
However, the classification performance of these papers are in general undesirable. Some
of these works used multimodal features which can have weakness of its own, such as
camouflage vehicles in visual and only short range in accelerometer. It also remains inconclusive
if classification using just LDV data without any other modalities can be accomplish. Therefore,
it is essential to find an effective approach that is just based on LDV measurements.
Even though speech recognition [5] and spoken language processing [6] are successful,
LDV classification methods are left behind. One of the main reasons they are successful is
because of the transforms such as the decibel (dB) and octave-band collecting to convert the
original acoustic signals to vectors are meaningful to human auditory systems [12]. By utilizing
all the foregoing special properties of human auditory system, MFCC is one seminal feature that
has achieved great success in speech and speakers recognition. However, human auditory
systems cannot be the judge of the recognition quality in LDV vehicle classification applications.
Therefore, those that exploit human auditory systems for recognition purposes are inappropriate.
Furthermore, unlike speech where it is sporadic, an engine vibration is periodic.
Similar to speech recognition, using artificial neural networks (ANNs) should be able to
learn and classify different types of vehicle engines. Neural networks (NNs) use the data that is
provided to learn and extract features to classify. A NN starts from the input nodes where the
data is fed through. Then, the input is multiplied by a set of weights, where these weights are
adjusted based on the learning from the data, and stores in a hidden layer. Finally, the value
stored at the hidden layer is multiplied by another set of weights, also are adjusted based on the
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learning, and the decision of the class label is made at the output layer. Because of this, NNs are
adaptive to various inputs and capable of learning.
Unlike the biological neural networks, which has approximately 100 billion neurons,
NNs have far less neurons. A typical NN has one neuron for each input, one neuron for each
class, and the number of neurons in the hidden layer is usually between the number of neurons in
the input layer and in the output layer. Given the power of the brain, it seems that adding more
neurons and hidden layers will improve the learning and classifying process. This is called deep
learning.
Deep learning used multiple hidden layers to mimic the way human brain process data.
Similar to NN, some computer vision and speech recognition applications use deep learning and
have successful results. Using deep learning methods can extract or use more features than those
in NNs. Because of this, features hidden under other features can be found and used in a more
robust classification procedure. These features can be used in other classifiers, such as k-nearest
neighbors, naïve Bayes classifier, support vector machine, random forest, etc., to see which
features are the best as well as which classifiers are better to distinguish the different types of
engine.
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5 – Methodologies and Results for Tone-Pitch Index
In this section the novel tone-pitch indexing (TPI) scheme is first introduced and how it is
formed. The methods used in the classification process is then presented. The validation and test
results are reported to show the effectiveness of TPI and how it is used in classification.

5.1 – Tone-pitch vibration indexing scheme
The most important step for any classification problems is to find or formulate a feature
that can distinguish one class from another. For vehicle classification based on the LDV data,
ones must has a concise description of the LDV data for a short duration s. The tone-pitch
vibration indexing is the result and is summarized in the seven steps detailed below.

The tone-pitch vibration indexing scheme:
1) Basic representative unit is the vibration data d with duration s second
2) Perform 1st order DPCM (Differential Pulse-Code Modulation) to d:
𝑑 ′ = 𝑑𝑖𝑓𝑓(𝑑)

(2)

3) Apply Fourier transform to d' and only keep the magnitudes:
𝐹𝑑 = 𝑎𝑏𝑠(𝐹𝐹𝑇(𝑑′ ))

(3)

4) Collect the first spectral tone index td with original Fourier magnitudes:
𝑡𝑑 = 𝐹𝑑 (𝐻𝑧0 ∶ 𝐻𝑧1 )

(4)

5) Collect the second tone index sd with Fourier magnitudes suppressed by the logarithmic
transform
𝑠𝑑 = 𝑎𝑏𝑠(log(𝐹𝑑 (𝐻𝑧1 + 1 ∶ 𝐻𝑧2 )))

(5)

6) Apply another Fourier transform to Fd, use the band-passed pd to represent the pitch
information of d:
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𝑝𝑑 = 𝑎𝑏𝑠(𝐹𝐹𝑇(𝐹𝑑 ))(𝐻𝑧0 ∶ 𝐻𝑧1 )

(6)

7) The vector [td, sd, pd] is the tone-pitch vibration index of the time series d of duration s.
𝑇𝑃𝐼 = [𝑡𝑑 𝑠𝑑 𝑝𝑑 ]

(7)

The following are the technical details corresponding to each step:
Step 1)

During the collections, each measurement, the vibration data d, was 30 seconds in

length. The data is then sliced into nth pieces of 1.25 seconds, s = 1.25, which is selected
because the performance peaks at around 1.25 seconds during an intensive Monte-Carlo
study that tried to find the optimal value for s. This value is crucial because of the low Hz
value that corresponded to the engine vibrations at different RPMs.
Step 2)

DPCM is used as a signal redundancy reduction techniques, which is popular in

music encoding and image and video compression. In this work, the 1st order of DPCM is
used to effectively remove adjacent redundancies between subsequent LDV data.
Step 3)

Like many other audio applications, using the frequency domain to conduct the

analysis is ideal. Therefore, the data is converted to the frequency domain by Fourier
transform. After the conversion, the magnitude part are kept while the phase part are
discarded, as it has no significant role in the periodic vibrations produced by the engines.
In addition, the true phase value cannot not be obtain for each LDV measurement.

I4

D1

20

D2

V6

Figure 6: Sample curves in the frequency domain for the 4 different engine types

Step 4)

The lower frequency values are kept as is, Eq. (4). The extreme low frequency,

less than Hz0, and the extreme high frequency, greater than Hz1, are removed. In the
lowest frequency, the data are usually caused by wind or slight movements of the vehicle,
such as driver’s movements, that has no identification value to identify of the engine. The
data that is in use by td are considered to be in the “fundamental range,” where it is start
from Hz0 to Hz1.
Step 5)

The high frequency values are suppressed using a logarithm transform, Eq. (5). In

the lower frequency range, the peaks caused by the engine vibrations are aligned.
However, in the higher frequency range, there are more peaks that are not necessarily
caused by the engine vibrations, i.e. caused by noises. Furthermore, the Fourier
magnitudes in the higher frequency range are very sensitive to noise. Therefore, the peaks
in the higher frequency do not precisely align and need to be suppressed. By comparison,
MFCC, which is commonly used in speech recognition, suppressed all magnitudes by a
logarithm transform. Furthermore, those data in the highest frequency are removed. The
data that is used by sd are considered to be in the “buffer range,” where it starts from Hz1
to Hz2, which is suppressed by the logarithmic transform.
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Step 6)

Since the LDV data is collected at the surface of the vehicle, the surface has its

own resonance, which is driven by the engine vibrations [13]. However, because of the
different materials throughout the vehicle body and the fact that the vehicle makers try to
reduce vibrations throughout the vehicle for the passenger pleasure, the exact location of
these resonances are difficult, if not impossible, to locate using any mathematical closedform means. But, given that these resonances are periodic, by using a second Fourier
transform on the Fourier magnitudes, one can find the frequency of these resonances.
Step 7)

Combining these essential information, the spectral tone, fundamental engine

vibration, and the pitch, fundamental surface resonances, into one vector. Thus, this is the
tone-pitch indexing scheme.

Using intensive bootstrapping Monte Carlo studies with the data, s in Step 1 was set at
1.25 seconds and Hz0, Hz1, and Hz2 used in Step 4, 5 and 6 are set at 3 Hz, 43 Hz, and 82Hz
respectively. Thus, making the index with a dimension of 120.

5.2 – Supervised learning methods to classify vehicle engines using the tone-pitch
index
Using the tone-pitch index (TPI) that was described in the previous section, Figure 6
shows the steps used in the supervised learning, validating and testing phases.
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Figure 7: Steps used in training, validation and test phases.

In all three phases, a LDV data that is 30 seconds in duration is first sliced into 120
overlapping slices with 1.25 seconds in duration. Then each slice is formulated to the tone-pitch
index. In the training phase, the classifier is trained with the already sliced tone-pitch index
training data. To improve the results, the sliced tone-pitch index validation data is then used.
Lastly, when the results from the cross-validation are acceptable, the sliced tone-pitch index test
data, which is completely different from the other two sets of data, are tested. The test data are
labeled and are compared to the predicted labels assigned by the classifier, which will produce
classification quality measure such as a confusion matrix and receiver operation characteristic
(ROC) curve.
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Ten different classification approaches are used and studied to keep the error rates below
10% conventionally required by Air Force Research Lab (AFRL). They are support vector
machine (SVM), naïve Bayes classifier (NB), k-Nearest Neighbors algorithm (k-NN), random
forest (RF), AdaBoost, LogitBoost, RobustBoost, RUSBoost, LPBoost, and 2-layer backpropagation neural network (NN). Furthermore, restricted Boltzmann machine (RBM) and
stacked auto-encoders (SAE), part of the deep learning methods, are used and studied later on.

5.3 – Results for tone-pitch index
5.3.1 – Supervised learning
All classifiers used except neural network (NN) are in the MATLAB’s statistics and
machine learning toolbox, while NN is in the neural network toolbox.
Table 1: Accuracy rates for 10 classifiers in CV and test steps

Methods
CV
Test

SVM
74.9
39.0

NB
48.1
60.1

k-NN
96.6
67.7

RF
95.5
73.8

AdaBoost
95.8
75.1

Methods
CV
Test

LogitBoost
96.0
75.3

RobustBoost
89.7
72.5

RUSBoost
88.9
74.3

LPBoost
93.9
70.3

NN
97.4
96.1

As seen in Table 1, for CV, two classifiers, SVM and NB, failed to achieve anywhere
near the acceptance bar of 90% with 74.9% and 48.1%, respectively. RobustBoost and
RUSBoost scored 89.7% and 88.9%, respectively, missed the acceptance bar by a small margin.
The k-NN classifier, with k = 5 and using 1-norm, preformed the second best at 96.6%. The 2layer shallow NN with 20 intermediate nodes in the intermediate layer had the highest
performance at 97.4%.
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However, the CV data and the training data are usually from the same run but at different
location, which made the results optimistic. With the exception of NN, which performed an
exceptional result of 96.1%, all other classifiers, including those performed well in the CV phase,
failed to maintain the accuracy rates above the required 90% acceptance bar with the test data.
Table 2: Confusion matrices for some of the leading classifiers in CV (first row) and test phases.

I4
D1
D2
V6

I4
D1
D2
V6

I4

D1

D2

V6

I4

D1

D2

V6

I4

D1

D2

V6

I4

D1

D2

V6

0.97

0.03

0

0

0.91

0.09

0

0

0.92

0.08

0

0

0.94

0.06

0

0

0.11

0.89

0

0

0.04

0.96

0

0

0.06

0.94

0

0

0.03

0.97

0

0

0

0

1

0

0

0

1

0

0

0

1

0

0

0

1

0

0

0

0

1

0

0

0

1

0

0

0

1

0

0

0

1

I4

D1

D2

V6

I4

D1

D2

V6

I4

D1

D2

V6

I4

D1

D2

V6

0.62

0.05

0.15

0.18

0.69

0.12

0.11

0.08

0.70

0.10

0.12

0.08

0.97

0.01

0

0.02

0.45

0.55

0

0

0.33

0.67

0

0

0.11

0.89

0

0

0.04

0.96

0

0

0

0

1

0

0

0

1

0

0

0

1

0

0

0

1

0

0

0

0.02

0.98

0

0

0

1

0

0

0

1

0

0

0

1

*I4 – Inline-four, D1 – Cummins diesel MTA11, D2 – CAT C15, V6 – V6.

k-NN

Random Forest

AdaBoost

2-layer NN

In Table 2, the confusion matrices for the CV and test phases of some of the leading
classifiers, such as k-NN, random forest, AdaBoost, and 2-layer NN, are showed. By looking at
the confusion matrix for k-NN’s CV, even though it has an overall performance of 96.6%, its
accuracy rate for D1 falls below the required 90% acceptance bar. By contrast, the top
performance 2-layer NN remains at the top with a 94% accuracy rate for I4. However, as
mentioned before, the CV results are optimistic.
Using a completely different set of data as test set, i.e. using data collected at another
place and time, the 2-layer NN still remains the top performer while other classifiers struggle to
achieve 50%, as shown in Table 3, which is worse than using data from the same collection.
Furthermore, the two I4 vehicles that was used in test were never collected before, thus
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completely separate from the training set. Therefore, the 2-layer NN does not seem to over fit the
training data like the other classifiers.
Table 3: Confusion matrices for two different I4 vehicles collected in CCNY using WSU data as training

Classifiers
k-NN
Random Forest
AdaBoost
LogitBoost
2-Layer NN

I4
0.37
0.29
0.53
0.34
0.96

D1
0.63
0.71
0.47
0.66
0.04

D2
0
0
0
0
0

V6
0
0
0
0
0

Another aspect of classifying vehicle is to classify which operating conditions the vehicle
is currently in. As mentioned in Section 3, the data are collected in three conditions: idle,
constant RPM and sweep, to simulate different operating conditions in real world. Even though
they have acceptable results, as shown in Table 4, the classifiers must classify the engine types
first then classify the different operating conditions.
Table 4: Accuracies for classifying different operating conditions

Classifiers
k-NN
Random Forest
AdaBoost
LogitBoost
2-Layer NN

Accuracies
0.77
0.88
0.76
0.78
0.90

The training phase has been using all three conditions in the data set. Nevertheless, even
using one condition as the training set and the other two as the test set, the results are quite close
to the results using all three conditions on some occasions, as show in Table 5.
Table 5: Accuracies for classifying engine types using one condition as training set

Classifiers
k-NN
Random Forest
AdaBoost
LogitBoost
2-Layer NN

Idle
0.51
0.64
0.63
0.66
0.90

Constant
0.55
0.76
0.70
0.70
0.96

Sweep
0.54
0.72
0.71
0.70
0.95
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5.3.2 – Deep learning
At the moment, for most visual and speech recognition tasks, deep learning has
consistently delivered the best performance [14]. However, for classifying vehicles using the TPI
as the enabling feature, this is not the case. Overall, the RBM consistently delivered better
performance than SAE, with RBM leading at 93% at test phase, which is still lower than the 2layer shallow NN. However, looking at the confusion matrixes of the CV and test phases, in
Table 6, RBM classified all D1 to the I4 class in both cases, which make the classifier totally
useless. Furthermore, the CV accuracy rate is substantially lower than the other classifiers,
except SVM and NB. One reason that is likely to cause this is that the amount of data is
relatively less than the “required” amount normally demanded by deep learning, as most deep
learning required data in the thousands at the very least. As this is a relatively new field, LDV
data for vehicle vibration are scarce and the result for deep learning should improve once a
substantial amount of data are collected.
Table 6: Confusion matrices and accuracies of RBM with two hidden layers and 120 nodes.

I4
D1
D2
V6

I4

D1

D2

V6

1

0

0

0

1

0

0

0

0

0

1

0

0.22

0

0

0.78

CV accuracy: 76%

I4
D1
D2
V6

I4

D1

D2

V6

1

0

0

0

1

0

0

0

0

0

1

0

0.19

0

0.04

77

Test accuracy: 93%
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6 – Improving Tone-Pitch Index
Even though TPI with a 2-layer back-propagation NN has a performance of 96.1%, there
are rooms for improvements.

6.1 – Number of hidden nodes and hidden layers
As a rule of thumb, the number of hidden nodes in a NN should be somewhere between
the number of input nodes and the number of output nodes. For this work, this is between four
nodes, the four classes of vehicles, and 120 nodes, the 120 values of TPI. Furthermore, one need
to balance between time-complexity and correctness of the classification. As seen in Figure 7,
using six or more nodes will give a consistent result of 96% for CV and 97% for test. Therefore,
one can speed up the NN by using just six intermediate nodes and still have a good performance
result.

Figure 8: Results for optimizing number of nodes for TPI
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In some cases, using additional layers on NN for classification may increase the
correctness. However, for this work, even the best performance with two hidden layers, i.e. 3layer NN, does not beat the 2-layer NN and has a 92%.

6.2 – Inside the neural network
Like many 2-layer NN, the process begins at the input nodes, and for TPI NN, there are
120 inputs node because of the size of TPI, as mentioned in Section 5.1. Then, it is multiplied by
a set of weight (IW) which will output to 20 intermediate, or hidden, nodes. Afterward, it is
multiplied by another set of weight (LW) and output the predicted label. Furthermore, at the
input and the hidden layer, a bias node is added to each of the layer to shift the activation
function.

Figure 9: Structure of Neural Network for TPI.

By analyzing the weights of the NN, one can see which nodes, or features, are used to
determine the class the test subject is in. By looking at the sum of the absolute values of the
weight for each input node, shown in Figure 9, the most weighted features are those in the
eighties and teens. In TPI, these are the pitches and the low frequencies, respectively.
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Furthermore, using five NNs with different number of hidden nodes, relatively they picked the
same features.

Figure 10: The sum of the absolute values of the weights for top features

One may reduce the complexity of the NN by using only those selected important
features. Using a 2-layer 20 hidden nodes NN, same parameter for the NN used in Section 5,
Figure 10 shows that using a merely thirteen of the top features can achieve optimum results.

Figure 11: Results for optimizing the number of top features needed.
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As Table 5 shows that using different conditions as training can result in different
performance, the top features used in different conditions are also different, as shown in Figure
11. By knowing this, one will not over fit one condition over another, as different conditions
have their unique features.

Figure 12: The sum of the absolute values of the weights for different conditions.

6.3 – Weakness in tone-pitch index
Despite its initial success, one of the major obstacles for TPI is the 1.25 seconds duration
that is required in order for it to achieve such a high performance. Once the duration falls below
the 1.25 seconds requirement, the performance drops considerably to below 80% from 96%.
Because of this requirement, TPI is not useful when the vehicle is in motion as an LDV does not
have enough time to collect reliable data. Given that the average passenger vehicle is around 4.5
meters long, the vehicle must travel less than 8 miles per hour (mph), and probably even less to
achieve optimum result. Thus, even in a parking lot where the speed limit is usually 10 to 15
mph, using TPI to classify moving vehicle is entirely impossible.
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A solution to this is to have the LDV tracks the target while it is moving. However, this is
not feasible as the focal point of the LDV laser must be within its depth of field, which is within
0.03 meter at the closest range of two meters to one meter at ten meters [4]. Furthermore, the
LDV sensor must be pointed to a reflective surface that has enough reflectiveness to return a
useful signal to the LDV. Therefore, tracking with the LDV, at least with current technology, is
not a solution.
Another effort to achieve classification of mobile vehicles is to use an external object,
such as a steel cabinet, to cover the LDV signal, shown in Figure 4. The vehicles were moving
from 3 to 5 mph with the steel cabinet about ten feet away. The result is about 90% accuracies in
a consistent manner. This solves the problem of not having the need to pointing the LDV at the
vehicle and achieve acceptable result. However, it does not resolve the trouble caused by the
1.25 seconds duration demand.
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7 - Methodologies and Results for Normalized Tone-Pitch Index
In this section the normalized tone-pitch indexing (nTPI) scheme is first introduced and
how it is different from the TPI. The methods used in the classification process is then presented.
The validation and test results are reported to show the effectiveness of nTPI and how it is used
in classification.

7.1 – Normalized tone-pitch vibration indexing scheme
Since nTPI is the improved version of TPI, most steps are the same. However, there are
some subtle differences that are needed by intensive Monte Carlo studies. All seven steps of
formulating TPI are the same except for the value of Hz1 and Hz2. In TPI, these are 43 Hz and 82
Hz respectively. In nTPI, the values has increased to 63 Hz and 123 Hz. Thus, making nTPI with
a dimension of 180 instead of 120.
After the raw data has processed through all seven steps of TPI, one more step is
required. The three components of nTPI, are normalized individually by its own range, as shown
in Equation 8, which is a more balanced representation for the three different phenomenology of
low frequency. Therefore, all elements are in the range of 0 and 1.
𝑡𝑑
𝑠𝑑
𝑝𝑑
𝑇𝑃𝐼𝑑 = [
]
max(𝑡𝑑 ) max(𝑠𝑑 ) max(𝑝𝑑 )

(8)

7.2 - Supervised learning methods to classify vehicle engines using the normalized
tone-pitch index
Likewise, the steps used in the supervised learning, validating and testing phases are
similar to those for TPI, shown in Section 5.2. However, instead of slicing into 1.25 seconds
slices, the LDV data is sliced into 0.2 second. Slicing into 1.25 seconds slices was also used for a
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more direct comparing to the result of TPI. Furthermore, each slice is formulated into nTPI
instead of TPI.
Instead of using the ten classification approaches that were used in TPI, only the top five
performers of TPI is used, k-Nearest Neighbors algorithm (k-NN), random forest (RF),
AdaBoost, LogitBoost, and 2-layer backpropagation neural network (NN). Furthermore, deep
belief network (DBN) and stacked auto-encoders (SAE), part of the deep learning methods, are
also used.

7.3 – Results for normalized tone-pitch index
As before, k-NN, random forest, AdaBoost, and LogitBoost are in the MATLAB’s
statistics and machine learning toolbox, while neural network is in the neural network toolbox.
DBN and SAE are in the deep learning toolbox provided by R.B. Palm in Mathwork’s MATLAB
Central.
Table 7: Accuracy rates for 7 classifiers in CV and test steps with 1.25 seconds duration.

TPI
Methods
k-NN
Random Forest
AdaBoost
LogitBoost
Neural Network
DBN
SAE

CV
89
91
92
91
94
0*
0*

nTPI
Test
55
67
70
72
96
0*
0*

CV
96
91
96
95
98
96
95

Test
74
79
85
82
97
97
94

*Note: One engine type was entirely classified as a different engine, all D1 as I4.

As seen in Table 7, all classifiers using 1.25 seconds nTPI performed at or above the
performance of the TPI, mainly the DBN and SAE as they did not misclassified an entire class.
All classifiers perform above the acceptance bar of 90% during CV. However, similar to TPI, k-
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NN, random forest, AdaBoost, and LogitBoost do not achieve 90% during the test phase. The 2layer NN still performs the best in CV and ties with DBN in test.
Table 8: Accuracy rates for 7 classifiers in CV and test steps with 0.20 second duration.

TPI
Methods
k-NN
Random Forest
AdaBoost
LogitBoost
Neural Network
DBN
SAE

CV
77
92
90
88
86
0*
0*

nTPI
Test
40
37
42
45
84
0*
0*

CV
82
66
91
91
89
95
91

Test
78
64
73
75
90
93
90

*Note: One engine type was entirely classified as a different engine, all D1 as I4.

By comparing to the 1.25 seconds results, the 0.2 second results are lower. However,
NN, DBN, and SAE perform around 90%. Even though this is just above the acceptance rate,
this is much more useful as this would, in theory, allow the vehicle to travel up to 50 mph.
Furthermore, even though they are not above the acceptance rate, k-NN, random forest,
AdaBoost, and LogitBoost shown around an average of 75% improvement across the board.

7.4 – Convolutional neural network with normalized tone-pitch index
Developed by LeCun and colleagues for visual object classification and recognition [15],
the convolutional neural network (CNN) has been found to be exceedingly successful in speech
recognition, visual object recognition, object detection and many other domains [16]. However,
CNN required 2-D inputs, while nTPI is a 160-element column vector. Therefore, it needs to be
convert to a 2-D representation. To do this, the nTPI vector is generated to a 36-by-32 2-D
overlapping “icon” matrix M by the following equation:
𝑀(12 ∗ 𝑖 + 𝑗, 1: 32) = 𝑛𝑇𝑃𝐼(𝑖 ∗ 60 + 𝑗 + 1: 𝑖 ∗ 60 + 𝑗 + 32)
𝑖 = 0,1,2
𝑗 = 1: 12

(9)
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Using the conversion stated above, the three components of nTPI, td, sd, pd, are
independently placed in their own 12-by-32 blocks. Furthermore, to make it more effective in
CNN, each component, which is a 60-elements vector, is shifted in an overlapping manner to
generate its corresponding 12-by-32 matrix to induce spatial redundancies. Monte Carlo studies
were used to derive this matrix. This 2-D overlapping nTPI will be denoted as 2DonTPI, which
is specifically designed for CNN to classify vehicle using LDV data.
Table 9: Accuracy rates for CNN

1.25 seconds
2DoTPI*
2DonTPI

CV
86
93

0.2 second
Test
88
91

CV
87
86

Test
85
89

*Note: 2DoTPI used the same technique that convert nTPI to 2DonTPI

As seen in Table 9, the 2-D variants achieve close to 90%. Furthermore, unlike DBN and
SAE, CNN can classify using the TPI. However, DBN is still the best among the three deep
learning methods.
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8 – Conclusion and Future Work
In this thesis, using the proposed index, TPI, to classify vehicle engines have been
successful, over 96% accuracy. However, due to its demand of long duration, 1.25 seconds, it
needs further improvement. In the improved nTPI, the duration is shortened to a considerable
amount where it can be used in urban setting where the speed limit is lower, 25 to 35 mph. But,
at the moment, there are no data for this type of situation. Therefore, this cannot be tested until
there are data at these high speed. More data collections at higher speed as well as different
vehicles will be conducted in the near future.
Even though the improved nTPI achieved the acceptance bar of 90%, there are plans to
improve the performance by tweaking the frequency range, use another suppression method, etc.
Furthermore, there are also plans to decrease the duration to even lower, as it then can classify
not just vehicles but also airplanes. In addition, using nTPI for military vehicles will be studied
intensively.
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