We study continuous countably (strictly) monotone maps defined on a tame graph, i.e., a special Peano continuum for which the set containing branchpoints and endpoints has a countable closure. In our investigation we confine ourselves to the countable Markov case. We show a necessary and sufficient condition under which a locally eventually onto, countably Markov map f of a tame graph G is conjugate to a constant slope map g of a countably affine tame graph. In particular, we show that in the case of a Markov map f that corresponds to recurrent transition matrix, the condition is satisfied for constant slope e htop(f ) , where h top (f ) is the topological entropy of f . Moreover, we show that in our class the topological entropy h top (f ) is achievable through horseshoes of the map f .
Introduction
In this paper we explore when a countably (strictly) monotone map on a tame graph is conjugate to a map of constant slope. We show a necessary and sufficient condition under which a countably Markov and locally eventually onto map f of a tame graph G is conjugate to a constant slope map g of a countably affine tame graph. In particular, we show that in the case of a Markov map f that corresponds to a recurrent transition matrix, the condition is satisfied for constant slope e htop(f ) , where h top (f ) is the topological entropy of f . We give also a partial solution to the constant slope problem when the locally eventually onto hypothesis is weakened to topological mixing. Moreover, we show that in this broader class of maps the topological entropy h top (f ) is achievable through horseshoes of the map f .
Let us consider continuous maps f : X → X, g : Y → Y and φ : X → Y , where X, Y are compact Hausdorff spaces, such that
(
If φ is surjective/homeomorphism, we say that f is semiconjugate/conjugate to g via the map φ. We call the map φ a semiconjugacy/conjugacy. Recall that a finite graph is a Peano continuum which can be written as the union of finitely many arcs any two of which are either disjoint or intersect only in one or both of their endpoints, and that a finite tree is a finite graph not containing a simple closed curve.
Let G be a finite graph. A continuous map f : G → G is said to be piecewise strictly monotone if there is a finite subset C f ⊂ G such that for each connected component P of G \ C f , f | P is a homeomorphism of P onto its image.
The classical results on conjugacy of a piecewise monotone interval map to a map of constant slope come from Parry [17] and later on Milnor and Thurston [12] (see also [4] ). A tree version concerning piecewise strictly monotone tree maps had been proved by Baillif and de Carvalho in [3] . Recently, Alseda and Misiurewicz proved, among other results, its graph version: Theorem 1.1. [1] Let f : G → G be a piecewise monotone map of a finite graph G with positive topological entropy h top (f ). Then, there is a semiconjugacy φ between f and a piecewise monotone graph map g : G → G with constant slope e htop(f ) . The map φ is a homeomorphism if f is transitive.
Throughout the paper we will use topological properties of special continua -as a general reference with an extensive exposition concerning Peano continua see [16] .
Tame graphs
We will consider the class of so called tame graphs, a particular class of "countable graphs" generalizing finite graphs.
Following [16, Definition 9.3] , by ord(x, X) we denote the order of a point x in a space X. We denote by E(X), resp. B(X) the set of all points x ∈ X such that ord(x, X) = 1 (endpoint), resp. ord(x, X) ≥ 3 (branchpoint). An arc α in a continuum X is called a free arc if the set α • = α \ E(α) is open in X.
A continuum G will be called a tame graph if the set E(G) ∪ B(G) has a countable closure. A tame partition for G is a countable family P of free arcs with pairwise disjoint interiors covering G up to a countable set of points. (i) G is a tame graph.
(ii) G is the union of a countable sequence of free arcs and a countable set.
(iii) G admits a tame partition.
(iv) Each point of G but countably many has a neighborhood that is a finite graph.
Proof. If G is degenerate or a simple closed curve, the theorem follows easily.
(i) =⇒ (ii): By [16, Theorem 10.4] one obtains that every tame graph is hereditarily locally connected (otherwise there would be so called continuum of convergence and hence uncountable many points of infinite order).
Let F be the countable closure of E(G) ∪ B(G). For every point x ∈ G \ F there is a closed and connected neighborhood A of x which does not intersect F . Clearly every point in A is of order at most two. It follows by [16, Proposition 9.5] that A is either an arc or a simple closed curve. Since we assume that G is neither degenerate nor a simple closed curve, A has to be an arc. It follows that x is an element of a free arc. Now, we are able to find countably many free arcs covering G \ F .
(ii) =⇒ (iii) follows from the fact that every free arc of G is contained in a maximal free arc or in a free loop (i.e. a simple closed curve α ⊂ G such that α \ {x} is open in G for some point x ∈ α). These maximal free arcs and free loops have pairwise disjoint interiors.
(iii) =⇒ (iv): Clearly every point in the interior of a free arc has this free arc as a neighborhood.
(iv) =⇒ (i): No point of G that has a finite graph neighborhood can be a limit point of E(G) ∪ B(G). Remark 1.3. We have seen in the proof that every tame graph is hereditarily locally connected. It is an easy exercise to verify that every subcontinuum of a tame graph is a tame graph as well. Remark 1.4. Every finite graph is a tame graph. Also, being a finite graph is equivalent to any of the following conditions: (i) E(G) ∪ B(G) is finite; (ii) G is the finite unions of free arcs; (iii) G admits a finite tame partition; (iv) each point of G has a finite graph neighborhood.
By the above theorem and the sum theorem [8, Theorem 1.5.3] , every tame graph is a one-dimensional Peano continuum. Any tame graph G is considered to be embedded in 3-dimensional Euclidean space [6] , from which it inherits the Euclidean metric d inducing its topology τ .
Euclidean space also carries a function which assigns to each rectifiable curve its length. Unfortunately, we cannot define constant slope maps on arbitrary tame graphs since the arcs composing the graph might not be rectifiable. Therefore we proceed as follows.
A tame graph G ⊂ R 3 is called countably affine if it admits a tame partition whose arcs are all line segments. The total length of G is the sum of the lengths of those line segments, and may be either finite or infinite. We say that g : G → G is a countably affine graph map if G admits a tame partition into segments such that the restriction of g to each segment is an affine map. Moreover, every affine map between two line segments has a naturally defined slope, namely, the ratio of the lengths of the line segments, and g is said to have constant (resp. bounded) slope λ if the restrictions of g have slope λ (resp. ≤ λ).
Main goal and structure of exposition
The question we want to address is: when is a continuous countably Markov and mixing map f of a tame graph G conjugate to a countably affine graph map g : G → G of constant slope e htop(f ) ? Our general strategy will follow that of [5] with some modification to adapt it to more general tame graphs.
In Section 2 we define our class of maps and review the basic properties of Markov partitions. Section 3 develops our main results, giving conditions for the existence of a conjugate map of constant slope. Section 4 makes a stronger connection between a Markov tame graph map and its symbolic dynamics, allowing us to show that entropy in our class of maps is given by horseshoes. Finally, Section 5 relates the entropy of the maps we consider to the Lipschitz constants of compatible metrics.
Markov maps on tame graphs
Let f : G → G be a continuous map on a tame graph. A family P is called a countable Markov partition for f if
• P is a tame partition for G. In particular, for every i ∈ P, i • = i \ E(i) is open in G, and so any point in i ∩ B(G) is an endpoint of i.
• For every i ∈ P, f | i is monotone, i.e. f maps i homeomorphically onto its image f (i). So the partition P witnesses that the map f is countably monotone.
• For every i,
Remark 2.1. Let G be a tame graph, consider a countable Markov partition P for a map f : G → G, and let α ⊂ G be a simple closed curve. Then the set P ∩ α contains at least two points.
A continuous map f : G → G is said to belong to the class CMM(G) (countably Markov and mixing) if
• f admits a countably infinite Markov partition.
• f is topologically mixing, i.e., for every pair of nonempty open sets U, V there is an n such that f m (U ) ∩ V = ∅ for all m ≥ n.
Remark 2.2. We will argue in Corollary 4.2 that for each f ∈ CMM(G), the set Per(f ) of periodic points is dense in G and h top (f ) > 0.
Remark 2.3.
A map f from CMM(G) has to satisfy one of the following two possibilities: Either there exists a nonempty open set U such that for every n, f n (U ) G; or for every nonempty open set U there is an n for which f n (U ) = G. In the latter case, f will be called leo (locally eventually onto). Our attention will be paid to both leo/non-leo types of maps.
Remark 2.4. Let G be a finite graph and let f : G → G be a continuous piecewise monotone Markov graph map, i.e., such that f admits a finite Markov partition. If f is topologically mixing, then f also admits countably infinite Markov partitions, and we will consider f as an element of CMM(G).
The basic properties of Markov partitions as regards iteration are summarized in the next lemma.
Lemma 2.5. Suppose f ∈ CMM(G) with a partition set P, let n ≥ 0. Then (i) P n := f −n (P ) defines a countable Markov partition P n for f j whose elements are the closures of connected components of G \ P n , provided j ≤ n + 1.
(ii) The partition arcs of P n are the arcs of the form
We omit the proof of Lemma 2.5. For a given f ∈ CMM(G) with a Markov partition P we associate to f and P the transition matrix M = M (f ) = (m ij ) i,j∈P defined by
This matrix in turn determines a countable state Markov shift (Σ M , σ), where
The topology of Σ M is inherited from the product space P N 0 , where P has the discrete topology. The partition arcs of P n described in Lemma 2.5 (ii) correspond to all the words i 0 · · · i n which are allowable in this shift space, i.e., such that
3 Conjugacy to maps of constant or bounded slope
Let f ∈ CMM(G) with a Markov partition P and its transition matrix M (f ) = (m ij ) i,j∈P . We will be interested in positive real numbers λ > 1 and positive sequences (v i ) i∈P satisfying the inequalities
Any nonzero nonnegative sequence v = (v i ) i∈P satisfying (3) will be called a λ-subeigenvector. We call v summable if v ∈ 1 (P). We say v is deficient in coordinate i if there is strict inequality j∈P m ij v j < λv i .
We call v a λ-eigenvector if there is no deficiency, i.e. if there is equality in (3) for each i ∈ P.
Remark 3.1. (i) The mixing property of f immediately implies irreducibility of M (for all i, j ∈ P there is n ∈ N such that m ij (n) > 0). Second, irreducibility of M immediately implies that each subeigenvector has all entries strictly positive. (ii) If f is leo, then every λ-subeigenvector is summable. This is because (3) can be rewritten for n > 0 as (20) -and for f leo,
hence for a given i and n > n 0 (i)
Using Remark 3.1(i), for a λ-subeigenvector v and all i ∈ P we put
Statement of main results
We now state our main results. We give a partial solution to the constant slope problem for mixing maps, and a complete solution for leo maps. Since we will work with maps from CMM(G) that are topologically mixing, we formulate our statement for topological conjugacies only -compare with [2, Proposition 4.6.9].
Theorem 3.2. Let f ∈ CMM(G) with transition matrix M . In order for f to be conjugate to a countably affine graph map of constant slope λ > 1, (i) it is necessary that M admits a λ-eigenvector, and
(ii) it is sufficient that M admits a summable λ-eigenvector.
By remark 3.1 (ii), this gives us our solution for leo maps. Our proof techniques apply not only to constant slope maps, but also to bounded slope maps, leading us to the following theorem whose consequences we explore in Section 5. The interval version of the following theorem was recently proved in [5, Theorem 3.7] .
Theorem 3.5. Let f ∈ CMM(G) with transition matrix M . In order for f to be conjugate to a countably affine graph map of bounded slope λ > 1, (i) it is necessary that M admits a λ-subeigenvector, and (ii) it is sufficient that M admits a summable λ-subeigenvector with deficiency in only finitely many entries.
The necessity of the (sub)eigenvector condition is more or less trivial to prove.
Proof of Theorem 3.2 (i) and Theorem 3.5 (i).
Write P for the Markov partition, g : G → G for the countably affine graph map of constant (bounded) slope λ, and φ : G → G for the conjugating homeomorphism. Now put v i = (φ(i)) for all i ∈ P. The constant (bounded) slope condition implies immediately that v is a λ-(sub)eigenvector.
The sufficiency of the (sub)eigenvector condition is much harder to prove. It requires us to construct the countably affine graph G , the constant (bounded) slope map g, and the conjugating homeomorphism φ : G → G all from scratch. To do it, we first construct an arc map A for G with the same properties as we want the length function to have with respect to G , g.
Arc maps
In what follows we assume that a summable λ-subeigenvector v = (v i ) i∈P satisfying (3) is normalized so that v i = 1, and that the set P = {i : λ i < λ} of coordinates in which v is deficient is finite. Denote for
where the empty product (when n = 0) is taken to be 1; by Remark 3.1
For a Peano continuum, let us denote by A(X) the set containing all points from X and all arcs in X. Any map F : A(X) → R is called an arc-map defined on X. Using (5) we define arc-maps A, A n :
and
for every γ ∈ A(G). For an arc γ ∈ A(G) and a point t ∈ γ we denote by γ t , γ 1−t the elements from A(G) satisfying
For distinct points x, y ∈ G we denote by A xy the set of all arcs in G with endpoints x, y.
Proposition 3.6. Let A n , A be the arc-maps defined in (6), (7) and γ ∈ A(G). Then:
(ii) If γ is not a point then A(γ) > 0.
(iii) The arc-map A is additive (on γ), i.e., for every t ∈ γ, A(γ) = A(γ t ) + A(γ 1−t ).
(v) For each pair of distinct points x, y ∈ G there exist an arc α ∈ A xy such that
Proof. In the proof we repeatedly use some topological properties of Peano continua. All of them can be found in [16] . We will also often apply the conclusions of Lemma 2.5.
As before let us denote P = G \ i∈P i • , P n = f −n (P ), Q = n≥0 P n . Clearly f −1 (Q) = Q and by our choice of P the set Q is countable and dense in G. The set P n contains the closures of connected components of G \ P n . In particular, P 0 = P. Also (see [5, (3) , (4)] for the details)
Notice that P n ⊂ P n+1 and that each [i 0 · · · i n ] ∈ P n is subdivided by the points of P n+1 into the arcs [i 0 · · · i n j], where j ranges over all members of P contained in f (i n ). This fact together with (5) imply that for each n,
It follows from (6) and (9) that for every γ ∈ P n , A m (γ) = A n (γ) whenever m ≥ n. Moreover, again from (9) we obtain for any arc γ ∈ A(G),
It proves the property (i).
Let us verify (ii). Assume that γ ∈ A(G) is an arc. Since G is a tame graph, γ is not nowhere dense and then, because Q is dense in G, there is n ∈ N and
Since by Remark 3.1 v in > 0, we obtain that A n (γ) > 0, and hence also A(γ) > 0.
(iii) We want to verify that the arc-map A is additive on γ. Clearly A({x}) = 0. Suppose now that γ ∈ A(G) is nondegenerate and t ∈ γ is given. Let us distinguish two cases for t.
If t ∈ Q then there is n ∈ N such that t ∈ P n . Now for m ≥ n
Hence in the limits for m → ∞ we get the required equality
If t / ∈ Q, then there is for every n ∈ N exactly one arc [i 0 · · · i n ] ∈ P n , containing t in the interior. It follows that
and clearly it is sufficient to show that
Let us call the sequence i 0 i 1 · · · the itinerary of t. From (9) it follows that
Suppose first that some symbol j occurs infinitely often in the itinerary of t. If f (j) is a single partition arc, then it also occurs infinitely often in the itinerary of t, and we may replace j by f (j). Since the mixing hypothesis does not allow for a cycle of partition arcs, we may conclude (after making finitely many such replacements) that f (j) contains more than one partition arc. Among all the partition arcs contained in f (j) there must exist some k with v k λ j v j maximal; call this ratio c and notice that c < 1.
Therefore our decreasing sequence shrinks by the factor c or better infinitely many times, and hence converges to zero. Suppose now that each symbol in the itinerary of t occurs only finitely often. By hypothesis, we have λ j = λ > 1 for all but finitely many arcs j ∈ P. Since these arcs can occur only finitely many times in the itinerary, we find that the denominator in the expression for ∆([i 0 · · · i n ]) in (5) is eventually monotone increasing with respect to n, growing by a factor of λ at each step. Moreover, the numerator in this expression is always bounded by 1. Therefore the limit (12) is zero, as desired.
Let us prove the property (iv). Since by (iii) the arc-map A is additive, we can assume that x is an endpoint of every γ m . Let P n (γ m ) denote the set of all elements of P n nonintersecting (γ m ) • . There are two cases. Either there is n such that P n = m P n (γ m ), or for every n there is an arc α n ∈ P n \ m P n (γ m ). In the first case, we can miss any finitely many members of P n by an arc γ m , and so for every ε > 0 there is a finite family F ⊂ P n such that
by (11) and an arc γ m such that F ⊂ P n (γ m ), and so A n (γ m ) ≤ ε for every n ≥ n by (9) . In the second case, α n ∩ (γ m
, and we use (12) . In both cases we have lim m A(γ m ) = 0.
The property (v) is clear when there are finitely many arcs in A xy . Assume to the contrary that for some distinct points x, y ∈ G and a sequence (α m ) m ⊂ A xy ,
It is known that the hyperspace (C(G), 
for some subcontinuum C of G. Clearly x, y ∈ C, and C contains some α ∈ A xy since G is hereditarily locally connected. In what follows we show that the arc α satisfies (8) .
From Proposition 3.6(ii) we have A(α) > 0. Fix an ε > 0. For an arc δ let δ(uv) denote the unique subarc of δ with endpoints u, v ∈ δ and for n > 0 put
By the definition of the arc-map A there is n ∈ N such that A n (α) > A(α) − ε, so using (6) and a larger n (if necessary) we can consider points u, v ∈ α • such that for some finite subset S ⊂ S(α, u, v, n)
Since the set S is a compact subset of α • nonintersecting P 0 , for each x ∈ S there exists a open neighbourhood U (x) for which
then it follows from (13) that in fact for each U (x) there exists m x such that for each
Since {U (x) : x ∈ S } is an open cover of the compact set S we can consider its finite subcover {U (x 1 ), . . . , U (x k )} and put m 1 = max 1≤i≤k m x i . By the previous, for each m > m 1 we obtain α m ⊃ S , and hence by (7) and (14) A
Since the epsilon was arbitrary, it proves the conclusion of the claim.
Now that we have our arc map A and its basic properties, we show that it behaves well with respect to our map f . Theorem 3.7. Let f ∈ CMM(G) with a partition P. Suppose there is a summable λ-subeigenvector v = (v i ) i∈P which is deficient in only finitely many coordinates from the set P ⊂ P. Consider the arc-map A defined in (7). Then:
(ii) If an arc α has empty intersection with i • for each i ∈ P and if f |α is monotone, then A(f (α)) = λA(α).
There is also a metric : G × G → [0, 1] compatible with the topology τ such that:
Proof. To verify the property (i), suppose first that the endpoints of α are two points x, y ∈ Q. Take n minimal so that x, y ∈ P n . Notice that f induces a bijective correspondence between the set of arcs [i 0 · · · i n ] ∈ P n contained in the arc α and the set of arcs [i 1 · · · i n ] ∈ P n−1 contained in the arc f (α). Using (10) and taking sums, we find
Since Q is dense, the conclusion is true by Proposition 3.6(iii),(iv). The property (ii) is a direct consequence of (i), the fact that P 0 is countable and f is continuous.
Let us prove (iii). Using Proposition 3.6(v) let us define the map :
So (x, x) = 0, (x, y) > 0 and (x, y) = (y, x) for each distinct x, y ∈ G. As before, for an arc δ we let δ(uv) denote the unique subarc of δ with endpoints u, v ∈ δ. In order to show that satisfies the triangle inequality, let x, y, z ∈ G be arbitrary. There are arcs α, β, γ ∈ A(G) with endpoints x, y; y, z; x, z respectively and such that (x, y) = A(α), (y, z) = A(β), (x, z) = A(γ).
If z ∈ α then since α(xz) ⊂ α we can write
Assume that z / ∈ α. There exists the unique point t ∈ α such that α ∩ β(tz) = {t}. Since α(xt) ∪ β(tz) is an arc from A xz , using the additivity of A we can write
Thus is a metric. Let us show that lim n→∞ max{A(α) : α ∈ P n } = 0.
We know that for each α ∈ P n , α = [i 0 · · · i n ] and by (9) A(α) = A n (α) = ∆([i 0 · · · i n ]). So by (11) every maximum in (17) is less than 1. Moreover, every element of P n+1 is contained in some element of P n , so max{A(α) : α ∈ P n } ≥ max{A(α) : α ∈ P n+1 }, hence the limit in (17) exists. Assume to the contrary that it equals to some ε > 0. Let T be the tree {α ∈ n P n : A(α) ≥ ε} ordered by inclusion. By our assumption T is infinite, but by (11) every level T ∩ P n is finite. Hence, T has an infinite branch
This contradicts (12) , and hence the equality (17) is proved.
We need to verify that the metric is compatible with the original topology τ on G. This means to verify that the identity (G, τ ) → (G, ) is a homeomorphism. Since (G, τ ) is compact and (G, ) is clearly Hausdorff, it is enough to show that the identity is continuous. Thus suppose that we have a sequence x n converging to x in the topology of G. We need to show that it converges also in the metric . Fix ε > 0. We want to find n 0 such that (x, x n ) < ε for n > n 0 . By (17) there is a n 1 ∈ N such that A(α) < ε for each α ∈ P n 1 . Let us distinguish several cases.
Suppose first that x / ∈ P n 1 . Consider the only element α ∈ P n 1 which contains x in the interior (with respect to the topology τ ). Since α is a neighbourhood of x there is n 0 such that x n ∈ α for n > n 0 . We have shown in the previous that the arc-map A is additive. It implies that (x, x n ) ≤ A(α) < ε for n > n 0 . Second, suppose that x ∈ P n 1 and let us distinguish two cases. Suppose first that the point x is isolated in P n 1 . Since the set P 0 as well as P n 1 contains all the ramification points it follows from Remark 2.1 that x is a point of finite order k. Thus there are pairwise distinct α 1 , . . . , α k ∈ P n 1 containing x. Since the set α 1 ∪ · · · ∪ α k forms a neighbourhood of x it follows that x n ∈ α 1 ∪ · · · ∪ α k for n greater than some n 0 . By the convexity of the arc-map A it follows that (x, x n ) ≤ max{A(α 1 ), . . . , A(α k )} < ε for n > n 0 .
In the remaining case x is a limit point of P n 1 . Since
there is a finite set F ⊆ P n 1 such that
Let G = {α ∈ F : x ∈ α}. The set
forms a neighbourhood of x. Thus there is n 0 such that x n is in this neighbourhood for n > n 0 . It follows that for such n
otherwise. In any case (x, x n ) < ε for n > n 0 . Thus the metric is compatible with the original topology τ on G. Let x, y ∈ Q ∩ G. Let α ∈ A xy satisfy (x, y) = A(α) and β ∈ A f (x)f (y) . Since each vertex of G belongs to P 0 and f (P n ) ⊂ P n−1 ⊂ P n , every element of the set P(β, n − 1) of arcs [i 1 · · · i n ] ∈ P n−1 contained in the arc β has its preimages in the set P(α, n) of arcs [i 0 · · · i n ] ∈ P n contained in the arc α; using (15) and the definition of we can write for each n
Since Q is dense in G and f is continuous, the inequality (f (x), f (y)) ≤ λ (x, y) holds true for every pair x, y ∈ G.
Countably affine graphs
Now we construct the countably affine graph G . As before we have f ∈ CMM(G) with partition P, a summable λ-subeigenvector v with finite deficiency, and the arc map A defined in (7). Then we have:
Theorem 3.8. There exists a countably affine graph G ⊂ R 3 and a homeomorphism φ : G → G such that (φ(α)) = A(α) for all arcs α ∈ A(G).
Proof. Consider the set R = k≥1 [0, 1/2 k+1 ] equipped with the supremum metricd. Clearly, the metricd is compatible with the Tychonoff product topology on R and (R,d) is a compact metric space. Let (X, m) be a countable metric space with the metric m, to avoid trivial cases and to simplify the notation assume that X = {x n : n ≥ 1} is infinite and diam m (X) ≤ 1. Using the metric m and an element r = (r k ) k≥1 ∈ R we can define the map
The following facts are easy to verify and we leave their proof to the reader.
(+) For each r ∈ R and m, n ∈ N,
In particular, the map π r : (X, m) → (R, | · |) is continuous.
(++) Let G n ⊂ R, n ∈ N, be defined as
(i) For each n, the set G n is open and dense in (R,d).
(ii) For every r ∈ G = n≥1 G n , the map π r is injective.
We assume that f ∈ CMM(G) with a partition P. In particular, the τ -closed countable set P = P 0 -see before Remark 2.1 -contains all vertices and endpoints of G and intersects any simple closed curve in G in at least two points. Due to Remark 2.4 we can assume that P is countably infinite. We want to apply (+) and (++); to this end put X = P and m = , where the metric on G was guaranteed by Theorem 3.7(iii). We know that the metric is compatible with the original topology τ on G, so the space (P, ) is a countable compact metric space. Using (++), fix an r ∈ R for which the map π r is injective. Since by (+) the map π r is continuous, it is in fact a homeomorphism of P onto its image π r (P ). In order to construct a needed graph G , we will use a sheaf of planes Σ = {σ i : i ∈ P} in R 3 containing the real line R. To make our construction as simple as possible, we will assume that Σ is convergent, i.e., lim i∈P n i = n, where each n i is a normal vector of σ i and n is a nonzero vector in R 3 .
By the definition of the partition P each i ∈ P is an element of some A x i y i (G), x i , y i ∈ P . Then (16) and (+) imply
so we can join the points π r (x i ), π r (y i ) ∈ R by a zig-zag j i (a piecewise affine curve consisting of finitely many segments) of length A(i) and placed to the plane σ i . We know from (11) that lim i∈P A(i) = 0, hence by the previous also
it follows that the set
is a countably affine graph in R 3 . Let us define the map φ : G → G by
By the above definition, φ is a homeomorphism and for each arc α ∈ A(G), φ(α) ∈ A(G ) and A(α) = (φ(α)).
Conclusion of the proof
Having used our arc map to construct a suitable countably affine graph, we are ready to finish the construction of the conjugate map of constant (bounded) slope.
Proof of Theorem 3.2 (ii) and Theorem 3.5 (ii). We continue to use the arc map A and the homeomorphism φ : G → G constructed above. Put g = φ • f • φ −1 . It follows immediately from Theorem 3.7 and Theorem 3.8 that g is piecewise affine with slope λ i on each piece of the zig-zag φ(i) ⊂ G , i ∈ P. Thus g is the desired conjugate map of bounded slope λ, and if v is a λ-eigenvector (no deficiency), then g has constant slope λ.
In fact, we have proved something slightly stronger, which turns out to be useful in Section 5. Consider the map L :
From Theorems 3.7 and 3.8 we have L(φ(x), φ(y)) = ρ(x, y) for all x, y ∈ G. This implies:
Corollary 3.9. The function L is a metric on G compatible with its topology and the homeomorphism φ : (G, ρ) → (G , L) is an isometry.
Discussion and an open question
The main question left open by our work is the following: Question 3.10. Give a condition on the transition matrix which is both necessary and sufficient for a map f ∈ CMM(G) to be conjugate to a countably affine graph map of constant slope.
It is easy to see that condition (ii) in Theorem 3.2 is not necessary. It is enough to construct a countably affine graph G of infinite total length and a constant slope map f ∈ CMM(G), whose transition matrix M has no summable eigenvectors. This was done in [15] on the extended real line [−∞, ∞].
Finally, we construct an example to show that condition (i) in Theorem 3.2 is not sufficient. It is a modification of a piecewise-continuous interval map from [15] , made continuous by working on a dendrite.
Example 3.11. Consider R 2 with polar coordinates, writing (r, θ) in place of (r cos θ, r sin θ). Fix two decreasing sequences r 0 > r 1 > · · · and θ 0 > θ 1 > · · · with θ 0 < π and with limits lim n r n = 0, lim n θ n = 0. Consider the tame graph G ⊂ R 2 formed as the union of the arcs A n = {(r, θ n ); 0 ≤ r ≤ r n }, n ≥ 0; C n = {(r, −θ n ); 0 ≤ r ≤ r n }, n ≥ 1; and B = {(r, −θ 0 ); 0 ≤ r ≤ r 0 }. G is a dendrite with a single branchpoint. Moreover, G is a locally connected fan, and we will refer to the arcs A n , B, C n as the "blades" of the fan. We define the map f : G → G so that the branchpoint is fixed, C 1 maps affinely onto B, B maps affinely onto A 0 , and on each of the remaining blades f is the piecewise affine "connect-the-dots" map with the following dots: Figure 2 illustrates the map f . It is straightforward to verify that if U is an open set, then there is n 0 ≥ 0 such that f n 0 (U ) contains a whole blade, and then ∞ n=0 f n (U ) = G is the whole dendrite. This shows that f is topologically mixing.
We will use the partition into blades as a slack Markov partition [4] . The corresponding transition matrix [4] admits (up to scaling) exactly one non-negative eigenvector with eigenvalue λ = 2. Its entries are v An = 2 n + 1, v B = 1, and v Cn = 1 2 . The choice to work with the eigenvalue λ = 2 is intentional, as it can be shown (cf. [4] ) that h(f ) = log 2.
Now suppose there is a homeomorphism φ : G → G onto a countably affine graph G which conjugates f with a map g of constant slope 2. The constant slope condition implies that up to rescaling, the lengths of the blades of G must be given by the entries of the eigenvector v. The construction of this dendrite G is no problem, but as soon as we put a constant slope map g there with the right Markov dynamics, we find an obstruction to the conjugacy: the set
(cf. [15] ) which means that the map g is not topologically mixing, and therefore cannot be topologically conjugate to f .
Entropy and horseshoes for maps from CMM(G)
For a matrix M = (m ij ) i,j∈P we can consider the powers M n = (m ij (n)) i,j∈P of M :
(i) For each n ∈ N and i, j ∈ P, the entry m ij (n) of M n is finite.
(ii) The entry m ij (n) = m if and only if there are exactly m arcs
Proof. (i) From the continuity of f and the definition of M (f ) follows that the sum i∈P m ij is finite for each j ∈ P, which directly implies (i).
(ii) For n = 1 this is given by the relation (2) defining the matrix M = M (f ). The induction step follows immediately from the definition (20) of the product of the nonnegative matrices M and M n−1 and Lemma 2.5(iii). In the sequel we follow the approach suggested by Vere-Jones [19] .
Proposition 4.4. Let M = (m ij ) i,j∈A be a nonnegative irreducible aperiodic matrix indexed by a countable index set A. There exists a common value λ M such that for each
The Gurevich entropy of a nonnegative irreducible aperiodic matrix M is defined as
where r(M ) is the largest eigenvalue of the finite transition matrix M . We can also ask about the entropy of the corresponding Markov shift (Σ M , σ). When P is infinite, this system is noncompact, so there are many possible notions of entropy. We will write h(Σ M ) to denote the supremum of entropies of ergodic shift-invariant Borel probability measures.
In [9] Gurevich proved the following proposition. An accessible proof in English can be found in [11] .
We wish to interpret Gurevich entropy in the context of a graph map f ∈ CMM(G). To do it, we need to understand more closely the connection between the dynamical system (G, f ) and its symbolic dynamics (Σ M , σ). From the point of view of topological dynamics, the relationship is given by the map
Using Lemma 2.5 it is easy to verify that ψ is well-defined, continuous, and that ψ • σ = f • ψ. Unfortunately, ψ in general is neither injective nor surjective, so we cannot speak of a conjugacy or semiconjugacy. Nevertheless, the relationship between our graph map and its symbolic dynamics is useful from the point of view of ergodic theory. The following definition is due to Hofbauer [10] . Definition 4.6. In a measurable dynamical system (X, T ) a measurable set N ⊂ X is called small if it is backward invariant (T −1 (N ) ⊂ N ) and if every invariant probability measure µ concentrated on N has entropy h µ = 0. Two measurable dynamical systems (X, T ), (X , T ) are isomorphic modulo small sets if there exist small sets N ⊂ X, N ⊂ X and a bimeasurable bijection ψ :
Lemma 4.7. A small set is a measure zero set with respect to every ergodic invariant probability measure of positive entropy.
Proof. Because a small set is invariant, each ergodic measure assigns to it either full or zero measure. If it is full, then the entropy must be zero.
Our dynamical systems (G, f ), (Σ M , σ) become measurable dynamical systems as soon as we equip them with their Borel σ-algebras. Then we have: Theorem 4.8. Let f ∈ CMM(G) with a partition set P. Then (G, f ) and (Σ M , σ) are isomorphic modulo small sets.
Proof. Recall the definition of ψ in (21) and Q in Lemma 2.5. We will show that We start with (i). Backward invariance of Q is clear from the formula Q = ∞ n=0 f −n (P ). N inherits backward invariance from Q because of the relation f • ψ = ψ • σ. By Lemma 2.5 (i), Q is countable, and therefore every invariant measure concentrated on Q has entropy zero. Finally, we argue that N is also countable. Let x ∈ P n . It is enough to show that any two points i = i 0 i 1 · · · , i = i 0 i 1 · · · in ψ −1 (x) with i 0 · · · i n = i 0 · · · i n must be equal. We do it by induction. Suppose i 0 · · · i t = i 0 · · · i t with t ≥ n. Since x ∈ P n ⊂ P t , we see that x is an endpoint of the P t partition arc [i 0 · · · i t ]. Both of the subarcs [i 0 · · · i t+1 ], [i 0 · · · i t+1 ] also contain x, and therefore their interiors are not disjoint. Since these are P t+1 partition arcs, we get i t+1 = i t+1 . This concludes the induction step and the proof that N is countable.
We prove (ii) by giving the formula for the inverse map. It is the so-called itinerary map φ : G \ Q → Σ M \ N given by setting φ(x) = i 0 i 1 · · · if f n (x) ∈ i n ∈ P for all n ≥ 0. It is just a matter of checking the definitions to see that φ(x) = i 0 i 1 · · · if and only if x ∈ [i 0 · · · i n ] for all n, which happens if and only if ψ(i 0 i 1 · · · ) = x. Thus φ, ψ are inverses to each other.
Next we prove (iii). We already know that ψ : Σ M → G is continuous. Therefore the preimage of a relatively open subset U ⊂ G \ Q is relatively open in Σ M \ N . This shows that the restricted map ψ : Σ M \N → G\Q is also continuous and therefore measurable. To prove measurability of the inverse, we will show that φ is continuous at each point where it is defined. Fix a point x ∈ G \ Q and write φ(x) = i 0 i 1 · · · . Fix n ≥ 0. We will show that x has a neighborhood U in the graph G such that U ⊂ [i 0 · · · i n ]. Since x / ∈ P n and P n is closed, we know that x has a neighborhood V in G with V ∩ P n = ∅. By local connectedness of G there is a connected neighborhood U of x contained in V . Since U is connected and does not intersect P n , it must be contained in a single arc of P n , and therefore U ⊂ [i 0 · · · i n ], as desired.
Corollary 4.9. If f ∈ CMM(G) has transition matrix M , then h top (f ) = log λ M .
Proof. Consider the sets E + (Σ M , σ), E + (G, f ) of positive-entropy ergodic invariant Borel probability measures on our two systems. If we take the supremum of entropies of measures over these two sets we get log λ M and h top (f ), respectively; this uses Proposition 4.5, the variational principle for continuous maps on the compact space G, and the fact that both Σ M and f have positive entropy. By Lemma 4.7, our isomorphism modulo small sets ψ induces a bijection ψ * : E + (Σ M , σ) → E + (G, f ), ψ * (µ) = µ • ψ −1 which preserves entropy: h ψ * µ (f ) = h µ (σ).
Theorem 4.10. Let f ∈ CMM(G). Then there is a sequence (s n ) n of positive integers such that f n has an s n -horseshoe and lim n 1 n log s n = h top (f ).
Proof. Choose a partition P and let M be the associated transition matrix. Fix a partition arc j ∈ P. We use Proposition 4.4, Proposition 4.1(ii), and Corollary 4.9. By those statements, h top (f ) = log(lim n [m jj (n)] 1 n ) and for each n, the arc j contains m jj (n) arcs j 1 , . . . , j m jj (n) with pairwise disjoint interiors such that f n (j i ) ⊃ j for all 1 ≤ i, ≤ m jj (n). Clearly, the map f n has an m jj (n)-horseshoe [13] . Let s n = m jj (n) and the proof is finished. 
Entropy, Hausdorff dimension and Lipschitz constants
Let (X, d) be a nonempty compact metric space with Hausdorff dimension HD d (X), and let f : X → X be a Lipschitz continuous map with Lipschitz constant Lip d (f ) = sup x =y d(f (x), f (y))/d(x, y). We write log + (x) to denote the maximum of log(x) and 0.
The following inequality is well known [7] , [14] .
Proposition 5.1. An upper bound for the topological entropy is given by
Question 5.5. Does Theorem 5.4 apply also to non-leo maps f ∈ CMM(G)?
This seems to be a difficult question. Even in the case G = [0, 1] we do not know the answer. This is a different issue than the infimum of Lipschitz constants addressed in [5] .
