Cluster randomization trials are increasingly popular among healthcare researchers. Intact groups (called 'clusters') of subjects are randomized to receive different interventions and all subjects within a cluster receive the same intervention. In cluster randomized trials, a cluster is the unit of randomization and a subject is the unit of analysis. Variation in cluster sizes can affect the sample size estimate or the power of the study. Guittet et al. (2006) investigated the impact of an imbalance in cluster size on the power of trials with continuous outcomes through simulations. In this paper, we examine the impact of cluster size variation and intracluster correlation on the power of the study for binary outcomes through simulations. Because the sample size formula for cluster randomization trials is based on a large sample approximation, we evaluate the performance of the sample size formula with small sample sizes through simulation. Simulation study findings show that the sample size formula (m p ) accounting for unequal cluster sizes yields empirical powers closer to the nominal power than the sample size formula (m a ) for the average cluster size method. The differences in sample size estimates and empirical powers between m a and m p get smaller as the imbalance in cluster sizes gets smaller.
Introduction
Over the past three decades cluster randomized trials have received increasing attention among healthcare researchers. Intact groups (called 'clusters') of subjects are randomized to receive different interventions and all subjects within a cluster receive the same intervention. In such studies, inferences are often applied at the subject level while randomization is done at the cluster level. In cluster randomization trials, subjects within each cluster may be dependent, although subjects from different clusters are assumed independent.
The sample size formula for the case of equal cluster sizes can be obtained by multiplying the standard sample size formula from an individual randomization by the variance inflation factor (also known as the design effect) [1 + (n − 1)ρ], where n denotes the cluster size and ρ is a measure of intracluster correlation. The above sample size formula for cluster randomized trials assumes an equal cluster size, which is optimal but rarely encountered in practice. In practice, cluster randomization trials exhibit high parities in cluster sizes due to variation in recruitment rates and loss to follow-up rates among clusters (Taljaard et al., 2007) , and due to natural variation in the actual size of the clusters, such as families, schools, or health care practices.
At the planning stage, the commonly used sample size formula is to replace the cluster sizes n with an advance estimate of the average cluster size n̄ without taking into account any potential imbalance in cluster size. An imbalance in cluster size reduces the power of the trial (Donner and Klar, 2000) and has to be taken into account for the sample size estimation. Taljaard et al. (2007) have presented sample size formulas to account for potential attrition in cluster randomization trials in which the plan is to enroll the same number of subjects in each cluster prior to randomization. The sample size formulas of Taljaard et al. (2007) are useful for trials in which advance estimates of the distribution of cluster sizes are unknown or in which the plan is to enroll a constant number of subjects per clusters, but enrollment rates vary among clusters. Guittet et al. (2006) who investigated the impact of cluster size variation on a proper power of the trials with continuous outcomes through simulation showed that an imbalance in cluster size can highly influence the power in the case of severe imbalance, particularly in the case of a small number of clusters and/or high intracluster correlation. Kang et al. (2003) presented sample size formula for dichotomous outcomes in cluster randomization trials with varying cluster size. In this paper we will investigate the impact of small numbers of clusters, various intracluster correlation coefficients, and varying cluster sizes on the power of trials with binary clustered outcomes through simulation.
Statistical Methods
Suppose that we are interested in comparing the proportions of responses between two intervention groups from an individual randomization trial. Let p 1 and p 2 be the proportions of responses in groups 1 and 2. With the two-sided significance level of α and power of 1 − β, the required sample size per group (m s ) to test H 0 : p 1 = p 2 versus H 1 : p 1 ≠ p 2 is given by (1) where z 1−α/2 is the 100(1 − α/2) percentile of the standard normal distribution.
In this paper we assume that an equal number of clusters is assigned in each intervention group. Let n ik denote the cluster size of the ith cluster of the kth treatment, i = 1, …, m and k = 1, 2, where m is the number of clusters in each intervention group. For the ith cluster of the kth treatment, let Y ijk denote the binary outcome variable of the jth subject, j = 1, …, n ik with E (Y ijk ) = p ijk that is expressed as (2) where g(p) = log (p/(1− p) ) is the logit-transformation, and X ijk is the indicator variable denoting the intervention group indicator. Here, X ijk is fixed within cluster, that is, X ijk = X ik for all j. But, X ijk can vary between clusters. We assume that subjects in a cluster are exchangeable in the sense that, given n ik , Y i1k , …, Y have a common marginal response probability P(Y ijk = 1) = p k (0 < p k < 1) and a common intraclass correlation coefficient,
When all clusters have an equal cluster size (n ik = n), the variance of p̂1 − p̂2 can be estimated by (3) where m is the number of clusters in each group, . Therefore, the sample size formula for the number of clusters (m c ) can be obtained by multiplying the standard sample size formula (m s ) from an individual randomization by [1 + (n − 1)ρ]/n, where n is the cluster size, and ρ is an intracluster correlation coefficient. That is, m c = m s [1 + (n − 1)ρ]/n. Note that m s is the sample size estimate under individual cluster randomization. That is, m s is the sample size estimate when the cluster size (n) is equal to one.
The commonly used sample size formula for the number of clusters to test the null hypothesis H 0 : p 1 = p 2 vs. H 1 : p 1 ≠ = p 2 for unequal cluster sizes is to replace the cluster sizes n with an advance estimate of the average cluster size n. Manatunga et al. (2001) refer to use of average cluster size as the 'average cluster size method', which is likely to underestimate the required number of clusters (Donner and Klar, 2000) . The sample size estimate for the 'average cluster size method' can be written as (4) Let θ, τ 2 and γ = τ/θ be the mean, variance and the coefficient of variation of the cluster size, respectively. Kang et al. (2003) provided the formulas for the variance of p̂1 − p̂2 and the sample size estimate for a cluster randomization trial with an unequal cluster size. The variance of p̂1 − p̂2 taking account of unequal cluster sizes can be estimated by
The sample size formula for an unequal cluster size is given by (6) When cluster sizes are equal for all clusters, τ becomes zero, and m p = m a = m c . When the sample size for the number of clusters is sufficiently large, the null hypothesis H 0 : p 1 = p 2 is rejected with significance level α if where z 1−α/2 is the 100(1 − α/2) percentile of the standard normal distribution.
Simulation Study
We conducted a simulation study to investigate performance of the sample size formula of m a and m p . In an ongoing community intervention trial called CRIS (Cancer Risk Intake System, CA R01 1223301), cluster sizes (the number of study patients per primary care physicians) are expected to be skewed. So, we generate the cluster sizes using a truncated negative binomial distribution, which has been previously used to generate unequal cluster sizes with specific imbalance parameter values (Donner and Hauck, 1986; Donner et al., 1989; Ahn, 1997; Zhou and Donner, 2004) . Cluster size is generated using the negative binomial distribution truncated below 1 (Donner and Koval, 1987) , specifically with probability density function (8) where
The mean and variance of the above cluster size distribution are μ = sP/(1 − P 0 ) and (Johnson nd Katz, 1969) . The measure of imbalance in cluster size is given by κ = 1/(1 + ν 2 ), where ν = σ/μ. When κ is equal to 1, all the cluster sizes are equal. As κ decreases, the variance of the cluster size increases. The properties of the measure of imbalance is given by Ahrens and Pincus (1981) . Simpson et al. (1995) reviewed the characteristics of 21 cluster randomized primary prevention trials that were published from 1990 to 1993. The average cluster size ranged from 1.5 teenagers from family to about 350 subjects per community. In most community intervention trials, values for ρ are quite small, often ranging between 0.001 and 0.05 with relatively large cluster sizes. For example, in an adolescent tobacco use prevention trial (Murray et al., 1992) , the average cluster size is 190. In the recently completed PROSPECT (Prevention of Suicide in Primary Care Elderly: Collaborative Trial, Bruce et al., 2004) and the ongoing CRIS (Cancer Risk Intake Systems) cluster randomization trials, the average cluster size ranged between 20 and 25. In simulation, we used ρ values of 0.05 and 0.10, and average cluster sizes (μ) of 10, 25, 50, 100 and 300 for community intervention settings. Larger values for ρ are often found in family, dental, or ophthalmologic studies with smaller cluster sizes. For example, in three dental studies in which the unit of sampling was subject and the unit of analysis was tooth (Banting et al., 1985; Banting, 1987, 1988) , the intracluster correlation values ranged between 0.354 and 0.432. We used μ values of 5, 10 and 20, and ρ values of 0.25, 0.50, and 0.75 for family or dental settings. We allow very high values of ρ since the study of Guittet et al. (2006) showed that an imbalance in cluster size can highly influence the power in the case of severe imbalance, particularly in the case of small number of clusters and/or high intracluster correlation coefficient for continuous outcomes. Here, we investigate the impact of cluster size variation, small number of clusters, and high intracluster correlation coefficient on the power of the study. The simulation covers a range of ρ values larger than those usually observed in cluster randomized trials. Cluster sizes are generated from the negative truncated binomial distribution with mean cluster sizes specified above, and the imbalance parameter of κ=0.6, 0.8, and 1.0. Simulations are conducted with no variability in cluster size (κ=1), moderate variability (κ=0.8) and high variability (κ=0.6). The variance is extremely large for values of κ ≤ 0.4. The required number of clusters in each intervention group is estimated using m a and m p in Equations (4) and (6) for given values of (p 1 , p 2 ), ρ, κ, μ, α and β. Conditional on cluster size and the estimated number of clusters, the binary outcomes are generated with the method of Lunn and Davies (1998) , which generates the correlated binary data in a simple and efficient way.
We conduct five thousand experiments for each parameter combination, and compute empirical powers as the proportion of samples rejecting H 0 : p 1 = p 2 by Equation (7) among 5,000 samples. Tables 1-3 present the empirical powers of the sample size formula of m a and m p with the twosided significance level of α=5% and the nominal power of 1−β=90% for κ=0.6, 0.8 and 1.0, respectively. Tables 1-3 report on the response probabilities of (p 1 , p 2 )=(0.2, 0.3), (0.2, 0.4), (0.5, 0.6) and (0.5, 0.7). In each cell, the first and second rows present the empirical power (and the sample size estimate) for m a and m p , respectively.
The sample size estimates and empirical powers of m a and m p are the same in Table 3 when all cluster sizes are equal (κ = 1). When there is any variability in cluster sizes (κ=0.6 and 0.8), the empirical powers of m p are much closer to the nominal power of 90% than those of m a . Note that the sample size estimates for the number of clusters using m a do not depend on the values of κ even though the empirical powers of m a increase as κ increases. The required number of clusters using m p decreases as increases while that using m a does not depend on the values of κ. The sample size estimates from m a are smaller than those from m p . The differences in sample size estimates between m a and m p get smaller as κ increases, that is, as the variability in cluster sizes decreases. As the intracluster correlation ρ increases, the required sample size for the number of clusters per intervention group increases. The required sample size for the number of clusters per intervention group decreases as the mean cluster size μ increases. The sample size estimates are smaller when the absolute difference between p 1 and p 2 gets larger. 
Example
An ongoing innovative cancer risk intake system (CRIS) trial conducted in primary-care clinics will determine efficacy of CRIS for facilitating participation in risk-appropriate colorectal cancer testing. Physicians are randomly allocated to either a comparison group or a risk-based innovative cancer risk intake system (CRIS) group that delivers patient-tailored print outs based on personal risk factors and perceived barriers to colon cancer testing. Based on assignment of his or her physician, each patient will be assigned either to the CRIS intervention or a comparison group, in which patients and physicians will receive non-tailored print outs that are simple reminders about testing, but are not risk-based; nor will they list or address patient barriers to testing. The primary outcome of the trial is participation in risk-appropriate colorectal cancer testing (yes/no, 1=participation in any risk-appropriate testing, 0=non participation). We anticipate about 20% of the comparison group will participate in appropriate testing based on pilot and published data (Skinner et al.,2005) . We will assume that the CRIS group will yield at least 32% participation rate. Cluster sizes are expected to be unequal because a different number of patients will be recruited among physicians. With ρ = 0.02, 5% significance level and 80% power, the numbers of physicians needed for the trial will be 19 and 20 using m a and m p assuming that average number of patients recruited for each physician is 23 and the corresponding variance is 60. If ρ = 0.05, we will have m a =13 and m p =14. That is, in order to detect p 1 =0.32 and p 2 =0.2 with 5% significance level, 80% power and ρ=0.05, the method (m p ) accounting for unequal cluster sizes assigns 14 physicians to each arm, and the average size method (m a ) assigns 13 physicians to each arm. That is, the total number of patients required for the trial will be 644(=14*23*2) using m p and 598 (=13*23*2) using m a .
Discussion
We investigated the effect of intracluster correlation and cluster size imbalance on the power of cluster randomization trials. We evaluated the performance of the sample size formula for the number of clusters with small sample sizes through simulation since the sample size formulas are derived using a large sample approximation. Simulation studies show that empirical powers of m p are generally close to the nominal power of 90% even under the presence of imbalances (κ=0.6 or κ =0.8) and small sample size estimates. The sample size formula using the average cluster size method (m a ) yields empirical powers lower than the nominal power of 90%. The simulation study suggests that the design of cluster randomization trials should account for the cluster size variation.
Our simulation study shows that empirical powers are lower than the nominal power for some parameter combinations especially when the number of clusters, m p are less than 10. Methods such as the adjusted chi-square approach, the ratio estimator approach and the method of GEE are no longer applicable for binary outcomes with a fairly small number of clusters per group (often 10 or less) since the large sample approximations underlying these procedures become questionable (Donner and Klar, 2000) . Donner and Klar (2000) suggested the use of twosample t-test or nonparametric procedures such as Wilcoxon rank sum test or Fisher's permutation procedures if the number of clusters per group is less than 10. Further studies are need to investigate the performance of these test procedures for the small number of clusters per group.
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