Abstract-Particle Swarm Optimization (PSO) has successfully been applied to many optimization problems. One particularly interesting aspect of these algorithms is to study the communication behavior of the particles. Often, a neighborhood topology is defined a priori and used throughout the optimization run. However, the cost of communication between particles has not been analyzed up to now. In this paper, we will propose a novel algorithm called DAPSO (Distributed Archives PSO) that makes use of stationary archives to establish an indirect communication architecture in the swarms. Moreover, we provide analytical results of the required communication energy in such a scenario. This might be especially important in robot swarms and sensor networks. The applicability of our new methodology will be shown on some selected test cases.
Introduction
Particle Swarm Optimization (PSO) [1] has successfully been applied to many optimization problems. One particularly interesting aspect of these algorithms is the communication behavior of the particles. Often, a neighborhood topology is defined a priori and used throughout the subsequent optimization run. There exists a variety of different neighborhood topologies [1, 2] . The most common are: * All or gbest: All particles are connected. * Circle(k) or lbest(k): Each particle has exactly k fixed neighbors. The special cases k=2 and k=4 are called ring and von Neumann topology, respectively. * Wheel: Every particle is connected with the same, central particle; it is, however, isolated from all other members of the population. All these neighborhood relations are unweighted, undirected, and stay fixed during the whole optimization process. Besides the above, intuitive neighborhood structures, graphs representing the social network with specified average degrees, clustering coefficients (the percentage of the neighbors of a node that are adjacent to each other) or other characteristics can be generated. Studies comparing the above, traditional topologies and systematically constructed neighborhood graphs recommend the von Neumann topology [3] , and conclude that graphs with an average degree of 4 and a low clustering coefficient are most promising for a wide range of test problems [4] .
However, such an a priori definition of the neighborhood topology might be too expensive when applied in real world search spaces as is the case when using autonomous robots, often battery-powered, as particles, e.g. for detecting hazardous contaminants by mobile sensor networks [5] . In such a scenario, communication comes not for free. Since energy needed for communication depends on the distance, two adjacent particles in different regions of the search space either communicate by a very high effort or even not at all.
In order to overcome these problems, we propose a novel communication strategy based on stationary archives. This directly leads to the concept of what we call indirect communication: in our new algorithm called DAPSO (Distributed Archives Particle Swarm Optimization), particles only communicate with their nearest archive and the archives provide a local guide for each particle.
Using archives raises the question where to place them and how to distribute the solutions over the entire search space. In this paper, we investigate optimization problems using regularly placed archives and different communication schemes among the archives. Based on our novel algorithm, we will provide some analytical results of the expected required communication energy for regularly placed archives. We also show that it is possible to trade communication energy for convergence. To the best of our knowledge there does not exist any work on this particular topic.
The rest of the paper is organized as follows: In Section 2, we briefly review the basic PSO algorithm. In Section 3, we will present our novel DAPSO algorithm using indirect communication through regularly placed archives. The analysis of the expected communication energy is discussed in Section 4. Finally, Section 5 presents some selected test cases using our new algorithm.
Particle Swarm Optimization
Particle swarm optimization is based on the social behavior of individuals living together in groups. Each individual tries to improve itself by observing other group members and imitating the better ones. That way, the group members are performing an optimization which can be described with the following model [1] :
Every particle has a position x in the search space, is able to calculate the corresponding objective function value, and moves in the search space with a velocity v. During the whole optimization process, all particles stay alive; they just change their position and velocity. The best position a particle has reached so far is called its private guide p and the best position ever visited by one of its neighbors is the particle's local guide 1. In each iteration t, the particles' velocities are updated, directing each particle towards its local and its private guide and keeping a proportion of the old velocity: In the basic algorithm, each particle is only influenced by its best neighbor, ignoring all others. However, choosing a stochastically or success-dependently weighted sum of the experiences of all neighbors of a particle seems to be a better approach [2, 6] .
The updated velocity is then added to the position of the corresponding particle in order to move the particle to its new position:
To enable the particles to escape local optima, the positions of a particle can be changed randomly with a low probability at the end of each iteration. This procedure is called turbulence or craziness. Several advantages result from the introduction of archives: By increasing the number of archives, and therefore reducing the average distance from a particle to its nearest archive, the expected communication costs of the particles can be decreased. Because of the fixed positions of the archives, the particles can use three or more of them to determine their positions, and they can use directed transmission which is cheaper than undirected transmission. Furthermore, the particles are able to handle large search spaces even if they have a limited transmission range.
The use of archives allows an additional reduction of the communication costs: As the only social information a particle needs in each iteration is its local guide, it is not necessary that the archives forward all information they receive. Instead, the archives determine the local guide for each particle (which is the best position an archive has received so far) and transmit just this position.
Our new DAPSO algorithm, that uses distributed archives and that can be applied to groups of autonomous robots, is shown in Figure 3 .
As mentioned above, the archives are able to communicate with each other. Here, three different neighborhood structures are studied (see Figure 4) Communication through archives as described above strongly differs from the social interaction of the particles in the basic algorithm. If, for example, a ring topology is used in the basic algorithm, each particle has exactly two predefined neighbors. Assume that the particles I and K are the two neighbors of particle J, but I and K are not adjacent. If I finds a new best position, it will notify J about it. But J does not inform K until J itself has improved. Thus, the information flow is relatively slow. In our model, I will notify its nearest archive A about its best position, whereupon A informs all inquiring particles as well as its adjacent archives in the next iteration. Even if a neighborhood topology with a slow information flow is defined for the archives, soon all particles will use the same local guide. This may lead to premature convergence. In order to slow down the information flow, the archives exchange their data only every m-th iteration, where m > 1 is the user-defined synchronization distance.
Analysis of Communication Costs
By introducing the stationary archives, we are able to analyze the communication of the swarm. In the following section, we will provide first results for the expected required communication energy. Unfortunately, it is not possible to draw any conclusions for the expected convergence behavior, since this is dependent on the actual problem instance. In Section 5, we will provide some experimental results from selected test cases.
Since the archives are stationary, we assume that they have a significantly higher energy supply compared to the moving particles, and that the communication costs for the archives therefore are negligible.
To calculate the communications costs, we use the first order radio model [7] where Eeiec = 5OnJ/bit is the energy needed to run the transmitter or receiver circuitry and Eamp -lOOpJ/bit/m2 the energy for the transmitter amplifier. The costs for transmitting a k-bit message over a Euclidean distance d are calculated according to the follow- While no termination criterion is met For each particle P: P updates the spatially nearest archive A (see Figure 2) (5) where ET,, and ER,, are the transmission and reception costs of particle P in iteration t respectively.
In each iteration, every particle transmits exactly one message: it sends its private guide consisting of a position in the two-dimensional search space and its corresponding objective function value to the nearest archive. Let 3 1 be the length of that message in bit. In addition, it receives exactly one message per iteration: its local guide consisting of a position in the search space and therefore having a length of 2. I bit. Thus, including Equations (3) and (4), Equation (5) To obtain an uniform behavior of the swarm at any place of the search space, an infinite search space is assumed. In finite search spaces, the swarm behavior at the borders differs from the usual swarm behavior according to a specified strategy, for example resetting the particle into the search space or assigning an objective function value of +oo for invalid regions [2] . E(dA)= 5 I Eelec -n +Camp -3 I n -0.146 d (8) Proof. In a single run of the algorithm, the particles cluster in a small region around a local or global optimum. If nothing is known about the optimization problem to be solved, the probability for a randomly placed starting population of particles to end up in a certain region of the search space is uniformly distributed, since no position in search space is preferred.
The archives are placed on a square grid with distances dA. The particles which are inside a square with side length dA around archive A have A as their nearest archive. The average distance from one particle to its nearest archive is therefore the average distance from a point uniformly chosen in a square with side length dA to the central point. It can be calculated as follows [8] :
which, including Equation (7), results in Equation (8) . F This result cannot be proven through experiments, since for a specific optimization problem the required energy for communication depends on the location of local optima, which are preferred regions for the particles to cluster. In addition, an unbounded search space has been assumed. However, if we have no a priori knowledge of the optimization problem to be solved, the expected required communication costs of a single particle to run the DAPSO algorithm for n iterations can be calculated according to Equation (8). 5 
Experimental results
The effects of using archives with different neighborhood topologies and synchronization distances m (that means, the archives communicate every m-th iteration) and of the number of the archives on the quality of the solutions has been studied experimentally on a variety of frequently used test functions [9, 10] . The results using the DAPSO algorithm from Section 3 are presented in the following.
Test Functions
All chosen test functions are minimization problems; they are described below: Sphere 
Settings
In the following experiments, the impact of using different neighborhood topologies for the archives (as shown in Figure 4) in combination with different synchronization distances m and different numbers of archives in the DAPSO algorithm on the quality of the solutions will be studied. The measuring data of the particles is a single value which has to be minimized. This means that h in Figure 1 is set to the identity and g is one of the above test functions with a two-dimensional input vector. The following parameters are set to commonly used values: The control parameters S 1 and (02 are set to 1.49445 and the inertia weight w is set to 0.729. This is equivalent to using the Type 1" constriction of Clerc [11] with 9p = 02 = 2.05, K, 1 and X = 0.729. A population of 20 particles, which are initialized on random positions with random velocities, is used. Turbulence takes place with a probability of 0.01 by adding or subtracting a random value between 0 and one fifth of the side length of the search space to each component of the velocity vector. When a particle would leave the search space, it is set on the nearest border point instead (bound checking). Each experiment is terminated after n = 500 iterations and was repeated 100 times. In the diagrams and tables below, average values are presented. Figure 6 : Effects of the number of archives: For most of the test functions, using less archives led to faster convergence at the beginning of the optimization process.
Results
In Figure 5 , the trade-off between required energy amount for communication and convergence is shown for the Griewank function using the Nearest-topology with synchronization distance m = 50 (the so-called Nearest 50-topology). In all test functions, increasing the number of archives led to less communication costs for improving the solution at the beginning of the optimization process. However, since the particles end up in similar cluster regions around local optima for each run of the algorithm on a given test problem, the overall communication costs (shown in Table 1) highly depend on the objective function landscape. In most test functions, using four archives was most expensive (often significantly more expensive than using one archive), which means that the particles are clustering in the center of the search space. Since many test functions have a In order to investigate the effect of the number of archives on the convergence of the solutions, we will consider the experimental results of using the Nearest 50-topology with different numbers of archives (1, 4, 9, 16 and 49) in the following.
In all test functions besides the Schwefel and Rosenbrock function, the less archives were used, the faster the particles attained good regions at the beginning of the optimization process (see Figure 6 ). In Table 2 , the average final objective function values using different numbers of archives are shown for each test function. In some functions, the number of archives had no influence on the final quality of the solutions. However, for solving the Schwefel, Michalewicz and Griewank function, using one archive resulted (on average) in worse solutions than using more archives (see also Figure 7 , vertical error bars indicate the standard deviation).
As the swarm behavior by using a single archive is equivalent to using the gbest-topology in the basic algorithm, the use of archives not only reduces the communication costs but also has the ability to find solutions of equal or even better quality than the basic algorithm with gbest-topology.
In the following, the influence of the archives' neighborhood topology and synchronization distance is studied. Therefore, we use a fixed number of archives. The results are presented in Table 3 . In many of the test functions, neither the neighborhood topology nor the synchronization distance had an impact on the quality of the final solutions (see Figure 8 ). In most test functions, a lower synchronization distance resulted in better solutions at the beginning of the optimization process (see Figure 9) .
A fast information flow soon drives all particles in the same region of the search space and may lead to premature convergence. In the Michalewicz as well as in the Schwefel function, which are two of the harder test functions for the PSO algorithm, the final quality of the solutions by using a synchronization distance of 1 the solutions attained by slowing down the information flow (see Figure 10 ). As the swarm behavior using the all- In future work, we would like to generalize our concept to search spaces with more than two dimensions and to compare our new approach to other versions of the PSO algorithm. Moreover, we will investigate the movement energy of particles, collision avoidance strategies, and the effect of using mobile archives. Furthermore, we intend to extend our work towards Multi-Objective Particle Swarm Optimization (MOPSO) [12] .
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