Technology for electronically simulating spatial sound over loudspeakers and headphones has matured in the past few decades to facilitate many new applications of virtual audio.
a plications were limited by the pgysical apparatus needed to simulate a particular listening environment.
The "dummy head" method developed in the 1930s required a manikin to be instrumented with microphones near the entrances to the ear canals and immersed in a desired listening environment, such as a concert hall.
The Auditory localization cues are a combination of directional and distance cues. The cues attributed to directional hearing are found almost entirely by head related transfer functions (HRTFs) correlated with head motion. The HRTF is the difference between a sound field from an auditory event in free space and the sound field from the same auditory event at the entrance to the ear canal. HRTFs contain time of arrival and frequency information that correspond to a particular angle of incidence from an auditory event to the listener.
Distance cues as described by Coleman (1963) and Blauert (1983) include atmospheric absorption, (3) head motion, ( 4 ) reverberation, (5) binaural time differences, (6) binaural spectral differences, and ( 7 ) reflections.
Reflections as found with the precedence effect have a biasing effect on the sound source's perceived direction and distance (Hafter, 1992) . The amount of bias toward the echoes ( 4 -5 degrees) appears to be independent of the source-echo separation Some researchers have used an array of loudspeakers to simulate spatial sound (Blauert (1983) and Sakamoto (1982) ). Spatial sound, as with localized sound, consists of directional and distance cues as generated in the listening environment. Applications of this research include the reproduction of concert hall effects for listening pleasure. Blauert (1983) found that at least twenty individual sound sources are necessary to accurately simulate a typical concert hall environment.
HEADPHONES (Aerospace)
The first application of binaural sound in the military was for locatina artillerv tarcrets and trench digqing oper&ions* during World War I.
In both cases, the interaural time delay of the signals (air and ground) were amplified to increase the directional acuity of the listener to provide super-localization abilities (Durlach, 19911.
The artillery locating device was called a psuedophone, and similarly, the ground device was called a geophone.
However, the invention of RADAR made the use of psuedophones obsolete.
In World War 11, hydrophones were installed on submarines to determine the location of submarines. Mudd and McCormick (1960) and Ericson (1991). have investigated the possibilities of using virtual audio in cockpit applications. Virtual audio was evaluated as an aid to help alleviate workload on the visual modality. A directional stimulus was presented aurally, visually, and simultaneously in a target acquisition task. Response times were found to be similar in all three conditions. Recently, the dummy head method was implemented in a teleoperated vehicle (TOV) to improve the remote human operator's situational awareness (Smith, 1993). The TOV was equipped with a dummy head and microphones at the location that a human operator would normally be located.
The dummy head was rotated with a hydraulic actuator slaved to the head of the human operator to provide head motion cues. Although spatial sound was successfully presented to the human operator, unwanted noise and slight lag times of the systems degraded the operator's feeling of presence in the TOV.
HEADPHONES (Non-Aerospace)
Binaural sound was first reproduced over headphones in 188 1 at the Paris world fair by Clement Ader. A pair of microphones were separated by a baffle to simulate the mass of a head. Signals from the two microphones were transmitted over a pair of headphones to provide binaural sound to a remote listener. The binaural sound technique was first applied to radio broadcasting of concert hall performances by the Berlin 0 era house in Germany and by a racfio station, WPAJ, in New Haven, Connecticut in 1925.
WPAJ transmitted the left signal over one radio at one frequency and the right channel over a second radio at another frequency. When the signals were played over separate loudspeakers, cross-talk from opposing left and right signals degraded the effect. The effect was optimized when the signals from two radio receivers were played over separate circumaural earphones. The effect was quite pleasant.
Listeners to the radio program would get the im ression of being ,in the concert hay1 while remaining in their homes. However, the expense of two transmitting antennae and two radio receivers prohibited the widespread a plication of binaural sound. WRen stereo techniques were realized, binaural sound over radio met its demise.
"Bell Labs" was one of the first groups to use the dummy head technique to listen to binaural sound (1932) .
A manikin named Oscar consisted of a torso, head, and ears, with a microphone at each cheek. The manikin encoded sounds with the naturally occurring directional and, distance cu-es. A listener wearing a pair of headphones heard the sound field at the location of the manikin. The "dummy head" technique has become popular as a measurement device.
Advancements in manikin and microphone technology enabled other a plications of virtual audio. An array of three loudspeakers was used to spatiall separate speech messages and speec intelligibility was measured in a light aircraft.
A twelve t o fifteen percent improvement in intelligibility, which corresponds to an effective two dB decrease in the noise level, was measured for the speech out-of-phase versus inphase condition. Licklider (1948) found a 3-12 dB effective decrease in the noise masking level from changing the relative phase of the signal and noise in an anechoic environment. Use of loudspeakers to incorporate spatial hearing cues has been in the interest of the entertainment industry to make audiences more a part of the event by immersing them in the sound field. Sev-e'ral ' virtual audio generators were developed by
Gehring Research Corporation (GRC) .
The most recent version, the AL-204, was capable of presenting up to four sound sources from any direction by interpolating between measured HRTFs at ten degrees fn azimuth and eighteen degrees in elevation.
Based on TMS-320 processors, the AL-204 system had similar processing power as the Air Force system. Several systems were sold to simulator an University facilities.
However, only one reference on this system was found (Valencia, 1990).
Gehrin%
Unlike the other two systems, the Convolvotron is based on hard-wired multiply and accumulate processing chips. In contrast, convolutions can be calculated much more quickly, but the head position update rate is slower.
Initially, the Convolvotron was developed for applications in space environments, such as the Shuttle. It was used on the ground in an experiment with the VIEW helmet mounted display system. Virtual audio was added to the virtual vision of the VIEW device to . improve the sense of presence in performing several tasks in the virtual environment (Wenzel, 1990) . Both the Gehring and Crystal River systems have been incorporated into commercial products for non-aerospace applications.
HEADPHONES (Non-Aerospace)
Applications for virtual audio outside the aerospace industry are beginning to emerge. Areas include improved virtual reality simulation, spatial audio mixing of music, and navigational aids for the blind.
Both the GRC and Crystal River systems have been configured for use with personal computers.
GRC developed the llfocal point" processing board for virtual reality simulation with Macintosh Apple I1 computers. Crystal River offers a variety of boards for IBM PCs and several versions of stand alone systems. Recently, the Convolvotron was integrated with a VPL helmet mounted display to provide a fairly c onv 1 n,c i n g virtual reality scenario. In the simulation, the user is allowed to move about in a virtual space that has four sound emitting objects.
Virtual audio simulation has also been used to spatially mix the sounds of musical instruments. A spatial audio processor from AKG corporation in Germany is designed to allow the audio engineer to hear the orchestra or band the way that a member of the audience would hear it. This technology is superior to stereo mixing in that a more natural sound can be achieved.
Another application has been to present an auditory beacon over headphones to allow a blind person to navigate towards it (Loomis, 1990) . The system developed by the University of California at Santa Barbara is fundamentally different from the other three systems introduced so far. The system uses interaural time and intensity cues with reverberation to create the externalized audio beacon over headphones. Although this system has only been demonstrated in the laboratory, there is a population of blind people that could potentially use this technology to help navigate within buildings and possibly outdoors with a GPS system.
FUTURE APPLICATIONS
Virtual audio technology may benefit many human operators, who work in environments of reduced situational awareness. These environments are sometimes created at the human/machine interface by one or two dimensional displays of three dimensional information. An example would be trying to monitor several radio communications over a single channel headset. In other circumstances, too much information is presented through one sensory channel, thereby overloading the operator. By spatially presenting some visual information through the auditory modality, an operator may be able to perform a task more efficiently (Folds, 1990 
SUMMARY
I n s u m m a r y , s e v e r a l applications of virtual audio have been described as to their method and purpose.
Past, present, and future applications were discussed for aerospace, research, and e n t e r t a i n m e n t i n d u s t r i e s . Techniques for creating virtual audio over loudspeakers and headphones were described. Virtual audio systems are more flexible than previous physical simulations and can improve low fidelity s p a t i a l e n v i r o n m e n t s . 
