We consider Schrödinger operators A = −∆ + V on L p (M ) where M is a complete Riemannian manifold of homogeneous type and V = V + − V − is a signed potential. We study boundedness of Riesz transform type operators ∇A ∈ (1, 2) if N > 2. We also study the case p > 2. With additional conditions on V and M we obtain boundedness of ∇A −1/2 and |V | 1/2 A −1/2 on L p (M ) for p ∈ (1, inf(q 1 , N )) where q 1 is such that ∇(−∆) − 1 2 is bounded on L r (M ) for r ∈ [2, q 1 ).
Introduction
Let M be a non-compact complete Riemannian manifold. Denote by dµ the Riemannian measure, d the geodesic distance on M and ∇ the Riemannian gradient. By −∆ we denote the positive Laplace-Beltrami operator. We say that M is of homogeneous type if for all x ∈ M and r > 0
where
v(x, r) := µ(B(x, r)) and B(x, r) := {y ∈ M such that d(x, y) < r}.
This is equivalent to the fact that for some constants C and N ,
for all λ ≥ 1. Let p(t, x, y) be the heat kernel of the Laplace-Beltrami operator −∆. We say that p(t, x, y) satisfies a Gaussian upper bound if
for all t > 0, and all x, y ∈ M . Let us define the Riesz transform ∇(−∆) −1/2 of the operator −∆. Since by the Green formula
it follows obviously that ∇(−∆) −1/2 acts as a bounded operator on L 2 . It is of interest to know if the Riesz transform extends to a bounded operator on L p for p = 2. When this is the case, we can identify the domain of (−∆) (1) and (3) 1 it was proved by Coulhon and Duong [13] that ∇(−∆) −1/2 is of weak type (1, 1) and hence bounded on L p for all p ∈ (1, 2] . This quite general result does not hold for other values of p; a counterexample is given there showing that the Riesz transform is unbounded on L p for p > 2. One needs then additional conditions (on the manifold or its heat kernel) to guarantee boundedness of ∇(−∆) −1/2 on L p for some p > 2. For this, we refer the reader to Auscher and Coulhon [4] , Auscher et al. [5] , Carron, Coulhon and Hassell [12] , Guillarmou and Hassell [19] , [20] and the references therein. Let us also mention the following works of Auscher [2] , Blunck and Kunstmann [9] , Sikora [27] and Ouhabaz [25] (Chapter 7) dealing with Riesz transforms of elliptic differential operators.
Let us now move to Schrödinger operators on the Euclidean case M = R N . The classical Riesz transform ∇(−∆) −1/2 is of course bounded on L p for all p ∈ (1, ∞). If V is a non-negative potential, then ∇(−∆ + V ) −1/2 is bounded on L p for all p ∈ (1, 2] (see Ouhabaz [25] , Chapter 7 or more general case in Duong, Ouhabaz and Yan [17] ) but it may be unbounded on L p for some p > 2, see Shen [28] for a counter-example. Shen [28] , and Auscher and Ben Ali [3] proved that if the non-negative potential V is in the reverse Hölder class RH q , then the Riesz transform ∇(−∆ + V ) −1/2 is bounded on L p for all p ∈ (2, p 1 ) where p 1 > 2 depends on q. For negative potentials V strongly subcritical with constant α ∈ (0, 1) (i.e. V small with respect to −∆ in the sense of quadratic forms) the situation is more complicated. Indeed, it is known that the semigroup (e −t(−∆+V ) ) t>0 extends from L 2 to L p for p in some interval (p 0 , p 0 ) and (p 0 , p 0 ) is optimal (see Liskevich, Sobol and Vogt [24] ). In this setting, Assaad [1] proved that Riesz transform is bounded on L p (R N ) for p ∈ (p 0 , 2] where p 0 is the dual exponent of p 0 :=
, N > 2, for some ε > 0, then it is bounded on L p (R N ) for all p ∈ (1, N ). For Schrödinger operators −∆+V on Riemannian manifolds less is known. If V is non-negative and (1) and (3) are satisfied, then the heat kernel of −∆ + V is dominated by the heat kernel of −∆ and hence it satisfies (3). The method of Coulhon and Duong [13] , based on a Gaussian upper bound and weighted gradient estimates, works also for −∆ + V and leads to boundedness of ∇(−∆
. This also follows from results in Blunck and Kunstmann [9] , and Sikora [27] . For p > 2, Badr and Ben Ali [6] extend the result of Auscher and Ben Ali [3] to the setting of Riemannian 1 when the doubling condition (1) is satisfied, (3) is equivalent to the apparently weaker diagonal estimate:
, see Grigor'yan [18] , Theorem 1.1.
manifolds which satisfy polynomial volume growth and Poincaré inequalities. As in the Euclidean case, they assume that the potential V is non-negative and belongs to a reverse Hölder class. Note also that the results of Assaad [1] for negative potentials hold in the setting of Riemanniann manifolds which satisfy a global Sobolev inequality. Guillarmou and Hassell [19] , [20] studied Riesz transforms ∇(A•P + ) −1/2 where A is a Schrödinger operator with signed potential and P + is the spectral projection on the positive spectrum. They prove in particular that on asymptotically conic manifolds M of dimension N ≥ 3, if V is smooth and satisfies decay conditions, and the Schrödinger operator has neither zero-modes nor zero-resonances, then the Riesz transform type operator N ) . It is our aim to study the boundedness on L p (M ) of Riesz transforms ∇(−∆+V ) −1/2 . We consider signed potentials V = V + −V − and Riemannian manifolds M for which we merely assume (2) and (3). We do not require any global Sobolev inequality nor smoothness conditions on V . We assume that
loc and V − is small with respect to −∆ + V + in the sense that
The proof is based on techniques from Auscher [2] and Blunck and Kunstmann [8] and [9] together with L p − L q off-diagonal estimates for both of the semigroup e −t(−∆+V ) and its gradient. We prove in particular estimates of the type
as well as similar estimates for √ s∇e −s(−∆+V ) . In order to prove the last estimate we establish a bridge between L p − L q estimates of a semigroup and localized Gagliardo-Nirenberg type inequalities. This is proved in a general setting of metric spaces in the next section. We also study ∇(−∆+V ) −1/2 and |V | 1/2 (−∆+V ) −1/2 with signed potentials on L p for p > 2. Suppose that for some r 1 , r 2 > 2
We obtain by arguments of perturbation type that V (−∆+V )
where r = inf(r 1 , r 2 ). If
for some ε > 0, and the conclusion is that (−∆)
). If in addition Poincaré inequalities hold on M , the last interval of p is (1, N ). 
Notation. In the following sections, we denote by
L p the Lebesgue space L p (M, µ) or L p (M, T * M ) (:= B(x, (k + 1)r) \ B(x, kr), C 1 (x, r) := B(x, 4r), C j (x, r) := B(x, 2 j+1 r) B(x, 2 j r) for j ≥ 2. Finally, χ E denotes the characteristic function of E and χ E Sχ F is the operator f → χ E S(χ F f ).
Off-diagonal estimates
In order to establish boundedness on L p of the Riesz transform of −∆ + V we shall need the boundedness of the semigroup e
is well studied and quite understood subject but such bounds can be destroyed by the presence of a non-trivial negative part of V . We shall prove that L p − L q off-diagonal estimates are conserved for p and q in a certain interval around 2. Our approach is based on perturbation arguments. However, since we do not assume V to be bounded, the domains of −∆ and −∆ + V are not necessarily the same and therefore properties of e t∆ do not hold for e −t(−∆+V ) in a trivial way. The operators here are constructed by the quadratic form technique, we have some information on the domains of the square roots √ −∆ and √ −∆ + V and our perturbation technique relies very much on this fact.
The results in the next sub-sections do not use the Riemannian manifold framework and hold for general self-adjoint operators on metric spaces. We shall assume that A is a non-negative self-adjoint operator on L 2 (X, µ, ρ) where (X, µ, ρ) is a metric measured space. Again, B(x, r) = {y ∈ X, ρ(x, y) < r} will denote the open ball with volume v(x, r) := µ (B(x, r) ). We may need to assume that (X, µ, ρ) is of homogenous type which will mean that (2) holds for some constants C and N independent of x and r. For simplicity,
The following simple proposition will play an important role in our analysis of off-diagonal estimates. 
) for all 0 < s, t, and all x ∈ X.
Proof: Let us first prove that i) implies ii). For every u ∈ D(A 1/2 ), we write
Now using i) and the fact that the semigroup is bounded analytic on L 2 , we have
The last integral converges if γ 2,q :=
. This gives the conditions on q as in the proposition. Therefore we deduce that ii) holds where r = √ t. Assume now that ii) holds. Setting r = √ t, u = e −sA f for f ∈ L 2 and s, t > 0 we obtain
This gives iii).
Note that these arguments do not use the self-adjointness of A. All what we need is that −A generates a bounded holomorphic semigroup on L 2 . Also one can reformulate ii) as follows
for all r > 0, all x ∈ X, and all u ∈ D(A β ). The condition on q becomes γ 2,q < 2β N . The proof is the same. One also obtains similar assertions by replacing the L 2 norm in the RHS by L s norm if e −tA is assumed to be bounded holomorphic on L s . We learned recently about somehow related results in [11] where the Gaussian estimate (3) of a heat kernel p(t, x, y) is characterized in terms of inequalities of type
Here v r (x) := v(x, r). For our latter purpose, these inequalities are not convenient because the heat kernel of −∆ + V with signed potential V does not satisfy a Gaussian upper bound in general. We mentioned in the introduction that the semigroup e −t(−∆+V ) may not act on all L p spaces. However, the inequality ii) in the previous proposition will allow us to prove 
Here |u| is the absolute value (or the modulus) of u and sign is the classical sign function. These hypothesis are always satisfied if the semigroup e −tA is sub-Markovian. Indeed, in this case,
see [22] or Theorem 3.9 in [25] . Under these assumptions, we can obtain from the local (4) . Suppose also that ii) of Proposition 2.1 holds. Then
we can apply ii) of Proposition 2.1 to ψ p (u) (with the conditions there on q). This gives
Using (4) we obtain 
This is exactly (6) with
are in general not difficult to prove by means of multiplicative perturbations. By such estimates we mean
for E, F subsets of the metric space (X, ρ) and t > 0. Assume now that such estimates hold. Since we assume that the semigroup is uniformly bounded on
for all p ∈ [2, p 1 ) and q ∈ [1, q 0 ) with q 0 = ∞ if N ≤ 2 and q 0 :=
Using again the Riesz-Thorin interpolation theorem, (8) and (9) imply the following proposition Proposition 2.3. Let A be as in the previous proposition and assume that (7) holds. Then
By duality one has similar estimates for ||χ B(x, 
Proof: From Proposition 2.2 we have
Interpolating again with (7) yields
for all r ∈ [2, p 1 ) and all s ∈ (2, p 1 q 0 ), where
is obtained by duality. Note that we can also argue as in the proof of Proposition 2.9 below to obtain the boundedness of the semigroup on L p for p as above. Analyticity on L p follows then from analyticity on L 2 by a classical complex interpolation argument.
We shall see later that the estimate of the previous proposition holds for r and s smaller than 2. Before proving this, we first need the following lemma.
Lemma 2.5. Assume that X satisfies the doubling condition (2) for some constant N > 0. For a, r, s > 0, and x, y ∈ X, set
Proof: By splitting the integral J into two parts as J 1 +J 2 := B(x,2r) + X\B(x,2r) we see that the first term is bounded by Cv(x, r) and then it remains to treat the second one. Therefore, we assume in the sequel that ρ(x, z) ≥ 2r. It is clear that
Using this, we obtain (with some constant c > 0 slightly smaller than the one in J)
and since
we end up with
The standard argument which consists in decomposing X into annuli A(x, r, l) gives
Assume now that √ s > r. Then
This proves the lemma. Proof: We first prove the theorem for p = 2. That is
From Theorem 2.4 and (7) we obtain by the Riesz-Thorin interpolation theorem the
for all p ∈ (p 0 , p 0 ). Let us take a p ∈ [2, p 1 ). Using once again interpolation we obtain from (6) and (15)
for all p ∈ [2, p 1 ) and u ∈ [1, q 0 ). Here θ is a positive constant depending on p and u.
. Suppose that N > 2 and let us consider two cases. The first one is when
and the second one is when 2q 0 < p 1 . Let us treat the first situation. Let 2 < r 1 < p 1 ≤ 2q 0 and u < q 0 (r 1 is close to p 1 and u is close to q 0 ). 
for all r, s > 0 and all . Then for all u ∈ [1, q 0 ) (we are interested by u close to q 0 ),
Using the fact that B(x, r) ⊂ B z, 3r + ρ (B(x, r) , B(z, r)) and the estimate (2), we deduce that
Employing this in (17) yields
Now we use Lemma 2.5 and obtain L 2 − L r 1 u off-diagonal estimate for all r 1 ∈ [2, p 1 ) and u ∈ [1, q 0 ). This is (14) for all q ∈ [2, p 0 ). Now we move to the second case, i.e. 2q 0 < p 1 < p 0 := p 1 q 0 . This is handled as before but with many decompositions. Indeed, if we choose
we obtain the desired estimate (14) .
We apply the Riesz-Thorin interpolation theorem with (14) and (15) to obtain the estimate (13) for p ∈ [2, p 0 ) and q ∈ [p, p 0 ). The case p 0 < p ≤ q ≤ 2 is obtained by duality of the case 2 ≤ p ≤ q < p 0 . By duality we have from (14) (20) and (14) for q ∈ [2, p 0 ) to end up with 
Once we insert this in (21) we obtain (13) for p ∈ (p 0 , 2] and q ∈ [2, p 0 ). Hence we have (13) for all p ∈ (p 0 , p 0 ) and q ∈ [p, p 0 ).
Corollary 2.8. (see also Proposition 2.1 in [10]) Let X and A be as in Theorem 2.4. For
Proof: Using the obvious fact that
√ t) || p−q and the previous theorem we obtain (for some constant β)
By (15) we know that
and we use interpolation to obtain (22) . The arguments are similar for (23) and (24) .
We finish this section by showing that
What we prove here follows also from the results in [10] but we shall give details for the sake of completeness.
Proposition 2.9. Let X and A be as in Theorem 2.4. Then for all p and q as in the previous theorem,
Proof: By Corollary 2.8 we have
Using the fact that if z ∈ B(x, √ t), v(z, √ t) is equivalent to v(x, √ t) (by the doubling condition), we obtain
So we can write
15
Let us now estimate v(z,
Inserting this in (27) we obtain
Then using the Minkowski inequality we estimate
and we come to
Let us point out that all the results in this section hold with the same proofs if A is considered on L 2 (Ω) with Ω any open subset of X. The volume v(x, r) appearing in the estimates is the volume of the ball B(x, r) in X not the volume of the ball in Ω. When (X, ρ, µ) satisfies the doubling condition, (Ω, ρ, µ) does not necessarily satisfy this propoerty.
The Schrödinger operator and the associated Riesz transforms
In this section we give applications of estimates proved in the previous one. We prove that these off-diagonal estimates are verified by the semigroup associated to the Schrödinger operator with signed strongly subcritical potential. Then we apply these estimates to prove the boundedness of the associated Riesz transforms on L p for p ≤ 2, and their boundedness on L p for p > 2 with additional conditions on the potential and on the manifold.
The Schrödinger operator on L 2
Let M be a complete connected Riemannian manifold. Let A be a Schrödinger
, where −∆ is the Laplace-Beltrami operator and the potential V : M → R such that V = V + − V − (where V + and V − are the positive and negative parts of V , respectively). The operator is defined via the sesquilinear form method. We set
with domain
Here we assume
where α ∈ (0, 1) and β ∈ R. By the well-known KLMN theorem (see for example [21] Chapter VI), the form a is closed (and bounded from below).
Its associated operator is
Following [15] , we take the following definition Definition 3.1. We say that the negative part V − is strongly subcritical if there exists an 0 ≤ α < 1 such that
loc and (29) holds. Set A = −∆ + V the Schrödinger operator defined above. Thus A is a non-negative operator on
That is,
Thus, the Riesz transform
We also observe that, V − is strongly subcritical means that V − ≤ α(−∆+ V + ) which is equivalent to
Also the fact that α ∈ [0, 1) gives
Summing (31) and (32) gives
This means that
So we can conclude that
Then by a duality argument we have
if V − is strongly subcritical.
As in [1] we obtain the following L 2 − L 2 off-diagonal estimates (see also [14] for the first estimate).
Proposition 3.2. Let A be the Schrödinger operator with potential
loc and V − satisfies (29) . Then for all E and F subsests of M and all t > 0
L p Estimates
In this subsection, we verify that the Schrödinger operator with potential V such that V − is strongly subcritical satisfies the assumptions of Subsection 2.2. Therefore its semigroup satisfies the L p − L q off-diagonal estimates proved there. 
This result follows from [22] , Theorem 3.2. The semigroup is even a contraction one on L p for p ∈ (p 1 , p 1 ). In order to understand this, note that for a smooth function u,
This extends by density arguments to all u in an appropriate domain of A as an operator in L p . This explains why A is a dissipative operator on L p for p such that
. For more details, see [22] .
The previous inequalities show also that
which gives (4). (p 0 , p 0 ) . Here p 0 = ∞ if N ≤ 2 and p 0 = (
Proof: By the previous proposition and (35) we can apply the results of the previous section (Theorems 2.4, 2.6, Proposition 2.9 and Corollary 2.8). The missing thing at this stage is property ii) of Proposition 2.1 for A. Since the heat kernel of −∆ satisfies the Gaussian bound (3), it is easily seen that
, for all 0 < s ≤ t. Thus, estimate i) of Proposition 2.1 holds for −∆ and this implies ii) for −∆. As explained before, the Riesz transform of A is bounded on L 2 , hence
2 . This implies that property ii) of Proposition 2.1 holds for A.
In this subsection, we combine the L 2 − L p off-diagonal estimates of the semigroup with the L 2 −L 2 off-diagonal estimates of Proposition 3.2 to obtain the following result. Now, we check (37). By (36), we have
By Proposition 3.2
Therefore, (37) holds by applying the Riesz-Thorin interpolation theorem. The latter arguments work also for (38).
Boundedness of Riesz transforms
Having the main tools for the Schrödinger operator [8] . The formulation here is taken from [2] . Theorem 3.7. Let p ∈ [1, 2) . Suppose that T is sublinear operator of strong type (2, 2) , and let (A r ) r>0 be a family of linear operators acting on L 2 . Assume that for j ≥ 2 and every ball B = B(x, r),
and for j ≥ 1
for all f supported in B. If Σ := g(j)2 N j < ∞, then T is of weak type (p, p), with a bound depending only on the strong type (2, 2) bound of T , p, and Σ.
is treated in a similar way). We prove assumptions (43) and (44) We prove (44) by using the estimate of Theorem 3.4. For f supported in a ball B = B(x, r),
From this it is clear that (44) holds with g(j) = Ce −c4 j . It remains to check the assumption (43). Fix f ∈ L 2 supported in a ball B. We know that
By Theorem 3.5
We observe that (see [2] p. 27)
Using this we have
On the other hand, the obvious bound λ α e −λ ≤ C for any positive α gives (here we choose α = m large enough)
We obtain from these estimates
This shows (43) and proves the theorem.
Remarks: 1) As explained in [1] in the Euclidean case, the value p 0 is optimal in the sense that the Riesz transform ∇A −1/2 is bounded on L p for p ∈ (p 0 , 2] and could be unbounded on L p for p < p 0 . The reason is that this value is also optimal for the existence of the semigroup e −tA on L p for p ∈ (p 0 , p 0 ). 2) Suppose that N > 2 and V − satisfies (29) . Suppose in addition that
, that is, for any ε > 0 there exists a compact set K ⊂ M and δ > 0 such that sup
where G(x, y) is the Green function, K c := M K, and for all measurable sets B ⊂ K with µ(B) < δ,
Suppose also that L 2 -Poincaré inequalities hold. Then using the results in [29] , it follows that the heat kernel of A has a Gaussian upper bound. Therefore, Theorem 5 in [27] shows that ∇A −1/2 and |V | 1/2 A −1/2 are of weak type (1, 1) and they are bounded on L p for all p ∈ (1, 2].
Boundedness of
Let us first recall again the notation p 0 = (
if N > 2 and p 0 = ∞ otherwise. Proposition 3.8. Let M be a complete Riemannian manifold for which (2) and (3) (29) . Assume that, for some r 1 , r 2 > 2
Set r := inf(r 1 , r 2 ).
Proof: Let us write
By Hölder's inequality,
. Proposition 2.9 applied to A gives (note that γ p,q 1 =
for p 0 < p ≤ q < p 0 . We choose q 1 and q 2 close to p 0 and using (45), we deduce
Remarks. 1) If L 2 -Poincaré inequality holds and V − is such that the heat kernel of A has a Gaussian upper bound (see the remark at the end of the previous section). Then (46) holds for all p ≤ q ∈ (1, ∞). This means that there will be no restriction on q 1 and q 2 in the previous proof. With the same assumptions as in the previous proposition, we end up with V A −1 and
+ε for some ε > 0. Assume also that L 2 -Poincaré inequality holds. The conclusion is then V A −1 and (−∆)
). We know in this case (see [1] 
For related results with conditions that V + in a reverse Hölder class, see [28] , [3] and [6] . and V − satisfying (29) . Assume that, for some r 1 , r 2 > 2 
1 0 |V | 1/2 v(., √ s) 1 r 1 r 1 ds √ s < ∞ and ∞ 1 |V | 1/2 v(., √ s) 1 r 2 r 2 ds √ s < ∞. If N ≤ 2, then the operators (−∆) 1/2 A −1/2 and |V | 1/2 A −1/2 are bounded on L p for all p ∈ (1, r), where r = inf(r 1 , r 2 ). If N > 2, then (−∆) 1/2 A −1/2 and |V | 1/2 A −1/2 are bounded on L p for all p ∈ (p 0 , p 0 r p 0 +r ). In particular, if the Riesz transform ∇(−∆) −1/2 is bounded on L p for all p ∈ (2, δ), then ∇A −1/
, δ)).
Proof: The case p ∈ (p 0 , 2] was already studied in Theorem 3.6, so we consider only p > 2. We prove that I − (−∆) 1/2 A −1/2 is bounded on L p for all p as in the theorem. −1 . We begin with the first one. Since A 0 has a Gaussian upper bound (assumption (3)) we know that A 0 has a holomorphic functional calculus on L p for all p ∈ (1, ∞) (see for example [16] ). Therefore we have for all t > 0 and all p ∈ (1, ∞) 
In order to estimate the norm of the second operator, (I + tA 0 ) −1/2 |V | 1/2 , we argue by duality. We write |||V | ). Again, in this case p 0 = ∞, then the latter interval is (1, N ) . For non-negative potentials V that are in a reverse Hölder class, related results are proved in [28] , [3] and [6] .
