Several other books now include chapters on the theory of graphs and on coloring problems. The leading texts fully given to the subject are the books by C. Berge [1] , F. Harary [2] , B. Roy [1] , and by W. T. Tutte [11] . No library is complete without them. One may also refer to Busacker and Saaty [1] , Franklin [3] , and Liu [1] .
CHAPTER II: VARIATIONS ON THE THEME
Duality and coloring. Given a map M there is another graph D(M) which we can derive from it. Replace each region by a vertex, or capital, and join two capitals by as many parallel edges as there are edges common to the boundaries of both corresponding regions. Thus an edge which lies on the boundary of only one region in M produces a loop in D(M).

DEFINITION: The graph described above is called the dual graph D(M) of the map M.
Note that the dual graph is the underlying graph of a (dual) map.
DEFINITION: A k-coloring (or proper k-coloring) of a graph is an assignment of k colors to the vertices of the graph in such a way that no two adjacent vertices receive the same color. A graph is k-colorable if it has a k-coloring.
Thus, a map is k-colorable if and only if its dual graph D(M) is k-colorable.
PROPOSITION: Let M be any map. We may subdivide the edges of U(M)-i.e., introduce vertices of degree 2-to obtain a new map M' for which U(M') is simple. Hence, to 4-color M, it suffices to 4-color M'.
Thus, in coloring a map M we may always assume that U(M) is simple. Note, however, that by making U(M) simple we may force D(M) to be non-simple. For example, if U(M) consists of a loop, D(M) is a simple edge. Subdividing U(M) introduces parallel edges in D(M).
If G is a graph, we write S(G) for the simple graph obtained from G by deleting loops and replacing parallel edges by a single edge. Obviously, we have the following result:
LEMMA. G is k-colorable if and only if S(G) is k-colorable.
CONJECTURE C1: Every planar graph is 4-colorable.
REMARK: Some misunderstanding can result from not making the distinction between Conjectures CO and C1. Sometimes authors speak of graphs in both cases and refer to coloring regions or vertices as the case may be. Perhaps it is best when using Conjecture CO to refer to a map and when using Conjecture C1 to refer to a graph, the first suggesting a coloring of regions and the second a coloring of vertices. Thus, in the sequel when speaking of equivalent conjectures, whenever we speak of graphs, the equivalence is to Conjecture C1. The equivalence of Conjecture C1 and Conjecture CO follows from the definition of a dual graph. Characterization of planar graphs in terms of an abstract duality was established by H. Whitney [1] . In particular he showed that if M is planar, so is D(M).
As a consequence of the easier half of the theorem of Kuratowski [1] , proving that the complete graph on five vertices is nonplanar, one can conclude that there are no planar maps in which five countries are pairwise adjacent.
Heawood's proof that any planar map can be 5-colored is inductive and surprisingly simple, and it exemplifies the many ingenious approaches which have been taken in pursuit of the four-color problem. However, rather than prove the sufficiency of five colors, we prefer to use the method of Heawood's proof to show that a planar map containing a region with no more than four sides must be 4-colorable, provided that we first assume it is irreducible -i.e., minimally non-4-colorable. Thus, we shall see that every region in an irreducible map has 5 or more sides.
Note that in particular any map with at most 12 regions has some region with no more than four sides. To see this, suppose that the map has n vertices, m edges, and r regions. Then Euler's formula (satisfied by planar maps) gives (1) n-m + r = 2.
Assuming without loss of generality that M has no vertices of degree one or two, we always have 3n < 2m and if we assume that every region of a 4-colorable map is bounded by at least five edges, then 5r < 2m. Substitution in ( are alternately colored with c2 and c4 starting at v2 and ending at v4. Otherwise the two chains must cross (see diagram) at a vertex whose color would conflict in the two chains. Thus, the second chain of alternating colors may have the colors of its vertices reversed. In that case, v2 could be assigned the color c4, and the remaining color c2 would then be assigned to v. If the first chain starting at v1 does not terminate at V3, then the color of its vertices may be reversed, assigning C3 to v1, leaving c1 to be assigned to v. This completes the argument.
In every planar map there is at least one region bounded by five or fewer edges. Otherwise we have 3n < 2m, 6r < 2m, and substitution in Euler's formula gives 2m/3 -m + 2m/6 > 2, a contradiction.
A slight adaptation of the foregoing approach, again applied inductively to a vertex of the dual graph which has five or less neighbors, can be used to prove the following theorem (Heawood [1] ).
THEOREM. Any planar graph is 5-colorable.
Of course, the problem is to show that any planar graph is 4-colorable. (Fig. 4) . Heawood's counterexample [1] is directed at Kempe's chain coloring reversals. He is not concerned with whether one can by a judicious choice recolor some of the vertices. The above example with 25 vertices is known to be 4-colorable by existing theory.
Sketch of Heawood's Argument
Using the inductive argument on the number of vertices n, assume that every planar graph on (n -1) vertices is 4-colorable. Consider a graph on n vertices and remove a vertex v (which has five neighbors) and its connecting edges and 4-color the resulting graph on n -1 vertices. Suppose the coloring is as shown. Reinstate v and attempt to color the resulting graph.
There is a b-g chain from 2 to 4. There is also a b-y chain from 2 to 5. Reversal of colors on either chain will not free a color for v. This leaves r in two places. Now there is no r-g chain from 1 to 4. Therefore, one can reverse r to g in the r-g chain starting at 1. But the other r at 3 must also be turned to g or to yto obtain a spare color for v. This is not possible because 4 which has color g is adjacent to 3 which will become colored with g. On the other hand, if we reverse colors on the r-y chain starting at 3, the two vertices of the outer triangle which are connected by an edge would both be assigned r by the r-g and r-y reversals, starting at 1 and at 3 respectively, contradicting proper coloring. Thus, one cannot replace r by g at both 1 and 3 nor by g at 1 and by y at 3. Note that at 1, r cannot be turned to y because it is adjacent to a y at 5. lHeawood [1] wrote "Unfortunately, it is conceivable that though either transposition would remove an r both may not remove both r's." (lt is clear that reversal of colors on the y-r chain starting at 5 followed by a reversal on the r-g chain starting at 1 frees the color y for v, but this does not justify Kempe's argument.) See also Saaty [1] .
[January 2. Cubic Maps.
DEFINITION:
A graph is cubic (normal, regular, regular of degree three, trivalent) if all of its vertices are of degree 3. A map is cubic (normal, regular, trivalent) if U(M) is cubic.
A graph is bridgeless (or doubly edge-connected) if there is no edge whose removal disconnects the vertices (i.e., after any edge is removed, it is still possible to connect any two vertices by a chain). An edge e is called a bridge (or isthmus) if the set of vertices can be partitioned into two sets T and U such that e is the only edge with one end point in T and the other end point in U.
Obviously, a graph is bridgeless if and only if it has no bridges. A map M is bridgeless if U(M) is bridgeless.
REMARK: In a cubic graph, a loop is counted twice. A cubic graph with a loop must have a bridge.
In coloring maps, we can really assume that the maps are bridgeless as the following argument will show. 
CONJECTURE C2: Every bridgeless cubic planar map is 4-colorable.
As we indicated in Section 2 of Chapter 1, reduction of the four-color problem to cubic maps is due to Story. A proof of the equivalence of Conjectures C0 and C2 is given in Harary's book [2, p. 132]. To go from any map to a cubic map, each vertex is blown into a polygon with as many vertices as there are edges incident with the vertex. Out of each of these vertices of the polygon emanates one of the edges. Thus, each vertex is of degree three, and the resulting map is cubic. After coloring the cubic map, the added polygons are contracted back to the vertex to obtain a coloring for the original map. It is easy to check that this scheme actually works.
DEFINITION: A region is called odd (even) if it is bounded by an odd (even) number of edges. A circuit is called odd (even) if its length is odd (even
[January Conversely, suppose we are given a Tait The equivalence of this conjecture with Conjecture C4 is essentially due to Tait who preceded Petersen and is easy to establish. We give a sketch here. We assume that the edges have been 3-colored. We start at any vertex and follow a chain whose edges alternate with two colors. Such a chain must return to its starting point to form a simple circuit. The reason is that since the degree of each vertex is 3, and the three edges meeting at any vertex have all three colors, returning to an intermediate vertex would mean that the tour would have used the third color contrary [January to assumption. Because of connectedness, the tour must return to the starting vertex and hence it must have even length. If all the vertices are included in this tour, we have a Hamiltonian circuit of even length. Otherwise, the process is repeated on the remaining vertices to form another simple circuit (subtour) disjoint from the first and so on.
If, on the other hand, we have the disjoint subtours of even length, we color their edges alternately with two colors and assign the third color to edges not on any subtour. In this manner we can 3-color the edges.
DEFINITION:
Let G be a graph and G' a subgraph. We call G' a section graph of G if two vertices are adjacent in G' whenever they are adjacent in G.
Thus, a section graph of G is determined by its set of vertices. Let G be a graph which has been 4-colored (say red, blue, yellow, and green). There are special types of graphs which are known to be Hamiltonian; e. g., complete graphs with n ? 3 vertices. As another example, Tutte [3] has proved that a 4-connected planar graph with at least two edges has a Hamiltonian circuit.
Whitney [1] has shown that if M is a cubic map then D(M) has a Hamiltonian circuit.
That not every planar graph is Hamiltonian is illustrated in Fig In any event, Tutte's example has made the entire debate academic as a means of settling the four-color conjecture.
Flow ratio.
DEFINITION:
A graph is called directed or oriented if each edge is assigned a direction (indicated by an arrow) from one of its end vertices toward the other.
The flow ratio of a simple circuit is the ratio m1/m2, where m1 and m2 are the numbers of edges of the circuit directed clockwise and counterclockwise around the circuit with m1 M i2. If m1 < M2 then the roles of m1 and m2 are interchanged (the flow ratio may be + oo).
CONJECTURE C10:
The edges of a planar graph can be oriented in such a way that the flow ratio of each cycle is at most 3.
A proof of the equivalence of Conjectures C1 and C10 is due to Minty [1] . Actually Minty proves the equivalence of k-colorability to the fact that the flow ratio of each circuit does not exceed k -1. 
CONJECTURE
DEFINITION: A planar graph is said to have bipartite dichotomy if there is a disjoint decomposition of its vertices into two sets such that each set defines a bipartite graph.
We sometimes call a bridge a separating edge.
CONJECTURE C12:
The dual of a planar map without separating edges has a bipartite dichotomy. 
G is k-critical if x(G) = k (in which case, for every v, X(G -v) = k -1). A graph is edge-critical if similar relations hold on removing an edge.
It is known (Ore [1, p. 164]) that the removal of a complete subgraph cannot separate a critical graph. Dirac [3] has shown that if a graph G is k-critical with k > 3, then either G has a Hamiltonian circuit or the circumference of G is 2k -2. He has also proved that every k-chromatic graph contains a critical k-chromatic subgraph.
DEFINITION:
The chromatic index q(G) of a graph G is the smallest number of colors necessary to color its edges so that no two adjacent edges have the same color.
Thus q(G) = X[L(G)] when G is simple. We shall consider in this section the cases k = 2, 3, 4. When k = 4, note that two elements in GF(k) are equal if and only if their sum is zero. Thus, if we assign to every edge e in a bridgeless map which has been 4-colored, the sum of the colors of the two regions adjacent to e, this sum will never be zero. We may give this a matrix formulation as follows: List the edgese1, , em and regions r1, ..*, rn of a bridgeless map M. Let B be the matrix defined by putting Bij = I if ei is in the boundary of r and putting Bij = 0 otherwise. Thus, each row of B contains two unit elements. B is sometimes called the edge-region incidence matrix of M, or simply an incidence matrix.
DEFINITION: A p-graph is a graph with multiple edges between its vertices
Suppose M is 4-colored. Then define a column vector Z = (z1, zn), where zj is the color of the jth region, and each zj belongs to GF(4). The matrix product BZ is a column vector P = (p1, ..., p,,), and each p i is the sum of two distinct elements in GF (4) The discussion above shows that Conjecture C21 is equivalent to Conjecture C0 since the existence of the column vectorZ provides us with a 4-coloring of the map.
We can also form an edge-vertex incidence matrix for a graph G and make a conjecture as before. Obviously, this procedure is equivalent to the above by duality.
We may now restate Conjecture C19 using the Galois field GF(3). We can also define a region-vertex incidence matrix for a map M and then make the following conjecture:
9.2 CONJECTURE C22: Let B be the region-vertex incidence matrix of a map M. Then there is a column vector Z = (z1, ***, Zn) with each zj in GF(3) such that BZ is identically zero but no zj is equal to zero.
In an interesting generalization of these ideas, Tutte [6] has developed a framework for merging the two questions of 4-colorability and Tait 
We also write
Exij=2i where i = 1 or 0, expressing the fact that there must be two arcs on some subtour leading away from vertex i if 3i = 0 and none if 3i = 1. The problem now is to find 3i and xij which satisfy these three conditions. The three conditions constitute a bounded Transportation Problem, and so one may attempt to apply the techniques of integer programming to this formulation.
Arrangements. Consider the sum a1 + a2 + a3 + + a". If we add brackets to this sum as one usually does to evaluate a sum, one never adds the brackets in such a way that the numbers are added more than two at a time. The result is called an arranged sum. For example, a1 + a2 + a3 + a4 can be written as an arranged sum [January We can define a partial sum to be the sum within any pair of brackets; e.g., in (2) the partial sums are (a, + a2), (a, + a2 + a3), (a, + a2 + a3 + a4).
In (1) the partial sums are (a, + a2), (a3 + a4), (a1 + a2 + a3 + a4).
CONJECTURE C26: If a sum of n numbers is expressed in any two ways as an arranged sum, then one can choose integer values for the a i's in such a way that no partial sum of either arranged sum is divisible by 4.
For example: for (1) and (2) a1 = 1, a2 = 1, a3 = 1, a4 = 2. The equivalence of conjectures CO and C26 is due to H. Whitney [7] . Sequences.
DEFINITION: A cartesian sequence is a finite sequence c(O), c(l), -of four colors such that (i) c(r) # c(r + 1)
, r = 0,1,2, i.e., the same color never appears in two consecutive positions. 13. Chromatic polynomials.
DEFINITION: Let Pr(A) be the number of ways to color an r-country map in at most A colors. Then Pr(A) is called the chromatic polynomial of the map. It is clear that a chromatic polynomial may correspond to many maps with r countries and that a classification of r-country maps is essential in order to
give Pr(A) more precise meaning; i.e., the number of ways to color two r-country maps can be different. If a map has exactly 12 pentagons, then it is a dodecahedron and can be 4-colored. Thus an irreducible map must have at least 13 regions. This proves that the Birkhoff number is at least 13.
To improve on this lower bound for the Birkhoff number, one must obtain more reducible configurations. Even then, however, increasing the lower bound can be very difficult because of the many combinatorial possibilities to be considered at every step.
Before listing other reducible configurations, we shall need some jargon. Our results will be in terms of vertices and degrees but of course can be dualized for regions and number of faces. 
CONDITION:
There is at most one region of more than six sides and the map is irreducible (Winn [1] ).
The countries with more than four neighbors can be divided into two classes such that one class has at most one country and no two countries in the other class are neighbors (Dirac [8] ). We might also mention here that Ringel [2] has given an interesting six-color problem on the sphere in which he asks for a coloring of both regions and vertices using 6 colors so that no 2 adjacent vertices or regions are colored the same and so that no vertex receives the same color as the regions on whose boundaries it lies.
3. One, two, and three and more colorability. Clearly a graph is 1-colorable if and only if it consists of isolated vertices (i.e., it is totally disconnected).
THEOREM. A map is properly colorable with two colors if and only if every vertex is of even degree.
This follows from the fact that a graph is bipartite if and only if it has no circuits of odd length (Konig [1, p. 151] [1, p. 43]) . This is also a corollary of the Shannon-Vizing bound on the chromatic index. Griinbaum [1] has shown that every planar map with less than 4 triangles is 3-colorable. As a consequence of the theorem of Brooks, triangular maps (other than the tetrahedron) are 3-colorable. 4. The sufficiency of six colors. We already know that 5 colors suffice to color any planar map, but we shall give a short direct proof here that 6 colors suffice since the argument demonstrates, once again, the ubiquity of Euler's formula in these coloring problems and since it gives us a method for reducing the number of regions in a cubic map. Consider Euler's formula n -m + r = 2 and substitute n = 2m/3 (for a cubic map). This gives 6(r -2) = 2m. Since 6r > 6(r -2) = 2m we prove that 6 colors are sufficient to color any cubic map. This is clear when r < 6. If r > 6, then there must be (as we already know) at least one region bounded by 5 or less edges. Applying induction, we may assume that all maps are 6-colorable for r -1 regions. If we remove a less than six sided region of the map and extend the edges of its neighbors in such a way that each vertex is of degree three and the entire removed region is covered by its five neighbors as in the diagram below, we can 6-color the map and then reinstate the removed region, coloring it with the sixth color not appearing in any of its five'neighbors. (See Fig. 8.) FIG Note that if G' is 4-colored, we may need as many as 4 new colors to color G relative to the coloring of G'. Let us write X(G, G') for the maximum number of new colors needed in any relative coloring of (G, G'). We call this the relative chromatic number of (G, G').
We prove that the following conjecture is equivalent to the four color conjecture. If I may be so bold as to make a conjecture, I would guess that a map requiring five colors may be possible, but that the simplest such map has so many faces (maybe hundreds or thousands) that nobody, confronted with it, would have the patience to make all the necessary tests that would be required to exclude the possibility of coloring it with four colors. Many people believe, on the other hand, that the four-color theorem may be true; in fact, editors of journals often have the unhappy experience of receiving manuscripts in which it is "proved." Such manuscripts are either obviously incompetent or else so lengthy that the referee has a tedious job finding the flaw. The problem has been considered by so many able mathematicians that anyone who can prove that a particular map really needs five, will become world-famous overnight. There is still great and lively interest in the problem: Shimamoto of the Brookhaven National Laboratory Computer Center, is presenting a paper on a proof of the four-color problem. One of the steps in the proof depends on a complicated computer program which is still being worked on at this time.
CONJECTURE
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