Abstract-We present a video content analysis and metadata organizational system for research videos arising from biological microscopy of living cells. Automated procedures are described to determine the position, size, shape and orientation of cells in each video frame. From the temporal changes in the values of these simple metadata parameters, high-level descriptors are derived that describe the semantic content of the video. This content information (specific intrinsic metadata) is of high information value, since it describes the behavior of cells and the timing of events within the video, including changes in environmental conditions experienced by the cells. When such metadata are properly organized in a searchable database, a content-based video query and retrieval system may be developed to locate particular objects, events or behaviors. Moreover, the availability of such semantic contents in the formal and generic format we propose will allow the application of data mining techniques and the amassing of more elaborate knowledge, e.g., species classification depending on behavior, patterns in response to environment changes, etc. The suitability and functionality of the proposed metadata model is demonstrated by the automated analysis of five different types of biological experiments, recording epithelial wound healing, bacterial multiplication, the rotations of tethered bacteria, and the swimming of motile bacteria and of human sperm.
I. INTRODUCTION

M
OVING image data (videos, movies, animations and four-dimensional (4-D) confocal microscopy images, having the spatio-temporal dimensions of , (and, for 4-D confocal data, also ) and time, represent the most complex and demanding image type to be stored in scientific digital image databases [1] . This is both because digitized video files are typically two or three orders of magnitude larger than those for other forms of multi-dimensional image data such as three-dimensional (3-D; , , ) volume images [2] or multispectral satellite images [3] , and also because their subsequent viewing has a time-critical component. The scientific community has only recently started to address the problem of biological video management with the development of biological image databases [4] , [5] . Despite these advances, vast quantities of valuable information contained in such databases are lost due to time constraints and the lack of proper tools for automatic extraction of features and for semantic interpretation of their content (e.g., the recognition of spatio-temporal events involving interactions between specific content items in the video). There is thus a pressing need to develop automatic procedures for querying and recovering content-based information from this type of videos. From our perspective, it is essential to define a general formal framework to represent information about the locations of living objects within such videos, the movements of these objects, and the fundamental dependency relationships among them. Establishing a coding consensus for such biological video metadata will allow the development of new indexing, query by content and retrieval technologies.
The growth of the information culture has led to a revolution in audio-visual information systems, and it is clear that in the near future video work will be conducted entirely in the digital domain. The ability to perform efficient searches on digital moving image data requires new standards for storage, cataloguing and querying videos. MPEG-2 has been developed as a format and compression system for video broadcasting and distribution. Nowadays it is accepted as the worldwide standard for high-quality digital video compression and transmission that has been fully adopted by the video industry. In contrast, current visual information retrieval systems, based on textual information and fuzzy pattern matching, require significant improvement, as do the tools for automated feature extraction. To this end, the scientific and industrial communities are currently dedicating significant effort to the development of new standards for cataloguing and querying multimedia content [6] - [12] . Two major initiatives are involved in this effort: the Society of Motion Picture and Television Engineers (SMPTE http://www.smpte.org), and the Motion Picture Experts Group (MPEG; http://www.cselt.it/mpeg).
The MPEG-7 standard (formally known as the Multimedia Content Description Interface), that focuses on the description of multimedia content will provide core technology to allow the description of audiovisual data content in multimedia environments, standardizing descriptors, descriptor schemes, coding schemes, a description definition language, and system tools. Descriptors are representations of features that define the syntax and the semantics of each feature representation. At present, the elements for the description of the higher conceptual aspects of video content are still under development and validation.
The SMPTE group have adopted a rather different approach, and definitive standards have yet to be published [35] . For example, the draft SMPTE Metadata Dictionary is encoded using a compact binary key, length, value (KLV) notation, but lacks an accompanying metadata model. Strenuous efforts are presently being made to ensure bidirectional interoperability between these two systems.
As a contribution toward the development of "high level" semantic descriptors for scientific video content, we have undertaken an interdisciplinary analysis of a specific collection of scientific video recordings, that represent a particular field of biological experimentation involving studies of the behaviors and interactions of living cells by light microscopy. Using this video collection we have identified the major types of biological video metadata, and propose methods for capturing and a model for organizing them.
The subject matter of the time-lapse and real-time video recordings chosen for this analysis include 1) the closure of in vitro wounds in epithelial cell monolayers under a variety of experimental conditions such as exposure to drugs; 2) the in vitro proliferation of E. coli bacterial cells; 3) the rotational movements of flagellate Rhodobacter sphaeroides bacteria tethered to glass coverslips using an anti-flagellin antibody, that change the direction and velocity of their flagellar rotations either spontaneously or in response to environmental stimuli; 4) the movements of free-swimming Rhodobacter sphaeroides bacteria in response to such flagellar rotations; and finally 5) the motility of human sperm, used to evaluate their potential ability to fertilize human eggs.
What have these experiments in common, and what factors are inherently specific for each one? How we can express the content of such videos in a compact, formal and generic manner? Is it possible to define a set of high-level descriptors for characters (cells), events, interactions and relationships of biological relevance?
In this work we draw answers to these challenging questions. Detailed analyses of those videos have allowed us to identify common and specific attributes for the characters (i.e., the cells) participating in the videos. The high-level descriptors we propose to describe conceptual aspects of the video content are derived from four simple character metadata: position, size, shape and orientation angle. The behaviors of the cellular characters are defined in terms of changes in these values and their evolution along the time axis.
Based on these parameters, we have defined a generic and extensible data model that provides a coherent description of the multimedia content of such videos. These metadata are then properly organized in a searchable database that supports subsequent queries to locate particular characters, events or behaviors, that may be correlated with changes of environmental conditions occurring during the recordings.
The suitability and functionality of the proposed metadata model is demonstrated by means of the automatic analysis of the different experiments. This analysis has involved 1) the identification of the discrete objects in each image sequence, and the tracking of the movement of these objects in space and time, using image and video processing techniques, 2) the application of new image understanding and event analysis procedures that permit the automatic detection of specific behaviors and interactions, 3) the development of an automatic event annotation procedure used to populate a suitably organized video metadata database, and finally 4) the accessing and querying of resulting video metadata database. Preliminary reports of this work have been presented at recent international conferences [13] - [15] .
II. SYSTEM AND METHODS
The proposed strategy for video analysis and content-based querying can be formulated in the following steps (see Fig. 1 ):
Image processing and object detection: Initially, image processing is required to identify the discrete objects (cells, "characters") in each image sequence, and to track the movement of these objects along the space/time axis. To this end, various visual feature extraction algorithms have been combined and improved, in the light of detailed biological knowledge of the systems.
Image understanding and metadata annotation: Using the data from the trajectories of the individual objects, we address a particular issue of image understanding, namely the automatic detection of events. After event detection, an automatic event annotation procedure is used to populate the video metadata database in accordance with the organizational structure of the entity-relationship model described as follows.
Query formulation and information retrieval: The spatio-temporal attributes of the objects and events detected or defined in the previous steps are subsequently used for the video query and retrieval system. The result of a successful query is the identification of a particular video sequence or a set of video clips from among those stored in the database.
A. Metadata Definition
We have defined and distinguished three classes of metadata relating to images and video recordings [16] :
Ancillary metadata are simple text-based details about an image or video, concerning, for example, the filename, title, format, subject and author, and technical details of the image or video preparation, but which do not relate specifically and directly to the visual content of the image or video frames. In the MPEG-7 terminology, these elements, listed in [10] , describe the content from the Creation & Production, Media, and Usage viewpoints. In most cases, these ancillary metadata are generated by the author of the image or video, and cannot be extracted from the image content.
Generic intrinsic metadata relate to attributes of images and video frames such as color, size, shape, texture and (in the case of video) motion. These are reducible to numerical image primitives than, once extracted, may be employed to describe the content from the MPEG-7 Structural Aspects viewpoint [10] or to locate images using the simple query by example paradigm "Find me any image or video frame that looks like this one." Such metadata may also be used to produce a storyboard for a video (transitions, scene segmentation, etc.), or to create the foundation for a frame-accurate index that provides nonlinear Fig. 1 . System Overview. Initial image processing and image understanding procedures supported by biological knowledge allows the automated identification of objects and events (changes in the behavioral states of individuals and/or groups; interactions between content items), which may be supplemented by manual annotation, generating specific intrinsic metadata that are organized using a flexible and extensible data model and stored in a relational database. Subsequent queries result in the retrieval of video clips matching the search criteria.
access to the video [17] . The use of such generic intrinsic metadata for searching image and video libraries has in recent years become the subject of intense research, with a large and expanding bibliography (see, for example, [32] , [33] ), and proprietary software for this purpose is now available from a number of companies (e.g., [34] ).
Specific intrinsic metadata, resulting from intelligent manual or automated analysis of the images or video frames, describe the spatial positions of specific objects within images, and the spatio-temporal locations of objects and events within videos. These metadata correspond with the MPEG-7 Conceptual Aspects viewpoint of the audiovisual content.
Of the three metadata types, we have focused our work on this latter one, which is the most rewarding in terms of information content, since it relates directly to the spatio-temporal features within a video that are of most immediate importance to our human understanding of video content, namely "Where, when and why is what happening to whom?" Subsequent query by content on this kind of metadata extends the query domain from the conventional one of textual keyword or image matching techniques to include direct interrogation of the spatio-temporal attributes of the objects of real interest within the video, and of their associated event information.
B. Metadata Model
The core of the proposed metadata organization is the definition of three main types of entities: Media Entities, Content Items and Events [16] . The specific intrinsic metadata describing the video content according to this schema are stored using the data model presented in Fig. 2 . It is worth while to highlight that for interoperability, the proposed metadata model could be easily ported to SMPTE or MPEG-7 formats by using the appropriate SMPTE metadata dictionary definitions, encoded using the key-length-value (KLV) code [18] , and, when available, the W3C XML schema used to encode MPEG-7 descriptors.
1) Media Entities:
Cell biological videos may be primary recordings of experimental observations, consisting simply of a single shot recorded as a continuous video sequence by a single camera with a fixed field of view, or they may be more complex, consisting of different shots and scenes edited together for a particular educational or research purpose. Definition of the media entities video, scene, shot, and frame is essential for the subsequent definition of the content items and events contained within them.
As in conventional video analysis, we divide videos into scenes, each of which relates to a different aspect of the total video, and subdivide scenes into shots, each of which is a single contiguous series of video frames derived from one camera take. While some of their parameters, for example the time-lapse ratio (i.e., the ratio between frame recording rate and frame playback rate), are strictly ancillary metadata that cannot be derived from analysis of the video itself, they are included here for convenience. Other important ancillary metadata items relating to the media entities (e.g., video format, Digital Object Identifier [19] , [20] ; www.doi.org, and INDECS rights metadata [21] , [22] ; www.indecs.org are not relevant to our present analyses, and are intentionally omitted from the following description.
2) Content Items: Content items include animate characters (e.g., cells) and inanimate objects (e.g., micropipettes) appearing in the video frames that share many properties in common. They are recorded in separate content item tables for convenience, and may each be organized into groups and classes. For example, individual bacterial cells may be divided into two groups, "tethered" and "free," both members of the class "Rhodobacter sphaeroides bacteria." For simplicity in the subsequent text of this paper, only characters are discussed, but the metadata organization for objects is identical.
3) Events: An event is an instantaneous or temporally-extended action or "happening" that may involve a single character or object (e.g., a cell contracting), an interaction between two or more characters (e.g., a cytotoxic cell killing a target cell), or all the characters (e.g., perfusion of the observation chamber by a drug). It is helpful to group events into event categories to aid subsequent searching.
C. Metadata Generation 1) Measurement of Primary Spatio-Temporal Parameters:
The primary specific intrinsic metadata relating to individual content items are, in our analyses, generated using traditional, enhanced or, in several cases, specific image processing techniques used to segment individual frames, from which the sequential spatial positions of the moving content items may be determined from frame to frame. For each content item that is correctly identified, the following primary spatial parameters are recorded for each video frame: position, size, shape and orientation. These values may then be used to describe the complex behavior of the content items, as described at the end of this section. Because of the huge amount of content items (bacteria) in videos, the validation of the item identification has been performed automatically, based on the matching between the observed item features [16] . To preserve simplicity and clarity within this two-dimensional diagram, certain relationships (e.g., between groups and frames) have not been represented. In addition, the starts and ends of videos and scenes have not been shown explicitly, and the derived parameters of groups, classes and event categories are shown associated with each of these items, rather than with their relationships to media entities, as should strictly be the case. The notations on the lines joining the items show their entity relationships (e.g., (1)-(1,N) means "one to one or one to many'). and the statistically expected ones (appropriate size and shape, continuity in space position, etc.).
2) Calculation of Derived Parameters: Given the positions, sizes, shapes and orientations of all the content items in every frame (the primary spatio-temporal specific intrinsic metadata), derived specific intrinsic metadata may be determined, for example, the rate of growth of a particular cell, or the handedness of its rotation.
For motile cells, tracking procedures are applied to the primary spatio-temporal metadata in order to obtain the trajectory characteristics (motion history) of each content item, which includes the start and end frames of a particular track, and the instantaneous velocity from frame to frame.
In addition to these instantaneous parameters, one can also compute average parameters over longer time periods, for example the average translational or rotational velocity, direction of movement or growth rate of a single cell, or the proportion of time spent in a particular state (e. g. stationary or swimming), either for the entire duration of the recording of a single identified character, or over a defined period (e.g., the last 50 frames). From these data one can also determine the variances of these parameters.
Furthermore, from the parameters relating to individual characters or objects, derived specific intrinsic metadata describing the population behavior of an entire group or class of content items may also be obtained. Here it is necessary to define what we understand to be the appropriate metadata in the context of a population. In most cases, they will be the average values from all the component members of a group or class (mean size, average speed, etc.), together with the variance of the parameter and a record of the number of individuals comprising the group. However, in others cases alternative descriptors are appropriate. For example, in studying bacterial growth, the group size (i.e., the number of cells forming the entire colony) is the metric of primary importance (see Section III-B). Similarly, we may wish to record the group position, defined as the centre of gravity of the area occupied by the population, and the degree of dispersion or clustering within the population. We may also wish to compute some probabilistic information, such as the probability of occurrence of a given event within the population.
These derived parameters, examples of which are given in Fig. 3 , may be predefined and recorded in the metadata database, or may be computed on the fly from the primary metadata as and when they are required. We have adopted the strategy of storing the four primary spatio-temporal parameters (low-level descriptors) described above, for each object in every frame together with their corresponding derived parameters. In this way we expect to obtain all the advantages of maintaining low-level information (new derived parameters can be computed when necessary), and fast access and processing based on high-level information.
It is worth emphasising that while the primary spatial parameters are generic for all type of videos, and closely following the proposed MPEG-7 and SMPTE descriptors, descriptors Tables   Event Tables  Content Items  Identity Tables   Media Entity  Identity Tables   shot_ID  scene_ID  shot_description Fig. 3 . Relational tables for storage of the specific intrinsic metadata (rotating bacteria case). Content item identity tables, events tables, spatio-temporal position tables and media entity identity tables are shown from left to right, using the same general layout and color scheme as in the metadata entity-relationship model (Fig. 2) . Metadata parameters common to all videos are shown in normal font. For illustrative purposes, derived metadata parameters relevant to the analysis of videos of rotating bacteria (detailed in Section III-D) are shown within the tables in italics. For simplicity, the content item identity table for objects (as opposed to characters), and the spatio-temporal position table for Class_in_Frame, are not shown. These can be inserted as and when required, and follow exactly the hierarchical format of the tables shown. Most ancillary metadata (e.g., author, video format, color depth/dynamic range, and time lapse ratio) are also not shown.
within these standards are still not available for many of these higher-level derived behavioral parameters based upon them (derived specific intrinsic metadata).
3) Identification of Activity States and Events: Next, we address the most application dependent activity of the analysis, namely that concerned with identifying the activity states of each character, and the events in which it is involved. For this, specific biological knowledge is required to define the activity states and events of biological relevance in each particular experiment. In some cases, it will be important to record the movements of the object, for example changes in velocity in response to a change in an environmental variable such as temperature, turns in otherwise linear trajectories, or transitions between swimming and stationary, or between clockwise and counter-clockwise rotation. In other analyses, it will be important to determine the timing of significant life events such as cell division or cell death.
The derived specific intrinsic metadata required for different types of video analyses will vary. However, the metadata model permits specific intrinsic metadata relating to novel video items to be added easily, so that the same database system can be used for the analysis of a wide range of different types of videos [13] - [15] . The spatio-temporal parameters of the characters, objects and events thus determined, properly organized in a searchable database (see Fig. 3 ), allow subsequent queries to locate particular characters or events.
At present, situations that involve more than one cell type, such as the infection of a host cell by a parasite, or the induction of apoptotic cell death in a target cell by a cytotoxic effector cell [23] , are too complex for fully automated video analysis. For such situations, we have developed a prototype alternative system named VANQUIS (video analysis and query interface system) which permits content analysis to be conducted in a semi-automated manner, using the superior pattern recognition skills of the human eye-brain system to permit the user to make the decisions, while employing the computer to speed the tasks of metadata annotation, database entry and subsequent query by content [24] .
III. ANALYSES AND RESULTS
The application domain chosen for our demonstration of video analysis for subsequent query by content, using the specific intrinsic metadata described in the previous section, involves the analysis of scientific videos of cell biological specimens. Five types of biological videos have been used as the model subjects for this initial work, all derived from recordings of living cells observed using the light microscope.
A. Wound Healing Videos
The wound healing videos analyzed were made using timelapse video microscopy with phase contrast optics to record the closure of in vitro wounds made in freshly confluent monolayers of cultured epithelial cells under a variety of experimental conditions, for example the transient perfusion exposure of the cells with drugs that effect cytoskeletal polymerization [25] - [27] . For this type of video, questions of interest relate to the rates of wound healing, as measured by reduction of the cell free area, as healing proceeds under different drug regimes, in contrast, for example, to the rate of growth of the same type of cells at the free margins of unwounded colonies.
The automatic feature extraction procedure for this type of videos is designed to measure the rate of wound healing by the progressive loss of open wound area (see Fig. 4 ). To this end, we have used computer image processing techniques to distinguish the uniform character of the cell-free open wound in each frame from those regions of cellular monolayer on either side, where the image texture is quite different, being characterized by high frequency modulations of the image intensity.
Segmentation of the uniform wound region from the rest of the image is undertaken by using a differential operator that calculates the changes in the first spatial derivative of the image [28] . Further histogram equalization and image thresholding allows us to exclude high contrast zones. The resultant threshold closely follows the faint margins of the ruffling wound edge cells.
Once the image processing has been completed, an internal bounding box is used to compute, for each video frame, the wound area per unit length of wound, and the edge lengths. This internal bounding box, which is used as a safeguard to exclude end effects, is defined as a rectangle oriented parallel with the axis of the linear wound (computed by principal components), which lies fully within the video frame, and which is wider than the maximum wound width. The size and position of this bounding box (see Fig. 4 ) is kept constant for all the frames of the video that are to be analyzed.
The wound area within the bounding box is then treated as a single object of interest in the identity table, and no metadata are recorded concerning the positions and shapes of the individual cells. The change of this wound area per unit length of wound per minute permits the rate of wound closure, and hence the effectiveness of the healing process, to be calculated [14] , [15] . Significant changes in the healing rate may be related to changes in the culture environment of the cells.
B. Bacteria Proliferation Videos
The second analysis is closely similar to the first one, in that both measure the loss of cell-free area in successive video frames. Here, the in vitro proliferation of E. coli bacterial cells is recorded by time-lapse video microscopy using Nomarski optics (Fig. 5) . Given favorable culture conditions, bacteria grow rapidly and undergo mitotic cell division approximately every half hour, each division resulting in the generation of two daughter cells from the original cell. When analysing this type of video, the objective is to determine the rates of cell proliferation at different stages in the culture.
The automatic feature extraction procedures used in this case are very similar to those used to measure wound healing in the first example, clearly demonstrating the reusability of image processing software designed to this end. Visual inspection of the frames to be processed suggested the use of a texture based algorithm to solve the problem of image segmentation, since the background lacks the high spatial frequency information present in the region occupies by the growing cells. Use of first derivative information and a region growing procedure used to close small gaps in the cell region, allows the identification and grouping of nonuniform regions into a single area occupied by the cell colony. The outer perimeter of the colony defines an area that is then used as a measure that approximates the number of cells in the colony at each moment. Occasionally, uniform cell-free regions are enclosed within the colony perimeter, leading to abrupt and artifactual increases in the estimated cell number. In these cases, a more precise method based on edge detection of the individual cells is applied. This method both identifies the edges of the population and eliminates any uniform internal regions.
Metadata from analyses of the wound healing and bacterial proliferation videos: Using the specific intrinsic metadata for the cell-free areas derived from frame by frame analyses (Figs. 4  and 5 ), the instantaneous rates of wound healing and of bacterial culture growth can easily be computed (Fig. 6) , and from these the mean rates of wound healing or colony growth can be determined over any desired time period, or in response to drug treatment.
In the wound healing study, for example, this is achieved by looking at the appropriate register in the spatio-temporal position table, where the open wound area is recorded for each frame in the video, with its associated derived metadata, e.g., the instantaneous wound healing rate. These parameters are dynamic features of the content character wound. So they must be stored in our metadata database in the spatio-temporal table CHARACTER_IN_FRAME represented in Fig. 3 , that records the dynamic semantic state of every character throughout the video. Changes in this rate in response to drug administration may be determined by searching the database for differences in the healing rate before and after the event of drug administration, the timing of which is recorded in the events table.
C. Bacterial Motility Videos
This set of analyses are of videos recording in real time (a) the movements of free-swimming Rhodobacter sphaeroides bacteria as their flagellar rotations change velocity or direction, and (b) the rotations of another population of the same species of bacteria that have been tethered to the glass coverslip of the microscope observation chamber using an anti-flagellin antibody, both made in the laboratory of Professor Judy Armitage of the University of Oxford [29] . For these types of video, questions of interest relate to the determination of individual and population statistics concerning run lengths and velocities, and the frequencies, durations and patterns of tumbles of free-swimming bacteria, and concerning the rotational directions and speeds of tethered bacteria, and the frequencies and patterns of their stops and reversals, correlated with changes of environmental conditions.
The bacterial motility videos contain large numbers of "characters" (the bacteria) whose movements are independent from one another, presenting a high level of complexity for the analysis and metadata extraction. The commercial system presently in use by the creators of the videos for the analysis of bacterial motility [30] has severe limitations in the number of bacteria that can be simultaneously tracked, and in the extent of the data that can be analyzed and stored, both problems related to the fact that it is designed to work with limited hardware resources in real time direct from an analogue video camera or a videotape.
In a first stage of our own offline analyses of these videos [13] , [15] , an initial segmentation of the frame images is undertaken with due regard for the variations in background illumination between frames, using a dynamic thresholding procedure [31] . Subsequently, the sizes and shapes of the individual bacteria are determined using a growing region algorithm, where bacterial "objects" are built from an initial seed point inside each bacterium. The orientation of the main axes of the elongated cells is determined by principal component analysis. For each cell, we can thus record its initial position, size, shape and orientation in space [ Fig. 7(a) ].
For the videos of the free-swimming bacteria, the next step is to track the movements of the cells [ Fig. 7(b) ]. The tracking problem can be defined as one of recognising the same object in consecutive frames of the video. The initial algorithm used to solve this problem is simple, and relies on the fact that any bacterium is likely to show a similar size, shape, and orientation in adjacent frames of the video, and that its position in any frame is likely to be close to that in the preceding frame. Application of this algorithm results in the determination of bacterial trajectories from which parameters such as speed, direction and curvature may be calculated.
However, since the individual bacteria are swimming unrestricted in three dimensions in the space between the microscope slide and the overlying coverslip, they may stray from the narrow focal plane of the microscope objective lens and become temporarily lost from view. This causes them to be missed by the initial segmentation and cell recognition algorithms, causing fragmentation of their trajectories. Since for the scientific analysis of bacterial movement it is important to have (a) Plots of the data obtained by fully automated analysis of changes in wound area with time for three separate wound healing experiments in which drug treatment was not applied. The data is shown after filtering to remove noise caused by periodic dark frames in the original video (see [14] for explanation), superimposed on the results obtained in 1994 by manual analysis of the original analogue video recordings [25] . (b) The growth curve of a culture of E. coli cells obtained by fully automated analysis, showing an initial lag phase while the colony proliferates slowly from one to 500 cells, followed by a period of exponential growth from 500 cells to 17 000 cells (the so-called log phase, which gives a linear plot when the logarithm of the cell number is plotted against time), and ending in a gradual reduction in growth rate during the colony's multiplication from 17 000 to 25 000 cells, as more and more bacteria compete for dwindling nutrient resources. trajectories that are as long as possible, there is a need to link partial or broken trajectories into longer continuous ones. This is achieved by a postprocessing algorithm that checks, for every partial trajectory that ends, whether there is another partial trajectory which is spatially adjacent, which starts within an appropriate time interval after the ending of the first trajectory (a few frames later), and which matches the first one in features such as speed and direction, and the shape and size of the bacterium. If these conditions are fulfilled, the "two" bacteria originally identified are recognized to be the same cell, and the two trajectories are linked to form a longer one [see Fig. 7(c) ]
For the free swimming bacteria, the important high-level events to detect are the transitions between their three principle behavioral states [ Fig. 8(a) ] namely the forward swimming state when all the bacterial flagella are rotating counter-clockwise which is characterized by a smooth continuous curvilinear movement, the tumbling state, in which the clockwise rotation of the flagella cause the bacterium to gyrate randomly; and the stationary state. This last state is the easiest to define, and is used to categorise all bacteria with translational velocities less than a very low threshold value. To distinguish the forward swimming state from the tumbling state, we use a sliding time window of frames length (typically 8-10 frames), over which we compute the ratio between the total distance travelled (i.e., the sum of all the interframe distances) and the overall displacement (i.e., the linear distance between the initial and final positions). Values near to one characterize forward swimming, while higher values represent the tumbling state.
For each identified bacterium, the system determines and stores the specific intrinsic metadata relating to the cell's spatio-temporal trajectory. From these primary metadata one can calculate derived parameters such as the instantaneous velocity, the duration, initial direction and curvature of the individual forward swimming trajectories, and the frequency, duration and patterns of tumbles and stops. Fig. 8(b) shows a typical example of bacterial tracking where five tumbles have been detected, interrupting forward swimming and causing random changes in direction. The motility parameters can be correlated with details about the environmental conditions pertaining at the time. In addition, summary statistical metadata may be produced describing the average motility of the whole bacterial population in the video.
For the rotating tethered bacteria, the task of identifying the same cell in successive video frames is obviously more straightforward, and the salient features to record from such videos are the instantaneous speed, handedness and duration of each rotation, accelerations and decelerations, the frequency of reversals, and the duration of stops. These metadata are then stored in the appropriate identity, spatio-temporal position and events tables, as detailed in Fig. 3 . Results from such analyses are not shown here, but are presented in [13, Fig. 5] .
Examples of queries that can be made using the specific intrinsic metadata derived from videos of the free swimming bacteria are: "Identify all the video clips containing any bacteria swimming at mean individual velocities of at least per second, and "Find me the video sequences in which, after the administration of drug A, the average tumble frequency decreases by more than 30%." For the first query, a simple inspection of the appropriate spatio-temporal position table permits identification of the video frames containing bacteria with individual velocities, averaged over the preceding 25 frames (1 s), above m per second. The second question requires a calculation of the average tumble frequency of the population of bacteria before and after the event of administration of drug A, determined from the times of the starts of all bacterial tumbles and of drug administration recorded in the events table.
D. Human Sperm Motility Videos
Real time recordings of human sperm motility are widely used to assess the potential ability of human semen to fertilize a human egg, there being a good correlation between sperm movement characteristics and fertilization success. Several characteristics are involved in studies of this type, including the sperm "count" (i.e., the total cell density, typically required to be greater than 20 million per ml for fertility) and the "motile density" (i.e., the density of motile sperm, typically required to be greater than 8 million motile cells per ml). The motile density is perhaps the most important parameter, as it reflects the number of sperm capable of progressing through the female reproductive tract from the site of deposition near the cervix to the site of fertilization in the Fallopian tube.
For this type of video recording, questions of interest relate to changes in mean swimming velocity of the sperm, and the proportion of motile sperm, determined at hourly intervals over a period of up to 24 hours from receipt of the specimen. It is well known that sperm motility is temperature dependent, so the handling and processing of specimens is critical, requiring that specimens be evaluated only in tightly controlled laboratory conditions.
The automatic feature extraction procedures used in this case are very similar to those used to measure bacterial motility (Section III-C). Both types of video contain large number of characters that shown a variety of behaviors. For these videos, questions of interest relate to the determination of individual and population statistics concerning run lengths and velocities, and the frequencies, durations and patterns of circular and linear movements measured by the rotational directions and linear speeds of spermatozoids.
Here we present (due to length constraints) the analysis of a circular trajectory movement (see Fig. 9 ). After an initial segmentation of the frame images that allows the identification of individual spermatozoids (position, size, shape and orientation of the main axes), a tracking procedure is applied to determine the trajectories, as is explained in Section III-C.
IV. DISCUSSION
In this work, we have devised a general framework for the analysis and storage of metadata describing the content of cell biological research videos, and have employed a variety of algorithms for feature extraction from the digitalized videos. Based on the proposed metadata model, we have developed an automatic analysis and annotation system for this type of scientific video recording.
We have named this prototype analytical system VAMPORT (Video Automated Metadata Production by Object Recognition and Tracking). It permits the generation of information of high intrinsic value by intelligent analysis of the visual content of moving image data. In all cases, the results we have obtained have been validated by alternative conventional methods of analysis, and we have observed significant increases in both accuracy and efficiency when undertaking such analyses automatically rather than by hand.
For the studies of epithelial wound healing and bacterial growth, useful quantitative data have been obtained simply by determining the change in the cell-free area with time. For our analysis of the motility of individual cells, we have determined primary specific intrinsic metadata relating to four related spatial parameters: the position, size, shape and orientation of each identified cell in each video frame. These metadata descriptors closely follow the approved recommendations of the MPEG-7 standard for representing information about video content.
From these primary spatial metadata, and their variations along the time axis of the video, we have computed a variety of high-level features related to its semantic content described by a set of derived parameters. Furthermore, from detailed knowledge of their biology, we have been able to define the potential behavioral states of particular cells, permitting the automated identification of transition events between these states. All of these primary and derived specific intrinsic metadata parameters relating to individual cells can be combined or averaged to determine group characteristics.
The specific intrinsic metadata extracted in this way are stored and organized in a relational database, over which a content-based query and retrieval prototype has been built. Subsequent queries on these metadata may be used to obtain important factual and analytical information, and to retrieve selected video sequences matching the query criteria. As result of a successful query, the system returns to the user a list of video files, together with details of the relevant frame numbers, allowing video clips matching the query to be retrieved.
As an extension of this study, the specific intrinsic metadata stored in the database may be subjected to further analysis and mining algorithms to produce more elaborate knowledge, for example the discovery of common patterns in the motility behavior of two species of bacteria, or the classification of a single bacterial population into two classes (e.g., normal and nontumbling mutants). In the future, such data mining will be increasingly important in many areas of biomedical and pharmaceutical research, but can only be truly successful and widespread if the initial analyses and metadata encodings are all made to conform to recognized international standards, such as MPEG-7 and the SMPTE metadata dictionary, to ensure true interoperability between separate data sets and databases. Since, in the framework of MPEG-7 and SMPTE developments, high-level specific intrinsic metadata descriptors such as we have described are still under definition and validation, the data model and the descriptors that we propose here may be of value in refining the emerging definition of these important standards.
