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Abstract
In this paper we prove the existence of positive solutions of the following
singular quasilinear Schro¨dinger equations at critical growth
−∆u− λc(x)u− κα(∆(|u|2α))|u|2α−2u = |u|q−2u+ |u|2∗−2u, u ∈ D1,2(RN),
via variational methods, where λ ≥ 0, 0 < α < 1/2, 2 < q < 2∗. It is
interesting that we do not need to add a weight function to control |u|q−2u.
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1. Introduction and main results
In this paper, we consider the following quasilinear Schro¨dinger equation
introduced in [1, 2]
i∂tz = −∆z + w(x)z − l(|z|2)z − κ∆h(|z|2)h′(|z|2)z, x ∈ RN , (1.1)
where w(x) is a given potential, κ > 0 is a constant, N ≥ 3. h, l are real
functions of essentially pure power form.
Eq.(1.1) comes from mathematical physics and was used to model some
physical phenomena. If κ = 0, Eq.(1.1) is a semilinear problem which has
been extensively studied. If κ > 0, it is a quasilinear problem which has
many applications in physics. It is known that the case of h(s) = s was used
for the superfluid film equation in plasma physics by Kurihura in [3]. It also
appears in plasma physics and fluid mechanics [4], in the theory of Heisenberg
ferromagnetism and magnons [5, 6] in dissipative quantum mechanics [7] and
in condensed matter theory [8].
If we consider solutions of the form z(x, t) = exp(−iet)u(x), which are
called standing waves, we observe that this z(x, t) satisfies Eq.(1.1) if and
only if the function u(x) solves the equation
−∆u+ V (x)u− κα(∆(h(|u|2)))h′(|u|)2u = l(|u|2)u, x ∈ RN , (1.2)
where V (x) = w(x)− e is the new potential function.
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In recent years, the case h(s) = s has been extensively studied under dif-
ferent conditions on the potential V (x) ≥ 0 and the nonlinear perturbation
l(u), one can refer to [2, 10, 11, 12] and some references therein. The difficulty
of Eq.(1.2) lies in the unbounded operator. In order to overcome this diffi-
culty, Liu and Wang etc. in [2] defined a change of variable and change the
problem to a semilinear one. More precisely, they used the change of variable
v = f−1(u) with f defined by ODE: f ′(t) = (1 + 2f 2(t))−1/2, t ∈ (0,+∞)
and f(t) = −f(−t), t ∈ (−∞, 0). Then they proved the existence of positive
solutions in an corresponding Orlicz space. This method was widely used
in the studies of such kind of problems thereafter, for examples [10, 11, 12].
But in the latter literatures the working space is the usual Sobolev space
H1(RN).
It is also interesting to study Eq.(1.2) with the nonlinearity l(s) is at
critical growth. In [1], Liu and Wang pointed out that the number 2(2∗)
behaves like critical exponent for Eq.(1.2). In [13], Silva and Vieira proved
the existence of solutions of Eq.(1.2) with a general l(|u|2)u = K(x)u2(2∗)−1+
g(x, u).
To our knowledge, there are few literatures study more general problem
h(s) = sα with α > 1/2. We mention that in [1], the existence results are
obtained through a constrained minimization argument for l(u) at subcritical
growth. In [14], Moameni consider the problem for l(u) at critical growth
under radially symmetric conditions. But note that such assumptions enable
the study to avoid the difficulty of losing compactness caused by Sobolev
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imbedding. In [15], Li and Zhang studied the problem that h(s) = sα, l(s) =
s(q−2)/2 + s(2
∗−2)/2, where α > 1/2, 2(2α) ≤ q < 2∗(2α), 2∗ = 2N/(N − 2),
and proved the existence of positive solution. Here and in the following, we
always denote 2(2α) = 2× 2α, 2∗(2α) = 2∗ × 2α.
Compare to [15], in this paper, we are interested in the problem with
h(s) = sα, l(s) = s(q−2)/2 + s(2
∗−2)/2, where 0 < α < 1/2, 2 ≤ q < 2∗. It was
used to models the self-channeling of high-power ultrashort laser in matter
[16]. Moreover, we consider problems that V (x) < 0.
Denote
X := D1,2(RN) = {u ∈ L2∗(RN) : |∇u| ∈ L2(RN)}
equipped with the norm ‖u‖2X =
∫
RN
|∇u|2dx.
Let λc(x) := −V (x) > 0, λ ≥ 0. In this paper, we consider the following
equation
−∆u − λc(x)u− κα(∆(|u|2α))|u|2α−2u = |u|q−2u+ |u|2∗−2u, x ∈ RN .(1.3)
Note that when 0 < α < 1/2, the operator of second order is singular
in the equation, this cause one of the main difficulty of the study. Another
difficulty of the study is caused by the nonlinear term |u|q−2u in the equation
since D1,2(RN) does not imbed into Lq(RN).
Let f(t) = |u|q−2u+ |u|2∗−2u, 2 ≤ q < 2∗. We want to find weak solutions
to Eq.(1.3). By weak solution, we mean a function u in X satisfying that,
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for all ϕ ∈ C∞0 (RN), there holds
∫
RN
∇u∇ϕ− λ
∫
RN
c(x)uϕ+ κα
∫
RN
∇(|u|2α)∇(|u|2α−2uϕ) =
∫
RN
f(u)ϕ.(1.4)
According to the variational methods, the weak solutions of (1.3) corre-
sponds the critical points of the functional I : X → R defined by
I(u) =
1
2
∫
RN
(1 + 2κα2|u|2(2α−1))|∇u|2 − λ
2
∫
RN
c(x)u2 −
∫
RN
F (u), (1.5)
where F (t) =
∫ u
0
f(s)ds. For u ∈ X , I(u) is lower semicontinuous when
0 < α < 1/2, and not differentiable in all directions ϕ ∈ X . In order to
use the classical critical point theorem, we will use a change of variable to
reformulate functional I.
Let β(t) = (1 + 2κα2|t|2(2α−1))1/2, then β(t) is monotone and decreasing
in t ∈ (0,+∞). For t0 > 0 sufficiently small, we have
∫ t0
0
β(s)ds ≤ 2α√κ
∫ t0
0
s2α−1ds =
√
κt2α0 .
This make it possible for us to define an invertible, odd, C1 function h : R→
R by
v = h−1(u) =
∫ u
0
β(s)ds, (1.6)
where h−1 is the inverse function of h. For simplicity of notation we may
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assume that κα = 1.
Inserting u = h(v) into (1.5), we get another functional J defined on X
given by
J(v) = I(h(v)) =
1
2
∫
RN
|∇v|2 − λ
2
∫
RN
c(x)h(v)2 −
∫
RN
F (h(v)). (1.7)
In Sect.2 (see Proposition 2.10) we prove that J is well defined on X , and
is continuous in X . Moreover, it is also Gaˆteaux-differentiable, and for ψ ∈
C∞0 (R
N ),
〈J ′(v), ψ〉 =
∫
RN
∇v∇ψ − λ
∫
RN
c(x)h(v)h′(v)ψ −
∫
RN
f(h(v))h′(v)ψ. (1.8)
Since u = h(v), we have ∇u = h′(v)∇v. Moreover, from (1.6), we have
∇v = β(u)∇u. We get immediately that h′(v) = [β(u)]−1 = [β(h(v))]−1 and
∇u = [β(h(v))]−1∇v. Now assume that v ∈ X , v > 0 such that equality
〈J ′(v), ψ〉 = 0 holds. We choose ψ = β(h(v))ϕ, then ∇ψ = β(h(v))∇ϕ +
β ′(h(v))h′(v)ϕ∇v. Let u = h(v), then u ∈ X . Moreover, we have h′(v)ψ = ϕ
and
∇v∇ψ = β(h(v))∇v∇ϕ+ β ′(h(v))h′(v)ϕ|∇v|2
= ∇u∇ϕ+ β(u)β ′(u)ϕ|∇u|2.
6
Thus from (1.8), we obtain that
∫
RN
β2(u)∇u∇ϕ+
∫
RN
β(u)β ′(u)ϕ|∇u|2 − λ
∫
RN
c(x)uϕ−
∫
RN
f(u)ϕ = 0.
This implies that u such that (1.4) holds. In summary, in order to find a
weak solution to Eq.(1.3), it suffices to find a weak solution to the following
equaiton
−∆v − λc(x)h(v)h′(v) = f(h(v))h′(v), x ∈ RN . (1.9)
We denote
r˜ =


+∞, 0 < α ≤ 1
2∗
;
1 + 1
2∗α−1
, 1
2∗
< α < 1
2
.
We assume that
(c) the function c(x) ∈ C(RN ,R), c(x) > 0 and there exists r ∈ (N
2
, r˜) such
that c(x) ∈ Lr(RN ).
(f) assume that q ∈ (2, 2∗) and either
(i) 1
4
< α < 1
2
, q > 4
N−2
+ 4α or
(ii) 0 < α ≤ 1
4
, q > N+2
N−2
holds.
Let λ∗ = 2αS‖c‖−1r , where S is the best constant for the Sobolev imbed-
ding H1(RN) into L2
∗
(RN). The following theorem is the main result of this
paper.
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Theorem 1.1. Assume that (c) and (f) hold, then for λ ∈ [0, λ∗), problem
(1.3) has a positive weak solution u ∈ X. Moreover, if 0 < α ≤ 1/2∗, then
u ∈ H1(RN).
Remark 1.2. We have 2∗ − 1 < 4
N−2
+ 4α < 2∗ for 1
4
< α < 1/2 and
N+2
N−2
= 2∗ − 1.
Remark 1.3. Under the assumptions of Theorem 1.1, if ‖λc‖r < 2αS for
some r ∈ (N/2, r˜), then problem (1.3) has a positive solution in X.
Let
a0 =
1+(2α)2
1+2α
∈ (2α, 1), ∀α ∈ (0, 1/2)
a1 = max{a0, 2/2∗}, r˜1 = 2∗a1/(2∗a1 − 2).
Corollary 1.4. Assume (f) holds and
(c)′ the function c(x) ∈ C(RN ,R), c(x) > 0 and there exists r ∈ (N/2, r˜1)
such that c(x) ∈ Lr(RN),
then for λ ∈ [0, S‖c‖−1r ), problem (1.3) has a positive solution.
Remark 1.5. By Ho¨lder’s inequality and Sobolev’s inequality, we can prove
that λ∗ = S‖c‖−1r ≤ λ1, where λ1 is the first eigenvalue of the following
equation
−∆u = λc(x)u, x ∈ RN ,
that is,
λ1 = inf
u∈X\{0}
∫
RN
|∇u|2dx∫
RN
c(x)u2dx
.
It is worthy of pointing out that computing the value λ∗ is much easier than
obtaining λ1. Moreoer, the assumptions allow c(x) to belong to a wide class
of function space.
The proof of Theorem 1.1 is also applicable to problems at subcritical
growth.
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Let us consider the following equation
−∆u − λc(x)u− κα(∆(|u|2α))|u|2α−2u = |u|q−2u, x ∈ RN . (1.10)
Theorem 1.6. Assume that (c) holds, then for λ ∈ [0, λ∗), q0 < q < 2∗,
q0 = max{2, 2∗(2α)}, problem (1.10) has a positive weak solution u ∈ X.
Moreover, if 0 < α ≤ 1/2∗, then u ∈ H1(RN).
In Sect.2, we first study the properties of the function h; then we prove
that the functional J is well defined on X , continuous in X and Gaˆteaux-
differentiable in X , see Proposition 2.10. These are crucial steps since we
only have D1,2(RN) →֒ L2∗(RN). To this end, we establish several imbedding
results. In the end of the section, we show that J has the mountain pass ge-
ometry. In Sect.3, we prove that every Palais-Smale ((PS) in short) sequence
{vn} of J is bounded in X and analyze the properties of (PS) sequence. In
Sect.4, we employ the mountain pass theorem without Palais-Smale condi-
tion to prove the existence of positive solution to Eq.(1.9). This involving
the computation of a mountain pass level c ∈ (0, 1
N
SN/2).
In this paper, ‖ · ‖p denotes the norm of Lp(RN); C, C1, C2, · · · denote
positive constants.
2. Mountain pass geometry
In this section, we will give some properties of the transformation h and
establish the geometric hypotheses of the mountain pass geometry.
Lemma 2.1. The function h(t) has the following properties,
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(1) h(t) is odd, invertible, increasing and of class C1 for 0 < α < 1/2, of
class C2 for 0 < α ≤ 1/4;
(2) |h′(t)| ≤ 1 for all t ∈ R;
(3) |h(t)| ≤ |t| for all t ∈ R;
(4) h2α(t)/t→
√
2/κ as t→ 0+;
(5) 2αh(t) ≤ 2αh′(t)t ≤ h(t) for t > 0;
(6) h(t)/t→ 1 as t→ +∞;
(7) |h(t)| is convex;
(8) h′(t) ≤ (2κα2)−ϑ/2|h(t)|(1−2α)ϑ for all ϑ ∈ [0, 1].
Proof For part (1), h(t) is odd and invertible by definition. Since h′(t) =
[β(h(t))]−1 ∈ (0, 1), we have h(t) is increasing and of class C1 for 0 < α < 1/2.
By direct computation, we have
h′′(t) = 2κα2(1− 2α) |h(t)|
−4αh(t)
(2κα2 + |h(t)|2(1−2α))2 ,
so we have h(t) is of class C2 for 0 < α ≤ 1/4.
Part (2) is obvious. For part (3), assume that t > 0 and note that
β(h(t)) > 1, we have
h(t) =
∫ h(t)
0
ds ≤
∫ h(t)
0
β(s)ds = t.
Then part (3) follows since h is odd.
10
For part (4), note that from part (3) we have h(t) → 0 as t → 0. Thus
we can employ L’Hospital’s principle to prove that
lim
t→0+
h2α(t)
t
= lim
t→0+
2αh2α−1(t)h′(t) =
√
2
κ
.
For part (5), we prove the right-hand side inequality. LetH(t) = h(t)/h′(t)
and H˜(t) = H(t) − 2αt. Then H˜(0) = 0. We prove that H˜ ′(t) ≥ 0, i.e.
H ′(t) ≥ 2α, and this implies the conclusion. In fact, note that h(t) has same
sign of t, for t = 0, by part (4) we have
H ′(0) = lim
t→0
H(t)
t
= lim
t→0
√
2
κ
|H(t)|
|h(t)|2α =
√
2
κ
√
2κα2 = 2α.
For t 6= 0, we have
H ′(t) =
(h(t)(2κα2 + |h(t)|2(1−2α))1/2
|h(t)|1−2α
)′
≥ |h(t)|
2(1−2α) − (1− 2α)h(t)(2κα2 + |h(t)|2(1−2α))1/2|h(t)|−1−2αh(t)h′(t)
|h(t)|2(1−2α)
=
|h(t)|2(1−2α) − (1− 2α)|h(t)|2(1−2α)
|h(t)|2(1−2α)
= 2α.
The left-hand side inequality can be proved similarly.
For part (6), we have h′(t) > 1/2 for t > 0 sufficiently large. So we
conclude that h(t)→ +∞ as t→ +∞. Thus by employing Hospital principle
again, we have limt→+∞ h(t)/t = limt→+∞ h
′(t) = 1.
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(7) Note that h(t) is odd and h(0) = 0, h′′(t) > 0 for t > 0, we conclude
that |h(t)| is convex.
(8) For any ϑ ∈ [0, 1], by the definition of h′(t) and note that 0 ≤ h′(t) ≤
1, we have
h′(t) = h′(t)ϑh′(t)1−ϑ ≤ h′(t)ϑ ≤ (2κα2)−ϑ/2|h(t)|(1−2α)ϑ.
This ends the proof of the lemma. 
Lemma 2.2. For t, s ∈ R, we have
|h′(t)− h′(s)| ≤ 21−ϑ(2κα2)−ϑ/2|h(t)− h(s)|(1−2α)ϑ, ∀ ϑ ∈ [0, 1].
Proof Consider η(t) := ta, t, s > 0, a ∈ (0, 1). We have
η(|t− s|) ≥ |η(t)− η(s)|. (2.1)
Now for t, s ∈ R, by direct computation and using (2.1), we have
H(t, s) := |h′(t)− h′(s)|
≤ (2κα
2)1/2||h(t)|1−2α − |h(s)|1−2α|
(2κα2 + |h(t)|2(1−2α))1/2(2κα2 + |h(s)|2(1−2α))1/2
≤ (2κα2)−1/2|h(t)− h(s)|1−2α.
Note that by (2) of Lemma 2.1, we also have H(t, s) ≤ 2, we conclude that
H(t, s) = H1−ϑ(t, s)Hϑ(t, s) ≤ 21−ϑ(2κα2)−ϑ/2|h(t)− h(s)|(1−2α)ϑ
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for all ϑ ∈ [0, 1]. 
Lemma 2.3. If v ∈ X, then h(v) ∈ Lr(RN), r ∈ [2∗(2α), 2∗].
Proof Let v ∈ X , then we have ‖∇v‖2 ≤ C for some constant C > 0. For
a ∈ [2α, 1], we have
∇(|h(v)|a) = a|h(v)|a−2h(v)h′(v)∇v = a|h(v)|
a−2h(v)|h(v)|1−2α
(2α+ |h(v)|2(1−2α))1/2 ∇v (2.2)
In order to ensure that ‖∇(h(v)a)‖2 ≤ C, it requires that
0 ≤ (a− 1) + (1− 2α) = a− 2α ≤ 1− 2α,
that is, 2α ≤ a ≤ 1. Since
|∇(|h(v)|a)|2 ≤ 1
2α
|∇v|2, ∀a ∈ [2α, 1], (2.3)
we obtain that ‖∇(|h(v)|a)‖2 ≤ C/(2α) for all a ∈ [2α, 1]. Similar to the
proof of Sobolev’s inequality, we have |h(v)|a ∈ L2∗(RN), this gives that
h(v) ∈ L2∗a(RN) for a ∈ [2α, 1]. 
Lemma 2.4. The map: v → h(v) from X into Lr(RN ) is continuous for
2∗(2α) ≤ r ≤ 2∗.
Proof For any r ∈ [2∗(2α), 2∗], there exists a ∈ [2α, 1] such that r = 2∗a.
Then for any sequence {vn} ⊂ X that converges strongly to 0, by Sobolev’s
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inequality and (2.3), we have
‖h(vn)‖2ar = ‖|h(vn)|a‖22∗ ≤ S−1‖∇|h(vn)|a‖22 ≤ (2αS)−1‖vn‖2X , (2.4)
which tends to 0 as n→∞. Thus the map v → h(v) from X into Lr(RN ) is
continuous. 
By using (2)-(3) of Lemma 2.1, we can also prove that
Lemma 2.5. The map: v → h(v) from H1(RN) into Lp(RN) is continuous
for 2 ≤ p ≤ 2∗, and is locally compact for 2 ≤ p < 2∗.
Proof The proof is similar to that for Lemma 2.4. Firstly, assume that
{vn} ⊂ H1(RN) converges strongly to 0, then by part (3) of Lemma 2.1 and
Sobolev’s inequality, we have
‖h(vn)‖22∗ ≤ ‖vn‖22∗ ≤ S−1‖vn‖2X ,
which tends to 0 as n → ∞. Thus the map v → h(v) from H1(RN) into
L2
∗
(RN) is continuous. By interpolation inequality, we obtain that the map
v → h(v) from H1(RN) into Lp(RN ) is continuous for 2 ≤ p ≤ 2∗.
Secondly, assume that {vn} is bounded in H1(RN), exist a subsequence
(we still denote it by {vn}) and a v ∈ H1(RN) such that vn → v locally in
Lp(RN) for 2 ≤ p < 2∗. By mean value theorem and (2)-(3) of Lemma 2.1,
we have
|h(vn)− h(v)| ≤ |h′(v + θ(vn − v))||vn − v| ≤ |vn − v|, (2.5)
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where θ ∈ (0, 1). Thus the map v → h(v) from H1(RN) into Lp(RN) is
locally compact for 2 ≤ p < 2∗. 
Noting that H1(RN) ⊂ D1,2(RN) is dense, we thus can combine Lemma
2.4 and Lemma 2.5 to conclude that
Corollary 2.6. The map: v → h(v) from H1(RN) into Lp(RN) is con-
tinuous for 2∗ ≤ p ≤ 2∗, and is locally compact for 2∗ ≤ p < 2∗, where
2∗ = min{2, 2∗(2α)}.
Proof If 2 ≤ 2∗(2α), then the conclusions hold obviously. Now we assume
that 2∗(2α) < 2 and p ∈ [2∗(2α), 2). Then the first part of the corollary
follows from (2.4) and the fact that ‖vn‖2X ≤ ‖vn‖2H1(RN ). On the other hand,
by Ho¨lder’s inequality, we have
‖h(vn)− h(v)‖p ≤ ‖h(vn)− h(v)‖θ2∗(2α)‖h(vn)− h(v)‖1−θ2 (2.6)
for some θ ∈ [0, 1]. Then the second part of the corollary holds by Lemma
2.5. 
Lemma 2.7. The map: v → h(v) from X into Lr(RN) is locally compact
for 2∗(2α) ≤ r < 2∗.
Proof We should only prove that the conclusion holds for the case 2∗(2α) <
2 and r ∈ [2∗(2α), 2). If 2∗(2α) ≤ 2, by Lemma 2.3, for any v ∈ X , we
have h(v) ∈ L2(RN ), thus h(v) ∈ H1(RN). Now assume that {vn} ⊂ X
is bounded, by (2.3), {h(vn)} ⊂ L2(RN ) is bounded uniformly in n. Thus
{h(vn)} is bounded in H1(RN). Then by Lemma 2.5, we conclude that
{h(vn)} is locally compact in L2(RN). Finally, we obtain that the map
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v → h(v) from X into Lr(RN) is locally compact for r ∈ [2∗(2α), 2) by
inequality (2.6). 
If 0 < α ≤ 1/2∗, then we have 2∗(2α) ≤ 2. Thus, according to the proof
of Lemma 2.7, we have
Theorem 2.8. Assume that 0 < α ≤ 1/2∗, then every solution for (1.3)
belongs to H1(RN).
Let L2(RN , c(x)) be the weighted Lebesgue space defined by
L2(RN , c(x)) :=
{
u ∈ L2(RN) :
∫
RN
c(x)u2dx < +∞
}
,
and endowed with the norm
‖u‖2,c :=
(∫
RN
c(x)u2dx
)1/2
.
We have
Lemma 2.9. Assume hypothesis (c) holds, then the map v → h(v) from X
into L2(RN , c(x)) is continuous and compact.
Proof Let s > 0 satisfies that 2
s
+ 1
r
= 1, where r ∈ (N
2
, r˜) and r˜ is given by
assumption (c). By Lemma 2.3, we have c(x) ∈ Lr(RN) and h(v) ∈ Ls(RN ).
Then for v ∈ X , by Ho¨lder’s inequality, we have
∫
RN
c(x)h(v)2dx ≤ ‖c‖r′‖h(v)‖2s < +∞. (2.7)
By Lemma 2.4, we obtain that the the map v → h(v) fromX into L2(RN , c(x))
is continuous.
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Now assume that {vn} ⊂ X is bounded, then there exist a subsequence
(still denoted by {vn}), and a v ∈ X , such that vn ⇀ v in X , vn → v in
Ltloc(R
N), 1 ≤ t < 2∗. On the other hand, since by (2.3), {h(vn)} ⊂ X is also
bounded, there exist a subsequence (still denoted by {h(vn)}), and a w ∈ X ,
such that h(vn) ⇀ w in X , h(vn)→ w in Ltloc(RN), 2∗(2α) ≤ t < 2∗.
We claim that w = h(v) a.e. in RN . Indeed, for any δ > 0, there
exists Rδ > 0 such that
∫
Bc
Rδ
c(x)h(v)2 < δ/3 and
∫
Bc
Rδ
c(x)w2 < δ/3, where
BRδ = {x ∈ RN : |x| ≤ Rδ} and BcRδ = RN \ BRδ . Thus, by (2.5) and the
locally compact imbedding, we have for n sufficiently large,
0 ≤
∫
RN
c(x)|h(v)− w|2
=
∫
BRδ
c(x)|h(v)− w|2 +
∫
Bc
Rδ
c(x)|h(v)− w|2
≤
∫
BRδ
c(x)|h(vn)− h(v)|2 +
∫
BRδ
c(x)|h(vn)− w|2
+
∫
Bc
Rδ
c(x)h(v)2 +
∫
Bc
Rδ
c(x)w2
< δ.
This proves the claim.
Now for any ε > 0, there exists Rε > 0 such that
∫
Bc
Rε
|c(x)|rdx ≤
( ε
4C
)r
where C > 0 satisfies that (2αS)−1‖vn‖2X ≤ C. Thus by Ho¨lder’s inequality
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and (2.3), we have
∫
Bc
Rε
c(x)|h(vn)− h(v)|2dx ≤ ‖c‖Lr(Bc
Rε
)‖h(vn)− h(v)‖2Ls(Bc
Rε
) ≤
ε
2
Since X →֒ L2(BR) is compact, it follows that there exists n0 ∈ N such that
for n ≥ n0, ∫
BRε
c(x)|h(vn)− h(v)|2dx ≤ ε
2
.
Thus we obtain that
∫
RN
c(x)|h(vn)− h(v)|2dx ≤
(∫
BRε
+
∫
Bc
Rε
)
c(x)|h(vn)− h(v)|2dx ≤ ε.
This implies that the map v → h(v) from X into L2(RN , c(x)) is compact.

Now we come back to the discussion of functional J . We have
Proposition 2.10. Under assumptions of Theorem 1.1, the functional J has
the following properties:
(1) J is well defined on X.
(2) J is continuous in X.
(3) J is Gaˆteaux-differentiable.
Proof (1) Firstly, for v ∈ X , by Lemma 2.9, we have ∫
RN
c(x)h(v)2dx <
+∞. Next, by assumptions of Theorem 1.1, for α ∈ (1
4
, 1
2
), we have q >
4
N−2
+ 4α > 2∗(2α); for α ∈ (0, 1
4
], we have q > 2∗ − 1 > 2∗(2α). Then
Lemma 2.4 implies that ‖h(v)‖qq < +∞. Thus we have
∫
RN
F (x, h(v))dx ≤ C(‖h(v)‖qq + ‖h(v)‖2
∗
2∗) < +∞.
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These show that J is well defined on X .
(2) Assume that vn → v in X . By Sobolev’s inequality, ‖vn − v‖2∗ → 0.
By mean value theorem, (8) of Lemma 2.1 and Ho¨lder’s inequality, we have
∣∣∣
∫
RN
c(x)[h(vn)
2 − h(v)2]dx
∣∣∣
=
∣∣∣
∫
RN
2c(x)h(v + θn(vn − v))h′(v + θn(vn − v))(vn − v)dx
∣∣∣
≤ 2(2α)−ϑr/2
∫
RN
c(x)|h(v + θn(vn − v))|1+(1−2α)ϑr |vn − v|dx
≤ 2(2α)−ϑr/2‖c‖r‖h(v + θn(vn − v))‖1+(1−2α)ϑrs ‖vn − v‖2∗ → 0,
where θn ∈ (0, 1) and s = [1+ (1− 2α)ϑr](1− 12∗ − 1r )−1 with some ϑr ∈ [0, 1]
such that s ∈ [2∗(2α), 2∗]. Here, in the last inequality, we have used Lemma
2.4 to obtain that ‖h(v+θn(vn−v))‖s < +∞. Likewise, together with (2)-(3)
of Lemma 2.1, for q ≥ 2∗(2α),
∣∣∣
∫
RN
[F (h(vn))− F (h(v))]dx
∣∣∣
≤
∫
RN
|f(h(v + θn(vn − v)))h′(v + θn(vn − v))(vn − v)|dx
≤
∫
RN
|h(v + θn(vn − v))|q−1h′(v + θn(vn − v))|(vn − v)|dx
+
∫
RN
|v + θn(vn − v)|2
∗−1|(vn − v)|dx
≤ (2α)−ϑq/2(‖h(v + θn(vn − v))‖(q−1)+(1−2α)ϑqt ‖vn − v‖2∗)
+22
∗−2(‖v‖2∗−12∗ ‖vn − v‖2∗ + ‖vn − v‖2
∗
2∗)→ 0,
where t = [(q − 1) + (1− 2α)ϑq]2∗(2∗ − 1)−1 with some ϑq ∈ [0, 1] such that
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t ∈ [2∗(2α), 2∗]. Thus we have J(vn)→ J(v), that is, J is continuous in X .
(3) Since h ∈ C1(R), for v ∈ X , t > 0 and for any φ ∈ X , by mean value
theorem, we have
1
t
∫
RN
c(x)[h(v + tφ)2 − h(v)2]dx =
∫
RN
2c(x)h(v + θtφ)h′(v + θtφ)φdx,
where θ ∈ (0, 1). By mean value theorem, we have
I :=
∣∣∣
∫
RN
c(x)h(v + θtφ)h′(v + θtφ)φdx−
∫
RN
c(x)h(v)h′(v)φdx
∣∣∣
≤
∫
RN
c(x)|h(v + θtφ)− h(v)||h′(v + θtφ)||φ|dx
+
∫
RN
c(x)|h(v)||h′(v + θtφ)− h′(v)||φ|dx
≤ θt
∫
RN
c(x)|h′(v + ξθtφ)||h′(v + θtφ)||φ|2dx
+
∫
RN
c(x)|h(v)||h′(v + θtφ)− h′(v)||φ|dx := I1 + I2,
where θ, ξ ∈ (0, 1).
(i) We consider I1. If r =
N
2
, then by (2) of Lemma 2.1 and Ho¨lder’s
inequality,
I1 ≤ θt
∫
RN
c(x)|φ|2dx ≤ θt‖c‖N/2‖φ‖22∗ → 0, t→ 0.
Otherwise, let us consider s1 := s1(r) = (1 − 22∗ − 1r )−1 defined in r ∈
(N
2
, r˜). We have s1(r) is decreasing and s1 ∈ ( 2∗α1−2α ,+∞) for α ∈ (14 , 12),
s1 ∈ ( 2∗2∗−2 ,+∞) for α ∈ (0, 14 ]. Let t1 := t1(s1, ϑ1) = 2s1(1 − 2α)ϑ1. Note
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that for any r ∈ (N
2
, r˜), there exists ϑ1 := ϑ1(r) ∈ [0, 1] such that t1 = 2∗(2α),
by the definition of h′(t) and Ho¨lder’s inequality,
I1 ≤ θt(2α)−ϑ1‖c‖r‖h(v + ξθtφ)‖(1−2α)ϑ12∗(2α) ‖h(v + θtφ)‖(1−2α)ϑ12∗(2α) ‖φ‖22∗ → 0, t→ 0.
(ii) We consider I2. Firstly, for α ∈ ( 12∗ , 12), we have 2∗(2α) ∈ (2, 2∗).
Let s2 := s2(r) = (1 − 12∗ − 1r )−1, then for r ∈ [N2 , 2
∗(2α)
(2∗−1)2α−1
], we have s2 ∈
[2∗(2α), 2∗]. By Ho¨lder’s inequality and Lebesgue’s dominated convergence
theorem,
I2 ≤ ‖c‖r‖h(v)‖s2‖(h′(v + θtφ)− h′(v))φ‖2∗ → 0, t→ 0;
For r ∈ ( 2∗(2α)
(2∗−1)2α−1
, 2
∗α
2∗α−1
), let s3 := s3(r) = (1 − 12∗ − 12∗(2α) − 1r )−1. We
have s3 ∈ (2
∗(2α)
1−2α
,+∞). Let t3 := t3(s3, ϑ3) = (1 − 2α)ϑ3s3, then for any
r ∈ ( 2∗(2α)
(2∗−1)2α−1
, 2
∗α
2∗α−1
), there exists ϑ3 := ϑ3(r) ∈ [0, 1] such that t3 = 2∗(2α).
By Lemma 2.2, Ho¨lder’s inequality and Lebesgue’s dominated convergence
theorem,
I2 ≤ C‖c‖r‖h(v)‖2∗(2α)‖h(v + θtφ)− h(v)‖(1−2α)ϑ32∗(2α) ‖φ‖2∗ → 0, t→ 0;
Secondly, for α ∈ (0, 1
2∗
], we have 2∗(2α) ∈ (0, 2]. Let s4 := s4(r) =
(1 − 1
2∗
− 1
r
)−1, then for r ∈ [N
2
,+∞), we have s4 ∈ ( 2∗2∗−1 , 2∗] ⊂ (1, 2∗]. If
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s4 ≥ 2∗(2α), then
I2 ≤ ‖c‖r‖h(v)‖s4‖(h′(v + θtφ)− h′(v))φ‖2∗ → 0, t→ 0;
If s4 < 2
∗(2α), we let t4 := t4(s4, θ4) = (1−2α)θ4 2
∗(2α)s4
2∗(2α)−s4
, then t4 is increasing
in s4 and t4 ∈ (2∗(2α)θ4, (+∞)θ4). Note that there exists ϑ4 := ϑ4(r) ∈ [0, 1]
such that t4 = 2
∗(2α), we have
I2 ≤ ‖c‖r‖h(v)(h′(v + θtφ)− h′(v))‖s4‖φ‖2∗
≤ C‖c‖r‖h(v)‖2∗(2α)‖h(v + θtφ)− h(v)‖(1−2α)ϑ42∗(2α) ‖φ‖2∗ → 0, t→ 0.
In summary, from (i)-(ii), we conclude that I → 0. This means that
1
t
∫
RN
c(x)[h(v + tφ)2 − h(v)2]dx→
∫
RN
2c(x)h(v)h′(v)φdx.
Likewise, for q ≥ 2∗(2α), we have
1
t
∫
RN
[F (h(v + tφ))− F (h(v))]dx→
∫
RN
f(h(v))h′(v)φdx.
These imply that J is Gaˆteaux-differentiable. This completes the proof. 
In the following, we consider the existence of positive solutions of Eq.(1.9).
From variational methods, we will study the positive critical points of the
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following functional
J+(v) =
1
2
∫
RN
|∇v|2dx− λ
2
∫
RN
c(x)h(v)2dx−
∫
RN
F (h(v)+)dx.
To avoid cumbersome notations, in the rest of this paper, we still denote
J+(v) and F (h(v)+) by J(v) and F (h(v)) respectively.
Lemma 2.11. There exist ρ0, a0 > 0 such that J(v) ≥ a0 for all ‖v‖X = ρ0.
Proof Let s > 0 satisfies that 2
s
+ 1
r
= 1, where r ∈ (N/2, r˜) and r˜ is given
by assumption (c). Note that |h(v)| ≤ |v|, by Sobolev’s inequality, we have
J(v) =
1
2
∫
RN
|∇v|2dx− λ
2
∫
RN
c(x)h(v)2dx−
∫
RN
F (h(v))dx
≥ 1
2
‖v‖2X −
λ
2
‖c‖r‖h(v)‖2s −
1
q
‖h(v)‖qq −
1
2∗
‖h(v)‖2∗2∗
≥ 1
2
(1− λC1S−1‖c‖r)‖v‖2X − C2(‖v‖qX + ‖v‖2
∗
X ), (2.8)
where C1 = 1/(2α) according to (2.3). Let λ
∗ = C1S
−1‖c‖r. Note that
2∗ > q > 2, then for λ ∈ (0, λ∗), there exist ρ > 0 and a0 > 0 such that
J(v) ≥ a0 for all ‖v‖X = ρ. 
Lemma 2.12. There exists v ∈ X such that J(v) < 0.
Proof Given ϕ ∈ C∞0 (RN , [0, 1]) with supt(ϕ) = B2 and ϕ(x) = 1 for
x ∈ B1. Note that lim
t→+∞
h(tϕ)/tϕ = 1, we have F (h(tϕ)) ≥ 1
2
F (tϕ) for t ∈ R
large enough. Then we have
J(tϕ) ≤ t
2
2
∫
RN
|∇ϕ|2 − λt
2
4
∫
B1
c(x)|ϕ|2 − t
q
2q
∫
B1
|ϕ|q − t
2∗
22∗
∫
B1
|ϕ|2∗.
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Let v = t0ϕ with t0 > 0 sufficiently large, we have J(v) < 0. 
3. Analysis of (PS) conditions
As a consequence of Lemma 2.11 and Lemma 2.12, there exists a Palais-
Smale sequence {vn} of J at level c with
c = inf
γ∈Γ
sup
t∈[0,1]
J(γ(t)) > 0, (3.1)
where
Γ = {γ ∈ C([0, 1], X) : γ(0) = 0, γ(1) 6= 0, J(γ(1)) < 0}.
That is, {vn} satisfies J(vn)→ c, J ′(vn)→ 0 as n→∞.
Proposition 3.1. Every Palais-Smale sequence {vn} for J is bounded in X.
Proof Since {vn} ⊂ X is a Palais-Smale sequence, we have
J(vn) =
1
2
∫
RN
|∇vn|2dx− λ
2
∫
RN
c(x)h(vn)
2dx−
∫
RN
F (h(vn))dx→ c, (3.2)
and for any ψ ∈ C∞0 (RN),
J ′(vn)ψ =
∫
RN
[
∇vn∇ψ − λc(x)h(vn)h′(vn)ψ − f(h(vn))h′(vn)ψ
]
dx
= o(1)‖ψ‖X .
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Note that h(t)/h′(t)→ 0 as t→ 0, we have h(t)/h′(t) ∈ X by direct compu-
tation. Moreover, since C∞0 (R
N) is dense in X , we can take ψ = h(vn)/h
′(vn)
as test functions and get
〈J ′(vn), ψ〉 =
∫
RN
|∇vn|2 − λ
∫
RN
c(x)h(vn)
2 −
∫
RN
f(h(vn))h(vn)
−
∫
RN
2α(1− 2α)
2α+ |h(vn)|2(1−2α) |∇vn|
2. (3.3)
It follows that
c+ o(1)‖vn‖X = J(vn)− 1
q
〈J ′(vn), ψ〉
≥
(1
2
− 1
q
)∫
RN
|∇vn|2 − λ
(1
2
− 1
q
)∫
RN
c(x)h(vn)
2.
Similar to (2.8), we obtain {vn} is bounded in X . Note that |∇h(vn)| ≤
|∇vn|, we conclude that {h(vn)} is also bounded in X . 
Since vn is a bounded Palais-Smale sequence, there exists v ∈ X such that
vn ⇀ v in X . We show that there holds J
′(v) = 0. In fact, by Lemma 2.1,
Lemma 2.4, Lemma 2.9 and Lebesgue Dominated Convergence Theorem, for
any ψ ∈ C∞0 (RN ), we have
〈J ′(vn)− J ′(v), ψ〉
=
∫
RN
(∇vn −∇v)∇ψ − λ
∫
RN
c(x)(h(vn)h
′(vn)− h(v)h′(v))ψ
−
∫
RN
(|h(vn)|q−2h(vn)h′(vn)− |h(v)|q−2h(v)h′(v))ψ
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−
∫
RN
(|h(vn)|2∗−2h(vn)h′(vn)− |h(v)|2∗−2h(v)h′(v))ψ → 0.
Note that 〈J ′(vn), ψ〉 → 0, we get J ′(v) = 0.
In order to prove that v is a weak solution of (1.3), we must show that v
is nontrivial.
Proposition 3.2. Let {vn} be a Palais-Smale sequence for J at level c <
1
N
SN/2, assume that vn ⇀ v in X, then v 6= 0.
Proof We prove the proposition by contradiction. Assume that v = 0. By
Proposition 3.1, {h(vn)} is bounded in X .
Claim 1: {vn} is also a (PS) sequence for the functional J˜ : X → R
defined by
J˜(v) =
1
2
∫
RN
|∇v|2dx− 1
q
∫
RN
|h(v)|qdx− 1
2∗
∫
RN
|h(v)|2∗.
Indeed, since the imbedding from X into L2(RN , c(x)) is compact, we have
|J(vn)− J˜(vn)| = λ
2
∫
RN
c(x)h(vn)
2dx→ 0,
and for any ψ ∈ X ,
|〈J ′(vn)− J˜ ′(vn), ψ〉| =
∣∣∣λ
∫
RN
c(x)h(vn)h
′(vn)ψ
∣∣∣→ 0.
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Claim 2: For all R > 0,
lim
n→∞
sup
y∈RN
∫
BR(y)
|h(vn)|q0dx = 0, (3.4)
cannot occur, where q0 = max{2, 2∗(2α)}.
Suppose by contradiction that (3.4) occurs, that is, {vn} vanished; then
by Ho¨lder’s inequality and Sobolev’s inequality, we have
‖h(vn)‖Ls(B(y,R)) ≤ ‖h(vn)‖1−θLq0 (B(y,R))‖h(vn)‖θL2∗(B(y,R))
≤ C‖h(vn)‖1−θLq0 (B(y,R))‖∇h(vn)‖θ2,
where θ = s−q0
2∗−q0
2∗
s
. Choosing θ = 2/s, we obtain
∫
B(y,R)
|h(vn)|sdx ≤ Cs‖h(vn)‖(1−θ)sLq0 (B(y,R))
∫
B(y,R)
|∇h(vn)|2dx.
Now covering RN by balls of radius R in such a way that each point of RN
is contained in at most N + 1 balls, we find
∫
RN
|h(vn)|sdx ≤ (N+1)Cs sup
y∈RN
(∫
B(y,R)
|h(vn)|q0dx
)(1−θ)s/q0 ∫
RN
|∇h(vn)|2dx,
which implies that h(vn) → 0 in Ls(RN). Since q0 < s < 2∗, by Ho¨lder’s
inequality, we get
h(vn)→ 0 in Lp(RN), for all q0 < p < 2∗. (3.5)
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Especially, h(vn)→ 0 in Lq(RN). Now let ψ = h(vn)/h′(vn). Since by Lemma
2.9, λ
∫
RN
c(x)h(vn)
2dx→ 0, we have
o(1) = 〈J ′(vn), ψ〉
≥
∫
RN
|∇h(vn)|2dx− λ
∫
RN
c(x)h(vn)
2dx
−
∫
RN
|h(vn)|qdx−
∫
RN
|h(vn)|2∗dx
≥ ‖h(vn)‖2X − ‖h(vn)‖2
∗
2∗ .
By Sobolev’s inequality,
o(1) ≥ ‖h(vn)‖2X(1− S−2
∗/2‖h(vn)‖2∗−2X ).
If ‖h(vn)‖X → 0, then by (5) of Lemma 2.1, (2.7) in Lemma 2.9, (3.5) and
Sobolev’s inequality,
∫
RN
|∇vn|2dx = 〈J ′(vn), vn〉+ λ
∫
RN
c(x)h(vn)h
′(vn)vndx
+
∫
RN
|h(vn)|q−2h(vn)h′(vn)vndx
+
∫
RN
|h(vn)|2∗−2h(vn)h′(vn)vndx
≤ 〈J ′(vn), vn〉+ λ
2α
∫
RN
c(x)h(vn)
2dx
+
1
2α
∫
RN
|h(vn)|qdx+ 1
2α
∫
RN
|h(vn)|2∗dx→ 0,
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we contradict J(vn)→ c > 0; therefore,
‖h(vn)‖2∗2∗ ≥ ‖h(vn)‖2X + o(1) ≥ SN/2 + o(1).
By (5) of Lemma 2.1, we get
c = lim
n→∞
{
J(vn)− 1
2
〈J ′(vn), vn〉
}
= lim
n→∞
{λ
2
∫
RN
c(x)h(vn)(h
′(vn)vn − h(vn))dx
+
∫
RN
|h(vn)|q−2
(1
2
h′(vn)vn − 1
q
h(vn)
2
)
dx
+
∫
RN
|h(vn)|2∗−2
(1
2
h′(vn)vn − 1
2∗
h(vn)
2
)
dx
}
≥ lim
n→∞
(1
2
− 1
2∗
)∫
RN
|h(vn)|2∗dx
≥ 1
N
SN/2
which contradicts c < 1
N
SN/2. Thus {vn} does not vanish and there exist
R > 0, b > 0 and {yn} ⊂ RN such that
lim
n→∞
∫
B(y,R)
|h(vn)|qdx ≥ b > 0.
Define v˜n(x) = vn(x+ yn). Since {vn} is a (PS) sequence for J˜ , v˜n is also
a (PS) sequence for J˜ . Arguing as in the case of {vn}, we get v˜n ⇀ v˜ ∈ X
with J˜ ′(v˜) = 0. Since {v˜n} does not vanish, we have v˜ 6= 0. Therefore, by
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Fatau’s lemma, we have
c ≥ lim inf
n→∞
{
J˜(v˜n)− 1
2
〈J˜ ′(v˜n), v˜n〉
}
= lim inf
n→∞
{∫
RN
|h(vn)|q−2
(1
2
h′(vn)vn − 1
q
h(vn)
2
)
dx
+
∫
RN
|h(vn)|2∗−2
(1
2
h′(vn)vn − 1
2∗
h(vn)
2
)
dx
}
≥
∫
RN
|h(vn)|q−2
(1
2
h′(v)v − 1
q
h(v)2
)
dx
+
∫
RN
|h(vn)|2∗−2
(1
2
h′(v)v − 1
2∗
h(v)2
)
dx
= J˜(v˜)− 1
2
〈J˜ ′(v˜), v˜〉.
Thus v˜ 6= 0 is a critical point of J˜ with J˜(v˜) ≤ c.
Define
c˜ = inf
γ∈Γ˜
sup
t∈[0,L]
J˜(γ(t)) > 0,
where Γ˜ = {γ ∈ C([0, L], X) : γ(0) = 0, γ(L) 6= 0, J˜(γ(L)) < 0} for some
L > 1. Now we construct a path γ(t) : [0, L]→ X like [17] such that


γ(0) = 0, J˜(γ(L)) < 0, v ∈ γ([0, L]);
γ(t)(x) > 0, ∀x ∈ RN , t ∈ [0, L];
max
t∈[0,L]
J˜(γ(t)) = J˜(v˜).
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Setting
γ(t)(x) =


v˜(x/t), t > 0;
0, t = 0.
(3.6)
We see that γ(t)(x) ∈ Γ˜ and
‖∇γ(t)‖22 = tN−2‖∇v˜‖22,
‖h(γ(t))‖qq = tN‖h(v˜)‖qq,
‖h(γ(t))‖2∗2∗ = tN‖h(v˜)‖2∗2∗ .
Thus
J˜(γ(t)) =
1
2
tN−2‖∇v˜‖22 − tN
(1
q
‖h(v˜)‖qq +
1
2∗
‖h(v˜)‖2∗2∗
)
.
J˜ ′(v˜) = 0 implies that γ(1) is a critical point of J˜(γ(t)). Thus d
dt
∣∣∣
t=1
J˜(γ(t)) =
0. It follows that
N − 2
2N
∫
RN
|∇v˜|2dx = 1
q
∫
RN
|h(v˜)|qdx+ 1
2∗
∫
RN
|h(v˜)|2∗dx.
Then
d
dt
J˜(γ(t)) =
N − 2
2
tN−3
∫
RN
|∇v˜|2dx
−NtN−1
(1
q
∫
RN
|h(v˜)|qdx+ 1
2∗
∫
RN
|h(v˜)|2∗dx
)
=
N − 2
2
tN−3
∫
RN
|∇v˜|2dx− N − 2
2
tN−1
∫
RN
|∇v˜|2dx
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=
N − 2
2
tN−3(1− t2)
∫
RN
|∇v˜|2dx.
We conclude that d
dt
J˜(γ(t)) > 0 for t ∈ (0, 1) and d
dt
J˜(γ(t)) < 0 for t ∈ (1, L).
Thus we get the desired path.
If λ = 0, we have proved the proposition. For λ > 0, since the path γ
given by (3.6) belongs to Γ˜ ⊂ Γ after scaling, we obtain
c ≤ max
t∈[0,L]
J(γ(t)) = J(γ(t)) < J˜(γ(t)) ≤ max
t∈[0,L]
J˜(γ(t)) = J˜(v˜) ≤ c,
which is a contradiction. Therefore, v is nontrivial. 
4. Proof of main theorems
In this section, we will study the properties of the functional J and prove
the main theorem, this include the construction of a path that has a maxi-
mum level c < 1
N
SN/2.
Lemma 4.1. There exists d0 > 0 such that
lim
t→+∞
(t− h(t)) ≥ d0.
Proof Assume that t > 0. By Lemma 2.1 we have h(t) ≤ t and h(t) ≤
h′(t)t. Thus we have
t− h(t) ≥ t(1− h′(t))
= t
(2κα2 + h(t)2(1−2α))1/2 − h(t)1−2α
(2κα2 + h(t)2(1−2α))1/2
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≥ κα
2t
2κα2 + h(t)2(1−2α)
≥ κα
2t
2h(t)2(1−2α)
for t large
:= d(α, t).
Case 1. If 1
4
< α < 1
2
, then 0 < 1 − 2α < 1
2
and thus d(α, t) → +∞ as
t→ +∞.
Case 2. If α = 1
4
, then 1− 2α = 1 and thus d(α, t)→ κα2
2
as t→ +∞.
Case 3. If 0 < α < 1
4
, we claim that t−h(t)→ 0 is impossible. Assume on
the contrary. Note that 4α < 1 and h(t)4α−1 → 0 as t→ +∞, by L’Hospital’s
Principle, we have
0 ≤ lim
t→+∞
t− h(t)
h(t)4α−1
= lim
t→+∞
1− h′(t)
(4α− 1)h(t)4α−2h′(t)
= lim
t→+∞
h(t)1−2α
4α− 1 [(2κα
2 + h(t)2(1−2α))1/2 − h(t)1−2α]
=
κα2
4α− 1 < 0,
a contradiction.
In summation, for all 0 < α < 1/2, there exists d0 > 0 such that the
conclusion of the lemma holds. 
Lemma 4.2. For h(t) defined in (1.6), we have
(i) If 1
4
< α < 1
2
, then
lim
t→+∞
t− h(t)
t4α−1
=
κα2
4α− 1;
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(ii) If 0 < α ≤ 1
4
, then
lim
t→+∞
t− h(t)
log h(t)
≤
{
κ
16
, α = 1
4
;
0, 0 < α < 1
4
.
Proof (i) Assume that t > 0. By the proof of Lemma 4.1, when 1
4
< α < 1
2
,
we have t− h(t)→ +∞ as t→ +∞, then we can use L’Hospital’s Principle
to compute that
lim
t→+∞
t− h(t)
t4α−1
= lim
t→+∞
1− h′(t)
(4α− 1)t4α−2 =
κα2
4α− 1
(ii) When 0 < α ≤ 1
4
and if there exists a constant C > 0 such that t−h(t) ≤
C, then the conclusion holds. Otherwise, we may assume that t−h(t) → +∞
as t→ +∞. Then again by L’Hospital’s Principle, we have
A := lim
t→+∞
t− h(t)
log h(t)
= lim
t→+∞
h(t)
( 1
h′(t)
− 1
)
= lim
t→+∞
2κα2h(t)2α
(2κα2 + h(t)2(1−2α))1/2 + h(t)1−2α
.
Thus A = κ
16
when α = 1
4
and A = 0 when 0 < α < 1
4
. This completes the
proof. 
To finish the proof of Theorem 1.1, we construct a path which minimax
level less than 1
N
SN/2.
Proposition 4.3. The minimax level c defined in (3.1) satisfies
c <
1
N
SN/2.
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Proof We follow the strategy used in [18]. Let
v∗ =
[N(N − 2)ε2](N−2)/4
(ε2 + |x|2)(N−2)/2
be the solution of −∆u = u2∗−1 in RN . Then
∫
RN
|∇v∗|2 =
∫
RN
|v∗|2∗ = SN/2,
Let ηε(x) ∈ C∞0 (RN , [0, 1]) be a cut-off function with ηε(x) = 1 in Bε = {x ∈
R
N : |x| ≤ ε} and ηε(x) = 0 in Bc2ε = RN \B2ε. Let vε = ηεv∗. For all ε > 0,
there exists tε > 0 such that J(tεvε) < 0 for all t > t
ε. Define the class of
paths
Γε = {γ ∈ C([0, 1], X) : γ(0) = 0, γ(1) = tεvε}
and the minimax level
cε = inf
γ∈Γε
max
t∈[0,1]
J(γ(t))
Let tε be such that
J(tεvε) = max
t≥0
J(tvε)
Note that the sequence {vε} is uniformly bounded in X , we conclude that
{tε} is upper and lower bounded by two positive constants. In fact, if tε → 0,
we have J(tεvε) → 0; otherwise, if tε → +∞, we have J(tεvε) → −∞. In
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both cases we get contradictions according to Lemma 2.11. This proved the
conclusion.
According to [18], we have, as ε→ 0,
‖∇vε‖22 = SN/2 +O(εN−2), ‖vε‖2
∗
2∗ = S
N/2 +O(εN). (4.1)
Define
H(tεvε) = −λ
2
∫
RN
c(x)h(tεvε)− 1
q
∫
RN
h(tεvε)
q +
1
2∗
∫
RN
[(tεvε)
2∗ − h(tεvε)2∗ ]
By the definition of vε, for x ∈ Bε, there exist two constants c2 ≥ c1 > 0
such that for ε small enough, we have
c1ε
−(N−2)/2 ≤ vε(x) ≤ c2ε−(N−2)/2
and
c1ε
−(N−2)/2 ≤ h(vε(x)) ≤ c2ε−(N−2)/2.
Note that tε is upper and lower bounded, c(x) is continuous in Bε, there exist
constants C1 > 0, C2 > 0 such that
∫
Bε
c(x)h2(tεvε) ≥ C1ε2 = C1ε( 2
∗
2
−1)(N−2) (4.2)
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and
∫
Bε
hq(tεvε) ≥ C2εN−qN−22 = C2ε( 2
∗
2
− q
2
)(N−2). (4.3)
Moreover, note that h(tεvε) ≤ tεvε and 2∗ > 2, by Ho¨lder’s inequality, we
have
Rε :=
1
2∗
∫
Bε
[(tεvε)
2∗ − h2∗(tεvε)]
≤
∫
Bε
(tεvε)
2∗−1(tεvε − h(tεvε))
≤
(∫
Bε
(tεvε)
2∗
) 2∗−1
2∗
(∫
Bε
(tεvε − h(tεvε))2∗
) 1
2∗
.
According to Lemma 4.2, there exist C3 > 0 such that for
1
4
< α < 1
2
,
Rε ≤ C3
(∫
Bε
(tεvε)
2∗(4α−1)
) 1
2∗ ≤ C3ε(1−2α)(N−2), (4.4)
while for 0 < α < 1
4
, there exists a constant δ ∈ (0, 1) such that
Rε ≤ C3
(∫
Bε
(tεvε)
2∗δ
) 1
2∗ ≤ C3ε 12 (1−δ)(N−2). (4.5)
From the above estimations (4.2)-(4.5), we get
H(tεvε) ≤ −C1ε( 2
∗
2
−1)(N−2) − C2ε( 2
∗
2
− q
2
)(N−2) + C3ε
(1−2α)(N−2) (4.6)
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when 1
4
< α < 1
2
and
H(tεvε) ≤ −C1ε( 2
∗
2
−1)(N−2) − C2ε( 2
∗
2
− q
2
)(N−2) + C3ε
1
2
(1−δ)(N−2) (4.7)
when 0 < α < 1
4
.
Now we have
J(tεvε) =
t2ε
2
∫
RN
|∇vε|2 − t
2∗
ε
2∗
∫
RN
|vε|2∗ +H(tεvε). (4.8)
Since the function ξ(t) = 1
2
t2− 1
2∗
t2
∗
achieve its maximum 1
N
at point t0 = 1,
by using (4.1), we derive from (4.8) that
J(tεvε) ≤ 1
N
SN/2 +H(tεvε) +O(ε
N−2). (4.9)
Combining (4.6), (4.7) and (4.9), we conclude that
(i) for 1
4
< α < 1
2
and q > 4
N−2
+ 4α, we have (2
∗
2
− q
2
)(N − 2) <
(1− 2α)(N − 2);
(ii) for 0 < α < 1
4
and q > N+2
N−2
, we have (2
∗
2
− q
2
)(N−2) < 1
2
(1−δ)(N−2)
for δ > 0 small enough.
Therefore, conclusions (i)-(ii) give that
cε = J(tεvε) <
1
N
SN/2. (4.10)
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Finally, since Γε ⊂ Γ, we have
c ≤ cε < 1
N
SN/2.
This proved the proposition. 
Proof of Theorem 1.1 Firstly, by Lemma 2.11-2.12, the functional J
has the Mountain Pass Geometry. Then there exists a Palais-Smale sequence
{vn} at level c given in (3.1). Secondly, by Proposition 3.1, the Palais-Smale
sequence {vn} is bounded in X . By Proposition 3.2, if c < 1NSN/2, then the
weak limit v of {vn} in X is nonzero and it is a critical point of J . Finally, by
Proposition 4.3, there indeed exists a mountain pass which maximum level
cε is strictly less than
1
N
SN/2. This implies that the level c < 1
N
SN/2 and v
is a nontrivial weak solution of Eq.(1.9). Then u = h(v) is a weak solution
of Eq.(1.3). 
Proof of Corollary 1.4 According to (2.2), we have
|∇(|h(v)|a)|2 ≤ a
2|h(v)|2(a−2α)
2α+ |h(v)|2(1−2α) |∇v|
2.
Let
η(s) =
s2(a−2α)
2α+ s2(1−2α)
, s ∈ (0,+∞),
then η(s) has a unique maximum point s0 satisfies s
2(1−2α)
0 =
2α(a−2α)
(1−a)
. As-
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sume that s0 ≥ 1, that is, a0 = 1+(2α)
2
1+2α
≤ a ≤ 1, then we have
η(s0) =
s
2(a−2α)
0
2α + s
2(1−2α)
0
≤ s
2(1−2α)
0
2α+ s
2(1−2α)
0
≤ 1.
This implies |∇(|h(v)|a)|2 ≤ |∇v|2, thus the constant C1 = 1 in (2.8). Then
conclusion follows from Theorem 1.1. 
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