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We analyze the production of entropy along non-equilibrium processes in quantum systems coupled
to generic environments. First, we show that the entropy production due to final measurements and
the loss of correlations obeys a fluctuation theorem in detailed and integral forms. Second, we
discuss the decomposition of the entropy production into two positive contributions, adiabatic and
non-adiabatic, based on the existence of invariant states of the local dynamics. Fluctuation theorems
for both contributions hold only for evolutions verifying a specific condition of quantum origin. We
illustrate our results with three relevant examples of quantum thermodynamic processes far from
equilibrium.
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I. INTRODUCTION
Classical thermodynamics and statistical mechanics
provide a systematic approach to the phenomenology of
a system immersed in a large environment. Within these
frameworks, two complementary strategies are employed.
The first is to explicitly model the environment —often
an equilibrium thermal reservoir— to obtain an effective
reduced dynamics for the system alone, which then can
be analyzed. The second is to derive fundamental con-
straints in the form of inequalities using the second law
of thermodynamics and magnitudes like entropy, entropy
production and free energy. The recent introduction of
an entropy for stochastic trajectories [1] allows one to re-
fine these inequalities with exact equalities for arbitrary
nonequilibrium processes, results generically known as
fluctuation theorems (FT’s) [2, 3].
These two strategies have also been successfully ap-
plied to quantum systems. Open quantum system dy-
namics —the determination and analysis of the sys-
tem’s reduced dynamics— is a well-developed and ac-
tive field [4, 5]. Complementing this approach, a variety
of quantum FT’s have been derived [6–11] to asses the
statistics of the relevant quantities. Different proposals
to obtain these statistics in the laboratory have been re-
ported, using techniques related to quantum tomogra-
phy [12–17], and some of them have already been used
to carry out experimental verifications of FT’s [18, 19].
However, most of the research on quantum FT’s is only
valid for equilibrium reservoirs with a focus on the energy
exchange between the system and the environment in the
form of heat and work. By contrast, classical FT’s have
∗ gmanzano@ucm.es
been formulated more generally for generic Markov sys-
tems [20–24] using the entropy production instead of heat
and work, which are only meaningful in physical situa-
tions where a system exchanges energy with equilibrium
reservoirs.
In light of the success of classical FT’s, it is desirable to
obtain complementary FT’s for generic quantum dynam-
ics [25–35]. They could be of particular relevance, since
quantum mechanics allows for a richer phenomenology
in finite baths [36–38], as well as novel and interesting
non-thermal environments such as coherent [39, 40], cor-
related [41], or squeezed [42–45] reservoirs. Such environ-
ments induce an interesting phenomenology that goes be-
yond the thermodynamics of thermal equilibrium reser-
voirs, such as heat engines that outperform Carnot ef-
ficiency [46] and may exhibit new regimes of operation
[45, 47] or tighter bounds on Landauer’s principle [48, 49].
The task of deriving FT’s for generic quantum dynam-
ics also implies a more detailed characterization of en-
tropy production in nonequilibrium quantum contexts,
a problem that has attracted a growing interest in re-
cent years [8, 30, 31, 33, 50–57]. In Ref. [33] we derived
a FT for a class of completely-positive trace-preserving
(CPTP) quantum maps, which model a variety of quan-
tum processes. Through this analysis, we identified a
quantity that coincides with the entropy production for
thermalization processes and resembles the nonadiabatic
entropy production introduced in the classical context
[21–23]. The purpose of this paper is to clarify and extend
those results considering together the system and its sur-
roundings. By tracing over the environment, we can then
recover the quantum map for the reduced system dynam-
ics. This setup allows us to unveil the origin of entropy
production in arbitrary processes from coarse-graining,
and derive corresponding FT’s. We also split the en-
tropy production into an adiabatic and a nonadiabatic
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2contribution, exactly as in classical stochastic thermody-
namics. However, contrary to what happens in classical
systems, the split is not always possible. A condition,
derived in Ref. [33], is necessary. We will explore the
similarities and differences between classical and quan-
tum FT’s in concrete examples.
The paper is organized as follows. In Section II, we
introduce a thermodynamic process for a generic bipar-
tite system that models a system and its environment.
We will define in this section the entropy production
along the process and the concomitant reduced system
dynamics. We develop a FT for this entropy production
in Section III using a time-reversed or backward thermo-
dynamic process. In Section IV, FT’s for the adiabatic
and nonadiabatic entropy production are derived. Our
results are also extended both to the case of concate-
nations of CPTP maps and multipartite environments.
This is applied to the specific case of quantum trajec-
tories unraveled from Lindblad Master Equations in V.
Finally, relevant examples to illustrate our results are
given in Section VI while concluding in Section VII with
some final remarks.
II. QUANTUM OPERATIONS AND ENTROPY
PRODUCTION
Along the paper we consider an isolated quantum sys-
tem composed of two parts, system and environment (or
ancilla), with Hilbert space H ≡ HS ⊗ HE , where HS
and HE are the local Hilbert spaces of the system and
the environment respectively. We focus our attention
on the entropy production along the generic process de-
picted in Fig. II, consisting of initial and final local pro-
jective measurements that bracket a unitary evolution.
The outcomes of the measurements constitute a quantum
trajectory, which plays a crucial role in the formulation
of FT’s.
A. The (forward) process
The process begins with the global system in an un-
correlated product state ρSE = ρS ⊗ ρE . The spectral
decomposition of the local states reads
ρS =
∑
n
pnPn ρE =
∑
ν
qνQν , (1)
where pn and qν are the eigenvalues, and {Pn} and {Qν}
are orthogonal projectors onto their respective eigen-
subpaces (for simplicity we assume they are rank-1 pro-
jectors).
At t = 0 an initial projective measurement on the sys-
tem and environment is performed using the eigenpro-
jectors in Eq. (1) and outcomes n and ν are obtained.
This measurement projects the system and environment
onto pure states |ψn〉 〈ψn|S ≡ Pn and |φν〉 〈φν |E ≡ Qν ,
without modifying the average or unconditional state of
the global system ([PnQν , ρSE ] = 0).
Subsequently, we evolve the compound system during
the time interval [0, τ ]. The corresponding unitary oper-
ator UΛ is generated by the Hamiltonian H(t) = H(λt),
which depends on time through an external parame-
ter λt that we vary according to a prescribed protocol
Λ = {λt : 0 ≤ t ≤ τ}:
UΛ ≡ T+ exp
(
− i
~
∫ τ
0
dtH(λt)
)
, (2)
where T+ denotes the time-ordering operator. As a re-
sult, the compound system at time t = τ is described by
the new density matrix
ρ′SE = UΛ(ρS ⊗ ρE)U†Λ, (3)
which in general contains classical and quantum corre-
lations. The reduced (or local) states of the system
and the environment can be obtained by partial tracing:
ρ′S = TrE [ρ
′
SE ] and ρ
′
E = TrS [ρ
′
SE ].
To complete the process, a second local projective mea-
surement is performed at time t = τ on both the system
and environment. The measurement operators are arbi-
trary (rank-1) orthogonal projectors, denoted as {P∗m}
and {Q∗µ}. Unlike in the first measurement, in this case
the average global state is disturbed, transforming into
ρ∗SE =
∑
m,µ
(P∗m ⊗Q∗µ)ρ′SE(P∗m ⊗Q∗µ)
=
∑
m,µ
%∗mµ(P∗m ⊗Q∗µ). (4)
Notice also that this is not a product state: the final
local measurement does not eliminate the classical corre-
lations contained in ρ∗SE [58]. However, the measurement
collapses the local states of the system and environment
into pure states |ψ∗m〉 〈ψ∗m|S ≡ P∗m and |φ∗µ〉 〈φ∗µ|E ≡ Q∗µ.
Thus, the spectral decomposition of the reduced states
after the final measurement is
ρ∗S ≡ TrE(ρ∗SE) =
∑
m
p∗mP∗m, (5)
ρ∗E ≡ TrS(ρ∗SE) =
∑
µ
q∗µQ∗µ. (6)
where p∗m =
∑
µ %
∗
mµ and q
∗
µ =
∑
m %
∗
mµ are the corre-
sponding classical marginal distributions.
B. Reduced dynamics: maps and operations
The global manipulation described above induces a re-
duced dynamics on the system alone. The shaded area in
Fig. II can be considered as an effective transformation
of the state of the system, ρS → ρ′S , described by the
3FIG. 1. Schematic picture of the forward process presented in the main text. System and environment start from an uncorrelated
state ρS ⊗ ρE . A local measurement of observables with projectors {Pn,Qν} is carried out, which does not alter the density
matrix in the average evolution but selects a pure state |ψn〉⊗|φν〉 at the trajectory level. System and environment then interact
with each other according to the unitary evolution UΛ, ending in an entangled state ρ
′
SE . Finally, we measure again now using
projectors {P∗m,Q∗µ.}. In the last measurement quantum correlations in state ρ′SE are erased, while the final state ρ∗SE may
still have in general non-zero classical correlations. The reduced evolution of the system conditioned to the measurement in
the environment is described through the quantum operation Eµν (shaded area).
action of a quantum CPTP map E that admits a Kraus
representation [59]
ρ′S = E(ρS) =
∑
µ,ν
MµνρSM
†
µν , (7)
with a set of Kraus operators Mµν satisfying∑
µ,νM
†
µνMµν = I.
There exist many Kraus representations {Mµν} that
reproduce the reduced dynamics on the system. We
choose
Mµν =
√
qν 〈φ∗µ|E UΛ |φν〉E . (8)
This specific representation retains all the details of the
evolution of the environment, relating unequivocally each
Kraus operator Mµν with a transition |φν〉E → |φ∗µ〉E in
the environment. This is a key point in order to charac-
terize the thermodynamics of the process at the trajec-
tory level, as we will see shortly. Let us finally define the
quantum operation:
Eµν(ρS) = MµνρSM†µν , (9)
which describes the conditioned evolution of the system
when the environment starts in the pure state |φν〉E and
ends in the state |φ∗µ〉E after measurement [60].
C. Average entropy production
We now discuss the entropy change along the pro-
cess. We analyze here the von Neumann entropy, S(ρ) =
−Tr[ρ ln ρ] of the global system. Recall that the von Neu-
mann entropy coincides with the thermodynamic entropy
for equilibrium states (setting the Boltzmann constant
k = 1). For non-equilibrium states there are some situ-
ations where the von Neumann entropy still can be in-
terpreted as a thermodynamic entropy [61]. However,
in this paper we will refrain from identifying S(ρ) with
a thermodynamic entropy and refer to it simply as the
entropy or the quantum entropy of state ρ.
Along the process described above, the quantum en-
tropy of the global system changes as
∆iSinc ≡ S(ρ∗SE)− S(ρSE). (10)
This quantity is the quantum entropy production along
the process. We will refer to ∆iSinc as the inclusive
entropy production to distinguish it from the entropy
production when the system and the environment are
separated at the end of the process and the final classi-
cal correlations are lost (see below). The inclusive en-
tropy production is always non-negative, since von Neu-
mann entropy cannot decrease in a projective measure-
ment and stays constant along any unitary evolution,
i.e., S(ρSE) = S(ρ
′
SE) ≤ S(ρ∗SE). Notice also that S(ρ)
equals the classical Shannon entropy of the probability
distribution of pure states in the eigenbasis of ρ. In par-
ticular we have
S(ρSE) = −
∑
n,ν
pnqν ln(pnqν), (11)
S(ρ∗SE) = −
∑
m,µ
%∗mµ ln %
∗
mµ. (12)
To express the entropy of the global state in terms of
local entropies and correlations, one can use the mutual
information. For an arbitrary state σSE with reduced
states σS and σE , the mutual information is defined as
I(σSE) ≡ S(σS) + S(σE)− S(σSE) = S(σSE ||σS ⊗ σE).
(13)
Here we have introduced the quantum relative entropy,
S(ρ||σ) ≡ Tr[ρ(ln ρ − lnσ)], a non-symmetric and non-
negative measure of the distinguishability between states
ρ and σ, which vanishes if and only if ρ = σ [62]. This
property implies that mutual information becomes zero
4only for product (uncorrelated) states σSE = σS ⊗ σE .
Using mutual information, the inclusive entropy produc-
tion can be rewritten as:
∆iSinc = S(ρ
∗
S)− S(ρS) + S(ρ∗E)− S(ρE)− I(ρ∗SE)
= S(ρ∗S)− S(ρ′S) + S(ρ∗E)− S(ρ′E)
+ I(ρ′SE)− I(ρ∗SE) ≥ 0, (14)
where we have taken into account that the initial state
is uncorrelated and, therefore, I(ρSE) = 0. The second
equality shows that there are two sources of entropy pro-
duction. The first one is the measurement disturbance
of the final local states ρ′S → ρ∗S and ρ′E → ρ∗E , which
can be avoided only by measuring in the eigenbasis of
the reduced states ρ′S and ρ
′
E . The second source, cap-
tured by the term I(ρ′SE) − I(ρ∗SE) ≥ 0, is the erasure
of quantum correlations in the state ρ′SE . This is due to
the local character of the measurements, being zero only
if the global interaction UΛ does not generate quantum
correlations [63, 64].
In most situations the classical correlations remaining
after the final measurement are irreversibly lost, with an
entropic cost equal to the mutual information I(ρ∗SE).
This is the case if we separate system and environment
after the process and all subsequent manipulations are
local and do not incorporate any feedback based on the
outcomes of the final measurements. The entropy pro-
duction in those situations is
∆iS ≡ S(ρ∗S)− S(ρS) + S(ρ∗E)− S(ρE). (15)
We will refer to ∆iS as the non-inclusive entropy produc-
tion or simply entropy production. The positivity of the
non-inclusive entropy production in Eq. (15) has been
already identified with the second law [48] and the exis-
tence of a thermodynamic arrow of time [65, 66]. Notice
that ∆iS ≥ ∆iSinc ≥ 0, since the mutual information
I(ρ∗SE) is always non-negative.
The differences between inclusive and non-inclusive en-
tropy production will be illustrated in a specific example
in Sec. VI A.
III. BACKWARD PROCESS AND
FLUCTUATION THEOREM FOR THE
ENTROPY PRODUCTION
A. Forward and backward trajectories
We now extend the previous analysis to stochastic en-
tropy changes at the level of individual quantum trajec-
tories. A trajectory γ of the process introduced in the
previous section (hereafter, we will call it the forward
process) is simply given by the outcome of the four mea-
surements, i.e., γ = {n, ν, µ,m}. This trajectory corre-
sponds to the following transition between pure states
|ψn〉S ⊗ |φν〉E → |ψ∗m〉S ⊗ |φ∗µ〉E . (16)
Notice that, in virtue of our choice of the Kraus repre-
sentation for the reduced dynamics [Eq. (8)], a trajectory
γ is also a trajectory of the reduced dynamics, where the
pair (ν, µ) now indicates the Kraus operation affecting
the system instead of the initial and final states of the
environment (which is otherwise hidden in the reduced
dynamics). The probability to observe that trajectory γ
is given by
P (γ) = pnqνTr[(P∗m ⊗Q∗µ)UΛ(Pn ⊗Qν)U†Λ]. (17)
To introduce the backward process, we make use of the
anti-unitary time-reversal operator in quantum mechan-
ics, Θ, satisfying ΘΘ† = Θ†Θ = I and Θi = −iΘ. This
operator changes the sign of odd variables under time
reversal, like linear and angular momenta or magnetic
fields [6, 67]. We will consider the separate time reversal
operators for system, ΘS , and environment, ΘE , as well
as the one for the total bipartite system Θ = ΘS ⊗ΘE .
The backward process is defined as follows. We start
with a generic initial state of the form
ρ˜SE =
∑
m,µ
%˜mµ ΘSP∗mΘ†S ⊗ΘEQ∗µΘ†E . (18)
As in the forward process, the first step at time t =
0 is a local measurement of the family of projectors
{ΘSP∗mΘ†S ,ΘEQ∗µΘ†E}. According to Eq. (18), the out-
comes m and µ are obtained with probability %˜mµ. We
then let the global system evolve under the Hamilto-
nian ΘH(λt)Θ
† inverting the time-dependent protocol as
Λ˜ ≡ {λ˜t| 0 ≤ t ≤ τ} with λ˜t = λτ−t. This evolution is
given by the unitary transformation
UΛ˜ ≡ T+ exp
(
− i
~
∫ τ
0
dtΘH(λ˜t)Θ
†
)
. (19)
Finally, at time t = τ we perform new local measure-
ments on the system and environment using projectors
{ΘSPnΘ†S ,ΘEQνΘ†E}. The outcome induces a quantum
jump
Θ
(
|ψ∗m〉S ⊗ |φ∗µ〉E
)
→ Θ
(
|ψn〉S ⊗ |φν〉E
)
, (20)
and the corresponding backward trajectory γ˜ =
{m,µ, ν, n} occurs with probability
P˜ (γ˜) = %˜mµTr[Θ (Pn ⊗Qν) Θ†UΛ˜Θ
(P∗m ⊗Q∗µ)Θ†U†Λ˜].
(21)
B. Fluctuation theorem
The unitary transformations corresponding to the for-
ward and the backward process satisfy the so-called
micro-freversibility principle for non-autonomous sys-
tems [6, 68]:
Θ†UΛ˜Θ = U
−1
Λ = U
†
Λ. (22)
5This is the key property that relates the probabilities of
trajectories γ and γ˜ in a quantum FT. By comparing the
probabilities (17) and (21), using micro-reversibility (22)
and the cyclic property of the trace, we immediately get
∆isγ ≡ ln P (γ)
P˜ (γ˜)
= ln
pnqν
%˜m,µ
= σSnm + σ
E
νµ − I˜mµ, (23)
where we have defined the quantities
σSnm = ln pn − ln p˜m, σEµν = ln qν − ln q˜µ, (24)
I˜m,µ = ln %˜m,µ − ln p˜mq˜µ. (25)
The terms in Eq. (24) are related to entropy changes per
trajectory in the system and the environment, whereas
I˜m,µ in Eq. (25) corresponds to the stochastic version of
the mutual information [25, 69] in the initial state of the
backward process (18). From the detailed FT in Eq. (23),
we immediately have the integral version
〈e−∆isγ 〉 =
∑
γ
P (γ)e−∆isγ =
∑
γ
P˜ (γ˜) = 1, (26)
and, using Jensen’s inequality 〈ex〉 ≥ e〈x〉, one obtains a
second-law-like expression 〈∆isγ〉 = 〈σS〉+ 〈σE〉 − 〈I˜〉 ≥
0.
The interpretation of ∆isγ depends on the choice of
ρ˜SE , the initial global state of the backward process. If
we set ρ˜SE = Θρ
∗
SEΘ
†, then %˜mµ = %∗mµ and ∆isγ be-
comes the inclusive entropy production per trajectory.
Its average
〈∆isγ〉 = −
∑
m,µ
%∗mµ ln %
∗
mµ +
∑
n
pn ln pn +
∑
ν
qν ln qν
= S(ρ∗SE)− S(ρS)− S(ρE) = ∆iSinc, (27)
equals the inclusive entropy production defined in
Eq. (10). If the initial condition for the backward pro-
cess is the uncorrelated state ρ˜SE = Θ(ρ
∗
S ⊗ ρ∗E)Θ†, then
%˜mµ = p
∗
mq
∗
µ and ∆isγ is the non-inclusive entropy pro-
duction per trajectory, whose average yields the entropy
production defined in Eq. (15)
〈∆isγ〉 = S(ρ∗S)− S(ρS) + S(ρ∗E)− S(ρE) = ∆iS. (28)
A third choice sets the environment in the (inverted) ini-
tial state of the forward process, ρ˜SE = Θ(ρ
∗
S ⊗ ρE)Θ†,
which yields %˜mµ = p
∗
mqµ. In this case both initial and fi-
nal local measurements in the environment are performed
in the same basis Q∗µ = Qµ, and we obtain
〈∆isγ〉 = ∆iS + S(ρ∗E ||ρE), (29)
which includes an extra contribution measuring the dis-
turbance on the environment during the process. The
term S(ρ∗E ||ρE), unlike S(ρ∗E)−S(ρE), is negligible when
the environmental state is modified only infinitesimally
(see appendix A), as is the case e.g. of a large reservoir.
Moreover, when ρE is a Gibbs state, Eq. (29) is the en-
tropy production proposed in Ref. [50], and S(ρ∗E ||ρE)
corresponds to the thermodynamic entropy production
due to irreversibly reseting the ancilla back to ρE in con-
tact with an equilibrium reservoir at the same temper-
ature. Finally, we stress that for equilibrium canonical
initial conditions both in the forward and in the backward
processes, the trajectory entropy production (23) equals
the stochastic dissipative work and one recovers the cel-
ebrated Crooks work theorem and the original Jarzynski
equality [6, 7].
IV. DUAL PROCESSES: ADIABATIC AND
NON-ADIABATIC ENTROPY PRODUCTION
We now focus on the reduced dynamics. Our aim is to
obtain FT’s involving only the quantum trajectory de-
fined in Sec. III and the initial and final states of the
system. To do that, we follow our previous work [33],
where we derived a FT for CPTP maps based on the
dual dynamics introduced by Crooks in Ref. [70]. Re-
markably, the resulting FT goes beyond the one that we
have obtained considering the global dynamics, Eq. (23),
as it will reveal an interesting split of the total entropy
production into two terms: the adiabatic entropy produc-
tion, which accounts for the irreversibility of the station-
ary regime, and the non-adiabatic entropy production,
which measures how far the system is from that station-
ary state.
We apply the formalism in Ref. [33] to E , the map
governing the reduced dynamics of the process, as well
as to the map corresponding to the backward dynamics.
Therefore, we first need to introduce the reduced dynam-
ics in the backward process, which will be described by
a new CPTP map E˜ . To do that, it is necessary that the
system and the environment start the backward process
in an uncorrelated state ρ˜SE = ρ˜S ⊗ ρ˜E , i.e., we have to
impose I˜mµ = 0 [see Eq. (25)]. Otherwise the CPTP map
of the backward reduced dynamics would depend on the
initial state of the system. In that case, similarly to our
choice (8) for the forward process, a useful representation
of E˜ is
E˜νµ(ρ˜S) = M˜νµρ˜SM˜†νµ (30)
where the backward Kraus operators are given by
M˜νµ =
√
q˜µ 〈φν |E Θ†E UΛ˜ ΘE |φ∗µ〉E . (31)
Notice that here we have swapped subscripts with re-
spect to the definition of the forward operators given by
Eq. (8). This can be done since the pair (µ, ν) is just a la-
bel of the Kraus operator. The choice in Eq. (31) means
that the operation E˜νµ is equivalent to obtaining µ in
the initial measurement of the backward process and ν
in the final one. Now, micro-reversibility (22) implies an
intimate relationship between the forward and backward
Kraus operators:
Θ†SM˜νµΘS =
√
q˜µ 〈φν |E U†Λ |φ∗µ〉E = e−σ
E
µν/2M†µν . (32)
6It is important to notice that the FT for the total en-
tropy production (23) can be derived directly from the
above equation. In other words, Eq. (32) expresses the
fundamental symmetry under time reversal yielding the
FT.
A. The dual-reverse process and non-adiabatic
entropy production FT
In order to go beyond the FT for the total entropy
production, we proceed as in Refs. [33, 70]. These works,
inspired by classical stochastic thermodynamics, intro-
duce a quantum dual dynamics that reveals the irre-
versibility associated to a map at the steady state. In
the following we denote pi an invariant state of the for-
ward map, E(pi) = pi, which we indeed assume to be
positive definite. The dual dynamics, which we will call
here dual-reverse following the criterion used for clas-
sical systems [21–23], is defined as a map D˜(ρ) such
that p˜i ≡ ΘSpiΘ†S is an invariant state, i.e., D˜(p˜i) = p˜i.
Furthermore, when the map is applied several times
starting from the stationary state p˜i, it generates tra-
jectories γ˜ distributed as P˜D(γ˜|p˜i) = P (γ|pi). Here the
trajectories are γ = {n, (ν1, µ1), . . . , (νN , µN ),m} and
γ˜ = {m, (µN , νN ), . . . , (µ1, ν1), n}, corresponding to N
applications of the map.
Summarizing, in the stationary regime the dual-reverse
generates the same ensemble of trajectories as the for-
ward process, but reversed in time. For instance, if the
map describes the dynamics of a system in contact with
a single thermal bath (thermalization), then the forward
process generates reversible trajectories (indistinguish-
able from their reversal) and the dual-reverse coincides
with the forward map. In nonequilibrium situations, the
dual generically inverts flows. For instance, for a system
in contact with two thermal baths at different tempera-
tures, the dual-reverse is usually obtained by swapping
the temperatures of the baths, hence inverting the flow
of heat.
In any case, one can prove that a Kraus representation
of the dual-reverse map is given by the operators [33, 70]:
D˜νµ = ΘSpi
1
2M†µνpi
− 12 Θ†S . (33)
Finally, the dual-reverse process is the dual-reverse map
complemented by a specific choice of the initial condition
for the system (the environment does not appear explic-
itly in the dual map, which acts only on the system). The
appropriate initial condition for the dual-reverse process
is ρ˜S , i.e., the same as the backward process.
We now have three processes: the forward E , the
backward E˜ , and the dual-reverse D˜, each one inducing
an evolution in the system characterized by trajectories
γ = {n, ν, µ,m}. We can compute the probability of ob-
serving a trajectory γ or its reverse γ˜ = {m,µ, ν, n} in
each of those evolutions. With a self-explanatory nota-
tion, these probabilities read
P (γ) = pnTr[P∗mMµνPnM†µν ] (34)
P˜ (γ˜) = p˜mTr[ΘSPnΘ†SM˜νµΘSP∗mΘ†SM˜†νµ] (35)
P˜D(γ˜) = p˜mTr[ΘSPnΘ†SD˜νµΘSP∗mΘ†SD˜†νµ]. (36)
To obtain FT’s from these expressions we need a condi-
tion of proportionality between operators M†µν , and D˜νµ,
similar to the relationship (32) between M†µν and M˜νµ.
In [33] inspired by [71], we found that a necessary
and sufficient condition for that proportionality is the
following. We first define the nonequilibrium potential
Φ = − lnpi, from the invariant state pi. Its spectral de-
composition reads:
Φ =
∑
i
φi |pii〉 〈pii| (37)
where φi = − lnpii, and pii and {|pii〉} are, respectively,
the eigenvalues and eigenstates of the invariant density
matrix pi. Now we require that each Kraus operator Mµν
is unambiguously related to a nonequilibrium potential
change ∆φµν (note however that the converse statement
is not necessarily true, i.e. we may have for different val-
ues of µ and ν the same value of ∆φµν). In the invariant
state eigenbasis this condition reads:
Mµν =
∑
i,j
mµνij |pij〉 〈pii| , (38)
with mµνij = 0 whenever φj − φi 6= ∆φµν . As pointed in
[33], this condition does not imply single jumps between
pairs of pi eigenstates, but it could account for any set of
correlated transitions between different pairs with same
associated ∆φµν . An extreme example are unital maps,
where pi is proportional to the identity matrix. In that
case, ∆φµν = 0 and any complex coefficients m
µν
ij satisfy
Eq. (38). It is not hard to show that condition (38) is
equivalent to [33]
[Φ,Mµν ] = ∆φµνMµν , [Φ,M
†
µν ] = −∆φµνM†µν .(39)
This alternative formulation of (38) indicates that, when
∆φµν 6= 0, Mµν can be interpreted as ladder operators
in the eigenbasis of the invariant state pi.
For thermalization or Gibbs preserving maps, with pi =
e−β(H−F ), β = (kT )−1 being the inverse temperature
and F the equilibrium free energy, the potential is Φ =
β(H − F ) and kT∆Φ is the energy transfer between the
system and the environment, i.e., the heat. Condition
(38) in this case implies that the Kraus operators produce
jumps between levels with the same energy spacing or,
equivalently, jumps with a well defined value of the heat.
Introducing condition (38) in Eq. (33), one easily de-
rives the following relationship between the forward and
the dual-reverse Kraus operators [33]:
Θ†SD˜νµΘS = e
∆φµν/2M†µν (40)
7and, using Eq. (32), one gets:
D˜νµ = e
(σEµν+∆φµν)/2M˜νµ. (41)
Finally, inserting (40) and (41) into the expressions
for the probability of trajectories (34-36) we obtain the
following FT’s:
∆is
na
γ ≡ ln
P (γ)
P˜D(γ˜)
= σSnm −∆φµν (42)
∆is
a
µν ≡ ln
P˜D(γ˜)
P˜ (γ˜)
= σEµν + ∆φµν . (43)
We will call ∆is
a
µν the adiabatic entropy production and
∆is
na
µν the non-adiabatic entropy production, following
the terminology used in classical stochastic thermody-
namics [21–23]. They contribute to the total entropy
production per trajectory, ∆isγ = ∆is
a
µν + ∆is
na
γ , as de-
fined in Eq. (23). Below we discuss the averages of the
adiabatic and non-adiabatic entropy production in some
cases, clarifying the origin of the terms.
B. The dual process and adiabatic entropy
production FT
Notice that (43) is not a proper FT for the forward
process. In particular, we cannot derive a Jarzynski-like
equality for exp(∆is
a
µν) averaged over forward trajecto-
ries, P (γ). To achieve this goal we need a further assump-
tion that will allow us to apply the results of Ref. [33] to
the backward process. In this way, we will obtain the
dual-reverse of the backward process, which we simply
call the dual map D. If condition (38) is satisfied, then,
by virtue of (32), the backward Kraus operators can be
written as:
M˜νµ = e
−σEµν/2
∑
i,j
(mµνij )
∗ΘS |pii〉 〈pij |Θ†S
=
∑
i,j
m˜νµij |p˜ij〉 〈p˜ii| , (44)
with m˜νµij ≡ e−σ
E
µν/2(mµνji )
∗. We observe that, setting
∆φ˜νµ = −∆φµν , condition (38) is recovered for the
backward process. However, a requirement to apply
the theoretical framework developed in Ref. [33] is that
|p˜i〉 ≡ ΘS |pi〉 is an invariant state of the backward map
E˜ . This is not warranted by the definition of E˜ , not even
when the Kraus operators are of the form (38). There-
fore, we have to add this extra assumption. In particular,
it is satisfied when the driving protocol associated to the
map is time-symmetric, the Hamiltonian of the environ-
ment is invariant under time reversal, and we perform
the same measurements at the beginning and the end of
the process on the environment. This is the case of the
infinitesimal maps that govern the dynamics of a quan-
tum Markov process since, even in the case of arbitrary
driving, each map is generated by a constant Hamilto-
nian.
We now obtain the dual operators Dµν , applying trans-
formation (33) to the backward Kraus operators M˜νµ
(with the role of ΘS and Θ
†
S swapped [33]). Similarly to
(40), condition (38) on the backward operators imply
ΘSDµνΘ
∗
S = e
∆φ˜νµ/2M˜†νµ = e
−∆φµν/2M˜†νµ, (45)
and, using Eq. (32),
Dµν = e
−(σEµν+∆φµν)/2Mµν . (46)
The dual process is given by the dual map with initial
condition ρS . The trajectories generated by this process
are distributed as
PD(γ) = pnTrS
[P∗mDµνPnD†µν] . (47)
Combining Eqs. (34) and (47) and using condition (32),
we get a new FT for the adiabatic entropy production:
∆is
a
µν = ln
P (γ)
PD(γ)
= σEµν + ∆φµν . (48)
C. Integral fluctuation theorems
We can now derive integral FT’s for the adiabatic and
non-adiabatic entropy productions:
〈e−∆isna〉 = 1, 〈e−∆isa〉 = 1, (49)
which follow from the detailed versions by averaging over
trajectories γ. Finally, convexity of the exponential func-
tion provides the following two second-law-like inequali-
ties as a corollary 〈∆isnaγ 〉 ≥ 0 and 〈∆isaγ〉 ≥ 0. As for
the FT for the total entropy production (23), the meaning
of these average entropies becomes clearer if the initial
condition of the backward process is specified. Setting
ρ˜ = Θ(ρ∗S⊗ρ∗E)Θ†, the average of the adiabatic and non-
adiabatic entropy production defined by (40) and (41)
reads
∆iSna ≡ 〈∆isnaγ 〉 = S(ρ∗S)− S(ρS)− 〈∆φ〉 ≥ 0, (50)
∆iSa ≡ 〈∆isaγ〉 = S(ρ∗E)− S(ρE) + 〈∆φ〉 ≥ 0. (51)
and the sum equals the total non-inclusive average en-
tropy production ∆iS [see Eq. (15)]. It is interesting to
notice that the average change of the potential,
〈∆φ〉 =
∑
µ,ν
P (γ)∆φµν =
∑
µ,ν
Tr[MµνρSM
†
µν ]∆φµν ,
(52)
can be alternatively written in terms of averages over
the states of the system, ρ′S and ρS if condition (38) is
fulfilled. That condition implies [Φ,Mµν ] = Mµν∆φµν
(see also Ref. [33]). Introducing the commutator in (52),
〈∆φ〉 =
∑
µ,ν
Tr[(ΦMµν −MµνΦ)ρSM†µν ]
= Tr[Φ (ρ′S − ρS)], (53)
8where we have used the cyclic property of the trace and
Eqs. (7) and (8). Therefore, the average potential change
〈∆φ〉 can be expressed as the change in the expected
value of the operator Φ due to the map. Recall that the
operator Φ acts on the Hilbert space of the system HS ,
i.e., is a local observable on the system.
If the final measurement does not alter the state of
the system, i.e., if ρ∗S = ρ
′
S , or if the final measurement
is skipped, as it is the case when we concatenate maps
and the system is measured only after the whole concate-
nation (see Sec. IV E below), we can write the average
non-adiabatic entropy production in an appealing form:
∆iSna = S(ρ
′
S)− S(ρS)− 〈∆φ〉
= Tr[ρS(ln ρS + Φ)]− Tr[ρ′S(ln ρ′S + Φ)]
= S(ρS ||pi)− S(ρ′S ||pi) ≥ 0. (54)
where we have used the definition Φ = − lnpi of the po-
tential operator in terms of the invariant state pi. Here
we see that the non-adiabatic entropy production is re-
lated to the distance between the state of the system and
the invariant state pi. During the evolution, the state of
the system can only approximate the invariant state and
the non-adiabatic entropy production is a measure of the
irreversibility associated to such convergence. In fact,
inequality in Eq. (54) follows from direct application of
Ulhman’s inequality (monotonicity of quantum relative
entropy) holding for general CPTP evolutions [51, 62].
D. Multipartite environments
The results obtained so far can be also applied to mul-
tipartite environment. The corresponding Hilbert space
is decomposed as HE =
⊗R
r=1Hr, corresponding to R
independent ancillas or reservoirs interacting with the
open system. We assume an uncorrelated initial state of
the environment, ρE = ρ1 ⊗ ... ⊗ ρR, and that the mea-
surements are performed locally in each environmental
ancilla.
In this case the adiabatic entropy production per tra-
jectory and its average read (see details in appendix B):
∆is
a
µν =
R∑
r=1
σrµ(r)ν(r) + ∆φµν , (55)
∆iSa =
R∑
r=1
S(ρ∗r)− S(ρr) + 〈∆φ〉 ≥ 0. (56)
E. Concatenation of CPTP maps
Up to now, we have considered a single interaction of
duration τ between the system and the environment [see
Eq. (2)]. The CPTP map E describes the evolution of the
system when the environment is measured before and af-
ter interaction. This framework can be extended to con-
catenations of CPTP maps, where the system interacts
sequentially with the environment. Each single interac-
tion in an time interval [t, t + τ ] is described by a sin-
gle CPTP map like E . The map describing the reduced
dynamical evolution for N interactions, from t = 0 to
t = Nτ , is:
Ω = E(N) ◦ ... ◦ E(l) ◦ ... ◦ E(1), (57)
where, in particular, each map E(l) may have a different
(positive-definite) invariant state pi(l). We assume that
the system interacts from time tl−1 ≡ (l − 1)τ to time
tl ≡ lτ with a “fresh” (uncorrelated) environment in a
generic state ρ
(l)
E ≡
∑
α q
(l)
α Q(l)α , and, as in the single
map case, the environment is measured before and after
interaction with the system by projective measurements.
On the other hand, the system is only measured at the
beginning and end of the the whole concatenation (57),
as depicted in Fig. 2.
In this case, trajectories are specified by the set
of outcomes γ = {n, (ν1, µ1), ..., (νN , µN ),m}, which
can be compared to the backward trajectories γ˜ =
{m, (νN , µN ), ..., (ν1, µ1), n} generated by the reverse se-
quence of maps Ω˜ = E˜(1) ◦ ... ◦ E˜(l) ◦ ... ◦ E˜(N). We find
that all our above results apply as well to the concatena-
tions setup (see appendix C) yielding the following three
detailed fluctuation theorems:
∆is
na
γ = ln
P (γ)
P˜D(γ˜)
= σSnm −
N∑
l=1
∆φ(l)µlνl , (58)
∆is
a
γ = ln
P (γ)
PD(γ)
=
N∑
l=1
(
σEµlνl + ∆φ
(l)
µlνl
)
, (59)
∆isγ = ln
P (γ)
P˜ (γ˜)
= ∆is
na
γ + ∆is
a
γ , (60)
where σSnm is given by Eq. (24), σ
E
µlνl
= ln q
(l)
νl − ln q˜(l)µl
is the entropy change in the environment due to the l-
th map, and ∆φ
(l)
µν = − lnpi(l)µ + lnpi(l)ν is the change in
non-equilibrium potential for the l-th map.
V. LINDBLAD MASTER EQUATIONS
The results of the last section can be applied to Lind-
blad master equations [31, 52]. Consider the following
master equation in Lindblad form [4, 60, 72], depending
on an external parameter λt:
ρ˙t = − i~ [H, ρ] +
K∑
k=1
(
LkρtL
†
k −
1
2
{L†kLk, ρt}
)
≡ Lλtρt,
(61)
where H(λt) is the system Hamiltonian in the selected
picture and Lk(λt) are positive Lindblad operators,
which generally depend on the control parameter λt and
describe jumps in some (possibly time-dependent) basis.
We assume that there exists an instantaneous invariant
state piλ, which is the steady state of Eq. (61) when the
external control parameter is frozen: Lλpiλ = 0 [5].
9FIG. 2. (a) Schematic diagram of a trajectory generated by the maps concatenation. Projective measurements on the system
are only performed at the begging and at the end of the concatenation. (b) Any operation E(l)µl,νl in the concatenation consists
in the interaction of the system with an environmental ancilla in the state ρ
(l)
E via the unitary Uˆ
(l)
Λ depending on the protocol
Λl. The ancilla is measured before and after interaction generating outcomes νl and µl respectively.
The Lindblad equation (61) can be written as a con-
catenation of CPTP maps
ρt+dt = (IS + dtLλt) ρt ≡ E(ρt), (62)
with the Kraus representation
M0(λt) ≡ IS − dt
(
i
~
H +
1
2
K∑
k=1
L†k(λt)Lk(λt)
)
(63)
Mk(λt) ≡
√
dtLk(λt), k = 1, ...,K. (64)
Recall that this Kraus representation is not unique [60].
As before, the representation (63-64) is related to a spe-
cific detection scheme for the jumps, that is, it implies
a specific choice of the initial state and the local observ-
ables to be monitored in the environment (the set of pro-
jectors {Qν} and {Q∗µ}).
The Kraus representation (63-64) is based on a family
of operations Mk with k = 1, . . . ,K that induce jumps in
the state of the system and occur with probabilities of or-
der dt, and a single operation M0 that induces a smooth
nonunitary evolution and occurs with probability of or-
der 1. This implies that a trajectory γ consists of a large
number of 0’s punctuated by a few jumps Mk with k =
1, . . . ,K. An alternative way of describing the trajectory
is to specify the jumps kj and the times tj where they
occur, i.e., γ = {n, (k1, t1), ..., (kj , tj), ..., (kN , tN ),m},
where, as before, n and m denote the outcomes of the
initial and final measurements in the system at times
t = 0 and t = tf . Jump k is given by the opera-
tion Ek(ρ) ≡ MkρM†k , whereas between two consecutive
jumps at tj and tj+1 the evolution is given by the re-
peated application of the operation corresponding to the
Kraus operator M0(λt) in (63). This results in a smooth
evolution given by the operator:
Ueff(tj+1, tj) = T+ exp
(
− i
~
∫ tj+1
tj
ds Heff(λs)
)
, (65)
with an effective non-hermitian Hamiltonian that reads
Heff(λt) = H(λt)− i~
2
K∑
k=1
L†k(λt)Lk(λt). (66)
In this representation, the probability of a trajectory γ =
{n, (k1, t1), ..., (kj , tj), ..., (kN , tN ),m} is
P (γ) =Tr[P∗mUtf ,tNEkNUtN ,tN−1 ... Ekl
... Ut2,t1Ek1Ut1,0(Pnρ0Pn)], (67)
with Utj+1,tj (ρ) = Ueff(tj+1, tj)ρU†eff(tj+1, tj).
A. Backward, dual and dual-reverse dynamics
Consider now the backward dynamics. The time-
inversion of the evolution of the global system corre-
sponds to a time-reversed version of the Lindblad mas-
ter equation (61). As in the previous section, the back-
ward process is generated by inverting the sequence of
operations together with time-inversion of each opera-
tion in the sequence. The map corresponding to an
infinitesimal time-step in the time-reversed dynamics,
ρ˜t+dt = E˜(ρ˜t), admits a Kraus representation with Kraus
operators M˜k(λt). To obtain the backward map, we
would need to know details about the environment that
induces the Markovian dynamics given by the Lindblad
equation (61). However, in the previous sections we have
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derived a relationship between the forward and backward
CPTP maps, namely Eq. (32):
M˜0 = e
−σE0 /2ΘSM
†
0 Θ
†
S , (68)
M˜k = e
−σEk /2ΘSM
†
kΘ
†
S . (69)
Imposing the backward maps to be trace-preserving, that
is, M˜†0M˜0 +
∑
k M˜
†
kM˜k = I, we obtain σE0 = 0, and the
consistency condition
K∑
k=1
(
L†kLk − LkLk†e−σ
E
k
)
= 0. (70)
Any set of numbers {σEk } satisfying Eq. (70) defines,
through (68), an admissible backward process. The exis-
tence of such set is warranted, since any Lindblad equa-
tion can be derived from the interaction between the sys-
tem and an ancilla.
For any trajectory γ = {n, (k1, t1), ..., (kN , tN ),m}
generated in the forward process with probabil-
ity P (γ), there exist a backward trajectory γ˜ =
{m, (kN , tN ), ..., (k1, t1), n} occurring in the backward
process with probability P˜ (γ˜). The backward trajectory
can also be identified by the times of successive jumps.
In this representation, the probability of trajectory γ˜ can
be written as:
P˜ (γ˜) =Tr[ΘSPnΘ†S U˜t1,0E˜k1 U˜t2,t1 ... E˜kl
... U˜tN ,tN−1 E˜kN U˜tf ,tN (ΘSP∗mρtfP∗mΘ†S)], (71)
where E˜k(ρ˜) = M˜kρ˜M˜†k . The smooth evolution between
jumps U˜t′,t(ρ˜t) = U˜eff(t′, t)ρ˜tU˜†eff(t′, t) is given by the op-
erator
U˜eff(t
′, t) = T+ exp
(
i
~
∫ t′
t
ds ΘSH
†
eff(λ˜s)Θ
†
S
)
, (72)
where {λ˜t} again corresponds to the inverse sequence of
values for the control parameter. It can be shown that
this smooth evolution obeys the micro-reversibility rela-
tionship Θ†SU˜eff(t
′, t)ΘS = Ueff(t′, t)†.
Let us discuss now the dual and dual-reverse dynamics.
The condition (39), necessary to define the dual-reverse
process, reads [31, 52]:
[Φ, Lk] = ∆φkLk, [Φ, L
†
k] = −∆φkL†k. (73)
These commutation relationships indicate that the Lind-
blad operators Lk(λt) promote jumps between the eigen-
states of piλt . Furthermore, as the condition must be
fulfilled for the operator M0 in Eq. (63) as well, we
need [H,
∑
k L
†
kLk] = [H,Φ] = 0, which in turn implies
∆φ0 = 0. This means that the instantaneous steady
state of the dynamics must be diagonal in the basis of
the Hamiltonian term appearing in Eq. (61). This condi-
tion is fulfilled by equilibrium Lindblad equations and in
situations in which the operator H becomes the identity
operator in an appropriate interaction picture (see e.g.
Refs. [45, 73]). However, the condition can be broken
in nonequilibrium situations, a genuine quantum effect.
In section VI C we present an example of a periodically
driven cavity mode where the adiabatic entropy produc-
tion can be negative. Finally, as discussed in section
IV B, we recall that the fluctuation theorem for the adi-
abatic entropy production can be stated when the back-
ward maps E˜ admits p˜iλ ≡ ΘSpiλΘ†S as an invariant state.
If these conditions are fulfilled, the dual process is de-
fined by the dual operations Dk(·) = Dk(·)D†k with Kraus
operators {Dk} as defined in Eq. (46), whereas the dual-
reverse process is given by operations D˜k = D˜k(·)D˜†k with
Kraus operators {D˜k} defined in Eq. (40) (see also Eqs.
(C7-C8) in App. C). The probability of a trajectory γ in
the dual process, PD(γ), can be calculated from Eq. (67)
by using the same map Ut′,t for the no-jump time evolu-
tion intervals, and replacing the operations Ek by the dual
operations Dk. Analogously, for the dual-reverse process
the probability of trajectory γ˜, P˜D(γ˜), can be constructed
from Eq. (71) with U˜t′,t for the no-jump evolution, and
dual-reverse operations D˜k. We further notice that in
general Dk 6= Mk, and D˜k 6= M˜k, that is, σEk 6= −∆φk.
In many applications, the Lindblad operators come in
pairs and the corresponding pair of terms in the sum (70)
cancel. That occurs if, for a specific pair of operators
{Li, Lj}, we have Li =
√
ΓiL and Lj =
√
ΓjL
†, Γi(λt)
and Γj(λt) being positive transition rates, and L(λt)
some arbitrary (possibly time-dependent) system oper-
ator. Then, condition (70) implies (cf. [74])
σEi (λt) = ln(Γi/Γj), (74)
σEj (λt) = ln(Γj/Γi) = −σEi (λt),
and the (inverted) Kraus operators of the backward map
are also operators of the forward map:
Θ†SM˜iΘS = e
−σEi /2M†i =
√
dte−σ
E
i /2L†i
=
√
dtLj = Mj , (75)
where we have used the detailed-balance relation (32).
Moreover, p˜iλ ≡ ΘpiλΘ† is invariant under the backward
map:
E˜(p˜iλ) =
∑
k
M˜kΘSpiλΘ
†
SM˜
†
k
=
∑
k
ΘSMkpiλM
†
kΘ
†
S = p˜iλ. (76)
B. Entropy production rates
The above considerations lead us to reproduce the
three different detailed FT’s in Eqs. (60) for quantum tra-
jectories generated by Lindblad master equations. From
the integral fluctuation theorems we can derive second-
law-like inequalities analogous to Eqs. (50) and (51) for
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the entropy production rates [31]:
S˙i = S˙na + S˙a = S˙ + 〈σ˙E〉 ≥ 0, (77)
S˙na = S˙ − φ˙ ≥ 0, S˙a = 〈σ˙E〉+ φ˙ ≥ 0, (78)
where S˙ = −Tr[ρ˙t ln ρt] is the derivative of the von
Neumann entropy of the system, φ˙ ≡ Tr[ρ˙tΦ(λt)] =
−Tr[ρ˙t lnpiλt ] is the nonequilibrium potential change
rate, and 〈σ˙E(λt)〉dt =
∑
kl
Tr[Ekl(ρt)]σEkl(λt) the en-
tropy change in the monitored environment during
dt [52]. The three above equations guarantee the mono-
tonicity of the average entropy production, ∆iS, and
the adiabatic and non-adiabatic contributions, ∆iSna and
∆iSa, during the whole evolution.
The physical interpretation of the adiabatic and non-
adiabatic entropy production now becomes clear. The
non-adiabatic part can be written as
S˙na = Tr [ρ˙t(lnpiλt − ln ρt)] (79)
which is the continuous time version of Eq. (54). If the
control parameter changes quasi-statically, we have ρt '
piλt and, therefore, the non-adiabatic entropy production
vanishes. This is analogous to the classical non-adiabatic
entropy production introduced in Refs. [20–23]. On the
other hand, the adiabatic contribution S˙a is in general
different from zero even if the driving is extremely slow.
In a physical system, this term accounts for the entropy
production required to keep the system out of equilibrium
when λ is fixed, and the associated dissipated energy is
usually referred to as housekeeping heat [20].
At this point, it is worth it to remark an important dif-
ference between classical and quantum systems. In clas-
sical systems, the split of the entropy production in two
terms, adiabatic and non-adiabatic, can always be done
at the level of trajectories, and both terms obey fluctua-
tions theorem that ensure the positivity of their respec-
tive averages. This is possible for quantum systems only
if (39) [or (73) for Lindblad operators] is met. One can
still use (79) as a definition for the average non-adiabatic
entropy production S˙na and S˙a = S˙i − S˙na for the aver-
age adiabatic entropy production rate. However, these
definitions cannot be extended to single trajectories and,
furthermore, they do not obey a fluctuation theorem. In
the next section, we discuss a specific example where the
condition is not fulfilled and, as a consequence, the aver-
age adiabatic entropy production rate can be negative.
Finally, it is also important to notice that S˙ and 〈σ˙E〉
in Eqs. (77) are exact differentials, i.e., can be writ-
ten as the time derivative of the system and the envi-
ronment entropy, respectively. On the other hand, the
term φ˙ ≡ Tr[ρ˙tΦ(λt)], as well as the adiabatic and non-
adiabatic entropy production rates in Eq. (78), cannot
be expressed, in general, as a time derivative. One im-
portant exception is the case of a constant invariant state
piλt = pi like, for instance, in a relaxation in the absence
of driving. In that case, all the quantities in Eqs. (77-78)
are exact differentials. In particular, the non-adiabatic
entropy production when the system relaxes from ρ0 to
ρt is given by
∆Sna = −S(ρτ ||pi) + S(ρ0||pi) ≥ 0 (80)
which equals ∆Sna = S(ρ0||pi) for a full relaxation to
ρτ = pi. The later coincides with the entropy production
introduced by Spohn [75].
VI. EXAMPLES
We illustrate our findings with three paradigmatic ex-
amples. In the first one, we consider a two-qubit CNOT
gate as a simple process with a finite size environment to
illustrate the differences between the inclusive and non-
inclusive entropy production introduced in section II C.
The second and third examples correspond to two repre-
sentative examples of non-equilibrium quantum Markov
systems. The second example is an autonomous system
coupled to several thermal baths. In this case, the non-
adiabatic entropy production is zero except during the
transient relaxation to the steady state. However, it pro-
vides an intuitive picture of how entropy is produced in
non-equilibrium setups. The third example is a driven
system that does not fulfill condition (38) and, conse-
quently, does not admit the splitting of the entropy into
adiabatic and non-adiabatic contributions with positive
averages.
A. A two-qubit CNOT gate
The difference between the inclusive and non-inclusive
entropy production introduced in section II C becomes
especially relevant for processes where the system of in-
terest repeatedly interacts with a finite-size reservoir.
As an extreme case we consider both system and en-
vironment to be qubits with the same energy spacing
. Their Hamiltonians are given by HS =  |1〉 〈1|S and
HE =  |1〉 〈1|E . We assume the initial state of the sys-
tem to be partially coherent, ρS = (I + ασx)/2 with
0 ≤ α ≤ 1, and the environmental qubit starting in a
thermal state ρE = e
−βHE/ZE at inverse temperature
β = 1/kBT ≥ 0, ZE = 1 + e−β being the partition
function. The initial state can be written as
ρSE = ρS ⊗ ρE = 1
4
(I+ ασx)⊗ (I+ κσz) . (81)
where κ ≡ tanh(β/2), σj with j = x, y, z are the Pauli
matrices, and we take the standard qubit basis {|0〉 , |1〉}
for both the system and the environment. The eigenbasis
of ρSE determines the projectors of the initial measure-
ments {Pn,Qν}, which are in this case P± = |ψ±〉 〈ψ±|
with |ψ±〉 = (|0〉±|1〉)/
√
2 andQν = |ν〉 〈ν| with ν = 0, 1.
System and environment interact through a CNOT
gate, UCNOT, where the system acts as the control qubit
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[62]. The interaction leads to the following global system-
environment state
ρ′SE = UCNOT (ρS ⊗ ρE)U†CNOT (82)
=
1
4
(I+ ασx ⊗ σx − ακσy ⊗ σy + κσz ⊗ σz) .
Notice that ρ′SE has maximally mixed reduced states
both in system and environment. As a consequence,
for any choice of the final projectors {P∗m,Q∗µ}, we have
ρ′S = ρ
∗
S = ρ
′
E = ρ
∗
E = I/2. In contrast, the global state
ρ∗SE depends on the final projectors. The average work
done during the interaction is W = Tr[(HS +HE)(ρ
′
SE−
ρSE)] = (1/2− e−β/ZE) > 0, while there is no further
energy contributions from local measurements.
The inclusive entropy production in Eq. (14) is just
given by the erasure of quantum correlations in the fi-
nal measurements, ∆iSinc = I(ρ′SE) − I(ρ∗SE). This
is the so-called mutual induced disturbance introduced
by Luo [63]. Moreover if, following Refs. [76, 77],
we maximize I(ρ∗SE) over {P∗m,Q∗µ}, then the inclusive
entropy production is equal to the (symmetric) quan-
tum discord [64, 78] of the state ρ′SE . On the other
hand, the non-inclusive entropy production in Eq. (15)
is given by the total correlations in state ρ′SE , that is,
∆iS = ∆iSinc + I(ρ∗SE) = I(ρ′SE), and it is independent
of the choice of the local projectors of the final measure-
ments {P∗m,Q∗µ}.
The entropy production per trajectory ∆isγ can be
calculated as explained in Sec. III. Recall that we may
obtain both the inclusive or non-inclusive entropy pro-
duction depending on our choice for the initial state of
the backward process, and that the two quantities verify
the integral fluctuation theorem (26).
In Fig. 3 we show the probability distribution of the
entropy production P (∆isγ) for β = 2.5 and α = 0.8.
Blue solid bars correspond to the non-inclusive version
and purple dashed bars correspond to the inclusive one.
The latter does depend on the final measurements. Here
we have taken as final projectors the local energy eigen-
basis, {P∗m = |m〉 〈m|S ,Q∗µ = |µ〉 〈µ|E} for m,µ = 0, 1.
The different types of average entropy production are
plotted in the inset figure as functions of β for the same
value of α = 0.8. There, black and blue solid lines cor-
respond to the average non-inclusive entropy production
with and without including the term S(ρ∗E ||ρE) due to
local disturbance of the environment [see Eq. (29)], re-
spectively. Dashed and dotted lines show to the aver-
age inclusive entropy production for different choices of
the local projectors in the final measurement {P∗m,Q∗µ}.
The purple dashed line is obtained when the final pro-
jectors are given by the local energy eigenbasis {P∗m =
|m〉 〈m|S ,Q∗µ = |µ〉 〈µ|E} for m,µ = 0, 1. The orange
dotted line is the symmetric quantum discord, obtained
when maximizing I(ρ∗SE).
As mentioned in section II C, inclusive and non-
inclusive entropy production apply to different physical
situations depending on how the system and the envi-
ronment are manipulated after the process. If system
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FIG. 3. Probability distribution P (∆isγ) of the entropy pro-
duction per trajectory for non-inclusive (blue solid) and in-
clusive (purple dashed) cases. Initial states of system and
environment correspond to parameters α = 0.8 and β = 2.5.
Inset: plot of the different versions of the average entropy
production as a function of β ( = 1 and α = 0.8).
and environment are separated and every further manip-
ulation is local, then we do not make use of the classi-
cal correlations given by the mutual information I(ρ∗SE);
in this case the non-inclusive entropy production is the
magnitude that adequately describes the increase of en-
tropy. On the other hand, global operations on the whole
system+environment can make use of those correlations
and, for instance, extract more energy from a thermal
bath. We illustrate this possibility in our simple ex-
ample by considering a second CNOT interaction after
the final local measurements. For simplicity we per-
form the final measurements in the local energy basis,
{P∗m = |m〉 〈m|S ,Q∗µ = |µ〉 〈µ|E} for m,µ = 0, 1. Apply-
ing these projectors to state ρ′SE in Eq. (82), one obtains
the final global state
ρ∗SE =
1
4
(I+ κσz ⊗ σz) . (83)
Applying the second CNOT to this state, one gets
ρ′′SE = UCNOT ρ
∗
SE U
†
CNOT = ρ
∗
S ⊗ ρE , (84)
where ρE is the initial thermal state of the environment.
As we can see, in this second process system and envi-
ronment become completely decorrelated after interac-
tion, while a work Wext = Tr[(HS +HE)(ρ
′′
SE − ρ∗SE)] =
(1/2− e−β/ZE) is extracted when performing the sec-
ond gate. Notice that the extracted work equals the work
performed in the first gate. This work extraction is im-
possible if we only have local operations at our disposal,
for which the final state ρ∗SE is completely equivalent to
the uncorrelated state ρ∗S ⊗ ρ∗E .
This simple example highlights the importance of dis-
tinguishing between inclusive and non-inclusive entropy
production in a small finite-size environment. Similar
conclusions can be applied for the term S(ρ∗E ||ρE).
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FIG. 4. Schematic diagram of a three-level thermal machine
acting as a refrigerator. The three transitions of the machine
are weakly coupled to thermal reservoirs at temperatures β1,
β2 and β3, inducing jumps between the machine energy levels
(double arrows). In a refrigeration cycle the machine performs
a sequence of three jumps |g〉 → |eA〉 → |eB〉 → |g〉, where
it absorbs a quantum of energy ~ω1 from the cold reservoir,
together with a quantum ~ω2 from the hot one, while emitting
a quantum ~ω3 into the reservoir at intermediate temperature.
B. Autonomous thermal machine
Consider an autonomous three-level thermal machine
powered by three thermal reservoirs at different temper-
atures, as depicted in Fig. 4 [44, 79–82]. Each bath me-
diates a different transition between the energy levels,
{|g〉 , |eA〉 , |eB〉}. The Hamiltonian of the system is
HS = ~ω1 |eA〉 〈eA|+ ~(ω1 + ω2) |eB〉 〈eB | , (85)
that is, the three possible transitions g ↔ eA, eA ↔ eB
and g ↔ eB have frequency gaps ω1, ω2, and ω3 ≡
ω1 + ω2, respectively. Each transition is weakly coupled
to a bosonic thermal reservoir in equilibrium at inverse
temperature βr = 1/kTr with r = 1, 2, 3, where we as-
sume β1 ≥ β3 ≥ β2 for concreteness.
The dynamics of the three-level thermal machine can
be described by a Lindblad master equation obtained
in the weak coupling limit by standard techniques from
open quantum systems theory [4, 5, 60]. It reads
ρ˙t = − i~ [HS , ρt] + L1(ρt) + L2(ρt) + L3(ρt), (86)
where ρt is the density operator of the three level system
and Lamb-Stark shifts have been neglected. The three
dissipative terms in the above equation describe the irre-
versible dynamical contributions induced by each of the
three thermal reservoirs:
Lr(ρt) = Γ(r)↓
(
arρta
†
r −
1
2
{a†rar, ρt}
)
+ Γ
(r)
↑
(
a†rρtar −
1
2
{ara†r, ρt}
)
, (87)
r = 1, 2, 3 where a1 = |g〉 〈eA|, a2 = |eA〉 〈eB | and
a3 = |g〉 〈eB | are the ladder operators of the three-level
system. Equation (87) describes the emission and ab-
sorption of excitations of energy ~ωr to or from the reser-
voir r, at rates Γ
(r)
↓ = γr(n
th
r + 1) and Γ
(r)
↑ = γrn
th
r , ful-
filling detailed balance Γ
(r)
↓ = e
βr~ωrΓ(r)↑ . Here n
th
r =
(eβr~ωr − 1)−1 is the mean number of excitations of en-
ergy ~ωr in reservoir r, and γr  ωr′ ∀r, r′ = 1, 2, 3 are
the spontaneous emission decay rates associated to each
transition. The heat fluxes entering from the reservoirs
associated to the imbalance in emission and absorption
can be defined as Q˙r = Tr[HSLr(ρt)] for r = 1, 2, 3, and
the first law of thermodynamics reads U˙ = Tr[HS ρ˙S ] =
Q˙1 + Q˙2 + Q˙3.
Therefore, in our example we have six Lindblad oper-
ators (r = 1, 2, 3):
L
(r)
↓ =
√
Γ
(r)
↓ ar, L
(r)
↑ =
√
Γ
(r)
↑ a
†
r (88)
that define the infinitesimal CPTP map (62) with the
Kraus representation given by Eqs. (63-64). In particu-
lar:
M
(r)
↓ =
√
dtL
(r)
↓ =
√
dt Γ
(r)
↓ ar, (89)
M
(r)
↑ =
√
dtL
(r)
↑ =
√
dt Γ
(r)
↑ a
†
r. (90)
Here the stochastic jumps during the evolution corre-
spond to simple transitions between the energy levels
{|g〉 , |eA〉 , |eB〉}. Therefore, the stochastic dynamics is
completely equivalent to a classical Markov process if the
initial state of the machine is diagonal in the Hamiltonian
eigenbasis. In particular, the stationary state reads:
pi = pig |g〉 〈g|+ piA |eA〉 〈eA|+ piB |eB〉 〈eB | , (91)
In appendix D, we explicitly calculate the occupation
probabilities pig, piA, and piB . Nevertheless, the transient
dynamics could exhibit some quantum effects when the
initial state exhibit coherences in the Hamiltonian eigen-
basis. For instance it has been recently pointed that ini-
tial coherence can be used to reach lower temperatures
during the transient dynamics [83, 84].
The backward trajectory γ˜ = {m, (kN , tN ), . . . ,
(k1, t1), n} is defined by the inverse sequence of events
with respect to γ, occurring in the backward process. We
consider the initial state of the backward process the in-
verted final state of the forward process, ΘSρtfΘ
†
S , while
the thermal reservoirs have the same state as in the for-
ward process. We further assume the simplest form for
the time inversion operator ΘS , namely, the complex con-
jugation, i.e., ΘSψ = ψ
∗, which commutes with any ma-
trix with real entries, as the Hamiltonian and the jump
operators ar, a
†
r.
The Lindblad operators in this case come in pairs
L
(r)
↓ = e
βr~ωr/2L(r)†↑ . Hence the stochastic entropy
change in the environment σEk for each operator Lk is
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given by Eq. (74), where the label k takes on the six
possible values k = (↑, r) and k = (↓, r) with r = 1, 2, 3:
σ
(r)
↓ = βr~ωr, σ
(r)
↑ = −βr~ωr. (92)
This is as expected, since the upward jump r induced
by the operator L
(r)
↓ in the forward trajectory γ dissi-
pates a heat ~ωr to the reservoir at inverse tempera-
ture βr. Equivalently, in the downward jump r a heat
~ωr is extracted from the thermal bath reducing its en-
tropy by an amount βr~ωr. The Kraus operators of the
backward map are given by Eq. (75): M˜
(r)
↓ = M
(r)
↑ ,
and M˜
(r)
↑ = M
(r)
↓ , and M˜0 = ΘSM0Θ
†
S for the no-
jump evolution. Indeed, by virtue of Eq. (72), we obtain
U˜eff = ΘSU
†
effΘ
†
S = Ueff for the effective evolution opera-
tor describing the dynamics between jumps in the back-
ward process. From the above equations we see that the
backward map E˜ is obtained from the forward map E in-
verting the jumps. We also notice that, consequently, the
backward map E˜ admits the time-reversed steady state
p˜i = ΘSpiΘ
†
S = pi as an invariant state.
We next construct the dual and dual-reverse processes
for the model. The condition for the Lindblad operators
to be of the form in Eq. (38) is fulfilled here. Indeed, the
non-equilibrium potential, Φ = − lnpi, obeys [Φ, HS ] = 0
and
[Φ, L
(r)
k ] = ∆φ
(r)
k L
(r)
k , [Φ, L
(r)†
k ] = −∆φ(r)k L(r)†k , (93)
where the nonequilibrium potential changes associated to
each jump in the trajectory read
∆φ0 = 0, ∆φr↓ = −β′r~ωr, ∆φr↑ = β′r~ωr. (94)
Here we have introduced the quantities β′1 = ln(
pi0
pi1
)/~ω1,
β′2 = ln(
pi1
pi2
)/~ω2 and β′3 = ln(pi1pi2 )/~ω3, which can be
seen as the local inverse temperature (or virtual temper-
ature [85–87]) of each transition in the steady state pi.
As shown in appendix D, they determine the direction of
the heat flow in the stationary regime, i.e., if β′r > βr,
then the temperature of reservoir r is higher than the
local temperature of the machine and the heat Q˙r is pos-
itive (energy flows from the reservoir to the machine),
and viceversa. Moreover, for β′r ' βr the heat flow is
proportional to β′r − βr; therefore, the difference β′r − βr
can be considered as a thermodynamic force for the heat
flow between the reservoir r and the system. In Fig. 5 we
plot the local inverse temperatures β′r compared to the
reservoir temperatures βr for a specific choice of β2 = 0.5
and β3 = 4 and as a function of β1, the inverse tempera-
ture of the coldest bath (we use units of (~ω1)−1). There
is a point, around β1 = 9.3, where β
′
r = βr and all the
heat flows in the stationary regime vanish. Below that
point, the steady heat flow from the coldest reservoir at
inverse temperature β1 is positive, i.e., the machine acts
as a refrigerator that extract energy from the coldest bath
1. On the other hand, for β1 > 9.3, heat flows from the
machine to the hottest bah at inverse temperature β2, so
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FIG. 5. Comparison between the inverse effective (or virtual)
temperatures β′r (solid lines) and the real inverse tempera-
tures of the reservoirs βr (dashed lines) for r = 1, 2, 3 (blue,
red, orange), as a function of β1 when ~ω1 = 1, and ~ω2 = 1.5.
In the refrigerator regime, the transition g ↔ eA is at an effec-
tive temperature colder than the coldest reservoir, β′1 ≥ β1,
inducing heat extraction from it, while the other transitions
induce dissipation of heat to the reservoir at intermediate tem-
perature, β2 ≥ β′2, and absorption of heat in the hotter one
β′2 ≥ β2. In the heat pump regime the three heat flows change
its directions as the previous inequalities become inverted.
the machine acts as a heat pump capable to heat up the
hottest reservoir 2.
The Kraus operators for dual and dual-reverse maps,
D and D˜, can be obtained from Eqs. (46) and (41) re-
spectively, by using Eqs. (92) and (94). They read:
D
(r)
↓ =
√
dt e(β
′
r−βr)~ωrL(r)↓ , (95)
D
(r)
↑ =
√
dt e−(β
′
r−βr)~ωrL(r)↑ , (96)
D˜
(r)
↓ =
√
dt e−β
′
r~ωrL(r)↓ , (97)
D˜
(r)
↑ =
√
dt eβ
′
r~ωrL(r)↑ . (98)
We see that the dual and dual-reversed dynamics induce
similar jumps in the three-level system, but with modified
rates depending on the differences β′r − βr. Only when
β′r = βr for each r, the dual process becomes equal to
the forward process, and hence the dual-reverse process
equals the backward process (see Fig. 5).
Notice that Eq. (93), together with the backward map
having p˜i = pi as an invariant state, are sufficient con-
ditions to ensure the existence of the three fluctuation
theorems for the adiabatic, non-adiabatic and total en-
tropy productions during trajectory γ. They explicitly
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read:
∆is
a
γ =
3∑
r=1
(β′r − βr)q(r)γ , (99)
∆is
na
γ = σ
S
nm −
3∑
r=1
β′rq
(r)
γ , (100)
∆isγ = σ
S
nm −
3∑
r=1
βrq
(r)
γ , (101)
where σSnm is the stochastic entropy increase in the sys-
tem, and q
(r)
γ = ~ωr(n(r)↑ − n(r)↓ ) is the stochastic heat
entering the system from reservoir r, n
(r)
↑↓ being the total
number of upward or downward jumps in transition r.
The expression for the adiabatic entropy production is
particularly interesting, since it is equal to the entropy
generated by the heat transfer between reservoirs at in-
verse temperatures βr and β
′
r. In particular, the adia-
batic entropy production is identically zero when βr = β
′
r
even though it is possible to have transient flows of heat.
We can now calculate the average rates of nonequilib-
rium potential and reservoirs entropy changes:
〈σ˙(r)〉 =
∑
k=↑,↓
Tr[L
(r)†
k L
(r)
k ρt]σ
(r)
k = −βrQ˙r, (102)
Φ˙r =
∑
k=↑,↓
Tr[L
(r)†
k L
(r)
k ρt]∆φ
(r)
k = β
′
rQ˙r, (103)
where we split in three parts the nonequilibrium potential
flow Φ˙ = Φ˙1 + Φ˙2 + Φ˙3 = −Tr[ρ˙S lnpi]. The entropy
production rates hence read:
S˙a =
∑
r
(β′r − βr)Q˙r ≥ 0, (104)
S˙na = S˙ −
∑
r
β′rQ˙r ≥ 0, (105)
S˙i = S˙ −
∑
r
βrQ˙r ≥ 0, (106)
showing the same structure as the trajectory entropies
in Eqs. (99-101). Since there is no driving in this ex-
ample, the non-adiabatic entropy production reads as in
Eq. (80), and equals ∆Sna = S(ρ0||pi) for a full relaxation
to the steady state pi.
In the steady state we have S˙na = 0, and the first law
becomes
∑
r Q˙
ss
r = 0. This implies that the only con-
tribution to the entropy production rate is the adiabatic
one, which can be written as:
S˙a = S˙i = (β3 − β2)Q˙ss2 − (β1 − β3)Q˙ss1 ≥ 0. (107)
This equation can be used to bound the efficiency of the
machine in the different regimes of operation. For in-
stance, the efficiency of the machine acting as a refriger-
ator is given by
 =
Q˙ss1
Q˙ss2
≤ β3 − β2
β1 − β3 ≡ C , (108)
...
FIG. 6. Schematic picture of the setup. The intracavity mode
H0 is externally driven by a resonant laser field VS(t), while
in weak contact with the environment at inverse temperature
β, producing the emission and absorption of photons.
where C is the so-called Carnot efficiency of a refrigera-
tor [85].
C. Periodically driven cavity mode
Our third example consists of a single electromagnetic
field mode with frequency ω in a microwave cavity with
slight losses in one of the two mirrors. The losses of the
cavity are produced by the weak coupling of the cavity
mode to a bosonic thermal reservoir in equilibrium at
inverse temperature β = 1/kT . In addition, an external
laser of the same frequency ω and weak intensity drives
the cavity mode producing excitations. The Hamiltonian
of the system can be expressed as HS(t) = H0 + VS(t)
consisting of two terms: the first one is the Hamiltonian
of the undriven mode H0 = ~ωa†a and
VS(t) = i~(a†e−iωt − ∗aeiωt), (109)
describes the effect of the classical resonant laser field
with complex amplitude  = ||eiϕ. Here the subscript S
stands for the Schro¨dinger picture, whereas operators and
density matrices without any subscript will correspond
to the interaction picture with respect to H0 (H0 is of
course the same in the two pictures). Figure 6 shows a
schematic picture of the setup.
The reduced evolution of the cavity mode can be de-
scribed by the following Lindblad master equation [60]
ρ˙S(t) = − i~ [HS(t), ρS(t)] + L(ρS(t)). (110)
with the dissipative part
L(ρ) = Γ↓
(
aρa† − 1
2
{a†a, ρ}
)
+ Γ↑
(
a†ρa− 1
2
{aa†, ρ}
)
. (111)
This term accounts for emission and absorption of pho-
tons by the cavity mode from the equilibrium reservoir
at respective rates Γ↓ = γ0(nth + 1) and Γ↑ = γ0 nth.
Here again nth = (e−β~ω − 1)−1, and γ0 is the spon-
taneous emission decay rate in absence of driving. The
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dissipative term L(ρ) does not depend on the driving: it
induces jumps in the eigenbasis of H0 and is also invari-
ant under the change of picture. Notice that this is an
approximation. For slow driving, for instance, the bath
induces jumps between the instantaneous eigenstates of
the Hamiltonian HS(t). The dissipator (111) is valid for
weak driving and weak coupling with the thermal bath,
that is γ0 ∼ ||  ω [88].
In the interaction picture with respect to H0, the Lind-
blad equation (110) reads [60]
ρ˙(t) = − i
~
[V, ρ(t)] + L(ρ(t)), (112)
where V = i~(a† − ∗a) is the driving Hamiltonian in
the interaction picture, which turns to be constant.
Before discussing the FT applied to this example,
let us calculate the energetics of the system from the
Lindblad equation. For this purpose, it is more conve-
nient to express the internal energy in the Schro¨dinger
picture: U(t) = Tr[HS(t)ρS(t)]. The first law reads
U˙(t) = W˙ (t) + Q˙(t), where the average work is given
by
W˙ (t) = Tr[H˙S(t)ρS(t)]
= ~ωTr
[(
a†e−iωt + ∗aeiωt
)
ρS(t)
]
= ~ωTr
[(
a† + ∗a
)
ρ(t)
]
(113)
and the average energy change not accounted for by work
we denote
Q˙(t) = Tr[HS(t)ρ˙S(t)] = Tr [HS(t)L(ρS(t))]
= Tr [(H0 + V )L(ρ(t))] , (114)
although it is not necessarily equal to the heat, i.e., the
energy reversibly exchanged with a thermal reservoir that
accounts for the reservoir’s entropy change [89]. Below
we discuss in detail the physical nature of this energy
transfer.
The steady state of the dynamics (112) obeys
− i~ [V, pi] + L(pi) = 0. This equation can be solved by
noticing that the term [V, ρ] in (112) cancels under the
transformation a→ a− α, where α = 2/γ0. The result-
ing steady state is
pi = D(α) e
−βH0
Z0
D†(α), (115)
where Z0 = Tr[exp(−βH0)], and D(α) = exp(αa†−α∗a)
is the unitary displacement operator in optical phase
space, fulfilling D(α)aD†(α) = a − α, D†(α) = D(−α).
In contrast to the undriven case, here the cavity does
not reach equilibrium with the reservoir: coherences
in the energy basis do not decay to zero due to the
work performed by the external laser. Notice also
that the state pi defines a limit cycle (unitary orbit)
in the Schro¨dinger picture. In the stationary regime
piS(t) = e
−iH0t/~ pi eiH0t/~, i.e., the mode rotates in op-
tical phase space, according to the free evolution p˙iS =
(−i/~)[H0, piS ].
The energetics in this stationary regime is rather sim-
ple. The internal energy is constant, even though the
state piS(t) depends on time: Uss = Tr[HSpiS ] = Tr[(H0+
V )pi] = Tr[H0pi] = ~ω(nth + |α|2), bigger than the ther-
mal average energy ~ωnth. The laser introduces energy
at a rate:
W˙ss = ~ωTr[(a† + ∗a)pi] = ~ωγ0|α|2 ≥ 0, (116)
which is dissipated as heat to the thermal bath Q˙ss =
−W˙ss.
The FT can be applied both to the Srchro¨dinger or
the interaction picture. Here it is is more convenient
to determine the forward and backward processes in the
interaction picture, where there is no driving. The Kraus
operators for the map E in Eq. (62) read in this case:
M0 = I− dt
 i
~
V +
1
2
∑
k=↓,↑
L†kLk
 ,
for the no-jump evolution, and
M↓ =
√
dtL↓ =
√
dtΓ↓a,
M↑ =
√
dtL↑ =
√
dtΓ↑a†,
for the downward and upward jumps corresponding to
emission and absorption of photons.
The trajectory γ = {n, (k1, t1), ..., (kN , tN ),m} is then
constructed as in the previous example by counting the
jumps induced by the reservoir and registering the times
at which they occur.
Since the forward dynamics is governed by a single
pair of Lindblad operators {L↓ =
√
Γ↓ a, L↑ =
√
Γ↑ a†},
condition (70) allows us to obtain the stochastic entropy
changes in the reservoir:
σE0 = 0, σ
E
↓ = β~ω, σE↑ = −β~ω. (117)
That is, in a downward (upward) jump, the entropy in the
environment increases (decreases) by β~ω, correspond-
ing to a transfer of energy ~ω. In average, this trans-
fer of energy equals Tr[H0L(ρ(t))], whereas the energy
not accounted for by work is given by Eq. (114), i.e., by
Q˙(t) = Tr[(H0 + V )L(ρ(t))]. The origin of this discrep-
ancy is the choice of a dissipator (111) independent of the
driving. As already mentioned, the dissipator is valid for
weak driving [88], when the term Tr[V L(ρ(t))] ∼ O(γ|0|)
is negligible.
However, it is worth it to notice that our approach does
not depend on the physical nature of the environment and
its interaction with the system. As shown in section V,
once a Lindblad equation like (110) with a given set of
Lindblad operators for its unraveling has been specified,
no matter how it has been derived, induces an entropy
change in the environment given by Eq. (117). This
is a direct consequence of micro-reversibility that yields
condition (70) on the Lindblad operators. When these
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operators come in pairs, as it is the case in our exam-
ple, the condition determines the entropy change in the
environment [see Eq. (74)].
Therefore, if one could conceive physical situations
where the Lindblad equation (110) is exact, then the en-
tropy production would be given by Eq. (117) and the
energy transfer Tr[V L(ρ(t))] would not contribute to the
entropy of the environment. A clue on the nature of this
energy transfer is provided by Ref. [55]. In that paper,
Elouard et. al. introduce a driven two-level system in an
engineered thermal bath where excitations occur through
a third level with a very short lifetime and transitions are
monitored by measuring emitted photons. The resulting
Lindblad equation is the analog of Eq. (110) for a two-
level system and the entropy change in the environment
is precisely (117). They show that the energy transfer
Tr[V L(ρ(t))] is due to the collapse of a coherent state
induced by the photon detection. This energy transfer
does not change the entropy of the universe and has been
categorized either as “measurement work” [31, 74] or as
“quantum heat” [54, 55] due to measurement.
The Kraus operators of the backward map are given
by Eq. (75):
M˜0 = ΘM0Θ
† = M0, (118)
M˜↓ =
√
dtL˜↓ =
√
dtΘL↑Θ† = M↑, (119)
M˜↑ =
√
dtL˜↑ =
√
dtΘL↓Θ† = M↓, (120)
implying again that the forward and the backward map
are equivalent, i.e., the jumps up (down) in the forward
process are transformed in jumps down (up) in the back-
ward process.
The main feature of this example is that the key con-
dition (38) is not fulfilled. Recall that this condition is
needed to define the dual and dual-reverse dynamics as
well as the stochastic adiabatic and non-adiabatic en-
tropy production at the trajectory level. Using the ex-
pression for the stationary state Eq. (115), we can calcu-
late the nonequilibrium potential in the interaction pic-
ture
Φ = − lnpi = βD(α)H0D†(α) + lnZ0
= βH0 − β~ω|α|(xϕ − |α|) + lnZ0, (121)
where we have introduced the field quadrature
xϕ = a
†eiϕ + a e−iϕ. (122)
The nonequilibrium potential Φ in Eq. (121) does not
obey Eq. (73), because the Lindblad operators appearing
in the dynamics (112) promote jumps among the eigen-
states of the unperturbed Hamiltonian H0, instead of the
eigenstates of the steady density matrix pi. This implies
that we cannot associate a single change in the nonequi-
librium potential to each of the Lindblad jump operators,
nor to M0. As a consequence, the entropy production per
trajectory cannot be decomposed in an adiabatic and a
non-adiabatic contributions and the corresponding fluc-
tuation theorems do not apply. However, the conditions
in Eq. (73) can be recovered in some cases by properly
including the effect of the driving on the Lindblad oper-
ators [74].
Even though the adiabatic and non-adiabatic entropy
production cannot be defined at the trajectory level,
we can calculate their averages [75] using, for instance,
Eqs. (78):
S˙na = −S˙(ρ(t)||pi) = S˙ − β
(
U˙ − ~ω|α|X˙ϕ
)
(123)
S˙a = S˙i − S˙na = β(W˙ − ~ω|α|X˙ϕ). (124)
Here we have used S˙i = S˙ − βQ˙ and U˙(t) = 〈H˙0〉 =
Q˙ + W˙ , and introduced X˙ϕ ≡ Tr[xϕρ˙(t)], the rate at
which the cavity field mode is displaced by the laser
(with phase ϕ) until the steady state is reached. Since
there are no fluctuation theorems for these quantities,
in principle they could be negative. The non-adiabatic
entropy production, however, still obeys (79) and, since
the steady state pi is constant in the interaction picture,
it can be written as the change of the relative entropy
between the state ρ(t) and pi, which is always positive:
S˙na = −S˙(ρ(t)||pi) ≥ 0. This is not the case of the adi-
abatic entropy production S˙a, which indeed can take on
negative values. The expression for S˙a in Eqs. (123)
does equal the entropy production in the steady state,
S˙a → βWss = −βQss ≥ 0. However, it can be neg-
ative in the transient regime, as shown in Fig. 7 (see
also appendix E). In Fig.7(a) we depict the evolution
of the three entropy production rates when the cavity
mode starts in a Gibbs thermal state in equilibrium with
the reservoir temperature, ρ0 = exp(−βHˆ0)/Z0. We find
that the entropy of the mode is kept constant during the
evolution, S˙ = 0 ∀t, which implies S˙i = −βQ˙ ≥ 0, and
S˙na = β(~ω|α|X˙ϕ − U˙) ≥ 0. On the other hand, the
adiabatic entropy production rate S˙a = β(W˙ − µX˙ϕ) is
negative for times t < tn ≡ 2 ln 2/γ0. It is worth mention-
ing that for this initial condition the term Tr[V L(ρ(t))]
in the energetics vanishes at any time t.
To explore the origin of this purely quantum effect, we
plot the energetics of the relaxation process Fig. 7(b).
The cavity mode absorbs energy at constant entropy
from the external laser until the periodic steady state is
reached, U˙ = W˙e−γ0t/2, where W˙ = W˙ss(1−e−γ0t/2) ≥ 0
is the input power and, consequently, heat is dissipated at
a rate −Q˙ = W˙ (1 − e−γ0t/2) ≥ 0. When the relaxation
is completed, the input laser power is fully dissipated
into the reservoir, i.e. Q˙ss = −W˙ss. The energy ab-
sorbed by the cavity mode during the evolution is fully
employed to generate the unitary displacement α, that
is, ∆U = ~ω|α|∆Xϕ = ~ω|α|2. However, the transient
dynamics ruling this process is far from trivial. The cav-
ity mode is always displaced, i.e. gaining coherence, at
a higher rate than energy, U˙ = ~ω|α|X˙S(1 − e−γ0t/2),
in accordance with the positive non-adiabatic entropy
production rate. In addition, by comparing Figs. 7(a)
and 7(b) the energetic meaning of the adiabatic entropy
production rate can be clarified. In the initial transient
where S˙a < 0 the coherence gain surpass the input power,
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FIG. 7. Time evolution of (a) adiabatic (S˙a), non-adiabatic (S˙na), and total (S˙i) entropy production rates represented by color
solid lines, and (b) input power (W˙ ), rate at which the cavity mode absorbs energy (U˙), and displacement rate (X˙ϕ). The
cavity mode starts in equilibrium with the thermal reservoir, ρ0 = e
−βHˆ0Z, and the laser driving is switched on at t = 0. The
dashed line in (a) corresponds to βW˙ss, and we used vertical dotted lines to highlight the instant of time at which the adiabatic
entropy production rate changes its sign (tn). We used parameters  = 0.02ω, γ0 = 0.01ω, and temperature kT = 10~ω, for
~ω = 1 units.
i.e. ~ω|α|X˙ϕ > W˙ , which in turn implies that the rate at
which the cavity mode gains energy speeds up in this
period U¨ > 0. At time tn, when S˙a = 0, we have
W˙ = ~ω|α|X˙ϕ = W˙ss/2, and U˙ peaks at its maximum.
After this time, the adiabatic entropy production rate
is positive S˙a > 0, implying ~ω|α|X˙ϕ < W˙ , and U˙ de-
creases until it becomes zero in the long time run, when
the periodic steady state is reached. In conclusion, we
obtained that the sign of the adiabatic entropy produc-
tion rate spotlights the acceleration in the internal energy
changes of the cavity mode.
VII. CONCLUSIONS
In this paper we have analyzed the production of en-
tropy in general processes embedded in a two measure-
ment protocol, with local measurements performed in
both system and environment. Our first main result is
the fluctuation theorem (23), which compares the prob-
ability of forward and backward trajectories. Particular-
izing this expression to certain initial conditions of the
backward process, one can obtain FT’s for the change
of inclusive (14) and exclusive (15) entropy production,
i.e., for the entropy production that results from keep-
ing or neglecting the classical correlations generated be-
tween the system and the environment during the pro-
cess. These differences have been illustrated for the case
of two qubits interacting through a CNOT quantum gate.
We have also explored whether it is possible to split
the total entropy production into adiabatic and non-
adiabatic contributions, as it is customary in classical
systems far from equilibrium [22, 23]. For that purpose,
we have introduced a dual dynamics for the reduced evo-
lution of the system, which in turn allowed us to clarify
the interpretation of previous FT’s derived for quantum
CPTP maps [33]. We have shown that the aforemen-
tioned decomposition is possible only if the reduced dy-
namics satisfies certain condition, namely Eq. (38). In
fact, we give an explicit example where that condition is
not fulfilled and the adiabatic entropy production takes
on negative values. This is a pure quantum feature whose
consequences, we believe, are worth to be further ex-
plored.
Our results can be applied to a broad range of quan-
tum processes including multipartite environments and
concatenations of CPTP maps. In particular, we devel-
oped in detail the application to processes described by
Lindblad master equations. We have introduced a gen-
eral method to identify the environmental entropy change
during the trajectories induced by quantum jumps [see
Eq. (70) and below], which allows us to recover the FT’s.
The meaning of the terms adiabatic and non-adiabatic
become clear in this situation, since the non-adiabatic
contribution tends to zero for quasi-static driving.
We have finally studied the decomposition of the total
entropy production in two specific situations of interest:
an autonomous three-level thermal machine and a dissi-
pative cavity mode resonantly driven by a classical field.
Summarizing, our results provide an exhaustive char-
acterization of the entropy production in open quantum
systems undergoing arbitrary processes. This includes:
systems in contact with non-thermal or finite-size reser-
voirs, configurations with several equilibrium baths with
different temperatures or chemical potentials, driven sys-
tems, etc. In all those cases, one should be able to assess
the entropy production and characterize its fluctuations
within the theoretical framework presented in this pa-
per. Therefore, our results clarify the origin of entropy
production from coarse-graining and its link to thermo-
dynamical notions when particular choices for the envi-
ronment are made.
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Appendix A: Infinitesimal changes in the state of
the reservoir
In this appendix we show that the term S(ρ∗E ||ρE) ap-
pearing in Eq. (29) is negligible for infinitesimal changes
in the environment density matrix. Let us assume the
change in the environment density operator in the fol-
lowing general form:
ρ∗E = ρE + ∆ρE , (A1)
where Tr[∆ρE ] = 0, and  ≥ 0 is a small real number.
Using the definition of the quantum relative entropy, we
can then write:
S(ρ∗E ||ρE) = S(ρE)− S(ρ∗E)− Tr[∆ρE ln ρE ]. (A2)
In the following we show that if   1, then
S(ρ∗E) − S(ρE) ' −Tr[∆ρE ln ρE ], and consequently
S(ρ∗E ||ρE)→ 0. This can be done by applying perturba-
tion theory. Let the eigenvalues and eigenstates of ρ∗E ,
the set {q∗µ, |φ∗µ〉}, be expanded to second order in :
q∗µ ' qµ + q(1)µ + 2q(2)µ , (A3)
|φ∗µ〉 ' |φµ〉+  |φ(1)µ 〉+ 2 |φ(2)µ 〉 , (A4)
where the zeroth order contributions obey ρE |φµ〉 =
qµ |φµ〉, and we have for the first order terms:
q(1)µ = 〈φµ|∆ρ |φµ〉 , (A5)
|φ(1)µ 〉 =
∑
ν 6=µ
〈φν |∆ρ |φµ〉
qµ − qν |φν〉 . (A6)
We now calculate the entropy change up to second or-
der in :
S(ρ∗E)− S(ρE) = −
∑
µ q
∗
µ ln q
∗
µ +
∑
ν qν ln qν
' −∑µ q(1)µ ln qµ − 2(q(2)µ ln qµ +∑µ q(1) 2µ2qµ ), (A7)
to be compared with:
−Tr[∆ρE ln ρE ] = −
∑
µ
〈φµ|∆ρ |φµ〉 ln qµ
= −
∑
µ
q(1)µ ln qµ. (A8)
The above equations (A7) and (A8) are equal up to first
order, differing in O(2). Therefore, using Eq. (A2), we
conclude that:
S(ρ∗E ||ρE) ' −2
(
q(2)µ ln qµ +
∑
µ
q
(1) 2
µ
2qµ
)
= O(2), (A9)
and when   1 we can consider S(ρ∗E ||ρE) → 0 up
to first order, in contrast to the change in entropy [Eq.
(A7)].
Appendix B: Multipartite environments
Recall that we assume R ancillary systems in an uncor-
related state, ρE = ρ1⊗ ...⊗ρR, and local measurements
in each separate environmental ancilla. We denote the
local density operators of the environmental ancilla r at
the beginning and at the end of the (forward) process as
ρr =
∑
ν
q(r)ν Q(r)ν , ρ∗r =
∑
µ
q(r)∗µ Q(r)∗µ , (B1)
with eigenvalues q
(r)
ν and q
(r)∗
µ , and orthogonal projectors
onto its eigenstates Q(r)ν = |χ(r)ν 〉 〈χ(r)ν |E and Q(r)∗µ =
|χ(r)∗µ 〉 〈χ(r)∗µ |E .
The generalization of the results is then straightfor-
ward by considering the same steps and assumptions as
before. The reduced system dynamics is again given by
Eq. (7), but the operators Mµν now using collective in-
dices
(µ, ν) = {(ν(1), µ(1)), ..., (ν(R), µ(R))}, (B2)
representing the set of transitions obtained in the projec-
tive measurements of all environmental ancillas:
|χ(r)
ν(r)
〉
E
→ |χ(r)∗
µ(r)
〉
E
for r = 1, ..., R. (B3)
That is, the Kraus operators of the forward process are
given by
Mµν =
(
R∏
r=1
√
q
(r)
ν(r)
)
〈χ(1)∗
µ(1)
... χ
(R)∗
µ(R)
|
E
UΛ |χ(1)ν(1) ... χ
(R)
ν(R)
〉
E
,
(B4)
and analogously for the Kraus operators of the backward
process (31) we have
M˜νµ =
(
R∏
r=1
√
q˜
(r)
µ(r)
)
(B5)
× 〈χ(1)
ν(1)
... χ
(R)
ν(R)
|
E
Θ†EUΛ˜ΘE |χ(1)∗µ(1) ... χ
(R)∗
µ(R)
〉
E
.
The key relation (32) necessary to obtain the fluctuation
theorem for the total entropy production (23) hence fol-
lows as well in this case, with a decomposition of the
environment boundary term
σEµν =
R∑
r=1
σ
(r)
µ(r)ν(r)
, (B6)
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being σ
(r)
µ(r)ν(r)
≡ − ln q˜(r)
µ(r)
+ ln q
(r)
ν(r)
.
The application of the above formalism introducing the
dual and dual-reverse processes follows immediately in
the same manner, leading to the fluctuation theorems
for the adiabatic and non-adiabatic entropy production
in detailed and integral versions, Eqs. (42), (48) and
(49). The adiabatic entropy production per trajectory
and its average then read in this case:
∆is
a
µν =
∑R
r=1 σ
r
µ(r)ν(r)
+ ∆φµν , (B7)
∆iSa =
∑R
r=1 S(ρ
∗
r)− S(ρr) + 〈∆φ〉 ≥ 0, (B8)
where in the averaged version we set again (uncorrelated)
reversible boundaries, ρ˜SE = Θ(ρ∗S ⊗ ρ∗1 ⊗ ... ⊗ ρ∗R)Θ†.
Appendix C: Concatenations of CPTP maps
In the following we focus in the derivation of FT’s for
concatenations of CPTP maps reported in Sec. IV E.
Here we assume the environment is a single reservoir or
ancilla. However, the extension to multiple reservoirs
follows in the same manner than in the one map case
(see Appendix B).
Consider the maps concatenation Ω in Eq. (57). For
any map E(l) in the sequence the environmental ancilla
starts in a generic state
ρ
(l)
E ≡
∑
α
q(l)α Q(l)α , (C1)
and it is measured at the beginning and at the end of
the interaction with the system, generating outcomes la-
beled as νl and µl, respectively. The measurements are
specified by the rank-one projective operators {Q(l)νk } ≡
{|φ(l)νl 〉 〈φ(l)νl |} for the initial measurement and {Q(l)∗µl ≡
|φ(l)∗µl 〉 〈φ(l)∗µl |} for the final one. Under this conditions,
each map in the concatenation can be written as:
E(l)(·) =
∑
µl,νl
M (l)µl,νl(·) M (l)†µlνl , (C2)
with M
(l)
µlνl ≡
√
q
(l)
νl 〈φ(l)∗µl |U (l)Λ |φ(l)νl 〉, where the unitary
evolution U
(l)
Λ is as in Eq. (2). Here we consider always
the same total time-dependent Hamiltonian H(t), follow-
ing an arbitrary driving protocol Λ = {λt| 0 ≤ t ≤ Nτ}.
For convenience the latter can be also split into N inter-
vals; hence the partial protocol Λl = {λt| tl−1 ≤ t ≤ tl}
generates the unitary operator U
(l)
Λ .
A quantum trajectory in this context is defined as fol-
lows. At time t = 0 we start with our system in ρS , which
is measured with eigenprojectors {Pn}, obtaining out-
come n. Then the sequence of maps Ω defined in Eq. (57)
is applied, obtaining outcomes {µl, νl} from each of the
l = 1, ..., N pairs of measurements in the environment.
Finally at time t = Nτ the system is measured again with
arbitrary (rank-one) projectors {P∗m} giving outcome m.
A quantum trajectory is now completely specified by the
set of outcomes, γ = {n, (ν1, µ1), ..., (νN , µN ),m}, and
occurs with probability
P (γ) = pn Tr[P∗m E(N)µNνN ◦ ... ◦ E(1)µ1ν1(Pn)]. (C3)
Now we can apply the same arguments in previous sec-
tions to construct the three different processes used to
state the FT’s. For the initial state of the backward pro-
cess, we consider again an arbitrary initial state of the
system ρ˜S =
∑
m p˜mΘP∗mΘ†, uncorrelated from the en-
vironment initial states ρ˜
(l)
E =
∑
α q˜αΘQ∗αΘ†, and apply
the sequence of maps Ω˜ = E˜(1) ◦ ... ◦ E˜(l) ◦ ... ◦ E˜(N),
generating a trajectory γ˜ = {m, (µ1, ν1), ..., (µN , νN ), n}
with probability:
P˜ (γ˜) = p˜m Tr[ΘSPnΘ†S E˜(1)ν1µ1 ◦ ... ◦ E˜(N)νNµN (ΘSP∗mΘ†S)].
(C4)
Here the backward maps, E˜(l), and their corresponding
operations, are defined from each map E(l) in the con-
catenation Ω by applying Eqs. (30) and (31).
Dual and dual-reverse maps and operations also follow
from its definitions in Sec. IV when conditions (38) and
E˜(l)(p˜i(l)) = p˜i(l) are met for each map in the sequence.
The corresponding probabilities for trajectory γ in the
dual process, and trajectory γ˜ in the dual-reverse are:
PD(γ) = pn Tr[P∗m D(N)µNνN ◦ ... ◦ D(1)µ1ν1(Pn)], (C5)
P˜D(γ˜) = p˜m Tr[ΘPnΘ† D˜(1)ν1,µ1 ◦ ... ◦ D˜(N)νNµN (ΘP∗mΘ†)],
(C6)
where in the dual-reverse trajectories we took again the
sequence of maps in inverted order, that is, we applied
D˜(1) ◦ ... ◦ D˜(N) over the initial state ρ˜S .
Again, the Kraus operators for the backward, dual,
and dual-reverse trajectories, fulfill the set of operator
detailed-balance relations:
Θ†M˜ (l)νµΘ = e
−σEµl,νl/2M (l)†µν , (C7)
Θ†D˜(l)νµΘ = e
∆φ(l)µν/2 M (l)†µν , (C8)
D(l)µν = e
−(σEµl,vl+∆φ
(l)
µν)/2 M (l)µν , (C9)
where the nonequilibrium potential changes are defined
with respect to the invariant state pi(l) of each map E(l)
as in the single map case: ∆φ
(l)
µν = − lnpi(l)µ + lnpi(l)ν .
The set of equations (C7-C9) immediately implies the
detailed FT’s for concatenations in Eqs. (58-60). Its cor-
responding integral versions and second-law-like inequal-
ities follow immediately as a corollary.
Finally, it is interesting to consider the expression of
the average nonequilibrium potential change during the
whole sequence. By denoting ρS(tl) the reduced state of
the system at time tl, we have:
∆Φ =
N∑
l=1
Tr[E(l)µlνl(ρS(tl−1))]∆φ(l)µlνl
=
N∑
l=1
Tr[(ρS(tl)− ρS(tl−1))Φl], (C10)
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where Φl = − lnpi(l). The above expression can be de-
composed into the following boundary and path contribu-
tions:
∆Φb = Tr[ρ
′
SΦN ]− Tr[ρSΦ1], (C11)
∆Φp = −
N−1∑
l=1
Tr[ρS(tl)(Φl+1 − Φl)]. (C12)
When all the maps in the concatenation have the same
invariant state, Φl+1 = Φl ≡ Φ ∀l, we obtain ∆Φp = 0,
while ∆Φb = Tr[(ρ
′
S − ρS)Φ] and we recover the expres-
sion for the single map case, c.f. Eq. (53). In the other
hand the boundary term only vanishes for cyclic pro-
cesses, such that ρ′S = ρS , implemented by cyclic con-
catenations with ΦN = Φ1. In this case ∆Φb = 0 while
∆Φp gives in general a non-zero contribution.
The dynamical versions of these boundary and path
terms read:
Φ˙b =
d
dt
(Tr[ρtΦ(λt)]) , Φ˙p = −Tr[ρtΦ˙(λt)], (C13)
which are also analogous to their classical counterparts
[21–23].
Appendix D: Autonomous quantum thermal
machines details
The setup presented in Sec. VI constitutes the sim-
plest model of an ideal quantum absorption heat pump
and refrigerator, usually considered to operate at steady-
state conditions [44, 81, 82]. We now focus in the heat
pump configuration, but similar conclusions follows as
well in the heat pump mode of operation. The cooling
mechanism exploit the average heat flow entering from
the reservoir at the hottest temperature, Q˙2 > 0, to con-
tinuously extract heat from the reservoir at the lowest
temperature, Q˙1 > 0, while draining Q˙3 < 0 to the
reservoir at the intermediate (inverse) temperature, β3
(see Fig. 4).
The three average heat fluxes entering from the reser-
voirs associated to the imbalance in emission and absorp-
tion processes, Q˙r = Tr[HSLr(ρt)], read:
Q˙1 = ~ω1
(
Γ
(1)
↑ pg(t)− Γ(1)↓ pA(t)
)
, (D1)
Q˙2 = ~ω2
(
Γ
(2)
↑ pA(t)− Γ(2)↓ pB(t)
)
, (D2)
Q˙3 = ~ω3
(
Γ
(3)
↑ pg(t)− Γ(3)↓ pB(t)
)
, (D3)
where pi(t) are the instantaneous populations of the ma-
chine energy levels |g〉, |eA〉, |eB〉, and
∑
i pi(t) = 1. The
first law of thermodynamics in the model follows from
the master equation (86):
U˙ = Tr[HS ρ˙S ] = Q˙1 + Q˙2 + Q˙3, (D4)
which in steady state conditions read Q˙1 + Q˙2 + Q˙3 = 0.
In such case, the heat fluxes become
Q˙1 = ~ω1Γ(1)↑ pig
(
1− e−(β′1−β1)~ω1
)
, (D5)
Q˙2 = ~ω2Γ(2)↑ piA
(
1− e−(β′2−β2)~ω2
)
, (D6)
Q˙3 = ~ω3Γ(3)↑ pig
(
1− e−(β′3−β3)~ω3
)
, (D7)
where we employed the detailed balance relations Γ
(r)
↑ =
eβr~ωrΓ(r)↓ and the definitions for the effective tempera-
tures β′r, for r = 1, 2, 3. Therefore, since the prefactors
in all the three above expressions are always positive, the
direction of the heat fluxes are determined by the sign of
the respective thermodynamic force Xr ≡ β′r−βr. Indeed
near equilibrium when Xr  1, we may expand to first
order the exponentials in Eqs. (D5-D7) and recover the
well known result of linear irreversible thermodynamics
Q˙r = αrXr, (D8)
where αr is a positive constant, that is, fluxes are propor-
tional to thermodynamic forces. In any case, Eqs. (D5-
D7) show that heat flows from environment to a system
transition, Q˙r ≥ 0, if the latter is at an effective temper-
ature lower than the former, β′r ≥ βr.
The steady state of the dynamics [Eq. (91)] for the
simpler case in which γ1 = γ2 = γ3 ≡ γ reads:
pig =
eβ3~ω3
(
2eβ1~ω1+β2~ω2 − 1)− eβ1~ω1+β2~ω2
Zpi
, (D9)
piA =
eβ2~ω2
(
eβ1~ω1 − 2)+ eβ3~ω3 (2eβ2~ω2 − 1)
Zpi
,
(D10)
piB =
eβ3~ω3 + eβ1~ω1+β2~ω2 − 2
Zpi
, (D11)
where we defined Zpi ≡ eβ2~ω2
(−2 + eβ1~ω1) −
2 + eβ3~ω3
(
2eβ2~ω2
(
(1 + eβ1~ω1
)− 1).
At steady state conditions, the fridge or heat pump
modes of operation can be obtained by properly tuning
the energy level spacings. Inserting the steady state val-
ues in the expressions for the heat fluxes we obtain:
Q˙ss1 = γ~ω1∆/Zpi ≥ 0, Q˙ss2 = γ~ω2∆/Zpi ≥ 0, (D12)
and Q˙ss3 = −(Q˙ss1 + Q˙ss2 ) ≤ 0, where Zpi ≥ 0 and the
quantity ∆ ≡ (eβ3~ω3 − eβ1~ω1+β2~ω2) ≥ 0. Therefore,
for a fridge we need ∆ ≥ 0. This is guaranteed when the
following design condition is met:
ω2 ≥
(
β1 − β3
β3 − β2
)
ω1. (D13)
Notice also that when the above inequality is inverted, we
obtain ∆ ≤ 0, and the three heat flows invert its signs,
hence generating the heat pump mode of operation.
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Appendix E: Transient negativity of the adiabatic
entropy production rate
In this appendix we provide further details on the dy-
namical evolution of thermodynamic quantities used in
the description of the driving cavity model in Sec. VI C
In particular we give explicit expressions for key quan-
tities X˙ϕ, W˙ and Q˙, and discuss the adiabatic entropy
production rate S˙a, showing its transient negativity.
The explicit time evolution of the quantities X˙ϕ, W˙
and Q˙ can be obtained from the master equation (112).
In order to do that, we first obtain the following equations
for the evolution of the quantities A ≡ a−α, and A†A =
a†a− |α|(xϕ − |α|). They read
d
dt
〈A〉t = −γ0
2
〈A〉t, (E1)
d
dt
〈A†A〉t = −γ0
(〈A†A〉t − 〈A†A〉∞) , (E2)
where 〈A†A〉∞ = Tr[A†Api] = Tr[a†a e−βH0Z0 ] = nth. Con-
sequently we obtain as a result
〈A〉t = 〈A〉0e−γ0t/2, (E3)
〈A†A〉t = 〈A†A〉0e−γ0t + nth(1− e−γ0t). (E4)
The transient evolution of the field quadrature 〈xϕ〉t ≡
Tr[xϕρt] is then easily obtained from the above equations
X˙ϕ = −γ0
2
(〈xϕ〉t − 〈xϕ〉∞). (E5)
This means that 〈xϕ〉t exponentially converges to its
steady state value 〈xα〉∞ = 2|α|. Therefore X˙ϕ will be ei-
ther positive or negative during the evolution depending
on the displacement of the initial state. If 〈xϕ〉0 ≤ 〈xϕ〉∞
then X˙ϕ ≥ 0 ∀t, and the system state increases its co-
herence in the energy basis, while if 〈xϕ〉0 ≥ 〈xϕ〉∞, we
have X˙ϕ ≤ 0 ∀t and the coherence decreases. From Eq.
(E5) we have
〈xϕ〉t = 〈xϕ〉0e−γ0t/2 + 〈xϕ〉∞(1− e−γ0t/2). (E6)
Furthermore we can now calculate the transient input
power as
W˙ = ~ωTr[(a† + ∗a)ρt]
= 〈a†〉t + ∗〈a〉t
= ||〈xϕ〉0 + W˙ss(1− e−γ0t/2), (E7)
where we used 〈a〉t = 〈A〉t + α together with Eq. (E3)
and we recall that W˙ss = ~ω|α|2. Analogously, having
Eq. (E4), the heat flow follows from
Q˙ = Tr[H0L(ρt)] = −γ0(〈a†a〉t − nth) (E8)
= −γ0~ω
(|α|2(1− e−γ0t/2)2
+ |α|〈xϕ〉0(1− e−γ0t/2)e−γ0t/2 + (〈a†a〉0 − nth)
)
,
where in the last equality we also used Eq. (E6). Notice
that for the initial state ρ0 = exp(−βH0)/Z0 we have
〈a〉0 = 0 and 〈a†a〉0 = nth, and then, using Eqs. (E7)
and (E8), we obtain for this case
Q˙ = −W˙ (1−e−γ0t/2), U˙ = W˙ +Q˙ = W˙e−γ0t/2. (E9)
Finally, the adiabatic entropy production rate has been
defined in Eq. (123):
S˙a = S˙i − S˙na = β(W˙ − ~ω|α|X˙ϕ). (E10)
We can obtain an explicit expression for its evolution by
noticing that the following equality holds
W˙ + ~ω|α|X˙ϕ = W˙ss. (E11)
Introducing this relation into Eq. (E10) we obtain:
S˙a = βW˙ss + β~ω|α|γ0
(〈xϕ〉 − 〈xϕ〉∞) . (E12)
Notice now that Eq. (E12) is negative for any initial
transient for which ~ω|α|X˙ϕ < ~ω|α| 〈xϕ〉∞+W˙ss/γ0. In
particular, if the dynamics starts in any state diagonal
in the H0 basis, this happens for t < tn ≡ 2 ln(2)/γ0 as
shown in Fig. 7 of Sec. VI C.
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