Glushkov algorithm computes a nondeterministic nite automaton without -transition and with n + 1 states from a simple regular expression having n occurrences of letters. The aim of this paper is to give a set of necessary and su cient conditions characterizing this automaton. Our characterization theorem is formulated in terms of directed graphs. Moreover these conditions allow us to produce an algorithm of conversion of a Glushkov automaton into a regular expression of small size.
Introduction
During the last forty years, the synthesis of automaton The best known property of Glushkov automata is certainly the fact that a given state is always reached using the same letter. However this property is not su cient to have an automaton be a Glushkov one. Our aim is to study structural properties of Glushkov automata and to establish a characterization of these automata. Beyond its theoretical interest this study yields an algorithm computing a regular expression from a Glushkov automaton. This expression is particularly \short" (it contains n?1 occurrences of letters if the initial Glushkov automaton has n states). Let us notice that our characterization is entirely formulated in terms of graphs. Section 2 aims at de ning the notion of Glushkov automaton; it is made up of theoretical recalls on words, languages, automata and regular expressions. The third section gathers de nitions and notations we use for the characterization in terms of graphs. Section 4 enumerates necessary conditions to have an automaton be a Glushkov one. The last section establishes the characterization theorem. Let be a nite set of symbols called the alphabet. Elements of are denoted by a; b; c; ::: and are called letters. A word over the alphabet ; denoted by u; v; w; ::: is a nite sequence (a 1 ; a 2 ; :::; a n ) of symbols of , which can be written a 1 a 2 :::a n . The empty word is denoted by ": The length of a word u, denoted by juj is the number of symbols in which are in u. If u = a 1 a 2 :::a n and v = b 1 b 2 :::b m are two words on , their concatenation uv is the word a 1 a 2 :::a n b 1 b 2 :::b m . The set of all words over is denoted by . With the operation of concatenation, is the free monoid generated by . + is the free semigroup generated by , which is exactly ? f"g. A language over is a part L of . The empty language is denoted by ;. De nition 2.1 Let L and L 0 be two languages over . We can de ne several operations on these languages. We have : De nition 2.2 (regular languages) The set Reg( ) of regular languages over is the smallest set of languages over that veri es the following conditions :
1. Reg( ) contains ;; f"g and fag, for all a 2 , 2. Reg( ) is closed under union, concatenation product and Kleene closure. Kleene has characterized the class Reg( ) of regular languages in terms of (simple) regular expressions.
De nition 2.3 Regular expressions over an alphabet are recursively de ned as follows:
; is the regular expression that denotes the empty language, " is the regular expression that denotes the language f"g, a is the regular expression that denotes the language fag where a 2 , if E and F are regular expressions representing the languages L(E) and L(F), then the following expressions are regular : Q is a nite set called set of states, is an alphabet, I Q is the set of initial states, F Q is the set of nal states, Q Q is the set of arrows. An automaton is represented by a labeled graph in which the vertices are the states of the automaton and the edges are the labeled arrows.
De nition 2.5 An automaton M = (Q; ; I; F; ) is deterministic (DFA) if and only if there is only one initial state : I = fs I g, and, for all (q; a) 2 Q there is at most one state p such that (q; a; p) 2 .
A path of length n in M is a sequence c = f 1 f 2 :::f n of n consecutive arrows f i = (p i ; a i ; q i+1 ) with i = 1; :::; n, and p i = q i for i = 2; :::; n. The label of a path c, is the word a 1 a 2 :::a n . A word w = a 1 a 2 :::a n is recognized by the automaton 
Glushkov automaton
Kleene theorem a rms that, given a regular expression, there exists a nite automaton recognizing the language that it de nes. This automaton can be chosen without -transitions and not deterministic. We are interested by a particular class of recognizers: Glushkov automata. These automata are computed by an algorithm whose best known variants are due to V.M. Glushkov Gl61], R. McNaughton and H. Yamada MNY60] . This algorithm will be called \Glushkov algorithm" and we refer the reader to the papers of G. Berry In order to specify the position of a symbol in the expression, symbols are subscripted following the order of reading. For example, starting from E = (a + "):b:a one obtains the subscripted expression (a 1 + "):b 2 :a 3 . Subscripts are called positions and are represented by the last lower-case letters of the alphabet, such as x; y; z. The set of positions for an expression E is noted Pos(E). If F is a subexpression of E, we denote by Pos E (F) the subset 2 of positions of E that are positions of F. is the application which makes each position in Pos(E) correspond to the symbol of which appears at this position in E. To each expression E, is associated a subscripted expression E. We denote by = f 1 ; :::; n g; where n = jPos(E)j, the subscripted alphabet of E.
In order to construct a nondeterministic nite automaton recognizing L(E), Glushkov established three functions that can be de ned over E in the following way :
De nition 2.7 First(E) = fx 2 Pos(E) j 9u 2 : x u 2 L(E)g First(E) is the set of initial positions of the words of the language L(E).
De nition 2.8 Last(E) = fx 2 Pos(E) j 9u 2 : u x 2 L(E)g Last(E) is the set of nal positions of the words of the language L(E).
De nition 2.9 Follow(E; x) = fy 2 Pos(E) j 9v 2 ; 9w 2 : v x y w 2
Follow(E; x) is the set 3 of positions which immediately follow the position x in the expression E.
By convention, we shall write First(E) for First(E), Last(E) for Last(E) and Follow(E; x) for Follow(E; x).
The following formula are issued from ZPC95]; we add the plus operation denoted \ + ", which we shall use in further sections.
De nition 2.10 We inductively de ne the function Null E which is equal to f"g if " belongs to L(E) and ; otherwise. Null ; = ;
For each set X, we note I X the function from X to ff"g; ;g such as :
I X (x) = ; if x = 2 X f"g if x 2 X 2 for E = F + G and E = F G, Pos E (F) \ Pos E (G) = ; ; for E ; Pos(E ) = Pos(E) 3 x = 2 Pos(E) ) Follow(E; x) = ; Proposition 2.1 First(E) can be inductively computed as follows :
Proposition 2.2 Last(E) can be inductively computed as follows :
Proposition 2.3 Follow(E; x) can be inductively computed as follows : De nition 2.12 An automaton M is a Glushkov automaton if there exists an expression E such that M E = M. If M = (Q; ; fs I g; F; ) we have:
1. Q = Pos(E) fs I g 2. 8a 2 ; (s I ; a) = fx 2 First(E) j (x) = ag 3. 8x 2 Q; 8a 2 ; (x; a) = fy j y 2 Follow(E; x) and (y) = ag 4. F E = Last(E) Null E fs I g Proposition 2.5 For each expression E which does not contain any reference to the empty set, for all x 2 Pos(E), there exists i 2 First(E) and t 2 Last(F ) such that, there exists a path from i to x and a path from x to t (i.e. the Glushkov automaton of an expression E which does not contain a reference to the empty set is a trim automaton).
Proof The property is true for the atomic expressions " and a, a 2 . It is easy to see that union, concatenation, Kleene and positive closures preserve it.
Star Normal Form
An expression E is said to be in star normal form (SNF) if it veri es the following condition, for each H such that H is a subexpression of E:
This notion has been introduced by A. Br uggemann-Klein B-K93] in order to optimize the conversion of a regular expression into its Glushkov automaton. A. Br uggemann-Klein showed that to each expression E can be associated an expression E , such that E is in star normal form and M E = M E . We will make use of this notion afterwards, without needing the algorithm of computation of E developped in B-K93].
Graphs and Glushkov Graphs
The basic de nitions used in this section concerning graphs are taken from general works on graphs such as Be58] Sa84] BBCh92].
Classical de nitions
De nition 3.1 (graph) We have a graph each time we have : a nite set X an application U from X to X The graph which is noted G = (X; U) is a 2-tuple made up of the set X and the application U. Each element of X is called a vertex and each element of U is called an edge.
Let us remark that the previous de nition is such that the graph is directed and simple (two edges cannot have the same tail and the same head).
De nition 3.2 (loop) An edge u = (x; y) is a loop if x = y. De nition 3.3 (path and chain) Let G = (X; U) be a graph and x; y 2 X.
A path (resp. a chain) from x to y in G is a sequence of edges such that : the initial extremity (resp. one extremity) of the rst edge is x the initial extremity (resp. one extremity) of each of the other edges of the sequence coincides with the terminal extremity (resp. one extremity) of the previous edge the terminal extremity (resp. one extremity) of the last edge of the sequence is y
If the sequence of edges is empty, the path (the chain) is said to be trivial.
De nition 3.4 (connexity and strong connexity) A graph is connected (resp. strongly connected) if for each pair of di erent vertices, there exists a chain (resp. a path ) going from one to the other.
De nition 3.5 (root and antiroot) A vertex r in a graph G = (X; U) is a root (resp. an antiroot) if there exists a path in G from r to x (resp. from x to r) for all x 2 X.
In general the graph of an automaton is a labeled graph. The following de nitions and propositions make it possible to associate a non labeled graph to a Glushkov automaton.
Glushkov Graph of a regular expression
De nition 3.6 (homogeneity) An automaton is said to be homogeneous if 8p; q; r 2 Q; we have : 9a; b 2 (p; a; q) 2 (r; b; q) 2 ) a = b
One always enter a given state by the same letter.
Proposition 3.1 Let M be an homogeneous automaton. We consider the fonction : Q ! such that (p; a; q) 2 ) a = (q) Then we can write (p; q) 2 instead of (p; (q); q) 2 , and work on a non labeled graph.
Proposition 3.2 A Glushkov automaton is homogenous.
The construction of a Glushkov automaton is such that the arrows can be written (x; (y); y), where y is the letter of the alphabet whose subscript is the position y. Moreover the initial state s I does not admit an incoming arrow. Consequently, Glushkov automaton is homogeneous. Thanks to this property we can \forget" the labels of the arrows and express the characteristic properties of this class of automata in terms of graphs.
De nition 3.7 (Glushkov graph of a regular expression) Let E be a regular expression, and M E its Glushkov automaton. The Glushkov graph of E, denoted by G E , is the non labeled graph of the homogeneous automaton M E augmented by, in the case there exists at least one terminal, a vertex denoted by # to which all the nal states of M E are linked. De nition 3.8 (Glushkov graph) The graph G is a Glushkov graph if there exists a regular expression E such that G E = G.
Remark :
1. The state s I of the automaton will be the vertex 0 in the graph. 2. The only Glushkov graph with a unique vertex is the graph G ; associated to the empty set; G ; has no loop.
Graph properties
We now are going to enumerate some properties on graphs. In the following section we will show that every Glushkov graph has these properties.
De nition 3.9 (hammock) We call hammock any graph G = (X; U) which has the following particularities. If G has a unique vertex, then it has no loop, otherwise G has two particular vertices i and t such that for any vertex x of X (1) there exists a path from i to t going through x (2) there is neither path from t to x nor from x to i. De nition 3.12 (input and output of an orbit) Let O be an orbit, we dene:
In ( De nition 3.17 (graph without orbit) A graph G = (X; U) is said to be without orbit if and only if, for all x and for all y in X, there do not exist simultaneously a non trivial path from x to y and a non trivial path from y to x.
De nition 3.18 (SO(G)) Let G be a graph in which all the orbits are strongly stable. We consider the graph obtained by recursively deleting, for every maximal orbit O of G, all the edges (x; y) such that x 2 Out(O), y 2 In(O). This graph is without orbit. We call it the graph without orbit of G and we denote it by SO(G). 
Properties of Glushkov graphs
We now study some conditions which are necessary for a graph to be a Glushkov graph.
Proposition 4.1 A Glushkov graph is a hammock. Proof Let G = (X; U) be the Glushkov graph of the expression E. If G has only one vertex, then G is the Glushkov graph G ; of the empty set, which has no loop. G is therefore a hammock.
Otherwise, according to Proposition 2.5, for all vertex x 2 X there exists at least one path from 0 to x and at least one path from x to #. Furthermore the interior semi-degree of 0 is zero, as well as the exterior semi-degree of #.
Consequently 0 (resp #) is the root (resp the antiroot) of the hammock G. In order to prove these two propositions, we have to study the link between the subexpressions of E and the orbits of the graph G E .
First of all some de nitions :
We shall use the expression \closure operation" both for Kleene closure and for positive closure. The expression E + and E will be called closure expressions. Let G E be the Glushkov graph of the expression E. Let (i; j) be an edge of G E ; (i; j) is a fore-edge if i < j, otherwise it is a back-edge. Let Lemma 4.2 Each back-edge (j; i) of G E is produced by a closure operation acting on a subexpression F of E such that : (1) i; j] Pos(F ), (2) j 2 Last(F ) and (3) i 2 First(F ).
Conversely every closure subexpression F of E induces at least one back-edge (j; i) in G E satisfying the Properties (1), (2) The following lemma enables us to study the paths from y to x with x < y. Every path from y to x with x < y necessarily includes one or more back-edges; the head of a back-edge is linked to the tail of the following edge by a path of fore-edges. Due to the possible back-edges overlapping, one can obtain a path from y to x such as in the following gure :
x y where dotted lines denote paths. This path can be simpli ed
by absorbing some of the back-edges in fore-paths. Let us notice that p i and p 0 i+1 can be the same vertex.
Lemma 4.4 Let G E = (X; U) be the Glushkov graph of the expression E and x and y be two vertices such that x < y. Let 1. There exist x 6 2 O, y; y 0 2 In(O) such that there exists an edge from x to y and such that there does not exist an edge from x to y 0 . y; y 0 2 In(O) ) y; y 0 2 First(F ). From Lemma 4.1, we have: (x; y) exists ) (x; y 0 ) exists.
Therefore there is a contradiction.
2. There exist x 6 2 O, y; y 0 2 Out(O) such that there exists an edge from y to x and such that there does not exist an edge from y 0 to x. y; y 0 2 Out(O) ) y; y 0 2 Last(F ). From Lemma 4.1, we have: (y; x) exists ) (y 0 ; x) exists. Therefore there is a contradiction.
Lemma 4.8 Let G E = (X; U) be the Glushkov graph of the expression E. Let O be a maximal orbit of G E corresponding to the closure subexpression F of E such that Pos(F ) = O. Let G 0 be the graph obtained by removing the edges (x; y) of G E such that x 2 Out(O) and y 2 In(O). Then G 0 is the Glushkov graph of the expression E 0 deduced from E by substituting F to F + or (F +") to F , where F is the \star normal form" of F.
Proof Let E 0 be the expression obtained by substituting in E the expression F + " to F or the expression F to F + . We have:
First(E 0 ) = First(E) Last(E 0 ) = Last(E) We have: Proof Let E 00 be the expression deduced from E by replacing the letter by the expression E 0 . Let us compute functions First, Last, Follow and Null of the Glushkov automaton that recognizes E 00 .
First(E 00 ) = 
We can easily check that W = U 00 . We conclude that the graph obtained by replacing a vertex in a Glushkov graph by a Glushkov graph is still a Glushkov graph. G has only one state. There exists a rule R (De nition 3.19) applicable to G such that the quotient graph G=R of G by the rule R is a Glushkov graph.
Proof The rst three cases we shall examine correspond to the atomic expressions : ;, ", a, where a is a letter.
2. The only Glushkov graph with two vertices is the Glushkov graph of the empty word. The only applicable rule is R 1 and G=R 1 is the Glushkov graph of the empty set. 3. If G has three vertices, and if G is the Glushkov graph of an atomic expression with only one letter, then the only applicable rule is R 1 and G=R 1 is the Glushkov graph of the empty word. Conversely if G=R is the Glushkov graph of the empty word, R is necessarily the rule R 1 and G is the Glushkov graph of an expression which has only one letter. 4. We are now investigating the case of a non atomic expression.
(a) We suppose that G E is the Glushkov graph of the expression E, and we show that there exists an applicable rule. There exists a subexpression F of E such that F = a i a i+1 or F = a i +a i+1 or F = a i +". Let us examine the three following cases :
Case 1 : F = a i a i+1 Follow(E; i) = fi + 1g 8j 2 Pos(E) such that j 6 = i : i + 1 6 2 Follow(E; j )
These two conditions are equivalent to the following propositions on the graph G E : Q (b) Let us show that after applying one of the three rules, the graph is still a Glushkov graph. For this purpose, one veri es that there exists, for each rule R, an expression E 0 deduced from E such that the Glushkov graph of E 0 is equal to G E =R.
Case of the rule R 1 E 0 is the expression deduced from E by substituting a i a i+1 to a i .
Pos(E 0 ) = Pos(E) n fi + 1g It can be easily established that X 0 = X 00 and U 0 = U 00 . Therefore we can a rm that G E 0 = G E =R 1 .
Case of the rule R 2 E 0 is the expression deduced from E by substituting a i + a i+1 to a i .
Pos(E 0 ) = Pos(E) n fi + 1g G is a hammock (proposition 4.1).
(i) Each orbit in G is strongly stable (proposition 4.2).
(ii) Each orbit in G is strongly transverse (proposition 4.3).
(iii) The graph without orbit of G is reducible (proposition 4.4).
(iv) In order to prove the converse part of this theorem, we need the following lemma:
Lemma 5.1 Let G = (X; U) be a graph that satis es the properties (ii) to (iv). Let Proof Let G = (X; U) be a graph and O be a maximal orbit in G. Let us suppose that after the iteration of the rules R 1 , R 2 and R 3 in O and out of O, O can not be reduced to one vertex. As SO(G) is reducible, there exists at least one rule R 1 or R 2 which is applicable on a pair (x; y) with x 2 O and y 6 2 O. We can substitute in SO(G) the graph G O to the vertex o under the conditions of lemma 4.9 (o is neither s I nor #, as G is a hammock). According to this lemma, the graph we obtain is a Glushkov one. Consequently the graph G is a Glushkov graph.
Conclusion
Our study of structural properties of Glushkov automata leads to a theorem of characterization for theses automata. We intend to use this characterization in order to simplify the expression computed by classical methods of conversion of an automaton into an expression. We draw your attention on the fact that the Maple package "Automap" developped by P. Caron Ca96a] Ca96b] proves to be an e cient tool to undertake this type of survey.
