Abstract. In this article we show that the isomorphism type of certain semilinear classical groups may depend on the choice of form matrix, as well as the dimension and the field size. When there is more than one isomorphism type, we count them and present e¤ective polynomial-time algorithms to determine whether two such groups are isomorphic.
Introduction
The main purpose of this article is to prove that certain commonly referred to classical groups are not always well-defined.
Throughout, p will denote a prime and q ¼ p f a power of p. When discussing classical groups, we define u ¼ 2 in the unitary case and u ¼ 1 otherwise. In general, F will denote the map that replaces every element of a matrix with entries in F q u by its pth power.
Given a classical group of matrices over F q u that is normalized by the map F just defined, we also denote the induced automorphism of the classical group by F, and we let f be the corresponding automorphism of the projective version of the classical group; that is, the group modulo scalars. The 'groups' that we are going to demonstrate are not always well-defined are often referred to as PSU n ðqÞ, SU n ðqÞ, PSW We will show that the isomorphism type of the group may depend on the choice of form matrix. For example, the two natural but distinct choices for unitary forms, namely those represented by the matrices I n and AntiDiagð1; . . . ; 1Þ, can give rise to non-isomorphic groups SU n ðqÞ.
It was previously known that these 'groups' are not well-defined, but this knowledge was not widespread. For example, Magma [1] contains functions to produce certain of these groups. The notation PSU 3 ð5
2 Þ (which, in our notation, would be written as PSU 3 ð5Þ) is used in [3, Theorem 3.16 (iv) ] to denote the automorphism group of the The third author would like to acknowledge the support of the Nu‰eld Foundation.
Ho¤man-Singleton graph, which is the unique graph on 50 points of valency 7 and diameter 2. Fortunately there is only one isomorphism type in this particular case! We determine for which n and q these groups are well-defined: our results are summarized below. When there is more than one isomorphism type of group satisfying the definition, we determine the number of isomorphism types, and it turns out that there are never more than two. We then present a polynomial-time algorithm to determine whether two such groups are isomorphic, given the corresponding classical forms.
By the type of a classical group we mean one of: unitary, symplectic, orthogonal in odd dimension, orthogonal of sign þ, orthogonal of sign À. Recall that u ¼ 2 for unitary groups and u ¼ 1 otherwise. Let M n ðq u Þ be the set of n Â n matrices with entries in F q u , and let C n ðq; AÞ denote one of SU n ðqÞ, Sp n ðqÞ, W e n ðqÞ or SO e n ðqÞ, fixing a nondegenerate form represented by the matrix A A M n ðq u Þ. In the orthogonal cases, we choose A to represent a symmetric bilinear form in odd characteristic and a quadratic form in even characteristic. We assume throughout that n > 2 in the orthogonal case, and n > 1 otherwise, so that C n ðq; AÞ is absolutely irreducible (see [7, Proposition 2.10.6] ), and that all forms are non-degenerate.
Suppose that C n ðq; AÞ is invariant under the map F as above. We can think of C n ðq; AÞ and F as lying within the group GL n ðq u Þ of semilinear transformations of F n q u , and we denote the subgroup of GL n ðq u Þ that they generate by hC n ðq; AÞ; Fi. This is also isomorphic to the semidirect product C n ðq; AÞ : hFi of C n ðq; AÞ by its cyclic group of automorphisms generated by F.
For the special linear group, given n and q there is a unique copy of SL n ðqÞ inside GL n ðqÞ, and hence a unique group hSL n ðqÞ; Fi up to isomorphism. We denote this group by SL n ðqÞ.
We shall show the following.
(i) When n is even and p is odd, there are two isomorphism classes of groups hSU n ðqÞ; Fi and hU n ðqÞ; fi, so the notation SU n ðqÞ, PSU n ðqÞ is ambiguous.
(ii) When n and f are both even, there are two isomorphism classes of groups hW (iv) When n and f are even, there is no choice of a bilinear or quadratic orthogonal form of À type for which C n ðq; AÞ is invariant under F, so there is no natural or canonical way of defining PSW In all other cases where C n ðq; AÞ is invariant under F, there is a unique isomorphism class of groups hC n ðq; AÞ; Fi, and similarly for the projective variants. This applies in particular to the symplectic groups.
Of course, when C n ðq; AÞ is not invariant under F field automorphisms do exist, but they are defined as the composite of the map F and conjugation by an element of GL n ðqÞ. Note also that in cases (ii) and (iii), the two isomorphism classes result from form matrices in M n ð pÞ that are of di¤erent signs when regarded as form matrices over F p .
Preliminary results and notation
Let S be the map from M n ðq u Þ to itself which sends each entry of a matrix to its qth power. Note that S is non-trivial only when the case is unitary. If A is the matrix of a unitary form then A S ¼ A T , so if A and lA both represent unitary forms then l A F Â q . If A is the matrix of a symplectic or symmetric bilinear form, then all nonzero scalar multiples of A represent symplectic or symmetric bilinear forms, respectively. We will discuss quadratic forms in Section 4.
In parts (2) and (3) of the following lemma, if l ¼ 1 then x is an isometry, otherwise x is a similarity. Lemma 1. Let G ¼ C n ðq; AÞ and H ¼ C n ðq; BÞ be absolutely irreducible, isomorphic and of the same type, with q odd if the type is orthogonal. Then
Such an x may be chosen to satisfy xAx TS ¼ B unless the type is orthogonal of odd dimension and the determinant of AB is non-square, in which case x may be chosen to satisfy xAx T ¼ lB for any non-square l.
] that all such forms are isometric, with the exception of the orthogonal forms in odd dimension where there are two isometry classes but one similarity class. The two classes are distinguished by whether the determinant of the form matrix is a square. Hence such an x exists in all cases.
(3) First assume that
so H preserves the form with matrix xAx TS . Since a form matrix represents an isomorphism between two modules which, by assumption, are absolutely irreducible, we must have xAx TS ¼ lB for some l A F Â q u . In the unitary case, since A and B are unitary forms, l A F q . Now assume that xAx TS ¼ lB, and let h A H. Then
Thus H x fixes A and, since 
Since F commutes with transposition, negation and S, the matrix A F represents a form of the same type as A. (2) These are straightforward calculations. Firstly
and secondly
(3) By Lemma 1 (3), for F to normalize G we require A F ¼ lA for some l A F Â q . If a, b are any two non-zero entries of A, then since a p ¼ la and b p ¼ lb it follows that a pÀ1 ¼ b pÀ1 . Hence a and b di¤er by a ðp À 1Þst root of unity, that is, by an element of F p . r Therefore F normalizes C n ðq; AÞ only when A ¼ lA 0 with A 0 A M n ðpÞ, in which case C n ðq; AÞ ¼ C n ðq; A 0 Þ. For other matrices A, consider the generators of the group of field automorphisms in the normalizer of C n ðq; AÞ in SL n ðqÞ. They have the form Fz A SL n ðqÞ, where zAz TS ¼ lA F for some l A F q . A suitable z of determinant 1 may not exist, since SL n ðqÞ generally contains more than one conjugacy class of each classical group, and these classes are permuted by the diagonal and field automorphisms. In particular if detðAÞ 1Àp B fl n : l A F Â q u g then no such z exists. So we shall restrict attention to A A M n ð pÞ, and take z to be the identity.
The following is used to determine whether two groups of the form hC n ðq; AÞ; Fi are isomorphic. 
Symplectic groups.
We briefly examine the symplectic groups, and prove that PSSp n ðqÞ and Sp n ðqÞ are well-defined. Proof
Unitary groups
In this section we show that, even when we restrict to those unitary forms that can be written over F p , there can be more than one isomorphism class of groups hU n ðq; AÞ; fi.
Let 
Proof. Note that
and ðfd i Þ f ¼ fd ip . Therefore the conjugacy class of fd i contains
The size of the set S i is independent of i, and the number of such sets S i is ðm; p À 1Þ ¼ ðn; q þ 1; p À 1Þ. Since p À 1 divides q À 1, the greatest common divisor of p À 1 and q þ 1 is 2 if p is odd and 1 if p ¼ 2. Hence the number of such conjugacy classes is at most 2 if p is odd and n is even, and is 1 otherwise. If p is odd and n is even, then A i :¼ ffd Theorem 6. Let n be even and q be odd. Let S be the set of all groups G ¼ hSU n ðq; AÞ; Fi that preserve a non-degenerate unitary form with matrix A A M n ð pÞ. Then S contains two isomorphism classes of groups, and the same is true for projective versions. Given the corresponding form matrices, in Oðn o þ log pÞ finite field operations one can determine whether two such groups are isomorphic.
Proof. Let G ¼ SU n ðq; AÞ and H ¼ SU n ðq; BÞ with A; B A M n ð pÞ non-degenerate. By Lemma 
Orthogonal groups
The discriminant of a bilinear form over a field of odd characteristic is square if the determinant of the corresponding matrix is a square, and is non-square otherwise.
In odd dimension we assume that q is odd (for irreducibility). There are two isometry types of orthogonal group, di¤erentiated by discriminant. Since the form matrices for the two isometry types can be taken to be A and lA for l a non-square, the corresponding groups are the same.
In even dimension there are two similarity types of orthogonal group, denoted by þ and À. When q is odd the discriminant of the form is square if either the type is þ and ðq À 1Þn=4 is even, or the type is À and ðq À 1Þn=4 is odd; otherwise for odd q the discriminant is non-square [7, Proposition 2.5.10]. Note, therefore, that if f is even then a form over F q with symmetric bilinear form matrix A A M n ðpÞ can have a different sign when considered as a form over F p .
Lemma 8. (1) If f and n are even, then all symmetric bilinear or quadratic form matrices in M n ðpÞ are of þ type as forms over F q . If f is odd, then forms represented by matrices in M n ð pÞ have the same types as forms over F p and over F q .
(2) In þ type there exist form matrices that are fixed by F for all q.
(3) In À type there exist form matrices that are fixed by F if and only if f is odd.
Proof. The first statement of (1) is proved in [7, p. 40] . Any isometry between forms in GL n ðpÞ is an isometry in GL n ðqÞ, so forms of the same type over F p are also of the same type over F q . Standard bases for quadratic forms are described in [7, Proposition 2.5.3]. The corresponding þ type matrices have entries 0 or 1, which proves (2). (In fact, after a reordering of the basis the quadratic form matrix is AntiDiagð1; . . . ; 1; 0; . . . ; 0Þ, with half of the entries 1.) This shows that forms of þ type over F p are also of þ type over F q .
The quadratic or bilinear form for the F p -basis given in [7, Proposition 2.5.3 (ii)] is still of À type when viewed as a matrix over any odd degree field extension, because the irreducible quadratic used in its definition remains irreducible. Hence all form matrices of À type over F p are of À type over F q , which completes the proof of (1). Then (3) follows immediately from (1). r Thus in À type if f is even then F can never fix the form. In this instance OutðW À n ðqÞÞ is isomorphic to C 2 Â C 2f and hence does not contain an element of order f that generates the field automorphisms. We shall not consider this case any further.
Let q be even, and let A be a matrix of a non-degenerate quadratic form over F q . For A; B A M n ðqÞ, we write
T is the matrix of the corresponding symplectic form, and that x A GL n ðqÞ preserves the quadratic form if and only if xAx T 1 A. Lemmas 1 and 2 still apply, but with the modification that there exists x A GL n ðqÞ such that B 1 xAx T and H x ¼ G (note that for Lemma 1 (3) with ðn; q;GÞ ¼ ð4; 2; þÞ we calculate this directly, as the proof strategy does not apply). If f is odd then, by Lemma 8 (1), the fact that A and B have the same type over F q implies that they have the same type over F p and again the result follows from Proposition 9. r Proposition 12. For f and n both even, there are two isomorphism types of groups hG; Fi for G ¼ W Next let q be even, and recall the equivalence on form matrices described before Proposition 9. From [7, Proposition 2.7.3 (i)] we have OutðGÞ ¼ hri Â hfi, where jrj ¼ 2 and r is induced by elements of SO þ n ðqÞnW þ n ðqÞ. To complete the proof, we find form matrices A; B A M n ðpÞ and x A GL n ðqÞ such that xAx T 1 B and x ÀF x A SO þ n ðq; AÞnW þ n ðq; AÞ. Let P n denote the upper triangular matrix AntiDiagð1; . . . ; 1; 0; . . . ; 0Þ with n=2 entries equal to 1. Then P n represents a quadratic form of þ type over F 2 by [7, Proposition 2.5.3], and hence also over F 2 f for any f . The polynomial x 2 þ x þ 1 is irreducible over F 2 , so the 2 Â 2 matrix
represents a form of À type over F 2 . Hence, for n even, A :¼ P 2 l P nÀ2 and B :¼ M 2 l P nÀ2 are of opposite types over F 2 , but since f is even, they are both of þ type over F q by Lemma 8. Let n be an element of multiplicative order 3 in F q (note that n exists since f is even), and let
The reader can check that xAx T 1 B and that x ÀF x ¼ AntiDiagð1; 1Þ l I nÀ2 . The spinor norm of g A M n ð2 f Þ is equal to the parity of the rank of g þ I n (see [4] ), and so x ÀF x has spinor norm 1. To determine whether two such groups are isomorphic we first find an isometry x between the quadratic forms over F 4 in Oðn 3 Þ field operations [6, Proposition 3.4], then calculate the rank of x ÀF x in Oðn o Þ field operations [2] . r Bibliography
