A resolvent that satisfies (2.8) is called a Q-resolvent. The resolvent, cD(-)= (ij(-), {0, 1, --.}. We shall suppose that one is given a stable, conservative q-matrix over S, that is a set, Q = (qij, i, j E S), of real numbers which satisfy 0 5 qij < oo, j i, and Ejoi q1, = -qi < 00; as is the convention, we shall set qj = -qi, for each i E S.
A set of real-valued functions, P(-) = (pij( 
Introduction
We shall be concerned with continuous-time Markov chains that take values in a countable state space S, which, for convenience, we shall enumerate as S = and M-invariant if equality holds for all j e C and t >-0. For simplicity, we shall say that a given measure, m, on C is convergent if EiC mi < oo.
The relationship between (2.1) and (2.2) has been resolved completely for the minimal Q-function, that is the minimal solution to (BEij), i, je S, satisfying p'.(O+) = qij, i, j e S; see Tweedie (1974) and Pollett (1986) , (1988) . In Section 3 we shall extend these results in order to deal with Q-functions other than F.
As we shall be concerned with absorbing Markov chains, it will be necessary to make some further assumptions about Q. Firstly, we shall assume that 0 is the sole absorbing state. Thus, if P is any Q-function we shall require poi(t) = 6o0; this is equivalent to assuming that qo = 0. Secondly, and solely to simplify the exposition, we shall assume that C = {1, 2, ... } is irreducible for the minimal Q-function, and hence for any Q-function. Finally, we shall assume that qio > 0 for at least one i E C. This guarantees that there is a positive probability of absorption, that is, pio(t)> 0 for all t > 0; it will not be necessary to assume that absorption is certain.
In some instances it is convenient for us to use Laplace transforms. If P is a Q-function, then its resolvent, with equality for all j and a if m is M-invariant on C for P; we shall refer to m as being M-subinvariant on C for ' if (2.9) is satisfied and M-invariant on C for ' if it is satisfied with equality. The following result establishes a characterization of M-invariance and M-subinvariance on C for P in terms of '. It is a simple extension of Lemma 4.1 of Pollett (1991b), which deals with the y = 0 case, and, since the proof is similar, it will be omitted.
Lemma 2.1. Let m be a measure on C and suppose that P has resolvent '. Then, if m is M-subinvariant on C for P, it is M-subinvariant on C for ' and M-invariant on C for ' if it is M-invariant on C for P. Conversely, if -Ap(C) and m is M-subinvariant on C for T, then m is M-subinvariant on C for P and P-invariant on C for P if it is i-invariant on C for '.
Quasi-stationary distributions
We begin by defining the notion of a quasi-stationary distribution and then study the relationship between quasi-stationary distributions and P-invariant andsubinvariant measures. The definition we shall use is the one introduced by van Doorn (1991). The relationship between quasi-stationary distributions and ri-invariant measures for P is exceedingly simple, as the following result demonstrates. Its conclusion is implicit in the proof of Theorem 2 of Vere-Jones (1969). However, note that here the premise that P be honest is not needed. Proposition 3.1. Let P be an arbitrary Q-function and suppose that m is a proper probability distribution on C. Then m is a quasi-stationary distribution on C for P if and only if, for some > 0, m is M-invariant on C for P.
Proof. Suppose that, for some M > 0, m is M-invariant on C for P and define p(-) = (pj(-), j E C) by (3.1). Then, pj(t)= exp (-Mt)mj, and so, since m is a proper distribution, (3.2) holds. Conversely, suppose that m is a quasi-stationary distribution on C for P. Then pj(t) = g(t)mj, where g(t) = Ejicpj(t), or, equivalently, I mipii(t) = g(t)mj, jE C, t > O. iEC We show that g(t)=exp(-lt) for some Fy>0. To do this, we use (1.3). On multiplying by mi, summing over iE C and noting that 0 is an absorbing state, we obtain pj(s + t)P= pk(S)Pkj(t), jEC, S, t _O. It follows that g(t) = exp (-pt), for some y _ 0. Finally, since for at least one i E C, pio(t) > 0 for all t > 0, we have that g(t) < 1 for all t >0, and so the case M = 0 is excluded. We can now identify the relationship between quasi-stationary distributions and i-invariant measures on C for Q. We need the following precursory result; since it is a simple extension of Theorem 1 of Pollett and Vere-Jones (1992), we omit the proof. Theorem 3.1. If m is a M-subinvariant measure on C for P then m is a i-subinvariant measure on C for Q. A necessary condition for m to be a i-invariant measure on C for Q is that P satisfies (FEj) over C. If m is M-invariant on C for P, then this condition is also sufficient. When m is a quasi-stationary distribution on C for P, we can often be precise about the value of y for which m is a M-invariant measure. For example, we shall see that if P is honest and satisfies the forward equations (FEij) over S, then y must take the value EiEC miqio, a quantity which represents the conditional probability flux into the absorbing state for a Markov chain with transition function P, that is conditional on the chain being in C (see, for example, Section 7.1 of Kelly and Pollett (1983) ). In the general case we cannot be so precise, but we can specify bounds on the range of values of M. These are expressed in terms of the aforementioned probability flux and the absorption probabilities, aP, i E C, given by af = lim,, pio(t).
In preparation we need the following lemma. Since qio > 0 for at least one iE C, the right-hand side of this last inequality must be strictly positive, and so (3.3) follows immediately.
Remark. If the Markov chain with transition function P has initial distribution m, then iEC miaP is the probability that the chain eventually reaches the absorbing state, or, equivalently, that its lifetime is infinite. Note that when P is dishonest one cannot rule out the possibility that af = 0 for all i e C, but that under the conditions of Theorem 3.2, ap > 0 for at least one value of i. Equation (3.5) is the appropriate generalization, to the case when P might not be honest, of the 'residual equations' for P identified in Pollett and Vere-Jones (1992).
The analogous residual equations for Q do not even hold when P is honest. One requires a further condition. To see this, we shall first establish a residual inequality, which is the reverse of (3.6). (see for example) Section 3.7 of Knopp (1956) ). Further, a necessary and sufficient condition for the double sum in (4.8) to be absolutely convergent is that (4.9) E miq, < oo, iEC and so this condition is sufficient for (4.6). It follows that, when F is honest, (4.7) and (4.9) provide, respectively, a necessary and sufficient condition, and a simple sufficient condition, for a convergent I-invariant measure on C for Q to be a t-invariant measure on C for F.
The identification of all single-exit Q-functions with a specified quasi-stationary distribution
We suppose that one is given a convergent M-subinvariant measure, m, on C for Q; it will not be necessary to assume that m is t-invariant for Q. With the aid of It is important to realize that W is determined by r and that, once r is specified, a family of Q-functions (exactly one of which is honest) is obtained by varying c. Thus, the problem of identifying those Q-functions which satisfy a specified criterion, in our case, those Q-functions for which a specified measure is s-invariant on C, amounts to determining which choices of r and c are admissible. Proof. Let P be an arbitrary Q-function and let W (given by (5.2)) be its resolvent. Then, the necessity of (5.6) follows immediately from Theorem 3.2. To complete the proof we shall first show that if m is M-invariant on C for P, then WI must be of the form specified by (5.7). The sufficiency of (5.6), and the construction of all Q-functions for which m is M-invariant on C, will then follow almost immediately.
Suppose, then, that m is M-invariant on C for P and, hence, for W. If P = F then there is nothing to prove. So, suppose that P * F. Then, of necessity, z is not identically 0. On multiplying (5.2) by (as + M)mi and summing over i E C, we find that Let us now deal with the case when, for each j E C, dj is identically 0. From (5.11) we have that r = 0 and so (5.4) and (5.5a) are trivially satisfied. Now r0o must be non-negative and satisfy (5.5b). But, on substituting rb(ac) =0, for j E C, this equation reduces to a•ro(ac) -fo(f) ==0. Thus acro(ac) and, hence, ayo(a) are non-negative constants; let us write ayo(a) = co, noting that co 1. We must demonstrate that this specification is consistent with (5.7), (5.9) and (5.10). Again using the resolvent equation (5.14), it is easy to show that z satisfies We shall now prove that (5.6) is a sufficient condition for there to exist a Q-function for which m is a p-invariant measure on C and, in so doing, specify the resolvent of all Q-functions for which m is t-invariant on C. So, suppose that (5.6) holds. Then, let e be any number in the range specified by (5.10) and define The unique process which satisfies (FEio) over C is obtained on setting e = jmiq1. It is a dishonest process which has only one opportunity to be absorbed at 0; either it starts there, or it starts in state 1 and is absorbed on the first jump. If neither occurs, the process remains in (2, 3, ---} until it is eventually trapped at infinity.
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