Consider a follow-up study conducted over a period of y years. A total of No individuals are accepted into the study at any time prior to the closing date' and are observed until death or until the study is terminated, whichever comes first. If we set the time of entrance into 3Although we have used the common closing date method to illustrate the techniques developed in this paper, it should be pointed out that these techniques are equally applicable to the date of last reporting method.
the study as the common point of origin for all No individuals, then
No is taken to be the number with which the study began, or the number of individuals alive at time zero. Let x be the exact number of years since entrance into the study, and N. the number of individuals who survive to the common point x. Clearly, Nx may also be defined as the number of survivors who entered the study at least x years before its closing date. The number of survivors will decrease as x increases, not only because of deaths but also because of withdrawals due to the closing of the study. We will describe this process of depletion systematically for the typical interval (x, x + 1) with reference to Table i . 4 At time x, the N. survivors who begin the interval can be divided into two mutually exclusive groups according to their date of entrance into the study. A group of m patients entered the study more than x + 1 years before the closing date of the study. Out of these, 6 patients will die in the interval and s will survive to begin the next interval. The second group of n patients entered the study less than x + 1 years before its termination, and hence are all counted as withdrawals Table 1 ) whose distribution depends on the force of mortality. The values that these random variables take on will be used to estimate the probability px that a patient will survive the interval (x, x + 1), and its complement q, , the probability of death in the interval. The first step is to derive the joint probability function of these random variables.
Let fl , a function of time T, be the force of mortality acting on each individual in the study, such that Consider first the group of m individuals, each of whom has a constant probability px of surviving and a probability qx = 1 -px of dying in the interval (x, x + 1). We have then a typical binomial case with the probability function:
The expected number of survivors and deaths are given, respectively, by E(s I m) = mpx, and E(a I m) = m(1-p).
(2)
The distribution of the random variables in the group due for withdrawal is not so straightforward. Making the assumption that, on ' When the assumption of a constant force of mortality is strong for an interval where the death rate is high, one may subdivide the interval and estimate the probability for each subinterval separately. the average, each of the m individuals will withdraw at the point x + 1, the probability of withdrawing alive is equal to p"', and the probability of dying before the time of withdrawal (1 -_p /2)* Again we have a binomial case with the probability function6 f2 = p (1 -_ P ( 
3)
The expected number of survivors and deaths are given, respectively, by E(w I n) = npl2, and E(E I n) = n(1-p (4) Since the Nx individuals are divided at time x into two distinctly different groups according to their withdrawal status, the joint probability of all the random variables is the product of the two probability functions 
Usually the quantity r in the denominator of (13) will be small in comparison with the preceding term, and may be neglected to give the approximate formula
The sample variance of AX (or 6x) is obtained by substituting (8) and ( where ax is the average time lived in the interval (x, x + 1) by the patients who die in that interval, and c, = 1 -a, + ax . If, in a study covering a period of y years, there are no survivors remaining from the patients who entered the study in its first year, PY_' will be zero, and ex can be computed readily from the collected data. In the typical study, however, there will be w,-, survivors who entered the study in its first year and withdraw alive in the final interval (y -1, y). In such cases, it is evident from (8) If the force of mortality is constant for z > y, the probability of survival is independent of z and we may write 
for x = 0, * , y -1.
When a: is approximated with 2, c: = 1.
Although formula (17) holds for x = 0, , y -1, it will be apparent to the reader that the smaller the x, the larger the value of l, and the smaller will be the contribution of the last term. If the ratio 1,/l1 is small, the error in assuming a constant force of mortality beyond y and in the choice of PT Substituting (19) and ( In a follow-up study, as in general mortality analysis, one may be interested in death due to a specific cause, or to a group of causes.
Depending upon the questions to be answered, the investigator may explore three general types of probabilities of death with respect to a specific cause, or risk:
1. The crude probability. The probability of death from a specific cause in the presence of all other risks in a population. 2. The net probability. The probability of death if a specific cause were the only cause in effect in the population or, conversely, the probability of death if a specific risk were eliminated from the population. 3. The partial crude probability. The probability of death from a specific cause in the presence of all other risks but with a second risk eliminated from the population.
Obviously, in the human population, the net and partial crude probabilities usually cannot be estimated directly except through their relations with the crude probability. The study of such relations is part of the problem of "competing risks", or "multiple-decrement". A detailed discussion on the partial crude probabilities is given in [7] .
The basic random variables and their joint probability function.
The identification of the random variables in a follow-up study in the presence of competing risks and the derivation of their joint probability function follows directly from the discussion in Section 1 of Part I. The deaths in each of the two groups according to withdrawal status are further divided by cause of death as shown in Table 1 
Because of the separation of the individuals into two distinct groups at time x according to their withdrawal status, the joint probability of all the random variables in Table 1 Remark 3: The problem of cases lost to the study due to failure of follow-up is still unsolved, and perhaps it has no unique solution. Since the probability that a patient will be lost to follow-up is in part dependent upon the type of a study, assumptions with respect to lost cases may be valid for one study but not for another. If the number of lost cases is small. depending upon the type of study, one of the following assumptions may be made and the data handled accordingly: (1) patients lost will have the same probability of surviving as patients not lost, and may be deleted from the study; (2) all lost cases survive to the close of the study; (3) all die at the time of becoming lost; and (4) becoming lost is another competing risk. If sufficient knowledge of follow-up is unavailable, the fourth alternative is preferred. 
where MIL and X are defined by equation (11) 
Formulas for the asymptotic variance and covariance of the estimators of the net and partial crude probabilities can be obtained with the same approach as employed in [7] . To save space, only two formulas are presented below. Table 3 are determined from the data given in Table 2 . Table 3 were obtained by formula (14) . The observed expectation of life was determined from formula (17), for which A% was set equal to A 
