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Abstract Processes acting at the interface between the
land surface and the atmosphere have a strong impact on
the European summer climate, particularly during extreme
years. These processes are to a large extent associated with
soil moisture (SM). This study investigates the role of soil
moisture–atmosphere coupling for the European summer
climate over the period 1959–2006 using simulations with
a regional climate model. The focus of this study is set on
temperature and precipitation extremes and trends. The
analysis is based on simulations performed with the
regional climate model CLM, driven with ECMWF
reanalysis and operational analysis data. The set of
experiments consists of a control simulation (CTL) with
interactive SM, and sensitivity experiments with prescribed
SM: a dry and a wet run to determine the impact of extreme
values of SM, as well as experiments with lowpass-filtered
SM from CTL to quantify the impact of the temporal
variability of SM on different time scales. Soil moisture–
climate interactions are found to have significant effects on
temperature extremes in the experiments, and impacts on
precipitation extremes are also identified. Case studies of
selected major summer heat waves reveal that the intra-
seasonal and interannual variability of SM account for
5–30% and 10–40% of the simulated heat wave anomaly,
respectively. For extreme precipitation events on the other
hand, only the wet-day frequency is impacted in the
experiments with prescribed soil moisture. Simulated
trends for the past decades, which appear consistent with
projected changes for the 21st century, are identified to be
at least partly linked to SM-atmosphere feedbacks.
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1 Introduction
Climate extremes have a major societal, economical, and
ecological impact, as for instance highlighted by the 2003
summer heat wave and drought in Europe (Larsen 2003;
Heck et al. 2004; Ciais et al. 2005). Several recent obser-
vational (Klein Tank and Ko¨nnen 2003; Schmidli and Frei
2005; Alexander et al. 2006; Della-Marta et al. 2007) as
well as modeling studies (Christensen and Christensen
2003; Meehl and Tebaldi 2004; Scha¨r et al. 2004; Frei
et al. 2006) report an increase in frequency and intensity of
temperature and precipitation extremes, both for the recent
past as well as for the coming decades.
The physical mechanisms underlying such changes in
extremes of temperature and precipitation may relate to
changes in large-scale circulation (Christensen and Chris-
tensen 2003; Meehl and Tebaldi 2004; Pal et al. 2004) and/
or to changes in small-scale physical processes such as soil
moisture–atmosphere interactions (Seneviratne et al.
2006b; Vidale et al. 2007).
Owing to the relevance of extremes, these research
findings highlight the need for a better understanding of the
contributing processes and feedbacks, which also implies
comparison with observations (e.g. Ek and Holtslag 2004;
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Jaeger et al. 2009). Heat waves are generally caused by
quasi-stationary anticyclonic circulation anomalies (Fink
et al. 2004; Black et al. 2004; Meehl and Tebaldi 2004),
sea surface temperature (SST) anomalies (Black and Sutton
2006), and/or land-atmosphere feedbacks (Seneviratne
et al. 2006b; Fischer et al. 2007a, 2007b), whereby the
latter can act as an amplifying mechanism. Similarly for
precipitation variability and heavy precipitation events,
both circulation patterns (Martius et al. 2006) and land–
atmosphere feedbacks may be relevant (e.g. Beljaars et al.
1996; Scha¨r et al. 1999; Pal and Eltahir 2002).
The impact of land–atmosphere coupling on climate is
mainly determined by SM limitation on evapotranspiration
(Seneviratne et al. 2010). Since large-scale field experi-
ments investigating these effects are not feasible, one way
of assessing the underlying mechanisms is to run climate
model experiments with prescribed SM content (e.g. Koster
et al. 2004; Seneviratne et al. 2006b; Rowell and Jones
2006; Fischer et al. 2007a; Conil et al. 2007). This method
allows to infer causal relationships regarding the effect of
SM on climate, since the two-way coupling of the atmo-
sphere and SM is removed, and the experiments thus
investigate only the one-way effect of SM on the atmo-
sphere, whereas the atmosphere has no influence on SM.
Here, this procedure is used to disentangle the effect of SM
variability on different time scales, as well as to investigate
the impact of extreme levels of SM on the current Euro-
pean summer climate. To this aim a set of regional climate
model (RCM) experiments are performed using the CLM
RCM (Sect. 2.1) driven with reanalysis and operational
analysis data from ECMWF. Thereby, the main focus of
the present study is on impacts of SM on extremes and
trends in temperature and precipitation. The analysis is
performed for the summer season, when oceanic impacts
on climate are small compared to SM impacts over mid-
latitudinal land areas (e.g. Koster and Suarez 1995).
One can distinguish three different approaches for the
analysis of climate extremes. A first group considers
directly the probability density functions (PDFs) of the
investigated variables, generally temperature or precipita-
tion (Alexander et al. 2006; Perkins et al. 2007), and
thereby focuses on their tail behaviour. Since most statis-
tical distribution functions do not well describe the tail
behaviour of the underlying data, a second group of studies
uses techniques of extreme value theory (EVT) that pro-
vide special distribution functions for extremes. The study
of Frei et al. (2006) for instance uses EVT to assess the
future change of precipitation extremes in Europe based on
a set of RCM experiments from the EU-project PRU-
DENCE (http://prudence.dmi.dk). Other modeling studies
use EVT to assess changes of temperature extremes (e.g.
Zwiers and Kharin 1998; Kharin and Zwiers 2000). There
are also several observational studies assessing changes in
temperature extremes using EVT, which report an increase
at least in the location (some also in the shape) of the used
extreme value distribution (e.g. Laurent and Parey 2007;
Della-Marta et al. 2007; Brown et al. 2008). Finally, a
third group of studies uses so called climate extreme
indices to capture a variety of aspects of climate extremes
both in models (e.g. Frei et al. 2006; Fischer et al. 2007a;
Kjellstro¨m et al. 2007) and observations (e.g. Klein Tank
et al. 2002; Schmidli and Frei 2005; Della-Marta et al.
2007). Wet, dry, hot or cold events can be extreme in terms
of frequency, duration or intensity, and these aspects can-
not be investigated from the analysis of temperature and
precipitation PDFs only. As an example, the EU-FP6
project CECILIA (http://www.cecilia-eu.org/) established a
list of more than 130 indices characterizing temperature
and precipitation statistics.
Beside the analysis of the role of SM for climate extremes,
we also assess in this study the possible impact of SM on
climate trends. The investigation of trends and their relation
to possible changes in drivers or feedback processes has
received increasing interest in the climate community due to
climate change. For climate extreme indices, the analysis of
trends is mainly performed using either parametric methods
(e.g. regression models (Klein Tank and Ko¨nnen 2003;
Schmidli and Frei 2005) or non-stationary extreme value
analysis (e.g. Kharin and Zwiers 2005)), or non-parametric
methods (e.g. robust slope estimator Theil-Sen (Alexander
et al. 2006) or digital filters (Tebaldi et al. 2006)).
The outline of this paper is as follows. Section 2 presents
the setup of the numerical experiments and the statistical
procedure that was used for their analysis. Then, Sect. 3
assesses the impact of the temporal variability and extreme
values of SM for mean climate properties. Section 4 pro-
vides a thorough analysis of temperature and precipitation
extremes and their link to SM for long-term climatologies,
whereas in Sect. 5, the focus is set on the representation of
specific observed extreme events in the simulations. Then,
in Sect. 6, simulated trends in daily temperature and pre-
cipitation (mean and extremes) are calculated, and linked to
SM and related physical processes. Section 7 briefly com-
pares CTL to observations and to other state-of-the-art
RCMs to provide an evaluation of the employed model.
Finally, the main results are summarized in Sect. 8.
2 Data and methodology
2.1 The CLM regional climate model experiments
2.1.1 CLM setup
In this study we use the CLM RCM, which is the climate
version of the non-hydrostatic COSMO model (COnsortium
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for Small-scale MOdeling: http://cosmo-model.cscs.ch/)
employed by several European weather services for
numerical weather prediction. A similar model configura-
tion is adopted as for the EU-FP6 project ENSEMBLES
(http://www.ensembles-eu.org) (Jaeger et al. 2008).1 The
employed model version (2.4.11) was identified as having
significantly smaller biases than a more recent version (4.0,
see Jaeger et al. 2008), and is thus used in the present study.
It was also validated with regard to land-atmosphere cou-
pling characteristics with FLUXNET observations (Jaeger
et al. 2009).
We integrate CLM over a domain covering the entire
European continent, with 0.44 (&50 km) horizontal res-
olution, 32 levels in the vertical and 10 soil layers. Lateral
boundary conditions are derived from the ERA40 reanal-
ysis (1958–2001, Uppala et al. 2005) and from ECMWF
operational analysis (2002–2006). The initial conditions
correspond to the climatological values of a long-term
CLM simulation to ensure that the model is approximately
within its equilibrium. The external parameters are derived
from AVHRR data for the vegetation parameters (leaf area
index, plant cover and root depth) and from the FAO 1995
digital soil map for soil types (9 classes in CLM).
Our CLM configuration uses Leapfrog numerics,
Tiedtke (1989) convection based on a moisture-conver-
gence closure, a radiative transfer scheme based on Ritter
and Geleyn (1992), vertical turbulent diffusion using
prognostic turbulent kinetic energy (Raschendorfer 2001),
the second-generation multi-layer soil model TERRA-ML
(Schrodin and Heise 2002) with both bare-soil evaporation
and transpiration being calculated following Dickinson
(1984). More details on the model dynamics and physics
are available in Steppeler et al. (2003) and Will et al.
(2010) or in the model documentation (available from
http://www.clm-community.eu/).
2.1.2 Sensitivity experiments
In order to assess the possible impact of extreme values and
of the temporal variability of SM on the European summer
climate, a set of sensitivity experiments with different
prescribed SM evolutions was performed (see Table 1 for
an overview). Note that in the prescribed SM experiments,
soil moisture is not altered by any surface fluxes, nor by
precipitation or runoff. A reference simulation includes
interactive SM, and will be referred to as CTL hereafter.
In two of the sensitivity experiments, SM is set to its
minimum (plant wilting point, PWP) and maximum (field
capacity, FCAP) value for each grid point and model soil
layer separately depending on the respective model soil
type. The aim of these simulations is to assess the impact of
extreme values of SM on climate. In addition, a set of more
subtle prescribed SM experiments was performed, with the
aim of assessing the impact on climate of temporal SM
variability on different time scales. In order to disentangle
the effects of synoptic-scale, intraseasonal, and interannual
SM variability, the soil moisture time series from CTL are
subsequently filtered using a digital low-pass filter (details
in ‘‘Appendix 1’’) applied separately for each of the
model’s soil layers, and at each grid point over the entire
model domain. A first experiment removes the synoptic-
scale variability (called SSV) by filtering out SM variations
below roughly ten days. A second experiment additionally
removes the intraseasonal variability (called ISV) from
SSV by filtering out SM variations below roughly 100
days. Finally, for the so called IAV experiment, we also
remove the interannual variability from ISV, resulting in a
similar experimental setup as in Seneviratne et al. (2006b)
and Fischer et al. (2007a). See Fig. 1 for an illustration of
the SM values of these five model experiments in com-
parison with the control simulation.
2.2 Observations and ENSEMBLES model simulations
Though the employed model version has already been
extensively validated (Jaeger et al. 2008, 2009), we addi-
tionally briefly compare the results of the CTL simulation
with observations and (re)analysis data (hereafter referred
to as OBS) in Sect. 7, with a focus on temperature and
precipitation extremes and trends. For the validation we use
the gridded E-OBS dataset (version 1.0) of the EU-FP6
project ENSEMBLES for temperature and precipitation
(Haylock et al. 2008), and ERA40 reanalysis (Uppala et al.
2005) for the total cloud cover. For the validation of
temperature we apply a height correction using a constant
Table 1 Overview of the CLM experiments performed for this study
Name SM
Interactive Prescribed Value
CTL U
SSV U Lowpass-filtered SM from CTL
(cutoff at &10 d)
ISV U Lowpass-filtered SM from CTL
(cutoff at &100 d)
IAV U Smoothed SM climatology
(1959-2006) from CTL
PWP U Const. at PWP
FCAP U Const. at FCAP
1 Jaeger et al. (2008) uses CLM version 2.4.6, which is nearly
identical to the version used in this study and in Jaeger et al. (2009)
(version 2.4.11). Additionally, we have corrected version 2.4.11 for a
missing restriction of evapotranspiration below the plant wilting
point.
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lapse rate of -0.65 K/100 m in order to properly compare
model and observations.
Moreover, to assess the performance of CLM in com-
parison with other state-of-the-art RCMs, regional climate
simulations from the ENSEMBLES archive are analysed
and compared to CLM for the period 1961–2000 (Sect. 7).
The following ERA40 reanalysis-driven RCM simulations
with 25 km horizontal resolution were used: RCA (simu-
lation from the C4I and SMHI institutes), Aladin (CNRM),
HIRHAM (DMI and METNO), CLM (ETHZ, see also
Jaeger et al. 2008), HadRM (HC), RACMO (KNMI),
REMO (MPI), and PROMES (UCLM). For temperature
and precipitation extremes we additionally analysed Aladin
(CHMI) and RegCM (ICTP).
2.3 Analysis methodology
The main focus of this study is on the impact of SM on
climate extremes and trends thereof. The analysed vari-
ables are daily maximum temperature (Tmax) and daily
mean (and/or wet-day) precipitation. The analysis focuses
on climate extreme indices, derived probability density
functions, and the explicit modeling of climate extremes
using extreme value theory.
2.3.1 Indices
Table 2 lists climate extreme indices considered in this
study, which correspond to a subset of the total number of
indices considered in the EU-project CECILIA. In order to
test for statistically significant differences between CTL
and the sensitivity experiments, we perform tests at every
grid point. Due to the multiplicity problem of independent
tests and the spatial dependency of neighbouring grid
points, the outcoming result can only be viewed as a crude
estimate. More reliable estimates of significance could be
obtained using resampling methods (e.g. see Wilks 2006
and references therein, or Wilks 1997). However, this is not
feasible in our case due to the computational constraints
associated with the size of the considered datasets. Here,
our approach is the following: First, we calculate extreme
indices for each of the 48 years (1959–2006) separately.
Then, we compare the empirical distribution of these 48
values using a two-sided Kolmogorov–Smirnov test
(details in ‘‘Appendix 2’’). We then compute the area-
weighted fraction of land points with statistically signifi-
cant differences at the 5% level and display maps of the
yearly extreme indices averaged over the 48 years. Note
that for int, freq or perc95 it does not make a difference
whether the indices are calculated over the whole period of
interest (CECILIA definition) or first separately for each
year and then averaged over all years. In order to ease the
computation of significance (see above) we use for sim-
plicity the latter definition for these indices. However, in
the case of the hwdi indices ðhwdimax; hwdimax; hwdimean;
hwdimeanÞ; values calculated separately for each year and
then averaged over all years differ from values calculated
over the whole period. In order to follow the CECILIA
definitions, the hwdi indices are calculated over the whole
period and, hence, statistical significance is not assessed for
these indices.
2.3.2 PDFs
Additionally, we qualitatively investigate the PDFs of daily
precipitation and of Tmax, by fitting a Gamma distribution
and applying a kernel density estimation, respectively, to
the PRUDENCE subdomain mean time series (for a map of
the subdomains see Christensen and Christensen 2007).
Moreover, we also display the PDFs of seasonal extreme
values (block maxima) of daily precipitation and of Tmax
using a Generalized Extreme Value distribution (see
below). Again, we apply a two-sided Kolmogorov–Smir-
nov test to assess statistically significant differences. In
order to quantitatively compare the PDFs, we also compute
statistical indices describing the raw data underlying the
PDFs (mean, standard deviation, 99th-percentile, inter-
quartile range, skewness).
2.3.3 EVT
Finally, we statistically model temperature and precipita-
tion extremes using extreme value theory. For this, we
employ the block maxima technique on a grid point basis,
2002                         2003                         2004                         2005
2
4
6
8
10
12
14 x 10
−3
CTL
SSV
ISV
IAV
PWP
FCAP
Fig. 1 Illustration of the soil moisture evolution (m) of the different
CLM experiments (see Table 1) for a grid point from the Iberian
Peninsula. Shown is the 2nd model soil level for the period 2002–
2005
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which is based on the so called Generalized Extreme
Value (GEV) distribution (e.g. Coles 2001), but we
neglect spatial dependency among the neighbouring grid
points (Coelho et al. 2008). The GEV is a three-parameter
distribution function with location l, scale r and shape n
parameters. The analysis is based on yearly blocks (48
values for the period 1959–2006) each computed from 92
daily values for JJA. For precipitation extremes we use a
modified form of the classical GEV likelihood function to
estimate the parameters of the GEV distribution, which
includes a Bayesian prior distribution for n (Frei et al.
2006). This is done in order to avoid absurd values of n if
conventional maximum likelihood estimation from small
samples is used. Therefore, we apply a Beta distribution
as a Bayesian prior, which totally prevents estimates
outside (-0.5, ?0.5) (Martins and Stedinger 2000). Of
primary interest are then multi-year return values that are
calculated based on the fitted GEV distribution (see
Table 2), as well as the GEV distribution itself for
PRUDENCE subdomain mean time series. At least for
temperature extremes the difference in the return values
calculated with or without a prior for n is small and,
hence, we use here the simpler model. Uncertainty is
inferred from bootstrap simulations also at the grid point
basis, and tests for statistically significant differences
between CTL and experiments are obtained using a
similar approach as in Kharin and Zwiers (2000) (details
in ‘‘Appendix 2’’, non-parametric bootstrap tests). In
order to assess the robustness of our results obtained
using the block maxima approach, we have alternatively
applied a stationary peak-over-threshold model (e.g. Coles
2001). This model yields similar return values as in the
block maxima approach (not shown).
3 Impact of soil moisture variability on European mean
summer climate
This study focuses on the possible impact of soil moisture
on climate extremes and trends (Sects. 4, 5, 6). In this
section we first analyse briefly the mean climate charac-
teristics of the conducted experiments. Note that the SSV,
ISV and IAV experiments share the same mean SM sea-
sonal cycle as CTL (and only differ with regard to their SM
variability, Fig. 1). Hence, one does not expect a system-
atic impact of the prescribed SM fields on the mean climate
of these simulations, though possible effects cannot fully
be excluded, e.g. if part of the climate response depends
non-linearly on the SM content. The net effects on the
mean climate of SSV, ISV and IAV are indeed small (not
shown), and we exemplarily focus here only on IAV, as it
shows the largest effect.
Figure 2 displays the mean temperature, total and con-
vective precipitation, net shortwave radiation (SWnet), total
net radiation (Rnet) and geopotential height patterns in
CTL, and the respective differences between the sensitivity
experiments IAV, PWP, FCAP and CTL. In the case of
FCAP, the increase in SM leads to an increase in latent
(LE) and a decrease in sensible (H) heat flux (and therefore
also in the Bowen ratio, not shown). This causes a shal-
lower, moister and colder planetary boundary layer (PBL)
as indicated by the decreased 2m-temperature (T2m), the
analysis of atmospheric profiles (Fig. 3), as well as by an
increased total cloud cover (not shown). As a consequence,
SWnet decreases and the net longwave radiation (LWnet, not
shown) increases. The increase in the total cloud cover
leads to an increase in precipitation, i.e. to a positive
SM-precipitation feedback. PWP presents the opposite
Table 2 Diagnostics of daily maximum temperature and daily precipitation referred to in this study (based on CECILIA definition)
Abbreviation Definition Unit
perc95 95th-percentile of daily Tmax K
hwdimean 90th-percentile-based mean heat wave length. Mean of all spells with at least
two consecutive days with Tmax [ long-term (1959–2006) 90th-percentile of CTL
days
hwdimean The same as hwdimean but using the long-term 90th-percentile of the respective experiment days
hwdimax The same as hwdimean but for the maximum heat wave length days
hwdimax The same as hwdi

mean but for the maximum heat wave length days
ret50 50-year return value of daily Tmax K
nhd Fraction of days with Tmax [ long-term (1959–2006) 90th-percentile of CTL fraction
perc95 95th-percentile of daily precipitation C1 mm mm/d
freq Wet-day frequency, fraction of days with precipitation C1 mm fraction
int Wet-day intensity, mean precipitation on days with C1 mm mm/d
5dmax Greatest 5-day precipitation per year mm/d
ret50 50-year return value of daily precipitation mm/d
ret505d 50-year return value of 5-daily precipitation mm/d
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behaviour due to the imposed drier SM conditions, except
for Rnet (see below).
Note that the anomalies in Rnet for the FCAP and PWP
simulations (Fig. 2) suggest that the response of Rnet, at
least in our simulations, does not present a clear relation-
ship with soil moisture content. For instance, in Eltahir
et al. (1998) and Scha¨r et al. (1999), it was suggested that
moist conditions would lead to an enhanced Rnet at the
surface, a result opposite to the sensitivity displayed by the
FCAP simulation. On the other hand, our dry simulation
(PWP) also shows a diminished Rnet, and thus these effects
do not appear to be symmetric for decreased/increased SM.
More analyses would be needed to shed light on this
asymmetric response.
Regarding the anomalies in the IAV simulation, as
mentioned, this experiment (similar to SSV and ISV) dis-
plays only a weak modification of the mean climate: SM is
drier than CTL in wet years, and wetter than CTL in dry
years. Interestingly, despite the weak signal, the anomalies
are consistently of the same sign as in FCAP, although the
IAV experiment is not systematically wetter than CTL.
This suggests that the wetting effects in dry years have
stronger impacts than the drying effects in wet years and,
hence, that there is some degree of non-linearity in the
response of European climate to SM forcing (i.e. stronger
impact in dry years). This is consistent with the fact that
20th century European climate is characterized on average
by humid conditions, i.e. evapotranspiration is close to its
potential value on average and is only significantly modi-
fied under drier conditions (see e.g. Seneviratne et al. 2010
for more details).
Mean precipitation was further decomposed into large-
scale and convective precipitation, and Fig. 2 displays the
anomalies for the convective fraction of precipitation. For
IAV (as well as SSV and ISV), the partitioning between the
two precipitation components is similar as in CTL. In
contrast, for FCAP, the increase in mean precipitation
Fig. 2 Summer climatologies (1959–2006) of the impact of SM
variability on the mean climate: T2m (K, 1st row), total precipitation
(mm/d, 2nd row), convective precipitation (mm/d, 3rd row), SWnet
(W/m2, 4th row), Rnet (W/m
2, 5th row) and geopotential height at 500
hPa (m, 6th row). From left to right CTL, IAV-CTL, PWP-CTL and
FCAP-CTL are shown. Note that colourbars are different for CTL
and the difference plots and irregular in the latter case. The numbers
in the lower-right corner give the area weighted fraction of land
points at which the null hypothesis of ‘being from the same
distribution’ is rejected at the 5% level according to the two-sided
Kolmogorov–Smirnov test
Fig. 3 Boundary layer tephigram of the atmospheric profiles of all
CLM experiments (labeled are temperature T in solid lines, pressure p
in dashed lines and specific humidity q in doted lines; additionally the
dry and wet adiabates are given in solid lines perpendicular to T and
dashed–dotted lines, respectively). Shown is a mean profile at 12
UTC for the summer (JJA) period, averaged over 1959–2006 for the
French PRUDENCE subdomain. Time and space averaging (48-year
JJA, PRUDENCE areas, land-only) is performed on model levels.
Note that the moisture and temperature profiles for the CTL, SSV,
ISV and IAV experiments are very similar and, hence, partly overlap
each other
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comes mostly from an increase in convective precipitation
(partly also true for the precipitation decrease in PWP).
Finally, Fig. 2 also points to the strong impact of SM
changes on the geopotential height in the sensitivity
experiments, similar to the effects identified in experiments
with modified SM for the 2003 heat wave in Europe with
another RCM (Fischer et al. 2007b). However, one has to
keep in mind that such large geopotential height anomalies
are constrained by the employed setup of the RCM simu-
lations, since they cannot interact with the imposed large-
scale circulation patterns.
4 Impact of soil moisture variability on European
summer climate extremes
This section focuses on the impact of extreme values and
the temporal variability of soil moisture on European
temperature and precipitation extremes. In a first part, we
assess the extreme diagnostics listed in Table 2 for CTL.
Then, in a second part, the extreme diagnostics are ana-
lysed for the sensitivity experiments. Finally, in a third
part, mean subdomain PDFs of daily Tmax and precipitation
are analysed, for both CTL and the sensitivity experiments.
4.1 Temperature extremes
4.1.1 Geographical patterns: CTL
Figure 4 (left panels) displays the daily Tmax diagnostics
for CTL. The 95th-percentile (perc95) and particularly the
50-year return value (ret50) describe the upper tail of the
daily Tmax distribution. These two indices exhibit similar
geographical patterns, with a North-South and an East-
West gradient. This suggests that both indices tend to
increase with drier climatic conditions. The maximum heat
wave duration index hwdimax assesses the atmospheric
tendency for persistence at the upper tail of the daily Tmax
distribution. The spatial patterns of this diagnostic are
therefore different from those of perc95 and ret50, with
largest values in the Mediterranean and in Western and
Northern Europe. Note, however, that we cannot neces-
sarily expect a North-South gradient in this diagnostic
since we calculate it with respect to the local 90th-per-
centile rather than with respect to a fixed threshold value.
In the Scandinavian subdomain for instance, the 90th-
percentile is &10 K lower than in the Iberian Peninsula
subdomain. The overall pattern in hwdimax suggests higher
values for regions neighbouring oceans, possibly indicating
an effect of persistence associated with SSTs. The patterns
of hwdimean are slightly different with largest values in the
Mediterranean and in Eastern and Northern Europe (see
Fig. 2 in Lorenz et al. 2010).
4.1.2 Geographical patterns: sensitivity experiments
In this subsection we discuss the differences of the
analysed Tmax diagnostics between the sensitivity and
CTL experiments (Fig. 4). The anomalies in perc95 and
ret50 between the sensitivity experiments and CTL show
very similar patterns, with increasingly larger difference
from SSV over ISV to IAV and highest impacts in
Scandinavia and Central Europe. Note, however, that
differences are significant over larger coherent areas for
IAV only ([65 % of European area). For FCAP and
PWP the differences are significant for most parts of
Europe with largest signals over Central and Northern
Europe for PWP, and over Eastern and Southern Europe
for FCAP. This can be easily understood since in Eastern
and Southern Europe, SM is close to the plant wilting
point in CTL, while in Central and Northern Europe it is
close to the field capacity. For hwdimax we find similarly
a continuous decrease from SSV over ISV to IAV, with
largest differences over Scandinavia and Central Europe,
and most pronounced effects in FCAP and PWP. The
index hwdimax is computed using the 90th-percentile of
the respective simulation instead of CTL (see Table 2).
This allows to distinguish between changes in heat wave
duration induced by changes in the respective PDFs of
daily Tmax, or by changes in atmospheric persistence.
Lorenz et al. (2010) provide a detailed discussion of the
implications of using these different thresholds for hwdi
indices. The hwdimax values exhibit clear reductions in
the IAV, PWP and FCAP experiments. This can be
understood by the fact that in these simulations SM
persistence is removed, since long spells of SM ano-
malies are not allowed by the set-up. Hence, one source
of atmospheric persistence, namely soil moisture mem-
ory, is shut down (see also Lorenz et al. 2010). We see
from the response of the IAV experiment that it is the
memory associated with interannual SM anomalies that
is mostly relevant.
4.1.3 Probability density functions (PDFs)
In this subsection, we assess the PDFs of daily Tmax in the
simulations for several European subdomains as defined in
the EU-project PRUDENCE (e.g. Christensen and Chris-
tensen 2007). Results are exemplarily displayed for the
France subdomain in Fig. 5 (top panel). Analyses for the
other European subdomains are provided in the supple-
mentary information (Fig. S1). Since we do not want to
mix spatial and temporal variability, and the former is
already analysed in Fig. 4, we assess here PDFs of mean
subdomain daily Tmax (Fig. 5, top panel). Hence, one
should not compare the percentiles of the PDFs in Fig. 5
(top panel) with those shown in Fig. 4.
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The analysis reveals that only the Tmax PDFs of the PWP
and FCAP simulations are significantly different from CTL
for all eight subdomains. ISV and IAV are generally sig-
nificantly different from CTL (except for France and also
for the Iberian Peninsula in the case of ISV). SSV on the
other hand is only significantly different from CTL for the
Alpine region. Additionally, some statistical quantities
describing the data underlying the PDFs are listed in Table
S1 in the supplementary material. For PWP and FCAP
most statistical quantities are again significantly different
from CTL, in contrast to SSV. Note that also for IAV, the
measures characterising the tails or the spread of the dis-
tributions are significantly smaller (to a lesser extent also
true for ISV). This is consistent with the results of the
previous sections: Largest differences of daily Tmax are
found for PWP and FCAP; from the experiments modify-
ing the temporal SM variability, in general only IAV dis-
plays significant impacts. Interestingly, PWP (FCAP)
exhibits a pronounced widening (narrowing) of its PDF,
which is due to the removed (increased) damping effect of
SM—through evaporative cooling—on the temperature
extremes at the high end (i.e. hot extremes). The distinct
impact of SM is clearly recognizable from the asymmetric
effects on the PDFs.
The bottom panel of Fig. 5 displays the corresponding
PDFs for the summer block maxima of daily Tmax (note that
block maxima are the basis for the GEV used to obtain
ret50 in Fig. 4). These PDFs are shifted to higher tem-
peratures and they are narrower compared to the PDFs of
daily Tmax discussed above. While the differences of the
Fig. 4 Summer climatologies (1959–2006) of the impact of SM
variability on Tmax extreme diagnostics: perc95 (K, 1st row), hwdimax
(with respect to 90th-percentile of CTL (d, 2nd row), hwdimax (with
respect to 90th-percentile of respective experiment (d, 3rd row), and
ret50 (K, 4th row) as estimated by stationary block maxima analysis.
From left to right CTL, SSV-CTL, ISV-CTL, IAV-CTL, PWP-CTL
and FCAP-CTL are shown. The numbers in the lower-right corner
give a measure for the statistical significance (see Fig. 2)
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sensitivity experiments seem to be more pronounced than
for the PDFs of daily Tmax, the statistical analysis reveals
slightly lower significance. This is mainly due to the
smaller sample size (48 values compared to 92 9 48 values
for the PDFs of daily Tmax). As identified for the overall
PDFs, we see that SM has a strong impact mainly on
temperature maxima, which can be understood from the
presence or lack of evaporative cooling.
In summary, we identify the following effect of SM on
the European summer temperature (maxima). Reducing the
temporal soil moisture variability reduces the temperature
extremes. We find that it is the interannual variability of
SM that is most relevant in this respect. Imposing extreme
mean values of soil moisture also has a large impact: Wet
soils (as in FCAP) cause a decrease in temperature
extremes, mainly in arid areas, and dry soils (as in PWP) an
increase, mainly in humid areas. These effects are asym-
metric and impact temperature maxima more strongly than
temperature minima. This is consistent with a non-linear
dependency of surface fluxes on soil moisture (e.g. Koster
et al. 2004, Seneviratne et al. 2010), i.e. the existence of
distinct regimes with little vs. high sensitivity to soil
moisture (in wet, respectively drier, soil moisture
conditions).
4.2 Precipitation extremes
4.2.1 Geographical patterns: CTL
Figure 6 (left panels) displays the daily precipitation
diagnostics in CTL. Both perc95 and particularly ret50
describe the upper tail of the daily precipitation distribu-
tion. Accordingly, they both exhibit similar geographical
patterns with maximum values in Central and Eastern
Europe, particularly over the Alps, though the patterns of
ret50 are generally noisier. The diagnostics 5dmax and
ret505d, which describe the upper tail of the 5-day pre-
cipitation distribution, display similar patterns as the daily
precipitation extreme diagnostics (not shown). Hence, as to
be expected for Europe, summer precipitation in the
simulations is mainly of convective nature, and long-term
precipitation events, which are more common in autumn
and winter, are rare. The other two diagnostics, the mean
wet-day intensity (int) and frequency (freq), do not
describe the upper tails of the precipitation distribution.
Nevertheless, int exhibits a similar pattern as the daily
diagnostics described before, whereas freq presents similar
geographical patterns as the mean summer precipitation
(see Fig. 2).
4.2.2 Geographical patterns: sensitivity experiments
Figure 6 also displays the differences between the sensi-
tivity and CTL experiments for the analysed precipitation
diagnostics. It is striking that the three experiments with
modified temporal SM variations (SSV, ISV, IAV) do not
significantly differ from CTL for any of the analysed sta-
tistical indices. Hence, the difference patterns show mostly
noise, except for decreased freq. Indeed, the statistical tests
do not reveal significant differences in any European area.
For PWP and FCAP the differences are however much
larger and more significant. The most striking difference is
found for freq: In the dry experiment (PWP) there is a
lower wet-day frequency than in CTL. Similarly, the wet
experiment (FCAP) shows a higher wet-day frequency than
CTL. This suggests that SM is highly relevant to the trig-
gering of precipitation events in the experiments. However,
on wet days, the precipitation characteristics are similar in
the three simulations (CTL, PWP, FCAP) as indicated by
int, perc95 and ret50. There is a small tendency for both
PWP and FCAP to have smaller values of perc95 and int:
for PWP in Southern and Northern Europe, and for FCAP
in Central and Eastern Europe. For ret50 PWP has slightly
smaller return values (FCAP larger ones) compared to
CTL, however, this result is hardly significant. On the
contrary, 5dmax differs more substantially with significant
reductions across the whole of Europe for PWP and
increases (though only significant in Southern Europe) for
Fig. 5 PDFs of daily Tmax (K) for France subdomain (top; using a
kernel density estimation) and of summer Tmax block maxima (K)
(bottom; using a GEV fit). The PDFs are based on the mean
subdomain values and the summer period 1959–2006. Simulations
with bold legend entries are significantly different from CTL at the
5% level according to the two-sided Kolmogorov–Smirnov test
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FCAP (not shown). This is due to the large differences in
wet-day frequency in the simulations.
As displayed in Fig. 8, for both PWP and FCAP, the
changes in freq are mostly due to changes in the frequency
of convective precipitation, whereas the changes in int are
mostly due to changes in the intensity of large-scale pre-
cipitation (compare with freq and int of PWP and FCAP in
Fig. 6).
4.2.3 Probability density functions (PDFs)
The PDFs of mean subdomain daily precipitation are dis-
played exemplarily for the France subdomain in the top
panel of Fig. 7 and statistical quantities describing the data
underlying the PDFs are listed in Table S2 in the supple-
mentary material. PDFs for other PRUDENCE subdomains
are also provided in the supplementary material (Fig. S2).
As mentioned for the temperature PDFs, one should not try
to compare the percentiles of the PDFs with those shown in
Fig. 6, since they are derived from subdomain mean daily
precipitation values (see comment in Sect. 4.1.3)
Generally, the PDFs for SSV, ISV and IAV are not
significantly different from CTL for any European subdo-
main. On the contrary, the PDFs of FCAP and PWP are
significantly different from CTL at least for some subdo-
mains (but with larger differences for PWP than FCAP).
Most of the analysed statistical quantities are not signifi-
cantly different between CTL and the sensitivity experi-
ments, except for PWP (partly also true for FCAP) with
e.g. a smaller mean and inter-quartile range for PWP. The
same holds for the PDFs of the summer block maxima of
daily precipitation shown in the bottom panel of Fig. 7.
However, there is a striking shift towards higher precipi-
tation amounts, and, in contrast to the temperature PDFs
Fig. 6 As in Fig. 4 but for the daily precipitation extreme diagnostics: perc95 (mm/d), int (mm/d), freq (fraction), and ret50 (mm/d) (from top to
bottom)
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discussed above, a widening of the PDFs compared to the
PDFs for the daily precipitation.
Overall, the temporal soil moisture variablity does not
appear to have an impact on the European summer daily
precipitation distribution. Changes in the absolute amount
of available SM, as investigated in the PWP and FCAP
experiments, mostly affect the precipitation frequency and,
hence, the absolute mean of European summer daily pre-
cipitation (as well as 5dmax). However, the characteristics
of the European summer daily precipitation distribution on
wet days remain similar for most experiments. Note that a
recent study by Brockhaus et al. (2010) reveals that CLM
with a convection scheme based on more sophisticated
physics (ECMWF IFS) produces more realistic daily pre-
cipitation and exhibits a smaller positive SM-precipitation
feedback.
5 Selected case studies of climate extremes
5.1 Heat waves
In a previous study with the CHRM RCM focusing on four
summer heat waves (1976, 1994, 2003 and 2005) (Fischer
et al. 2007a), the number of hot summer days (nhd) of a
‘IAV-type’ experiment was reduced by roughly 50–80%
compared to a CTL experiment. In order to directly com-
pare our experiments to the results obtained by Fischer
et al. (2007a), we provide here comparable analyses for the
1976, 1994, 2003 and 2005 heat waves based on our
present experiments (Fig. 9 exemplarily displays the 2003
case, and results for all four heat waves are summarized in
Fig. 10). The overall patterns as well as the amount of nhd
agrees very well between the two studies (note that Fischer
et al. (2007a) give nhd in days, whereas we use the
CECILIA definition which uses fraction). For the 2003 heat
wave, the reduction of nhd from CTL to SSV (synoptic-
scale variability) is very small and mostly confined to
Central and Southern Europe, with values of 5% for the
area where the heat wave was the strongest (France and
Switzerland). There is some decrease for ISV, particularly
in Southern, in Central but also in Northern Europe.
Compared to CTL the reduction for the same areas is of
roughly 6%, whereas most of the decrease in these areas is
indeed present in the IAV experiment, with values of
roughly 36%. If we also take into account the other heat
wave summers 1976, 1994 and 2005, we obtain a reduction
of nhd of 5–10% for SSV-CTL, 10–40% for ISV-CTL, and
40–70% for IAV-CTL (Fig. 10), similar to the value of 50–
80% found in Fischer et al. (2007a). Note, however, that
the IAV experiment removes at the same time the inter-
annual, intraseasonal, and synoptic-scale variability. Using
the experiments of the present study, we can additionally
distinguish the single contribution of synoptic-scale (SSV-
CTL), of intraseasonal (ISV-SSV) and of interannual (IAV-
ISV) variability to the total temperature anomalies in the
selected heat wave summers. The experiments suggest that
these correspond to 5–10% for the synoptic-scale, and
5–30% for the intraseasonal variability, compared to
10–40% for the interannual variability (again for France
and Switzerland).
Hence, our experiments confirm that the interannual
variability of SM is the largest contributor to the heat wave
extremes (as assessed with nhd), but we find that the
contribution of at least the intraseasonal SM variability is
of comparable magnitude. Finally, note that we find again
the largest change for the ‘extreme experiments’ PWP and
FCAP (Fig. 10, right panel), which provide us some
insights on the maximum possible effect of SM in the
considered heat waves. In PWP, nhd is more than doubled
in all four heat waves, while it is close to zero (i.e. decrease
close to 100%) in FCAP. This suggests that the already
extreme heat waves in 1976, 1994, 2005, and particularly
2003, could have been even more extreme in case of total
depletion of soil moisture.
In order to assess the impact of SM on the duration of
the heat waves, Figs. 9 and 10 also display the two heat
wave indices hwdimax and hwdi

max that were previously
analysed over the whole simulation period in Sect. 4.1.2.
Fig. 7 The same as in Fig. 5 but for mean France subdomain
precipitation (mm/d) larger than 1 mm/d. Note that for the daily
precipitation fit (top) we use a Gamma distribution and for the daily
precipitation block maxima (bottom) again the GEV distribution
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While the differences in hwdimax exhibit similar patterns as
those for nhd discussed above, the differences in hwdimax
present distinct patterns. Given the use of the long-term
90th-percentile of the respective sensitivity experiment as
hot day threshold for hwdimax this allows to leave aside
changes in heat wave duration induced by modification of
the Tmax PDFs in the sensitivity experiments and focus
rather on impacts of soil moisture memory for heat wave
persistence (see also Lorenz et al. (2010) for hwdimean
versus hwdimean). The results for the IAV experiment
suggest thus that the impact on heat wave duration due to
removed persistence alone is possibly large compared to
the differences due to the changes in absolute soil mois-
ture content. Hence, the large difference in heat wave
duration found both in Fischer et al. (2007a) and in the
present study might not only be due to differences in
the absolute SM content but also to differences in soil
moisture persistence.
5.2 Heavy convection episodes
In the previous sections it was shown that the CLM setup
used in this study exhibits a positive soil moisture-preci-
pitation feedback, when extreme values of SM are pre-
scribed (PWP, FCAP). However, on wet days it was found
that the precipitation characteristics are hardly affected by
SM variations, and that the net resulting effect is mostly
induced by a change in the frequency of precipitation
events with SM. Therefore, we additionally analysed sev-
eral single summer months with increased convective
activity, and focused on regions that are particularly
interesting in this respect. Here we focus on results from a
single month (July 2006), which was extremely hot and had
a high potential for convection (Hohenegger et al. 2008).
Note that several additional case studies (not shown) reveal
that these results are not dependent on the time period or on
the domain under investigation.
Figure 11 displays the analysis for July 2006, with a
focus on the Alpine area (similarly as in Hohenegger et al.
2009). The mean diurnal cycle of precipitation reveals a
striking peak due to afternoon convection (see right pan-
els). Again, the comparison of CTL with PWP and FCAP
suggests a positive SM-precipitation feedback. Interest-
ingly, the convective activity does not seem to linearly
increase with the available soil moisture. Though the SM
of CTL lies in between PWP and FCAP, the diurnal cycle
of precipitation in CTL is only slightly larger than in PWP
but much weaker than in FCAP. This can be understood by
the increased latent heat flux in FCAP, and by the para-
metrisation of convection according to Tiedtke (1989). The
latter is indeed highly non-linear and its strength depends
on the atmospheric moisture flux convergence, thus on LE,
and its triggering on the stability at the condensation level
of a lifted air parcel.
Fig. 8 From left to right: int of PWP-CTL, int of FCAP-CTL, freq of
PWP-CTL, freq of FCAP-CTL for convective precipitation (top row),
and for large-scale precipitation (bottom row) for the summer period
1959–2006. The corresponding panels for the total precipitation were
already shown in Fig. 6
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The lower panels of Fig. 11 display the same analyses
but for the SSV, ISV and IAV experiments. For this par-
ticular month the absolute value of SM in the experiments
is continously increasing from SSV to IAV. Consistent
with this and with the positive SM-precipitation feedback
identified in this model setup, there is a continous increase
in convection from SSV to IAV compared to CTL as
shown by their mean diurnal cycles of precipitation.
Another interesting feature is the fact that despite identical
large-scale forcing in all experiments, not all single con-
vection events of this month exhibit a positive feedback
(holds for all experiments). Note that these results may be
(SSV-CTL)/CTL (PWP-CTL)/CTL
(FCAP-CTL)/CTL(ISV-CTL)/CTL(IAV-CTL)/CTL
Fig. 10 Fractional difference ((EXP - CTL)/CTL) (%) between the
experiment (left panel: SSV, ISV, IAV; right panel: PWP, FCAP) and
CTL for nhd (top panel), hwdimax (middle panel), and hwdi

max
(bottom panel) for all summers discussed in Fischer et al. (2007a).
Shown are average values for the area where the heat waves were
strongest (France and Switzerland for 1976, 2003, 2005; France and
Central Europe for 1994). Note the different scales on the y-axes
(right panel)
Fig. 9 From top to bottom: nhd (fraction), hwdimax (d) and hwdi

max
(d) of summer 2003 with respect to long-term 90th-percentile of CTL
simulation (of experiment for hwdimax). Note that for CTL:
hwdimax ¼ hwdimax. From left to right: CTL, SSV-CTL, ISV-CTL,
IAV-CTL, PWP-CTL, FCAP-CTL
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dependent on the model configuration (parametrisations,
spatial resolution, etc.). For instance Hohenegger et al.
(2009) found diverging SM-precipitation feedbacks with
changes in resolution and in the representation of convec-
tion in another version of the CLM model (version 4.0, see
Sect. 2.1). Moreover, also land surface parametrisations
can display a range of sensitivity of evapotranspiration to
SM, and large variations in soil parameters (e.g. Sene-
viratne et al. 2002, 2006a; Koster et al. 2004; Pitman et al.
2009).
6 Trends in climate extremes and their link to soil
moisture
In this section we investigate trends in summer climate
over the period 1959–2006 in the conducted experiments.
Of particular interest is the question of whether changes in
soil moisture characteristics may have any influence on
these trends. Using the performed CLM experiments with
and without prescribed SM, this can be easily assessed. We
do not perform this analysis for all diagnostics listed in
Table 2, but restrict it to the PDFs of daily precipitation
and Tmax as described by their mean, inter-quartile range
(iqr) and perc95. Moreover, we also analyse trends of
minimum daily temperature (Tmin, not shown), diurnal
temperature range (DTR), cloud cover and SM. This can be
investigated using the non-parametric Mann-Kendall tau
test that is based on the Theil-Sen’s trend estimate (robust
slope estimator, details in ‘‘Appendix 2’’). It is a robust,
rank-based test for trends (e.g. Lettenmaier et al. 1994),
and we apply it here to the 48 JJA values (1959–2006) to
avoid issues related to serial correlation. Finally, we also
apply a non-stationary extreme value analysis to investi-
gate if the parameters of the GEV of seasonal maxima of
daily precipitation and Tmax have a linear trend (details in
‘‘Appendix 2’’, likelihood ratio test).
The analysis reveals that the trends are different for
simulations with (CTL, SSV, ISV) and without (IAV,
PWP, FCAP) SM trends, respectively. However, since
there are no substantial differences (not shown) between
CTL, SSV and ISV, respectively IAV, PWP and FCAP, we
only discuss here the trends for CTL and IAV.
We distinguish here two periods corresponding to the
‘global-dimming/global-brightening’ phases (e.g. Wild
et al. 2004; Makowski et al. 2009): 1959–1980 (1st period)
and 1981–2006 (2nd period). Figure 12 shows that there is
a striking temporal variation in the Theil-Sen’s trend esti-
mates for the mean of daily Tmax between the 1st and 2nd
periods. For CTL there is a negative trend for the 1st period
over the whole of Europe, and a positive trend for the 2nd
period. For IAV there is a tendency for smaller negative
and positive trends for the 1st and 2nd period, respectively
(the numbers in the lower right corner denote the area-
Fig. 11 Left panels Time series of precipitation (mm/3 h) and soil
moisture (cm, insets model level 1–5 & top 50 cm) averaged over the
Alpine area for July 2006. The bold lines at the top denote episodes
when the convective precipitation is larger than [80% of the total
precipitation. Right panels As in left panels but for monthly mean
diurnal cycle of precipitation (mm/3 h). Top rows display CTL, PWP
and FCAP. Bottom rows are for CTL, SSV, ISV and IAV
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weighted fraction of land points with statistically signifi-
cant trends according to the Mann-Kendall tau test, or
likelihood ratio test for l, at the 10% level).
The corresponding trends for Tmin exhibit similar spatial
and temporal patterns but are weaker (not shown). More-
over, the differences between CTL and IAV are substan-
tially smaller. Hence, SM (trends) unequally affect Tmax
and Tmin (trends) as also suggested by e.g. Zhang et al.
(2009). The DTR trends (see Fig. 12) are a consequence
thereof, and again display similar spatial and temporal
patterns as the Tmax and Tmin trends.
As a measure of trends of extremes we also investigate
the Theil-Sen trend estimates for the parameters of the
GEV (only location l and scale r) and for the tails of the
Fig. 12 Linear trends as
expressed by Theil-Sen’s trend
estimate for the 1st (1959–1980)
and 2nd (1981–2006) summer
periods. From left to right: CTL
and IAV-CTL for the 1st period;
CTL and IAV-CTL for the 2nd
period. From top to bottom:
mean daily Tmax (K/y), DTR (K/
y), location parameter l of GEV
from a non-stationary extreme
value analysis for daily Tmax (K/
y) and for daily precipitation
(mmd-1/y), total cloud cover
(%/y), and soil moisture (m/y)
(model level 1–7 & top 1.9 m)
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PDFs of daily Tmax as given by perc95. The trend patterns
of l and perc95 are the same as for the mean of Tmax, but
there is a tendency for larger positive trends mainly over
Eastern Europe (see Fig. 12 for l). Moreover, the effect of
SM trends is particularly strong for the trends in temper-
ature extremes at least for the 2nd period. On the contrary
trends of r are hardly significant (not shown). As a measure
of trends in the width of the PDFs of daily Tmax we use the
Theil-Sen estimate for iqr, which again exhibits similar
trend patterns, except for Northern Africa and the Iberian
Peninsula (hardly significant, hence not shown).
The pattern of the Theil-Sen’s trend estimates for the
precipitation extreme diagnostics are in line with those for
temperature, though much noisier and hardly significant
(l is exemplarily shown in Fig. 12). Again, indices
describing the upper tail of the precipitation PDFs exhibit
the strongest positive (1st period) and negative (2nd per-
iod) trends, but also trends in the width of the PDFs are
similar to those of the extreme diagnostics. Among the
different CLM experiments the trend patterns look similar
except for FCAP with smaller negative trends in Southern
Europe (2nd period, likely due to the lack of SM induced
summer drying), whereas there are generally slightly
decreased positive (1st) and negative (2nd period) trends
for freq for those experiments without SM trends (not
shown). The trends in precipitation extreme diagnostics
pinpoint to similar results for current climate (2nd period)
as obtained in the multi-model analysis of Frei et al. (2006)
(also including an earlier version of CLM), analysing
projections in extreme precipitation for 2071–2100 com-
pared to 1961–1990: a Southern European decrease and
Northern European increase.
As mentioned above, the temporal characteristics of the
trends suggest a link with the ‘global-dimming/global-
brightening’ phases. The switch from the dimming to the
brightening phase, occured during the early 80s likely due
to a decline in aerosol emissions. This resulted mostly in
changes in radiation, but one should keep in mind the
numerous possible feedbacks, e.g. through impacts on
evapotranspiration (Teuling et al. 2009), circulation pat-
terns (e.g. Rotstayn and Lohmann 2002), and/or cloud and
precipitation formation (Rosenfeld et al. 2008). Note that
in CLM as well as in the boundary conditions driving the
experiments (ERA40, ECMWF operational analysis), aer-
osol concentrations are constant over time (climatology).
Therefore, either trends unrelated to aerosol concentra-
tions, or associated with indirect (and non-local) effects of
the latter, have to be responsible for the simulated trends in
daily Tmax and precipitation in CLM. We cannot clearly
disentangle both effects in our simulations. But note that
indirect (and non-local) effects of aerosols (changes in
circulation patterns or atmospheric moisture content, pos-
sibly leading to changes in cloud cover) could indeed be
captured by the reanalysis/operational analysis datasets
used as boundary conditions in our simulations, thanks to
the assimilation of radiosonde measurements (see also
Hirschi and Seneviratne 2010). Therefore, we also inves-
tigate the trends in CLM total cloud cover in Fig. 12. They
show the same spatial as well as temporal patterns (with an
increase in the 1st period and a decrease thereafter) as the
trends in daily Tmax and precipitation. Note that the SM
trend patterns (both spatial and temporal) are similar to
those of the cloud cover. Since cloud cover and SM interact
with one another, it is difficult to assess their respective
independent contributions to the trends. However, by
looking at those simulations without trends in SM, one
finds a small trend reduction in particular for l of Tmax (but
not for l of precipitation). Therefore, we conclude that in
CLM the trends of daily Tmax, of DTR and of freq are
mainly due to trends in cloud cover caused by the large-
scale forcing (circulation patterns, as well as temperature
and relative humidity of incoming air at the domain
boundaries), and that SM has an amplifying effect.
Note that inhomogeneities (e.g. associated with changes
in the global observing system in 1979 or the change from
reanalysis to operational analysis in 2002) present in the
boundary data can possibly blur the identified trends (e.g.
Bengtsson et al. 2004; Seneviratne et al. 2004), although,
as discussed in Sect. 7, the overall moisture trend in the
boundary data agrees with observations.
7 Biases of CTL
In this section, we briefly assess the biases of the CLM
reference simulation (CTL) with respect to observations
(E-OBS for Tmax and precipitation; ERA40 reanalysis for
cloud cover) and in comparison with the ERA40-driven
ENSEMBLES RCMs (E-RCMs, see Sect. 2.2) for the
PRUDENCE subdomain mean values. We only perform
the corresponding analysis for the extremes and trends,
whereas for the mean climate and land surface exchanges,
or for profiles, we refer the reader to Jaeger et al. (2008,
2009), or Brockhaus et al. (2008), respectively.
If we compare the daily Tmax diagnostics of CTL with
those of E-OBS, we identify the following biases (black
dots): perc95 (Fig. 13 a) and ret50 (not shown) are both
overestimated in Southern and particularly in Eastern
Europe, whereas in Central and Northern Europe they are
slightly underestimated. Therefore, the North-South and
East-West gradients mentioned in Sect. 4.1.1 are rather
overestimated in CTL. Note that for the E-RCMs (box-
plots) the magnitude and the pattern of the bias is similar as
in CTL, and that the latter was already found in the
PRUDENCE RCMs (Kjellstro¨m et al. 2007). While in the
E-RCMs the biases of hwdimax (Fig. 13b) and hwdimean (not
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shown) are similar to those of perc95, there are smaller
biases in CTL with a noisy pattern of over- and underes-
timation across the whole European continent. For the
precipitation extremes in CTL, we find an overestimation
of perc95 (Fig. 13c) and of freq (Fig. 13d), which is sim-
ilar in the E-RCMs and in another CLM version (4.0,
Brockhaus et al. 2010).
The bottom panels of Fig. 13 display biases in trends
of several variables for two periods similar to those
considered in Sect. 6 (1961–1980; 1981–2000). The
analysis is based on the Theil-Sen’s trend estimates for
the mean of daily Tmax (Fig. 13 e), for the GEV location
parameter l (both for Tmax and daily precipitation), and
for the total cloud cover. It is striking that both in CTL
and the E-RCMs the trend in mean daily Tmax is
underestimated for both periods (too strongly negative
for the 1st period; too small for the 2nd period). For the
trends in extremes of Tmax as given by l (Fig. 13f) there
is a tendency for an underestimation for the 1st period
and an overestimation for the 2nd period, again both in
CTL and in the E-RCMs, whereas for the trends in
extremes of precipitation (Fig. 13g) there is hardly any
spatial or temporal structure. The overall CTL cloud
trend (first increasing, then decreasing) is in line with
those of the boundary conditions driving the experiments
(ERA40, ECMWF operational analysis, not shown) as
well as with surface observations for the 1971–1996
period (Warren et al. 2007). There is a slight tendency in
the total cloud cover trend of the E-RCMs (but less so in
CTL) for an underestimation in the 1st and an
overestimation in the 2nd period (Fig. 13h). Finally, note
that Makowski et al. (2009) found generally weak cor-
relations between modeled and observed summer DTR
trends in the E-RCMs, but much higher correlations for
CLM (our CLM simulation corresponds to ETHZ44 in
Table 6 of their study).
In summary, the biases of extremes and trends of the
CLM simulations (CTL) used for this study are comparable
to those of current state-of-the-art RCMs. This appears to
be independent of resolution since the analysed E-RCMs
have a horizontal resolution of 25 km compared to 50 km
for CTL.
8 Conclusions
This study investigates the role of soil moisture variability
on different time scales as well as of extreme values of soil
moisture for the European summer climate. For this aim, a
control simulation and a set of sensitivity experiments with
prescribed SM conditions are performed with the regional
climate model CLM over the time period 1958–2006, using
ECWMF reanalysis and operational analysis data as
boundary conditions. We focus in the analysis on the role
of SM for temperature and precipitation extremes, as well
as on trends thereof. Some of the results are also evaluated
with the E-OBS observations and the ERA40 reanalysis
dataset, and the accuracy of the CTL simulation is com-
pared with that of other state-of-the-art RCMs. The main
results of this study are as follows:
Fig. 13 Boxplots (e.g. Wilks 2006) showing the bias of the ERA40-
driven ENSEMBLES RCMs (25 km simulations) with respect to E-
OBS (for Tmax and precipitation) and to ERA40 (for total cloud
cover). The black dots denote the corresponding bias for CTL. The
analysis is done for the mean values of the PRUDENCE subdomains:
Britain (BI), Iberian Peninsula (IP), France (FR), Mid-Europe (ME),
Scandinavia (SC), Alps (AL), Mediterranean (MD), and Eastern
Europe (EA). Top row shows (from left to right): bias of the indices a
perc95 (Tmax), b hwdimax, c perc95 (daily precipitation, [ 1 mm/d),
and d freq ([1 mm/d) for the summer period 1961–2000. Bottom row
(from left to right): bias of trends in e mean (Tmax), f l(Tmax), g l
(daily precipitation), and h total cloud cover for the considered time
periods (1961–1980, left values; 1981–2000, right values)
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1. As to be expected, the mean summer climate is not
strongly affected by temporal SM variability, as the
average SM seasonal evolution stays the same (SSV,
ISV, IAV). Nonetheless, asymmetric effects on mean
climate can be identified from these simulations (in
particular IAV), which suggest a higher impact of soil
moisture in dry conditions in Europe. Furthermore,
prescribed extreme values of SM (PWP, FCAP) exhibit
a strong impact on mean climate, with wet soils (FCAP)
leading to an increase in LE and a decrease in H. This
causes a shallower, moister and colder PBL with
increased total cloud cover and, consequently,
decreased SWnet and increased LWnet (opposite beha-
viour for dry soils, i.e. PWP). The net effect on Rnet,
however, is of same sign for the wet and dry simulations
(decrease) and is suggestive of asymmetric effects of
SM anomalies. This is in contrast with results of
previous studies regarding SM-precipitation feedbacks
(Eltahir 1998; Scha¨r et al. 1999), which suggested a
possible increase of Rnet with wetter conditions. Overall,
wet soils cause a decrease in Tmax, mainly in arid areas,
and dry soils an increase in Tmax, mainly in humid areas.
Moreover, CLM exhibits a positive SM-precipitation
feedback in the employed model version (with 50 km
horizontal resolution and the Tiedtke (1989) convection
scheme based on moisture-convergence closure).
2. Temperature extremes, as investigated by climate
extreme indices, PDFs and extreme value analysis, are
strongly affected by the absolute value and to a smaller
extent also by changes in the temporal variability of SM.
This is mainly due to intraseasonal as well as interannual
SM variability, with largest impacts over Scandinavia
and Central Europe. Our results also suggest that the
reduction of heat waves by 50–80% due to SM effects
identified by Fischer et al. (2007a) is not only due to
interannual variability of SM but partly also to intra-
seasonal variability. In addition, SM memory effects are
found to be important for the intrinsic persistence of hot
days (see also Lorenz et al. 2010). Furthermore, the
effect of SM on temperature is asymmetric with
strongest impacts on temperature maxima.
3. In contrast to the results for temperature, our results
suggest that precipitation extremes are not significantly
affected by temporal SM variability. Significant impacts
are only found for the extreme experiments (PWP,
FCAP) where the wet-day frequency and consequently
the absolute mean summer daily precipitation and
5dmax, all have larger values in the wet case due to
increased frequency of days with convective precipita-
tion. However, the wet-day characteristics, as expressed
by e.g. int and perc95, are similar for all experiments.
4. Trends of daily Tmax and precipitation, as well as of
extremes thereof, follow the ‘global-dimming/global-
brightening’ trends in radiation in the experiments. In
CLM, the trends are mostly due to trends in cloud
cover, whereas SM acts as an amplifier. This is the case
in the experiments, although they do not include
directly observed trends in aerosols, but only possible
indirect constraints through the boundary conditions.
Trends in the extremes of Tmax are particularly affected
by SM trends. The latter result suggests that the
increasing trend in temperature extremes is partly
associated with a drying trend in SM in the simulations.
5. Trends of daily Tmin are similar to those of Tmax but
less affected by SM trends and therefore smaller.
Hence, trends in DTR appear partly due to trends in
SM (through its impact on Tmax).
In conclusion, this analysis has shown that soil moisture-
climate interactions can have a significant effect on tem-
perature as well as partly on precipitation extremes for the
European summer climate. Moreover, most of the tenden-
cies in summer climate characteristics projected for the
21st century, with an increase in temperature all over
Europe (e.g. Kjellstro¨m et al. 2007) and a Southern Euro-
pean decrease and Northern European increase in precipi-
tation extremes (Frei et al. 2006), appear consistent with
simulated trends for the past decades in CTL. These seem
to be at least partly linked to SM trends in the simulations.
In order to properly evaluate the model dependency of our
results, it would be necessary to repeat the analysis using
different RCMs in a multi-model framework.
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Appendix 1: Digital filtering of soil moisture
For the prescribed SM experiments SSV, ISV and IAV a
zero-phase digital filtering is applied to compute the SM
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evolution for each grid point and soil layer separately.
Therefore the input data (SM from CTL) is processed in
both the forward and reverse directions in order to get
precisely zero-phase distortion and a minimization of start-
up and ending transients. We use a digital Butterworth
lowpass filter of tenth order. Butterworth filters are char-
acterized by a magnitude response that is maximally flat in
the passband and monotonic overall. They sacrifice rolloff
steepness for monotonicity in the pass- and stopbands. For
further details see the Matlab homepage (http://www.
mathworks.com).
Appendix 2: Tests for statistical significance
Here we briefly list the different statistical tests that have
been applied in this study:
Two-sided Kolmogorov–Smirnov test: Tests if two
samples come from the same continuous distribution (Ho),
against the alternative that they do not come from the same
distribution (Ha). The test statistic is: max(|F1(x) - F2(x)|),
where F1(x) and F2(x) are the empirical distribution func-
tions of the two samples. This test has been applied to
Figs. 2, 4, 5, 6, 7 and 8 (as well as to the figures of the
supplementary material).
Non-parametric bootstrap tests: To test if the return
values of two different experiments are significantly dif-
ferent, we calculate 100 bootstrap samples. Then, for each
pair of the two samples we compute the difference to
estimate the distribution of the difference between the two
return values. Based on the quantiles of this distribution it
can be tested if it is significantly different from zero
(applied in Fig. 4 and 6). The same procedure has been
applied to test the statistical quantities of the daily pre-
cipitation and Tmax PDFs listed in the tables of the sup-
plementary material (using 1000 samples).
Mann–Kendall tau trend test: It is a non-parametric
test for trends with Ho: time series values are i.i.d and Ha:
there is a monotonic (not necessarily linear) trend. It is
based on a robust non-parametric slope estimator called
Theil-Sen (Sen 1968) that is the median of slopes between
all possible data pairs of the time series Xi (with
i = 1, ..., n): bTS ¼ median
i\k
ððxk  xiÞ=ðk  iÞÞ: It has been
used for Fig. 12.
Likelihood ratio test: Tests if two nested models are
significantly different from each other. In this study, it has
been applied to the non-parametric GEV models (Fig. 12)
to assess if model M1 (e.g. with a trend in l) is significantly
better than the simpler model M0 (where k components are
0, e.g. no trend in l), using the deviance statistic: D = 2
{l1(M1) - l0(M0)} [ ca, where l0(M0) and l1(M1) are the
maximized log-likelihoods under models M0 and M1
respectively, and ca denotes the (1 - a) quantile of the v2k
distribution (Coles 2001).
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