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Abstract 
Wavelet neural network is superior to traditional neural networks in the fact that the wavelet functions have good 
time-frequency localization characteristics and fast decay. To improve the prediction accuracy of the number of 
taxicabs, in this paper, wavelet neural network was used to approximate the nonlinearity between taxi number and its 
influence factors. And we also apply wavelet neural network to model each influence factor to obtain their future 
values. Then inputting the predictive values of the influence factors to the model of taxicab number, the number of 
taxicabs in the future will be achieved. Simulations show that the wavelet neural network model of the number of 
taxicabs has higher prediction accuracy than the BP neural network model.  
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1.Introduction 
 Taxicab transport is an important part of the city passenger transport and an important supplement to 
conventional public transport. The number of taxicabs has a comparatively large influence on urban 
public transport, and it also is an important part of urban traffic management. The number of taxi refers to 
the total count of taxicabs of a city in lawful operation, and its dispatch should realize two goals of the 
maximum of the sector benefits and social benefits. However, there is a conflict between these two goals. 
So balancing the two objectives is the fundamental requirement to determine the reasonable number of 
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taxicabs. Determining the correct number of taxicabs is the key to guide the taxicab to maintain healthy 
and stable development, and is the core of the urban taxi planning. 
Currently, the typical forecasting methods of the taxi number are mainly supply-demand balance 
method, ratio method and exponential smoothing method [1-4]. The first two methods realize prediction 
by comparing the empirical data that experts proposed with corresponding data of the same city. 
However, forecasting the number of taxicabs belongs to a nonlinear multivariate prediction, thus 
prediction results of these two methods are often subjective in that they lack objective presentation of the 
relevant factors with taxicabs number. While exponential smoothing method establishes a nonlinear 
prediction model, but only use the time series of taxicab number in calendar year to fit the predictive 
value. So it neglects the influence of the other relevant factors on the predictive value of taxicab number, 
prediction results are thus not accurate. Artificial neural network can achieve a better mapping of the 
nonlinear relationship [5]. The literature [6] has used BP neural network to predict taxicab number, but 
there is low accuracy and slow convergence and other defects. Compared with BP network, wavelet 
neural network has the advantages of fast convergence, strong learning and generalization ability, and 
can adapt easily to the new data [7-8]. Therefore, to improve the forecasting performance of taxi number, 
a prediction model of the taxi number will be established based on wavelet neural network in this paper. 
And we will use the established model to make forecast about taxicab number of some city in 2010, 2011 
and 2012. 
2.Influence Factors of the number of taxicabs 
There are many factors that affect the number of taxicabs in a city. On the one hand, socio-economic 
development and urban expansion induce more travel demand, which makes taxi market demand 
increase. On the other hand, the construction and improvement of large public transport system will 
suppress the development of the taxi market. Therefore, through considering synthetically of various 
factors, we selected GDP, urban population, consumption level, average waiting time to obtain a taxi, and 
total length of bus lines as main influencing factors of urban taxicab number. The data of these five 
influencing factors from 2005 to 2009 are listed in Table I.   
TABLE I DATA OF INFLUENCING FACTORS OF THE TAXICAB NUMBER OF A CITY
Year GDP 
(billion
yuan)
Urban popula.10000
people)
Consu
.
 level 
(yuan)
Aver. waiting time 
(min.)
Length of bus lines 
(km)
Num. of 
taxis 
2000 670.6 445 5603 9.14 870 3957 
2001 755.1 450 6324 7.63 934 5459 
2002 825.1 452 7149 6.47 830 5715 
2003 899.4 457 8355 5.56 938 6645 
2004 1021.3 465 9095 5.26 1061 8370 
2005 1150.3 474 9564 5.09 1403 8378 
2006 1297.6 483 9857 4.78 1486 8593 
2007 1576.3 492 10400 4.99 1626 8597 
2008 1910.2 501 11009 5.04 1677 8597 
2009 2411.7 515 12234 5.81 1724 8877 
3.Prediction model of the number of taxicabs based on wavelet neural network 
The concept of wavelet neural network (WaveletNN) was first proposed by Q. Zhang in 1992 [7]. 
WaveletNN is formed through replacing the nonlinear activation function in the hidden layer (such as 
Sigmoid function) in conventional neural networks by wavelet function, and replacing the weights from 
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the input layer to the hidden layer and the threshold of the hidden layer by the scale factor and shift 
factor, respectively. Wavelet function has good time-frequency localization characteristics and fast decay, 
resulting in that WaveletNN become a kind of local approximation network. Compared with this global 
network of BP neural network (BPNN), WaveletNN has advantages of fast convergence, strong learning 
ability and generalization capability, etc., and can easily adapt to the new data,  and has only consistent 
convergence point so that can avoid falling into local minimum [7-8]. In addition, wavelet function 
allows wider options, which can assure us of selecting the appropriate wavelet function according to the 
characteristics of the object to be approximated. Therefore, applying the promising WaveletNN in the 
prediction of taxicab number is of practical value.
3.1.Wavelet Neural Network 
Fig. 1 Structure of the WaveletNN  
Figure 1 shows the structure of a WaveletNN with multi-input and single output. This WaveletNN 
consists of the input layer, wavelet layer and output layer, and the transmission function is nonlinear from 
the input layer to the wavelet layer, while linear from the hidden layer to output layer. In Fig. 1, N\  is 
the Nth wavelet function, N is the number of wavelet neurons, NMw  is the weight from ( )x M to 
the Nth wavelet neuron, Nc is the input of the Nth wavelet neuron, gN is the output of the Nth wavelet 
neuron, vN  is the weight from the Nth wavelet neuron to the output layer. 
 The relationship between the input and output of the wavelet neural network can be expressed as 
follows.  
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where the input ic of the thi wavelet neuron is 
M
1
c ( )i ik
k
w x k
 
 ¦                                                                                                               (2)
and the output ig of  the thi wavelet neuron is 
(3)
In addition, ia and ib is the scale factor and shift factor of the thi wavelet function, respectively.
3.2.Prediction Model of the Number of Taxicabs Based on Wavelet Neural Network 
 We use the WaveletNN with the structure shown in Fig. 1 to model the number of taxicabs. The 
number of neurons in the input layer depends on the number of the influencing factors on the number of 
taxicabs, thus it should be five. ( )x M  denotes the value of the Mth influencing factor. Since the output 
of the WaveletNN model is the value of the number of taxicabs, so the number of neurons in the output 
layer is one. The output signal y(1)  represents the value of the number of taxicabs. We set twenty 
neurons in the hidden layer. The wavelet layer forms nonlinear mapping between the input signal and 
output signal to describe the relationship of the number of taxicabs with its influencing factors. Here we 
select the Mexico-hat wavelet as activation function of the hidden layer, and its time-domain expression 
isǃ
2
2( ) (1 )exp( )
2
x
x x\    
The parameter set, { , , , }, 1, 2, , , 1, 2, ,ik i i iw v a b i N k M  ! ! , in the WaveletNN model is 
trained by use of gradient algorithm [8]. Let the data from 2000 to 2006 in Table I be training samples, 
and from 2007 to 2009 groups the test samples. In addition, the network will involve a phenomenon so-
called “curse of dimensionality” in the case of multi-dimensional input, i.e., suppose L neurons are 
needed for the one-dimensional input, then ML neurons will be needed for the M -dimensional input. In 
simulation, in order to reduce computational burden, the main energy analysis method was used to 
remove the neurons with very small value of the wavelet function and keep the neurons with the main 
energy.
Error curves are shown in Fig. 2 given by the models of the number of taxicabs based on BPNN and 
WaveletNN, and fitted values are listed in Table II, where the BPNN model is a three-layer network with 
thirty neurons in the hidden layer. From Fig. 2 and Table II, it can be seen that the WaveletNN model 
reaches the zero fitting error after 200 iterations, while the BPNN model still has greater fitting error after 
10,000 iterations. This is mainly because that the wavelet function has good time-frequency localization 
characteristics and orthonormality and only minimum, which greatly improves the convergence speed 
and the approximation performance, while the activation function in BPNN does not have such superior 
characteristics, and a BPNN frequently immerges in partial minimum.  
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Fig.2 Error curves  
Table II Fitted values 
Year Actual values   Fitted values by BPNN model Fitted values by WaveletNN model 
2000 3957 3958.1 3957
2001 5459 5452.9 5459
2002 5715 5714.8 5715
2003 6645 6663.1 6645
2004 8370 8330.2 8370
2005 8378 8391 8378
2006 8593 8604 8593
       Input the data of the influencing factors in 2007, 2008 and 2009 in Table I into the established BPNN 
model and WaveletNN model, respectively, then we get prediction results and the relative prediction 
error listed in Table III. We can see that the average relative error is 0.04% given by the WaveletNN 
model, lower than that of 1.58% given by the BPNN model. Using the BPNN model to predict the 
number of taxicabs in 2008, we get the forecast result is 9123.6. While the actual value is 8877, the 
relative error of 2.78% is even higher. This shows that the WaveletNN prediction method can predict the 
number of taxis more accurately than the traditional BPNN. 
Based on the characteristics of the forecast model of the number of taxicabs, we know that, in order 
to predict the number of taxicabs in one year, we must first determine the input vectors composed of five 
influencing factors in the same year. Now we establish the other WaveletNN with 3 neurons in the input 
layer and 1 neuron in the output layer and 15 neurons in the hidden layer to calculate the forecast values 
of 5 influencing factors in the year to be predicted. Since 2000, the data of one influencing factor in every 
sequent four year are defined as one training sample, in which the data in the first 3 years are defined as 
input samples and that in the forth year as the output sample. We use the data from 2000 to 2003 as the 
first sample, the data from 2001 to 2004 as the second sample, the data from 2002 to 2005 as the third 
sample, and the rest may be deduced by analogy. After training the network to arrive at a predetermined 
accuracy, the data in 3 years before the predicted year are entered into this network, thus we obtain the 
forecast values from 2010 to 2012. Then, predicting the number of taxicabs from 2010 to 2012 is carried 
on by use of the obtained prediction value of the five influencing factors as the input vectors of the 
established taxicabs number prediction model based on WaveletNN. The predictive values of influencing 
factors and taxicabs number in the corresponding year are listed in Table IV. 
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Table III  Prediction error  
Year actual values Forecast value 
given by BPNN 
Forecast value 
given by WaveletNN  
2007 8597 8597.1 8593
2008 8597 8765.8 8593
2009 8877 9123.6 8875
average relative error  1.58% 0.04% 
Table IV  The prediction values of influencing factors and taxicabs number 
Year GDP  
(billion
yuan)
Urban popula.10000
people)
Consu
.
 level 
(yuan)
Aver. waiting time (min.) Length of bus lines (km) Num. 
of  
taxis
2010 3367.5 546.6 1712 5.76 1891 9665
2011 3790.1 550.8 2089 5.44 1937 9819
2012 4217.3 564.2 2537 4.94 1972 9904
4.Conclusion  
 Wavelet neural network has good versatility and strong self-learning ability and strong 
generalization ability, and can achieve high fitting accuracy for strong nonlinear data. In this paper, 
wavelet neural network was used to approximate the nonlinear characteristics between the number of 
taxicabs in a city and its five influencing factors in order to forecast the number of taxicabs. Simulation 
results show that the WaveletNN model can effectively predict the number of taxicabs and has higher 
convergence speed and approximation accuracy than the BPNN model. 
It is worth mentioning that the determination of the urban taxicab number is a very complex problem 
affected by so many factors. The prediction model in this paper has been established only based on a few 
important factors, resulting in its certain limitations in application. Therefore, we should overcome the 
limitations of the prediction model in not accurately revealing influence factors. In addition, different 
cities have different characteristics, so we should reflect the specific characteristics of the certain city in 
selecting the influencing factors. Moreover, the wavelet neural network algorithm finds the prediction 
law from the historical data, so once the unpredictable human factors such as the sudden change in 
national economic development policies occur, it is necessary to process the sample data by removing or 
amending the singular values.  
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