O solutions were measured at four wavelengths in the visible ͑351.0, 533.5, 632.9, and 782.6 nm͒ over a temperature range from 30 to Ϫ60°C. The temperature dependence has been determined for the first time to the authors' knowledge. This dependence is of importance for applications to atmospheric aerosols at low temperatures. In particular, it is shown that ͑1͒ the molar refractivity of the solutions is independent of temperature, whereas the temperature dependence of the refractive index arises solely through the temperature dependence of the solution's mass density, ͑2͒ the molar refractivities of H 2 SO 4 and HNO 3 in a ternary solution may be calculated as the weighted sum of the molar refractivities of two binary solutions evaluated at a concentration that corresponds to the total acid concentration, and ͑3͒ the H 2 O molar refractivity in the solutions may be taken equal to that of pure water. Although the data for the ternary system have been used for this model verification, data for binary H 2 SO 4 -H 2 O and HNO 3 -H 2 O solutions were used to improve the accuracy of the modeled refractive indices to better than 0.0017% or 0.15% for concentrations of 5-70 wt. % and wavelengths from the near ultraviolet to the near infrared ͑0.25-2 m͒.
Introduction
Refractive-index data are widely needed for data evaluation of optical measurements in atmospheric aerosol studies either with in situ optical particle counters [1] [2] [3] [4] or with remote techniques, e.g., lidar measurements [5] [6] [7] and satellite measurements. 8, 9 Optical aerosol data are also needed for evaluation of the aerosol radiative force on Earth's climate. 10 Furthermore, laboratory experiments investigating single droplets and aerosol ensembles require such optical data, for example, when Mie scattering analysis is used to determine the aerosol composition. 11, 12 A binary sulfuric acid-water solution is the main constituent of the stratospheric aerosol particles at average stratospheric temperatures. However, a substantial amount of HNO 3 and water can be taken up by the liquid droplets in the polar regions at temperatures near the frost point, transforming them into liquid polar stratospheric clouds. These clouds consist primarily of supercooled ternary H 2 SO 4 -HNO 3 -H 2 O solutions, as has been inferred from aircraftborne optical particle counter measurements, 1, 4 model calculations, 13, 14 and later also from direct in situ analysis. 15 Recently, refractive indices of such ternary solutions at five visible wavelengths below 633 nm were measured by Pantani et al. 7 but only at room temperature. Also, the UV refractive indices for a number of ternary solutions reported by Beyer et al. 16 were measured at room temperature, as were those of the binary H 2 SO 4 -H 2 O and HNO 3 -H 2 O systems that had been reported extensively by various authors. [17] [18] [19] [20] In a recent paper Luo et al. 21 developed a model for obtaining the refractive indices of ternary solutions to stratospheric temperatures, using the data of the binary solutions at room temperature ͑to obtain the molar refractivities of the involved species͒, a generalized form of the LorentzLorenz relation, and a careful estimate of the density of the ternary solutions to extrapolate from room temperature to stratospheric temperatures. The accuracy of this model was estimated to be better than 2%. In the present paper we report measurements of binary and ternary solutions over a wide temper-ature and concentration range to validate the assumptions made in the model and to improve its accuracy.
Experimental Methods
The refractive indices of the aqueous solutions were measured with two different setups: The first one reconfigured a standard prism spectrometer to hold a temperature-controlled hollow prism and was used at four wavelengths and for temperatures to Ϫ35°C. For lower temperatures a second setup was used with a rectangular cell upon a liquid-nitrogen-cooled finger and a He-Ne laser as the light source.
A. Setup 1 The first setup was based on a standard prism spectrometer with a temperature-controlled hollow prism. The light source was a 50-W tungstenfilament lamp set 1 m in front of the entrance slit of the spectrometer. One of four wavelength was selectable by means of bandpass filters ͓center wavelength ͑͒, bandwidth ͑⌬͔͒: ϭ 351 nm, ⌬ ϭ 11.7 nm; ϭ 533.5 nm, ⌬ ϭ 9.7 nm; ϭ 632.9 nm, ⌬ ϭ 9.4 nm; ϭ 782.6 nm, ⌬ ϭ 10.3 nm͔. We modified the spectrometer ͑Carl Zeiss Jena, 50-cm focal length͒ by replacing the prism with a hollow, equilateral prism with a separated cell on its back face for flowing cooled ethanol through it, using a commercial thermostat ͑Huber 390W͒. In this way the liquid inside the hollow prism could be temperature controlled from Ϫ35 to 30°C. The temperature was measured by a calibrated Pt100 sensor in direct contact with the liquid. The overall accuracy in absolute temperature measurement was better than 0.2°C. The temperature difference in the liquid between the vertex of the cell and the part closest to the cooled back face was measured to be less than 0.4°C at Ϫ35°C and less at higher temperatures. To avoid condensation on the cold prism we purged the interior of the spectrometer with dry nitrogen. The exit slit of the spectrometer was replaced with a CCD line detector ͑Sony, 2048 Pixel͒. The refractive index was not measured by the minimum-deviation method; instead, we made a measurement simply by turning the prism to a position such that the image of the entrance slit seen on the CCD detector was centered on pixel 1024 in the middle of the detector and reading the angular position of the prism on a precision scale. We calibrated this scale by using pure liquids of known refractive index 22, 23 ͑ranging from 1.33 to 1.43͒ at different temperatures and different wavelengths ͑see Table 1͒ and fitting a linear dependency. Figure 1 shows the deviation of the refractive indices measured from their literature values as a function of temperature. The scatter of the refractive-index data measured with this setup is smaller than Ϯ4 ϫ 10
Ϫ4
. Whereas this accuracy is moderate compared with that of high-resolution measurements, it is better than or comparable with the accuracies of the experiments used for measuring refractive indices of atmospheric relevance at room temperature. There might be a systematic offset of the trimethylpentane data, perhaps because of contamination of the liquid, as no further chemical analysis of the commercial product was performed. 22 Also, there appears to be a small systematic temperature deviation of the water data at ϭ 782.6 nm. Inasmuch as the data of the same water sample at the other wavelengths do not show this temperature dependence, it is probably due to uncertainties in the literature data. Figure 1 also shows measurements of ethanol ͑filled circles͒, which was not used for calibration. Because the temperature dependence of its refractive index is well established 24 and known to be linear, it can be used to check the setup for systematic errors that are due to temperature effects. Because literature data are given only for 589 nm, the mean value of the measurements taken at 632.9 and 533.5 nm was taken for comparison. As can be seen, there is a small deviation from the literature values, and there seems to be a systematic deviation with temperature. In a linear fit this deviation ⌬n͞⌬T was of the order of Ϫ5.3 ϫ 10 Ϫ5 K
Ϫ1
. For temperatures in the range 5°C Ͻ T Ͻ 30°C we concluded that the absolute accuracy of the measurements was Ϯ4 ϫ 10
Ϫ4
. For ethanol at Ϫ90°C this would in principle yield an estimated deviation of ϳ5 ϫ 10
Ϫ3
. However, for aqueous sulfuric acid we used setup 2 to address unambiguously the question of a temperature trend with an independent measurement. Furthermore, by using the model described in Section 4 below, we were able to correct the data, as discussed in Section 5.
Setup 2
Below approximately Ϫ35°C, condensation occurred on the outside of the prism in setup 1 ͑the inside liquid was completely sealed against the environment͒, and the temperature gradient in the liquid increased. Therefore a second setup in which a rectangular cell upon a liquid-nitrogen-cooled finger was used was built, as shown schematically in Fig. 2 , to permit measurements to be made at the lowest temperatures. As the light source a He-Ne laser ͑ ϭ 633 nm͒ was used that entered the rectangular cell at an angle of 10°. The cell was a standard 1-cm spectrographic glass cell in a copper housing connected to a liquid-nitrogen reservoir with a 50-W heating coil close to the cell, allowing for temperature regulation with a 0.1-K temperature precision. Temperature was measured with a calibrated Pt100 resistor attached to the glass cell with heat-conducting glue. The same CCD detector as used in setup 1 with a 633-nm bandpass filter in front was mounted at a distance of 35 cm from the cell. Both the cell and the detector remained fixed for the measurement. Again, for refractive-index measurements the pixels on the detector illuminated by the laser beam were calibrated by use of the reference substances. To avoid condensation on the cell entrance and exit faces we purged the aperture in the copper housing with dry nitrogen, extending the temperature range to approximately Ϫ60°C, i.e., to ϳ25 K below the minimum temperature of the first setup. However, the second setup can be used only for a single wavelength and for the refractive-index range of 1.38 -1.42. The accuracy of the measured refractive indices was the same for both setups.
Experimental Results
Seven binary samples and five ternary samples were prepared by weighting from commercial analysisgrade chemicals, titrated for exact acid content ͑the water was filtered by a Millipore system; its specific resistivity was larger than 18 M⍀͞cm.͒. The overall accuracy of the mixtures obtained this way was 0.01 wt. %. Table 2 lists the measured samples.
The concentrations of the ternary solutions were selected such that they covered the concentration range expected for the stratospheric aerosol under polar conditions 13 and in addition permitted verification of the model predictions over a wide parameter space. Each sample was measured with setup 1; in addition, the ternary solution with 17.41-wt. % H 2 SO 4 and 17.41-wt. % HNO 3 was also measured with setup 2. Overall, we collected 686 data points, which allowed for some statistical comparison with the model predictions; see Section 5 below. The value of the refractive index for the appropriate wavelength and temperature for each sample is given in Table 3 .
As an example of the reproducibility of the measurements, Fig. 3 shows the results for the binary H 2 SO 4 -H 2 O solution with an acid content of 35.09 wt. %. Two completely independent measurements were performed on different days of two different samples with the same concentration; the cell of setup 1 had been used between the two measurements for other samples with other concentrations. The scatter of the data points within each data set was less than 5 ϫ 10 Ϫ4 in refractive index, consistent with Fig. 1 , and there was no systematic difference between the two data sets.
As a second example, Fig. 4 shows the refractive indices of the ternary solution with 17.41-wt. % H 2 SO 4 and 17.41-wt. % HNO 3 . The data below T ϭ Ϫ20°C measured with setup 1 seem to deviate from the data at higher temperatures: There is a slight, but sudden increase in refractive index of ϳ10
Ϫ3
, which could be an experimental artifact, possibly the result of some thermal adjustment of the optical setup. Alternatively, the increase could be an indication of a change in temperature dependence of either the molar refractivity or the temperaturedependence of the density of the ternary solution. To check this, we used setup 2 to measure the same solution down to temperatures of T ϭ Ϫ60°C. In this experiment no such deviation was observed. Hence we concluded that the measurements with setup 1 may have been obscured at temperatures below T ϭ Ϫ20°C. Note that in most experiments the low-temperature data obtained from setup 1 showed no such deviations; cf. Fig. 3 . To estimate the significance of this effect, we compared all our measurements with the model predictions as described in Section 5 below.
Model for Estimating the Refractive Index
The new refractive-index data of the binary solutions to Ϫ20°C were used as additional input data for the model developed by Luo et al. 21 However, binary solution data for lower temperatures were not in- A detailed discussion of the model, its assumptions, and input data is given in Ref. 21 . There the authors also describe the implications for the total aerosol volume derived from in situ particle-counter data or remote-sensing data when refractive indices of binary solutions instead of the correct ones of ternary solutions are used. Here we merely include a brief description of the model assumptions to permit a comparison of the data described above with the model predictions for the ternary system at low temperatures and a discussion of the model accuracy.
Using the Lorentz-Lorenz relation, we can express the refractive index n of a ternary H 2 SO 4 -HNO 3 -H 2 O solution in terms of refractivity a of the solution 25
where is the wavelength of the refracted light, T is the temperature, and W s and W n are the weight fractions of H 2 SO 4 and HNO 3 , respectively. The refractivity of the solution, to a good approximation, is a linear superposition of molar refractivities A i :
where i ϭ ͕s, n, w͖ for sulfuric acid, nitric acid, and water, respectively, and N i is the number of moles of component i per unit volume. The molar refractivity describes the mean polarizability of the corresponding molecules and is assumed to be practically temperature independent ͑see below͒ but depends weakly on composition and strongly on wavelength. The temperature dependence of solution refractivity a ͑for fixed composition͒ is expressed solely through solution density by
where M i is the molar mass of component i.
There are sufficient molar refractivity data for only the two binary systems, so a mixing rule is required for calculating the refractivity of the ternary solutions. Luo et al. 21 set the molar refractivities of H 2 SO 4 and HNO 3 in a ternary solution with weight fractions W s and W n equal to that of the corresponding binary solutions with a weight fraction W s ϩ W n :
where i ϭ ͕s, n͖ and A i b is the molar refractivity of the binary solution. This assumption exploits the fact that the water activity of the ternary solution with W s and W n is similar to those of the binary solutions with a weight fraction W s ϩ W n . The water activity is a good measure of the ionic interactions within an electrolyte solution and therefore of its polarizability. ͑However, that the mixing rule holds for weight fractions and not for molarities is accidental.͒ Furthermore, Luo et al. 21 assumed that the H 2 O molar refractivity in the solutions is the same as that of pure water. Thus the binary molar refractivity can be determined from the measured refractive indices n i b of the binary solutions at room temperature T 0 :
with i ϭ ͕s, n͖ and a i
Based on measurements of n i b and , Eqs. ͑1͒-͑6͒ enable us to calculate the refractive indices of ternary solutions. We used our binary data as a substitute for the binary H 2 SO 4 -H 2 O data 17 for n i b used by Luo et al. 21 and as additional input data for the binary HNO 3 -H 2 O system. The model now covers the temperature range from 370 to 185 K, wavelengths between 0.25 and 2.00 m, and total acid concentrations from 0.05 to 0.7 weight fractions.
A FORTRAN routine for the model is printed in Appendix A and can be obtained electronically from the authors. 26 
Discussion
For comparison between measurements and the improved model, the top of Fig. 5 shows the difference between measurement and model prediction ͑⌬n͒ versus the measured refractive index. First, it should be noted that 92% of the 686 data points fall within a range of Ϯ0.0017 in refractive index, which corresponds to an accuracy of roughly 0.1%. Most of the deviations that lie outside this limit are due to measurements at ϭ 351.0 nm, which are less accurate because the signal is lower than that of the other wavelength ͑smaller detection efficiency, less light emitted by the tungsten lamp, higher absorption in liquid and glass of the prism͒. Second, there is no significant difference in the deviation of the ternary samples ͑open circles enclosing asterisks͒ from that of the binary ones ͑open circles͒, which were used as input parameters for the model. However, there is one obvious systematic correlation in the measurements with setup 1, namely, an increase in ⌬n with increasing n, whereas the measurements with setup 2 ͑filled circles͒ do not show such a correlation. Because the refractive index increases with decreasing temperature, the reason for the correlation is most likely linked to the systematic deviation of refractive index compared with literature data, similar to the case of the dependence of the ethanol data in Fig. 1 . We applied a correction to all the data taken with setup 1 deduced from the temperature dependence of the ethanol data in Fig. 1 . The result is shown at the bottom of Fig. 5 . Clearly the data are more compact now; they scatter almost statistically, and 96% of all data fall within the range of Ϯ0.0017 given above ͑100% when the measurements at ϭ 351.0 nm are discarded͒.
Comparison of the model predictions with the measurements of Beyer et al. 16 shows that their experimental refractive-index data deviate from our model results by less than Ϯ0.6% for all solutions and wavelengths greater than 250 nm, which is less than the absolute accuracy of Ϯ0.7% that they state for their experiment. Figure 6 shows the deviation of the experimental data measured recently by Pantani et al. 7 from the model predictions. There is excellent agreement ͑better than 0.0025 in refractive index͒ with all but the 60-wt. % HNO 3 data. However, data with similar concentrations published by Lü hdemann 20 agree favorably with our own measurements and model; see Fig. 6 . Therefore we believe that the data of Pantani et al. for a 60-wt. % HNO 3 solution are erroneous.
Finally, a comparison with the widely used data of Palmer and Williams 17 for the binary H 2 SO 4 -H 2 O system shows agreement to within Ϯ1% with the model predictions, which is the absolute accuracy that they state for their experiment in the visible range of the spectrum. However, as was noted previously, 16 their values for n are systematically larger, as much as ϩ1% for all wavelength smaller than ϭ 1 m, with the discrepancy increasing as the wavelength decreases. or.xl.gt.2.͒ print*, ' Warning: out of * range, the result may be incorrect !' wtϭwtsϩwtn rhoϭrho1͑wts,wtn,t͒ a ϭ ͑1.D0-wt͒*rho͞18.016D0*ah2o͑xl͒ϩ * wts*rho͞98.08D0*asul͑wt,xl͒ϩwtn* * rho͞63.016D0*ahno3͑wt,xl͒ refraϭdsqrt͑͑1 .D0ϩ2 .D0*a͒͑͞1-a͒͒ return end C Molar refractivity of HNO3 function ahno3͑wtn,xl͒ 7 All data fall within a Ϯ0.0025 deviation from with the model predictions, except the data for the 60-wt. % HNO 3 solution ͑see text͒. As a reference, Lü hdemann's data 20 for a 61.89-wt. % HNO 3 solution ͑F͒ and the data of this study for the 65.10-wt. % HNO 3 solution ͑ϩ͒ are plotted as well.
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