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Abstract|This work addresses the development
of a cross-layer wireless network simulator for IEEE
802.11e in a multi-hop environment. Based on a pre-
vious simulator created by our research team for phys-
ical plus MAC layers, it involved the upgrade of a
previous version of that simulator to model the trans-
mission of packets from the source to the destination
using intermediate nodes. From the results obtained
for an initial routing algorithm, one can conclude that
the system is capable of deliver the packets regardless
of the source/destination, and successfully calculate
several metrics such as end-to-end delay and number
of packets lost.
Keywords: IEEE 802.11e, simulator, multi-hop, Qual-
ity of Service, cross-layer
1 Introduction
Wireless networks are gaining more and more importance
in our world. Cellular phones with GPRS/UMTS, Wi-Fi
networks, and WiMAX networks are very common these
days, and they share a common feature: they require
some sort of backbone infrastructure in order to allow for
packets from dierent communication peers reach each
other. For example, if someone makes a phone call, the
conversation will always pass from the cell phone to the
operators' infrastructure, and then to the receivers phone,
even if they are both in the same building. Resources
would be certainly saved if somehow the cell phones could
connect directly to each other.
In an ad-hoc network all the participants (also called
nodes) can communicate directly with their neighbours.
Two nodes are considered neighbours if their communica-
tion devices can reach each other. Nodes wanting to com-
municate to others that are not neighbours will simply
send a message to another node which is located nearer
the destination. As so, a centralised infrastructure to es-
tablish the connectivity is not required, since each node
will determine by itself to where it should forward its
data. The specication IEEE 802.11 refers to this type
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of network as Independent Basic Service Set (IBSS).
The paper is organized as follows. Section 2 presents
some background information about the previous simu-
lator and about IEEE 802.11e. Section 3 describes the
features of the new simulator highlighting the modica-
tions we performed. Section 4 presents the results of the
initial simulations, while Section 5 presents conclusions
and suggestions for future work.
2 Previous work
This simulator is based on the one developed at the In-
stituto de Telecomunica c~ oes, Laborat orio da Covilh~ a, as
part of the IST-UNITE project. The purpose of that pre-
vious version was to create a trustworthy simulator to be
used in the context of IST-UNITE, allowing the study
of the interoperability among Wi-Fi and HSDPA. This
involved the creation of an HSDPA time-driven simula-
tor and a Wi-Fi event-driven simulator that may be either
able to run separately or together, in tight cooperation for
the coexistence scenario. In the latter case, there is com-
munication between the two simulators which will run
synchronously. The Wi-Fi simulator was initially built
for the infrastructure mode, i.e., an architecture with one
access point (AP) and several wireless stations (STAs) at-
tached to it. It can simulate trac from one STA to the
AP and vice-versa, and calculates the throughput (total
in the simulation and per unit of time), packet delay (to-
tal in the simulation and average), lost packets, retrans-
missions, and collisions. This computation is oriented to
the support of the Quality of Service (QoS), i.e., it im-
plements IEEE 802.11e with four access categories. As
a consequence, these metrics are calculated for each traf-
c type: voice (VO), video (VI), background (BK) and
best-eort (BE).
The IEEE 802.11e standard was conceived to improve
802.11 for Quality of Service (QoS) support. QoS refers
to the way resources are reserved for certain applications,
guaranteeing that the most urgent data ows will have
higher priority levels. The IEEE 802.11 Medium Ac-
cess and Control (MAC) coordination functions are the
Distributed Coordination Function (DCF) and the Point
Coordination Function (PCF). They establish the tim-
ing and sequence for each station to access the shared
medium. The latter is only used in the infrastructure
mode, with the AP acting as the coordinator. It pro-
vides some basic QoS support, but since it is dened as
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only a few APs support it. The former does not present
QoS guarantees at all. To ensure the QoS performance,
IEEE 802.11e introduced the Hybrid Coordination Func-
tion (HCF), which denes the HCF Controlled Chan-
nel Access (HCCA) and Enhanced Distributed Channel
Access (EDCA). In EDCA, a Transmission Opportunity
(TXOP) is won according to the trac type, scheduling
rstly higher priority trac, like voice and video. The
HCCA is more complex, but allows greater precision in
terms of QoS. All these enhancements are fully explained
in [1].
In the EDCA simulator each station (and AP) has four
buers, one for each trac type. By using an event-
driven approach, for each new packet arrived at a ma-
chine a new event is generated. The simulator engine
uses its internal clock to pick up the next event and pass
the corresponding packet to the developed MAC+PHY
layers. A more comprehensive description of lower layers
of the simulator can be found in [2].
3 Overview
The current simulator is an evolution of the previous one.
To provide support for multi-hop environment it was nec-
essary to implement the routing algorithm above the al-
ready existing Medium Access Control (MAC) plus phys-
ical (PHY) layers, as it is presented in Fig. 1.
After the random placement of all the stations in the
eld, the simulator determines which can communicate
directly. With this data, the selected routing algorithm
determines the shortest path from a station to all the oth-
ers. For these initial tests we chose the well-known Dijk-
stra's algorithm [3], which calculates the least cost path
from one node to all the remaining nodes. This charac-
teristic allows the routing calculation to take place before
the simulation starts, making the routing table available
to all nodes since time instant 0s. Besides this initial
calculation, the routing table can be accessed and mod-
ied at any time, allowing the use of cross-layer design
(i.e., gather information from physical and MAC layers
and use it in the routing algorithm) for optimisation pur-
poses. In this paper, however, we present no cross-layer
at all, and the routing table is not modied during the
simulations.
The engine starts collecting events at the beginning of the
simulation. When a packet arrives at a wireless machine,
a new simulation module veries if the packet has an-
other destination by checking the two additional elds,
now included in the packet header: besides the \pay-
load", \origin station", and \destination station", among
others, each packet now includes the \initial origin" and
the \nal destination" elds. If it is found that the des-
tination is another node, the routing table is accessed to
determine the next hop, and the packet is added to the
Figure 1: Simulator owchart, modules added to the pre-
vious version are displayed in grey.
machine buer with the new destination stamped.
The simulation will run until the time limit is reached,
and will be repeated during a pre-determined number of
times. The nal output of the simulator is obtained as
an average of the results for these simulations.
For the end user, this simulator allows for simulating a
network with an unrestricted number of nodes, in any
conguration type. By using the chosen routing proto-
col, it supports connections to every reachable station
from its neighbours, allowing for a message to reach any
destination. Stations are randomly placed in a eld and
even if a station is isolated the simulator will still run
(unless this station is the source/nal destination of a
packet, which will terminate the simulation). Several pa-
rameters can be tuned by the user to its needs, some of
them are presented in Table 1.
4 Results
In order to verify if the modied simulator was able to
simulate a multi-hop environment we ran a few tests. In
the rst one we tried to verify if the simulation time was
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Parameter Default
value
Description
Side 60m Side of the square
where the stations are
placed
Range 35.365m Transmission range of
each station
Simulation
Time
10000ms Period of time to be
simulated
Payload
XX
- bits Length of each packet
of the type XX
Inter
Arrival XX
- ms Interval of time to
generate a new packet
of the type XX
going to aect the end-to-end delay. For this purpose
we considered a xed conguration of 14 stations with a
video stream being generated from station 1 to station 3,
Fig. 2.
The following parameters were used:
 Video trac starts at: 1ms;
 New packet generated each: 10ms;
 Simulation ends at: 0.1/0.5/1/5/10/15s;
 Video payload size: 10240bits (each packet will be
sent in 3 fragments).
Figure 2: Video trac being transmitted from station 1
to station 3.
Fig. 3 presents the average delay for each simulation
time. As one can observe, the delay is constant with
the simulation time, despite the slight dierences for the
shortest simulations.
Figure 3: Delay versus simulation time.
After this initial test, 10s was assumed as a reasonable
simulation time, and the subsequent tests were made with
this value for the duration. Besides, further tests were
made to evaluate the inuence of multiple streams in the
delay and packet loss. For these tests we used the same
deployment of stations as in the previous test, Fig. 4.
Figure 4: Station deployment for the tests.
The inner circle has a radius of 15 meters, the next one
30m, and the outer one 45m. The square has 120x120m2.
In the next set of tests we added sequentially video
streams between the following stations:
1. From station 1 to 3;
2. From station 4 to 2;
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4. From station 8 to 9.
For each of these streams the routing algorithm estab-
lished the following paths:
1. 1 ! 9 ! 13 ! 14 ! 10 ! 3;
2. 4 ! 11 ! 14 ! 7 ! 2;
3. 5 ! 6;
4. 8 ! 14 ! 13 ! 9.
Fig. 5 presents the results obtained for the delay of video
stream from stations 1 to 3. By increasing the number
of stations that generate packets, the end-to-end delay
(latency) increases.
Figure 5: End-to-end delay for video stream 1.
Another interesting metric is the number of lost packets,
which is presented in Fig. 6. When the number of packets
to be transmitted increases there are more collisions and
packet losses.
One interesting characteristic of this simulator is the pos-
sibility of simulating 4 dierent types of trac and their
mixtures. By using this feature we produced a new set of
tests, keeping the same topology but modifying the type
of packets in each stream:
1. Video stream from station 1 to 3;
2. Background trac from station 4 to 2;
3. Voice trac from station 5 to 6.
The details for the conguration of each trac type are
presented in Table 2, while the results for the number of
Figure 6: Total of packets received/lost.
Table 2: Conguration of each trac type.
Type Packet size Period
[bits] [ms]
Video 10240 10
Voice 1280 20 (bi-directional)
Background 18430 12.5
Figure 7: Total of packets received/lost.
packet successfully delivered or lost are presented in Figs.
7 and 8.
While Fig. 7 presents the results for each packet, Fig. 8
addresses each stream, i.e, the latter only counts a suc-
cessful packet when this one arrives at the nal destina-
tion, while the former presents results for the accounting
of packets that arrive at any station. For this reason, and
looking at the results for the video stream (VI) alone, in
the former case, 5000 packets were successfully delivered,
while for the latter only 1000 packets arrived at the nal
destination. Remember that this stream is transmitted
in a 5-hop path, and that the most relevant result is the
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Figure 8: Total of packets lost/received at destination.
With only one stream, the system behaves perfectly, and
all of the packets are correctly delivered. This happens
because there are no collisions, since the period is longer
than the end-to-end delay for every string. However,
when more than one type of trac is being generated
simultaneously, the packets start to collide and some of
them are considered lost (current policy establishes that
a station will drop a packet after it experiences 2 colli-
sions). The extension of this problem is larger for \back-
ground" trac, which can be explained by the largest size
of each packet, which will require the fragmentation into
four smaller packets. For voice trac, the delay is very
low and it seems that it does not aect the remaining
trac at all. This is due to the small packets generated
by this trac type (no fragmentation required) and be-
cause these stations are in line-of-sight, so no multi-hop
is necessary.
5 Conclusions
In this paper we presented a custom-made IEEE 802.11e
simulator, with multi-hop capabilities. Based on a pre-
vious work that developed a MAC plus PHY layer sim-
ulator for this standard, we added above these layers a
routing protocol in order to allow the simulation of trac
among stations that can not communicate directly. We
performed some initial tests to verify if the simulator was
performing as expected, and the results were encourag-
ing. A few improvements for this simulator are being
considered; after more validation tests a visual interface
is being planned as well as the release of the code to the
scientic community for research purposes.
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