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Abstract
In this paper we discuss log-convex solutions of the second order f : R+ → R+ to the functional equation
with initial condition given by
f (x + 1) = g(x)f (x) for all x ∈ R+, f (1) = 1. (E)
We prove that if g satisfies an appropriate asymptotic condition, then (E) admits at most one solution f ,
which is eventually log-convex of the second order. Moreover, f can be defined explicitly in terms of g. If,
in addition, g is eventually log-concave of the second order, then (E) has exactly one eventually log-convex
of the second order solution. Our results complement similar ones established by R. Webster [R. Webster,
Log-convex solutions to the functional equation f (x + 1) = g(x)f (x): -type functions, J. Math. Anal.
Appl. 209 (1997) 605–623] and generalize results obtained by L. Lupas¸ [L. Lupas¸, The C-function of
E.W. Barnes, Univ. Beograd. Publ. Elektrotehn. Fak. Ser. Mat. 1 (1990) 5–11].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let I be an interval of the real line R, whose interior is nonempty. Given the nonnegative
integer n, a function f : I → R is said to be convex of order n or n-convex (see, for instance,
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T.M. Rassias, T. Trif / J. Math. Anal. Appl. 331 (2007) 1440–1451 1441[4, Chapter XV], [7] or [8, pp. 237–240]) if for any system x0 < x1 < · · · < xn+1 of points in I
it holds that
[x0, x1, . . . , xn+1;f ] 0,
where the symbol [x0, x1, . . . , xn+1;f ] stands for the divided difference of f at the points
x0, x1, . . . , xn+1. It is well known that
[x0, x1, . . . , xn+1;f ] = U(x0, x1, . . . , xn+1;f )
V (x0, x1, . . . , xn+1)
,
where
U(x0, x1, . . . , xn+1;f ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x0 x1 · · · xn+1
x20 x
2
1 · · · x2n+1
...
...
. . .
...
xn0 x
n
1 · · · xnn+1
f (x0) f (x1) · · · f (xn+1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
and
V (x0, x1, . . . , xn+1) =
∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x0 x1 · · · xn+1
x20 x
2
1 · · · x2n+1
...
...
. . .
...
xn+10 x
n+1
1 · · · xn+1n+1
∣∣∣∣∣∣∣∣∣∣∣
.
The function f is said to be concave of order n or n-concave if −f is convex of order n. Thus,
a convex (respectively concave) function of order 0 is a nondecreasing (respectively nonincreas-
ing) function, while a convex (respectively concave) function of order 1 is an ordinary convex
(respectively concave) function. The function f is said to be eventually convex of order n (re-
spectively eventually concave of order n) if I contains a subinterval that is unbounded above and
on which the restriction of f is convex (respectively concave) of order n.
A function f : I → R+, where R+ := (0,∞) is the set of all positive real numbers, is said to
be log-convex of order n or n-log-convex (respectively log-concave of order n or n-log-concave)
if the function lnf : I → R is convex (respectively concave) of order n. The function f is
said to be eventually log-convex of order n (respectively eventually log-concave of order n) if
lnf is eventually convex (respectively eventually concave) of order n. Log-convex (respectively
log-concave) functions of order 1 are simply called log-convex (respectively log-concave). Like-
wise, eventually log-convex (respectively eventually log-concave) functions of order 1 are simply
called eventually log-convex (respectively eventually log-concave).
R. Webster [9] dealt with the functional equation
f (x + 1) = g(x)f (x) for all x ∈ R+, (1.1)
where the unknown function f satisfies the initial condition
f (1) = 1, (1.2)
while g : R+ → R+ is a given function satisfying the asymptotic condition
lim
x→∞
g(x + r) = 1 for all r ∈ R+. (1.3)
g(x)
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solutions of (1.1).
Theorem 1.1. Let g : R+ → R+ be a function satisfying (1.3). If f : R+ → R+ is an eventually
log-convex function satisfying (1.1) and the initial condition (1.2), then f is uniquely determined
by g through the formula
f (x) = lim
x→∞
g(n) · · ·g(1)g(n)x
g(n + x) · · ·g(x) for all x ∈ R+. (1.4)
Theorem 1.2. Let g : R+ → R+ be an eventually log-concave function satisfying (1.3). Then
there exists a unique eventually log-convex function f : R+ → R+ satisfying (1.1) and (1.2).
Moreover, f is given by (1.4) and f is log-convex on any unbounded subinterval of R+ on
which g is log-concave.
On the other hand, L. Lupas¸ [6] investigated the functional equations
f (x + 1) = (x)f (x) for all x ∈ R+, (1.5)
where  stands for the gamma function, and
f (x + 1) = xxf (x) for all x ∈ R+, (1.6)
respectively. She proves that both (1.5) and (1.6) have a unique solution f : R+ → R+ which
is log-convex of the second order on R+ and satisfies the initial condition (1.2). Moreover, the
unique solution of (1.5) which is log-convex of the second order on R+ and satisfies (1.2) coin-
cides with the so-called “G-function” studied by E.W. Barnes [1]. For other results concerning
the functional equations (1.5) and (1.6) the reader is referred also to [5].
Having in mind Theorems 1.1 and 1.2 it is natural to ask whether these results of L. Lupas¸
can be generalized for the functional equation (1.1). Namely, under what assumptions on the
function g we may assert that (1.1) admits at most one (respectively exactly one) solution f
which is eventually log-convex of the second order on R+ and satisfies (1.2)?
2. An asymptotic condition
In the next two sections, in order to obtain uniqueness or existence and uniqueness of log-
convex solutions of the second order to the functional equation (1.1), the asymptotic condi-
tion (1.3) imposed on g in Theorems 1.1 and 1.2 should be replaced by another appropriate one.
More precisely, we will consider functions g : R+ → R+ for which there exists a positive real
number a (obviously a depends on g) such that
lim
x→∞
g(x + r)
xrg(x)
= ar for all r ∈ R+. (2.1)
Remark that both g(x) = (x) and g(x) = xx , involved in the functional equations (1.5) and
(1.6), satisfy (2.1). Indeed, by virtue of Stirling’s formula
lim
x→∞
(x)√
2πx(x
e
)x
= 1,
one has
lim
x→∞
(x + r)
r
= 1 for all r ∈ R+.
x (x)
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lim
x→∞
(x + r)x+r
xrxx
= er for all r ∈ R+.
Let us indicate now how one can obtain functions satisfying the asymptotic condition (2.1):
(a) Consider the functions g1, g2 : R+ → R+ and assume that g1 satisfies an asymptotic con-
dition of the type (2.1), i.e., there exists a > 0 such that
lim
x→∞
g1(x + r)
xrg1(x)
= ar for all r ∈ R+. (2.2)
Assume also that there exists b > 0 such that
lim
x→∞
g2(x + r)
g2(x)
= br for all r ∈ R+. (2.3)
Then setting g := g1g2, one has
lim
x→∞
g(x + r)
xrg(x)
= (ab)r for all r ∈ R+.
This means that g satisfies an asymptotic condition of the type (2.1).
For instance, taking g2(x) = x2 + c, g2(x) = xx+c , or g2(x) = tanh(cx), where c > 0, we see
that all the functions g(x) = (x2 + c)xx , g(x) = x
x+c x
x
, or g(x) = tanh(cx)(x) satisfy (2.1).
Note also that g2(x) := bx with b > 0 satisfies (2.3). Thus, if g1 satisfies (2.2), then g(x) :=
bxg1(x) satisfies an asymptotic condition of the type (2.1) for all b ∈ R+. For instance, g(x) =
bx(x) satisfies (2.1) for all b ∈ R+.
A less trivial example is the following: let 0 < q < 1 and consider the q-gamma function
q : R+ → R+ defined by
q(x) = (1 − q)1−x lim
n→∞
(1 − q)(1 − q2) · · · (1 − qn+1)
(1 − qx)(1 − qx+1) · · · (1 − qx+n) .
Alternatively (see [9, p. 615]), q is the unique eventually log-convex function f : R+ → R+
satisfying f (1) = 1 and
f (x + 1) = 1 − q
x
1 − q f (x) for all x ∈ R+.
According to [9, Theorem 6.1], for every r ∈ R+ one has
lim
x→∞
q(x + r)
q(x)
= lim
x→∞
(
1 − qx
1 − q
)r
=
(
1
1 − q
)r
.
Thus, q satisfies an asymptotic condition of the type (2.3). Consequently, g(x) := q(x)xx and
g(x) := q(x)(x) satisfy (2.1) for all 0 < q < 1.
(b) Consider the functions g1, g2 : R+ → R+ and assume that g1 satisfies an asymptotic con-
dition of the type (2.1), i.e., there exists a ∈ R+ satisfying (2.2). If, in addition, one has
lim
x→∞
g2(x)
g1(x)
= 0,
then g := g1 + g2 satisfies (2.1). For instance, g(x) := xx + (x) satisfies (2.1).
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Theorem 3.1. Let g : R+ → R+ be a function for which there exists a ∈ R+ satisfying (2.1). If
f : R+ → R+ is an eventually log-convex function of the second order, satisfying (1.1) and the
initial condition (1.2), then f is uniquely determined by g through the formula
f (x) = a x(x+1)2 lim
n→∞n
x(x+1)
2
g(n) · · ·g(1)g(n)x
g(n + x) · · ·g(x) for all x ∈ R+. (3.1)
Proof. Let x be any element in R+ and set m := [x]. Select a positive integer n such that f is
log-convex of the second order on [n + m,∞). If x = m, then since
[n + m + 1, n + x + 1, n + m + 2, n + x + 2; lnf ] 0,
it follows that
f (n + x + 1)x−m+1f (n + x + 2)m+1−x  f (n + m + 1)m+1−xf (n + m + 2)x−m+1.
But this inequality clearly holds for x = m, too. Taking into account (1.1), we deduce that
f (n + x + 1) f (n + m + 1)g(n + x + 1) x−m−12 g(n + m + 1) x−m+12 .
Using again (1.1) and taking into account (1.2), we conclude that
g(n + x) · · ·g(x)f (x) g(n + m) · · ·g(1)g(n + x + 1) x−m−12 g(n + m + 1) x−m+12 ,
whence
g(n + x) · · ·g(x)f (x)
g(n − 1) · · ·g(1)
 g(n + m) · · ·g(n)g(n + x + 1) x−m−12 g(n + m + 1) x−m+12
= nx(x+1)2 g(n)x+1
(
m∏
k=0
g(n + k)
nkg(n)
)(
g(n + x + 1)
nx+1g(n)
) x−m−1
2
(
g(n + m + 1)
nm+1g(n)
) x−m+1
2
.
From this inequality it follows that(
m∏
k=0
g(n + k)
nkg(n)
)(
g(n + x + 1)
nx+1g(n)
) x−m−1
2
(
g(n + m + 1)
nm+1g(n)
) x−m+1
2
 g(n + x) · · ·g(x)f (x)
n
x(x+1)
2 g(n) · · ·g(1)g(n)x
. (3.2)
On the other hand, if x = m, then by
[n + x,n + m + 1, n + x + 1, n + m + 2; lnf ] 0,
it follows that
f (n + x)x−mf (n + x + 1)m+2−x  f (n + m + 1)m+2−xf (n + m + 2)x−m.
But this inequality clearly holds for x = m, too. Taking into account (1.1), we deduce that
f (n + x + 1) f (n + m + 1)g(n + x) x−m2 g(n + m + 1) x−m2 .
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g(n + x) · · ·g(x)f (x) g(n + m) · · ·g(1)g(n + x) x−m2 g(n + m + 1) x−m2 ,
whence
g(n + x) · · ·g(x)f (x)
g(n − 1) · · ·g(1)
 g(n + m) · · ·g(n)g(n + x) x−m2 g(n + m + 1) x−m2
= nx(x+1)2 g(n)x+1
(
m∏
k=0
g(n + k)
nkg(n)
)(
g(n + x)
nxg(n)
) x−m
2
(
g(n + m + 1)
nm+1g(n)
) x−m
2
.
From this inequality it follows that
g(n + x) · · ·g(x)f (x)
n
x(x+1)
2 g(n) · · ·g(1)g(n)x

(
m∏
k=0
g(n + k)
nkg(n)
)(
g(n + x)
nxg(n)
) x−m
2
(
g(n + m + 1)
nm+1g(n)
) x−m
2
. (3.3)
The asymptotic condition (2.1) ensures that
lim
n→∞
(
m∏
k=0
g(n + k)
nkg(n)
)(
g(n + x + 1)
nx+1g(n)
) x−m−1
2
(
g(n + m + 1)
nm+1g(n)
) x−m+1
2 = a x(x+1)2
and that
lim
n→∞
(
m∏
k=0
g(n + k)
nkg(n)
)(
g(n + x)
nxg(n)
) x−m
2
(
g(n + m + 1)
nm+1g(n)
) x−m
2 = a x(x+1)2 .
These two equalities combined with (3.2) and (3.3) guarantee that
lim
n→∞
g(n + x) · · ·g(x)f (x)
n
x(x+1)
2 g(n) · · ·g(1)g(n)x
= a x(x+1)2 .
This means that f is uniquely determined by g through formula (3.1). 
4. Existence of a unique solution of (1.1)–(1.2)
In order to prove the existence of a unique log-convex solution of the second order to the
functional equation (1.1), we need the following principle of uniform boundedness for families
of convex functions of higher order.
Theorem 4.1. Let I ⊆ R be an open interval, let n be a positive integer and let F = (fj )j∈J be
a family of convex functions of order n from I into R. If the family F is pointwise bounded on I ,
then F equicontinuous on I .
Proof. Although the proof is similar to that of Z. Ciesielski [2, Theorem 1] (see also
[3, Lemma 3]), we include it for the reader’s convenience. Let a be any point in I . Select the
points x0, x1, . . . , xn in I such that
x0 < · · · < xn−1 < a < xn.
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that a < x one has
[x0, . . . , xn−1, a, x;fj ] 0,
whence
fj (x)V (x0, . . . , xn−1, a) − fj (a)V (x0, . . . , xn−1, x)

n−1∑
k=0
(−1)n−kfj (xk)V (x0, . . . , xk−1, xk+1, . . . , xn−1, a, x).
From this inequality it follows that
fj (x) − fj (a)−fj (a)
(
1 − V (x0, . . . , xn−1, x)
V (x0, . . . , xn−1, a)
)
+
n−1∑
k=0
(−1)n−kfj (xk)V (x0, . . . , xk−1, xk+1, . . . , xn−1, a, x)
V (x0, . . . , xn−1, a)
.
Taking into account that all the sets {fj (a) | j ∈ J } and {fj (xk) | j ∈ J } (k = 0,1, . . . , n−1) are
bounded and that
lim
x↘a V (x0, . . . , xn−1, x) = V (x0, . . . , xn−1, a) > 0,
lim
x↘a V (x0, . . . , xk−1, xk+1, . . . , xn−1, a, x) = 0,
we deduce that there exists δ′1 > 0 such that
fj (x) − fj (a) > −ε for all j ∈ J and all x ∈ I ∩
[
a, a + δ′1
)
.
Analogously, since for every j ∈ J and every x ∈ (a, xn) one has
[x0, . . . , xn−2, a, x, xn;fj ] 0,
we deduce as above that there exists δ′′1 > 0 such that
fj (x) − fj (a) < ε for all j ∈ J and all x ∈ I ∩
[
a, a + δ′′1
)
.
Letting δ1 := min(δ′1, δ′′1 ), we conclude that∣∣fj (x) − fj (a)∣∣< ε for all j ∈ J and all x ∈ I ∩ [a, a + δ1). (4.1)
Analogously, one can prove that there exists δ2 > 0 such that∣∣fj (x) − fj (a)∣∣< ε for all j ∈ J and all x ∈ I ∩ (a − δ2, a]. (4.2)
By (4.1) and (4.2) we conclude that F is equicontinuous at a. 
Theorem 4.2. Let g : R+ → R+ be an eventually log-concave function of the second order for
which there exists a ∈ R+ satisfying (2.1). Then there exists a unique eventually log-convex func-
tion of the second order f : R+ → R+ satisfying (1.1) and (1.2). Moreover, f is given by (3.1)
and f is log-convex of the second order on any unbounded subinterval of R+ on which g is
log-concave of the second order.
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by
fn(x) := a x(x+1)2 nx(x+1)2 g(n) · · ·g(1)g(n)
x
g(n + x) · · ·g(x) (4.3)
and ϕn(x) := lnfn(x), respectively. Further, let m be a positive integer such that g is log-concave
of the second order on [m,∞).
Step 1. We prove first that the sequence (ϕn) is pointwise bounded on R+.
To this end, let x ∈ (0,1] arbitrarily chosen. If k is any positive integer such that k m and
x = 1, then since
[k, k + x, k + 1, k + x + 1; lng] 0,
one has
g(k + x)1+xg(k + x + 1)1−x  g(k)1−xg(k + 1)1+x. (4.4)
But this inequality clearly holds for x = 1, too.
Now let n be an arbitrary positive integer greater than m. Letting k = m,m+ 1, . . . , n in (4.4)
and after that multiplying the obtained inequalities, it follows that
g(m + x)1+xg(m + 1 + x)2 · · ·g(n + x)2g(n + 1 + x)1−x
 g(m)1−xg(m + 1)2 · · ·g(n)2g(n + 1)1+x,
whence
g(n) · · ·g(m + 1)
g(n + x) · · ·g(m + 1 + x) 
g(m + x) 1+x2 g(n + 1 + x) 1−x2
g(m)
1−x
2 g(n + 1) 1+x2
.
From this inequality we deduce that
fn(x) = a x(x+1)2 nx(x+1)2 g(n)x g(m) · · ·g(1)
g(m + x) · · ·g(x) ·
g(n) · · ·g(m + 1)
g(n + x) · · ·g(m + 1 + x)
 a
x(x+1)
2
g(m) · · ·g(1)
g(m + x) · · ·g(x) ·
g(m + x) 1+x2
g(m)
1−x
2
(
g(n + 1 + x)
n1+xg(n)
) 1−x
2
(
ng(n)
g(n + 1)
) 1+x
2
for every n > m. Taking into account (2.1), we have
lim
n→∞
(
g(n + 1 + x)
n1+xg(n)
) 1−x
2
(
ng(n)
g(n + 1)
) 1+x
2 = a1+ x(1−x)2 .
Consequently, there exists u(x) > 0 such that
fn(x) u(x) for each positive integer n.
Analogously, but starting from
[k + x, k + 1, k + x + 1, k + 2; lng] 0,
one can prove that there exists v(x) < ∞ such that
fn(x) v(x) for each positive integer n.
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that
0 < u(x) fn(x) v(x) for each positive integer n. (4.5)
This means that the sequence (fn) is pointwise bounded on (0,1].
On the other hand, since
fn(x + 1) = ax+1g(x)fn(x) n
x+1g(n)
g(n + x + 1)
and
lim
n→∞
nx+1g(n)
g(n + x + 1) =
1
ax+1
,
it follows inductively that the sequence (fn) is pointwise bounded on every interval (k, k + 1].
Therefore, for every x ∈ R+ there exist real numbers u(x) and v(x) such that (4.5) holds true.
From (4.5) it follows that for each positive integer n one has
−∞ < lnu(x) ϕn(x) lnv(x) < ∞.
This means that the sequence (ϕn) is pointwise bounded on R+, as claimed.
Step 2. We prove now that there exists a function f : R+ → R+ which is log-convex of the
second order on [m,∞) and satisfies (1.1) and (1.2).
By Step 1 it follows that the sequence (ϕn) is pointwise bounded on (m,∞). Taking into
account that g is log-concave of the second order on (m,∞), by (4.3) we deduce that ϕn is con-
vex of the second order on (m,∞) for every positive integer n. Theorem 4.1 ensures that the
sequence (ϕn) is equicontinuous on (m,∞). By virtue of Ascoli’s theorem, there exists a subse-
quence (ϕnk ) which is uniformly convergent on [m + 1,m + 2]. Since fnk = eϕnk , we conclude
that the subsequence (fnk ) of (fn) converges pointwise on [m + 1,m + 2]. By (2.1) and
fnk (x + 1) = ax+1g(x)fnk (x)
nx+1k g(nk)
g(nk + x + 1) , (4.6)
it follows inductively that the subsequence (fnk ) converges pointwise on R+. Let f : R+ → R+
be the function defined by f (x) := limk→∞ fnk (x). Letting k → ∞ in (4.6) and using (2.1) we
see that f satisfies (1.1). On the other hand, one has
fnk (1) = a
nkg(nk)
g(nk + 1) .
Letting again k → ∞ and using (2.1) we deduce that f satisfies (1.2). Finally, the log-concavity
of the second order of g on [m,∞) together with (4.3) ensure that fnk is log-convex of the
second order on [m,∞) for each positive integer k. Hence f is log-convex of the second order
on [m,∞).
In conclusion, f is log-convex of the second order on [m,∞) and satisfies (1.1) and (1.2).
Step 3. Theorem 3.1 ensures now that f is uniquely determined by g through the for-
mula (3.1). In other words, the eventually log-convex solution of the second order f of
(1.1)–(1.2) is unique. Moreover, as the proof of Theorem 3.1 shows, the whole sequence (fn)
defined by (4.3) converges pointwise on R+ to f . Due to this fact, we may conclude that f is
log-convex of the second order on every unbounded subinterval of R+ on which g is log-concave
of the second order. 
T.M. Rassias, T. Trif / J. Math. Anal. Appl. 331 (2007) 1440–1451 1449Remark 4.3. Note that both g(x) = (x) and g(x) = xx , involved in the functional equations
(1.5) and (1.6), are log-concave of the second order on R+. Indeed, we have
(
ln(x)
)′′′ = −2 ∞∑
k=0
1
(x + k)3 and
(
ln
(
xx
))′′′ = − 1
x2
for every x ∈ R+. Thus, the results of L. Lupas¸ from [6] are special cases of Theorem 4.2. Note
also that both g(x) = (x) and g(x) = xx are log-convex on R+.
5. G-type functions and their multiplication formula
Following R. Webster in his paper [9], let us introduce the set G, consisting of all eventu-
ally log-concave of the second order functions g : R+ → R+, for which there exists a ∈ R+
satisfying (2.1). According to Theorem 4.2, each member g of G gives rise to a unique eventu-
ally log-convex of the second order function f : R+ → R+, satisfying (1.1) and (1.2). We write
f = g∗ in order to indicate the dependence of f upon g. By virtue of Theorem 4.2, g∗ can be
defined explicitly in terms of g by the formula
g∗(x) = a x(x+1)2 lim
n→∞n
x(x+1)
2
g(n) · · ·g(1)g(n)x
g(n + x) · · ·g(x) . (5.1)
We say that a function g∗ of this form is a G-type function. This terminology is motivated by the
fact that in the special case g =  ∈ G, one has ∗ = G, the Barnes function.
Theorem 5.1 (Multiplication formula). Let m be any positive integer, let g ∈ G, and let
gm : R+ → R+ be the function defined by gm(x) := g( xm)m. Then gm ∈ G and for every x ∈ R+
one has[
g∗
(
1
m
)
g∗
(
2
m
)
· · ·g∗
(
m − 1
m
)]m
g∗m(x)
=
[
g∗
(
x
m
)
g∗
(
x + 1
m
)
· · ·g∗
(
x + m − 1
m
)]m
. (5.2)
Proof. Obviously, gm is eventually log-concave of the second order. Further, let a ∈ R+ such
that (2.1) holds true. Then for every r ∈ R+ one has
lim
x→∞
gm(x + r)
xrgm(x)
= lim
x→∞
(
g( x
m
+ r
m
)
( x
m
)r/mg( x
m
)
)m
· 1
mr
= 1
mr
lim
t→∞
(
g(t + r
m
)
tr/mg(t)
)m
= 1
mr
(
ar/m
)m
=
(
a
m
)r
.
Consequently, gm ∈ G.
Define now a function f : R+ → R+ by requiring that[
g∗
(
1
m
)
g∗
(
2
m
)
· · ·g∗
(
m − 1
m
)]m
f (x)
=
[
g∗
(
x
)
g∗
(
x + 1) · · ·g∗(x + m − 1)]mm m m
1450 T.M. Rassias, T. Trif / J. Math. Anal. Appl. 331 (2007) 1440–1451for all x ∈ R+. Then f is an eventually log-convex of the second order function because g∗ is
eventually log-convex of the second order. Moreover, f (1) = 1, because g∗(1) = 1. On the other
hand, by (5.1) and (2.1) it is immediately seen that
g∗(x + 1)
g∗(x)
= g(x),
whence
f (x + 1)
f (x)
=
(
g∗( x
m
+ 1)
g∗( x
m
)
)m
= g
(
x
m
)m
= gm(x) for all x ∈ R+.
Thus, f is an eventually log-convex solution of the second order to the functional equation
f (x + 1) = gm(x)f (x) on R+, satisfying f (1) = 1. According to Theorem 4.2, we deduce that
f = g∗m and (5.2) is proved. 
Remark 5.2. Let us consider in (5.2) the special case g(x) = xx . In this case gm(x) = g(x)mx and
lim
x→∞
gm(x + r)
xrgm(x)
=
(
e
m
)r
for all r ∈ R+.
Taking into account (5.1), we deduce that
g∗m(x) =
(
e
m
) x(x+1)
2
lim
n→∞n
x(x+1)
2
gm(n) · · ·gm(1)gm(n)x
gm(n + x) · · ·gm(x)
=
(
e
m
) x(x+1)
2
lim
n→∞n
x(x+1)
2
g(n)
mn
· · · g(1)
m
(
g(n)
mn
)x
g(n+x)
mn+x · · · g(x)mx
= e
x(x+1)
2
m
x(x−1)
2
lim
n→∞n
x(x+1)
2
g(n) · · ·g(1)g(n)x
g(n + x) · · ·g(x)
= g
∗(x)
m
x(x−1)
2
.
Let F := g∗, i.e., F : R+ → R+ is the unique eventually log-convex of the second order function
satisfying F(1) = 1 and
F(x + 1) = xxF (x) for all x ∈ R+.
By (5.2) we deduce that[
F
(
1
m
)
F
(
2
m
)
· · ·F
(
m − 1
m
)]m
· F(x)
m
x(x−1)
2
=
[
F
(
x
m
)
F
(
x + 1
m
)
· · ·F
(
x + m − 1
m
)]m
,
hence
F(x) = K(m)mx(x−1)2
[
F
(
x
m
)
F
(
x + 1
m
)
· · ·F
(
x + m − 1
m
)]m
, (5.3)
where
K(m) =
[
F
(
1
)
F
(
2
)
· · ·F
(
m − 1)]−m
.m m m
T.M. Rassias, T. Trif / J. Math. Anal. Appl. 331 (2007) 1440–1451 1451We note that the multiplication formula (5.3) was proved by means of completely different ideas
in [1] and [5]. Moreover, it can be proved (see [1,5]) that
K(m) = λm2−1 · m1/12,
where λ = π1/6 · 2−1/36 · β2/3 and
β = 21/4 · e1/8 exp
(
−
1/2∫
0
ln(t) dt
)
is the so-called Barnes constant.
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