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Abstract
We study the behavior at infinity of solutions of equations of the form ∆u= up , where p > 1, in
dimensions n 3. In particular we extend results proved by Loewner and Nirenberg in Contribution
to Analysis, 1974, pp. 245–272 for the case p = (n+ 2)/(n− 2), n 3, to values of p in the range
p > n/(n− 2), n 3.
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1. Introduction
Let Ω be a domain (nonempty, open, and connected) in Rn, n  2, denote by ∆ the
Laplacian in Rn and let p > 1. In this paper we are concerned with the solutions of the
equation
∆u(x)= u(x)p, x ∈Ω. (1)
By a solution of (1) we mean a subharmonic function u in Ω such that u(x)  0 for all
x ∈Ω satisfying (1) in the sense of distributions in Ω . It is well known that a solution of
(1) is either identically zero (u(x)= 0 for all x ∈Ω) or strictly positive (u(x) > 0 for all
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is clear from regularity theory that u is smooth.
We now specialize further and assume that Ω is an exterior domain, that is, Rn \Ω is
compact. The main interest in this paper is in the behavior of the strictly positive solutions
of (1) as |x| → ∞. Our main result Theorem 7 below is concerned with the case when
n  3 and p > n/(n − 2). The result of Theorem 7 states that if u is a strictly positive
solution of (1), then there exists a (real) polynomial P(x) of degree < p(n− 2)− n with
P(0) > 0 such that the following asymptotic expansion holds:
u(x)= |x|2−n(x/|x|2)+O(|x|2−p(n−2)) as |x|→∞. (2)
The main case of interest in (2) is when p(n− 2)− 2−n is not an even integer; see below.
The proof of (2) is accomplished by a series of results which constitute the bulk of this
paper. Let p > 1, n 3, and assume that (1) holds. The first idea is to consider the Kelvin
transform u˜ of u defined by u˜(x)= |x|2−nu(x/|x|2) for x ∈ Ω˜ = {x ∈ Rn: x/|x|2 ∈Ω}.
Using a result essentially due to Osserman [15] and Keller [10] we show in Theorem 4 that
u˜ extends to a subharmonic function v in D = Ω˜ ∪ {0} satisfying the equation
∆v(x)= |x|αv(x)p, x ∈D, (3)
for α = p(n−2)−2−n. The variant of the Osserman–Keller result needed is stated in The-
orem 3 and a sketch of proof is given. As above by a solution of (3) we mean a subharmonic
function v  0 in D satisfying (3) in the sense of distributions in D. Motivated by Theo-
rem 4 we study the behavior near the origin of the nonzero, i.e., strictly positive in D \ {0},
solutions of (3). Let v be such a solution. In Proposition 3 we show that v(0)= 0 if α −2.
In contrast to the case α  −2 we prove in Theorem 5 that v(0) > 0 when α >−2. The
proof of Theorem 5 utilizes a previous result and construction of the author stated in Theo-
rems 1 and 2. The result of Theorem 5 allows us to use regularity theory for the Laplacian
to compute the exact regularity in terms of derivatives and Hölder–Lipschitz conditions of
the solutions of (3) when α >−2. This result is stated in Theorem 6. Applying the result
of Theorem 6 in the case of the Kelvin transform u˜ of a solution u of (1) we obtain (2) by a
Taylor expansion argument using the involutive character of the Kelvin transform, that is,
u(x)= |x|2−nu˜(x/|x|2). It is worth pointing out that when α = p(n− 2)− 2− n >−2 is
an even integer the Kelvin transform u˜ is smooth at the origin and u has an even more reg-
ular behavior at infinity. In the case when α = p(n−2)−2−n>−2 is not an even integer
we think (2) is quite sharp since it is computed from the exact regularity of u˜ measured in
terms of derivatives and Hölder–Lipschitz conditions.
In the special case p = (n+2)/(n−2), n 3, the results of this paper relating to Eq. (1)
are known and due to Loewner and Nirenberg [11], see Lemma 2 and Theorem 4 of that
paper. For other values of p the results are, as far as the author knows, new. In [11] the
idea of relating the asymptotic behavior of u to the Kelvin transform u˜ was also used but
the general case considered here needs a more thorough investigation. The author’s work
in this area was originally inspired by the works of Bandle, Marcus, and Essén [2–5] on
so called large solutions of equations of the form ∆u = f (u). By a large solution in this
context we mean a solution u in a bounded domainΩ such that u(x)→∞ as x approaches
the boundary of Ω . We wish to stress the relation of this paper to the recent work on large
solutions inspired by [2–4].
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The notation used is standard. Ω always denotes a domain (nonempty, open, and con-
nected) in Rn, n  2, and the space of distributions in Ω is denoted by D′(Ω). L1loc-
functions are considered as distributions in the usual way. A distribution of order 0 is
referred to as a Radon measure. By a positive distribution in Ω we mean u ∈D′(Ω) such
that 〈u,ϕ〉 0 for every 0 ϕ ∈D(Ω), where D(Ω) is the space of compactly supported
smooth, i.e., C∞, test functions in Ω . It is well known that a positive distribution in Ω is
the same thing as a positive Radon measure in Ω . If u,v ∈D′(Ω), then u v in Ω means
that µ= v − u is a positive Radon measure in Ω .
The Euclidean ball with center x and radius r is denoted by B(x, r). By dist(x, ∂Ω)
we denote the Euclidean distance from the point x to the boundary of the domain Ω . By
an increasing function we mean a function f such that x1  x2 implies f (x1) f (x2). If
x1 < x2 implies f (x1) < f (x2), f is called strictly increasing. Similar terminology is used
for (strictly) decreasing functions. By a subharmonic function we mean an upper semicon-
tinuous (u.s.c.) and not identically −∞ function u :Ω → [−∞,∞) satisfying the usual
mean value inequalities, that is, u(x) 
∫
Sn−1 u(x + ry) dσ(y) whenever B(x, r)  Ω ,
where dσ is the normalized surface area measure on the unit sphere Sn−1 in Rn; see [8].
2. Preliminary results
In this section we have collected some results of general interest that will be used later.
In [13] the following theorem is proved.
Theorem 1. Let u be a subharmonic function in a domain Ω in Rn, n  2. Let ϕ be an
increasing and convex function such that the composition ϕ(u) is defined. Then
∆
(
ϕ(u)
)
 ϕ′(u+)∆u in D′(Ω). (4)
Here we have written ϕ′(u+)= limε→0+ ϕ′(u+ ε). For a detailed proof of Theorem 1
we refer to [13]. Indeed, if ϕ and u are both of type C2, then a computation shows that
∆
(
ϕ(u)
)= ϕ′′(u)|∇u|2 + ϕ′(u)∆u.
Thus (4) holds if both ϕ and u are twice continuously differentiable. The general case of
Theorem 1 can then be proved by careful regularization arguments. In this paper we use
Theorem 1 to construct subsolutions of equations of semilinear type. The construction of
interest is given by the following theorem.
Theorem 2. Let µ be a positive Radon measure in a domain Ω in Rn, n  2. Let
u be a strictly negative subharmonic function in Ω such that ∆u = µ in D′(Ω). Let
f : (0,∞)→ (0,∞) be an increasing continuous function. Assume that ∫∞ dt/f (t) <∞
and
∫
0+ dt/f (t)=∞ and let the function G : [0,∞]→ [0,∞] be defined by
G−1(x)=
∞∫
dt
f (t)
.x
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f (v)µ in D′(Ω).
Proof. Set ϕ(x) = G(−x) and let u be as in the theorem. It is easy to verify that ϕ is
increasing and convex. The result now follows from Theorem 1. ✷
In the proof of Theorem 5 below we will use the subsolution constructed in Theorem 2
in a situation when f (u) = up , p > 1. In this case the function G is given by G(x) =
((p− 1)x)−1/(p−1), x > 0.
Proposition 1 (Comparison principle). Let f be a continuous increasing function on R
and let µ be a positive Radon measure in a domain Ω in Rn, n  2. Let v and w be
continuous functions in Ω such that ∆w − f (w)µ  ∆v − f (v)µ holds in D′(Ω). If
lim infx→y(w(x)−v(x)) 0 for every y ∈ ∂Ω , then v w inΩ . (We require that∞∈ ∂Ω
if Ω is unbounded.)
Proof. Proof by contradiction. Let u= v−w. Assume u has a positive maximum at some
point x0 in Ω . A computation shows that ∆u 0 near x0. Hence u is subharmonic near x0,
which is a contradiction by the maximum principle. ✷
Proposition 2. Let n 2, p > 1, and α ∈R. Let u be a subharmonic function in a domain
Ω ⊂ Rn such that ∆u= |x|αup holds in D′(Ω). Assume that u(x0)= 0 for some x0 ∈Ω .
If α < 0 we further require that x0 = 0. Then u(x)= 0 for all x ∈Ω .
Proof. We consider the case x0 = 0. The case x0 = 0 can be handled similarly. Using the
regularity results stated in Lemma 3 below it is easily verified that u ∈ C2(Ω \ {0}). We
now set c(x) = −|x|αu(x)p−1  0 and note that ∆u+ cu = 0. By the strong maximum
principle (see Theorem 3.5 in [6]) it now follows that u≡ 0 in Ω \ {0}. If 0 ∈Ω we use
that u(0)= lim supx→0 u(x)= 0. ✷
The following theorem is a variant of a general result due to Keller [10], see also Osser-
man [15]. For more general results in this direction we refer to [14].
Theorem 3. Let n 2, p > 1, and let Ω be a domain in Rn. Then there exists a constant
c= c(p,n), 0 < c <∞, such that for every solution u of the equation
∆u(x)= u(x)p, x ∈Ω,
the following estimate holds:
u(x) c dist(x, ∂Ω)−2/(p−1), x ∈Ω. (5)
Moreover, c(p,n)= u1(0), where ∆u1 = up1 in |x|< 1 and u1(x)→∞ as |x|→ 1, is the
smallest constant c such that the above holds.
Sketch of the proof. By choosing Ω = B(0,1) and u= u1 in (5) it is clear that we must
have c  u1(0). Assume now that a function u1 satisfying the requirements of the the-
orem exists. We prove that then (5) holds. For a ∈ Rn and R > 0 we define uR,a(x) =
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uR,a =∞ on ∂B(a,R). Now let u be as in the theorem and fix a ∈Ω . ForR < dist(a, ∂Ω),
B(a,R) Ω and by Proposition 1 we have that u(a) uR,a(a)= u1(0)R−2/(p−1). Let-
ting R→ dist(a, ∂Ω) we obtain (5).
To finish the proof we have to construct a function u1 satisfying the requirements of the
theorem. Searching for a radial u1 we consider the initial value problem
v′′(r)+ n− 1
r
v′(r)= v(r)p, v(0)= v0 > 0, v′(0)= 0. (6)
By theory of ordinary differential equations this problem has a solution v defined on some
maximal interval [0,R), where R > 0, see Remark 1 below. To prove that R <∞, we
follow Keller [10, pp. 506–507]. We rewrite the equation in (6) to the form (rn−1v′(r))′ =
rn−1v(r)p and integrate over (0, r) to obtain that
v′(r)= r1−n
r∫
0
tn−1v(t)p dt.
Thus v′  0 so v is increasing and we obtain that v′(r)  rv(r)p/n. Inserting v′(r) 
rv(r)p/n into (6) we get v′′(r) v(r)p/n. Multiplying by v′(r) and integrating over (0, r)
we obtain that v′(r)2/2 (v(r)p+1 − vp+10 )/(n(p+ 1)). Taking square roots we get
v′(r)√
v(r)p+1 − vp+10

√
2√
n(p+ 1) .
Now integrating over (0, r) we see that
v(r)∫
v0
dt√
tp+1 − vp+10
=
r∫
0
v′(t)√
v(t)p+1 − vp+10
dt 
√
2r√
n(p+ 1) . (7)
Since the left-hand side of (7) is bounded we must have R <∞. Also if v(R) <∞ the
solution v of (6) can be continued to a larger interval [0,R+ε), ε > 0. Thus, by maximality
of [0,R), v(r)→∞ as r → R. We can now define u1 by setting u1(x)=R2/(p−1)v(R|x|)
for |x|< 1. ✷
Remark 1. Due to the singularity of the equation in (6) at r = 0 a local solution of (6) can-
not directly be obtained by an appeal to the Picard theorem. To circumvent this difficulty
we rewrite (6) to its equivalent integral form
v(r)= v0 +
r∫
0
s1−n
s∫
0
tn−1v(t)p dt ds.
Formulated in this way a local solution can be obtained by an appropriate approximation
scheme (see [7, Chapter II, Section 1]). Once we have a local solution this local solution can
be extended to a maximal solution, that is, a solution defined on some interval [0,R) that
cannot be extended to a solution on some interval [0,R′) with R′ >R (see [7, Chapter II,
Section 3]).
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By an exterior domain we mean a domain Ω in Rn such that Rn \ Ω is compact.
Equivalently, Ω is an exterior domain if and only if it contains a domain of the form
{x ∈Rn: R < |x|<∞}.
Theorem 4. Let n  3 and p > 1. Let u be a subharmonic function defined in an ex-
terior domain Ω such that ∆u = up there. Denote by u˜ the Kelvin transform of u, i.e.,
u˜(x) = |x|2−nu(x/|x|2) for x ∈ Ω˜ = {x ∈ Rn: x/|x|2 ∈ Ω}. Then by defining u˜(0) =
lim supx→0 u˜(x), u˜ extends to a subharmonic function in Ω˜ ∪ {0}. Moreover, the equa-
tion
∆u˜(x)= |x|p(n−2)−2−nu˜(x)p (8)
holds in the sense of distributions in Ω˜ ∪ {0}.
Proof. By Theorem 3 we have that u(x)→ 0 as |x|→∞. By the maximum principle it is
easily seen that u(x) const|x|2−n as |x|→∞. We now consider the Kelvin transform u˜
of u. It is well known that ∆u˜(x)= |x|−2−n∆u(x/|x|2) (for a proof see [17, pp. 84–87]).
It is now straightforward to verify that u˜ satisfies (8) in Ω˜ . By the above estimate of u we
have that 0 u˜(x) const for x near 0.
Since u˜ is bounded near 0, it follows by a standard removability result (see Theo-
rem 5.18 in [8]) that if we define u˜(0)= lim supx→0 u˜(x), then u˜ extends as a subharmonic
function to a neighborhood of 0. Also by the Riesz decomposition theorem (see Theo-
rem 3.9 in [8]) we note that since u˜(0)  0, the measure ∆u˜ is continuous at 0, i.e., the
singleton set {0} has ∆u˜-mass 0.
To prove that (8) holds in D′(Ω˜ ∪ {0}) it suffices to show that∫
ϕ(x)∆u˜(dx)=
∫
ϕ(x)|x|p(n−2)−2−nu˜(x)p dx
for every 0  ϕ ∈ Cc(Ω˜ ∪ {0}). Let ϕ be such a function and let {ϕj } be a pointwise
increasing sequence of nonnegative Cc(Ω˜)-functions all supported by a certain fixed com-
pact subset of Ω˜ ∪ {0} such that limj→∞ ϕj (x)= ϕ(x) for x ∈ Ω˜ . Such a sequence can be
constructed as ϕj (x)= (1 − χ(jx))ϕ(x), where χ is a suitable cut-off function. We now
have that∫
ϕ(x)∆u˜(dx)= lim
j→∞
∫
ϕj (x)∆u˜(dx)= lim
j→∞
∫
ϕj (x)|x|p(n−2)−2−nu˜(x)p dx
=
∫
ϕ(x)|x|p(n−2)−2−nu˜(x)p dx,
where we used continuity of the measure ∆u˜, the monotone convergence theorem and the
fact that u˜ satisfies (8) in Ω˜ . ✷
Motivated by Theorem 4 we study subharmonic functions u 0 defined near the origin
such that ∆u= |x|αup holds there. We first consider the case α −2.
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in a domain Ω such that ∆u = |x|αup in D′(Ω). Assume that 0 ∈ Ω . Then u(0) =
limx→0 u(x)= 0.
Proof. Since u(0)  0 it follows by the Riesz decomposition theorem (see Theorem 3.9
in [8]) that∫
|x|<η
|x|2−n+αu(x)p dx =
∫
|x|<η
|x|2−n∆u (dx) <∞
for some η > 0. Changing to polar coordinates we see that
η∫
0
r1+αM(up, r) dr <∞, (9)
where M(v, r) is the spherical average defined by M(v, r) = ∫
Sn−1 v(rξ) dσ(ξ), where
dσ is the normalized surface area measure on Sn−1. Since up is subharmonic, M(up, r)
decreases monotonically to u(0)p as r → 0 (see Theorem 2.12 in [8]). Since 1 + α −1
it is now clear that (9) forces u(0)= 0, so that lim supx→0 u(x)= 0. ✷
Applying Proposition 3 to the scenario in Theorem 4 we obtain the following proposi-
tion.
Proposition 4. Let n 3 and 1 < p  n/(n− 2). Let u and u˜ be as in Theorem 4. Then
u˜(0)= limx→0 u˜(x)= 0, i.e., u(x)= o(|x|2−n) as |x|→∞.
We now consider the case α >−2.
Theorem 5. Let n 3, p > 1, and α >−2. Let u 0 be a subharmonic function defined
in a domain Ω in Rn containing the origin such that u(x) > 0 for 0 = x ∈Ω . Assume that
∆u= |x|αup holds in D′(Ω). Then u(0) > 0.
Proof. We first note that by part (1) of Lemma 3, u is continuous in Ω . Let us introduce
some preliminary notation. Set ρ(x)= |x|α for |x|< 1 and ρ(x)= 0 otherwise. Denote by
Uρ the Newtonian potential of ρ normalized by ∆Uρ = ρ. By part (1) of Lemma 3, Uρ is
continuous. We consider the function v(x)=G(−Uρ(x)+ c), where G is as in Theorem 2
with f (u)= up and c is a positive constant to be determined. Clearly v is continuous. By
Theorem 2, the inequality ∆v  ρ(x)vp holds in D′.
We now fix 0 < η < 1 so small that u is defined in a neighborhood of |x|  η. By
choosing c large we can arrange that v  u on |x| = η. By Proposition 1 we have that
v  u in |x|< η. In particular, u(0) v(0) > 0. ✷
For the proof of Theorem 6 we need some lemmas.
Lemma 1. Let α >−n. If u(x)= |x|2+α, then ∆u= (2+ α)(n+ α)|x|α in D′(Rn).
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rem 3.2.3 in [9].
Lemma 2. Let f be a smooth function in Rn \ {0}. Assume that f is homogeneous of
degree α > 0, i.e., f (tx)= tαf (x) for t > 0 and x ∈Rn \ {0}. Let k be an integer such that
0 k < α  k+ 1. Then by defining f (0)= 0, f extends to a function of type Ck,α−k in a
neighborhood of the origin in Rn.
Proof. It is clear that f defined as above is continuous. Also since differentiation lowers
the degree of homogeneity by one unit it is clear that f is of type Ck . To finish the proof it
suffices to prove the lemma for k = 0.
Let |x|< 1 and |y|< 1 and set |x − y| = δ. If |x|< δ or |y|< δ we have that |f (x)−
f (y)| Cδα+C(2δ)α = const|x−y|α . We now assume that |x| δ and |y| δ. It is easy
to see that if ξ ∈ [x, y], the closed line segment connecting x and y , then |ξ |√3δ/2. We
now have that |f (x)− f (y)| supξ∈[x,y] |∇f (ξ)||x − y| const|x − y|α . ✷
The following lemma contains the regularity theory needed.
Lemma 3. Let u,f ∈D′ be such that ∆u= f . Then the following holds:
(1) If f ∈ Lploc, n/2 <p < n, then u ∈Cγ for γ = 2− n/p;
(2) If f ∈ Lploc, n < p <∞, then u ∈C1,γ for γ = 1− n/p;
(3) If f ∈ Ck,γ , where k  0 is an integer and 0 < γ < 1, then u ∈ C2+k,γ .
Sketch of the proof. Part (3) of the lemma is proved in Section 4.3 in [6]. Part (2) of the
lemma is stated as Problem 4.8(b) in [6]. We give here a deduction of part (1) from the
Calderon–Zygmund inequality and a known Sobolev embedding. Part (2) can be derived
similarly.
Multiplying by a cut-off function we can assume that u,f both have compact sup-
port. By the Calderon–Zygmund inequality (see Section 1.3 in Chapter III in [16] or
Theorem 9.9 in [6]), u ∈ W 2,p . Applying the Morrey embedding Wj+m,p → Cj,λ,
λ = m − n/p, valid when mp > n > (m − 1)p (see Part II of Theorem 5.4 in [1]), for
m= 2, j = 0, we deduce that u ∈Cγ for γ = 2− n/p. ✷
The proof of the following lemma is obvious.
Lemma 4. Let k  1 be an integer and 0 < γ  1. Assume f ∈ Ck,γ (Ω), where Ω is star
shaped with respect to 0. Then
f (x)− f (0)=
n∑
j=1
xjfj (x),
where fj (x)=
∫ 1
0 ∂jf (tx) dt is of type Ck−1,γ .
We now state our main result concerning the solutions of ∆u= |x|αup.
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Let u be a strictly positive subharmonic function defined in a domain Ω in Rn containing
the origin. Assume that
∆u(x)= |x|αu(x)p, x ∈Ω.
Then u ∈C2+k,α−k(Ω). If α is an even integer, then u is smooth.
It clear that Theorem 6 gives the best possible regularity result measured in terms of
derivatives and Hölder–Lipschitz conditions. The proof of Theorem 6 is divided into sev-
eral cases depending on the value of the parameter α.
Proof of Theorem 6. We first consider the case −2 < α  −1. First we note that ∆u=
|x|αup ∈ Lqloc for qα >−n, i.e., q <−n/α. By part (1) of Lemma 3 we have that u ∈ Cγ
for every 0 < γ < 2 + α. We now write |x|αu(x)p = u(0)p|x|α + |x|α(u(x)p − u(0)p).
By Lemmas 1 and 2 we can find u1 ∈ C0,2+α such that ∆u1 = u(0)p|x|α. We now write
u= u1 +U , where ∆U = |x|α(up − u(0)p). Next we show that U ∈C0,2+α .
We now consider the subcase −2 < α  −3/2. In this case 1  −2(1 + α) < 2 and
|x|α(up − u(0)p) ∈ Lqloc for q < −n/(2(1 + α))  n. By part (1) of Lemma 3 it follows
that U ∈ Cγ for 0 < γ < 2(2+ α). Now clearly u ∈ C2+α .
We now consider the subcase −3/2 < α  −1. In this case 0  −2(1 + α) < 1 and
|x|α(up − u(0)p) ∈ Lqloc for q < −n/(2(1 + α)) > n. By part (2) of Lemma 3 it follows
that U ∈ C1,γ for 0< γ < 3+ 2α. Clearly u= u1 +U ∈ C0,2+α .
We next consider the case −1< α < 0. We first observe that |x|αup ∈ Lqloc for αq >−n,
i.e., q < −n/α. By part (2) of Lemma 3 we see that u ∈ C1,γ for 0 < γ < 1 + α. By
Lemmas 1 and 2 we can find u1 ∈ C1,1+α such that ∆u1 = u(0)p|x|α. We now write
u= u1+U , where ∆U = |x|α(up−u(0)p). Next we prove that U ∈ C1,1+α . Since u ∈ C1
it is clear that |x|α(up − u(0)p) ∈ L∞loc. By part (2) of Lemma 3 we have that U ∈C1,γ for
every 0< γ < 1.
We now consider the case 0  k < α < k + 1, k integer. Since |x|αu(x)p ∈ L∞loc we
have by part (2) of Lemma 3 that u ∈ C1,γ for every 0 < γ < 1. By iteration of part (3)
of Lemma 3 we now obtain that u ∈ C2+k,α−k . Indeed, if u ∈ Cj , 1  j  k + 1, then
|x|αup ∈Cj−1,α−k so by part (3) of Lemma 3 we have u ∈ Cj+1,α−k .
The case α = k + 1, where k is an even integer. As in the previous case one sees
that u ∈ C2+k,γ for every 0 < γ < 1. By Lemmas 1 and 2 we can find u1 ∈ C2+k,1
such that ∆u1 = u(0)p|x|α. We now write u = u1 + U , where ∆U = |x|α(up − u(0)p).
Next we show that U ∈ C2+k,1. By Lemma 4 we can write |x|α(u(x)p − u(0)p) =∑n
j=1 |x|αxjuj (x), where uj ∈ C1+k,γ for 0 < γ < 1. Now |x|αxj is homogeneous of
degree 1+ α and thus by Lemma 2, |x|αxj ∈ C1+k,1. Thus |x|α(up − u(0)p) ∈ C1+k,γ for
0 < γ < 1. By part (3) of Lemma 3 we have that U ∈ C3+k,γ for every 0 < γ < 1.
The case when α  0 is an even integer. In this case |x|α is smooth. Since |x|αup
is bounded we have by part (2) of Lemma 3 that u ∈ C1,γ for every 0 < γ < 1. Now
|x|αup ∈ C1,γ for 0 < γ < 1 so by part (3) of Lemma 3 we have u ∈ C3,γ for 0 < γ < 1.
By iteration, u is smooth. ✷
The next lemma is a variant of the Taylor formula adapted for Theorem 7 below.
384 A. Olofsson / J. Math. Anal. Appl. 283 (2003) 375–385Lemma 5. Let f ∈ Ck in a neighborhood of the origin in Rn. Assume further that f (α),
|α| = k, all satisfy a Hölder–Lipschitz condition at 0 of order 0 < γ  1, that is,∣∣f (α)(x)− f (α)(0)∣∣ const|x|γ .
Then as x→ 0 the following Taylor expansion holds:
f (x)= P(x)+O(|x|k+γ ), where P(x)= ∑
|α|k
1
α!∂
αf (0)xα.
Proof. We assume k  1. By repeated partial integrations we obtain that
f (x)=
∑
|α|k−1
1
α!∂
αf (0)xα +
∑
|α|=k
(
k
α
) 1∫
0
(1− t)k−1
(k − 1)! ∂
αf (tx) dt xα,
where
(
k
α
)= k!/α! is the multinomial coefficient. It is now an easy matter to verify that
1∫
0
(1− t)k−1
(k − 1)! ∂
αf (tx) dt = ∂
αf (0)
k! +O
(|x|γ ). ✷
Theorem 7. Let n 3 and p > n/(n−2). Let u be a strictly positive subharmonic function
defined in an exterior domain Ω such that ∆u= up there. Then there exists a real polyno-
mial P(x) of degree < p(n− 2)− n with P(0) > 0 such that as |x| →∞ the following
asymptotic expansion holds:
u(x)= |x|2−nP (x/|x|2)+O(|x|2−p(n−2)).
Furthermore, P(x) is the Taylor polynomial
P(x)=
∑
|α|<p(n−2)−n
1
α!∂
αu˜(0)xα,
where u˜ is the Kelvin transform of u (see Theorems 4–6).
Proof. We consider the Kelvin transform u˜ of u, that is, u˜(x)= |x|2−nu(x/|x|2) for x ∈
Ω˜ = {x ∈Rn: x/|x|2 ∈Ω}. By Theorem 4, u˜ extends to a subharmonic function in Ω˜∪{0}
such that ∆u˜= |x|αu˜p holds in D′(Ω˜ ∪{0}) for α = p(n−2)−2−n. In this case α >−2
so Theorem 5 implies that u˜(0) > 0. By Theorem 6 we have that u˜ ∈ C2+k,α−k(Ω˜ ∪ {0}),
where k is an integer such that k < α  k + 1. By Lemma 5 we have the Taylor expansion
u˜(x)= P(x)+O(|x|2+α) as x→ 0. Since u(x)= |x|2−nu˜(x/|x|2), the asymptotics of the
theorem now follows. Clearly P(0)= u˜(0) > 0. ✷
We point out that when α = p(n − 2) − 2 − n > −2 is an even integer u˜ is smooth
by Theorems 4–6. Thus in this case u factorizes as u(x) = |x|2−nu˜(x/|x|2), where u˜ is
smooth in a neighborhood of the origin and u˜(0) > 0.
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