By the method of successive substitutions it is also possible to give a unique solution to (1.4) We now wish to focus on the following fact: All of the identities in (1.7) are a consequence of the first identity and the linear property The fact in general is a special case of our Lemma 1. We observe that the identities in (1.7) are necessary and sufficient for the simplification of (1.6) to (1.5) .
In this paper we are interested in certain sets of operator identities like (1.7) which allow a striking simplification of the form of the solution of a linear equation found by the method of successive substitution. In every case the whole set of identities follows from the first identity and the linear property of the operator. Our main theorems are as follows: Formula (1.10) arises out of a formal manipulation of the coefficients in a certain power series. For this reason we state an alternative form of Theorem 1 which emphasizes the algebraic character of our result. We use notation more natural to algebra. THEOREM I* 1 . Let A be a commutative algebra over a field of characteristic zero, let T be a group endomorphism of A into A, and for every a in A let (1.80 2(a(aT) 
where b is a fixed element in A. Define a 0 -1, a n = (aa n -^T. Then
One of the most interesting special cases of (1.10) in the literature was given by Frank Spitzer [4] , Other special cases of (1.10) of interest in probability theory were given by E. Sparre Andersen [1, 2] . Our proof of Theorem 1 is most similar to the proof of the case of (1.10) given by Spitzer. A combinatorial lemma is proved and then applied to prove Theorem 1. The combinatorial lemma behind (1.10) is actually a consequence of a simple "algebraic" condition similar to (1.8) .
Before the combinatorial lemma can be stated more notation must be introduced. Let R be a commutative ring of elements φ on which a linear mapping + taking R into R is defined. Furthermore, for any two elements φ x and φ 2 in R let ( We note that (1.11) is the special case of (1.13) for n = 2. It is a simple exercise to show that if R is a ring of the type described above with a linear mapping + satisfying (1.11), then φ~ -Θφ -φ + defines another linear mapping taking R into R for which (1.11) is true.
In the next theorem we consider a slightly more general equation than (1.9) . It is interesting to note that the results of Theorem 1 and Theorem 2 do not in general overlap. In the next section proofs of the theorems and the lemma are given. In § 3 we give three examples to illustrate the theorems.
2. Combinatorial lemmas and proofs. In this section A and R will denote, respectively, a commutative Banach algebra and a commutative ring of elements ψ on which a linear mapping + (which is a bounded operator in the case of the Banach algebra A) taking A into A or R into R is defined satisfying, respectively, (1.8) or (1.11). As mentioned in the introduction φ~ = θφ -φ + defines a linear mappingwhich also satisfies (1.8) or (1.11) as the case may be. In terms of themapping we can give a slight but very convenient rewriting of (1.11). For any φ, ψ in R (2.1) LEMMA 2. Let ψ lf ψ 2 f » ψn be in R and define
Proof. First, we prove (2.2) by induction on w. If w = 1 p n = ψΐ, r n ,n = 0, r w>0 = ΨΪ, and p 0 = 1. Relation (2.2) is clearly satisfied in this case. Assume that (2.2) has been demonstrated for all sets of elements ψi> Ψ21 9 ψn with n < N. Consider the set of elements ψ u ψ 2 , , ψ N in R. We apply (2.2) to the set ψ λ = ψ l9 ψ 2 = ψ 2 , , ψ N -2 = ψv-2> an( i ψ N _ λ -ψjy-iψx and find that
Putting (2.4) and (2.5) together
Thus, (2.6) becomes
The proof of (2.2) follows by induction. To prove (2.3) we first note that q n , m -θψ n q n -ltm -r WiTO for all n > m ^ 0. Thus
Relation (2.3) follows from (2.7) by the obvious induction. This proves Lemma 2.
Proof of Lemma 1. We refer the reader to the notation introduced prior to the statement of Lemma 1. The proof is by induction on n. For the case n = 1, both sides of (1.13) equal ψt-Assume that (1.13) has been demonstrated for all n = 1, 2, , N -1, and let ψ 19 ψ 2 , , ψ N be fixed elements in R. Let P' be a permulation in which the cycle containing the integer N is (M^ i k ) 9 k ^ 0. We assume that in all permutations P the cycle containing N is written so that N appears , ί k also changes the cycle (Ni λ i 2 ί k ). Thus, the summation on the right in (1.13) is equal to the sum of all sums of the type on the left in (2.8) over all possible choices of fe = 0, 1, •••AT-1, over all sets of k integers, and over all permutations of these integers. Combining (2.8) and (2.9) this implies that the right side of (1.13) is equal to the sum of all terms of the form Before proving Theorems 1, 1*, and 2, we observe a fact. The elements of the Banach algebra (or algebra) A satisfy condition (1.11). To see this one simply puts φ ~ φ γ + φ 2 into (1.8).
Proof of Theorem 1. It is known that for | λ | || φ || TV < 1,
is a unique solution of the equation By the remark preceding this proof we know that Lemma 1 applies. From Lemma 1 with φ = ψ x = ψ 2 = = ψ n , we get the relation (see for example [1] or [4] ) (2.12)
The summation in (2.12) extends over all sets of non-negative integers a lf a 2 , --,a n for which lα: 1 
3 Examples* In this section we illustrate the use of the previous results by means of three simple examples. EXAMPLE 
Symmetric functions.
Let x lf x 2 , , x n , be a sequence of commuting symbols and let R be the commutative ring generated by the rationale and x 19 x 2 , x 3 , . Finally let A be the commutative algebra of all sequences a λ -(r lf r 2 , r 3 ,
•), a 2 = (s 1 , s 2 , s 3 , •) etc., where r i9 s t are in R, and for which addition and multiplication are defined by ra x = (rr ly rr 2 , rr 3 = 0 (n > k + 1) . It is easy to show by an inductive argument that for the a in (3.1)
But, if we set We now introduce Λf W)1 = max (0, S 2 -S 1? S 3 -S lf , S w+1 -SJ. Since the X fc ? s are identically distributed, M nΛ also has the characteristic function φ n given in (3.9) . Moreover, we note that
If φ is the characteristic function of any random variable X, then φ + is the characteristic function of max(0, X). In the notation of (3.8) and (3.9) and using (3.10), (3.11) φ n+1 = Thus, the ψ of (3.9) satisfies (3.6) with φ given by (3.8) . This means (3.12 Mathematical papers intended for publication in the Pacific Journal of Mathematics should be typewritten (double spaced), and the author should keep a complete copy. Manuscripts may ! be sent to any one of the four editors. All other communications to the editors should be addressed' to the managing editor, L, J. Paige at the University of California, Los Angeles 24, California. " , 50 reprints per author of each article are furnished free of charge; additional copies may be < obtained at cost in multiples of 50.
-'
The Pacific Journal of Mathematics is published quarterly, in March, June, September, and December. The price per volume (4 numbers) is $12.00; single issues, $3.50. Back numbers? are available. Special price to individual faculty members of supporting institutions and to individual members of the American Mathematical Society: $4.00 per volume; single issues, $1.25.
Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 2120 Oxford Street, Berkeley 4, California.
Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), No. 62 -chome, Fujimi-cho, Chiyoda-ku, Tokyo, Japan.
PUBLISHED BY PACIFIC JOURNAL OF MATHEMATICS, A NON-PROFIT CORPORATION
The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
