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Algoritmi za prepoznavanje ro£no napisanih ²tevk
Povzetek
V delu obravnavamo problem prepoznavanja ro£no napisanih ²tevk. Re²evanja se
lotimo na dva razli£na na£ina. Oba algoritma nau£imo in preizkusimo na realnih
podatkih, ki jih dobimo iz spletne baze MNIST.
Najprej ²tevke predstavimo kot vektorje ter z uporabo singularnega razcepa za
vsako ²tevko dolo£imo podprostor, v katerem se nahajajo lepi primeri te ²tevke.
Nove ²tevke dolo£imo tako, da primerjamo razdalje do posameznih podprostorov,
ki nam povejo, v katerem podprostoru lahko to ²tevko najbolje aproksimiramo. S
testiranjem ugotovimo, da s takim pristopom doseºemo 95,85% natan£nost.
Drugi pristop uporablja nevronske mreºe. Za£nemo z izpeljavo osnovnega po-
stopka u£enja mreºe z gradientnim spustom in vzvratno propagacijo ter si nato
pogledamo nekaj izbolj²av. Ugotoviti moramo ²e optimalne parametre u£enja, kar
naredi ta postopek veliko bolj £asovno zahteven od prvega. Ko dolo£imo optimalno
mreºo in njene parametre, na testnih podatkih doseºemo 98,08% natan£nost.
Pri primerjavi obeh postopkov ugotovimo, da delata podobne napake in da so te
napake storjene na ²tevkah, pri katerih tudi mi ne bi bili prepri£ani, katero ²tevko
predstavljajo.
Algorithms for handwritten digit recognition
Abstract
In this work we study handwritten digit recognition. We approach the problem
with two different methods. Both algorithms are trained and tested on real data,
obtained from the MNIST Database of handwritten digits.
First, we present the digits as vectors, and using singular value decomposition we
determine the subspaces in which representative examples of each digit are located.
New digits are determined by comparing the distances to the subspaces that corre-
spond to each digit. The one with the smallest distance is the subspace in which
the given digit could be best approximated. The result of the testing is that such
an approach achieves 95,85% accuracy.
Second approach uses neural networks. We derive the basic network learning
process with gradient descent and backward propagation and study some improve-
ments. We also need to determine the optimal learning parameters, which makes
this process much more time consuming than the first one. Once we determine the
optimal architecture of the net and its parameters, we achieve 98,08% accuracy on
the test data.
When comparing both procedures, we see that they make similar errors and that
these errors occur at handwritten digits for which also we would not be sure which
digit they represent.
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1. Uvod
Prepoznavanje ro£no napisanih ²tevk je na prvi pogled zelo preprosto, saj se ga
nau£imo ²e preden sploh vstopimo v ²olo. Vendar pridemo do velikih teºav, ko ºelimo
napisati ekspliciten algoritem. Ve£ino dela prepoznavanja opravimo podzavestno in
tako ne poznamo to£nih pravil za posamezne ²tevke, poleg tega pa jih vsak zapi²e
malo druga£e. To re²imo tako, da definiranje pravil prepustimo ra£unalniku, mi pa
ga moramo zato nau£iti, kako ta pravila najti.
S takimi problemi se ukvarja podro£je strojnega u£enja, imenovano teorija pre-
poznavanja vzorcev. Prepoznavanje ro£no napisanih ²tevk je en izmed klasi£nih
problemov tega podro£ja. Ideja prepoznavanja vzorcev je, da iz velike koli£ine po-
datkov poskusimo izlu²£iti nekaj uporabnega. Program mora torej najti pravila med
danimi podatki, nato pa jih uporabiti na prej ²e nikoli videnih primerih.
Poglejmo si najprej, kako se je ²ir²e podro£je umetne inteligence razvijalo skozi
zgodovino. Vir za zgodovinske podatke sta £lanka [4] in [9].
O umetni inteligenci je prvi govoril Alan Turing, ki se je leta 1950 v enem izmed
svojih del vpra²al, £e lahko ra£unalniki razmi²ljajo. Sestavil je test za dolo£anje
inteligence ra£unalnika, na katerem je ta uspel, £e mu je uspelo £loveka pretentati,
da se pogovarja z neko drugo osebo in ne z ra£unalnikom.
Leta 1952 je Arthur Samuel napisal prvi u£ljivi ra£unalni²ki program. Ta se je
med igranjem dame u£il, katere poteze ga pripeljejo do zmage in jih je v prihodnje
vklju£il v svojo igro. Prvo nevronsko mreºo, ki je posnemala delovanje £love²kih
moºganov, je leta 1957 ustvaril Frank Rosenblatt. V petdesetih in ²estdesetih letih
je pri²lo do kar nekaj prebojev na tem podro£ju, vendar pa se je razvoj nato ustavil,
saj je znanost pri²la do veliko slepih ulic. Zmanj²alo se je financiranje tega podro£ja,
naslednja leta pa so poimenovali zima umetne inteligence.
V devetdesetih letih se je podlaga za strojno u£enje spremenila iz znanja v po-
datke. Namesto mnogih logi£nih pravil, ki jim ra£unalnik mora slediti, so programi
za£eli statisti£no analizirati velike koli£ine podatkov ter se iz njih nau£ili izlu²£iti
vzorce. V javnosti se je zanimanje za umetno inteligenco znova prebudilo leta 1997,
ko je ra£unalnik premagal ²ahovskega velemojstra Garryja Kasparova.
Po letu 2000 sta ve£ja koli£ina podatkov ter ve£ja ra£unska mo£ ra£unalnikov
omogo£ili prelomno to£ko razvoja umetne inteligence in za£etek njene uporabe v
vsakdanjem ºivljenju. Priporo£a nam, katere filme naj gledamo, kaj naj poi²£emo
na internetu, prepoznava glasovne ukaze na telefonih in obraze na slikah.
Danes teorija prepoznavanja vzorcev re²uje veliko pomembnih problemov. Upo-
rablja se za avtentikacijo podpisov in prstnih odtisov, prepoznavanje govora, slik ter
obrazov. V zdravstvu se lahko s pomo£jo prepoznavanja vzorcev postavijo avtoma-
ti£ne diagnoze, na primer ºe samo iz fotografije lahko dolo£ijo, ali je neko znamenje
rakavo. Na² primer se uporablja predvsem pri branju po²tnih ²tevilk iz ovojnic.
V delu bomo najprej opisali podatke, ki jih bomo uporabili za u£enje in testiranje
algoritmov. Nato bomo predstavili singularni razcep in dokazali, da obstaja za vsako
matriko, ga uporabili v algoritmu za prepoznavanje ²tevk ter preizkusili njegovo
natan£nost. Grafi£no bomo prikazali razli£ne aproksimacije novih ²tevk in tako bolje
videli, kako algoritem deluje ter zakaj je tako pomembno, s kako velikimi podprostori
bomo ²tevke aproksimirali. Za drug algoritem bomo uporabili nevronske mreºe, zato
bomo najprej predstavili, kako delujejo in izpeljali ena£be, ki jih bomo potrebovali
med u£enjem. Nato jih bomo preizkusili v praksi ter spet analizirali natan£nost. Na
koncu bomo primerjali oba na£ina dolo£anja ²tevk in dolo£ili prednosti ter slabosti.
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2. Podatki
V tem razdelku bodo opisani podatki, uporabljeni za u£enje in testiranje algorit-
mov.
Pri algoritmih strojnega u£enja za£etno bazo podatkov razdelimo v dve mnoºici.
U£no, praviloma nekajkrat ve£jo, s pomo£jo katere program dolo£i pravila, ter te-
stno, na kateri preizkusimo, £e so ta pravila prava.
Podatke, uporabljene za u£enje algoritmov ter testiranje natan£nosti, bomo dobili
iz spletne baze MNIST, dostopne na [3], ki je vzpostavljena prav z namenom u£enja
in testiranja algoritmov za prepoznavanje vzorcev. Vsebuje pare £rno belih slik
²tevk, velikosti 28 × 28 pikslov, skupaj s podatkom o pravi vrednosti napisanih
²tevk. Primeri nekaterih slik so prikazani na sliki 1.
Slika 1. Primeri slik iz spletne baze MNIST. (Vir: [11])
Za uporabo v algoritmih bomo sliko predstavili kot R28×28 matriko, katere elementi
nam bodo povedali nivo sivine piksla na tem mestu slike. Sivina je podana s ²tevili
od 0 do 255, kjer 0 predstavlja belo barvo, 255 pa £rno.
Podatki iz spletne baze MNIST so sestavljeni iz dveh delov. U£na mnoºica vse-
buje 60.000 primerov, ki jih je ro£no napisalo pribliºno 250 razli£nih ljudi. Testna
mnoºica vsebuje 10.000 primerov, ki jih je napisalo drugih 250 ljudi. To pove£a
zanesljivost testa algoritma, saj je osnovan na ²tevkah, ki zares niso povezane z na²o
u£no mnoºico. Slike imajo ºe prilagojeno velikost ter so centralizirane glede na ma-
sno sredi²£e pikslov. To pomeni, da je izra£unano teºi²£e pikslov, prestavljeno v
sredi²£e, nato pa je ²tevka raztegnjena do roba slike.
3. Singularni razcep
V tem razdelku bomo na za£etku vpeljali nekaj pojmov, pomembnih za nada-
ljevanje, opisali singularni razcep ter re²evanje problema najmanj²ih kvadratov z
uporabo le tega, nato pa pokazali, kako bomo vse to povezali s prepoznavanjem
²tevk ter napisali algoritem za karakterizacijo. Na koncu bomo interpretirali rezul-
tate in ²e grafi£no pokazali delovanje algoritma.
3.1. Teoreti£ni uvod. Na za£etku bomo povedali, kaj singularni razcep sploh je,
nato pa dokazali njegov obstoj. Ponovili bomo tudi metodo najmanj²ih kvadratov
ter spoznali, kako jo bomo uporabili skupaj s singularnim razcepom.
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Vira za izreke in dokaze o singularnem razcepu sta [6] in [1, poglavji 6 in 7.1].
Definicija 3.1. Naj bo A ∈ Rm×n, m ≥ n. Razcep oblike A = UΣV T , kjer sta









se imenuje singularni razcep. Diagonalne vrednosti matrike Σ so urejene po velikosti
σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0 in se imenujejo singularne vrednosti matrike A. Stolpci
matrike U so levi, stolpci matrike V pa desni singularni vektorji.
Opomba 3.2. Singularne vrednosti matrike A ∈ Rm×n so kvadratni koreni lastnih
vrednosti matrike ATA. Lastni vektorji te matrike so desni singularni vektorji, lastni
vektorji matrike AAT pa so levi singularni vektorji matrike A.
Singularne vrednosti so realne in nenegativne, zato jih lahko uredimo po velikosti.
Singularne vektorje lahko izberemo tako, da tvorijo ortonormirano bazo. e je A
realna, so tudi singularni vektorji realni.
3.1.1. Obstoj singularnega razcepa. V tem podrazdelku bomo dokazali obstoj singu-
larnega razcepa za vsako realno matriko in opisali vse elemente razcepa.
Izrek 3.3. Singularni razcep obstaja za vsako matriko A ∈ Rm×n, m ≥ n.
Dokaz. Obstoj in enoli£nost singularnega razcepa matrike A ∈ Rm×n bomo doka-
zali tako, da bomo poiskali na£in, kako ta razcep izra£unati. Slede£ na£in sicer ni
optimalen za ra£unanje razcepa, za dokaz pa zadostuje.
e je A = UΣV T , potem je
ATA = V ΣTUTUΣV T = V ΣTΣV T = V DV T ,




n na diagonali. Ker je A
TA
simetri£na nenegativno definitna matrika, vemo da se da diagonalizirati v ortonor-
mirani bazi. Obstaja torej razcep oblike ATA = LΛLT , kjer je Λ = diag(λ1, . . . , λn)
diagonalna matrika z nenegativnimi lastnimi vrednostmi, urejenimi po velikosti,
stolpci matrike L pa so pripadajo£i lastni vektorji. Iz LΛLT razcepa matrike ATA
torej lahko dobimo matriki V in Σ, in sicer V = L in σi =
√
λi, i = 1, 2, . . . , n.
Veljati mora tudi zveza AV = UΣ. e matriki U in V zapi²emo po stolpcih,
U = [u1 u2 · · · um], V = [v1 v2 · · · vn], potem za i = 1, . . . , n velja
(1) Avi = σiui.
Naj bo r tak, da bo σr > 0 ter σr+1 = · · · = σn = 0.
Iz ena£be (1) lahko izrazimo ui = 1σiAvi za i = 1, . . . , r. Zapi²imo U = [U1 U2] in
V = [V1 V2], kjer U1 in V1 predstavljata prvih r stolpcev matrik U in V . Na tem
mestu dokaza lahko opazimo ²e slede£o lastnost singularnega razcepa. Stolpci V2 so
vsi tisti vektorji, ki jih A slika v 0, torej nam predstavljajo bazo za Ker(A). Stolpci
U1 pa nam predstavljajo bazo podprostora Im(A).
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Dolo£iti moramo le ²e matriko U2. To dobimo z dopolnitvijo U1 do polne orto-
normirane matrike U . Preverimo, da s tako zgradbo matrik res veljajo vsi pogoji
singularnega razcepa.
Najprej preverimo, £e so stolpci U res ortonormirani. Dovolj je preveriti, da to















1; i = j
0; i ̸= j , i, j ∈ {1, 2, . . . , r}.
Vidimo, da trditev drºi. e iz razcepa izrazimo Σ ter jo razdelimo po blokih, Σ11 ∈
Rr×r, Σ12 ∈ Rr×(n−r), Σ21 ∈ R(m−r)×r in Σ22 ∈ R(m−r)×(n−r),















opazimo, da morajo biti bloki Σ12,Σ21 in Σ22 enaki 0, Σ11 pa mora biti diagonalna
matrika s singularnimi vrednostmi na diagonali. Preverimo, £e to drºi.
Za Σ12 in Σ22 bo to veljalo, £e pokaºemo, da je AV2 = 0. Vemo, da je
(AV2)




saj so stolpci V2 lastni vektorji matrike ATA za lastno vrednost 0. Ta enakost pa
lahko velja samo v primeru, da je tudi AV2 = 0.
Poglejmo si zdaj blok Σ21. Zanj velja
Σ21 = U
T
2 AV1 = U
T
2 [Av1 · · · Avr] = UT2 [σ1u1 · · · σrur] = 0,
ker so stolpci U2 pravokotni na ui za i = 1, . . . , r.
















σi; i = j
0; i ̸= j ,
za i, j ∈ {1, 2, . . . , r} in vidimo, da tudi ta ustreza na²im zahtevam. □
Opomba 3.4. e je m < n, potem dobimo singularni razcep matrike A ∈ Rm×n
tako, da transponiramo singularni razcep matrike AT .
Opomba 3.5. Matriko A ∈ Rm×n s singularnim razcepom A = UΣV T in rangom












Opomba 3.6. e je m ≥ n, potem je prvih n lastnih vrednosti matrike AAT
enakih lastnim vrednostim matrike ATA, ostalih m−n pa je enakih 0. e je m < n,
zamenjamo vlogi A in AT .
Lastnost singularnega razcepa, ki nam najbolj pomaga, je njegova uporabnost za
aproksimacijo matrik z matrikami niºjega ranga. Naslednji izrek nam pove, kako to
aproksimacijo naredimo ter kak²na je njena napaka.













∥A−B∥2 = ∥A− Ak∥2 = σk+1.
Dokaz. Naj bo B ∈ Rm×n matrika, ki najbolje aproksimira A in ima rang(B) = k.
Ozna£imo Vk+1 = [v1v2 . . . vk+1]. Ker je dim(Ker(B)) = n− k in dim(Vk+1) = k+1,
obstaja normiran vektor z ∈ Ker(B) ∩ Im(Vk+1) in velja

















= σk+1∥z∥2 = σk+1.
Med ra£unanjem smo upo²tevali dejstvo, da je vektor z pravokoten na vektorje vi
za i ∈ {k+1, . . . , n}, pri zadnji neenakosti pa smo vektor razvili po bazi sestavljeni
iz stolpcev matrike U ter vse σi zamenjali z najmanj²o, σk+1.
Tako smo dobili spodnjo mejo za ∥A − B∥2, hitro pa lahko vidimo, da je ta














3.1.2. Metoda najmanj²ih kvadratov. V algoritmu, ki ga bomo predstavili, bomo
re²evali predolo£ene linearne sisteme. To so sistemi z ve£ ena£bami kot neznankami.
V tem podrazdelku bomo spoznali, kako si pri re²evanju takega problema po metodi
najmanj²ih kvadratov lahko pomagamo s singularnim razcepom.
Imamo matriko A ∈ Rm×n in vektor b ∈ Rm, kjer je m ≥ n. Re²ujemo sistem
Ax = b.
Ta v splo²nem nima re²itve, zato i²£emo tak vektor x ∈ Rn, da bo ostanek r =
∥Ax − b∥2 minimalen. Tak problem imenujemo problem najmanj²ih kvadratov ter
re£emo, da x re²i sistem po metodi najmanj²ih kvadratov.
Vsi vektorji oblike Ax leºijo v podprostoru Im(A), zato i²£emo vektor iz tega
podprostora, ki najbolje aproksimira dan vektor b. Geometrijsko vidimo, da je tak
vektor y ravno pravokotna projekcija vektorja b na podprostor Im(A).
Slika 2. Pravokotna projekcija b na podprostor Im(A).
V dokazu izreka 3.3 smo opazili, da nam podprostor Im(A) razpenjajo stolpci ma-
trike U1. Torej bomo iskali njihovo £imbolj²o linearno kombinacijo: y =
∑︁r
i=0 αiui =
U1α. Kot vidimo na zgornji sliki, je to pravokotna projekcija na podprostor, ki ga
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ti vektorji dolo£ajo. To pomeni, da mora biti ostanek U1α − b pravokoten na bazo
podprostora U1. Dobimo ena£bo
UT1 (U1α− b) = 0.
Ker je U1 matrika z ortonormiranimi stolpci, lahko ena£bo preoblikujemo do α =






















3.2. Uporaba singularnega razcepa za u£enje. V tem podrazdelku bomo poka-
zali, kako se teorija, ki smo jo predstavili, uporabi za prepoznavanje ro£no napisanih
²tevk. Predstavili bomo idejo iskanja podprostorov, v katerih se nahajajo slike po-
sameznih ²tevk ter pokazali uporabnost singularnega razcepa na problemu, ki ga
obravnavamo. Ogledali si bomo tudi slike dominantnih singularnih vektorjev posa-
meznih ²tevk. Vir za ta podrazdelek je [1, poglavje 10].
Podatke bomo pripravili tako, da bomo vsako sliko ²tevke oziroma matriko X ∈
R28×28 iz na²e u£ne mnoºice po stolpcih zloºili v vektor x ∈ R784,







Za i ∈ {0, 1, . . . , 9} bomo definirali matrike A(i) ∈ Rm×ni in v njih po stolpcih zloºili
vektorje ustreznih ²tevk iz na²e u£ne mnoºice. Z x(i)j bomo ozna£ili j-ti vektor, ki
predstavlja ²tevko i. tevilo vrstic matrike A(i) je torej enako dolºini vektorjev, ki
predstavljajo stolpce v na²i matriki, to je m = 784, ni pa je enak ²tevilu u£nih





2 · · · x(i)ni ].




, v katerih se nahajajo vsi
na²i u£ni primeri. Ker stolpci posamezne matrike A(i) predstavljajo isto ²tevko,
lahko sklepamo, da med seboj niso linearno neodvisni. Za posamezno matriko A(i)
si lahko predstavljamo, da je A(i) = A+N , kjer je A neka matrika majhnega ranga,
ki vsebuje podatke, ki so stolpcem skupni, N pa napaka, ki vsebuje odstopanja. Nas
bo zanimala ta matrika niºjega ranga, ki nam bo podala 10 podprostorov, ki bodo




. Zniºanje dimenzije teh prostorov je
poleg odstranitve napakeN pomembno tudi zato, da se nam podprostori posameznih
²tevk med seboj ne prekrivajo. Tako bomo lahko za vsako neznano ²tevko ugotovili,
kateremu izmed teh podprostorov je najbliºje oziroma v katerem podprostoru jo
lahko najbolj²e aproksimiramo.
Za vsako ²tevko torej ºelimo najti neko ortogonalno bazo manj²e dimenzije, s
katero bomo lahko dobro aproksimirali vse slike te ²tevke. Iz izreka 3.7 vemo, da





iz dokaza izreka 3.3 pa vidimo, da nam bazo podprostora Im(A) razpenja ravno
prvih nekaj singularnih vektorjev matrike A, torej prvih nekaj stolpcev matrike U
iz singularnega razcepa A = UΣV T . e torej ta dva izreka poveºemo, ugotovimo,
da bazo podprostora dimenzije k, ki najbolje aproksimira ²tevke v matriki A(i),
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sestavlja prvih k levih singularnih vektorjev te matrike. Za vsako posamezno ²tevko
i ozna£imo ta podprostor z U (i) in matriko njegovih baznih vektorjev z U(i).
Poglejmo si nekaj singularnih vektorjev, pretvorjenih nazaj v slike. Na sliki 3
Slika 3. Prvi singularni vektorji posameznih matrik A(i).
lahko opazimo delovanje izreka 3.7 za k = 1 v praksi. Prvi singularni vektorji res
dobro aproksimirajo podprostore posameznih ²tevk v eni dimenziji  njihove slike
izgledajo kot primeri lepo napisanih ²tevk. Na sliki 4 vidimo prvih nekaj singularnih
Slika 4. Prvih 5 singularnih vektorjev matrike A(2).
vektorjev matrike A(2). Kot smo opazili ºe na prej²nji sliki, izgleda prvi singularni
vektor kot nek lep primer dvojke, naslednji pa nas morda malo presenetijo  na
njih vidimo le senco ²tevke 2. To lahko pojasnimo z ortogonalnostjo singularnih
vektorjev in s tem, da mora drugi singularni vektor vsebovati £im ve£ informacij, ki
jih prvi nima.
tevilo singularnih vektorjev, ki jih bomo vzeli za uporabo v na²em algoritmu,
bomo dolo£ili glede na velikost singularnih vrednosti v Σ. Vzeli bomo tiste, ki
bodo sovpadali z dovolj velikimi singularnimi vrednostmi, ko pa se bodo te znatno
zmanj²ale, nas vektorji ne bodo zanimali ve£. Na levi strani slike 5 vidimo graf
prvih 50 singularnih vrednosti u£nih matrik vseh ²tevk, na desni strani pa smo graf
²e malo pribliºali, da laºje vidimo, pri kateri vrednosti bi bilo vektorje smiselno
odrezati. Iz slike sklepamo, da je to nekje med dvajseto in petintrideseto singularno
vrednostjo, nato pa s testiranjem ugotovimo, da je najbolj²a natan£nost doseºena
z izbiro triindvajsetih baznih vektorjev za predstavitev posameznih podprostorov
²tevk.
10
Slika 5. Prvih 50 singularnih vrednosti vseh matrik A(i).
Med testiranjem natan£nosti pri razli£nem ²tevilu izbranih singularnih vektorjev
vidimo, da ºe pri izbiri samo enega singularnega vektorja algoritem pravilno pre-
pozna kar 81,84% testnih slik. Ko ²tevilo vektorjev pove£amo na 5, se natan£nost
dvigne na 92,63%, pri k = 10 pa je algoritem to£en ºe na 94,85% testnih pri-
merov. Najve£jo natan£nost doseºemo pri triindvajsetih singularnih vektorjih, tu
zna²a 95,85%. e pa ²e nadaljujemo z vi²anjem dimenzije podprostorov ²tevk, se
nam za£ne natan£nost zniºevati  pri k = 50 je pravilno karakteriziranih ²e 95,14%
²tevk, pri k = 100 pa le ²e 92,86%. Razloge za take rezultate bomo spoznali v
podrazdelku 3.4.
3.3. Dolo£anje novih ²tevk. Spoznali bomo, kako lahko, ko enkrat s pomo£jo u£-
nih primerov dolo£imo podprostore U (i), za neko nepoznano sliko ugotovimo, katero
²tevko predstavlja.
Za novo sliko, ki bo podana kot vektor z ∈ R784, moramo ugotoviti, v katerem
izmed podprostorov U (i) jo lahko najbolj²e aproksimiramo. Za vsako ²tevko i bomo
z predstavili kot linearno kombinacijo stolpcev U(i). Re²ujemo problem U(i)α = z
za α ∈ Rk. Ker je k < 784, je to predolo£en sistem, ki se ga bomo lotili z metodo
najmanj²ih kvadratov  minimizirali bomo razdaljo med z in najbolj²o linearno












V podrazdelku 3.1.2 smo ugotovili, da do neznanih koeficientov α pridemo s pro-
duktom α = UT(i)z, najbolj²a aproksimacija vektorja z v posameznih podprostorih je









Za laºjo predstavo si lahko pogledamo sliko 6.
Ko izra£unamo razdalje ri do vseh desetih podprostorov, z klasificiramo kot tisto
²tevko i, za katero je ri najmanj²a.
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Slika 6. Pravokotna projekcija nove ²tevke.
3.4. Interpretacija rezultatov. Poglejmo si, kako izgledajo aproksimacije slik v
razli£nih podprostorih. Na sliki 7 vidimo eno izmed testnih slik ²tevke 5 (levo),
predstavljeno v bazi ²tevk 1, 5 in 6. Takoj se vidi, da je slika najbolje aproksimirana
z bazo U(5), kar prepozna tudi algoritem.
Slika 7. Slika ²tevke 5 aproksimirana z bazami U(1), U(5) in U(6).
Na sliki 8 vidimo aproksimacijo ene izmed testnih slik ²tevke 4 z uporabo raz-
li£nega ²tevila singularnih vektorjev. Levo zgoraj vidimo sliko, ki jo nato po vrsti
predstavimo v bazah dimenzije 1, 5, 10, 15, 23, 50 in 100. Vidimo lahko, da so
projekcije v prostorih ve£jih dimenzij vedno bolj²e. Zakaj je potem natan£nost al-
goritma pri stotih baznih vektorjih slab²a kot pri triindvajsetih?
Slika 8. Slika ²tevke 4 aproksimirana v bazah razli£nih dimenzij.
Odgovor na to vpra²anje nam poda slika 9. Levo zgoraj je slika testne ²tevke 3,
ki je nato v zgornji vrstici aproksimirana v podprostoru dimenzije 100, po vrsti v
bazi ²tevk 1, 3 in 5, v spodnji vrstici pa z bazami istih ²tevk, vendar dimenzije 23.
Omenili smo ºe, da je pomembno, da so podprostori posameznih ²tevk dovolj nizkih
dimenzij, da se med seboj ne prekrivajo  tukaj to vidimo na prakti£nem primeru.
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Pri dimenziji 100 bo aproksimacija lahko dobra tudi v bazi napa£ne ²tevke, mogo£e
celo bolj²a. To testno sliko je algoritem, ki je uporabil 100 singularnih vektorjev,
zmotno prepoznal kot ²tevko 5. e pa smo matriko U odrezali po triindvajsetem
vektorju, pa slike v bazi ²tevke 5 ni mogel lepo aproksimirati, tako da je pravilno
dolo£il, da gre za ²tevko 3.
Slika 9. Slika ²tevke 3 aproksimirana v bazi ²tevk 1, 3 in 5 dimenzije
100 (zgoraj) in dimenzije 23 (spodaj).
3.5. Algoritem za karakterizacijo ²tevk s singularnim razcepom. V tem po-
drazdelku povzemimo zgornje ugotovitve ter podajmo algoritma za dolo£anje ²tevk
z uporabo singularnega razcepa  enega za u£enje na u£nih podatkih ter drugega za
dolo£anje slik neznanih ²tevk s podatki, ki nam jih vrne prvi algoritem.
Pa si najprej oglejmo prvega:
Algoritem 1 Konstrukcija podprostorov posameznih ²tevk.
Vhod: A = {A(i) −matrika u£nih ²tevk; i ∈ {0, 1, . . . 9}}, ²tevilo d - ºelena
dimenzija podprostorov.
Izhod: U = {U(i) − baza za ²tevko i dimenzije d; i ∈ {0, 1, . . . 9}}.
function u£enje(A, d)
U = {}
for i ← 1 to 10 do
A(i) = UsvdΣV
T ▷ Izra£unamo singularni razcep za A(i).




Ko imamo enkrat dolo£ene baze podprostorov, jih skupaj z neznanim vektorjem
slike ²tevke podamo drugemu algoritmu, ki nam bo vrnil vrednost, ki jo ta slika
predstavlja.
13
Algoritem 2 Dolo£anje nove ²tevke.
Vhod: vektor z, ki predstavlja sliko neznane ²tevke,
U = {U(i) − baza za ²tevko i dimenzije d; i ∈ {0, 1, . . . 9}}.
Izhod: ²tevka c, ki jo predstavlja z.
function dolo£i ²tevko(z, U)
c = 11
rmin = Inf
for i ← 1 to 10 do
r =
⃦⃦⃦
z − U(i) · UT(i) · z
⃦⃦⃦
2
▷ Razdalja med z in U (i).
if r < rmin then







Drug na£in dolo£anja ²tevk, ki ga bomo predstavili, uporablja nevronske mreºe.
To je model strojnega u£enja, ki deluje po vzorcu £love²kih moºganov - odlo£itve
sprejema na podlagi ve£ podatkov, ki jih glede na izku²nje ozna£i kot bolj ali manj
pomembne. Glavni vir za celotno poglavje o nevronskih mreºah je [5].
4.1. Osnove nevronskih mreº. V tem podrazdelku bomo zaradi laºjega razume-
vanja najprej predstavili osnovni model nevrona, perceptron. Nato bomo pogledali,
kako se ve£ nevronov povezuje v mreºo in perceptron prilagodili za potrebe optimi-
zacije celotne mreºe.
4.1.1. Perceptron. Najbolj osnovni model nevrona imenujemo perceptron. Sprejme
nekaj binarnih vhodov, (x0, x1, . . . , xn) =: x, ki jim priredi razli£no pomembnost,
tako da vsakemu doda svojo uteº (w0, w1, . . . , wn) =: w. Re£emo, da se nevron
sproºi, £e je
∑︁





j wjxj > prag
0;
∑︁
j wjxj ≤ prag
.
Na sliki 10 je grafi£ni prikaz perceptrona. Predstavljamo si lahko, da je vsaka pu²£ica
na levi strani opremljena z uteºjo wi.
Slika 10. Grafi£ni prikaz perceptrona.
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Zgornji zapis lahko ²e poenostavimo. Se²tevek zapi²emo kot skalarni produkt
vhoda x in uteºi w, prag pa prestavimo na drugo stran ena£be. V takem zapisu




1; wT · x+ b > 0
0; wT · x+ b ≤ 0 .
4.1.2. Povezovanje nevronov v mreºe. Da lahko prihajamo do bolj kompleksnih od-
lo£itev, ve£ nevronov poveºemo v mreºo, kjer se vsak naslednji sloj odlo£a na podlagi
odlo£itev prej²njega. Prvi sloj so na²i vhodni podatki, zadnji nam pove ºeleno od-
lo£itev, vmes pa imamo poljubno ²tevilo poljubno velikih skritih slojev. Pri u£enju
sistema ostaja zgradba vedno ista, spreminjamo pa vrednosti uteºi in odmikov.
Na sliki 11 vidimo grafi£ni prikaz nevronske mreºe, ki sprejme tri vhodne podatke,
vmes imamo dva skrita sloja, sestavljena iz 4 in 3 nevronov, izhodni sloj pa nam v
tem primeru poda dve vrednosti.
Slika 11. Preprosta nevronska mreºa s primeri oznak uteºi in odmikov.
Na sliki 11 vidimo tudi, kako bomo v mreºi ozna£evali uteºi in odmike posameznih
nevronov. Z zgornjim indeksom bomo ozna£ili sloj, v katerem se uteº oziroma
odmik nahaja, spodnji indeks pri odmiku bo povedal, kateremu nevronu v tem sloju
pripada, pri uteºi pa bomo kot spodnji indeks zapisali dve ²tevili, ki bosta povedali,
kateremu nevronu v tem sloju uteº pripada in s katerim nevronom prej²njega sloja
ga povezuje. Torej, bℓi ozna£uje i-ti nevron ℓ-tega sloja, w
ℓ
ij pa uteº, ki povezuje j-ti
nevron (ℓ− 1)-vega sloja z i-tim nevronom ℓ-tega sloja. Ko bomo opazovali celotni
sloj ℓ, bo vektor odmikov ozna£en z bℓ in matrika uteºi z W ℓ.
Vsak sloj nevronske mreºe ℓ = 1, . . . , L, kjer je L + 1 ²tevilo slojev v mreºi,
izra£una vrednosti zℓ = W ℓ · zℓ−1 + bℓ, vhodni sloj pa je enak vhodnim podatkom
z0 = x. Izhod mreºe je enak izhodu zadnjega sloja nevronov, kar zapi²emo kot
z(x) = zL.
Na²a mreºa bo sestavljena iz 784 vhodnih nevronov, vsak bo sprejel nivo sivine
piksla na dolo£enem mestu slike. tevilo in velikost skritih slojev bomo dolo£ili
empiri£no, izhodni sloj pa bo vseboval 10 nevronov, od katerih bo vsak predstavljal
eno ²tevko in nam vrnil odlo£itev, ali je vhodna ²tevka enaka tej ali ne.
4.1.3. Aktivacijske funkcije. Osnovna naloga aktivacijske funkcije je, da dolo£i, ali
se nevron sproºi oziroma aktivira. Pri perceptronu nam torej pove, ali bo izhod
enak 1 ali 0. Zaradi le dveh moºnih izhodov jo imenujemo kora£na funkcija. Kot
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smo ºe omenili, bomo mreºo u£ili tako, da bomo spreminjali vrednosti uteºi in
odmikov. Sproti bomo gledali izhode ter uteºi in odmike prilagajali sorazmerno
razliki med dejanskim in ºelenim izhodom. Za potrebe optimizacije ºelimo, da bi
majhna sprememba uteºi ali meje povzro£ila majhno spremembo v izhodu, zato
ºelimo izhod posameznega nevrona podati kot zvezno oziroma kot zvezno odvedljivo
funkcijo. Pri perceptronih ni tako, saj je zaradi le dveh moºnih izhodov sprememba
takoj, ko se zgodi, zelo velika. Tako lahko majhna sprememba uteºi enega nevrona
mo£no vpliva na ves preostanek mreºe ter nam onemogo£i postopno prilagajanje
celotne mreºe. Zato bomo izhod nevrona definirali druga£e.
Namesto binarnega izhoda nevrona bomo izra£unali ²tevilo z = wT · x + b in ga
opremili z neko aktivacijsko funkcijo f(z). Izhod nevrona, opremljen z aktivacijsko
funkcijo, bomo ozna£ili z y(x) = f(z(x)). Najpreprostej²a re²itev, s katero pridemo
do zveznosti, je linearna funkcija. Vendar pa ima ta nekaj pomanjkljivosti. V
poglavju 4.2.1 bomo videli, da pri u£enju uporabljamo odvod aktivacijske funkcije,
ki pa je pri linearni funkciji konstanten ter tako neodvisen od vhoda mreºe. Prav tako
pridemo z uporabo linearne aktivacijske funkcije do teºave, £e pogledamo celotno
mreºo. Vsak sloj namre£ izra£una uteºeno vsoto izhodov prej²njega sloja, ki je bil
tudi aktiviran z linearno funkcijo. Tako je tudi izhod mreºe linearna kombinacija
vhodov mreºe. Ne glede na to, koliko slojev bi mreºa imela, nam bi tako lahko vedno
vrnila le re²itev linearnega problema.
Pri na²em problemu bomo uporabili eno izmed najve£krat uporabljenih aktivacij-










e−z + 1− 1
1 + e−z
= σ(z)(1− σ(z)).
Slika 12. Primerjava kora£ne in sigmoidne funkcije.
Na sliki 12 vidimo primerjavo kora£ne in sigmoidne funkcije. Sigmoidna funkcija
je zglajena kora£na funkcija. Obe nam izhod nevrona skr£ita na interval [0, 1].
Ko je z zelo majhno ali zelo veliko ²tevilo, sta izhoda obeh aktivacijskih funkcij
podobna, veliko razliko med sigmoidnim nevronom in perceptronom opazimo le, ko
je absolutna vrednost z majhna.
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Namesto sigmoidne funkcije bi lahko vzeli tudi kak²no drugo gladko funkcijo, ki
bi ustrezala pogojem, ki smo jih na²teli zgoraj.
Vir za podrazdelek o aktivacijskih funkcijah je [7].
4.2. U£enje mreºe. V tem podrazdelku bomo opisali postopek u£enja mreºe, de-
finirali cenilko napake sistema, ki jo bomo ºeleli minimizirati, ter opisali postopek
iskanja minimuma te funkcije. Vira za ta razdelek sta [2, poglavje 9] in [5].
Na²a mreºa ima za vhodni sloj 784 nevronov, en skrit sloj s stotimi nevroni,
izhodni sloj pa ima 10 nevronov, izmed katerih vsak dolo£a eno ²tevko. elimo, da
bo vrednost nevrona, ki pripada ²tevki, ki smo jo vstavili v mreºo, znatno ve£ja od
ostalih.
U£enje na²e mreºe se bo za£elo tako, da bomo naklju£no dolo£ili vse uteºi in
odmike, prav tako bomo med seboj pome²ali u£ne primere, saj ne ºelimo, da vrstni
red primerov ali inicializacija uteºi in odmikov vpliva na u£enje. Dolo£ili jih bomo
v skladu s standardno normalno porazdelitvijo.
Sedaj pride na vrsto glavna ideja nevronskih mreº. Glede na izku²nje (v na²em
primeru na slike, za katere vemo, katere ²tevke predstavljajo) bomo prilagajali uteºi
in odmike, tako da bo izhod mreºe £im bliºje ºeleni vrednosti: nevron, ki predstavlja
vrednost vhodne ²tevke, ima izhod 1, vsi ostali pa 0. Da lahko ocenimo, kako dobro
se je trenutni sistem z uteºmiW = {W 1, . . . ,WL} in odmiki b = {b1, . . . , bL} odrezal





kjer je ax ºeleni izhod (npr. ax = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0] za x, ki predstavlja ²tevko
4), y(x) pa je dejanski izhod trenutnega sistema pri vhodu x. Najprej bomo za ce-
nilko napake vzeli najbolj osnovno moºnost, kar kvadratno normo napake, na pod-
lagi katere bomo izpeljali postopek u£enja, v podpoglavju 4.2.5 pa bomo predstavili
moºno izbolj²avo z drugo izbiro cenilke.
Ker napake ne bomo gledali le na posameznih primerih, jo posplo²imo na napako








Vidimo, da je funkcija C nenegativna ter da je blizu 0 natanko tedaj, ko je trenu-
tni izhod sistema blizu ºelenem izhodu. elimo najti take uteºi in odmike, da bo
C(W, b) ≈ 0. Ker je funkcija nenegativna, bomo iskali njen globalni minimum, za
mnoºico M pa vzamemo vse u£ne primere (n = 60.000).
Minimuma ne moremo iskati analiti£no, saj je C komplicirana funkcija z veliko
spremenljivkami. e £e bi za na² sistem vzeli samo en vmesni sloj z 10 nevroni, bi
imel cel sistem 784×10+10×10 = 7940 uteºi ter 20 odmikov, torej bi bila C funkcija
7960 spremenljivk. V praksi so mreºe lahko ²e mnogo ve£je, zato bi bil analiti£ni
pristop znatno prepo£asen. Uporabili bomo algoritem imenovan gradientni spust.
4.2.1. Gradientni spust. Ideja gradientnega spusta je, da postopoma potujemo po
ploskvi, ki jo dolo£a funkcija C ter se na vsakem koraku premaknemo v tisto smer,
v katero se vrednost funkcije najbolj zmanj²a. Vemo, da funkcija najhitreje pada v
nasprotni smeri gradienta ∇C.
Posebej bomo ozna£ili gradient, ki vsebuje parcialne odvode po uteºeh ℓ-tega sloja














⎤⎥⎥⎦ , ∇bℓC = [︃∂C∂bℓ1 , ∂C∂bℓ2 , · · ·
]︃
.
Nabora gradientov po vseh slojih bomo ozna£ili z ∇wC = {∇w1C, . . . ,∇wLC} in
∇bC = {∇b1C, . . . ,∇bLC}.
Gradient bomo izra£unali po metodi vzvratnega raz²irjanja napake, opisani v pod-
poglavju 4.2.2.
S takim postopkom se nam lahko zgodi, da najdemo lokalni minimum in v njem
obti£imo ter globalnega sploh ne najdemo. To lahko delno re²imo s prilagajanjem
hitrosti u£enja oziroma z dolºino koraka, ki ga naredimo v smeri gradienta. Pa-
rameter, ki nam bo dolo£al, za koliko se v izbrano smer premaknemo, imenujemo
stopnja u£enja. Izberemo si nek majhen η > 0, s katerim bomo pomnoºili gradiente,
da dobimo premika ∆W = −η∇wC in ∆b = −η∇bC. Pomembno je, da si za η
izberemo dovolj majhno ²tevilo, da minimuma ne presko£imo. Prav tako pa si ne
smemo izbrati premajhnega ²tevila, saj je lahko tako u£enje prepo£asno. Ko imamo
izra£unane vse parcialne odvode, uteºi in odmike posodobimo po pravilu
W = W − η∇wC; b = b− η∇bC.
e moramo za izra£un smeri vsakega koraka £ez vse u£ne primere, je na² algo-
ritem zelo po£asen. Pomagali si bomo z idejo, da zelo natan£en izra£un najbolj²e
smeri, oziroma hojo po povsem najkraj²i poti, zamenjamo za ve£ hitrej²ih korakov
v pribliºno pravo smer. Tak postopek imenujemo stohasti£ni gradientni spust, kar
pomeni spust v pribliºno pravi smeri gradienta. Poteka tako, da gradienta ne izra-
£unamo na podlagi vseh u£nih primerov, ampak vzamemo naklju£ne manj²e pakete







njen gradient, izra£unan na podlagi posameznega paketa, pa je pribliºek najbolj²e
smeri proti minimumu. Po vsakem izra£unu ustrezno popravimo uteºi in odmike ter
ponavljamo ra£unanje in popravljanje na manj²ih paketih, dokler ne pridemo £ez
celotno u£no mnoºico.
4.2.2. Vzvratno raz²irjanje napake. Gradient bomo izra£unali s postopkom imeno-
vanim vzvratno raz²irjanje napake. Za za£etek ponovimo, kako ozna£ujemo uteºi in
odmike posameznih nevronov ter dodajmo oznake izhodom. Torej, bℓi ozna£uje i-ti
nevron ℓ-tega sloja, wℓij pa uteºi povezavo med j-tim nevronom (ℓ − 1)-vega sloja
in i-tim nevronom ℓ-tega sloja. Vektor odmikov celotnega sloja ℓ je ozna£en z bℓ,
matrika uteºi tega sloja pa z W ℓ. Uteºene vsote na ℓ-tem sloju mreºe ozna£imo z





dolo£imo, da je sigmoidna funkcija na vektorju uporabljena po komponentah, lahko





Definirajmo operacijo, ki jo bomo uporabili v nadaljevanju, imenovano Hadamar-
dov produkt. Predstavlja mnoºenje po komponentah:
(x ◦ y)j = xj · yj.
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Vpeljimo ²e oznako za uporabo zunanjega produkta dveh vektorjev: (x∧y)ij = xi ·yj.
Zaradi preglednosti bomo skalarni produkt v nadaljevanju ozna£ili z ⟨x, y⟩.
Ozna£imo z L izhodni sloj mreºe, z m pa velikost enega paketa. Cenilka napake,















Kot se²tevek napak posameznih primerov smo jo zapisali zato, ker bomo v nadaljeva-
nju izpeljali gradient za posamezen vhod x. Kot vidimo, je potem izra£un za celotni




teh izra£unih bomo ax ozna£evali kot a, ki je konstanten za vsak posamezen primer.





za i = 0, · · · , nℓ in za j = 0, · · · , nℓ−1, pri vsakem ℓ = 1, . . . , L, kjer je nℓ + 1
²tevilo nevronov v ℓ-tem sloju. Za izpeljavo teh bomo izra£unali parcialne odvode


































Parcialni odvodi po odmikih so enaki odvodom po zℓi , torej sta tudi gradienta enaka,
gradient po uteºeh pa lahko vektorsko zapi²emo kot zunanji produkt:
(2) ∇bℓCx = ∇zℓCx in ∇wℓCx = ∇zℓCx ∧ yℓ−1.





























)︁ · σ′ (︁zLi )︁ .
Rezultat lahko vektorsko zapi²emo z uporabo Hadamardovega produkta,
(3) ∇zLCx =
(︁
yL − a)︁ ◦ σ′ (︁zL)︁ .
e poleg (3) uporabimo ²e ena£bo (2), dobimo
∇bLCx =
(︁
yL − a)︁ ◦ σ′ (︁zL)︁ in ∇wLCx = (︁(︁yL − a)︁ ◦ σ′ (︁zL)︁)︁ ∧ yL−1.
Za izra£un uteºi in odmikov iz prej²njih slojev pa pride na vrsto glavna ideja tega
postopka. Za£eli smo pri izra£unih parcialnih odvodov zadnjega sloja, ko pa te
poznamo, se premikamo proti prvemu sloju. Cenilka napake ni neposredno odvisna
od zℓi , so pa od izhoda vsakega nevrona ℓ-tega sloja odvisne vse uteºene vsote (ℓ+
1)-vega sloja, zato gradient ra£unamo veriºno. Uvedemo ²e novo oznako wℓ(i), ki















































)︁T · ∇zℓ+1Cx)︂ ◦ σ′ (︁zℓ)︁








)︁T · ∇zℓ+1Cx)︂ ◦ σ′ (︁zℓ)︁)︂ ∧ yℓ−1 = ∇bℓCx ∧ yℓ−1.
Zdaj imamo izra£unane vse parcialne odvode ter gradiente izraºene z matri£nimi
izra£uni, ki jih lahko v Pythonu u£inkovito implementiramo s knjiºnico numpy.
4.2.3. Ponavljanje u£enja in validacija. Tako kot si ljudje pri u£enju posamezne po-
datke pogledamo ve£krat, je smiselno tudi, da mreºi ve£krat pokaºemo iste u£ne
primere. Algoritmu gradientni spust bomo dodali parameter p, ki nam bo po-
vedal, kolikokrat bomo ponovili osnovni algoritem. Pred vsako ponovitvijo bomo
primere preme²ali in imeli tako v paketih vsaki£ druga£ne kombinacije. Zanimivo bi
bilo opazovati, kako se natan£nost mreºe spreminja z vsako ponovitvijo. V ta na-
men vpeljemo mnoºico validacijskih podatkov. Dobimo jih tako, da razdelimo u£no
mnoºico. V na²em primeru bomo iz nje vzeli 10000 validacijskih primerov, tako da
nam bo ostalo 50000 u£nih. Sledenje napredovanju u£enja mreºe nam pomaga, da
ga lahko potem sproti prilagajamo.
Z validacijskimi podatki bomo po vsaki ponovitvi lahko preverili, kako bi se mreºa
obnesla pri dolo£anju ²tevk, ki jih ni videla med u£enjem. Po vsaki kon£ani pono-
vitvi gradientnega spusta bomo izra£unali, kak²en procent validacijskih primerov
mreºa pravilno dolo£i. e bo natan£nost padla oziroma se ºe nekaj ponovitev ne
bo izbolj²evala, imamo ve£ moºnosti, kako lahko u£enje prilagodimo. e je na²a
stopnja u£enja prevelika, je moºno, da je razlog za zmanj²anje natan£nosti preska-
kovanje minimuma cenilke napake. V tem primeru jo lahko pred nadaljevanjem
u£enja zmanj²amo za nek faktor. To sprotno spreminjanje stopnje u£enja nam omo-
go£i tudi to, da na za£etku za η izberemo veliko ²tevilo, kar pospe²i za£etno u£enje
ter nam zmanj²a moºnost zatikanja v lokalnih minimumih. Ko se nato minimumu
hitro pribliºamo z ve£jimi koraki, jih zmanj²amo, da smo pri nadaljnjem u£enju bolj
natan£ni in s tem prepre£imo preskakovanje. V £lanku [10, razdelek 5.3] vidimo,
da je sprotno zmanj²evanje velike za£etne stopnje u£enja na preprostih podatkih
doseglo pribliºno isto natan£nost kot konstantno majhna stopnja u£enja. Ko pa so
podatkom dodali ²um, pa se je sistem s prilagodljivo stopnjo u£enja na teh kom-
pleksnej²ih podatkih odzval bolje. Vidimo, da je to zato, ker se je manj prilagodil
podatkom, ki so vsebovali ²um.
Lahko pa je razlog za zmanj²anje natan£nosti tudi to, da se je mreºa za£ela pre-
komerno prilagajati u£ni mnoºici. Videli smo, da ima lahko nevronska mreºa zelo
veliko ²tevilo parametrov, ki jih prilagajamo dosti manj²emu ²tevilu u£nih prime-
rov. e naredimo veliko ponovitev, lahko to vodi do prevelikega prilagajanja u£nim
podatkom in posledi£no manj²e natan£nosti na nepoznanih primerih. Intuitivno to
pomeni, da se mreºa nau£i prepoznavati podrobnosti u£nih podatkov, ki pa nato
zameglijo bistvene lastnosti, ki so skupne celotni mnoºici in nas zares zanimajo. e
natan£nosti z zmanj²anjem stopnje u£enja ne moremo ve£ izbolj²ati, je bolje, da
u£enje predhodno prekinemo, saj bi z nadaljnjim u£enjem lahko samo ²e pove£ali
pristranskost mreºe glede na u£ne podatke.
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Poleg te izbolj²ave u£enja pa je drug razlog za vpeljavo validacijskih podatkov
²e pomembnej²i. Kot smo lahko ºe opazili, moramo pred za£etkom u£enja dolo£iti
vrednosti nekaterim parametrom. Ve£ o tem bomo povedali v podrazdelku 4.3, zaen-
krat samo povejmo, zakaj pri prilagajanju nujno potrebujemo validacijske podatke.
Izbrati ºelimo take vrednosti parametrov, da bo mreºa z njimi delovala najbolje.
Te sicer izberemo sami, vendar je od izbire odvisno kon£no delovanje mreºe, zato
ta postopek ²e vedno spada pod u£enje. Ker ºelimo, da nam testni podatki povejo,
kako mreºa deluje na povsem novih podatkih, jih ob izbiri parametrov ne smemo
upo²tevati. V nasprotnem primeru bi lahko parametre prilagodili testnim podatkom
ter tako na koncu dobili nerealne podatke o natan£nosti. Zato tudi za izbiro najbolj
optimalnih parametrov primerjamo natan£nost mreºe na validacijskih podatkih.
4.2.4. Regularizacija. Prekomerno prilagajanje u£nim podatkom lahko prepre£imo
tako, da pove£amo ²tevilo u£nih podatkov, vendar pa to ponavadi ni mogo£e. Zato
se tega problema lotimo z uporabo regularizacije. To je postopek, ki za ceno ve£je
napake na u£nih podatkih pove£a splo²nost na²e mreºe in s tem natan£nost na ne-
poznanih primerih. Obstaja veliko razli£nih na£inov, mi pa bomo uporabili tehniko,
ki mreºi omeji velikosti uteºi. Ta specifi£en na£in izbolj²a mreºo zato, ker v pri-
meru majhnih uteºi majhna sprememba v podatkih ne bo mogla veliko spremeniti
rezultata. Mreºa se bo u£ila samo skupnih lastnosti, ki se bodo med u£nimi podatki
pojavile velikokrat in bo spregledala podrobnosti posameznih primerov.















kjer z W ozna£imo vse uteºi, ki nastopajo v mreºi, λ pa je stopnja regularizacije, ki
dolo£i, kateri del funkcije se nam zdi bolj pomembno minimizirati, saj bo tako defi-
nirana cenilka poleg napake mreºe upo²tevala tudi velikosti uteºi. e je λ velik, bo
bolj pomembno, da so uteºi majhne, v nasprotnem primeru pa bo bolj pomembna
£im manj²a napaka. Minimizacija te funkcije bo dovolila velike uteºi le, £e bodo te
bistveno izbolj²ale izhod mreºe. S spremembo cenilke se spremenijo tudi parcialni
odvodi v postopku vzvratnega raz²irjanja napake. Ker dodani del ni odvisen od
odmikov, se ∇bℓC ne spremeni. Parcialni odvod dodanega dela C po uteºi w pa
je enak λ
n
w in je neodvisen od vhodnega primera x. Zato lahko v enem koraku
popravljanja uteºi parcialne odvode za posamezne primere ra£unamo po postopku
opisanem v 4.2.1 in 4.2.2, potem pa ob popravljanju uteºi pomnoºimo njihove prej-
²nje vrednosti s koeficientom 1− ηλ
n












Veliki odmiki ne pove£ajo vpliva majhnih sprememb v vhodnih podatkih na izhod
mreºe. Ker uteºi povezujejo dve vrednosti ter se prilagajajo obema, potrebujemo
veliko ve£ podatkov za njihovo natan£no dolo£anje brez prekomernega prileganja,
odmike pa lahko dobro dolo£imo ºe pri veliko manj²em ²tevilu podatkov. Zato smo
regularizirali samo uteºi, odmikom pa dopustimo poljubno velikost. Dodaten vir za
ta podrazdelek je [8].
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4.2.5. Cenilka pre£ne entropije. V prej²njih poglavjih smo izbrali tako cenilko, ki je
bila najbolj²a za razlago matemati£nega ozadja nevronskih mreº, v tem podrazdelku
pa bomo predstavili izbolj²ano verzijo. Vir zanj je [5, poglavje 3].
Sprva smo za cenilko uporabili kvadratno normo napake, vendar pa ima ta eno
veliko pomanjkljivost. Gradient zadnjega sloja nevronov je enak
∇zLCx =
(︁
yL − a)︁ ◦ σ′ (︁zL)︁ .
e pogledamo ²e sliko 12, vidimo, da je sigmoidna funkcija strma pri majhnih ab-
solutnih vrednostih z, pri velikih pa je vedno bolj poloºna  torej je tam σ′(z) lahko
zelo majhen. To povzro£i, da se lahko mreºa dobro u£i, ko so vrednosti zL blizu
0, £e pa je absolutna vrednost komponent zL velika, pa je gradient ∇zLCx majhen.
Posledi£no so majhni tudi popravki uteºi in odmikov, zato se lahko u£enje mo£no
upo£asni.
Do re²itve tega problema lahko pridemo tako, da prilagodimo cenilko. elimo si,
da njen gradient ne bi vseboval odvoda sigmoidne funkcije. Zato uvedemo cenilko
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)︁− aiσ (︁zLi )︁ = yLi − ai.




in lastnost izpeljano v podpoglavju 4.1.3:
σ′ (z) = σ(z)(1 − σ(z)). Vektorski zapis gradienta zadnjega sloja nevronov je torej
ravno razlika med dejanskim in ºelenim izhodom:
(5) ∇zLCx = yL − a,
vse pojavitve sigmoidne funkcije pa so se pokraj²ale. S cenilko pre£ne entropije se
bo mreºa hitreje u£ila takrat, ko bo napaka ve£ja, kar smo si z njeno uvedbo tudi
ºeleli.
Tudi tukaj bomo cenilko napake na paketu P velikosti m definirali kot povpre£je






V algoritmu vzvratnega raz²irjanja napake se spremenijo le izra£uni gradientov
po zadnjem sloju, namesto ena£be (3) uporabimo ena£bo (5), izra£uni vseh ostalih
slojev pa ostanejo enaki. Upo²tevali bomo regularizacijo, zato je tudi popravek uteºi
v gradientnem spustu enak formuli (4).
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4.3. Prilagajanje parametrov. Za razliko od algoritma, ki uporablja singularni
razcep, je pri uporabi nevronskih mreº veliko ve£ dela po ºe napisanem algoritmu.
Pri singularnem razcepu je edini parameter, ki ga moramo ugotoviti empiri£no,
dimenzija podprostorov ²tevk. Ta mora biti seveda naravno ²tevilo, zato lahko
preizkusimo vse smiselne moºnosti  ko pridemo do prevelikih ²tevil, vidimo, da se
natan£nost le ²e zmanj²uje. Pri nevronskih mreºah pa imamo zelo veliko izbir. e
preden za£nemo, moramo dolo£iti ²tevilo slojev in koliko nevronov bo v vsakem od
njih. Poleg tega imamo veliko prilagodljivih parametrov (stopnja u£enja, ²tevilo
ponovitev, velikost paketa, stopnja regularizacije). Prav tako izbiramo med ve£
opcijami za inicializacijo uteºi in odmikov, izbiro aktivacijske funkcije ter funkcije
napake.
Uteºi in odmike najprej naravno inicializiramo s standardno normalno porazde-
litvijo. Tak pristop pomeni, da je porazdelitev uteºene vsote z velikim ²tevilom uteºi
spet normalno porazdeljena, vendar pa je standardni odklon veliko ve£ji. Zato ve-
likost uteºi prilagodimo ²tevilu vhodnih podatkov, torej ²tevilu nevronov v prej²nji
plasti ter vsako uteº delimo s
√
nℓ−1.
V nadaljevanju bomo predstavili, kako s preizku²anjem razli£nih moºnosti empi-
ri£no dolo£imo u£ne parametre. Za£etno dolo£anje velikosti mreºe in parametrov
izvedemo brez sprotnega zmanj²evanja stopnje u£enja in pred£asnega ustavljanja,
da so rezultati bolj primerljivi.
Najprej je potrebno dolo£iti velikost mreºe, seveda pa moramo za to ºe izbrati
vrednosti ostalih parametrov, zato za vsak parameter preizkusimo nekaj vrednosti
in med njimi izberemo smiselne, seveda pa ne nujno optimalne:
η = 0.1, λ = 1, p = 30, m = 10.
Na teh vrednostih primerjamo mreºe razli£nih velikosti. Za£nemo z mreºo brez
vmesnih slojev, ki doseºe natan£nost 92,23%. Potem preizkusimo nekaj mreº z enim
vmesnim slojem velikosti 1, 10, 30 in 100. Pri vmesnem sloju velikosti 1 natan£nost
pade na 20%, saj s tako izbiro mo£no zmanj²amo skupno ²tevilo uteºi v mreºi. Tako
majhna mreºa ni sposobna prepoznati 10 razli£nih ²tevk. Pri rezultatih opazimo, da
tako izbrana mreºa dolo£enih ²tevk nikoli ne vrne. Obti£i torej v nekem lokalnem
minimumu dolo£anja samo parih ²tevk, ki jih sicer ponavadi dolo£i prav, vendar
pa za te ²tevke dolo£a tudi preostale. Pri ve£jem ²tevilu nevronov v skritem sloju
je natan£nost vedno ve£ja. Kon£na natan£nost (na validacijskih podatkih) je pri
mreºi z vmesnim slojem velikosti 10 enaka 92,87%, pri sloju s 30 nevroni doseºemo
ºe 96,24% natan£nost, pri velikosti 50 je natan£nost 97,06%, pri 75 se dvigne na kar
97,59%, mreºa s skritim slojem s 100 nevroni pa po zadnji ponovitvi u£enja pravilno
dolo£i ²e malo ve£, 97,85% primerov iz validacijske mnoºice. U£enje je upodobljeno
na grafu na sliki 13, kjer opazujemo, kak²na je natan£nost karakterizacije ²tevk iz
validacijske mnoºice po posameznih ponovitvah. Za bolj²o preglednost smo sloj z
enim samim nevronom izpustili.
Za tem preizkusimo dva vmesna sloja. Vzamemo kombinacije slojev istih veliko-
sti kot zgoraj. Bolje od mreºe z enim vmesnim slojem se ne odreºe nobena mreºa,
pribliºno isto natan£nost doseºeta mreºi z dvema slojema velikosti 75 in 100, vendar
pa za u£enje potrebujeta skoraj dvakrat toliko £asa, kot mreºi z enim slojem iste
velikosti. Tudi za tri skrite sloje kombiniramo sloje z deset do sto nevroni. Na-
tan£nost se ²e vedno ne izbolj²a, se pa mo£no pove£a £as u£enja, zato mreº s ²e ve£
sloji ne bomo preizku²ali. V nadaljevanju bomo podrobneje analizirali mreºo z enim
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Slika 13. Primerjava natan£nosti po posameznih ponovitvah pri
enem vmesnem sloju razli£nih velikosti.
vmesnim slojem velikosti 100. Na tej mreºi bomo poskusili natan£nost ²e izbolj²ati
z izbiro bolj optimalnih parametrov u£enja.
4.3.1. Stopnja u£enja. Kot smo povedali ºe v razdelku 4.2.1, nam premajhna sto-
pnja u£enja povzro£i po£asno u£enje, prevelika pa lahko preskakuje minimum. To
lahko vidimo na sliki 14, kjer je prikazana primerjava razli£nih stopenj u£enja
η ∈ {0,001; 0,01; 0,1; 1; 5}.
Slika 14. Primerjava natan£nosti po posameznih ponovitvah pri raz-
li£nih stopnjah u£enja.
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Na sliki 14 vidimo, da je η = 5 ºe zagotovo prevelika, saj natan£nost mo£no ska£e.
Pri η = 1 tudi opazimo nihanje v natan£nosti, vendar ne tako veliko. Vidimo, da
je ta stopnja u£enja najbolj²a do enajste ponovitve, nato pa jo prehiti η = 0,1,
ki po zadnji ponovitvi doseºe 97,85% natan£nost. Manj²i stopnji u£enja pa sicer
natan£nost konstantno izbolj²ujeta, vendar je u£enje veliko po£asnej²e.
Za ²e bolj natan£no odlo£itev si poglejmo ²e nekaj vrednosti med 0,1 in 1: η ∈
{0,1; 0,25; 0,5; 0,5; 1}. Najbolj²o natan£nost, 97,97%, doseºe vrednost η = 0,25,
zato bomo v nadaljevanju dolo£anja optimalnih parametrov, pri £emer si ºelimo
konstantno stopnjo u£enja, uporabili to. V podpoglavju 4.3.4 bomo povedali ve£ o
spreminjanju stopnje u£enja.
4.3.2. Stopnja regularizacije. Pri dolo£anju stopnje regularizacije smo za ve£ vre-
dnosti dobili zelo podobne rezultate. Za λ ≥ 10 so rezultati bistveno slab²i, saj
da funkcija napake preveliko teºo velikostim uteºi, za preizku²ene 0 < λ ≤ 1 pa so
natan£nosti zelo podobne. Za stopnjo regularizacije izberemo vrednost 1.
4.3.3. Velikost paketa. Velikost paketa za razliko od drugih parametrov mo£no vpliva
tudi na hitrost u£enja. Zato pri dolo£anju tega parametra ne bomo gledali samo
na natan£nost ob koncu posameznih ponovitev, ampak bomo spremljali natan£nost
glede na pretekli £as od za£etka u£enja. Preizkusili bomo pakete velikosti 2, 10, 30,
100 in 1000.
Po 300 sekundah najve£jo natan£nost, nad 97%, doseºejo mreºe s paketi velikosti
2, 10 in 30. Maksimalno natan£nost doseºe mreºa s paketom velikosti 10: 97,83%.
Za bolj natan£no dolo£anje primerjajmo ²e nekaj moºnosti: pakete velikosti 5, 8,
10, 12, 15 in 20. Najbolj²o natan£nost glede na £as doseºe mreºa, ki uteºi in meje
posodablja na vsake 12 u£nih primerov. V manj kot 300 sekundah doseºe natan£nost
97,9%.
4.3.4. Ostali parametri. Dolo£iti moramo ²e ²tevilo ponovitev gradientnega spusta,
²tevilo ponovitev brez izbolj²anja natan£nosti, po katerih ºelimo zmanj²ati stopnjo
u£enja, koeficient, s katerim bomo stopnjo u£enja takrat delili ter ²tevilo ponovitev
brez izbolj²anja, po katerih bomo u£enje ustavili.
Dolo£anje ²tevila ponovitev p smo si olaj²ali z uvedbo pred£asnega ustavljanja.
Tako lahko za p vzamemo neko veliko ²tevilo ter se ne ukvarjamo z vpra²anjem, £e
se bo tako na²a mreºa preve£ prilagodila u£nim podatkom  za to bosta poskrbela
regularizacija in pred£asno ustavljanje.
Na sliki 14 vidimo, da se na za£etku mreºa najhitreje u£i pri stopnji u£enja 1,
vendar pa kasneje natan£nost neha nara²£ati. Zato za£nemo z η = 1, nato pa
jo po nekaj ponovitvah zmanj²amo. Preizkusiti moramo ²e, kdaj je najbolje to
spremembo narediti (mejno ²tevilo ponovitev brez izbolj²av natan£nosti  s) in s
kak²nim koeficientom bomo stopnjo u£enja delili (kη).
Po nekaj poskusih ugotovimo, da se natan£nost zelo malo spreminja, ko stopnja
u£enja pade pod 0,1, se pa pred tem skoraj po vsakem zmanj²anju stopnje natan£nost
izbolj²a. Zato bomo natan£nost raje ve£krat delili z manj²im koeficientom. Izberemo
si kη = 2 in s = 5.
Za ²tevilo ponovitev brez izbolj²av, pri katerem bomo u£enje ustavili, bomo vzeli
kar dvokratnik s. To pomeni, da u£enje ustavimo, £e se tudi po zmanj²anju stopnje
u£enja mreºa ne izbolj²a ²e naslednjih s ponovitev. e manj²anje stopnje ne pomaga,
bi bilo nesmiselno to ²e enkrat ponoviti.
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4.4. Rezultati kon£ne mreºe. Po izvedbi postopka iz poglavja 4.3 smo za kon£no
mreºo izbrali mreºo z enim skritim slojem s 100 nevroni z za£etnimi u£nimi parametri
η = 1, λ = 1, velikostjo paketa 12, kateri zmanj²amo stopnjo u£enja na polovico
po 5 ponovitvah brez izbolj²av. U£enje prekinemo, £e se natan£nost ne izbolj²a
v 10 ponovitvah, £e pa do tega ne pride, pa jo u£imo maksimalno 50 ponovitev.
Upodobitev u£enja vidimo na sliki 15.
Slika 15. U£enje mreºe pri kon£ni izbiri parametrov.
Do zmanj²anja stopnje u£enja pride po ²tiriintrideseti in ²estin²tirideseti pono-
vitvi (na grafu sta zaradi za£etka ²tetja ponovitev pri j = 0 to ponovitvi 33 in
45, zaklju£imo pa s ponovitvijo 49). Po obeh spremembah se natan£nost mo£no
izbolj²a. Po prvi prepolovitvi stopnje u£enja natan£nost prvi£ sko£i £ez 98%, drugi£
pa doseºe svojo najvi²jo vrednost 98,2%. Do zadnje ponovitve se nato ne izbolj²a
ve£ in po petdeseti ponovitvi pravilno prepozna 98,11% validacijskih primerov.
Do sedaj smo vse natan£nosti primerjali le na validacijskih primerih, zdaj, ko
pa je na²a mreºa dolo£ena in nau£ena, pa si poglejmo ²e natan£nost na testnih
podatkih. Na njih mreºa doseºe 98,08%, za natan£nost posameznih ²tevk, pa si
lahko pogledamo diagonalo desne tabele na sliki 16.
4.5. Algoritmi za karakterizacijo ²tevk z uporabo nevronskih mreº. V tem
podrazdelku bomo ponovili, kar smo se nau£ili, z zapisom algoritmov, ki jih bomo
uporabili za dolo£anje ²tevk z nevronskimi mreºami.
Algoritem 3 u£i mreºo z uporabo gradientnega spusta, ki smo ga opisali v podpo-
glavju 4.2.1. U£ni podatki T , ki jih algoritem sprejme, vsebujejo pare vhodnih slik
oz. vektorjev z vrednostmi pikslov x in vektorjev a, ki predstavljajo ºelene izhode
mreºe ob vhodu x.
Za u£enje mreºe z gradientnim spustom moramo implementirati ²e vzvratno
raz²irjanje napake. Ta izra£una gradient funkcije napake C na posameznem
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primeru za vse sloje uteºi in odmikov. Izpeljave formul, uporabljenih v algoritmu,
se nahajajo v podrazdelku 4.2.2. Algoritem nam vrne dve mnoºici: prvo sestavljajo
gradienti glede na uteºi po posameznih slojih ∇wCx = {∇w1Cx, . . .∇wLCx}, drugo
pa glede na odmike po posameznih slojih ∇bCx = {∇b1Cx, . . .∇bLCx}.
Algoritem 3 U£enje mreºe z uporabo gradientnega spusta.
Vhod: u£ni primeri T , matrike uteºi W = {W 1, . . . ,WL}, vektorji odmikov
b = {b1, . . . , bL}, stopnja u£enja η, ²tevilo ponovitev p, velikost paketa m, stopnja
regularizacije λ, validacijski podatki V , koeficient prilagajanja stopnje u£enja kη,
²tevilo ponovitev brez izbolj²av, pri katerih zmanj²amo stopnjo u£enja s.
Izhod: popravljena matrika uteºi W in vektor odmikov b.
function gradientni spust(W, b, η, p,m, λ, V , kη, s)
n = ²tevilo u£nih primerov
for j ← 0 to p− 1 do
preme²aj u£ne primere v T
i = 0
while i < n do
paket = T [i : i+m]
[x, a] = paket[0]
[∇wC,∇bC] = vzvratno raz²irjanje napake(W, b, x, a)
for all x, a← paket[1 :] do
[∇wCx,∇bCx] = vzvratno raz²irjanje napake(W, b, x, a)
[∇wC,∇bC] = [∇wC +∇wCx,∇bC +∇bCx]
end for









for all x, a← V do
c = dolo£i ²tevko(W, b, x)
preveri £e je c pravilno dolo£en
end for
natan£nost = deleº pravilno dolo£enih ²tevk iz V
r = ²tevilo ponovitev brez izbolj²anja natan£nosti











Ko je na²a mreºa nau£ena, neznane primere dolo£imo s funkcijo dolo£i ²tevko.
Ta se sprehodi £ez vse sloje mreºe in izra£una njihove izhode, nato pa nam vrne
indeks najve£je komponente zadnjega sloja, torej ²tevko, za katero je mreºa najbolj
prepri£ana, da se nahaja na sliki, ki jo predstavlja vhod. Uporabili smo jo tudi v
validacijskem delu funkcije gradientni spust.
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Algoritem 4 Izra£un gradientov z vzvratnim raz²irjanjem napake.
Vhod: matrike uteºi W = {W 1, . . . ,WL} in vektorji odmikov b = {b1, . . . , bL},
vhod mreºe x, ºelen izhod a.
Izhod: mnoºica matrik ∇wCx = {∇w1Cx, . . .∇wLCx} in mnoºica vektorjev
∇bCx = {∇b1Cx, . . .∇bLCx}.
function vzvratno raz²irjanje napake(W, b, x, a)
y0 = x
for ℓ ← 1 to L do
izra£unaj vsote zℓ = W ℓyℓ−1 + bℓ in izhode yℓ = σ(zℓ) vseh nevronov
end for
∇bLCx = (yL − a)
∇wLCx = ∇bLCx ∧ yL−1
for ℓ ← L− 1 to 1 do
∇bℓCx = (W ℓ+1)T · ∇zℓ+1Cx ◦ σ′(zℓ)




Algoritem 5 Dolo£anje vrednosti neznane ²tevke.
Vhod: matrike uteºi W = {W 1, . . . ,WL} in vektorji odmikov b = {b1, . . . , bL},
neznana ²tevka x.
Izhod: vrednost ²tevke c.
function dolo£i ²tevko(W, b, x, a)
y0 = x
for ℓ ← 1 to L do
yℓ = σ(W ℓyℓ−1 + bℓ)
end for
return indeks najve£je komponente yL
end function
5. Primerjava
V tem razdelku bomo primerjali natan£nost in u£inkovitost obeh metod, opisanih
zgoraj. Izpostavili bomo prednosti in slabosti vsake metode. Raziskali bomo, £e
naredita napako pri istih testnih primerih.
Za za£etek primerjajmo na£in implementacije obeh metod. Ko razumemo teo-
rijo, ki stoji za pristopoma, lahko oba implementiramo v pribliºno stotih vrsticah
kode. Pri metodi, ki uporablja singularni razcep, moramo dolo£iti samo ²e dimen-
zijo podprostorov oziroma ²tevilo singularnih vektorjev, ki jih dolo£ajo, kar nam
vzame maksimalno 30 zagonov algoritma. as u£enja in preizkus metode na testnih
podatkih pri optimalni izbiri dimenzije (23) traja dobrih 6 minut. Pri nevronskih
mreºah pa po implementaciji ²ele pridemo do najteºjega dela - dolo£anja vrednosti
parametrov. Najve£ji problem (pa tudi velika prednost) je, da dolo£anje ni kon£no,
ampak bi vedno lahko uporabili ²e kak²en trik, s katerim bi lahko mreºo se izbolj²ali.
To nam na koncu vzame veliko £asa, saj moramo algoritem zelo velikokrat zagnati z
razli£nimi parametri, da najdemo prave. U£enje s 30 ponovitvami ve£je mreºe lahko
traja tudi £ez 15 minut, mreºa, ki smo jo izbrali za najbolj²o, naredi 30 ponovitev
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u£enja v dobrih 8 minutah. Implementacija je torej veliko preprostej²a za na£in z
matri£nim razcepom, je pa u£enje z nevronsko mreºo veliko bolj fleksibilno in od-
prto za izbolj²ave. Enako natan£nost, kot jo doseºe prvi na£in, pa bi tudi z drugim
lahko dosegli dokaj hitro, saj lahko dobre (vendar ne optimalne) parametre najdemo
veliko hitreje.
Kot smo ºe videli v prej²njih poglavjih, z uporabo nevronskih mreº doseºemo ve£jo
natan£nost. Razlika je ve£ kot 2%, kar pomeni, da metoda s singularnim razcepom
naredi napako v ve£ kot dvakrat ve£ primerih 415 v primerjavi z 192 napa£nimi
karakterizacijami nevronske mreºe. Poglejmo si ²e tabeli na sliki 16, ki nam povesta,
kolik²en odstotek testnih slik dolo£ene ²tevke je bil prepoznan kot posamezna ²tevka
 levo po metodi 3, desno po metodi 4.
Slika 16. Tabeli vseh karakterizacij ²tevk v odstotkih.
Iz vrednosti izven diagonale vidimo, da so napa£no karakterizirane ²tevke pri
obeh pristopih napovedane podobno. To se zgodi, ker so si dolo£ene ²tevke med
sabo podobne. Oba pristopa sta zelo zanesljiva pri dolo£anju 0 in 1, veliko napak
pa se zgodi pri ²tevkah 8 in 9.
Ko naredimo presek napa£no karakteriziranih ²tevk pri obeh pristopih ugotovimo,
da se zmotita v 118 istih primerih. Na sliki 16 vidimo, da imata oba algoritma
najve£ teºav pri zamenjavi ²tevk 4 in 9, ter 3 in 5. Na sliki 17 imamo nekaj takih
primerov. Po vrsti od leve proti desni so prikazane ²tevke s pravimi vrednostmi
3, 4, 5 in 9, ki pa sta jih oba algoritma karakterizirala kot 5, 9, 3 in 4. e na tej sliki
Slika 17. Slike napa£no karakteriziranih ²tevk 3, 4, 5 in 9.
opazimo, da bi lahko tudi sami naredili podobno napako, na sliki 18 pa vidimo ²e
nekaj z obema metodama napa£no karakteriziranih ²tevk. Za ve£ino izmed njih tudi
sami ne moremo biti prepri£ani, katera ²tevka je na sliki, zato ni presenetljivo, da
jih tudi algoritma karakterizirata narobe. Prave vrednosti ²tevk v zgornji vrstici so
0, 1, 2, 2, 3 in 4, v spodnji vrstici pa se nahajajo slike ²tevk 5, 5, 6, 7, 8 in 9. Algoritma
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Slika 18. Slike grdo napisanih napa£no karakteriziranih ²tevk.
se zmotita tudi pri nekaterih lepo napisanih ²tevkah. Na sliki 19 vidimo jasne primere
²tevk 3, 7, 8, 8 in 9, ki pa jih oba algoritma dolo£ita kot 8, 2, 0, 5 in 3.
Slika 19. Slike lepo napisanih napa£no karakteriziranih ²tevk.
Zdaj si poglejmo ²e nekaj primerov, kjer je en algoritem uspe²en, drugi pa ne. Pri-
stop z uporabo singularnega razcepa naredi veliko napak pri karakterizaciji ²tevke
7, pogosto jo zamenja za 9 ali 2. Prav tako se napake pogosto pojavijo pri pre-
poznavanju 2 kot 8, pa tudi kot 0 ali 7. Nekaj takih primerov vidimo v zgornji
vrstici slike 20, kjer se nahajajo tri slike ²tevke 2 in tri slike ²tevke 7, ki jih nevron-
ska mreºa prepozna pravilno, algoritem, ki uporablja singularni razcep, pa prvi dve
prepozna kot 0, tretjo kot 8, slike ²tevke 7 pa kot 1, 2 ter 9. V spodnji vrstici si
lahko ogledamo nekaj primerov, kjer je morda bolj presenetljivo, da jih nevronska
mreºa prepozna prav, kot pa da se prvi pristop zmoti. Po vrsti so to slike ²tevk
0, 1, 3, 4, 9, 9, prepoznane pa so bile kot 6, 2, 1, 7, 0 in 5.
Slika 20. Slike ²tevk, ki jih nevronska mreºa dolo£i pravilno, metoda
s singularnim razcepom pa ne.
Podobno si poglejmo ²e slike ²tevk, ki so bile pravilno karakterizirane z uporabo
singularnega razcepa, ne pa z nevronsko mreºo. Iz tabel na sliki 16 vidimo, da
ta naredi ve£ napak s karakterizacijo ²tevke 6 kot 0, 9 kot 4 in 1 kot 6, zato na
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za£etku zgornje vrstice slike 21 predstavimo tri take primere. Sledijo jim ²e 1, 3 in
6, karakterizirane kot 2, 2 in 9. V spodnji vrstici si spet poglejmo nekaj slik, pri
katerih bi tudi sami imeli teºavo pri dolo£anju. Po vrsti sta to dve enici, prepoznani
kot 8, nato pa slike ²tevk 2, 3, 6 in 9, prepoznane kot 7, 8, 2 in 7.
Slika 21. Slike ²tevk, ki jih metoda s singularnim razcepom dolo£i
pravilno, nevronska mreºa pa ne.
Iz take analize napa£no dolo£enih ²tevk vidimo, da sta oba pristopa, predvsem
pa nevronska mreºa, pri dolo£anju ²tevk pribliºno enako zanesljiva kot £lovek. Sicer
naredita napako pri nekaterih ²tevkah, ki bi jih mi prepoznali pravilno, sta nam pa
spodnji vrstici slik 20 in 21 pokazali, da vsak izmed teh dveh pristopov pravilno
dolo£i nekatere ²tevke, pri katerih bi se lahko mi zmotili.
Slovar strokovnih izrazov
singular value decomposition singularni razcep
least squares method metoda najmanj²ih kvadratov





gradient descent gradientni spust
stohastic gradient descent stohasti£ni gradientni spust
backward propagation vzvratno raz²irjanje napake
learning rate stopnja u£enja
batch paket
epoch ponovitev
cross entropy cost cenilka pre£ne entropije
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