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a b s t r a c t
A k-container C(u, v) of a graph G is a set of k-disjoint paths joining u to v. A k-container
C(u, v) of G is a k∗-container if it contains all the vertices of G. A graph G is k∗-connected
if there exists a k∗-container between any two distinct vertices in G. Let κ(G) be the
connectivity of G. A graph G is superconnected if G is i∗-connected for all 1 ≤ i ≤ κ(G).
The pyramid network is one of the important networks applied in parallel and distributed
computer systems. The connectivity of a pyramid network is three. In this paper, we prove
that the pyramid network PM[n] is 3∗-connected and superconnected for n ≥ 1.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Research on interconnection networks is important for parallel and distributed computer systems. The layouts of proces-
sors and links in distributed computer systems are usually represented by a network structure. The pyramid network is one
of the important networks applied in parallel and distributed computer systems. Many parallel algorithms realized on pyra-
mid networks have been proposed in the literature for the design of parallel computing systems and image processing [1–7].
Computer network topologies are usually represented by graphs inwhich the vertices represent processors and the edges
represent links between the processors. For the graph definitions and notation we follow [8]. Let G = (V , E) be a graph in
which V is a finite set and E is a subset of {(a, b) | (a, b) is an unordered pair of V }. We say that V is the vertex set and E is
the edge set. For a vertex u, we use N(u) to denote the neighborhood of u which is the set {v | (u, v) ∈ E}. For any vertex x
of V , we use degG(x) to denote its degree in G. We use δ(G) to denote min{degG(x) | x ∈ V (G)}, and we use∆(G) to denote
max{degG(x) | x ∈ V (G)}. Two vertices u and v are adjacent if (u, v) ∈ E. A path is a sequence of adjacent vertices, written as⟨v0, v1, . . . , vm⟩, in which all the vertices v0, v1, . . . , vm are distinct except that possibly v0 = vm. We also write the path as
⟨v0, P, vm⟩, where P = ⟨v0, v1, . . . , vm⟩. A Hamiltonian path is a path such that its vertices are distinct and span V . A graph G
is Hamiltonian connected if there exists a Hamiltonian path joining any two vertices of G. A Hamiltonian cycle is a cycle such
that its vertices are distinct except for the first vertex and the last vertex and span V . A Hamiltonian graph is a graph with a
Hamiltonian cycle. Some results about the Hamiltonicity of pyramid networks have been proposed in the literature [9–11].
The connectivity of G, κ(G) is the minimum number of nodes whose removal leaves the remaining graph disconnected
or trivial. Let G = (V , E) be a graph with connectivity κ(G) = κ . It follows from Menger’s Theorem [12] that there are l
internally vertex-disjoint (abbreviated as disjoint) paths joining any two vertices u and v when l ≤ κ(G). A container C(u, v)
between two distinct vertices u and v in G is a set of disjoint paths between u and v. A k-container Ck(u, v) in a graph G
is a set of k internally vertex-disjoint paths between u and v. A k∗-container Ck∗(u, v) in a graph G is a k-container such
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Fig. 1. The pyramid network PM[2].
that every vertex of G is on some path in Ck(u, v). A graph G is k∗-connected if there exists a k∗-container between any two
distinct vertices in G. Obviously, a graph G is 1∗-connected if and only if it is Hamiltonian connected. Moreover, a graph G
is 2∗-connected if it is Hamiltonian. The study of k∗-connected graph is motivated by the 3∗-connected graphs proposed by
Albert et al. [13]. A graph G is superconnected if it is i∗-connected for all 1 ≤ i ≤ κ(G). Some related works have appeared
in [14–16].
In [17], Cao et al. proved that the connectivity of a pyramid network is three. Based on Menger’s Theorem, the 3-
connected property of a pyramid network can be derived. Sarbazi-Azad et al. andWu et al. studied the Hamiltonicity and the
Hamiltonian connectivity of pyramid networks in [10,11]. Thus a pyramid network is 1∗-connected and 2∗-connected. In
this paper, we study the 3∗-connected property of a pyramid network.We prove that any pyramid network is 3∗-connected.
Consequently, a pyramid network is superconnected.
2. The pyramid networks
A mesh network M(m, n) is defined as the Cartesian product Pm × Pn, where Pm and Pn are undirected paths withm and
n vertices, respectively. An n-dimensional pyramid network PM[n] is a hierarchy structure based on mesh networks. The
subgraph induced by all vertices in the i-th layer of a PM[n] is a mesh network M(2i, 2i). The vertex set of an n-dimensional
pyramid network PM[n], V (PM[n]) = {(k; x, y) | 0 ≤ k ≤ n, 1 ≤ x ≤ 2k, 1 ≤ y ≤ 2k}. Two vertices (k1; x1, y1) and
(k2; x2, y2) in PM[n] are adjacent if they satisfy one of the following conditions:
1. k1 = k2, x1 = x2, and |y1 − y2| = 1;
2. k1 = k2, y1 = y2, and |x1 − x2| = 1; and
3. k2 = k1 + 1, x1 = ⌊x2/2⌋, and y1 = ⌊y2/2⌋.
Fig. 1 illustrates the pyramid network PM[2].
Some studies on the Hamiltonian connectivity and fault Hamiltonicity of pyramid networks have been proposed in [10,
11]. The results are listed as follows.
Lemma 1 ([10,11]). A pyramid network PM[n] is Hamiltonian for n ≥ 1.
Lemma 2 ([11]). A pyramid network PM[n] is Hamiltonian connected for n ≥ 1.
Lemma 3 ([11]). Let F ⊂ V (PM[n]) ∪ E(PM[n]) with |F | = 1. Then PM[n] − F is Hamiltonian for n ≥ 1.
The following lemmas consider the Hamiltonicity of mesh networks.
Lemma 4 ([18]). A mesh network M(m, n) is Hamiltonian laceable except (1) when m = 2 and n ≠ 2, and (2) when m = 3
and n is an even integer.
Lemma 5. A mesh networkM(m, n) is Hamiltonian for m = n.
3. Main result
In this section, we need the following path patterns. We set
Qm,n(z; i, j, k, l) = ⟨(z; i, j), (z; i, j+ 1), (z; i, j+ 2), . . . , (z; i, n), (z; i+ 1, n), (z; i+ 1, n− 1),
(z; i+ 1, n− 2), . . . , (z; i+ 1,m), (z; i+ 2,m), (z; i+ 2,m+ 1),
(z; i+ 2,m+ 2), . . . , (z; k− 1,m), (z; k− 1,m+ 1), (z; k− 1,m+ 2), . . . ,
(z; k− 1, n), (z; k, n), (z; k, n− 1), (z; k, n− 2), . . . , (z; k, l)⟩; and
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Fig. 2. The path patterns Qm,n(z; i, j, k, l), and Rj,l(z; i, k).
Rj,l(z; i, k) = ⟨(z; i, j), (z; i+ 1, j), (z; i+ 2, j), . . . , (z; k, j), (z; k, j+ 1), (z; k− 1, j+ 1),
(z; k− 2, j+ 1), . . . , (z; i, j+ 1), (z; i, j+ 2), (z; i+ 1, j+ 2),
(z; i+ 2, j+ 2), . . . , (z; i, l− 1), (z; i+ 1, l− 1), (z; i+ 2, l− 1), . . . ,
(z; k, l− 1), (z; k, l), (z; k− 1, l), (z; k− 2, l), . . . , (z; i, l)⟩.
See Fig. 2 for illustrations.
Theorem 1. Assume that n ≥ 1. Let s and t be any two distinct vertices of a pyramid network PM[n]. Then there exists
a 3∗-container C3∗(s, t) of PM[n].
Proof. We prove this theorem by induction. By brute force, we check that the theorem holds for n = 1. Assume that the
theorem holds for any PM[n− 1]with n > 1. Then we have the following cases.
Case 1: Suppose that s = (k1; x, y) and t = (k2;w, z) with 1 ≤ k1, k2 ≤ n − 1. By hypothesis, there exists a 3∗-
container C3∗(s, t) in PM[n − 1]. Thus there exist three disjoint paths P ′1, P ′2, and P ′3 joining s to t . There exists at least one




3 containing some edges in the (n − 1)-th layer of PM[n]. Without loss of generality, we assume that
P ′1 = ⟨s, PP1, s′, t ′, PP2, t⟩ such that (s′, t ′) is an edge in the (n− 1)-th layer of PM[n]. Let s′′ and t ′′ be two adjacent vertices
in the n-th layer of PM[n] such that {(s′′, t ′′), (s′, s′′), (t ′, t ′′)} ⊂ E(PM[n]). By Lemma 4, there exists a Hamiltonian path HP
joining s′′ to t ′′ in the n-th layer of PM[n]. Thus P1 = ⟨s, PP1, s′, s′′,HP, t ′′, t ′, PP2, t⟩, P2 = ⟨s, P ′2, t⟩, and P3 = ⟨s, P ′3, t⟩ form
the 3∗-container C3∗(s, t) of PM[n].
Case 2: Suppose that s = (n; x, y) and t = (n;w, z). Let U be the vertex set of all vertices in the (n−1)-th layer of PM[n].
Consider the following subcases.
Subcase 2.1: Suppose that (N(s) ∩ N(t)) ∩ U = ∅. By Lemma 5, there exists a Hamiltonian cycle HC = ⟨s,HC1, t,HC2, s⟩
in the n-th layer of PM[n]. Let s′ ∈ N(s)∩ U and t ′ ∈ N(t)∩ U . By Lemma 2, there exists a Hamiltonian path HP joining s′ to
t ′ in PM[n− 1]. Thus P1 = ⟨s,HC1, t⟩, P2 = ⟨s,HC2, t⟩, and P3 = ⟨s, s′,HP, t ′, t⟩ form the 3∗-container C3∗(s, t) of PM[n].
Subcase 2.2: Suppose that (N(s)∩N(t))∩U ≠ ∅. Let u ∈ (N(s)∩N(t))∩U . By Lemma 3, there exists a Hamiltonian cycle
HC = ⟨s,HC1, t,HC2, s⟩ in PM[n] − {u}. Thus P1 = ⟨s, u, t⟩, P2 = ⟨s,HC1, t⟩, and P3 = ⟨s,HC2, t⟩ form the 3∗-container
C3∗(s, t) of PM[n].
Case 3: Suppose that s = (k; x, y) and t = (n;w, z) with 1 ≤ k ≤ n − 1 except if t ∈ {(n; 1, 1), (n; 1, 2n),
(n; 2n, 1), (n; 2n, 2n)}. Without loss of generality, we assume that 2n−1 ≤ w, z ≤ 2n. Let t ′ = (n − 1; 1, 1). For the
first (n− 1)-layer pyramid network PM[n− 1], we have degPM[n−1](t ′) = 3. Let t ′1 = (n− 2; 1, 1), t ′2 = (n− 1; 2, 1), and
t ′3 = (n−1; 1, 2) be the three neighbors of t ′ in PM[n−1]. By hypothesis, there exists a 3∗-container C3∗(s, t ′) in PM[n−1].




3, such that P
′
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Subcase3.1: Suppose that 2n−1 ≤ w, z ≤ 2n−1 andw is odd. Let P ′′1 = ⟨(n−1; 1, 1), (n; 2, 2), (n; 1, 2), (n; 1, 1), (n; 2, 1),
(n; 3, 1), . . . , (n; 2n, 1)
Q−12,2n (n;w,z,2n,1)−→ (n;w, z)⟩. Let P ′′2 = ⟨(n − 1; 2, 1), (n; 3, 2)
Q2,z−1(n;3,2,w,z)−→ (n;w, z)⟩. If z is odd,
let P ′′3 = ⟨(n − 1; 1, 2), (n; 1, 3)
R3,z−1(n;1,2)−→ (n; 1, z − 1) Qz,2n (n;1,z−1,w,z)−→ (n;w, z)⟩. If z is even, let P ′′3 = ⟨(n − 1;
1, 2), (n; 2, 3), (n; 1, 3), (n; 1, 4) R4,z−1(n;1,2)−→ (n; 1, z − 1) Qz,2n (n;1,z−1,w,z)−→ (n;w, z)⟩. Thus P1 = ⟨s, P ′1, t ′, P ′′1 , t⟩, P2 =⟨s, P ′2, t ′2, P ′′2 , t⟩, and P3 = ⟨s, P ′3, t ′3, P ′′3 , t⟩ form the 3∗-container C3∗(s, t) of PM[n].
Subcase 3.2: Suppose that 2n−1 ≤ w, z ≤ 2n − 1 and w is even. Let P ′′1 = ⟨(n − 1; 1, 1), (n; 2, 2), (n; 1, 2), (n; 1, 1),
(n; 2, 1), (n; 3, 1), . . . , (n; 2n, 1)
Q−12,2n (n;w+1,z,2n,1)−→ (n;w + 1, z), (n;w, z)⟩. Let P ′′2 = ⟨(n − 1; 2, 1), (n; 3, 2)
Q2,z−2(n;3,2,w+1,z−1)−→ (n;w+ 1, z− 1), (n;w, z− 1), (n;w, z)⟩. If z is odd, let P ′′3 = ⟨(n− 1; 1, 2), (n; 2, 3), (n; 1, 3), (n; 1, 4)
R4,z−2(n;1,2)−→ (n; 1, z − 2) Qz−1,2n (n;1,z−2,w,z)−→ (n;w, z)⟩. If z is even, let P ′′3 = ⟨(n − 1; 1, 2), (n; 1, 3)
R3,z−2(n;1,2)−→ (n; 1, z − 2)
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Qz−1,2n (n;1,z−2,w,z)−→ (n;w, z)⟩. Thus P1 = ⟨s, P ′1, t ′, P ′′1 , t⟩, P2 = ⟨s, P ′2, t ′2, P ′′2 , t⟩, and P3 = ⟨s, P ′3, t ′3, P ′′3 , t⟩ form the 3∗-
container C3∗(s, t) of PM[n].
Subcase 3.3: Suppose that 2n−1 ≤ w ≤ 2n − 1 and z = 2n. Let P ′′1 = ⟨(n− 1; 1, 1), (n; 2, 2), (n; 1, 2), (n; 1, 1), (n; 2, 1),
(n; 3, 1), . . . , (n;w + 1, 1) R1,z (n;w+1,z)−→ (n;w + 1, z), (n;w, z)⟩. Let P ′′2 = ⟨(n − 1; 2, 1), (n; 3, 2), (n; 4, 2), (n; 5, 2), . . . ,
(n;w, 2), (n;w, 3), (n;w, 4), . . . , (n;w, z)⟩. Ifw is odd, let P ′′3 = ⟨(n− 1; 1, 2), (n; 1, 4), (n; 1, 3), (n; 2, 3)
Q3,4(n;2,3,w−2,3)−→
(n;w − 2, 3), (n;w − 1, 3), (n;w − 1, 4), (n;w − 1, 5), (n;w − 2, 5), (n;w − 3, 5), . . . , (n; 1, 5), (n; 1, 6) R5,z−1(n;1,w−1)−→
(n; 1, z − 1), (n; 1, z), (n; 2, z), (n; 3, z), . . . , (n;w, z)⟩. If w is even, let P ′′3 = ⟨(n − 1; 1, 2), (n; 1, 3)
Q3,4(n;1,3,w−2,3)−→
(n;w − 2, 3), (n;w − 1, 3), (n;w − 1, 4), (n;w − 1, 5), (n;w − 2, 5), (n;w − 3, 5), . . . , (n; 1, 5), (n; 1, 6) R5,z−1(n;1,w−1)−→
(n; 1, z − 1), (n; 1, z), (n; 2, z), (n; 3, z), . . . , (n;w, z)⟩. Thus P1 = ⟨s, P ′1, t ′, P ′′1 , t⟩, P2 = ⟨s, P ′2, t ′2, P ′′2 , t⟩, and P3 =⟨s, P ′3, t ′3, P ′′3 , t⟩ form the 3∗-container C3∗(s, t) of PM[n].
Subcase 3.4: Suppose thatw = 2n and 2n−1 ≤ z ≤ 2n − 1. Let P ′′1 = ⟨(n− 1; 1, 1), (n; 2, 2), (n; 1, 2), (n; 1, 1), (n; 2, 1),
(n; 3, 1), . . . , (n;w, 1), (n;w, 2), (n;w, 3), . . . , (n;w, z)⟩. Let P ′′2 = ⟨(n − 1; 2, 1), (n; 3, 2)
Q2,z (n;3,2,w−2,2)−→ (n;w − 2, 2),
(n;w−1, 2), (n;w−1, 3), (n;w−1, 4), . . . , (n;w−1, z), (n;w, z)⟩. If z is odd, let P ′′3 = ⟨(n−1; 1, 2), (n; 2, 3), (n; 1, 3),
(n; 1, 4) R4,z (n;1,2)−→ (n; 1, z) Qz+1,2n (n;1,z,w,z)−→ (n;w, z)⟩. If z is even, let P ′′3 = ⟨(n − 1; 1, 2), (n; 1, 3)
R3,z (n;1,2)−→
(n; 1, z) Qz+1,2n (n;1,z,w,z)−→ (n;w, z)⟩. Thus P1 = ⟨s, P ′1, t ′, P ′′1 , t⟩, P2 = ⟨s, P ′2, t ′2, P ′′2 , t⟩, and P3 = ⟨s, P ′3, t ′3, P ′′3 , t⟩ form the
3∗-container C3∗(s, t) of PM[n].
Case 4: Suppose that s = (k; x, y) and t ∈ {(n; 1, 1), (n; 1, 2n), (n; 2n, 1), (n; 2n, 2n)} with 1 ≤ k ≤ n− 1. Without loss
of generality, we assume that t = (n; 1, 1). Let t ′ = (n− 1; 1, 1). Consider the following subcases.
Subcase 4.1: Suppose that s ≠ t ′. For the first (n − 1)-layer pyramid network PM[n − 1], we have degPM[n−1](t ′) = 3.
Let t ′1 = (n − 2; 1, 1), t ′2 = (n − 1; 2, 1), and t ′3 = (n − 1; 1, 2) be the three neighbors of t ′ in PM[n − 1]. By
hypothesis, there exists a 3∗-container C3∗(s, t ′) in PM[n − 1]. Thus there exist three disjoint paths P ′1, P ′2, and P ′3, such
that P ′1 joins s to t ′, P
′








2 = ⟨(n − 1; 2, 1), (n; 3, 2), (n; 4, 2), (n; 5, 2)
Q2,2n (n;5,2,2n,1)−→
(n; 2n, 1), (n; 2n − 1, 1), (n; 2n − 2, 1), (n; 2n − 3, 1), . . . , (n; 1, 1)⟩. Let P ′′3 = ⟨(n − 1; 1, 2), (n; 1, 3)
Q4,2n (n;1,3,4,3)−→
(n; 4, 3), (n; 3, 3), (n; 2, 3), (n; 2, 2), (n; 1, 2), (n; 1, 1)⟩. Thus P1 = ⟨s, P ′1, t ′, t⟩, P2 = ⟨s, P ′2, t ′2, P ′′2 , t⟩, and P3 = ⟨s, P ′3,
t ′3, P
′′
3 , t⟩ form the 3∗-container C3∗(s, t) of PM[n].
Subcase 4.2: Suppose that s = t ′. By Lemma 3, there exists a Hamiltonian cycle HC = ⟨s,HC1, t,HC2, s⟩ in PM[n]−{(s, t)}.
Thus P1 = ⟨s, t⟩, P2 = ⟨s,HC1, t⟩, and P3 = ⟨s,HC2, t⟩ form the 3∗-container C3∗(s, t) of PM[n]. 
We have proved that a pyramid network is 3∗-connected in Theorem 1. By Lemmas 1 and 2, a pyramid network is
2∗-connected and 1∗-connected, respectively. Thus we have the following corollary.
Corollary 1. The pyramid network PM[n] is superconnected for n ≥ 1.
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