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THE DISTRIBUTION OF 3D SUPERCONDUCTIVITY NEAR THE SECOND
CRITICAL FIELD
AYMAN KACHMAR AND MARWA NASRALLAH
Abstract. We study the minimizers of the Ginzburg-Landau energy functional with a constant
magnetic field in a three dimensional bounded domain. The functional depends on two positive
parameters, the Ginzburg-Landau parameter and the intensity of the applied magnetic field, and
acts on complex valued functions and vector fields. We establish a formula for the distribution
of the L2-norm of the minimizing complex valued function (order parameter). The formula is
valid in the regime where the Ginzburg-Landau parameter is large and the applied magnetic
field is close to the second critical field—the threshold value corresponding to the transition
from the superconducting to the normal phase in the bulk of the sample. Earlier results are
valid in 2D domains and for the L4-norm in 3D domains.
1. Introduction
In this paper, we derive a formula displaying the distribution of the density of the supercon-
ducting electron pairs (Cooper pairs) in a superconducting sample. Such a formula has been
obtained in [15] when the sample occupies a cylindrical domain with an infinite height. The
novelty here is that the sample is allowed to occupy any bounded three dimensional domain with
a smooth boundary.
Our results are valid for type II superconductors within the Ginzburg-Landau theory. In this
theory, a superconducting sample is distinguished by a material parameter κ > 0. κ is called
the Ginzburg-Landau parameter. When the sample is placed in a magnetic field, we will denote
the intensity of the magnetic field by the positive parameter H > 0. As H varies, the state of
superconductivity in the sample will undergo several phase transitions that we outline below:
• There is a first critical value HC1 > 0 such that, if H < HC1 , the sample remains in a
perfect superconducting state and repels the applied magnetic field.
• There is a second critical valueHC2 > HC1 such that, ifHC1 < H < HC2 , then the applied
magnetic field penetrates the sample in point defects and these point defects are in the
normal (non-superconducting) state. The rest of the sample is in the superconducting
state. The point defects are arranged along a lattice.
• There is a third critical value HC3 > HC2 such that, if HC2 < H < HC3 , then the bulk of
the sample is in the normal state and the surface of the sample is in the superconducting
state.
• If H > HC3 , all the sample is in the normal state.
We refer the reader to the book of deGennes [7] for the physical background. Using the Ginzburg-
Landau model and rigorous mathematical methods, the critical values (fields) HC1 , HC2 and HC3
are identified in the large κ regime. For samples occupying infinite cylindrical domains, we refer
the reader to the papers [1, 2, 5, 6, 11, 18, 20] and the two monographs [8, 19]. For general three
dimensional domains, we refer the reader to the papers [4, 9, 10, 12, 13, 16, 17]. The value HC2
is called the second critical field. Existing results suggest that HC2 ∼ κ as κ → ∞, for samples
with Ginzburg-Landau parameter κ (cf. [1, 11, 18]).
Suppose that the superconducting sample occupies a domain Ω ⊂ R3. The state of the
superconductivity is described using a complex-valued function ψ : Ω → C and a vector field
A : Ω → R3. The function ψ is called the Ginzburg-Landau parameter and the vector field A
is called the magnetic potential. The quantity |ψ|2 measures the density of the superconducting
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electron pairs (Cooper pairs) hence when ψ(x) ≈ 0 the sample is in the normal state at x. At
equilibrium, the configuration (ψ,A) minimizes the Ginzburg-Landau energy.
If the region Ω is an infinite cylinder with cross section U ⊂ R2 and the applied magnetic field
is parallel to the cylinder’s axis, then ψ and A can be reduced to functions defined on U . In this
case, under the assumptions
κ→∞ and κ−1/2  1− H
κ
 1 , (1.1)
the density |ψ|2 satisfies (cf. [15])∫
U
|ψ|2 dx = −EAb|U | [κ−H]2 + o([κ−H]2) . (1.2)
Here EAb ∈ [−12 , 0) is a universal constant, called the Abrikosov constant and will be defined
later.
In (1.1), we use the following notation. For positive functions a(κ) and b(κ), a(κ)  b(κ)
means that there exists δ(κ) such that lim
κ→∞ δ(κ) = 0 and a(κ) = δ(κ)b(κ).
Note that the assumption in (1.1) corresponds to the regime close to the second critical field
and is the optimal assumption needed for (1.2) to be valid (cf. [11, 15]).
The aim of this paper is to obtain an analogue of the formula in (1.2) when the domain Ω is
a general bounded domain of R3 with a smooth boundary. This will improve and complete the
results in [10, 12].
Hereafter, we suppose that Ω ⊂ R3 is open, bounded, has a finite number of connected
components and with a smooth boundary. For every configuration (ψ,A) ∈ H1(Ω;C) ×
H1loc(R3;R3), we define the Ginzburg-Landau energy of (ψ,A) as follows
E3D(ψ,A) =
∫
Ω
[
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
]
dx + κ2H2
∫
R3
|curlA − β|2dx. (1.3)
Here, as explained earlier, κ and H are two positive parameters, and β = (0, 0, 1) is the profile
and direction of the (constant) applied magnetic field.
Let us introduce the space H˙1div ,F(R3) of vector fields defined as follows
H˙1div ,F(R3) =
{
A : R3 → R3 : divA = 0, and A− F ∈ H˙1(R3)
}
, (1.4)
where F is the following magnetic potential
F(x) = (−x2/2, x1/2, 0), ∀x = (x1, x2, x3) ∈ R3, (1.5)
and the space H˙1(R3) is the homogeneous Sobolev space, i.e. the closure of C∞c (R3) under the
norm u 7→ ‖u‖H˙1(R3) := ‖∇u‖L2(R3).
The energy in (1.3) will be minimized over the space H1(Ω;C)× H˙1div ,F(R3). Actually, this is
the natural ‘energy’ space for the functional in (1.3), see [8]. We thereby introduce the following
ground state energy
Eg.st(κ,H) = inf{E3D(ψ,A) : (ψ,A) ∈ H1(Ω;C)× H˙1div ,F(R3)} . (1.6)
For a given κ and H, we will call a minimizer of the functional (1.3) a configuration (ψ,A) ∈
H1(Ω;C)× H˙1div ,F(R3) satisfying E3D(ψ,A) = Eg.st(κ,H). Obviously, such a configuration will
depend on κ and H. To emphasize this dependence, we will denote such minimizers by (ψ,A)κ,H .
Note that a minimizer (ψ,A)κ,H is a critical point of the functional in (1.3), i.e.
∀ (φ, a) ∈ H1(Ω;C)× C∞c (R3;R3) ,
d
dt
E3D(ψ + tφ,A)
∣∣∣
t=0
= 0 and
d
dt
E3D(ψ,A+ ta)
∣∣∣
t=0
= 0 .
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More precisely, a critical point (ψ,A) ∈ H1(Ω;C)×H1div ,F(R3) is a weak solution of the Ginzburg-
Landau equations, 
−(∇− iκHA)2ψ = κ2(1− |ψ|2)ψ in Ω
curl2 A = − 1
κH
Im(ψ¯(∇− iκHA)ψ)1Ω in R3
ν · (∇− iκHA)ψ = 0 on ∂Ω.
(1.7)
where 1Ω is the characteristic function of the domain Ω, and ν is the unit interior normal vector
of ∂Ω.
Minimizers of the functional in (1.3) are studied in [10, 12]. Under the assumption in (1.1), if
(ψ,A)κ,H is a minimizer of the functional in (1.3), then∫
Ω
|ψ|4 dx = −2EAb|Ω|
(
1− H
κ
)2
+ o
((
1− H
κ
)2)
. (1.8)
We will improve this formula in Theorem 1.2 below. We will work under the following assumption:
Assumption 1.1.
• α : R+ → R+ and β : R+ → R+ are two functions satisfying
lim
κ→∞α(κ) =∞ , limκ→∞β(κ) = 0 and α(κ) ≤ β(κ)κ
1/2 in a neighborhood of ∞ .
• κ > 0 and H > 0 satisfy α(κ)κ−1/2 ≤ 1− H
κ
≤ β(κ).
In this paper, we will prove the following theorem (compare with (1.8)):
Theorem 1.2. [Sharp bound in L4-norm]
There exist κ0 > 0 and a function err : [κ0,∞)→ (0,∞) such that:
• lim
κ→∞ err(κ) = 0 ;
• the following inequality holds
1
|Qκ|
∫
Qκ
|ψ|4dx ≤ −2EAb
(
1− H
κ
)2
+
(
1− H
κ
)2
err(κ) , (1.9)
where
– EAb is the Abrikosov constant introduced below in Theorem 2.3 ;
– κ ≥ κ0 and (κ,H) satisfy Assumption 1.1 ;
– (ψ,A) is a solution of (1.7) ;
– Qκ is any cube of side length κ−1/2 and satisfying Qκ ⊂ {dist(x, ∂Ω) > 2κ−1/2}.
Note that the conclusion in Theorem 1.2 has been known in the following cases:
• when Qκ is replaced by the whole domain Ω but without specifying the (sharp) constant
EAb (cf. [3]) ;
• when Qκ is replaced by any open subset D ⊂ D ⊂ Ω and with a smooth boundary (cf.
[10]).
In light of (1.8), we observe that the constant EAb in (1.9) is optimal.
Let us point out that the derivation in [10, 12] of the upper bound in (1.8) relies on the
estimate in [3] to control the error terms. However, the proof we give to Theorem 1.2 does
not use ingredients from [3] but instead uses Theorem 2.7 in this paper, which displays a new
formulation of the Abrikosov constant in terms of a non-linear eigenvalue problem.
Our next result is an asymptotic formula of the L2-distribution of the minimizing order pa-
rameters.
Theorem 1.3. [Distribution of the density] Let D ⊂ Ω be an open set such that |∂D| = 0.
Suppose that H is a function of κ satisfying
H ≤ κ and κ−9/26  1− H
κ
 1 . (1.10)
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If (ψ,A)κ,H is a minimizer of the functional in (1.3), then as κ→∞,
1
|D|
∫
D
|ψ|2 dx = −2EAb
(
1− H
κ
)
+ o
(
1− H
κ
)
. (1.11)
Here EAb ∈ [−12 , 0) is the universal constant defined in Theorem 2.3 below.
Note that the conclusion in Theorem 1.3 is consistent with the formula in (1.2) but is valid
under the more restrictive assumption in (1.10). One reason that prevented us of proving (1.11)
under the assumption in (1.1) is the lack of the upper bound
‖ψ‖L∞(Ωκ) ≤ C
∣∣∣∣1− Hκ
∣∣∣∣1/2 (Ωκ = {x ∈ Ω : dist(x, ∂Ω) κ−1}) . (1.12)
This upper bound is shown to hold in 2D domains (cf. [11]). Since we were not able to prove
(1.12) in 3D domains, we used the estimate in Theorem 1.2 as a substitute. The price we paid
is the restrictive assumption in (1.10). The technical reasons that led us to the assumption in
(1.10) are explained in Remark 4.4.
The rest of the paper is devoted to the proof of Theorems 1.2 and 1.3. It is organized as
follows:
• Section 2 reviews various limiting energies studied in [10] and concludes with the proof
of Theorem 2.7. Theorem 2.7 is new and not among the results in [10].
• Section 3 is devoted to the proof of Theorem 1.2. It uses Theorem 2.7 as a key ingredient.
• Section 4 establishes asymptotics of the Ginzburg-Landau energy in cubes with small
lengths. The main conclusion here is summarized in Corollary 4.6. The assumption in
(1.10) is needed in this section.
• Section 5 finishes the proof of Theorem 1.3. We prove an energy asymptotics for the
density in cubes with small lengths as well, see Corollary 5.3.
Remark on the notation. The parameters κ and H are allowed to vary in such a manner that
H/κ ∈ [c1, c2], where 0 < c1 < c2 are fixed constants. Whenever the letter C appears, it denotes
a positive constant that is independent of κ and H. Such a constant may depend on the domain
Ω, the constants c1, c2, etc. The value of C might change from one formula to another.
In the proofs, the notaion o(1) stands for an expression that depends on κ and H such that
o(1) → 0 as κ → ∞. However, this expression is independent of the choice of a minimiz-
ing/critical configuration (ψ,A)κ,H of the functional in (1.3), but it depends on the constants
c1, c2, the domain Ω, etc. Sometimes we do local arguments in, say, a ball or a square of cener
x0 and radius `. In such arguments, the quantity o(1) is independent of the center x0 but do
depend on the radius `.
Finally, by writing a(κ) ≈ b(κ), we mean that the positive functions a(κ)/b(κ) and b(κ)/a(κ)
are bounded in a neighborhood of κ = ∞. In particular, our assumption on κ and H can be
expressed as H ≈ κ.
2. Limiting energies
2.1. Two-dimensional limiting energy.
2.1.1. Reduced Ginzburg-Landau functional and thermodynamic limit. Let b > 0 and D be an
open subset in R2. We define the following reduced Ginzburg-Landau functional,
H1(D) 3 u 7→ Gb,D(u) =
∫
D
(
b|(∇− iA0)u|2 − |u|2 + 1
2
|u|4
)
dx , (2.1)
where
A0(x1, x2) =
1
2
(−x2, x1),
(
x = (x1, x2) ∈ R2
)
. (2.2)
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Given R > 0, we denote by KR = (−R/2, R/2)2 the square of side length R and center 0. Let
us introduce the following ground state energy
m0(b, R) = inf
u∈H10 (KR;C)
Gb,KR(u) (2.3)
It is proved in [1, 10, 20] that, for all b ≥ 0, there exists g(b) ∈ [−12 , 0] such that
g(b) = lim
R→∞
m0(b, R)
R2
, (2.4)
and that the function [0,∞) 3 b 7→ g(b) ∈ [−1/2, 0] is continuous, non-decreasing, g(0) = −12
and g(b) = 0 for all b ≥ 1. Moreover, there exists a universal constant α ∈ (0, 1/2) such that, for
all b ∈ [0, 1]
α(b− 1)2 ≤ |g(b)| ≤ 1
2
(b− 1)2. (2.5)
Also, for all R ≥ 1 and b ∈ [0, 1], it holds the estimate
g(b) ≤ m0(b, R)
R2
≤ g(b) + C
R
. (2.6)
2.2. The 2D periodic Schrödinger operator with constant magnetic field. Let R > 0
and KR = (−R/2, R/2)× (−R/2, R/2). In this section we assume that
R2 ∈ 2piN.
We introduce the following space
ER =
{
u ∈ H1loc(R2;C) : u(x1 +R, x2) = eiRx2/2u(x1, x2),
u(x1, x2 +R) = e
−ix1/2u(x1, x2), (x1, x2) ∈ R2
}
. (2.7)
Recall the magnetic potential A0 in (2.2). Consider the operator
P 2DR = −(∇− iA0)2 (2.8)
with form domain ER introduced in (2.7). More precisely, P 2DR is the self-adjoint realization
associated with the closed quadratic form
ER 3 f 7→ Q2DR (f) = ‖(∇− iA0)f‖2L2(KR) .
The operator P 2DR has a compact resolvent. We denote by
{
µj(P
2D
R )
}
j≥1 the increasing sequence
of its eigenvalues. The following proposition may be classical in the spectral theory of Schrodinger
operators, but we refer to [1] or [2] for a simple proof.
Proposition 2.1. The operator P 2DR has the following properties:
(1) µ1(P 2DR ) = 1, and µ1(P
2D
R ) = 3.
(2) The space LR = Ker(P 2DR − 1) is finite dimensional and dimLR =
R2
2pi
.
Consequently, denoting by Π1 the orthogonal projection on the space LR in L2(KR) and by
Π2 = Id−Π1, we have for all f ∈ D(P 2DR ),
〈P 2DR Π2f,Π2D2 f〉L2(KR) ≥ 3 ‖Π2f‖2L2(KR) . (2.9)
The next Lemma is a consequence of the existence of the spectral gap between the first two
eigenvalues of P 2DR . It is proved in [11, Lemma 2.8].
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Lemma 2.2. Let p ≥ 2.There exists a constant Cp > 0 such that for any γ ∈ (0, 1/2), and
u ∈ D(P 2DR ) satisfying
Q2DR (f)− (1 + γ) ‖f‖2L2(KR) ≤ 0 (2.10)
the following estimate holds:
‖u−Π1u‖Lp(KR) ≤ Cp
√
γ ‖u‖L2(KR) . (2.11)
Here Π1 is the projection on the space LR.
2.3. The Abrikosov energy. We introduce the following energy functional (the Abrikosov
energy):
FR(v) =
∫
KR
(1
2
|v|4 − |v|2
)
dx .
The energy FR will be minimized on the space LR, the (finite dimensional) eigenspace of the
first eigenvalue of the periodic operator P 2DR ,
LR = {u ∈ ER : P 2DR u = u} .
For all R > 0, let
c(R) = min
{
FR(u) : u ∈ LR
}
. (2.12)
The following theorem is proved in [1, 10]:
Theorem 2.3. There exists a constant EAb ∈ [−1/2, 0[ such that
EAb = lim
R→∞
R2/2pi∈N
c(R)
R2
= lim
b→1−
g(b)
(b− 1)2 .
We collect one more estimate from [15, Prop. 3.1 & Thm. 3.5]. There exist two constants
C > 0 and 0 ∈ (0, 1) such that, for all b ∈ (1− 0, 1) and R ≥ 2,
m0(b, R) ≤ (1− b)2c(R) + C(1− b)R . (2.13)
2.4. Three-dimensional limiting energy. Let b > 0, D be an open subset in R3 and
∀ u ∈ H1(D) , Fb,D(u) =
∫
D
(
b|(∇− iF)u|2 − |u|2 + 1
2
|u|4
)
dx , (2.14)
where F is the magnetic potential introduced in (1.5). For all R > 0, we denote by QR =
KR × (−R/2, R/2) and
M0(b, R) = inf
u∈H10 (QR;C)
Fb,QR(u). (2.15)
The next lemma displays the connection between the two and three dimensional ground state
energies, m0(b, R) and M0(b, R). It is taken from [10, Theorem 2.14].
Lemma 2.4. There exists a universal constant C > 0 such that, for all b ≥ 0 and R > 0, we
have
Rm0(b, R) ≤M0(b, R) ≤ (R− 2)m0(b, R) + C. (2.16)
Combining (2.6) and (2.16), we deduce the following lemma.
Lemma 2.5. There exists a universal constant C > 0 such that for all R ≥ 1 and b > 0,
g(b) ≤ M0(b, R)
R3
≤ R− 2
R
g(b) +
C
R
.
As a consequence of Lemma 2.5, we may prove:
Lemma 2.6. There exists a constant C > 0, such that, if b ∈ (0, 1], R > 1 and vb,R is a
minimizer of Fb,QR (i.e. Fb,QR(vn,R) = M0(b, R)), then,
− 2R2(R− 2)g(b)− CR2 ≤
∫
QR
|vb,R|4dx ≤ −2R3g(b) . (2.17)
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Proof. The minimizer satisfies the following equation
−b(∇− iF)2vb,R = (1− |vb,R|2)vb,R,
with Dirichlet boundary conditions on the boundary of QR.
Multiplying the above equation by vb,R, integrating over QR and performing an integration
by parts, it follows that
M0(b, R) = −1
2
∫
QR
|vb,R|4dx.
Now applying Lemma 2.5 finishes the proof of Lemma 2.6. 
Now we establish a link between the ground state energy in (2.15) and a non-linear eigenvalue
problem. Such a relationship has been discovered in [14] in the two dimensional setting.
We define the linear functional
F linb,D(u) =
∫
D
(
b|(∇− iF)u|2 − |u|2
)
dx . (2.18)
We will minimize this functional in the space of functions satisfying∫
QR
|u|4dx = 1.
That way, we are led to introduce the following ground state energy
M0(b, R) = inf
{
F linb,D(u)( ∫
QR
|u|4dx
)1/2 : u ∈ H10 (QR) \ {0}
}
(2.19)
We aim to prove that
lim
R→∞
M0(b, R)
R3/2
= gnew(b), (2.20)
where
gnew(b) = −
√
−2g(b).
Actually, it holds:
Theorem 2.7. Let b ∈ (0, 1). There exist two constants C > 0 and R0 > 1 such that, for all
R ≥ R0,
− (−2g(b))1/2 ≤ M0(b, R)
R3/2
≤ −
((
1− C
R
)
(−2g(b))
)1/2
+
C
R
(−2g(b))−1/2. (2.21)
In light of Theorem 2.7, we infer that
g(b) = − lim
R→∞
1
2
(
lim
R→∞
M0(b, R)
R3/2
)2
.
Proof of Theorem 2.7.
Upper bound:
We will prove the following inequality
M0(b, R) ≤ −2(R− 2)R1/2(−2g(b))1/2 + CR1/2(−2g(b))−1/2 (2.22)
valid for some universal constant C, for all b ∈ (0, 1) and R sufficiently large.
Let vb,R be a minimizer of M0(b, R) for the Dirichlet boundary condition. Using the definition
ofM0(b, R), we may write
Fb,QR(vb,R) = M0(b, R)
≥M0(b, R)
(∫
QR
|vb,R|4dx
)1/2
+
1
2
∫
QR
|vb,R|4dx . (2.23)
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By Lemma 2.6, we get for R sufficiently large
M0(b, R) ≥M0(b, R)
(
− 2R2(R− 2)g(b)− CR2
)1/2
+
+
1
2
(
− 2R2(R− 2)g(b)− CR2
)
.
We use Lemma 2.5 to estimate M0(b, R) from above. This finishes the proof of the upper bound
in (2.22).
Lower bound:
We will prove that for all b ∈ (0, 1) and R > 1,
M0(b, R) ≥ −R3/2(−2g(b))1/2. (2.24)
Let wb,R be a minimizer ofM0(b, R). Let us normalize wb,R as follows
w∗b,R =
R3/4(−2g(b))1/4
‖wb,R‖L4(QR)
wb,R .
The L4- norm of wb,R satisfies
‖wb,R‖L4(QR) = R
3/4(−2g(b))1/4.
By definition ofM0(b, R), we see that
M0(b, R) =
F linb,QR(wb,R)
‖wb,R‖2L4(QR)
= R−3/2(−2g(b))−1/2F linb,QR(w∗b,R). (2.25)
We write
F linb,QR(w
∗
b,R) = Fb,QR(w
∗
b,R)−
1
2
∫
QR
|w∗b,R|4dx
= Fb,QR(w
∗
b,R) +R
3g(b)
≥M0(b, R) +R3g(b)
≥ 2R3g(b).
Note that in the last inequality, we used Lemma 2.5 to write an upper bound for M0(b, R).
Now, inserting the inequality F linb,QR(w
∗
b,R) ≥ 2R3g(b) in (2.25), we obtain (2.24). 
3. Proof of Theorem 1.2
In the sequel, we will work with the following local energy
E0(ψ,A;D) =
∫
D
(
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx (D ⊂ Ω) . (3.1)
We collect various a priori estimates that are useful in the proof of Theorem 1.2 (cf. [8,
Chapter 10]).
Lemma 3.1. If (ψ,A) is a solution of (1.7), then
‖ψ‖∞ ≤ 1, (3.2)
‖(∇− iκHA)ψ‖C1(Ω) ≤ C1
√
κH ‖ψ‖L∞ , (3.3)
and
‖curl(A− F)‖C1(Ω) ≤
C1
H
‖ψ‖L∞ ‖ψ‖L2(Ω) . (3.4)
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Lemma 3.2. There exist positive constants C and κ0 such that if
κ ≥ κ0 , Λmin ≤ H
κ
≤ Λmax,
and (ψ,A) is a solution of (1.7), then the following is true.
Let ` ∈ (0, 1) and Q` ⊂ Ω be a cube of side length `, then there exists a function φ ∈ C∞(Q`)
such that, for all x ∈ Q`, we have
|A(x)− F(x)− φ(x)| ≤ Cλ
1/6
κ
`, (3.5)
where
λ = max
(
1
κ
,
(
1− H
κ
)2)
.
Proof. In [12, Corollary 4.4], it is proved that ‖A− F‖C1,1/2(Ω) ≤ Cκ−1λ1/6. The conclusion in
Lemma 3.2 follows by taking φ(x) = (A(x0) − F(x0)) · (x − x0) where x0 is the center of the
square Q`. 
Proof of Theorem 1.2. Let σ ∈ (0, 1) and Qκ,σ be the cube having the same center as Qκ but
with side length (1 + σ)κ−1/2. Let χ ∈ C∞c (Qκ,σ) be a cut-off function satisfying, for all κ ≥ 1,
χ = 1 in Qκ, 0 ≤ χ ≤ 1 and |∇χ| ≤ Cσ−1/2κ1/2 in Qκ,σ.
An integration by parts and the first equation in (1.7) yield the following localization formula
E0(χψ,A;Qκ,σ) = κ2
∫
Qκ,σ
χ2
(
− 1 + 1
2
χ2
)
|ψ|4dx+
∫
Qκ,σ
|∇χ|2|ψ|2dx ≤ Cσ−1κ−1/2. (3.6)
Note that we have used that the term (−1 + 12χ2) is negative, the bound on |∇χ| and that
|Qκ,σ| ≤ Cκ−3/2. Let us introduce the following linear energy
L0,κ(χψ,A) =
∫
Qκ,σ
(|(∇− iκHA)χψ|2 − κ2|χψ|2) dx .
Let φ be the function satisfying (3.5) in Qκ,σ (i.e. with ` = (1 + σ)κ−1/2). Using the Cauchy-
Schwarz inequality, we write,
L0,κ(χψ,A) = L0,κ(e−iκHφχψ,A−∇φ)
≥
∫
Qκ,σ
[
(1− κ−1/2)|(∇− iκHF)e−iκHφχψ|2 − κ2|χψ|2 − Cκ1/2H2λ1/3`2|χψ|2
]
dx .
(3.7)
Using the expression of λ in Lemma 3.2 and the assumption on H in Theorem 1.2, we get
L0,κ(χψ,A) = L0,κ(e−iκHφχψ,A−∇φ)
≥
∫
Qκ,σ
[
(1− κ−1/2)|(∇− iκHF)e−iκHφχψ|2 − κ2|χψ|2 − Cκ3/2|χψ|2
]
dx . (3.8)
Let b = (1−κ−1/2)Hκ , and R = `
√
κH and xκ the center of the square Qκ,σ. Apply the change
of variables y =
√
κH(x− xκ) to get
L0,κ(χψ,A) ≥ κ5/4H−3/4M0(b, R) ‖χψ‖24 − Cκ3/2‖χψ‖22,
whereM0(b, R) is the energy introduced in (2.19). We use Theorem 2.7 to write a lower bound
ofM0(b, R) and Hölder inequality to estimate ‖χψ‖2. That way we get,
L0,κ(χψ,A) ≥ −κ5/4H−3/4R3/2(−2g(b))1/2 ‖χψ‖24 − Cκ3/4‖χψ‖24.
10 A. KACHMAR AND M. NASRALLAH
Recall that ` = (1+σ)κ−1/2 is the side length of the cube Qκ,σ and that R = `
√
κH = (1+σ)
√
H.
Note that
E0(χψ,A;Qκ,σ) = L0,κ(χψ,A) + κ
2
2
‖χψ‖44
≥ −κ5/4(1 + σ)3/2(−2g(b))1/2 ‖χψ‖24 − Cκ3/4‖χψ‖24 +
κ2
2
‖χψ‖44 .
We insert this into (3.6) to get
κ5/4
(
−(1 + σ)3/2(−2g(b))1/2 − Cκ−1/2 + κ
3/4
2
‖χψ‖24
)
‖χψ‖24 ≤ Cσ−1κ−1/2. (3.9)
Two cases may occur :
Case I: (
−(1 + σ)3/2(−2g(b))1/2 − Cκ−1/2 + κ
3/4
2
‖χψ‖24
)
≤ κ−1/2
Case II: (
−(1 + σ)3/2(−2g(b))1/2 − Cκ−1/2 + κ
3/4
2
‖χψ‖24
)
≥ κ−1/2.
In both cases, we infer from (3.9),
‖χψ‖24 ≤ (1 + σ)3/2κ−3/4(−2g(b))1/2 + Cσ−1κ−5/4. (3.10)
Since χ = 1 in Qκ ⊂ Qκ,σ and |Qκ| = κ−3/2, it follows that(
1
|Qκ|
∫
Qκ
|ψ|4dx
)1/2
≤ (1 + σ)3/2(−2g(b))1/2 + Cσ−1κ−1/2. (3.11)
This yields the conclusion in Theorem 1.2 once we choose σ =
[(
1− Hκ
)
κ1/2
]−1/2. In fact,
Assumption 1.1 ensures that
• σ  1 and σ−1κ−1/2  1− Hκ ;
• b = (1− κ−1/2)Hκ → 1− so that by Theorem 2.3, g(b) = EAb(b− 1)2 + (b− 1)2o(1).

We will need to work with boxes rather than cubes only. These boxes are defined in:
Definition 3.3. Let 0 < `,L < 1. By a (`, L) box we mean a cuboid of the form
Q`,L = (−`/2, `/2)× (−`/2, `/2)× (−L/2, L/2) + x0 ,
for some point x0 ∈ R3 (the center of the box).
Note that, a (`, L) box for which L = ` is simply a cube of side length `.
Remark 3.4. As a simple corollary of Theorem 1.2, there exist two constants C > 0 and κ0 > 0
such that the following estimate∫
Q`,L
|ψ|4 dx ≤ C`2L
(
1− H
κ
)2
,
is valid as long as Assumption 1.1 is satisfied and
• κ ≥ κ0 ;
• κ−1/2 ≤ `, L < 1 ;
• Q`,L ⊂ {dist(x, ∂Ω) ≥ 2κ−1/2} is a (`, L)-box.
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Furthermore, it holds,
lim sup
κ→∞
((
1− H
κ
)−2 1
|Q`,L|
∫
Q`,L
|ψ|4 dx
)
≤ −2EAb . (3.12)
Corollary 3.5. Under the assumptions in Theorem 1.2,
lim sup
κ→∞
((
1− H
κ
)−2 1
|D|
∫
D
|ψ|4 dx
)
≤ −2EAb , (3.13)
where D ⊂ Ω is an open subset such that |∂D| = 0.
4. Energy asymptotics
In the sequel, we will work with the local energy introduced in (3.1). Also, we will use the
notation introduced below.
Notation 4.1. For every ` ∈ (0, 1), we let Q` ⊂ Ω be a cube of side length ` and χ` ∈ C∞c (Q`)
be a cut-off function satisfying
χ` = 1 in Q`− 1√
κH
, 0 ≤ χ` ≤ 1 , |∇χ`| ≤ c
√
κH and |∆χ`| ≤ c2κH in Q`, (4.1)
where c > 0 is a universal constant.
Proposition 4.1. There exist two constants κ0 > 1 and C > 0 such that the following inequalities
holds
(1− δ)
|Q`| E0(χ`ψe
iκHφ,F;Q`)
≤ 1|Q`|E0(χ`ψ,A;Q`) + C
(
δκ+ δ−1κ1/3`2[κ−H]2/3
)
[κ−H]
≤ 1|Q`|E0(ψ,A;Q`) + C
(
`−1/2κ1/2 + δκ+ δ−1κ1/3`2[κ−H]2/3
)
[κ−H] ,
where
• δ ∈ (0, 1), κ ≥ κ0, and (κ,H) satisfy Assumption 1.1 ;
• (ψ,A) ∈ H1(Ω;C)× H˙1div ,F(R3) is a solution of (1.7) ;
• κ−1/2 ≤ ` < 1, Q` and χ` are as in Notation 4.1 ;
• F is the magnetic potential introduced in (1.5) ;
• φ ∈ C∞(Q`) is the smooth function in Lemma 3.2 .
Proof.
Step 1: Lower bound on E0(ψ,A;Q`). The aim of this step is to prove the estimate in
(4.3) below. Since χ` = 1 in Q`− 1√
κH
, it holds the simple decomposition
E0(χ`ψ,A;Q`) = E0(ψ,A;Q`− 1√
κH
) + E0(χ`ψ,A;Q` \Q`− 1√
κH
) . (4.2)
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Straight forward calculations yield∫
Q`\Q`− 1√
κH
|(∇− iκHA)χ`ψ|2 dx
=
∫
Q`\Q`− 1√
κH
|χ`(∇− iκHA)ψ|2 dx+
∫
Q`\Q`− 1√
κH
|∇χ`|2|ψ|2 dx
+ 2Re

∫
Q`\Q`− 1√
κH
χ`ψ∇χ` · (∇− iκHA)ψ dx

=
∫
Q`\Q`− 1√
κH
|χ`(∇− iκHA)ψ|2 dx−
∫
Q`\Q`− 1√
κH
|ψ|2χ`∆χ` dx .
We insert the estimates in Remark 3.4 into the aforementioned formula to obtain∫
Q`\Q`− 1√
κH
|(∇− iκHA)χ`ψ|2 dx ≤
∫
Q`\Q`− 1√
κH
|(∇− iκHA)ψ|2 dx+ C`−1/2κ1/2[κ−H]`3 .
We insert this into (4.3). After a rearrangement of the terms we get
E0(χ`ψ,A;Q`) ≤ E0(ψ,A;Q`) + κ2
∫
Q`
(1− χ2` )|ψ|2 dx+ C`−1/2κ1/2[κ−H]`3 .
We estimate the term
∫
Q`
(1 − χ2` )|ψ|2 dx using the assumption on the support of 1 − χ`, the
Cauchy-Schwarz inequality and the estimate in Remark 3.4. That way we get
E0(χ`ψ,A;Q`) ≤ E0(ψ,A;Q`) + C`−1/2κ1/2[κ−H]`3 . (4.3)
Step 2: Replacing A by F.
Let φ ∈ C∞(Q`) be the function satisfying the estimate in (3.5). Using the gauge invariance
and the Cauchy-Schwarz inequality, we get
E0(χ`ψ,A;Q`) = E0(χ`ψeiκHφ,A−∇φ;Q`)
≥ (1− δ)E0(χ`ψeiκHφ,F;Q`)−
(
Cδ−1κ2H2‖A− F−∇φ‖2L∞(Q`) + δκ2
)∫
Q`
|ψ|2 dx .
Using the estimates in Remark 3.4 and (3.5) we get,
E0(χ`ψ,A;Q`) ≥ (1− δ)E0(χ`ψeiκHφ,F;Q`)− C
(
δ−1κ2
(
1− H
κ
)5/3
`5 + δκ[κ−H]`3
)
.
Inserting this into (4.3), we finish the proof of Proposition 4.1. 
Remark 4.2. In the setting of Proposition 4.1, let R = `
√
κH. The change of variables x 7→
x
√
κH, Lemma 2.4 and (2.6) yield
1
|Q`|E0(χ`ψe
iκHφ,F;Q`) ≥ κ2g
(
H
κ
)
.
Furthermore, under Assumption 1.1, we know that H/κ→ 1−, and by Theorem 2.3,
κ2g
(
H
κ
)
= EAb[κ−H]2 + [κ−H]2o(1) .
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Proposition 4.3. There exist positive constants C > 0 and κ0 > 1 such that the following
inequality holds
E0(ψ,A;Q`)
|Q`| ≤ (1 + δ)
(
1− 2
R
)
[κ−H]2+
c(R)
R2
+ C
(
`−1 + κ−1`−3[κ−H]−1 + δκ+ δ−1κ1/3`2[κ−H]2/3 + `−1/2κ1/2
)
[κ−H] ,
where
• δ ∈ (0, 1), κ ≥ κ0, and (κ,H) satisfy Assumption 1.1 ;
• (ψ,A) ∈ H1(Ω;C)× H˙1div ,F(R3) is a minimizer of the functional in (1.3) ;
• κ−1/2 ≤ ` < 1, Q` ⊂ {dist(x, ∂Ω) ≥ 2κ−1/2} is a cube of side length ` ;
• R = `√κH and c(R) is the energy introduced in (2.12).
Proof. Let x0 be the center of Q`. Without loss of generality, we may assume that x0 = 0 so
that we reduce to the case
Q` = (−`/2, `/2)× (−`/2, `/2)× (−`/2, `/2) ⊂ {dist(x, ∂Ω) > κ−1+δ}.
In light of Lemma 3.2, we may assume, after performing a gauge transformation, that the mag-
netic potential satisfies,
|A(x)− F(x)| ≤ Cκ−1
(
1− H
κ
)1/3
`, (4.4)
where F is the magnetic potential introduced in (1.5).
Let b = H/κ, R = `
√
κH and vR ∈ H10 (QR) be a minimizer of the functional in (2.15), i.e.
Fb,QR(vR) = M0(b, R).
Let χR ∈ C∞c (R3) be a cut-off function such that
0 ≤ χR ≤ 1, |∇χR| ≤ C in supp χR ⊂ QR+1, χR = 1 in QR, (4.5)
for some universal constant C. Let ηR(x) = 1 − χR(x
√
κH) for all x ∈ R3. We introduce the
function (cf. [20])
ϕ(x) = 1Q`(x)vR(x
√
κH) + ηR(x)ψ(x), (x ∈ Ω). (4.6)
Note that the function ϕ satisfies
ϕ(x) =

vR(x
√
κH) if x ∈ Q` ,
ηR(x)ψ(x) if x ∈ Q`+ 1√
κH
\Q` ,
ψ(x) if x ∈ Ω \Q`+ 1√
κH
.
(4.7)
We will prove that, for all δ ∈ (0, 1),
E(ϕ,A; Ω) ≤ E(ψ,A; Ω \Q`) + (1 + δ) 1
b
√
κH
M0(b, R) + r(κ) (4.8)
where M0(b, R) is defined in (2.15), r(κ) is
r(k) = C
(
δκ+ δ−1κ1/3`2[κ−H]2/3 + `−1/2κ1/2
)
[κ−H]`3 , (4.9)
and C > 0 is a constant.
Proof of (4.8). Recall the Ginzburg-Landau energy E0 defined in (3.1). We may write
E(ϕ,A; Ω) = E1 + E2 (4.10)
where
E1 = E(ϕ,A; Ω \Q`), E2 = E0(ϕ,A;Q`) (4.11)
Let us start by estimating E1 from above. We write
E1 = E(ψ,A; Ω \Q`) +R(ψ,A), (4.12)
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where
R(ψ,A) = E0
(
ηR(x
√
κH)ψ,A;Q`+ 1√
κH
\Q`
)− E0(ψ,A;Q`+ 1√
κH
\Q`
)
.
An integration by parts yields
R(ψ,A) = κ
2
2
∫
Q
`+ 1√
κH
\Q`
(
η4R(x
√
κH)− 2η2R(x
√
κH)− 1)|ψ|4dx+ κ2 ∫
Q
`+ 1√
κH
\Q`
|ψ|2dx
−
∫
Q
`+ 1√
κH
\Q`
|(∇− iκHA)ψ|2dx+
∫
Q
`+ 1√
κH
\Q`
|∇ηR|2|ψ|2dx.
Using that 0 ≤ ηR ≤ 1 together with the estimate |∇ηR| ≤ C
√
κH and Remark 3.4, we get
R(ψ,A) ≤ C`−1/2κ1/2[κ−H]`3.
By inserting this into (4.12), we deduce that
E1 ≤ E(ψ,A; Ω \Q`) + C`−1/2κ1/2[κ−H]`3. (4.13)
Now, we estimate the energy E2 in (4.11). Using the Cauchy-Shwarz inequality and (4.4), we
write for all δ ∈ (0, 1),
E2 ≤ (1 + δ)
∫
Q`
{
|(∇− iκHF)ϕ|2 − κ2|ϕ|2 + κ
2
2
|ϕ|4
}
dx
+ C
(
δκ2 + δ−1κ2
(
1− H
κ
)2/3
`2
)∫
Q`
|ϕ|2dx .
Now we use that ϕ = vR(x
√
κH) in Q`, the estimate in Lemma 2.6 and (2.5) to write,
E2 ≤ (1 + δ)
∫
Q`
{
|(∇− iκHF)ϕ|2 − κ2|ϕ|2 + κ
2
2
|ϕ|4
}
dx
+ C
(
δκ[κ−H]`3 + δ−1κ2
(
1− H
κ
)5/3
`5
)
. (4.14)
Since ϕ(x) = vR(x
√
κH) in Q`, b = H/κ and R = `
√
κH, a change of variables yields∫
Q`
{
|(∇− iκHF)ϕ|2 − κ2|ϕ|2 + κ
2
2
|ϕ|4
}
dx =
1
b
√
κH
M0(b, R).
Inserting this into (4.14) then collecting (4.13) and (4.10), we finish the proof of (4.8). 
Now we proceed in the proof of Proposition 4.3. By the definition of the minimizer (ψ,A),
we have
E(ψ,A; Ω) ≤ E(ϕ,A; Ω).
Since E(ψ,A; Ω) = E(ψ,A; Ω \Q`) + E0(ψ,A;Q`), then (4.8) yields,
E0(ψ,A;Q`) ≤ (1 + δ) 1
b
√
κH
M0(b, R) + r(κ) ,
where r(κ) is given in (4.9). Dividing both sides by |Q`| and using Lemma 2.4 and (2.13), we
finish the proof of Proposition 4.3. 
Remark 4.4. [Choice of the parameters] Let µ = κ1/2(1 − Hκ ). Under Assumption 1.1,
1 µ κ1/2.
Let B > 0 be a function of κ such that 1  B  µ. We choose δ = Bκ−1/2. Under the
additional condition µ−2  ` 1, we observe that all the terms
δκ, `−1/2κ1/2 , `−1 , κ−1`−3[κ−H]−1
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are of the order o([κ−H]).
To get δ−1κ1/3[κ − H]2/3 = o([κ − H]), the additional condition ` ≈ µ1/6κ−1/3 arises. To
respect the condition `  µ−2, µ should satisfy µ  κ2/13. This motivates Assumption 4.5
below.
Assumption 4.5.
• a : R+ → R+ and b : R+ → R+ are two functions satisfying
lim
κ→∞ a(κ) =∞ , limκ→∞ b(κ) = 0 and a(κ)κ
−9/26 ≤ b(κ) in a neighborhood of ∞ .
• κ > 0 and H > 0 satisfy a(κ)κ−9/26 ≤ 1− H
κ
≤ b(κ).
Collecting Propositions 4.1 and 4.3, we get:
Corollary 4.6. There exist κ0 > 0 and a function err : [κ0,∞)→ (0,∞) such that:
• lim
κ→∞ err(κ) = 0 ;
• the following two inequalities hold∣∣∣∣ 1|Q`|E0(χ`ψeiκHφ,F;Q`)− [κ−H]2EAb
∣∣∣∣ ≤ [κ−H]2err(κ) , (4.15)∣∣∣∣ 1|Q`|
∫
Q`
|ψ|4dx+ 2EAb
(
1− H
κ
)2∣∣∣∣ ≤ (1− Hκ )2err(κ) , (4.16)
where
– EAb is the Abrikosov constant introduced in Theorem 2.3 ;
– F is the magnetic potential in (1.5) ;
– κ ≥ κ0 and (κ,H) satisfy Assumption 4.5 ;
– (ψ,A) is a minimizer of (1.3) ;
– ` = (κH)−1/2
√
2pi[(κ−H)1/3κ1/6H] with [·] denoting the integer part (floor func-
tion) ;
– Q` ⊂ {dist(x, ∂Ω) > 2κ−1/2} and χ` are as in Notation 4.1 ;
– φ ∈ C∞(Q`) is the function defined by Lemma 3.2.
Proof. Under Assumption 4.5, we know that κ−9/26  1 − Hκ  κ−1/2. We choose δ = Bκ−1/2
where B > 0 is a function of κ satisfying 1  B  µ := κ1/2(1 − Hκ ). Note that our choice
of ` verifies ` ≈ µ1/6κ−1/3. As explained in Remark 4.4, with this choice, we get that all the
remainder terms in Proposition 4.1 and 4.3 are of order o([κ−H]2).
Now, collecting the estimates in Proposition 4.1, 4.3 and Remark 4.2, we get
(1− δ)κ2g
(
H
κ
)
≤ (1− δ)|Q`| E0(χ`ψe
iκHφ,F;Q`)
≤ E0(χ`ψ,A;Q`)|Q`| + o([κ−H]
2) ≤ c(R)
R2
[κ−H]2 + o([κ−H]2) ,
where R = `
√
κH. Our choice of ` ensures that R  1 and (2pi)−1R2 ∈ N. By applying (2.6)
and Theorem 2.3, we get (4.15) and
E0(χ`ψ,A;Q`) ≤ `3[κ−H]2EAb + `3o([κ−H]2) . (4.17)
The proof of (4.16) follows from the following localization formula,
E0(χ`ψ,A;Q`) = κ2
∫
Q`
χ2`
(
− 1 + 1
2
χ2`
)
|ψ|4dx+
∫
Q`
|∇χ`|2|ψ|2dx .
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By inserting (4.17) into the aforementioned formula and by using that χ` = 1 in Q`− 1√
κH
, we get
−κ2
2
∫
Q
`− 1√
κH
|ψ|4dx ≤ [κ−H]2EAb`3+κ2
∫
Q`\Q`− 1√
κH
|ψ|4dx−
∫
Q`
|∇χ`|2|ψ|2dx+`3o([κ−H]2) .
The estimate in Remark 3.4 yields that
κ2
∫
Q`\Q`− 1√
κH
|ψ|4dx+
∫
Q`
|∇χ`|2|ψ|2dx ≤ C`−1/2κ1/2[κ−H]`3 = `3o([κ−H]2) .
This and Theorem 1.2 (also see Remark 3.4) finish the proof of (4.16). 
5. Sharp estimate of the L2-norm
This section contains three main results:
• Lemma 5.1 regarding the spectral theory of the Landau Hamiltonian with (magnetic)
periodic conditions with respect to a box lattice of R3 ;
• Lemma 5.2 and Theorem 5.3 regarding the behavior of the minimizers of the functional
in (1.3) in cubes with small lengths.
The proof of Theorem 1.3 is a simple consequence of the result summarized in Theorem 5.3.
The proof of Theorem 5.3 relies on Lemma 5.2. The proof of Lemma 5.2 needs the result in
Lemma 5.1 as a key ingredient.
5.1. The 3D periodic operator. Let R > 0 such that R2 ∈ 2piN, L > 0 and F be the magnetic
potential in (1.5). We denote by P 3DR,L the operator
P 3DR,L = −(∇− iF)2 in L2per(QR,L), QR,L = (−R/2, R/2)2 × (−L/2, L/2) ,
with form domain the space E3DR defined as follows
E3DR,L =
{
u ∈ H1loc(R3;C) : u(x1 +R, x2, x3) = e−iRx2/2u(x1, x2, x3) ,
u(x1, x2 +R, x3) = e
iRx1/2u(x1, x2, x3) ,
u(x1, x2, x3 + L) = u(x1, x2, x3) , ∀ (x1, x2, x3) ∈ R3
}
.
(5.1)
When L = R, we will omit the reference to L in the notation and simply write P 3DR , E
3D
R and
QR.
The operator P 3DR,L is with compact resolvent. Its sequence of increasing distinct eigenvalues
is denoted by {µj(P 3DR,L)}.
The Fourier transform with respect to the x3-variable allows us to separate variables and
express the operator P 3DR,L as the direct sum⊕
n∈Z
(
P 2DR + (2pinL
−1)2
)
in
⊕
n∈Z
L2
(
(−R/2, R/2)2) , (5.2)
where P 2DR is the operator introduced in (2.8). Consequently, we get
µ1(P
3D
R,L) = 1 and µ2(P
3D
R,L) = 1 + 4pi
2L−2 . (5.3)
Let Π1 be the orthogonal projection on LR ⊂ L2((−R/2, R/2)2), the first eigenspace of the
operator P 2DR in (2.8). By Proposition 2.1, we know that, under the assumption that R
2 ∈ 2piN,
the space LR is finite dimensional and the dimension is equal to N := R2/2pi. Thus, we may
express the orthogonal projection Π1 as follows,
∀ g ∈ L2((−R/2, R/2)2) , Π1u =
N∑
m=1
〈g, fm〉L2((−R/2,R/2)2)fm ,
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where (fm) is an orthonormal basis of the space LR. That way, we may view Π1 as a projection
in the space L2(QR,L) via the formula
∀ u ∈ L2(QR,L) ,
(Π1u)(x1, x2, x3) =
N∑
m=1
fm(x1, x2)
∫
KR
u(x1, x2, x3)fm(x1, x2) dx1dx2 , (5.4)
where
KR = (−R/2, R/2)× (−R/2, R/2) . (5.5)
We introduce the quadratic form of the operator P 3DR ,
Q3DR,L(u) =
∫
QR,L
|(∇− iF)u|2 dx . (5.6)
Note that by definition of F and A0 in (1.5) and (2.2) respectively, we observe the following
useful inequality,
Q3DR (u) =
∫
QR,L
(|(∇(x1,x2) − iA0)u|2 + |∂x3u|2) dx ≥ ∫
QR,L
|(∇(x1,x2) − iA0)u|2 dx , (5.7)
where ∇(x1,x2) = (∂x1 , ∂x2).
Now, we can prove the 3D analogue of Lemma 2.2:
Lemma 5.1. Let 2 ≤ p ≤ 6. There exists a constant Cp > 0 such that for any γ ∈ (0, 1/2),
R,L > 1 and u ∈ E3DR,L satisfying
Q3DR,L(u)− (1 + γ) ‖u‖2L2(QR,L) ≤ 0 (5.8)
then the following estimate holds:
‖u−Π1u‖Lp(QR,L) ≤ Cp
√
γ ‖u‖L2(QR,L) .
Proof. Let Π2u = u − Π1u. It is easy to check that Π1u and Π2u are orthogonal in L2(QR,L)
and that
Q3DR,L(u)− ‖u‖2L2(QR,L) =
2∑
i=1
(
Q3DR,L(Πiu)− ‖Πiu‖2L2(QR,L)
)
.
Using (5.7) and (2.9), we get
Q3DR,L(u)− ‖u‖2L2(QR,L) ≥
1
2
Q3DR,L(Π2u) +
(
3
2
− 1
)
‖Π2u‖2L2(QR,L) .
Using the diamagnetic inequality, we get further
Q3DR,L(u)− ‖u‖2L2(QR,L) ≥
1
2
‖∇|Π2u|‖2L2(QR,L) +
1
2
‖Π2u‖2L2(QR,L) .
We insert this into (5.8) to get,
‖∇|Π2u|‖2L2(QR,L) + ‖Π2u‖
2
L2(QR,L)
≤ 2γ ‖u‖2L2(QR,L) .
This finishes the proof of Lemma 5.1 once the following Sobolev inequality is established
∀ R ≥ 1 , ∀ p ∈ [2, 6] , ∀ f ∈ E3DR , ‖f‖Lp(QR,L) ≤ Cp‖f‖H1(QR,L) , (5.9)
where Cp is a constant independent from R ≥ 1. To prove (5.9), let f ∈ E3DR,L, χ ∈ C∞c (BR2(0, 6))
and η ∈ C∞c (BR(0, 6)) such that
• χ = 1 in BR2(0, 3) and η = 1 in BR(0, 3) ;
• 0 ≤ χ ≤ 1 in BR2(0, 6) and 0 ≤ η ≤ 1 in BR(0, 3) ;
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Note that, since f ∈ E3DR,L, then f(x) can be defined everywhere by (magnetic) periodicity. Let
us define
g(x) = χ
(
x⊥
R
)
η
(x3
L
)
f(x) , (x = (x⊥, x3) ∈ R3) .
Clearly, g belongs to the Homogeneous Sobolev space and the following Sobolev inequality holds
‖g‖L6(R3) ≤ C‖∇g‖L2(R3) .
This yields (5.9) for p = 6. By Hölder’s inequality, we get (5.9) for all 2 ≤ p ≤ 6. 
5.2. Average asymptotics. Here we return back to the analysis of the minimizers of the func-
tional in (1.3).
Lemma 5.2. There exist κ0 > 1, C > 0 and a function err : [κ0,∞)→ (0,∞) such that it holds
the following
‖v −Π1v‖L2((−R/2,R/2)3) ≤ C
√
1− H
κ
‖v‖L2((−R/2,R/2)3) , (5.10)
E0
(
eiκHφχ`ψ,F;Q`
) ≥ 1√
κH
∫
(−R/2,R/2)3
((
1− κ
H
)
|Π1v|2 + κ
2H
|v|4
)
dx , (5.11)
1
R3
∫
(−R/2,R/2)3
|v|4 dx = −2EAb
(
1− H
κ
)2
+
(
1− H
κ
)2
err(κ) , (5.12)
and
1
R3
∫
(−R/2,R/2)3
|v|2 dx ≥ −2EAb
(
1− H
κ
)
+
(
1− H
κ
)
err(κ) , (5.13)
where
• lim
κ→∞ err(κ) = 0 ;
• F is the magnetic potential in (1.5) ;
• κ ≥ κ0 and (κ,H) satisfy Assumption 4.5 ;
• (ψ,A) is a minimizer of (1.3) ;
• ` = (κH)−1/2
√
2pi[(κ−H)1/3κ1/6H] with [·] denoting the integer part (floor function) ;
• R = `√κH ;
• the cube Q` ⊂ {dist(x, ∂Ω) > 2κ−1/2} and the function χ` are as in Notation 4.1 ;
• φ ∈ C∞(Q`) is the function defined by Lemma 3.2 ;
• Π1 is the projection introduced in (5.4) ;
• xj is the center of the cube Q` and
v(x) =
(
eiκHφχ`ψ
)(
xj +
x√
κH
)
, (x ∈ (−R/2, R/2)3).
Proof. Step 1. Proof of (5.10).
By a gauge transformation and a translation, we may assume that the center of Q` is xj = 0.
We infer from (4.15) that, for κ sufficiently large,∫
Q`
(
|(∇− iκHF)χ`ψeiκHφ|2 − κ2|χ`ψeiκHφ|2
)
dx < 0.
Performing the change of variables x 7→ √κHx, we get∫
(−R/2,R/2)3
(|(∇− iF)v|2 − (1 + γ)|v|2) dx < 0,
where γ = κH − 1 ≈ 1− Hκ . Now the estimate in (5.10) follows simply by applying Lemma 5.1.
Step 2. Proof of (5.11).
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Using a change of variable, the min-max principle and (5.3), we get,
E0(eiκHφχ`ψ,F;Q`) = 1√
κH
∫
(−R/2,R/2)3
(
|(∇− iF)v|2 − κ
H
|v|2 + κ
2H
|v|4
)
dx
≥ 1√
κH
∫
(−R/2,R/2)3
((
1− κ
H
)
|Π1v|2 + κ
2H
|v|4
)
dx .
(5.14)
Step 3. Proof of (5.12). We perform the change of variable x 7→ x/√κH to get
1
R3
∫
(−R/2,R/2)3
|v|4 dx = 1
`3
∫
Q`
|χ`ψ|4 dx .
We use the estimate in Remark 3.4 coupled with Hölder’s inequality and our choice of ` to write∫
Q`\Q`− 1√
κH
(χ4` − 1)|ψ|4 dx =
(
1− H
κ
)2
`3o(1) .
Now, by Corollary 4.6,∫
Q`
|χ`ψ|4 dx =
∫
Q`
|ψ|4 dx+
∫
Q`\Q`− 1√
κH
(χ4` − 1)|ψ|4 dx
= −2EAb
(
1− H
κ
)2
`3 +
(
1− H
κ
)2
`3o(1) .
Step 4. Proof of (5.13).
We use (5.12) and the following estimate from Corollary 4.6
E0(eiκHφχ`ψ,F;Q`) = EAb[κ−H]2`3 + [κ−H]2`3o(1)
and infer from (5.14)
−
∫
(−R/2,R/2)3
|Π1v|2 ≤ 2EAb
(
1− H
κ
)
R3 +R3o(1) .
This finishes the proof of (5.13) in light of the estimate in (5.10). 
Theorem 5.3. There exist κ0 > 1 and and a function err : [κ0,∞)→ (0,∞) such that:
• lim
κ→∞ err(κ) = 0 ;
• the following inequality hold∣∣∣∣ 1|Q`|
∫
Q`
|ψ|2 dx− EAb
(
1− H
κ
)∣∣∣∣ ≤ (1− Hκ
)
err(κ) , (5.15)
where
• κ ≥ κ0 and (κ,H) satisfy Assumption 4.5 ;
• (ψ,A) is a minimizer of (1.3) ;
• ` = (κH)−1/2
√
2pi[(κ−H)1/3κ1/6H] with [·] denoting the integer part (floor function) ;
• the cube Q` ⊂ {dist(x, ∂Ω) > 2κ−1/2} is as in Notation 4.1 .
Proof. We will prove (5.15) in two steps by establishing the upper and lower bounds in (5.15)
independently.
The lower bound follows easily from Theorem 5.2 used with R = `
√
κH and ` as defined in
Theorem 5.3. Namely we use (5.13).
The proof of the upper bound is a bit lengthy. We introduce the parameters
α =
(
1− H
κ
)1/16
,  =
(
1− H
κ
)3/8
, L =
(
1− H
κ
)−5/8
,
`′ = (κ−H)−1 and R′ = `′
√
κH . (5.16)
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Note that these parameters satisfy(
1− H
κ
)2
R′2L 1 , κ−1  `′  1 and 1 R′  R , (5.17)
and (
(`′)−2 + κ2L−2
)
α−2
(
1− H
κ
)
 `3[κ−H]2 . (5.18)
Here
R = `
√
κH , (5.19)
and ` is defined in Theorem 5.3.
Step 1.
Let (Q˜`′,L,i)i be a family of (`′, L√κH )-boxes covering the cube Q` (cf. Definition 3.3). These
boxes are constructed as follows. First we cover Q` by N boxes of the form
Q˜`′,L,i =
(
− `
′
2
,
`′
2
)2 × (− L
2
√
κH
,
L
2
√
κH
)
+ xi , xi ∈ R3 .
We choose these boxes to be disjoint (see Figure 5.2), hence the number N satisfies∣∣∣∣∣N − `3
√
κH
`′2L
∣∣∣∣∣ ≤ C `2
√
κH
`′2L
. (5.20)
Now we choose the boxes Q`′,L,i by expanding the sides of Q˜`′,L,i slightly. Precisely, we take
Q`′,L,i =
(
− (1 + α)`
′
2
, (1 + α)
`′
2
)2 × (− (1 + α) L
2
√
κH
, (1 + α)
L
2
√
κH
)
+ xi .
Consider a partition of unity (hi) satisfying in Q`∑
i
hi = 1 ,
∑
i
|∇hi|2 ≤ C
(
(`′)−2 + κ2L−2
)
α−2 ,
and supp hi ⊂ Q`′,L,i.
Let the notation be as in Lemma 5.2 and denote by
w = eiκHφχ`ψ . (5.21)
We have the decomposition formula,
E0(w,F;Q`) ≥
∑
i
E0(hiw,F;Q`′,L,i)−
∑
i
∥∥ |∇hi|ψ ∥∥2L2(Q`)
≥
∑
i
E0(hiw,F;Q`′,L,i)− C
(
(`′)−2 + κ2L−2
)
α−2‖ψ‖2L2(Q`)
≥
∑
i
E0(hiw,F;Q`′,L,i)− C
(
(`′)−2 + κ2L−2
)
α−2`3
(
1− H
κ
)
[byRemark 3.4]
≥
∑
i
E0(hiw,F;Q`′,L,i)− `3[κ−H]2o(1) [by (5.18)] .
In light of Corollary 4.6, we get∑
i
E0(hiw,F;Q`′,L,i) ≤ EAb(κ−H)2`3 + `3(κ−H)2o(1) . (5.22)
Step 2.
Let
q(hiw,F;Q`′,L,i) =
∫
Q`′,L,i
(
|(∇− iκHF)hiw|2 − κ2|hiw|2
)
dx . (5.23)
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.
xiℓ′(1+α)ℓ′
ℓ′
(1+α)ℓ′
ℓ
ℓ
Figure 1. The projection on the xy-plane of the cube Q` decomposed into the
small boxes Q˜`′,L,i. Note the representation of the box Q˜`′,L,i with center xi =
(x¯i, zi) ∈ R3 and the slightly larger box Q`′,L,i.
We introduce the two sets of indices
J+ = {i : q(hiw,F;Q`′,L,i) > 0} and J− = {i : q(hiw,F;Q`′,L,i) ≤ 0} .
Let N+ = Card,J+ and N− = CardJ−. We will prove that∣∣∣∣∣N− − `3
√
κH
`′2L
∣∣∣∣∣ ≤ `3
√
κH
`′2L
o(1) , (5.24)
and
N+ = N−o(1) . (5.25)
Since N+ + N− = N , (5.25) is a simple consequence of (5.20) and (5.24). The upper bound in
(5.24) is a simple consequence of (5.20) since N− ≤ N .
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We turn to the proof of the lower bound in (5.24). We have the trivial lower bound that
follows from (2.6) and (2.3), Theorem 2.3 and a change of variables
E0(hiw,F;Q`′,L,i) ≥ κ
H
√
κH
∫ L/2
−L/2
m0
(
H
κ
,R′
)
dx3 ≥ κ
H
√
κH
g
(
H
κ
)
R′2L .
Here R′ = `′
√
κH. Using Theorem 2.3, we get further
E0(hiw,F;Q`′,L,i) ≥
(
EAb + o(1)
)
(κ−H)2 `′2L(κH)−1/2 .
Inserting this into (5.22) and dropping the positive terms corresponding to i ∈ J+, we get
N−
(
EAb + o(1)
)
(κ−H)2 `′2L(κH)−1/2 ≤
∑
i∈J−
E0(hiw,F;Q`′,L,i)
≤ EAb(κ−H)2`3 + `3(κ−H)2o(1) .
Since EAb < 0, this yields (5.24).
Step 3.
We denote by xi the center of the box Q`′,L,i. If i ∈ J−, the change of the variable x 7→
(x− xi)
√
κH yields ∫
QR′,L
(
|(∇− iF)vi|2 − (1 + γ)|vi|2
)
dx ≤ 0 ,
where γ = 1− κH , QR′,L = (−R′/2, R′/2)2 × (−L/2, L/2) and
vi(x) = hiw
(
xi +
x√
κH
)
. (5.26)
We apply Lemma 5.1 to obtain
‖vi −Π1vi‖Lp(QR′,L) ≤ C
√
1− H
κ
‖vi‖L2(QR′,L) , p ∈ {2, 4} , (5.27)
where Π1 is the projection in (5.4). For p = 4, we write by Hölder’s inequality,
‖vi −Π1vi‖L4(QR′,L) ≤ C(R′2L)1/4
√
1− H
κ
‖vi‖L4(QR′,L)  ‖vi‖L4(QR′,L) , (5.28)
by (5.17). Let us introduce the function ui as follows,
vi =
(
1− H
κ
)1/2
ui. (5.29)
Since R′  1, we get (cf. (2.12) and Theorem 2.3)∫
QR′,L
(
− |Π1ui|2 + 1
2
|Π1ui|4
)
dx ≥
∫ L/2
−L/2
c(R′) dx3 ≥ EAbR′2L−R′2Lo(1) .
Thus, we get,
−
∑
i∈J−
∫
QR′,L
|Π1ui|2 dx ≥ −1
2
∑
i∈J−
∫
QR′,L
|Π1ui|4 dx+
(
EAb + o(1)
)
R′2LN− .
Using (5.28), (5.24) and R′ = `′
√
κH, we get further
−
∑
i∈J−
∫
QR′,L
|Π1ui|2 dx ≥ −1
2
(
1 + o(1)
) ∑
i∈J−
∫
QR′,L
|ui|4 dx+ EAb`3(κH)3/2 + `3(κH)3/2o(1) .
(5.30)
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In light of (5.29), (5.26) and (5.21), we get by a change variable transformation∑
i∈J−
∫
QR′,L
|ui|4 dx = (κH)3/2
(
1− H
κ
)−2 ∑
i∈J−
∫
Q
`′, L√
κH
|hiw|4 dx
≤ (κH)3/2
(
1− H
κ
)−2 ∫
Q`
|ψ|4 dx ≤ −2EAb(κH)3/2`3 + (κH)3/2`3o(1)
by Corollary 4.6. Inserting this into (5.30), we get
−
∑
i∈J−
∫
QR′,L
|Π1ui|2 dx ≥ 2EAb`3(κH)3/2 + `3(κH)3/2o(1) .
Now, using (5.27), we may write,∑
i∈J−
∫
QR′,L
|ui|2 dx ≤
(
1 + o(1)
) ∑
i∈J−
∫
QR′,L
|Π1ui|2 dx ≤ −2EAb`3(κH)3/2 + `3(κH)3/2o(1) .
(5.31)
Recall the expression of ui in (5.29). Performing a change of variable, we get∫
QR′,L
|ui|2 dx =
(
1− H
κ
)−1
(κH)3/2
∫
Q
`′, L√
κH
|hiχ`ψ|2 dx .
Using (5.24) and (5.25), we get∑
i∈J−
∫
QR′,L
|ui|2 dx =
(
1− H
κ
)−1
(κH)3/2
∑
j∈J±
∫
Q
`′, L√
κH
|hiχ`ψ|2 dx+ o
(
`3
√
κH
`′2L
)
=
(
1− H
κ
)−1
(κH)3/2
∫
Q`
|χ`ψ|2 dx+ `3(κH)3/2o(1) ,
by the definition of `′ and L in (5.16). We insert this into (5.31) and get,∫
Q`
|χ`ψ|2 dx ≤ −2EAb`3
(
1− H
κ
)
+ `3
(
1− H
κ
)
o(1) . (5.32)
The estimate in Remark 3.4 and Hölder’s inequality yield∫
Q`
(1− χ2` )|ψ|2 dx ≤
∫
Q`\Q`− 1√
κH
|ψ|2 dx ≤ `
5/2
(κH)1/4
(
1− H
κ
)
= o
(
`3
(
1− H
κ
))
.
Inserting this into (5.32), we get the upper bound in Theorem 5.3. 
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