Abstract. This paper shows how to obfuscate several simple functionalities from a new Knowledge of OrthogonALity Assumption (KOALA) in cyclic groups which is shown to hold in the Generic Group Model. Specifically, we give simpler and stronger security proofs for obfuscation schemes for point functions, general-output point functions and pattern matching with wildcards. We also revisit the work of Bishop et al. (CRYPTO 2018) on obfuscating the pattern matching with wildcards functionality. We improve upon the construction and the analysis in several ways:
Introduction
Program obfuscation is a powerful cryptographic primitive where an obfuscator O takes the description of a program as input and outputs an obfuscated program that has the same input-output behavior as the original program while hiding how the program works internally. The first theoretic investigation of obfuscation was made in the work of Barak et al. [1, 14] that defined the Virtual Black Box (VBB) security definition, and showed that this strong definition can not be satisfied for general circuits. This has sparked a line of research, starting from [12] , into trying to realize the weaker notion of indistinguishability obfuscation for general circuits. There have been many candidate IO for circuits, but they all rely on non-standard and poorly understood assumptions several of which have been broken. In contrast, there is a different line of work to achieve the full VBB obfuscation for more restricted functionalities. Work in this direction has shown that one can VBB obfuscate simple functionalities such as point functions [7, 15, 16, 4, 8] and hyperplane membership testing [9] . Obfuscating the pattern matching with wildcards functionality (also called conjunctions) was shown to be possible from LWE and variants [5, 6, 17, 13] . A pattern is specified by a string ρ in {0, 1, } n and matches an input x ∈ {0, 1} n if ρ i = x i or ρ i = for all i ∈ [n]. Recently at CRYPTO 2018 Bishop et al. presented a simple and efficient method for obfuscating pattern matching with wildcards [3] where the obfuscated pattern compromises of 2n elements in a cyclic group, and showed that the construction achieves distributional VBB (DVBB) security for the uniform distribution over patterns containing a fixed number of wildcards up to 0.75n.
Our Results
We introduce a knowledge assumption that is weaker than the generic group model. The knowledge assumption is a natural decisional analogue of Damgard's KEA assumption [10] , and asserts that given any adversary that distinguishes g Mr for any M and a random r from the uniform distribution, there exists another adversary (sometimes referred to as an "extractor") that outputs a nontrivial vector z such that zM = 0. We refer to this as the Knowledge of OrthogonALity Assumption (KOALA). The assumption can also be viewed as a natural decisional analogue of the recent algebraic group model [11] , which essentially asserts that the only way an adversary can compute a new group element is to take a linear combination of previous ones.
To showcase the power of KOALA we give a simple proof for the VBB security of the point function obfuscator of [7] . Moreover, we also give the first proof of the self composability of this obfuscator and we extend the construction to VBB obfuscation of point functions with general output. Prior work on obfuscating point functions is summarized in Fig 1. We improve on the work of Bishop et al. in a number of directions. First we explain that it is possible to, given an obfuscation of a pattern ρ, learn if the first half of ρ consists of wildcards. Since it is not possible to learn this efficiently through black box access only, this attack shows that the construction is not VBB
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Fig . 2 . Security for obfuscation of pattern matching with wildcards in cyclic groups [3] . Note that the KOALA knowledge assumption holds in the generic group model. The (independent) work of [2] also proved DVBB results for the class of patterns with exactly w 's in the high min-entropy setting.
secure. Moreover, the attack shows that there are high entropy distributions for which the scheme is not DVBB secure. On the other hand we prove stronger security claims by proving the scheme to be VBB secure with simulators that run in time roughly 2 n/2 . We also give optimal min-entropy bounds such that any distribution that has this amount of min-entropy is automatically DVBB secure. More precisely, we prove that any distribution over {0, 1, } n with n + ω(log n) bits of min-entropy is distributional VBB secure. We give a similar result for distributions with a fixed number of wildcards. Previous works only showed DVBB security for certain specific distributions, namely uniform distributions with a fixed number of wildcards ≤ 3n/4. These distributions have min-entropy at least 1.06n for sufficiently large n and therefore DVBB security for these distributions follows as a special case of our DVBB result for high min-entropy distributions. Another advantage of our security proofs is that they only rely on the KOALA, rather than on the full generic group model.
In our security proof we show that the construction of Bishop et al. is essentially built around an obfuscator for a new Big Subset-functionality that could be of independent interest. For input size n, the functions of this functionality are parametrized by a subset Y ⊂ [n] and a threshold value 0 ≤ t ≤ n. The function f Y,n,t : P([n]) → {0, 1} takes a subset X ⊂ [n] as input and outputs 1 if and only if X is a big enough subset of Y (i.e. |X| ≥ t). The key result is that the big subset functionality can be obfuscated with VBB security assuming KOALA. The security guarantees for the pattern matching functionality follow from this result by embedding the pattern matching functionality into the big subset functionality.
The scheme of [3] uses only linear operations which are hidden in the exponent of a cryptographic group. We formulate the framework for linear-in-theexponent obfuscation schemes in the hope of finding more efficient and more secure constructions. On the positive side we find a more efficient construction whose obfuscated programs are represented by n + 1 group elements rather than 2n group elements while having at least the same security as the construction of [3] . On the negative side we prove that our distinguishing attack extends to a wide family of "natural" linear-in-the-exponent obfuscation schemes.
Technical Overview
We provide a brief overview of our obfuscation construction for the "big subset functionality", which is implicit in [3] , and then explain how this relates to obfuscating pattern matching with wildcards.
Obfuscating "big subset". The functionality f Y,n,t is parametrized by (Y, n, t) where Y ⊆ [n], t ≤ n, and given an input X ⊆ [n], f Y,n,t (X) = 1 ⇔ |X| ≥ t and X ⊆ Y .
to denote group exponentiation) where -{v i : i ∈ Y } are random Shamir shares of 0, that is, the evaluations of a random degree t − 1 polynomial whose constant term is 0, and -the remaining v i 's, i / ∈ Y are chosen uniformly at random.
To evaluate the obfuscated program on input X, we simply return 1 if and only if reconstruction "in the exponent" over the shares corresponding to X returns [0] g . To prove VBB security, we adopt a "random or learn" strategy similar to that in [7, 9, 16] . Given an adversary A, we try to simulate its view by feeding it n random group elements. Suppose this simulation fails, which means A distinguishes an obfuscation of f Y,n,t from uniformly random group elements. Then, by our KOALA assumption, then we can "extract" from A a vector z from which we can efficiently compute an X such that f Y,n,t (X) = 1. In fact, X simply corresponds to the indices of z that are non-zero; X ⊆ Y follows from the fact that v i 's outside Y are uniformly random, and |X| ≥ t follows from the secrecy of Shamir's secret-sharing scheme. Finally, we show that given oracle access to f Y,n,t and an X such that f Y,n,t (X) = 1, we can efficiently recover Y, t, upon which we can simulate the view of the adversary perfectly.
We mention here that the actual simulation is a bit more complex, since the KOALA assumption only guarantees extraction with inverse polynomial probability. Therefore, we will need to "extract" multiple z's and run the above simulation of each of these z; the number of samples we need and thus the running time of the simulator is inverse polynomial in the simulation accuracy. We also note that the same approach also yields a much easier proof for the VBB security of Canetti's point function obfuscator (which outputs just two group elements). Moreover, we can also give a proof for the self-composability of Canetti's obfuscator.
Obfuscating pattern matching with wildcards. To go from obfuscating the "big subset functionality" to obfuscating pattern-matching with wildcards, we observe that there is a simple embedding of {0, 1, } n into (P([2n]), 2n, n) where we replace the i'th symbol with either 2i − 1, 2i or both. Indeed, this was the approach (implicitly) taken in [3] . Unfortunately, this embedding also allows an adversary to check whether any subset of n/2 positions of a pattern correspond to wildcards, which is the basis for our distinguishing attack. As mentioned earlier in the introduction, we show that -this construction achieves VBB security with roughly 2 n/2 -time simulation. This essentially follows from the fact that we can simulate any query to big subset oracle with 2 n/2 queries to the pattern matching oracle. -this construction achieves D-VBB security for any distribution over {0, 1, } n with min-entropy at least n + ω(log n). This essentially follows from the fact that any distribution over (P([2n]), 2n, n) for big subset with min-entropy n + ω(log n) is evasive. The latter in turn follows from the fact that any X ⊆ [2n] of size n is an accepting input for at most 2 n patterns in (P([2n]), 2n, n). -the construction is not D-VBB secure for some distribution over {0, 1, } n with min-entropy n − ω(log n). In particular, take any a = ω(log n) and consider the distribution where the first a positions is uniform over {0, 1}
a , the next a positions are 's, and the last n − 2a positions are uniform over {0, } n−2a . This distribution is evasive, and yet we can distinguish obfuscation of this distribution from that of the uniform distribution over {0, 1, } n .
Prior analysis only considers restricted distributions, namely the uniform distribution over patterns with a fixed number of wildcards; we note that our techniques are fairly general and also provide matching results for these restricted distributions.
In the last section of the paper, we explore the possibility of achieving VBB obfuscation for pattern matching with wildcards via some "natural" generalization of the above constructions. Our results here are mostly negative. Along the way, we also present a compression technique that allows us to reduce the output of the obfuscator from 2n to n + 1 group elements.
Open problems. We conclude with a number of open problems on efficient obfuscation using cyclic groups:
-Construct simple obfuscation schemes for simple functionalities beyond "big subset". -Prove or disprove: for every δ > 0, there exists an efficient obfuscation scheme for pattern matching with wildcards that is D-VBB for any distribution over {0, 1, } with min-entropy δn (alternatively, VBB secure with 2 δn -time simulation).
Roadmap. The rest of the paper consists of the following: In section 2 we state the definitions of VBB, T -VBB and DVBB secure obfuscation schemes. We also prove that T -VBB security implies DVBB security for T -elusive distributions. In section 3 we describe the construction of [3] for obfuscating pattern matching with wildcards. In section 4 we introduce the KOALA knowledge assumption and we prove that it holds in the generic group model. We also showcase the power of the KOALA by giving a simple proof of the VBB security of the point function obfuscator of Canetti [7] , and giving the first proof of its self composability. In section 5 we introduce the big subset functionality, we show that it can be obfuscated with VBB security and we prove that certain distributions of big subset functions are elusive. In section 6 we give our security analysis including a family of attacks and new security proofs. In section 7 we describe and study linear-in-the-exponent obfuscation schemes for pattern matching with wildcards. We find more efficient schemes, but we prove that there are no VBB secure obfuscators in a broad class of constructions that follow this paradigm.
Independent work. We clarify here that an independent work of Bartusek, et al. [2] achieved a subset of our results (in addition to other results not in this work): the overlap are the construction with n + 1 group elements, as well as distributional VBB for the uniform distribution over patterns with exactly w wildcards for any w = ω(log n) in the generic group model.
Preliminaries
Notation. Throughout the paper we use [n] to denote the set {1, · · · , n}. We write vectors in boldface (e.g. x) and their entries in plain text (e.g. x 1 ). We also use the implicit representation of group elements: If G is a cyclic group of order p with generator g, then for a ∈ Z p we use [a] g to denote the group element g a . If v ∈ Z n p is a vector mod p, then [v] g denotes the tuple of n group elements {g vi } i∈[n] .
Security Definitions
In this section we define Virtual Black Box [1] (VBB) and Distributional Virtual Black Box [5] (DVBB) security. We also introduce T -VBB security, which is a variant of VBB security where the simulator is allowed to run in superpolynomial time O(T ). We prove that T -VBB security implies distributional VBB security for distributions that are T -evasive (even with simulators that make no black box queries). Let F = {F n } n∈N be a sequence of function families where F n is a set of functions that takes n bits as input. A PPT algorithm O is said to be an Obfuscator for F if it takes an input length n (in unary representation) and a function f ∈ F n as input, and outputs an obfuscated program O(1 n , f ) that:
1. preserves functionality: For any n, f ∈ F n and x ∈ {0, 1} n we have that O(1 n , f )(x) = f (x) with a probability that is overwhelming as a parameter of n. 2. has only polynomial slowdown: For any n and f ∈ F n the obfuscated program O(1 n , f ) runs in time that is poly(n, T (f )), where T (f ) is the run time of f .
To ease notation, we don't explicitly write the input length n as an input to the obfuscator O in the rest of the paper.
Virtual Black Box security (VBB). If an obfuscator reveals no more information about the function f ∈ F n than what can by learned from black box access the obfuscator is said to be Virtual Black Box (VBB) secure. More formally, we have the following definition Definition 1 (VBB Security). An obfuscator O for the functionality {F n } n∈N is said to be VBB secure if for any PPT Adversary A and polynomial p(n), there exists a PPT simulator S that has black box access to a function in F and an n 0 such that for any n ≥ n 0 and any
Remark 1. In our definition (and in our definition of T -VBB security below), the simulator S is allowed to depend on the required simulator accuracy p(n). This is slightly weaker than the original definition of [1] .
One can relax the condition that S runs in polynomial time to obtain a weaker security notion. An obfuscator satisfying this relaxed security notion reveals nothing about the function it obfuscated beyond what can be learned with a lot of black box queries.
Definition 2 (T -VBB Security
). An obfuscator O for the functionality F is said to be T -VBB secure if for any PPT Adversary A and any polynomial p(n), there exists a simulator S that has black box access to a function in F that runs in time O(T * poly(n)) and an n 0 such that for any n ≥ n 0 and f ∈ F n
.
Distributional Virtual Black Box security (D-DVBB).
A weaker notion of Obfuscator security is that of Distributional VBB security (also called Average-Case VBB). In the distributional setting, there is a sequence of distributions D = {D n } n∈N that the function f to be obfuscated is drawn from. If an obfuscator O reveals nothing about functions randomly drawn from D beyond what can be learned from black box access, the obfuscator O is said to be D-DVBB secure. This is captured by the following definition:
Definition 3 (D-DVBB Security). Let D = {D n } n∈N be a sequence of distributions on F, and O an obfuscator for the F functionality. Then O is said to be D-DVBB secure if for any adversary A and any sequence of predicates P = {P n : F n → {0, 1}} there exists a PPT Simulator S such that
The fact that VBB security implies distributional VBB security for any arbitrary distribution is trivial. However, we prove that VBB security also implies DVBB security with simulators that don't make black-box queries for distributions that are evasive. It is also the case that T -VBB implies DVBB with simulators that make no black-box queries for distributions which are T -evasive.
Definition 4 (evasive, T -evasive). A sequence {D n } n∈N of distributions on {F n } n∈N is evasive if there is a negligible function µ(n) such that for all x ∈ {0, 1} n we have
A the sequence of distributions is said to be T -evasive if there is a negligible function µ(n) such that for all x ∈ {0, 1} n we have
Lemma 1 (VBB implies DVBB without black-box queries for evasive distributions). Suppose O is a VBB secure (resp. T -VBB secure) obfuscator for the functionality {F n } n∈N and let D = {D n } n∈N be an evasive ( resp. Tevasive) sequence of distributions that can be sampled from efficiently, then O is D-DVBB secure with a simulator that does not make any black box queries.
Proof. Let O, {F n } n∈N and {D n } n∈N be as in the statement of the theorem. Let A be an adversary and P a predicate on F. We define a simulator S that draws a function f from D n and outputs A(O(f )). It is clear that this simulator makes no black box queries to f . We now prove that S has negligible simulation error. Fix any polynomial p(n) and let S VBB be a simulator that runs in polynomial time ( resp. O(T * poly(n))) with a simulation error that is eventually less than 1 3p(n) . This is guaranteed to exist because of the VBB ( resp T -VBB) property of O. Then we have for large enough n that
. (1) Since S VBB makes at most polynomially many ( resp. O(T * poly(n))) queries to f and since the sequence D is evasive ( resp. T -evasive) we have
and similarly we have
Finally, similar to Eqn. 1 we have for large enough n that
. (4) Putting these four inequalities together we have for large enough n that
which shows that the simulator error is eventually lower than 1 p(n) for any p(n).
Obfuscation for Pattern Matching with Wildcards
The class of functions for the pattern matching with wildcards functionality it parametrized by length n strings over the alphabet {0, 1, }. For a pattern ρ = (ρ i ) i∈ [n] in {0, 1, } n we define the pattern matching function f ρ that takes a binary string x = (x i ) i∈[n] as input, and outputs whether the string matches the pattern ρ. More precisely we have
A simple and efficient construction. The work of Bishop et al. [3] gives a simple obfuscation scheme for the pattern matching with wildcards functionality. The obfuscation of a pattern ρ consists of 2n elements {v i,j } (i,j)∈[n]×1,2 of a cyclic group G of prime order p with generator g. This obfuscation is produced by picking a random degree n − 1 polynomial h(x) = a 1 x + · · · + a n−1 x n−1 with h(0) = 0 and defining
where the r i,j are chosen uniformly at random. The obfuscation O(ρ) then consists of the 2n group elements
To evaluate the obfuscated program on input x, the evaluator computes the polynomial interpolation coefficients
,
If the pattern ρ accepts x then all the v i,xi are of the form [h(2i − j)] g and the polynomial interpolation will work in the exponent such that
accepts the input x and otherwise it rejects. If the pattern ρ does not accept x at least one uniformly random group element enters into h, so that the obfuscated program will only accept a bad input with probability 1
Prior analysis in [3] . The construction of [3] is proven to be Distributional VBB secure (Def. 3) in the generic group model for uniform distributions of patterns with a fixed number up to 3n 4 wildcards. More strongly, it is proven that the result of obfuscating a uniformly random pattern in {0, 1, } n with a fixed number up to 3n 4 wildcards is indistinguishable from 2n uniformly chosen group elements.
A New Knowledge Assumption : KOALA
We introduce a new assumption, the Knowledge of OrthogonALity Assumption (KOALA), that is valid in the generic group model and based on which we will prove the security of the Obfuscation scheme. The assumption says that an adversary can only distinguish [v] g for vectors v drawn uniformly at random from a subspace V ⊂ Z n p from [u] g for uniformly random vectors u ∈ Z n p if it can also produce a non-zero vector orthogonal to V in the clear.
Definition 5 (KOALA).
A sequence of cyclic groups {G n } n∈N of order p n ∈ [2 n , 2 n+1 ) satisfies the knowledge of orthogonality assumption if for every PPT adversary A, there exists a polynomial s(n) and a PPT algorithm A that outputs nonzero vectors such that for every subspace V ⊂ Z 
KOALA is weaker than Generic Group Model
Although KOALA is quite a strong assumption, it is weaker than the generic group model:
Theorem 1 (Generic groups satisfy KOALA). A sequence of cyclic groups {G pn } n∈N of order p n ∈ [2 n , 2 n+1 ) satisfies KOALA in the generic group model.
Proof.
Given an adversary A, we construct an extractor E A that satisfies the condition of Def 5. The extractor runs A on a list of n generic group elements e = {e i } i∈ [n] , then by looking at how A interacts with the group oracle E records all the vectors v for which A has computed v · e. When A terminates, E chooses two distinct vectors that it has collected and outputs their difference.
More formally the extractor E A works as follows: E A simulates a group oracle G 2 that gives randomly encoded access to the group Z n p . He does this by maintaining a table
n mapping vectors of Z n p to random handles that he updates on the fly when new vectors are discovered. Initially he populates the table with random handles for the n unit vectors e i for i ∈ [n]. Then it runs A G2 with the handles of the n unit vectors as input. When A terminates the extractor picks two distinct vectors q i , q j from the group oracle table and outputs q i − q j .
We now fix a subspace V ⊂ Z n p with basis {v 1 , · · · , v k } and we show that if A makes Q queries to the group oracle and distinguishes [V ] g from [Z n p ] g with probability
then the extractor will output a nonzero vector orthogonal to V with probability
so the extractor satisfies the requirement in Def. 5. We show this through a sequence of four games.
1. In the first game A is given access to the group oracle G 1 for G p , and it is given the encoding of [u] g , for u a random vector from Z n p as input.
2. In the second game A is given a group oracle G 2 for the group Z n p . Let e i ∈ Z n p for i ∈ [n] be the unit vectors of Z n p . The input to A is a random encoding of these n unit vectors.
3. In the third game A is given access to a group oracle
4. In the last game A is given access to the group oracle G 1 for G p again, and it is given the encoding of [v] g , for v a random vector from V as input.
Game 1 and Game 2 are close. Consider the map φ 1 :
where u is the vector chosen uniformly from Z n p in the first game. Now consider a group oracle G 1 • φ 1 that maintains a table {(q i , [q i · u] g , h i )} i∈I of vectors that were queried, their images under φ 1 , and random encodings of the images φ 1 (q i ). As long as no two queries q i ,q j map to the same element of G p this is an honest implementation of the group oracle G 2 . Moreover, φ 1 maps the inputs to A in Game 2 to the inputs of A in Game 1 , so unless A queries G 2 at two vectors that are mapped to the same group element by φ 1 the views of A in Game 1 and Game 2 are identical. After Q group oracle queries the table contains Q + 2n entries. For each pair of distinct vectors (q i , q j ) the probability that φ 1 (q i ) = φ 1 (q j ) is 1/p, so a union bound yields
Game 2 and Game 3 are close unless nonzero vectors orthogonal to V are found. Now, consider the map φ 2 : Z n p → Z k p , defined on the unit vectors as
and extended to all of Z n p by linearity. Notice that the vectors orthogonal to V are precisely the vectors in the kernel of φ 2 because the i-th component of
This is an honest implementation of G 2 as long as it is not queried on two different vectors q i , q j that are mapped to the same vector by φ 2 . The connecting map φ 2 maps the inputs to A in Game 2 to the inputs of A in Game 3 . Therefore we have
where Collision is the probability that two vectors in the table of G 3 • φ 2 have the same image under φ 2 .
Game 3 and Game 4 are close. The proof of this transition is very similar to that of the first transition, with the connecting map φ 3 :
The map φ 3 sends the input of A in Game 3 to the input of A in Game 4 , so like in the first transition, the view of A is identical in Game 3 and Game 4 as long as no two queries to G 1 • φ 3 are mapped to the same group element by φ. This happens with probability bounded by (Q + 2n)
2 /p, so we have
Putting everything together. Combining the previous results with the triangle inequality we get
Here the left hand side is exactly the distinguishing advantage Adv A,V , so we get
The extractor outputs the difference of two randomly chosen vectors out of the Q + 2n vectors in the table of G 2 . Therefore, since the kernel of φ 2 is exactly the set of vectors orthogonal to V we know that E outputs a vector in V ⊥ \ {0} with probability at least Collision (Q+2n) 2 , which finishes the proof.
Obfuscating Point Functions from KOALA
To demonstrate the power of KOALA, we prove the VBB security of the simple point function obfuscator of [7] . To obfuscate the function that tests whether an input x ∈ Z p is equal to x 0 the obfuscator simply outputs Theorem 2 (Obfuscating point functions from KOALA). The point function obfuscator from [7] using a sequence of groups {G n } n∈N that satisfies KOALA is VBB secure.
Proof. Given an adversary A and required simulator accuracy of 1 p(n) , let A and s(n) be the PPT algorithm and polynomial that are guaranteed to exists because of KOALA. We construct a simulator S that on input In case of event B the simulation of S is perfect, so the simulation error of S is
Event A only occurs if none of the outputs of A are orthogonal to (1, −x) , so using KOALA we get that the simulation error is bounded by
Using 1 − x ≤ e −x and e −x ≤ 1 x for x > 0 this means that the simulation error is bounded by
as required.
Definition 6 (Array of functions
Definition 7 (VBB Self composability). A VBB secure obfuscator O for a function family F is said to be VBB self composable if
is a VBB secure obfuscator for the function family
This definition is stronger than the one of [15] because it works simultaneously for all (polynomially bounded) k, rather than a fixed value of k.
Theorem 3. The point function obfuscator from [7] using a sequence of groups {G n } n∈N that satisfies KOALA is VBB self composable.
Proof. Let A be an adversary and let p(n) be a polynomial such that 1 p(n) is the desired simulator accuracy. We then construct a simulator S that works in two phases. On input (O(x 1 ), · · · , O(x k )) the simulator S starts with a learning phase S in which it tries to recover as many of the x i as possible. Then in the simulation phase it outputs A(u 1 , · · · , u k ), where
where the r i are uniformly random vectors in Z 2 p . Learning phase: The learning phase starts with a empty set L = {} of learned x i 's. Let A 1 and s(n) be the PPT algorithm and the polynomial given by the KOALA assumption. Then, like in the proof of Theorem 2, we call A 0 () a total of ks(n)p(n) times to get an output o = ((o 1,1 , o 1,2 If the learning phase has not ended in the first iteration (i.e. if x i are discovered), then we construct a new adversary A 2 that accepts k − |L| obfuscated programs as input. The adversary A 2 computes an obfuscation O(x i ) for each x i that it has learned, and plugs it into the slots of A = A 1 . The k − |L| inputs are plugged into the remaining slots and then A 2 calls A with these inputs and returns the output of A. The KOALA guarantees there exist a PPT algorithm A 2 and polynomial s 2 (n). Then S calls A 2 () a total of ks 2 (n)p(n) times to get outputs o = ((o 1,1 , o 1,2 ) , · · · , (o k,1 , o k,2 ) ). Again, if o i,2 = 0, then S queries the black box oracle for f i at input oi,1 oi,2 . If all the queries return False, the learning phase ends and S moves on to the Simulation phase. Conversely, if the query f i (x i ) returns True, then (i, x i ) is added to L. This process continues with A i + 1 the algorithm that calculates O(x i ) for the newly discovered x i and plugging it into A i . After at most k iterations no new inputs are learned and the Learning phase terminates.
Simulation phase: After the Learning phase the simulator S computes
Now we analyze the simulation error of this simulator S. Let I = {i|∃x i s.t.(i, x i ) ∈ L} be the set of indices of the x i that are learned at the end of the learning phase. Now, for X ⊂ [k] Let u X,i be the distribution defined as
Then we have that the output of S is equal to A(u I,1 , · · · , u I,k ), so the simulation error of S is bounded by
where Adv A,X denotes the advantage of
The probability Pr[X = I] is equal to Pr[reach X] Pr[stay at X| reach X], where Pr[reach X] is the probability that S reaches a state where the indices of the learned x i is exactly X, and Pr[stay at X| reach X] is the probability that S does not leave this state, given that this state is reached. So, Pr[stay at X| reach X] is bounded by the probability that none of vectors outputted by A i is nonzero and orthogonal to the 2(k − |X|) dimensional space of obfuscations of the k − |X| point functions that are not learned. According the KOALA this implies
Plugging this in to the upper bound for the simulator error shows that it is bounded by
Now, since there are at most k iterations in the learning phase (each new iteration increases |L|, and |L| ≤ k) we know that X⊂[k] Pr[reach X] is bounded by k, so the simulation error of S is bounded by Definition 8 (multi-bit output point functions). Point functions with multibit output are parametrized by two bitstrings a ∈ {0, 1} n and b ∈ {0, 1} l . The function f x,y is defined as
Theorem 4 (Obfuscating multi-bit output point functions). Suppose O is a VBB self-composable obfuscator for point functions, then there exists a VB self-composable obfuscator O for point functions with multi-bit output Proof. On input (a, b) ∈ {0, 1} n × {0, 1} l the obfuscator O simply computes and outputs l obfuscated programs O(a||b 1 ), · · · , O(a||b l ). To evaluate O (a, b) at input x, one simply evaluates all the obfuscations at x||0 and x||1. If for some of the obfuscations neither x||0 nor x||1 is accepted, then the evaluator returns ⊥, otherwise the evaluator returns y defined as
if i-th obfuscated program accepts x||0 1 if i-th obfuscated program accepts x||1
Correctness and poly-time slowdown of this obfuscator O follows immediately from the correctness and poly-time slowdown of O. Now we show that the construction is VBB secure for compositions of k multibit output point functions. Let A be an adversary and let 1 p(n) be the desired simulator accuracy. Then the VBB self-composability property of O immediately implies there is a PPT simulator S with the desired simulator accuracy that makes black box queries to the k×l point functions f a1||b11 , · · · , f a1||b 1l , · · · , f a k ||b k1 , · · · , f a k ||b kl . We can answer these queries because we have black box access to f a1||b1 , · · · , f a k ||b k . To answer a query to f ai||bij with input x, b we first query the black box oracle for f ai||bi (x). If this returns ⊥, we answer the query with False, otherwise if f ai||bi (x) = b i ∈ {0, 1} l , then we answer the query with b ij = b.
Obfuscating Big Subset Functionality
The obfuscator for pattern matching with wildcards of [3] contains an obfuscator for a different functionality, we call this other functionality the big subset functionality. We show that there is an embedding of the pattern matching with wildcards functionality into the big subset functionality and hence, that any obfuscator for the big subset functionality can be transformed generically into an obfuscator for pattern matching with wildcards. This transformation preserves VBB security at the cost of a slowdown of the simulator by a factor 2 n/2 . The transformation also preserves distributional VBB security with simulators that make no black box queries without slowing down the simulator. Since the obfuscator of [3] is an instantiation of this transformation this will ultimately allow us to prove its VBB security with super-polynomial simulator and Distributional VBB security for a wide variety of distributions.
Definition 9 (Big Subset Functionality). For each n ∈ N, we define the class of functions parametrized by (Y, n, t), where Y is a subset of [n] and t is a threshold value with 0 ≤ t ≤ n. We define f Y,n,t : P ([n]) → {0, 1} that on input a subset X outputs f Y,n,t (X) = 1 if |X| ≥ t and X ⊂ Y 0 otherwise .
VBB Secure Obfuscation of Big Subset Functionality
The following construction is implicit in [3] : To obfuscate the function f Y,n,t the obfuscator picks a random degree t − 1 polynomial
with coefficients in Z p such that h(0) = 0. Then it outputs n group elements [v] g defined as
where the r i ∈ Z p are chosen uniformly at random. To evaluate the function at input X ⊂ [n] we use polynomial interpolation in the exponent to check if the points {(i, o i ) | i ∈ X} lie on a degree |X| − 1 polynomial h x with h x (0) = 0. We now prove that under KOALA this construction is a VBB secure obfuscator.
Theorem 5 (O is VBB secure).
Let O be the obfuscator for the big subset functionality defined above, using a family of cyclic groups that satisfies KOALA. Then O is VBB secure.
Proof. Let A be an adversary and p(n) the polynomial such that 1 p(n) is the desired simulator accuracy. Then we construct a simulator S that runs in time O(p(n) * poly(n)) such that for any (Y, n, t) with sufficiently large n the simulation error
The simulator S is constructed as follows: According to KOALA, there exists a PPT algorithm A that samples vectors in Z n p that are likely to be orthogonal to any subspace V such that
repeatedly calls x ← A and queries the f Y,n,t oracle on Sup(x) for a total of R(n) times (for R some polynomial to be determined later). Now there are two possibilities:
A. All of the f Y,n,t queries return 0. In this case S just picks a uniformly random vector u ∈ Z n p and outputs A([u] g ). B. One of the queries f Y,n,t (X) returns 1. In this case S makes n − |X| additional queries to f Y,n,t on the inputs X ∪ {i} for i ∈ X in order to learn the set Y . Once S knows Y it queries f Y,n,t on subsets of Y of increasing size until it gets an accept in order to learn the threshold value t. Then S outputs A(O(Y, n, t)).
The intuition to why this simulator works is that either A can distinguish O(Y, n, t) from randomness, in which case we can show that B occurs with overwhelming probability, or A cannot distinguish O(Y, n, t) from [u] g in which case the event A can happen with non-negligible probability, but this is not a problem because then S outputs A([u] g ) which is close enough to A (O(Y, n, t) ).
Let s(n) be the polynomial from the KOALA assumption (Def. 5) such that for any subspace V ⊂ Z n p
The remainder of the proof shows that the simulation error of S is bounded by s(n) R(n) , so by taking R(n) = s(n)p(n), we get that the simulation error of S is less than 1 p(n) , as required. Let V Y,n,t be the set of exponent vectors of possible obfuscations of f Y,n,t . This is a vector space that can be written as V Y,n,t = C + E, where C is C = {h(i)} i∈[n] |h a degree t − 1 polynomial with h(0) = 0 } , and E is the subspace with basis {e i | i ∈ Y }. C is the column space of the (almost Vandermonde) n-by-(t − 1) matrix
Any (t − 1)-by-(t − 1) submatrix of this matrix is invertible, which means that elements in C ⊥ are either 0 or have more than (t − 1) nonzero entries. So for
implies f Y,n,t (Sup(x)) = 1. So the event A that the support of none of the vectors sampled by A is accepted by the f Y,n,t oracle is less probable than the event that none of the vectors sampled by A is orthogonal to V Y,n,t . Because of KOALA this means
The simulator returns the output A on random input or on input O(Y, n, t) in case of event A or event B respectively, so
so the simulation error of S is equal to
Combining this with Eqn. 5 says that the simulation error of S is at most
where for the first inequality we use 1 − x ≤ exp(−x), and for the second inequality we use exp(−x) ≤ 1 x for x > 0.
Evasive Distributions
We describe several evasive distributions for the big subset functionality, which will come in handy later for analyzing pattern matching with wildcards.
Lemma 2 (Evasive distributions for big subset).
Let D = {D n } n∈N be a sequence of distributions and t 0 (n), t 1 (n) functions with 0 ≤ t 0 (n) ≤ t 1 (n) ≤ n. Then we have 1. If D n outputs (Y, n, t) with t ≥ t 0 , and the min-entropy of D n is n − t o (n) + ω(log n), then D is evasive. 2. If D n outputs (Y, n, t 0 (n)) with |Y | = t 1 (n), and the min-entropy of D n is log(
Proof. Suppose D and t 0 satisfy the assumptions of 1 and let m n be the minentropy of D n . Take any n and X ⊂ [n]. Now we prove that
If |X| ≤ t 0 (n), then clearly this probability is zero, because we have |X| ≤ t with probability 1. So suppose |X| ≥ t 0 (n). Then there are at most 2 n−t0(n) values of Y such that X ⊂ Y and at most (n − t 0 (n)) values of t such that |X| ≤ t. This makes a total of (n − t 0 (n))2 n−t0(n) triples (Y, n, t) such that f Y,n,t (X) = 1. Since each of these triples occurs with probability at most 2 −mn the inequality above follows.
This shows that if the min-entropy of D n is n − t o (n) + ω(log n), then
which is a negligible function of n, so D is evasive. The argument to prove 2 is very similar, the only difference being that t = t o (n) and |Y | = t 1 (n) reduces the number of triples (Y, n, t) such that f Y,n,t (X) = 1. If |X| < t 0 (n), then there are no accepting triples. If |X| ≥ t 0 the number of
The rest of the argument is the same as in the proof of 1.
Obfuscating Pattern Matching with Wildcards, Revisited
In this section, we further investigate the security of the obfuscation scheme of [3] . On the negative side we introduce an attack that allows an adversary to learn if the first half of the pattern consists of wildcards. This proves the scheme is not VBB secure, and even that the scheme is not DVBB secure for some high entropy distributions. On the positive side however, we prove that the scheme is VBB secure if we allow for a super-polynomial simulator. We also show that any distribution of patterns that has at least n + ω(log n) bits of min-entropy is automatically secure. We give similar bounds for distributions that output patterns with a fixed number of wildcards. Our attacks match these min-entropy bounds and hence they show that the bounds are nearly optimal. The bounds immediately prove that the scheme is DVBB secure for uniform patterns and uniform patterns with a fixed number of wildcards up to n − ω(log n). This is stronger than the result of [3] that only proves DVBB security for uniform distributions of up to 3n 4 wildcards. Having up to n − ω(log n) wildcards is optimal, because for n − O(log n) wildcards a pattern can be recovered through black box queries in polynomial time and VBB security is trivial. Indeed, if there are only O(log n) non wildcards, then after polynomially many black box queries at random inputs we will get an accepting input. Once an accepting input x ∈ {0, 1} n is found we can learn the entire pattern with n additional black box queries on the n inputs that differ from x at exactly one position.
The Construction of [3] is not VBB Secure
By looking at an obfuscation of a pattern ρ it is possible to check whether the first half consists of wildcards. This is done by simply doing polynomial interpolation in the exponent in the values v i,j for (i, j) ∈ [ n/2 ]×{0, 1}. Determining whether the first half of a pattern consists of wildcards is not efficiently possible with only black box access, so this attack breaks VBB security. Moreover, this breaks DVBB security for high entropy distributions.
Let
] g be the obfuscation of a pattern ρ. To simplify the notation we assume that n is even. The [v i,j ] g are of the form [p(2i − j)] g for all (i, j) ∈ [n/2] × {0, 1} if and only if the first half of the pattern ρ consist of wildcards. Therefore we can compute the polynomial interpolation coefficients
g if the first half of ρ consist of wildcards. If the first half does not consist of wildcards, then a random group element enters in the calculation of h and then h = [0] g with overwhelming probability 1 − 1/p.
Lemma 3 (A very evasive insecure distribution).
There exists a sequence of distributions {D n } n∈N that is 2 n/2 n −ω(1) -evasive such that the obfuscation scheme of [3] is not D-DVBB secure.
Proof. Let D n be the distribution that tosses a fair coin and on tails outputs a uniformly random pattern without wildcards and on heads outputs a uniformly random pattern with wildcards in the first half but no wildcards in the second half. Clearly for any x the probability
so this sequence of distributions is 2 n/2 n −ω(1) -evasive. Let A the adversary that executes the attack of the previous paragraph and outputs 1 if h = [0] g and 0 otherwise. Let P be the predicate of the first half of a pattern being wildcards and let S be a PPT simulator. Since our distribution is evasive we have
Now we can bound the simulation error of S:
which is clearly not negligible. This proves the obfuscation scheme is not distributional VBB secure for this scheme.
Theorem 6 (O is not 2 0.5n n −ω(1) -VBB secure.). Let O be the obfuscation scheme for pattern matching with wildcards from [3] , then O is not 2 0.5n n −ω(1) -VBB secure.
Proof. This follows immediately from Lemma 1 combined with Lemma 3.
The distribution of Lemma 3 has n/2 + 1 bits of min-entropy, but the attack can be generalized to showcase distributions that are not DVBB with even more min-entropy. If a pattern has wildcards in the first a ≤ n/2 positions, 0 or in the next n − 2a positions and 0,1 or in the last a positions, then an attacker can do polynomial interpolation on the (n−a)+a values
to detect this. If we pick a = ω(log n) and we sample from these patterns uniformly we get an evasive distribution. So, similar to the proof of Lemma 3 this leads to an insecure distribution.
Lemma 4 (Insecure distribution with high min-entropy). There exists a sequence of distributions {D n } n∈N with n − 2a + log(3)a + 1 bits of min-entropy such that the obfuscation scheme of [3] is not D-DVBB secure if a = ω(log n).
We showed that the construction is not VBB secure because by looking at O(ρ) it is possible to learn something about ρ in polynomial time that would take O(2 n/2 ) black box queries to learn otherwise. Later, we will prove that this is essentially the best attack (assuming KOALA). Specifically, we prove that anything that can be learned from an obfuscation of f can also be learned from roughly 2 n/2 black box queries to f ρ (see Theorem 8).
Pattern Matching from Big Subset
Next, we show how to derive an obfuscation scheme for pattern matching starting with that for big subset.
Theorem 7 (Pattern matching with wildcards obfuscator from big subset obfuscator). For an obfuscation scheme O for the big subset functionality, there exists an obfuscator O for the pattern matching with wildcards functionality such that:
1. If O is T -VBB secure with simulators making Q black box queries, then O is (T + Q2 n/2 )-VBB secure. 2. If O is T -VBB secure with simulators making Q black box queries, then O is (T + Q(2 w + n))-VBB secure for pattern matching with up to w wildcards. 3. For a sequence of distributions {D n } n∈N of length n patterns, let D n = (Y D n , 2n, n), where for pattern ρ, the subset Y ρ is defined as
Then, if O is D-DVBB secure with simulators that don't make black box queries, then O is D -DVBB secure with simulators that don't make black box queries.
Proof. The obfuscator O works as follows:
-To obfuscate a pattern ρ ∈ {0, 1, } n the obfuscator O simply outputs O(Y ρ , n, 2n).
-To evaluate the Obfuscated program at input x ∈ {0, 1} n , one simply outputs O(Y ρ , 2n, n)(X x ), where
To prove 1, assume that A is an adversary against the O obfuscator, and that 1 p(n) is the desired simulator accuracy. We can use A as an adversary to O, so if O is T -VBB secure there exists a simulator S, running in time O(T * poly(n)), such that for sufficiently large n we have
So S is almost a good simulator to prove T -VBB security for O , the only problem is that S makes black box queries to f Yρ,2n,n instead of to f ρ . To solve this problem it suffices to prove that one can answer queries to f Yρ,2n,n using at most O(2 n/2 ) queries to f ρ . If f Yρ,2n,n is queried on input X with |X| < n we can return 0 without making any queries to f ρ . We define Wildcards = {i | 2i ∈ X and 2i − 1 ∈ X} , Zeros = {i | 2i ∈ X and 2i − 1 ∈ X} and Ones = {i | 2i ∈ X and 2i − 1 ∈ X} .
Since 2|Wildcards| + |Ones| + |Zeros| = |X| ≥ n we have |Wildcards| + |Ones| + |Zeros| ≥ n/2. This means there are at most 2 n/2 inputs x that are zero at the indices of Wildcards ∪ Zeros and one at the indices in Ones. We query f ρ at each of these inputs. If each of these queries returns 0 we know that X ⊂ Y ρ , so we return 0. If one of the queries returns a 1 we can do n additional black box queries to f ρ to recover the entire pattern ρ and we output 1 only if X ⊂ Y ρ .
This shows that there is a simulator S for O with negligible simulation error that runs in time O(T * poly(n) + Q2 n/2 ), which proves 1. For 2 we observe that if ρ has at most w wildcards, then |Wildcards| ≤ w which implies |Wildcards| + |Ones| + |Zeros| ≥ n − w. Therefore we can answer each query to f Yρ,2n,n in time O(2 w + n) which proves 2. To prove 3, assume A is an adversary against the O obfuscator and {P n } n∈N a sequence of predicates. Define a sequence of predicates P n : {P ([2n], 2n, [2n])} → {0, 1} such that P n ((Y ρ , 2n, n)) = P n (ρ) for all ρ ∈ 0, 1 * and with arbitrary behavior on other inputs. By assumption there exists a simulator S for (A, P ) that makes no black box queries and with negligible simulation error
But this simulation error is exactly equal to
so S is also a good simulator for (A, P ), which proves that O is D -DVBB secure.
Security Guarantees for Construction of [3]
Since the obfuscator of [3] is an instantiation of the transformation of Theorem 7 with the big subset obfuscator whose VBB security we prove in Theorem 5 we can now derive security guarantees. In particular we derive the 2 n/2 -VBB security of the obfuscator and we prove that a sequence of distributions that has enough min-entropy is automatically DVBB secure. We prove one statement for distributions that output (Y, n, t) with t ≥ t 0 for a certain t 0 , and one statement for distributions that output (Y, n, t) with a fixed t = t 0 , and a fixed size of Y equal to t 1 . The following follows immediately from combining Theorem 7 with Theorem 5 (note that VBB security is equivalent to 1-VBB security, because the T -VBB security definition hides polynomial factors in the runtime of the simulators).
Theorem 8 (O is 2
n/2 -VBB secure and 2 w -VBB secure.). The obfuscator for pattern matching with wildcards from [3] is 2 n/2 -VBB secure. If the functionality is restricted to patterns with at most w(n) wildcards, the obfuscator is 2 w -VBB secure.
The DVVB security of the pattern matching obfuscator for a wide variety of distributions also follows.
Theorem 9 (DVBB security for min-entropy distributions). Let D = {D n } n∈N be a sequence of distributions over {0, 1, } n and let w(n) be a function with 0 ≤ w(n) ≤ n, then 1. If the min-entropy of D n is n + ω(log n), then the obfuscation scheme is D-DVBB secure with simulators that make no black box queries. 2. If D n is supported on patterns with w(n) wildcards, and its min-entropy is log( n w(n) ) + ω(log n), then the obfuscation scheme is D-DVBB secure with simulators that make no black box queries.
Proof. The embedding of pattern matching instances into big subset instances ρ → (Y ρ , 2n, n) is injective so it preserves min-entropy. Now point 1 of Lemma 2 with t 0 (2n) = n says that if the min-entropy of D = (Y ρ , 2n, n) is n + ω(log n), then the obfuscation scheme for the big subset functionality is D -DVBB secure with a simulator that makes no black box queries. From this, Theorem 7 says that the obfuscation scheme for pattern matching is D-VBB secure with simulators that make no black box queries.
To prove 2, we use point 2 of Lemma 2 with t 0 (2n) = n and t 1 (2n) = n+w(n). This tells us that if the min-entropy of D n is log( n w(n) ) + ω(log n) then the big subset-obfuscator is DVBB secure. From this, Theorem 7 says that the pattern matching-obfuscator is D-DVVB secure.
The min-entropy bounds of theorem 9 are almost optimal. The generalized attack of Lemma 4 gives a distribution which has min-entropy larger than n − ω(log n). Similarly, we can construct distributions of functions with exactly w(n) wildcards for which the scheme is not DVBB secure that have min-entropy at least log( n w(n) ) − ω(log n). From the min-entropy criteria it follows immediately that the obfuscator of [3] is DVVB secure for uniform distributions, and uniform distributions with a fixed number of wildcards.
Theorem 10 (DVBB security for uniform distributions). Let O be the obfuscator from [3] , and let w(n) be a function with n ≤ w(n) ≤ n, such that n − w(n) is ω(log n) then 1. O is DVBB secure for the sequence of uniform distributions of patterns of length n, and 2. O is DVBB secure for the sequence of uniform distributions of length n patterns with w(n) wildcards
Proof. There are 3 n patterns of length n, so the min-entropy of the uniform distributions is log(3)n, which is clearly n + ω(log n). The claim now follows from Theorem 9.
For 2, there are n w(n) 2 n−w(n) patterns, so the min-entropy of the distribution is log( n w(n) ) + n − w(n), so again the claim follows from Theorem 9.
Remark 3. The condition that n − w(n) is ω(log n) is essentially optimal, because if the number of non-wildcards is O(log n), then an adversary can find an accepting input in polynomial time and recover the entire pattern with n additional black box queries.
Generalizing the Scheme
A natural question is whether we can generalize the scheme of [3] to create a scheme that is fully VBB secure. For example, one could hope to introduce some extra error terms to the scheme to prevent the attack of Sect. 6.1 and get a fully VBB secure scheme. However, we formulate a big class of generalizations of the scheme and show that all these schemes suffer from an attack similar the one in Sect. 6.1. On the positive side we give a variant of the scheme of [3] which has exactly the same security, but where the obfuscation only consists of n + 1 group elements instead of 2n.
Framework
At a high level, the construction of [3] consist of a mapping u : {0, 1} n → Z m p that maps an input x to a vector u x of length m (In the construction we have m = 2n), and a mapping V that assigns a vector space V ρ to each pattern ρ in {0, 1, } n . An obfuscation of the pattern ρ is then [v] g , where v is a vector, chosen uniformly from V ρ . To evaluate the obfuscated program at input x the evaluator computes [u x · v] g . If this inner product is [0] g the evaluator outputs 1, otherwise it outputs 0. For correctness, we require that u x is orthogonal to V ρ if and only f ρ (x) = 1. This ensures that the obfuscated program outputs 1 if f ρ (x) = 1 with probability 1, and 0 if f ρ (x) = 0 with overwhelming probability 1 − 1/p. Definition 10 (Linear-in-the-exponent obfuscation scheme). A linearin-the-exponent obfuscation scheme (for pattern matching with wildcards) is a tuple (u, V, m(n), O), where u is a mapping {0,
and V is a mapping that sends patterns in {0, 1, } n to subspaces of Z m(n) p such that
and O is the obfuscation scheme that in input ρ outputs [v] g , for a uniformly chosen vector v ∈ V ρ . Note that m(n) has to be bounded by a polynomial, because otherwise O does not have a polynomial slowdown.
Concretely, in the construction of [3] the mapping u assigns to input x ∈ {0, 1} n the length-2n vector u x whose (2i − j)-th component is the correct polynomial interpolation coefficient if x i = j, and 0 otherwise. For a pattern ρ, the vector space V ρ = C + E ρ , where C = {h(i)} i∈[n] |h a degree t − 1 polynomial with h(0) = 0 } , and E ρ is the subspace with basis {e 2i−j | ρ i = and ρ i = j}. We have correctness because u x is orthogonal to C regardless of x, and orthogonal to E if and only if f ρ (x) = 1.
Compression
We observed that u x is orthogonal to C, regardless of x. This is because u x · v corresponds to looking at certain coefficients of u and doing polynomial interpolation on them at 0, while the entries of u ∈ C are precisely the evaluation of a low degree polynomial h with h(0) = 0. This shows that u sends all the inputs x to a vector in C ⊥ , which is a subspace of dimension n + 1. So the scheme is not using the additional n − 1 dimensions of Z 2n p , which is wasteful. We can "cut out" these extra dimensions to get a scheme (u , V ) which has more compact obfuscated programs consisting of n + 1 group elements instead of 2n, but still has the same security. This compression can be performed for any linear-in-the-exponent obfuscation scheme (u,
Theorem 11 (Compressing linear-in-the-exponent schemes). Let (u, V, m, O) be a linear-in-the-exponent obfuscation scheme, then there exists a scheme (u , V , m , O ) such that
Let T be a function and {D n } n∈N be a sequence of distributions of length-n patterns. If O is VBB, T -VBB or D-DVBB secure then O is VBB, T -VBB or D-DVBB secure respectively.
Proof. For any n, let U n = u x | x ∈ {0, 1} n be the space spanned by the u x . Let m (n) = dim(U n ) and let u 1 , · · · , u m (n) be a basis for U and extend this to a basis u 1 , · · · , u n for all of Z m(n) p . Let M be the matrix whose columns are the u i , and M and M −1 the first m (n) rows of M and M −1 respectively. Now we define u x = M −1 u x and V ρ = M V ρ . Let u be a vector from V ρ and v = M v, then we have
This shows that the new linear-in-the-exponent obfuscation scheme (u , V , m , O ) is correct if the original scheme is.
To prove that the compression preserves security, let A be an adversary that breaks VBB, T -VBB or D-DVBB security of O , then it is easy to see that the adversary A that on input [v] 
) is an adversary that breaks VBB, T -VBB or D-DVBB security of O respectively.
Impossibility Result
We have proven that the construction of [3] is essentially only 2 n/2 -VBB secure. So constructing a simple, efficient and fully VBB secure construction is still an open problem. A priori, one can hope to find another construction that follows the linear-in-the-exponent paradigm which is fully VBB secure, or perhaps something that is 2 √ n -VBB secure. Unfortunately we show that our attack on the construction of [3] generalizes to a wide class of "natural" linear-in-the exponent constructions. Recall that our attack on the scheme of [3] allowed to check whether the first half of an obfuscated pattern consists of wildcards. This was done by interpolating on the first n values. In the language of the linearin-the-exponent framework this means there is a vector o (which corresponds to polynomial interpolation) that is orthogonal to V ρ for every pattern ρ that has wildcards in the first n/2 positions. [v] g is the obfuscation of a pattern that does have non-wildcard characters in the first half of the pattern. For the construction of [3] this is obviously true.
The same thing happens for general linear-in-the-exponent obfuscation schemes. We show in Lemma 5 that if a ≤ n log(m) , then there exist a subset A ⊂ [n] of size a and a non-zero attack vector o such that o is orthogonal to V ρ for every pattern ρ that has only wildcards outside of A. If o is not orthogonal to obfuscations of uniformly chosen patterns with a non-negligible probability, then this breaks VBB security (and even 2 n ω(log n) -VBB security). Note that without loss of generality we can assume that no vector is orthogonal to every V ρ , because otherwise we can use the compression trick to obtain a more efficient and equally secure scheme. Schemes for which each vector is not orthogonal to a significant fraction of the V ρ are called natural. We then prove that there are no natural linear-in-the-exponent obfuscation schemes. Lemma 5 (There exist vectors orthogonal to patterns with wildcards at fixed positions). Let (u, V, m, O) be a linear-in-the-exponent obfuscation scheme for pattern matching with wildcards. Then if a(n) ≤ n log(m(n)) then there exist subsets A n ⊂ [n] of size |A n | = a(n) and non-zero vectors o n such that o n is orthogonal to V ρ for any pattern ρ that has wildcards outside of A n .
Proof. Suppose (u, V, m, O) is a linear-in-the-exponent obfuscation scheme for pattern matching with wildcards. Let a(n) be a function such that 2 n a(n) > m(n) then we will prove that there is a subset A ⊂ [n] of size |A| = a together with a non-zero vector o such that o is orthogonal to V ρ for all patterns ρ such that ρ i = for all i outside of A. It suffices to show this in the case that the V ρ are maximal given the correctness constraints, i.e.
n : ρ(x) = 1 ⊥ .
Clearly, if we prove there exists a vector o that is orthogonal to the maximal V ρ , than this o will also be orthogonal to whatever the V ρ are in any other linear-in-the-exponent obfuscation scheme with the same u map. For i ∈ [n] and j ∈ {0, 1, } let e i,j be the pattern that has the character j at position i and wildcards at all other positions. Then we have for a general pattern ρ that f ρ (x) = 1 if and only if f ei,ρ j (x) = 1 for all i ∈ [n]. Therefore we have that
V ei,ρ i . . At the same time we have for any y ∈ {0, 1} k that
Working towards a contradiction, suppose no
because if ρ is the pattern such that ρ i = y j if i ∈ A j and ρ i = otherwise, then
, and V ρ is not equal to Z m p (n) because by correctness it is orthogonal to x for any x that is accepted by ρ. Now we show that the 2 k none of the spaces V y ⊥ are included in the sum of the other 2 k − 1 ones. Indeed, suppose V ⊥ y ⊂ y =y V ⊥ y , which is equivalent to V y ⊃ y =y V y , then after adding V y to both sides we get The following theorem follows readily from Lemma 5 and the discussion above.
Theorem 12 (Limitations of linear-in-the-exponent obfuscation). There are no natural linear-in-the-exponent obfuscation schemes that are 2 n ω(log n) -VBB secure.
Since every scheme with the minimal dimensionality of m = n+1 is automatically natural, this implies that no VBB secure constructions with m(n) = n + 1 exist.
Proof. Let a(n) = n log(m(n)) − 1. Then Lemma 3 says that there exists an A n of size a(n) and vectors o n such that o is orthogonal to V ρ for all patterns ρ that have wilcards outside of A n . Sampling uniformly from patterns that have wildcards outside of A n and no wildcards at locations in A n are 2 a(n) n −ω(1) -elusive. But obfuscations of these patterns can be efficiently distinguished from obfuscations of uniformly random patterns (which are also elusive) with the vectors o n , because the former are orthogonal to o, and the latter are not with non negligible probability (because of the naturality assumption). Then it follows from Lemma 1 that the scheme is not 2 a(n) n −ω(1) -VBB secure. The claim follows because 2 a(n) n −ω(1)) is eventually bigger than 2 n/f (n) for every f (n) that is ω(log n).
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