Autocorrelation length (ACL) is a surface roughness parameter that provides spatial information of surfacetopography that is not included in amplitude parameters such as root-mean-square roughness. This paper presents a relationship between ACL and the friction behavior of a rough surface. The influence of ACL on the peak distribution of a profile is studied based on Whitehouse and Archard's classical analysis [Whitehouse and ArchardProc. R. Soc. London, Ser. A316, 97 (1970)] and their results are extended to compare profiles from different surfaces. The probability density function of peaks and the mean peak height of a profile are given as functions of its ACL. These results are used to estimate the number of contact points when a rough surface comes into contact with a flat surface, and it is shown that the larger the ACL of the rough surface, the less the number of contact points. Based on Hertzian contact mechanics, it is shown that the real area of contact increases with increasing of number of contact points. Since adhesivefriction force is proportional to the real area of contact, this suggests that the adhesivefriction behavior of a surface will be inversely proportional to its ACL. Results from microscale friction experiments on polished and etchedsiliconsurfaces are presented to verify the analysis.
The effect of autocorrelation length on the real area of contact and friction behavior of rough surfaces Autocorrelation length ͑ACL͒ is a surface roughness parameter that provides spatial information of surface topography that is not included in amplitude parameters such as root-mean-square roughness. This paper presents a relationship between ACL and the friction behavior of a rough surface. The influence of ACL on the peak distribution of a profile is studied based on Whitehouse and Archard's classical analysis ͓Proc. R. Soc. London, Ser. A 316, 97 ͑1970͔͒ and their results are extended to compare profiles from different surfaces. The probability density function of peaks and the mean peak height of a profile are given as functions of its ACL. These results are used to estimate the number of contact points when a rough surface comes into contact with a flat surface, and it is shown that the larger the ACL of the rough surface, the less the number of contact points. Based on Hertzian contact mechanics, it is shown that the real area of contact increases with increasing of number of contact points. Since adhesive friction force is proportional to the real area of contact, this suggests that the adhesive friction behavior of a surface will be inversely proportional to its ACL. Results 
I. INTRODUCTION
It is well known that surface roughness plays an important role in the friction behavior of an interface. [1] [2] [3] If a surface can be described by a Gaussian random process, statistical parameters describing the surface height variation can be completely defined based on its height distribution and autocorrelation function, that is, the surface is totally determined in a statistical sense. A lot of work has been done to derive surface roughness descriptors that can be practically used for both one-dimensional ͑1D͒ ͑profile͒ and twodimensional ͑2D͒ ͑surface͒ situations. [4] [5] [6] [7] [8] [9] [10] A Gaussian distribution of ordinates has been experimentally shown to be valid for many engineering surfaces. 4 Another common assumption is that the autocorrelation function has an exponential form, which has also been verified experimentally. [5] [6] [7] In order to simplify the calculation, surfaces are assumed to be isotropic, even though it is believed that at least in principle the same analysis can be extended to anisotropic surfaces. 5 Special emphasis has been placed on the distribution of peaks [4] [5] [6] [7] [8] [9] [10] [11] because when two surfaces approach each other, the peaks will undergo contact first, and the distribution of peaks will decide the real area of contact. This reasoning is true especially in predominantly elastic contacts and is utilized in many friction models. 4, 12, 13 It is well known that both height parameters and spatial functions are needed to describe the height distribution and texture of a rough surface.
14 Autocorrelation function and autocorrelation length ͑ACL͒ have been widely used in surface-related studies [15] [16] [17] [18] [19] to provide spatial information in addition to amplitude parameters, such as root-mean-square roughness. Generally, ACL is used to measure how quickly a random event decays or the distance over which two points can be treated as independent in a random process.
In early friction studies, Rabinowicz had deduced the size of contact junctions based on a simple model of the sliding process using autocorrelation analysis, where the junctions were assumed to have the same size, but different shear strengths. 20 However, a detailed analysis of ACL and its relation, if any, to friction behavior is lacking. Other recent works suggest that the correlation length affects subsurface stresses in coatings 21 as well as adhesion of thin elastic films. 22 The main objective of this paper is to analyze the effects of ACL on the real area of contact and on the adhesive friction force based on a peak analysis. A physical understanding of ACL that is suitable for tribological applications is proposed based on a statistical description of rough surfaces and Hertzian contact mechanics. Results from microscale friction experiments of silicon samples with different ACLs are provided to verify the analysis.
II. THEORY

A. ACL and number of contact points
The mathematical definition of the autocorrelation function of a profile h͑x͒ of length L is given as
where is a spatial separation and m and 2 are the mean value and variance of the profile, respectively. An exponential form of autocorrelation function is used to approximate the autocorrelation function, and for most engineering surfaces this can be written as a͒ Author to whom correspondence should be sent; electronic mail: srirams@iastate.edu
where ␤* is equal to the ACL. ACL is typically defined as the distance at which the value of the autocorrelation function is 1 / e of its original value.
The Gaussian distribution of ordinates on a profile is given by
where y is the normalized ordinate, i.e., h / , and is the standard deviation of the ordinate distribution. Peaks on a profile can be defined as points that are higher than both of its left and right neighbors. So the probability of an ordinate y 0 being a peak at a height between y and y + dy is in the following form:
Whitehouse and Archard 5 derived the probability density function of an ordinate being a peak at height y using the joint probability density of the three ordinates. They gave the following simplified result for this function based on the assumption that the correlation function is exponential f * ͑y,͒ = 1
where = exp ͑ − ր ␤* ͒ , is the interval between two sampling points, and ␤* is the ACL as defined in Eq. ͑2͒. The mean value of the peak-height density curve 5 is given as
where N, the normalizing factor, is the ratio of the number of peaks to the number of ordinates, given by
͑6͒
From Eqs. ͑4͒ and ͑5͒ it is clear that both the peak-height density function and the mean peak height are functions of the ACL and the sampling interval. Whitehouse and Archard's analysis was for one profile from a surface measured with different sampling intervals. Now we consider profiles from different surfaces that obey a normal distribution and that are sampled at the same interval. We also assume that every profile has an exponential autocorrelation function with different ACL values. Since Whitehouse and Archard's conclusions are given in a statistical sense, it does not matter whether the profiles are from one surface with different sampling intervals or from different surfaces with the same sampling interval, as long as all surfaces satisfy the three assumptions made by them: ͑1͒ normal distribution of ordinates, ͑2͒ exponential autocorrelation function, and ͑3͒ isotropic topography. This makes it possible to compare peak distribution of profiles from different surfaces using only ACL if sampling intervals are kept constant for the comparison. Figure 1 plots the peak density function for profiles with different ACLs in terms of a constant sampling interval . From the figure it is clear that a profile with a larger ACL has a broader peak distribution and the mean peak height is closer to the mean line than a profile with a smaller ACL. Figure 2 plots the normalized mean height of peaks ͑h / ͒ as a function of ACL at a constant sampling interval . It can be seen that as the ACL decreases, the mean peak height moves away from the mean line up to around 0.85, where is the standard deviation of the normal distribution of ordinates.
From Fig. 1 it can be found that at a given height above the mean line, an ordinate on a profile with a smaller ACL always has a higher probability of being a peak than an ordinate on a profile with a larger ACL. For profiles with a given length L and sampling interval , the total number of ordinates should also be the same. Thus the total number of peaks n ␦ above a given normalized height ␦ is proportional to the area under the peak density plot measured from ␦ to infinity as follows,
This means the total number of peaks above a given height for any profile is only a function of ACL. For example, considering two profiles with different ACL, say, ␤ 1 * Ͼ ␤ 2 * , we will have n ␦1 Ͻ n ␦2 . Thus profile 2 will have more peaks at any given height ␦ above the mean line than profile 1.
Since peaks will come into contact first when two surfaces approach each other, the total number of contact points under a given load will be equal to the number of peaks above a determined height if no peaks merge together under the load. Based on the above peak analysis, the relation between the number of contact points and ACL is shown in Fig.  3 , where peaks higher than 2 are set to be in contact. It is clear that a larger ACL leads to a smaller number of contact points, while a smaller ACL leads to a larger number of contact points. Since all surfaces are isotropic, the above conclusion for a 1D profile should still be true for a 2D surface in a qualitative sense.
B. ACL and real area of contact at low loads
When two solid surfaces come into contact, surface roughness causes contact to occur at discrete contact spots, and the total area of which is a small fraction of the nominal area of contact. This real area of contact dictates tribological behavior of the interface and is used in many friction and wear models. [12] [13] [14] Various studies have been conducted to evaluate the real area of contact via analytical and numerical methods, 4, 12, [23] [24] [25] [26] [27] [28] one of which is the analysis of Greenwood and Williamson. 4 Researchers have also developed methods to experimentally evaluate the real area of contact using, for example, contact resistance, 29 ultrasonic, 30, 31 or optical methods. 32 However, experimental determination of the real area of contact in various systems still remains nontrivial. The real area of contact can also be estimated using contact mechanics models that build upon Hertz, 4 Johnson-KendallRoberts ͑JKR͒, 33 Derjaguin-Muller-Toporov ͑DMT͒, 34 or Maugis 35 mechanics. Here we employ a Hertzian-mechanicsbased model to estimate the real area of contact. For simplification, we assume one of the two contacting surfaces is perfectly flat, while the other one is rough and its peaks can be treated as spheres with the same radius.
First, in the case of a simple sphere with radius R, elastic modulus E 1 in contact with a flat surface with elastic modulus E 2 , Hertzian contact theory gives the real area of contact as
where P is the normal load, R* is the equivalent radius given by R in this case, E* is the equivalent Young's modulus 1/E * =͓͑1− 1 2 ͒ / E 1 ͔ + ͓͑1− 2 2 ͒ / E 2 ͔, and 1 , 2 are Poisson's ratio for both surfaces, respectively. The real area of contact is thus proportional to P 2/3 . Second, we assume the number of contact points at a total load P to be n. Considering the load to be low, and thus the deformation to be small, we assume that the load is supported equally by all contact points, with each contact point carrying a small load given by P / n. So the total real area of contact in this case can be obtained as
. ͑9͒
Finally, let's compare the real area of contact of two rough surfaces with different ACL coming into contact with a flat surface. Assuming the number of contact points is n ␦ , where ␦ is the normalized height above which peaks on the rough surface come into contact with the flat surface, we have
. ͑10͒
Substituting our expression for the number of peaks ͑n ␦ ͒ from Eq. ͑7͒, we obtain
suggests that the real area of contact at a given load is a function of ␦ and , which in term is a function of ACL.
Since the load and deformation are small, we can assume that the height ␦ above which peaks come into contact with the flat surface under a given load are the same for both rough surfaces. It should be noted that height ␦ is normalized by the standard deviation of the ordinate distribution , thus the same normalized height on both surfaces does not require the same value of interference. Figure 3 also plots the normalized real area of contact ͓Eq. ͑11͔͒ as a function of ACL for peaks higher than 2͑␦ =2͒. It can be seen that a surface with a smaller ACL will have a larger real area of contact than a surface with a larger value of ACL.
C. ACL and adhesive friction force
The friction force between two solid surfaces in relative motion against each other is composed of an adhesive component and a deformation component. At low loads and elastic conditions, the adhesive component dominates and is given by   FIG. 3 . Variation in the number of contact points and the real area of contact with ACL for a rough surface in contact with a flat surface at a given load. Peaks higher than 2 are assumed to come into contact.
͑12͒
where a is the average shear strength of the contact and A r is the real area of contact. This means that for a given material pair ͑constant a ͒, a larger real area of contact will lead to a larger adhesive friction force. It has been shown previously in Sec. II B that under low loads, a surface with a larger ACL would exhibit a smaller real area of contact as compared to a surface with a smaller ACL. Hence, for a given material and relatively low loads, a surface with a larger ACL will exhibit a lower adhesive friction response than a surface with a smaller value of ACL.
III. EXPERIMENT
We performed friction experiments on silicon samples with different surface roughness characteristics to verify our analysis. All silicon samples were made from n-type ͑100͒ silicon wafer from Virginia Semiconductor, Inc. ͑Fredericks-burg, Virginia͒. Wafers were cut to 1.5ϫ 5-cm 2 coupons. We prepared Si samples to exhibit different levels of roughness via polishing and etching techniques. Polished Si samples were obtained by manually polishing the coupons with a 6-in. grinding machine ͑Adolph & Buehler, Chicago͒ in the following sequence: first, by using 1200-grit sandpapers at 250 rpm for 2 min, followed by diamond suspension ͑grain size around 3 m͒ for 5 min, and finally using colloidal silica ͑grain size around 0.05 m͒ for another 4 min. After the polishing sequence, the samples were ultrasonically rinsed in de-ionized ͑DI͒ water for 10 min.
For chemically etched samples, the coupons were first dipped into buffered oxide etch ͑BOE͒ at room temperature for 1 min to remove the native oxidized layer. This was followed by a rinse in DI water for 3 min. The coupons were then immersed in 25 wt % KOH solution for 10 min at a temperature around 80°C. The samples were subsequently ultrasonically rinsed in DI water for 5 min, following which they were immersed in 49% hydrofluoric acid for 15 s to remove possible alkalescence leftovers. Finally, the samples were rinsed in DI water for 5 min. During the etching procedure, samples were kept wet to minimize attachment of particles to sample surfaces.
Both samples were then scanned with an atomic force microscope ͑AFM, Dimension™ 3100, Nanoscope IV, Digital Instruments/Veeco Metrology, Santa Barbara͒ in contact mode using a silicon nitride tip ͑radius of 40 nm, determined using a tip evaluation sample͒ to obtain surface topography. Figure 4 shows AFM topography maps of the prepared samples at a scan size of 10ϫ 10 m 2 . On the AFM image of the KOH-etched sample, it can be seen that there are some small particles left on the sample surface. Since the particles are very small, their effect on the microscale friction measurement ͑described next͒ can be neglected. These particles were not included in the calculation of surface roughness parameters.
Friction forces were measured using a home-built microtribometer with a normal resolution of 15 N and a lateral resolution of 5 N at 20°C and a relative humidity ͑RH͒ of 20% to minimize contribution due to a water layer. The probe was a silicon nitride ball with radius of 1.2 mm; a stroke length of 10 mm was used at a speed of 0.6 mm/ s. The normal load was linearly increased from 0 to 15 mN during each stroke. Seven runs for every sample were performed. Figure 5 shows all the friction data for both samples. Both samples exhibited some stick-slip-like variation at higher loads. It can be seen that the polished Si sample exhibits higher friction forces than the KOH-etched sample.
The ball and the silicon sample was calculated as 73 m 2 at P = 15 mN using Eq. ͑8͒. We used Si 3 N 4 = 0.25, 36 E Si 3 N 4 = 307 GPa ͑from manufacturer: Hoover Precision Products, Cumming, GA͒, Si = 0.234, 37 and E Si = 178.6 GPa 37 for the calculation. We performed the AFM topography scans at 10ϫ 10 m 2 in order to scan roughly the same area as the nominal contact area from which we could obtain surface roughness parameters. Table I lists the measured roughness parameters of the prepared surfaces. The parameters shown are root-mean-square ͑RMS͒ roughness, average peak-tovalley height ͑S z ͒, skewness ͑S k ͒, kurtosis ͑K͒, and ACL. Note that the polished surface is distinctly rougher than the etched sample. For the polished sample, the large deviation of skewness and kurtosis from the Gaussian distribution may be caused by the inherent inefficiency of these parameters. 38 Note that the polished Si sample exhibits much lower value of ACL ͑0.30 m͒ than that of the etched sample ͑1.07 m͒.
IV. DISCUSSION
In order to apply our ACL-based contact analysis to our experimental data, we verified that the surfaces satisfied three assumptions discussed in Sec. II A. The first assumption that ordinates obey a normal distribution was verified by observing the cumulative distribution of the surfaces, as shown in Fig. 6 . The plots show a large linear range, indicating that a large range of ordinates follow a normal distribution. For the polished sample, this is physically reasonable because polishing is accomplished by a large number of small particles with random shape. So the final height distribution of the sample surface is a combination of random scratching and would follow a normal distribution according to the central limit theorem. For the etched sample, the chemical etching process is influenced greatly by bubbles generated on the sample surface, which are randomly distributed, thus resulting to a normal distribution of surface heights. 39, 40 The autocorrelation functions for both samples are plotted in Fig. 6 , which can be approximated well with exponential functions, thus satisfying the second assumption. Finally, it is clear that the assumption of an isotropic surface is valid for both surfaces since no directional patterns can be observed from the AFM images.
AFM pull-off forces were measured at low humidity ͑RH= 20% ͒ to verify that the adhesive properties of both samples were not modified during preparation. We ensured no change in tip shape/radius for our probe during measurements using a tip characterizer sample. Hence variation in observed pull-off forces should only be caused by the adhesive properties of samples in the single-asperity contact. Figure 7 shows the adhesive force for both samples to be comparable.
Next, plasticity index was calculated for each surface pair to check whether the contact between Si 3 N 4 and the silicon samples were in the elastic region. The plasticity index can be defined as follows:
where H is the hardness of the softer material and in this case H si = 11 GPa, 41 E* is the reduced elastic modulus, and * and ␤* are the standard deviation of the surface heights and ACL of the composite rough surface, respectively. For sur- faces with Ͻ 0.6, deformations are predominantly elastic, while for Ͼ 1, plastic deformation would occur even at trivial loads. The average plasticity indexes obtained were = 0.91 for the polished sample, in the indeterminate range, and = 0.037 for the KOH-etched sample, which is clearly in the elastic region. These numbers coupled with the fact that no tracks were found after sliding in both samples, indicates that both samples undergo predominantly elastic deformation in our experiments.
Since the friction experiments were conducted under relatively low external loads under elastic conditions, adhesion can be considered to be the dominant friction component. Hence the friction force is proportional to the real area of contact and interfacial shear strength. For a given material interface and interfacial shear strength, it is believed that a rougher surface will lead to a smaller real area of contact, and thus a smaller adhesive friction force.
14 Since both samples are silicon and exhibit comparable pull-off force behavior, it is reasonable to expect comparable interfacial shear strengths for both samples. This is verified by single-asperity friction experiments performed using the AFM on the samples ͑Fig. 8͒. During friction experiments with the AFM, we observed no changes in the radius of the probe. Hence the real area of contact can be assumed to be the same. Variation in friction forces will be caused by variation in the interfacial shear strength. The data show that although the KOH-etched sample exhibits slightly higher friction forces at low loads, the difference becomes negligible at higher loads. We believe therefore that the interfacial shear strengths of the samples are comparable.
From the AFM data ͑Table I͒, the polished sample is much rougher than the etched one. The microtribometer friction data in Fig. 5 show that the polished sample exhibits higher friction forces than the etched sample. Linear fits of the friction data for both samples are also plotted in Fig. 5 , and the coefficients of friction ͑COF͒ are indicated. For the polished silicon sample, COF was found to be 0.5788 with 95% confidence bounds of ͑0.5760, 0.5817͒, while for KOH etched sample, COF was 0.3363 with 95% confidence bounds of ͑0.3344, 0.3383͒. Thus, COF for the rougher polished sample is higher than that for the smoother etched sample, which is contradictory to expectations. The observed behavior can be explained using the ACL analysis presented earlier. From Table I , the polished sample has a smaller ACL ͑0.30 m͒ than that of the etched sample ͑1.07 m͒. According to our analysis, the polished sample should therefore have more peaks in contact with the Si 3 N 4 ball, which will lead to a larger real area of contact, and hence a larger adhesive friction force than the KOH-etched sample.
It should be noted that measurements of roughness parameters depend on the sampling interval . Figure 9 shows the dependence of ACL on the sampling interval for our polished and KOH-etched samples measured from AFM scans. With an increase of sampling interval, ACL increases for both samples, with the KOH-etched sample always exhibiting a larger ACL than the polished sample. However, the difference in ACL between the two samples decreases with a decrease in sampling interval, which may be caused by the influence of the AFM tip size. For a small sampling interval that is comparable to or even smaller than the size of the AFM tip, peaks that are included in the statistical model will be lost in the measurement and both samples will appear to have a similar structure and have an almost equal ACL. In this study, however, the qualitative results of ACL analysis should be true. This can be shown by the fact that even though ACL changes greatly with sampling length, the polished sample always has a smaller value than that of the etched one at all resolutions. Data from friction experiments conducted previously 42 on silicon samples etched with different etchants also support our predicted trend between ACL and adhesive friction. In this study, friction tests were conducted using a Si 3 N 4 ballon-flat microtribometer at 0.6 mm/ s over a 10-mm stroke length with a load increasing from 0.2 to 100 mN. Table II lists the reported surface roughness parameters and the coefficient of friction of silicon samples etched using tetramethyl ammonium hydroxide ͑TMAH͒ and TMAH with isopropyl alcohol ͑IPA͒ additive. Note that although both surfaces show comparable RMS roughness, the sample etched with TMAH+ IPA shows significantly lower ACL than the sample etched with pure TMAH. The friction behavior is consistent with our analysis-the sample with higher ACL shows lower friction behavior. Our predicted relationship between correlation length, real area of contact, and adhesive friction is also supported by other analytical studies of elastic film adhesion based on self-affine roughness models.
22,43
V. CONCLUSIONS
A relation between autocorrelation length ͑ACL͒ and real area of contact at low loads was presented based on statistical analysis of surface height data and Hertzian contact mechanics. The analysis showed that a surface with a smaller ACL tends to have more peaks at any given height above the mean line than for surfaces with larger ACLs, and hence a larger real area of contact. This relation was verified by microscale friction data on silicon surfaces exhibiting different values of ACL. The predominant friction mechanism in the tests was adhesive, resulting in the friction force being directly proportional to the real area of contact. The data showed that the sample with a lower ACL displayed higher friction behavior than surfaces with higher ACLs. This study showed that ACL can be an effective surface parameter for peak analysis, real area of contact calculation, and adhesive friction force estimation. Further studies to directly measure the real area of contact as a function of ACL are being conducted.
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