In this paper, we extend a recently proposed scenario decomposition algorithm (Ahmed (2013)) for risk-neutral 0-1 stochastic programs to the risk-averse setting. Specifically, we consider risk-averse 0-1 stochastic programs with objective functions based on coherent risk measures. Using a dual representation of a coherent risk measure, we first derive an equivalent minimax reformulation of the considered problem. We then develop three variants of the scenario decomposition algorithm for this minimax formulation based on different relaxations of the nonanticipaticity constraints. The algorithms proceed by solving scenario subproblems to obtain candidate solutions and bounds, and subsequently cutting off the candidate solutions from the search space to achieve convergence to an optimal solution. We design three parallelization schemes for implementing the algorithms with different tradeoffs between communication time and computation time. Our computational results with risk-averse extensions of two standard stochastic 0-1 programming test instances demonstrate the scalability of the proposed decomposition and parallelization framework.
Introduction
Stochastic programming is valuable framework for decision-making under uncertainty in many application areas. In the two-stage setting, typically the uncertainty is modeled as a set of scenarios and the decisions are in two stages -some that are made here-and-now, and others that can be determined after observing realizations of the uncertain scenarios, i.e., wait-and-see decisions (see, e.g., Birge and Louveaux, 2011) . In many applications, the here-and-now variables are (1995); Ryan et al. (2015) ; Ahmed (2013) ; Lubin et al. (2013) . Mulvey and Ruszczyński (1995) proposes a novel parallel decomposition algorithm for multistage stochastic optimization problems, in which the subproblems are solved using a nonlinear interior point algorithm, and modified by separable quadratic terms to coordinate the scenario solutions. Ahmed (2013) develops a synchronous parallel implementation scheme for a proposed scenario decomposition approach for 0-1 stochastic programs. There a synchronization barrier is placed across the processes after solving the scenario subproblems and evaluating candidate solutions before coordinating scenario solutions. Ryan et al. (2015) then proposes an asynchronous scheme that removes the barriers and instead relies on a master-worker structure, which demonstrate better parallel efficiency on the same set of test instances. Lubin et al. (2013) revisit the dual decomposition algorithm of Carøe and Schultz (1999) from a computational perspective, and develop a synchronous parallel implementation scheme where load imbalance is identified as a barrier to parallel scalability. We further refer the interested readers to Ruszczyński (1993) ; Birge and Rosa (1996) ; Nielsen and Zenios (1997) ; Birge and Rosa (1996) ; Wright (2003, 2005) ; ; Fragniere et al. (2000) for parallel implementation of other decomposition methods.
The scenario decomposition approaches discussed above focus on risk-neutral expected value objectives. Focusing on scenario decomposition of risk-averse stochastic programs, Miller and Ruszczyński (2011) consider a risk-averse two-stage stochastic linear program, in which the objective function is given as a composition of conditional risk measures. They develop two decomposition algorithms, of which one uses a generic cutting plane approach and the other exploits the composite structure of the objective function. Collado et al. (2012) propose a scenario decomposition algorithm with convergence guarantee for a risk-averse multistage stochastic program with a finite scenario tree. The main idea of the algorithm lies on the construction of risk-neutral approximations of the program by exploiting specific structure of dynamic risk measures. However, both papers did not consider integer variables, and neither explored procedures for implementing the decomposition algorithms in parallel.
In this paper, we consider risk-averse stochastic 0-1 programs (see, e.g., Ruszczyński, 2013 ) with uncertain parameter that follows a discrete probability distribution. In particular, we study coherent risk measures for measuring uncertain outcomes and evaluating the performance of decisions under uncertainty. Our main contributions are as follows. First, we utilize a connection between coherent risk measures and corresponding sets of probability measures in their dual representation (see Shapiro, 2012; Shapiro and Ahmed, 2004) to derive equivalent minimax reformulations of risk-averse 0-1 stochastic programs. Second, we develop three variants of the scenario decomposition algorithm for this minimax formulation based on different relaxations of the nonanticipaticity constraints. The algorithms proceed by solving scenario subproblems to obtain candidate solutions and bounds, and subsequently cutting off the candidate solutions from the search space to achieve convergence to an optimal solution. The algorithms are also applicable for solving distributionally robust risk-averse problems with 0-1 variables, and can be implemented in a distributed framework. Third, we investigate three parallelization schemes, with or without barriers, by trading off communication time and computational time. The goal is to explore special structures in risk-averse 0-1 stochastic programs to design effective and efficient parallelization algorithms for implementing scenario decomposition. Fourth, we test two classes of 0-1 stochastic programming test problems with diverse problem sizes from the SIPLIB test library, for which we use conditional value-at-risk (CVaR) and mean-risk measures to build their risk-averse variants. Our results demonstrate the computational efficacy of scenario decomposition and also show that the proposed parallel implementation schemes can achieve near-linear speedup.
The remainder of the paper is organized as follows. In Section 2, we present risk-averse 0-1 stochastic programs and their equivalent minimax reformulations, and propose three variants of the scenario decomposition algorithm. In Section 3, we focus on designing parallel schemes to implement the algorithms in a distributed framework and propose improvement strategies by eliminating barriers. In Section 4, we report the computational results of the proposed algorithms on two sets of two-stage 0-1 stochastic programs with different risk objectives and their distributionally robust variants. Section 5 concludes the paper and states future research directions.
Scenario Decomposition for Risk-averse 0-1 Stochastic Programs
We consider risk-averse stochastic 0-1 programs of the form
where x is a d-dimensional binary decision vector, ξ is a multivariate random vector, and the cost function f (x, ξ) is convex in x for any realized value of ξ. We assume a finite support {ξ 1 , . . . , ξ K } of the random variable ξ, having the corresponding probabilities p 1 , . . . , p K . The vector p = (p 1 , . . . , p K ) belongs to the polyhedral set
Here ρ(·) is a generic measure that returns a scalar metric of the random cost f (x, ξ). In this paper, we consider ρ(·) to be a coherent risk measure with an equivalent dual representation of the form (see, e.g., Artzner et al., 1999; Shapiro and Ahmed, 2004) ,
where we compute the expectation of the random f (x, ξ) based on an unknown probability vector q = (q 1 , . . . , q K ) . Here q belongs to an ambiguity set Q ρ (p) ⊆ M, determined by the coherent risk measure ρ and nominal probabilities p 1 , . . . , p K . We later describe a few explicit forms of Q ρ (p) when examining specific coherent risk measures in our computations. According to (3), the value of ρ(f (x, ξ)) is equivalent to the worst-case expectation of the random cost f (x, ξ) over the probability distributions q ∈ Q ρ (p). Therefore, we present an equivalent minimax reformulation of the original problem (1):
where we denote f k (x) ≡ f (x, ξ k ) for notation brevity. Throughout this paper, we assume that min x∈X {f k (x)} is bounded for all k = 1, . . . , K. The goal is to optimize MIMA via scenario decomposition approaches and efficient parallel implementation schemes.
The Generic Scenario Decomposition Scheme
We solve MIMA using an iterative method that approaches the optimal objective through updating a lower bound and an upper bound u. The upper bounds are obtained through objective values of feasible x-solutions. The lower bounds are obtained from solving Lagrangian relaxations of
MIMA.
Following the standard scenario decomposition approach, we first replace the binary decision variable x with scenario-based copies x 1 , . . . , x K and reformulate MIMA as
where α 1 , . . . , α K are positive scalars that sum to 1, and (5) are the nonanticipativity constraints (NAC) ensuring that x 1 , . . . , x K take the same values. Note that the above formulation of the nonanticipativity constraints makes use of the fact that the variables are 0-1. A general formulation would be of the form x k = x 1 , ∀k = 2, . . . , K which, however, would involve (K − 1) × d constraints as compared to the d constraints in (5).
To decompose the problem, we relax (5) and penalize the violation (if any) by a Lagrangian dual multiplier λ ∈ R d . The resulting Lagrangian relaxation is given by
where for notational convenience, we let δ 1 = 1 and δ k = 0 for k = 2, . . . , K. To recover scenario subproblems, we consider a lower approximation of the Lagrangian model (6) by interchanging the min and max operators:
For any λ ∈ R d , g(λ) represents a global lower bound for MIMA. The overall scenario decomposition algorithm optimizes (7) for given λ to update the lower bound and also obtains candidate feasible solutions of x from scenario subproblems of (7) to update the upper bound u. At each iteration, we eliminate binary solutions of x that have been evaluated and terminate the algorithm when the gap between u and is closed.
Next we discuss three scenario decomposition algorithms that differ in how to solve g(λ) or its variations to update . We refer to them as DD1, DD2 and DD3, respectively.
DD1 by Optimizing g(0)
In the first approach, we simply set λ = 0, and use g (0) to update the lower bound. We essentially relax the NAC (5), and update the lower bound with
where we are able to pull q 1 , . . . , q K out of the K inner minimization subproblems, and thus parallelize the computation of each subproblem. Without going through Lagrangian relaxation steps, we can verify (8) being a valid lower bound to MIMA by following an alternative derivation below:
We compute the value of g(0) through (8) in two steps as follows.
• Step (i): for each k = 1, . . . , K, optimize scenario subproblem
• Step (ii): letting β = (β 1 , . . . , β K ), optimize a maximization problem over variable q as
Note that (8) is the dual representation of a coherent risk ρ (min x∈X f (x, ξ)) according to (3). Here the random value min x∈X f (x, ξ) has finite realizations β 1 , . . . , β K computed through Step (i), with the corresponding probabilities p 1 , . . . , p K . Therefore, Step (ii) can be done by optimizing the risk function ρ (min x∈X f (x, ξ)) directly if possible, rather than using the dual form in (10). Algorithm 1 provides the details of the DD1 algorithm, which iterates until and u are sufficiently close. (We denote as a gap tolerance value.) In each iteration, we solve scenario subproblems Scen(k), ∀k = 1, . . . , K, and compute g (0) to update the lower bound (steps 4-8).
Each subproblem has the same feasible region as MIMA. Thus, we collect subproblem solutionŝ x k , k = 1, . . . , K into the set S, which are feasible to MIMA. We then use the candidate solutions in set S to update the upper bound u (steps 9-11). This is done by evaluating
for given solutionx ∈ S (i.e., step (10)). We cut off all the evaluated solutions by adding the corresponding no-good cut i=1,...,d:
to every scenario subproblem Scen(k), for k = 1, . . . , K, in future iterations (see step 12).
Algorithm 1
The DD1 scenario decomposition algorithm for solving
S ← ∅ 4:
end for 8:
forx ∈ S do 10:
u ← min{u, Eval(x)} 11:
end for
12:
X ← X \ S.
13: until u − <
DD2 with a Cutting-Plane Approach
Note that in DD1 we do not update the Lagrange multipliers λ. Here we consider an algorithm that combines an inner loop of deriving the maximum lower bound g(λ) in variable λ and an outer loop of bounding the objective value and cutting off suboptimal solutions. Following (7), we formulate a master problem as max λ {g(λ)} over variables φ ∈ R, λ ∈ R d and q ∈ [0, 1] K as:
where constraints (14) are linear in φ, q, and λ. We relax (14) and enforce them by generating cuts iteratively. Specifically, given a solution (φ,λ,q) to a relaxed master problem, for each k = 1, . . . , K, we compute a scenario subproblem given by
, then we add an optimality cut
wherex k represents an optimal solution to the subproblem (16), and re-iterate to solve the master problem (13)- (15). We terminate the algorithm whenφ ≤ K k=1 β DD2 k which implies that constraints (14) are satisfied andφ equals to max λ g(λ). We then update the lower bound withφ. The following relation holds throughout the cutting-plane iterations
Therefore, even before attaining max λ {g(λ)}, we can update the lower bound with
in every iteration, which may close the gap between and u earlier.
Remark 1 For anyλ and nonnegativeq, the subproblem (16) must be bounded, because Scen(k) is bounded by assumption and
With the above new lower-bound calculation, the new decomposition algorithm is deduced from replacing steps 4-8 in Algorithm 1 by Algorithm 2. To avoid the cutting-plane method taking excessively long time to converge, we can set an upper limit to the number of cutting-plane iterations.
Algorithm 2
Lower bound computation subroutine in DD2.
solve (16) to attain the optimal objective value β DD2 k and the optimal solutionx k 5:
end for 7:
add cut (17) to the master problem (13)- (15) 9:
solve the master problem and attain an optimal solution (φ,λ,q)
DD3 as a Subgradient-based Algorithm
Given nonnegative weights α k , k = 1, . . . , K with K k=1 α k = 1, unlike in DD1 and DD2, here we consider NACs:
which are K copies of (5) with the right-hand sides varying from x 1 to x K . We associate each of these constraints with multiplier q i λ i where q i is the probability mass value of a "dual" distribution from the ambiguity set Q ρ (p) and λ i is a d-dimensional variable, for all i = 1, . . . , K. Following similar steps for obtaining g(λ) in (7), we formulate a relaxation of MIMA with NAC (18) that replace (5) by
Now consider a polyhedral set A(λ 1 , . . . , λ K ) = q :
A lower approximation of g(λ 1 , . . . , λ K ) that has a decomposable inner minimization problem is given by
We compute g(λ 1 , . . . , λ K ) by following the two steps below.
• Step (i): for each k = 1, . . . , K, solve a scenario subproblem:
which is bounded following Remark 1.
• Step (ii): solve a maximization problem over the continuous variable q:
The value of g(λ 1 , . . . , λ K ) for any given multipliers λ 1 , . . . , λ K , will provide a valid lower bound. We strive to obtain the best lower bound by maximizing g(λ 1 , . . . , λ K ) via a subgradient-based Algorithm 3 Lower bound computation subroutine in DD3.
solve scenario subproblem (22) to attain the optimal objective value β DD3 k and the optimal solutionx k .
5:
end for 7: solve (23) to attain an optimal solutionq and the optimal objective value K k=1 β DD3 kq k .
8:
for k = 1, . . . , K do 10:
update λ k by using the subgradient −q kx k .
11:
end for 12: until achieving the general stop criteria for the subgradient method algorithm. We repeat the steps of computing g(λ 1 , . . . , λ K ), and then updating λ k for k = 1, . . . , K by using the subgradient −q kx k , wherex k is an optimal solution to the k th subproblem (22). The DD3 algorithm is deduced from replacing steps 4-8 in Algorithm 1 by Algorithm 3. Note that the three approaches differ only in the steps of updating the lower bound .
Remark 2
Suppose that the probability distribution p of the uncertainty ξ is not explicitly known. Instead, an ambiguity set P ⊆ M of p, consisting of all possible distributions, is available. Let ρ (f (x, ξ)) be the worst-case risk outcome for any p ∈ P. We define set
and consider a distributionally robust risk-averse program:
Comparing (25) with the formulation of MIMA in (4), we have Q ρ (p) in the latter replaced by D ρ (P) in the former, under the ambiguity of p. Therefore, we can easily adapt the aforementioned DD1, DD2, and DD3 algorithms to the distributionally robust risk-averse program (25).
Parallel Implementation Schemes
In this section, we explore parallel computing schemes for implementing the proposed dual decomposition methods in a distributed framework. DD1 has a simpler iterative structure than DD2 and DD3. (The latter two run two loops and take potentially multiple iterations for updating the Lagrange multipliers and the lower bound in each round.) As a result, DD1 is easier to be parallelized, and the parallel schemes can scale better. In Section 4.2, we show that DD1 outperforms the other two algorithms even when the steps in each algorithm are implemented in serial. Thus, we focus on improving parallel computing and propose three schemes for parallelizing DD1. (We present parallel schemes for DD2 or DD3 in Appendix B.)
An Overview of Parallel Algorithms
In a serial implementation of DD1/DD2/DD3, subproblems like Scen(·) and Eval(·) are solved one by one. If there are multiple processes, one can spread the subproblems, and place a barrier to synchronize all the processes which then exchange results for updating bounds and cuts before re-iteration. We refer to this scheme as Basic Parallel (BP) and present the details in Section 3.2. In this case, waiting caused by barriers and high intensity of communication may compromise parallel efficiency. In Section 3.3, we introduce a master-worker scheme that dedicates one process to consolidate information. In Section 3.4, we introduce another master-worker scheme that avoids barriers. These two schemes are referred to as Master-Worker with Barriers (MWB) and Master-Worker without Barriers (MWN), respectively. In particular, BP and MWB are "push" systems where we pre-assign computing jobs to processes. Specifically, given tasks 1, . . . , J (with no prior knowledge about their time complexity), we assign them to N processes in a round-robin manner, such that the n th process receives a subset
of tasks. In contrast, MWN is a "pull" system, where jobs are kept in a queue, and each is waiting to be solved whenever a process becomes available.
Basic Parallel (BP)
We present BP in Algorithm 4, which assigns the K scenarios across the N processes such that Process n (named "Proc n ") receives a subset Ω K,N n of scenarios, for n = 1, . . . , N . Each process solves subproblem Scen(k) for every assigned scenario k, and evaluates its optimal solution. The evaluation result is used to update the local upper bound u n in Proc n . We then let all the processes share their results through some collective operation, which, in general, communicates faster than point-to-point sending/receiving messages, but implies a barrier such that all the processes must reach the point before they can begin communication (Pacheco, 1997; Gropp et al., 1996) . In practice, barriers cause waiting.
This scheme has another weakness as evaluating repeated solutions from different scenario subproblems. In each process, we can do a local check between steps 5 and 6, to avoid evaluating somex k that we have encountered earlier in the loop. However, we cannot avoid re-evaluation if the same solution occurs in different processes, which is very likely.
Master-worker Parallel with Barriers (MWB)
Let Proc N be the master (process) consolidating solutions and updating the bounds. The rest N −1 processes are workers sharing the computation of Scen(·) and Eval(·).
Algorithm 4
The BP Scheme at Proc n (n ∈ {1, . . . , N })
Initialize the local upper bound u n ← +∞.
4:
for k ∈ Ω K,N n do 5:
S ← S ∪ {x k } 8:
end for 9:
} and u n to all the other processes 10:
← max{ , Cont(β)} 11:
u ← min{u, u 1 , . . . , u N }
12:
, and sends the results to the master. The master stores optimal value β k and collects non-repeatedx k in a solution list S. (Note that S is different from the solution set S -the latter only collects solutions but they are not necessarily ordered, while the former arranges the candidate solutions in a certain order.) Once it has attained the results from all K scenarios, it broadcasts the list S. Every worker receives the whole list (for adding no-good cuts), and shares the evaluation of all solutions in the list S. Specifically, let S i represent the i th solution in S. Every Proc n (n = N ) evaluates S i for all i ∈ Ω |S|,N −1 n , and sends the results to the master. The master, after broadcasting S, updates the bounds and forces all processes to terminate once it detects a sufficiently small gap. We present the algorithmic steps of a worker process in Algorithm 5 and of the master in Algorithm 6. (Here u denotes a temporary, valid lower bound obtained at each worker, and S +x k means appending solutionx k to the tail of the list S.
With the master collecting and broadcasting solutions, evaluating duplicated solutions can be avoided. In terms of communication, we use asynchronous "send/receive" signals, so that the process that sends the message does not wait for the reception of the message but proceed with the succeeding steps, which allows for more parallelism. However, this requires buffers to store the data in transit. In each iteration of MWB, data to be transmitted contains at most K d-dimensional binary vectors and K real numbers, which is a fairly modest amount. In step 10 of Algorithm 6 (or step 6 of Algorithm 5), to send the solution list S from the master to the worker, we use broadcast, which, again, is a collective operation implying a barrier across all the processes.
Master-worker Parallel without Barriers (MWN)
In BP and MWB, all the processes are going through iterations synchronously due to the barriers implied by collective communication steps. Here we design a new scheme that avoids these Algorithm 5 The MWB Scheme at Proc n (n ∈ {1, . . . , N − 1}) (worker) 1: loop 2: for |S| times do 13: receive u from Proc n 14:
end for 16: until u − < 17: terminate all processes barriers. At the same time, we make it a pull system for better load balancing. Formally, the master keeps a queue of idle workers as Q proc , and a queue of subproblems to solve as Q job . As long as both queues are non-empty, it repeatedly pops out from each a worker and a job, then assigns the job to the worker. It then waits to receive any result from the workers. Once heard from some worker, it adds the worker to Q proc , process the received results, and if necessary creates new jobs. These steps are summarized in Algorithm 7. In particular, steps 1, 5 and 9 are detailed in Algorithms 10, 9 and 8, respectively. receive r from Proc n 8:
process r (and create jobs to Q job ) 10: until u − < 11: terminate all processes
The master still keeps the bounds and the list S of solutions. On the reception of a result of Eval(·), e.g., u , the master uses it to update the upper bound. In the other case when receiving a result of Scen(k), i.e., (β k ,x k ), the master resolves Cont(β) which takes in the new value of β k , to update the lower bound. Ifx k is new, it is appended to S and a job for evaluating its objective value is created. In addition, every reception of Scen(k)'s result triggers to create a new job for solving Scen(k), to roll on the iterations. S ← S +x k 8:
end if 10:
To avoid barriers, the system has no centralized step for informing the workers of all the explored solutions, but point-to-point communication between the master and any individual worker for a single job or the result of it. In order for the workers to know what cuts to add to the subproblems, we let the master keep, for each worker n, an index τ (n) ∈ {0, . . . , |S|} pointing to the end of a sublist of S which the worker has known and generated cuts. For example, if τ (1) = 3 and τ (2) = 5, it means that Proc 1 and Proc 2 have got cuts to exclude solutions S 1 , . . . , S 3 , and S 1 , . . . , S 5 , respectively. Once it is time for Proc n to update cuts, the master sends S τ (n)+1 , . . . , S |S| , then accordingly increase τ (n) to |S|. Note that additional cuts affect Scen(·) but not Eval(·). The master therefore sends these solutions along with the jobs of Scen(·). Algorithm 9 presents the job assignment subroutine with these details. Algorithm 10 presents the initialization steps.
Algorithm 9
Master job assignment subroutine (step 5 of Algorithm 7) 1: switch j: 
. , Scen(K)
The logic at the workers is straightforward. They receive tasks from the master, work on them and send back the results. Algorithm 11 presents the steps.
Algorithm 11
The MWN Scheme at Proc n (n ∈ {1, . . . , N − 1}) 1: loop 2: receive j from Proc N 3: switch j:
case (Eval(x)) :
case (S, Scen(k)) :
end switch
11: end loop
A major difference of MWN from the previous schemes is that, the workers are asynchronous in adding cuts. Given the cuts that Proc n has generated, we denote the feasible region as X n . Then each Scen(k) that Proc n solves, precisely, is:
where n k ∈ {1, . . . , N − 1} specifies the worker, to which the scenario subproblem Scen(k) is assigned. A lower bound obtained in this case is = Cont ((β 1 (n 1 ) , . . . , β K (n K ))).
To justify that the algorithm is valid with this lower bound, we show in the following that˜ will not cross with the upper bound u, when u is not yet optimal. Define X = X n 1 ∩ · · · ∩ X n K , and for k = 1, . . . , K, consider
By definition, β k ≥ β k (n k ) for k = 1, . . . , K. When u is suboptimal, any optimal solution x * must not have been explored yet (i.e., x * / ∈ S), and thus x * ∈ X n k for k = 1, . . . , K which implies that x * ∈ X. Therefore, we also have
Computational Results
We implement the proposed parallelization schemes by OpenMPI 1.6 (Gabriel et al., 2004) , and perform the computation on the Flux HPC cluster at the University of Michigan. We use up to 21 compute nodes of the cluster, and each compute node has twelve 2.67 GHz Intel Xeon X5650 processors and 48GB RAM. All involved optimization models (including subproblems as a result of decomposition) are solved by CPLEX 12.6 via ILOG Concert Technology. We set a runtime limit of six hours for computing each instance.
Instances and Experimental Setup
We extract two sets of instances from the test problem library SIPLIB (Ahmed et al., 2015a ):
• Stochastic server location problem (SSLP) instances from a telecommunication application studied by Ntaimo and Sen (2005) : The first stage decides where to place servers out of n locations, and the second stage satisfies uncertain demand from m clients. The cost function is given by
and the feasible region is x ∈ X = {0, 1} n . We use four sets of instances with n = 10 and m = 50. They contain 50, 100, 500 and 1000 scenarios, respectively.
• Stochastic multiple 0-1 knapsack problem (SMKP) instances studied by Angulo et al. (2014) :
The first and the second stages are multiple 0-1 knapsack problems with n and m entities, respectively. The cost function reads as:
and the feasible region is X = {x ∈ {0, 1} n : Ax ≥ w} with linear constraints Ax ≥ w. The original dataset contains 30 instances each of which contains 20 scenarios. To examine how problem size affects the algorithm performance, we pick the first instance, then modify it to attain instances with 40, 80 and 160 scenarios. To modify a K-scenario dataset to Kscenario, we first include the original K scenarios. Then repeat for K − K times, generate random numbers σ 1 , . . . , σ K , then create a scenario k such that θ(ξ k ) is a weighed average of the original θ(ξ 1 ), . . . , θ(ξ K ) with weighing coefficients given by normalized σ 1 , . . . , σ K , i.e., Table 1 presents the size and the performance of LP relaxations of these instances. Specifically, # var and # constr respectively give the numbers of binary variables and constraints in the corresponding problems. SMKP has pure binary problems in both stages. SSLP has binary first-stage, and mixed-binary second-stage problem, which involves 10 continuous variables in each scenario. Both sets contain four instances with varying number of scenarios. In every instance, all the scenarios are equal likely, i.e., p 1 = · · · = p K = 1/K. Regarding the number of variables and constraints, SSLP has the second-stage much bigger than the first-stage, while SMKP is the opposite. The last section of the table presents the computational time (in seconds) of the LP relaxation (see total time) and the gaps between the optimal objective values of the LP relaxation and the original binary program (see tightness). There is a notable trend that the more scenarios, the longer the computation and the weaker the LP relaxation. For the coherent risk measure, we choose conditional value-at-risk (CVaR), i.e., ρ(·) = CVaR α (·), and set the reliability parameter α to 0.9. The uncertainty set in the dual representation of CVaR contains only linear constraints (see Shapiro and Ahmed, 2004) , given by
In this case, MIMA becomes a minimax linear integer program, and the maximization problems Cont(β), (13)- (15), and (23), which emerge from the scenario decomposition algorithms, are all linear programs.
To benchmark the performance of the scenario decomposition algorithms, we solve the following equivalent reformulation of CVaR Uryasev, 2000, 2002) :
and solve the considered risk-averse problem an extensive form mixed-integer program:
Results of Serial Implementation
The default serial scheme is directly calling an off-the-shelf solver to optimize model the extensive form model (27). Table 2 compares the serial computational time (in second) of different approaches implemented in one process. If an instance is not solved to optimality within the runtime limit of six hours, we present the optimality gaps in parentheses. We refer to Table 8 in Appendix A for the detailed results of the time spent on solving subproblems, evaluating solutions, and the number of iterations in the default and DD1 algorithms. Compared with default, the scenario decomposition methods are slower when the number of scenarios is relatively small (e.g., SSLP 50, SSLP 100 and SMKP 20). However, as the number of scenarios increases, they perform better in time efficiency: (i) the optimality gaps on SSLP 500 and SSLP 1000 are, respectively, 10% and 16% under DD2, which are much better than the two 100%s under the default scheme; (ii) DD3 yields a better optimality gap of 9% on SSLP 1000, and can solve SSLP 500 in two hours; (iii) DD1 is the most efficient, solving the two instances in 4663 seconds and 12750 seconds, respectively. We observe a similar trend of computational efficacy on solving modest and large instances of SMKP ( 40, 60, and 80) as default < DD2 < DD3 < DD1.
Next we focus on implementing the three parallelization schemes on the DD1 algorithm, and demonstrate the improved performance of the algorithm.
Results of Parallel Implementations of DD1
We capture the parallel time as the time that elapsed from the start of the parallel program to the end. For each run we compute speedup as the ratio of the serial time to the parallel time. We test all the three schemes introduced in Section 3 on both sets of SSLP and SMKP instances, and show how the results of speedup change as we vary the number of processes in Figure 1 . In Figure 1 , each subfigure presents the results on one particular instance. The vertical and horizontal axes represent "speedup" and "number of processes", respectively. We have them scaled equally, so the main diagonal (in grey) indicates perfect parallelism where speedup is equal to the number of processes. Each background grid cell has a height of 5 (unit-less) and a width of 5 processes. We use 2, 3, 6, 11 and 21 processes. The red, the blue and the green curves are results of BP, MWB and MWN, respectively.
We observe several cases of super-linear speedup, i.e., points located above the diagonal line. This is due to the way we parallelize, and the total workload may abate from the serial implementation. Consider the following simplified example. The serial program has spent 2 hours going through some iterations, then comes to an iteration with three outstanding jobs (e.g., Scen(k) or Eval(x)), that respectively take 1, 8 and 1 hours. The result of the third job leads to convergence. The serial total time is thus 2 + (1 + 8 + 1) = 12 hours. However, if we have three processes each taking care of one job. Then, the process responsible for the third job will detect convergence right after 1 hour, and will right away terminate all the other processes. With two extra processes, the iterations that previously took 2 hours will now take shorter, too. Therefore, the parallel total time is shorter than 2 + 1 = 3 hours. In this case, we have achieved a speedup ≥ 4 with only three processes.
We dive into Figure 1 for deducing other interesting results of using different parallel schemes. First, comparing the red (BP) and the blue (MWB) curves, for every SMKP instance, we observe a crossover of the two lines: the red line always starts climbing sharper, but flatten out earlier and crosses with the blue one. Recall that BP has one more process sharing the computation than MWB. This is an important advantage when N is small, which explains the red line climbing faster in the beginning. This advantage, however, fades out as we increase N . In contrast, the advantage of MWB that it avoids re-evaluating duplicate solutions stands out. This can be verified by comparing the number of solutions BP and MWB evaluate, reported in Table 3 . In Table 3 , for MWB, less time is spent on evaluation and is thus faster, which is reflected as the blue curve climbing higher when N is large. On SSLP instances, BP scales worse than MWB, and the discrepancy gets larger as N increases. This is because the more processes, the more time BP wastes on evaluating duplicated solutions. This can be seen from the BP section in Table 3 where the number or evaluated solutions increases along with the increase of N in all cases.
As we examine horizontally, MWB and MWN are complementary. When the number of sce-narios is still small (e.g., SSLP 50, SSLP 100, SMKP 20, SMKP 40), MWB suffers from load imbalance, but MWN achieves good speedup due to the deployed pull mechanism. As the number of scenarios increases, there are more subproblems to solve and more solutions to evaluate. MWN has to communicate more to dispatch jobs, which compromises the speed. In contrast, more scenarios means more jobs MWB can shuffle around between barriers, and thus load imbalance gets alleviated. This explains why MWB being faster than MWN on SSLP 500, SSLP 100, SMKP 80 and SMKP 160.
In addition to speedup, we also analyze communication time, which is the total time elapsed from the completion of the predecessor of a communication step (e.g., send, receive, broadcast, etc.) to the start of its successor. Therefore, it consists of the time on transmitting data (the net communication time) and the time on waiting to receive or broadcast data (the idle time). In practice, compared to the latter, the former is almost negligible due to the modest quantity of data being transmitted. We therefore can view the communication time as the idle time. We capture the communication time of each process as comm(n). .
We make the following observations. • In Figure 2 , the curves for BP, MWB and MWN follow increasing, increasing and decreasing trends, respectively.
• In BP, there are only collective communication steps which imply barriers. Except for the small amount of time on transmitting data, the communication time is mainly from waiting at barriers, which increases as the number of processes N increases.
• In MWN, the master is devoted to consolidating results from the workers. The more workers we have, the shorter the master waits for results. We also see from Table 4 that nearly all the communication time is contributed by the master (which implies that the workers are well utilized for computation thanks to the pull mechanism). These explain why MWN curves decrease in Figure 2 .
• Although MWB has a similar master-worker structure, it contains a broadcasting step involving all the processes and barrier waiting. As N increases, the communication time of the master becomes shorter, however, the communication time of the workers increases in a bigger magnitude. This offsets the drop of communication-time percentage for the master in Table 4 , and also leads to the shape of MWB curves in Figure 2 .
Lastly, we compare the runtime (in second) between serial and parallel implementation schemes of DD1 in Table 5 , in which the first two rows recall the serial computational time of the default and DD1 algorithms presented in Table 2 . For each instance, we indicate in bold the shortest serial time and the shortest parallel time. We observe in all instances that the fastest parallel scheme outperforms the fastest serial scheme. Among the parallel schemes, MWN performs better for small instances while MWB performs better for the largest scale instances. 
Results of Distributionally Robust Risk-averse Programs
As discussed in Remark 2, the distributionally robust risk-averse problem can be viewed as a special case of the considered problem as long as we replace Q ρ (p) with D ρ (P). Here we test a distributionally robust risk-averse problem with P = p :
where υ is a constant between 0 and 1. We vary υ = 0.3 and 0.6 on three instances (i.e., SSLP 100, SSLP 1000, SMKP 80), use MWB to solve each case and present the results in Table 7 . We also show the results of the corresponding run given singleton-P (i.e., υ = 0.0) as benchmarks.
In Table 7 , we observe that the change in runtime depending on υ is very small. This is reasonable because the structure of P only affects the computation of Cont(β) in step 11 of Algorithm 6, which in this case is a simple LP with negligible solution time.
Conclusions
In this paper, we reformulate a class of risk-averse 0-1 stochastic programs into minimax programs by utilizing dual representations of coherent risk measures. We then develop three scenariodecomposition-based algorithms (DD1, DD2, and DD3) based on different Lagrangian relaxation 2  315  311  311  6462  8016  7210  8162  8326  8565  3  138  137  137  2938  2950  2866  5251  5444  5122  6  67  70  70  987  992  977  2375  2475  2474  11  41  42  42  510  641  640  1169  1245  1243  21  34  34  34  484  660  681  826 schemes. In DD1, the Lagrange multipliers are simply set to zero, and the gap between the upper and lower bounds are closed solely by evaluating and cutting off feasible solutions. DD2 and DD3 seek to accelerate the convergence by adding an inner loop for strengthening the lower bounds through a cutting-plane method and a subgradient method to update the multiplers, respectively. Our computation results suggest the following:
1. All the scenario decomposition algorithms significantly outperform the method of directly solving the risk-averse 0-1 program (e.g., the default scheme in Section 4.2), especially when the number of scenarios is large.
2. The speeds of the three approaches follow: DD2 < DD3 < DD1, which implies that adjusting the dual multiplier is not quite effective in improving the lower bounds, and motivates the parallelization of DD1.
To further reduce the runtime, we introduce three parallel schemes for DD1. In BP, there is no hierarchy among processes. All of them are sharing subproblem computation and passing results through collective communication steps. In MWB, with the objective of avoiding reevaluating duplicate solutions and abating workload, we dedicate one process, termed as the master, to collecting solutions and removing duplicates. This, however, means that there is one less process sharing the computation. Similar to BP, there is extra waiting at the barriers implied by the collective communication operations for passing cuts. In MWN, to avoid barriers we use an asynchronous cut-adding strategy that only requires point-to-point communication between the master and individual workers. Moreover, we deploy a "pull" mechanism in assigning subproblems to processes which much better balances the load than the "push" mechanism in the previous two schemes. Our computational results suggest the following: 3. MWB and MWN are complementary to each other. When the number of scenarios is small, MWB suffers from load imbalance, and MWN achieves good speedup due to the deployed pull mechanism. As the number of scenarios increases, the communication for job dispatching in MWN starts to compromise the performance, while MWB has load imbalance alleviated and thus starts to perform well.
4. The choice of coherent risk measure in a risk-averse 0-1 stochastic program does not generate significant impact on the computation time.
5. The same scenario decomposition algorithm and parallelization methods can be applied to solve distributionally robust risk-averse 0-1 stochastic programs, with similar computational efficiency.
