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Abstract—Although deep learning models like CNNs have achieved a great success in medical image analysis, small-sized medical
datasets remain to be the major bottleneck in this area. To address this problem, researchers start looking for external information
beyond the current available medical datasets. Traditional approaches generally leverage the information from natural images. More
recent works utilize the domain knowledge from medical doctors, by letting networks either resemble how they are trained, mimic their
diagnostic patterns, or focus on the features or areas they particular pay attention to. In this survey, we summarize the current progress
on introducing medical domain knowledge in deep learning models for various tasks like disease diagnosis, lesion, organ and
abnormality detection, lesion and organ segmentation. For each type of task, we systematically categorize different kinds of medical
domain knowledge that have been utilized and the corresponding integrating methods. We end with a summary of challenges, open
problems, and directions for future research.
Index Terms—medical image analysis, medical domain knowledge, deep neural networks.
F
1 INTRODUCTION
R ECENT years have witnessed a tremendous progress incomputer-aided detection/diagnosis (CAD) in medical
imaging and diagnostic radiology, primarily thanks to the
advancement of deep learning techniques. Having achieved
great success in computer vision tasks, various deep
learning models, mainly convolutional neural networks
(CNNs), soon be applied to CAD. Among the applications
are the early detection and diagnosis of breast cancer, lung
cancer, glaucoma and skin cancer [1], [2], [3], [4], [5].
However, the size of medical datasets remains to be
the major bottleneck to obtain a satisfactory deep-learning
model for CAD. It is a generally accepted notion that
bigger datasets result in better deep learning models [6]. In
traditional computer vision tasks, there are many large-scale
and well-annotated datasets like ImageNet [7] (with more
than 14M labeled images from 20k categories) and COCO [8]
(with more than 200k annotated images from 80 categories).
In contrast, Table 1 lists some popular publicly available
medical datasets and we can see that most of them are much
smaller. For example, among the datasets for classification
task, only two, namely the NIH and DeepLesion, contain
more than 10K labeled medical images. Some datasets only
have a few thousands or even hundreds of medical images.
The lack of medical datasets is represented in three
aspects. Firstly, one common situation is the amount of
medical images in the datasets is small. This problem
is mainly due to the high cost associated with the data
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collection. Medical images are collected from computerized
tomography (CT), magnetic resonance imaging (MRI)
scans, positron emission tomography (PET), all of which
are expensive and labor-intensive to collect. Secondly,
it is also quite common that although there are a
large amount of medical images, only a small portion
is annotated. The annotations of the collected images,
including the classification labels (e.g. benign or malignant),
the segmentation annotations of lesion areas, etc., require
efforts from experienced radiologists. Thirdly, some diseases
are rare in nature, and it is quite difficult to collect enough
positive cases, caused unbalanced datasets.
The direct consequence of the lack of well annotated
medical data is that the trained deep learning models can
easily suffer from the overfitting problem [9]: they perform
very well on training datasets, but fail when dealing with
new data from the problem domain. Correspondingly, many
works of medical image analysis adopt techniques designed
for addressing overfitting in traditional computer vision
tasks, like reducing the complexity of the network [10], [11],
[12], [13], [14], [15], adopting some regularization techniques
[16], [17], or using data augmentation strategies [18], [19]
[20], [21] [22].
However, in essence, neither decreasing the model
complexity nor leveraging data augmentation techniques
introduces any new information into deep learning models. We
argue that introducing more information beyond the given
medical datasets should be a more promising approach to
address the problem of small-sized medical datasets.
The idea of introducing external information to improve
the performance of deep learning models for CAD is not
new. For example, it is a routine that a deep learning
model is firstly trained on some natural image datasets
like ImageNet, and then be fine-tuned on target medical
datasets [23], [24]. This process, called as transfer learning
[25], implicitly introduces information from natural images.
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Examples of some popular databases in Medical Domain.
Name Purpose Type Imaging Images
ANDI Classification Brain Multiple 800 patients
OpenNeuro Classification Brain Multiple 4718 patients
ABIDE Classification Brain MRI 539 patients and573 typical controls
DDSM Classification Breast Mammography 2500 patients
MIAS Classification Breast Mammography 322 digitised films
ACDC Classification Cardiac MRI 150 patients
ChestX-ray14 Detection Chest X-ray 112120 images from20805 patients
LIDC-IDRI Detection Lung CT, X-ray 1018 patients
LUNA16 Detection Lung CT 888 images with1084 rumors
MURA Detection Musculoskeletal X-ray 40895 images from14982 patients
OASIS Segmentation Brain MRI, PET 1098 patients
BRATS2018 Segmentation Brain MRI 542 images
DRIVE Segmentation Eye SLO 40 images
STARE Segmentation Eye SLO 400 images
MICCAI Gland Challenge Segmentation Glands Histopathology 165 images
PRETERM Segmentation Left ventricular MRI 234 patients
INBreast Classification/Detection Breast Mammography 410 images
NIH Classification/Detection Chest X-ray 112820 images from30805 patients
DeepLesion Classification/Detection Multiple CT 32735 images from4427 patients
Prostate Classification/Detection Prostate MRI 60 patients
Cardiac MRI Classification/Segmentation Cardiac MRI 7980 images from 33 cases
JSRT Detection/Segmentation Lung X-Ray 154 and 93 images withand without a nodule
ISIC2018 Classification/Detection/Segmentation Skin Dermoscopic 13000 images
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Fig. 1. Researches with different information categories and integrating methods in disease diagnosis, detection and lesion segmentation.
Besides natural images, multi-modal medical datasets or
medical images from different but related diseases can also
be utilized to improve the performance of deep learning
models [26], [27].
Moreover, as experienced medical doctors (e.g.
radiologists, ophthalmologists and dermatologists) can
generally give fairly accurate results, it is not surprising
that ‘the domain knowledge of medical doctors’ , like the
way they browse images, the particular areas they usually
focus on, and the features they give special attentions to,
etc., can be potentially very informative and help the deep
learning models to better accomplish the designated tasks.
These types of knowledge are accumulated, summarized,
and validated by a large number of practitioners over many
years based on a huge amount of cases and hence are
potentially far more informative than the given medical
datasets.
For a given task for a certain disease, if we have
identified a type of domain knowledge to be introduced,
then how to incorporate it into the deep learning model
is another issue requiring a careful design. In the last
few years, various approaches have been designed to
incorporate different types of domain knowledge into
networks. For example, to incorporate the important
3features identified by radiologists for lesion classification
(benign or malignant), a simple approach is to combine
the hand-crafted features with the ones extracted from deep
learning models and then feed them into a classifier [28]. In
some works, network architectures are revised to simulate
the pattern of radiologists when they read images [29].
Attention mechanism, which allows a network pay more
attention to a certain region of an image, is a powerful
technique to incorporate radiologists’ knowledge about
the areas they usually focus on a medical image [30]. In
addition, multi-task learning and meta learning are also
widely utilized to introduce medical domain knowledge
into deep learning models [31] [32].
This survey serves as a demonstration that, for almost
all tasks of medical image analysis including disease
diagnosis, detection, lesion segmentation etc., identifying one
or more types of appropriate domain knowledge related to the
designated task with a carefully designed integrating approach
will generally improve the performance of deep learning models.
Correspondingly, we organize the existing works in the
following three aspects: the types of given tasks, the types
of domain knowledge that are introduced, and the ways of
introducing the domain knowledge.
Although there are a number of reviews on deep
learning for medical image analysis, including [33], [34],
[35], [36], [37], [38], [39], [40], [41] and [42], they all describe
the existing works from the application point view, i.e. how
deep learning techniques are applied to various medical
applications. To the best of our knowledge, there is no
review that gives systematic introduction on how medical
domain knowledge can help deep learning models. This aspect,
we believe, is the unique feature that distinguishes deep
learning models for CAD from those for general computer
vision tasks.
Fig. 1 gives the overview on how we organize the related
works. At the top level, they are classified according to
the three tasks of medical imaging analysis: (1) disease
diagnosis, (2) lesion, organ and abnormality detection, and
(3) lesion and organ segmentation. These three tasks cover
most of the medical image analysis. Then the research works
of each task are further classified according to the types of
extra knowledge that have been incorporated. At the bottom
level, they are further categorized according to different
approaches to integrate the domain knowledge.
This survey contains over 270 papers, most of them
recent, on a wide variety of applications of deep learning
techniques for medical image analysis. Additionally, most
of the corresponding works are from the conference
proceedings for MICCAI, EMBC, ISBI and some journals
such as TMI, Medical Imaging, JBHI and so on. The
key words we use includes ‘domain knowledge’, ‘expert
knowledge’, ‘priors’, ‘deep learning’, ‘CNN’, ‘medical image
processing’ and so on. The papers without using deep
learning, and those using deep learning but without
incorporating any domain knowledge are not incorporated.
Summarizing, with this survey we aim to:
• systematically summarize and classify different
types of domain knowledge in medical areas that are
utilized to improve the performance of deep learning
models in various applications.
• systematically summarize and classify different ways
of introducing medical domain knowledge into deep
learning models.
• give the outlook of challenges, open problems and
future directions in integrating medical domain
knowledge into deep learning models.
The remaining of the survey is organized as follows.
Section 2, 3 and 4 introduces the related works for the
major three tasks for medical image analysis. Besides these
three major tasks, other tasks in medical image analysis are
described in Section 5. In each section, we first introduce
general architectures of deep learning models for the task,
and then categorize the related works according to the types
of the domain knowledge that been integrated. Various
incorporating methods for each type of domain knowledge
are also described. At last, Section 6 discusses the research
challenges, open problems, and gives the outlook of future
directions.
2 DISEASE DIAGNOSIS
2.1 Disease Diagnosis and the Corresponding General
Structures of Deep Learning Models
Disease diagnosis refers to the task of determining the type
and condition of possible diseases based on the images.
Traditional disease diagnosis is made by radiologists based
on their experience. To reduce the operator dependency and
improve the diagnostic accuracy, CAD systems based on
machine learning techniques have been developed in the
last few decades [43], [44], [45], [46]. In essence, disease
diagnosis is a classification task, and an image can be
classified as normal or diseased, benign or malignant, or
different levels of severity. These CAD systems generally
first extract some features from images and then feed them
into a classifier to give final conclusion [44], [45]. However,
which features to be selected are generally determined by
radiologists.
More recently, deep learning techniques, especially
CNNs, have gained a great success in various computer
vision tasks, mainly thanks to their capability to
automatically extract discriminative features. Different
types of CNNs can be directly applied to disease diagnosis.
Fig. 2 shows the structure of a typical CNN that used for
disease diagnosis in chest X-ray image. The CNN employs
alternating convolutional and pooling layers, and contains
trainable filter banks per layer. Each individual filter in a
filter bank is able to generate a feature map. This process
is alternated and the CNN can learn increasingly more and
more abstract features that will later be used by the fully
connected layers to accomplish the classification task.
Different types of CNN architectures, from AlexNet [47],
GoogLeNet [48], VGGNet [49], ResNet [50] to DenseNet
[51], have achieved a great success in the diagnosis of
various diseases. For example, the AlexNet is utilized in [52]
for the diagnosis of diabetic retinopathy (DR) and achieves
97.93% classification accuracy on the standard KAGGLE
fundus datasets. GoogLeNet, ResNet, and VGGNet models
are used in the diagnosis of canine ulcerative keratitis [53],
and most of them achieve accuracies of over 90% when
classifying superficial and deep corneal ulcers. DenseNet
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Fig. 2. A typical architecture of CNN for medical disease diagnosis.
is adopted to diagnose lung nodules on chest X-ray
radiograph [54]. The experimental results show that more
than 99% of lung nodules can be detected. Among various
CNN architectures, it is found that VGGNet and ResNet are
more effective for many medical diagnostic tasks [29], [55],
[56], [57].
However, the above works generally directly apply
general CNNs to medical image analysis or with only slight
modifications (e.g. by modifying the number of kernals,
channels or the sizes of filters), and no medical knowledge
is incorporated.
In the following sections, we give a systematic review on
the researches that utilize medical domain knowledge for
the disease diagnosis. The knowledge sources, the types of
knowledge and the incorporating methods of these research
works are summarized in Table 2.
2.2 Incorporating Knowledge from Natural Images or
Other Medical Datasets
For many computer vision tasks, it is a de-facto standard
practice to pre-train the model on a very large dataset (e.g.
ImageNet), and then use the pre-trained network either
as an initialization or a fixed feature extractor for the
given task. This also applies to medical image diagnosis.
Despite the disparity between natural images and medical
ones, it has been demonstrated that CNNs comprehensively
trained on the large scale well-annotated natural image
datasets can still be helpful for disease diagnosis tasks [59],
[60]. Intrinsically speaking, this transfer learning process
introduces knowledge from natural images into the network
for medical image diagnosis.
The networks pre-trained on natural images can be
leveraged via two different ways [33]. The first is to
utilize them as fixed feature extractors, and the second
is to utilize them as an initialization which will then be
fine-tuned on target medical datasets. These two approaches
are respectively illustrated in Fig. 3(a) and Fig. 3(b).
In particular, the first strategy takes a pre-trained
network, removes its last fully-connected layer, and then
treats the rest of the network as a fixed feature extractor.
The extracted features are then fed into a linear classifier
(e.g. support vector machine (SVM)) which is trained on
the target medical datasets. Applications in this category
include mammography mass lesion classification [61], [64],
chest pathology identification [62], glaucoma identification
[63], skin cancer classification [58] and ECG arrhythmia
classification [65].
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Fig. 3. Two strategies to utilize the pre-trained network on natural
images. (a) as a feature extractor and (b) as an initialization which will
be fine-tuned on the target dataset.
Although there is a clear gap between the natural images
(e.g. ImageNet) and medical datasets, the above approaches
also show success on diseases diagnosis. This phenomenon
can be attributed to the fact that a network pre-trained
on natural images, especially in the earlier layers, contain
more generic features (e.g. edge detectors or color blob
detectors) that should be useful to many tasks, including
disease diagnosis [107].
The second strategy is to fine-tune the weights of the
pre-trained network on the medical datasets. It is possible
to fine-tune the weights of all layers of the network, or to
keep some of the earlier layers fixed and only fine-tune
some higher-level portion of the network. Applications in
this category include the classification of skin cancer [4],
interstitial lung diseases [66], [71], breast cancer [68] and
thorax diseases [69].
Besides the information from natural images, using
images from other medical datasets is also quite popular.
Medical datasets containing images of the same or
similar modality with the target ones have similar
distribution and therefore can be helpful. In [72], to classify
malignant and benign breast masses in digitized screen-film
mammograms (SFMs), a multi-task transfer learning DCNN
is proposed to incorporate the information from digital
mammograms (DMs). The multi-task transfer learning
DCNN is found to have significantly higher performance
compared to the single-task transfer learning DCNN which
only utilize SFMs.
In addition, even medical images with different
modalities can provide complementary information. For
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The list of researches in disease diagnosis and the knowledge they incorporated.
Knowledge Source Knowledge Type Incorporating Method References
natural domain natural images transfer learning [4], [58], [59], [60], [61], [62], [63], [64], [65][66], [67], [68], [69], [70], [71]
medical dataset multi-modal images transfer learning [26], [72], [73], [74], [75], [76]datasets from other diseases multi-task learning [77], [78]
medical doctors
training pattern curriculum learning [38], [79], [80], [81], [82]
diagnostic pattern network structure design [29], [83]
areas doctors focus on attention mechanism(as labels, part of the feature maps) [30], [57], [84]
features doctors give
specifical attention
decision-level feature fusion [64], [85], [86], [87], [88], [89]
feature-level feature fusion [28], [68], [90], [91], [92], [93], [94], [95][96], [97], [98], [99]
input-level fusion [56], [100], [101], [102], [103]
as labels of CNNs [31], [71], [104]
other related information
(extra category labels,
extra radiological reports)
multi-task learning
network structure design [55], [105], [106]
example, [26] shows that using a model firstly pre-trained
on a mammography dataset can obtain better results than
directly trained on the target dataset with digital breast
tomosynthesis (DBT) images. Another example is in prostate
cancer classification, where the radiofrequency ultrasound
images are first used to pretrain the DCNN, then the model
is fine-tuned on B-mode ultrasound images [73]. Other
examples include [74], [75], [76].
Images in medical datasets with different diseases
can also have a similar morphological structure or
distribution and therefore can be helpful to each other.
For example in [77], a multi-task deep learning (MTDL)
method is proposed. MTDL can simultaneously utilize
multiple cancer datasets so that hidden representations can
provide more information to small-scale cancer datasets and
enhance the classification performance. Another example
is a cross-disease attention network (CANet) proposed in
[78]. CANet characterizes and leverages the relationship
between diabetic retinopathy (DR) and diabetic macular
edema (DME) in fundus images using a special designed
disease-dependent attention module. Experimental results
on two public datasets show that CANet outperforms other
methods on diagnosing both of the two diseases.
Summarizing, when incorporating knowledge from
natural images or extra medical datasets, two kinds of
approaches are widely adopted: the transfer learning and
the multi-task learning. For the former, a deep learning
model is firstly trained on the selected external dataset,
and then be fine-tuned on the target one. For the latter, the
external dataset and the target one are utilized respectively
as the auxiliary and the main tasks of a multi-task network.
The intrinsic network sharing in the multi-task network
enables the information sharing of information from the
two datasets. We can also found from related works that
an external dataset is particularly useful when (1) it has a
large size, and (2) the distribution of the contained images
is close to that of the target one.
2.3 Incorporating the Knowledge from Medical Doctors
Some experienced medical doctors can give fairly accurate
conclusion on the given medical images, mainly thanks
to the training they have received and the expertise
they have accumulated over many years on many cases.
They generally follow some certain patterns or take some
procedures when reading medical images. Incorporating
these knowledge from medical doctors can improve the
diagnostic performance of deep learning models.
The types of domain knowledge of medical doctors
that have been utilized in deep learning models can be
summarized into five categories:
1) the training pattern,
2) the general diagnostic patterns they view images,
3) the areas on which they usually focus,
4) the features (e.g. characteristics, structures, shapes)
they give special attentions to, and
5) other related information for diagnosis.
The related works for each category will be described in the
following subsections.
2.3.1 Training Pattern of Medical Doctors
The training process of medical students has a character:
they are trained by tasks with increasing difficulty. For
example, a student is first given some easier tasks,
like deciding whether an image contains lesions, and
then is required to accomplish more challenging tasks
like determining whether the lesions are benign or
malignant. Finally, more challenging tasks will be given like
determining the subtypes of the lesions.
The above pattern can be introduced in the training
process of deep neural networks via a technique called
as curriculum learning [108]. Specifically, a curriculum
determines a sequence of training samples ranked in
ascending order of learning difficulty. Curriculum learning
has been an active research topic in computer vision and has
been recently utilized for medical image diagnosis.
For example, a teacher-student curriculum learning
strategy is proposed for breast screening classification from
DCE-MRI [38]. A deep learning model is trained on simpler
tasks before introducing the hard problem of malignancy
detection. This strategy shows the better performance when
compared with state-of-the-art methods.
Similarly, a CNN based attention-guided curriculum
learning framework is presented in [79], which leverages
the severity-level attributes mined from radiology reports.
6Images in order of difficulty (grouped by different
severity-levels) are fed to CNN to boost the learning
gradually.
In [80], the curriculum learning is adopted to support the
classification of proximal femur fracture from X-ray images.
The approach assigns a degree of difficulty to each training
sample. By first learning ‘easy’ examples and then ‘hard’
ones, the model can reach a better performance even with
fewer data. Other examples of using curriculum learning for
disease diagnosis can be found in [81] and [82].
2.3.2 General Diagnostic Pattern of Medical Doctors
Experienced medical doctors generally follow some patterns
when they read medical images. These patterns can be
incorporated into deep learning models, generally in their
architecture design.
For example, radiologists generally take the following
three-staged approach when they read chest X-ray images:
first browsing the whole image, then concentrating on
the local lesion areas, and finally combining the global
and local information to make decisions. This pattern is
incorporated in the architecture design of the network for
thorax disease classification [29] (see Fig. 4). The proposed
network has three branches, one is used to view the whole
image, the second for viewing the local areas, and the
third one for combining the global and local information
together. The network yields state-of-the-art accuracy on the
ChestX-ray14 dataset.
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Fig. 2. Overall framework of the attention guided convolutional neural network (AG-CNN). We show an example with ResNet-50 as backbone. AG-CNN
consists of three branches. Global and local branches consist of five convolutional blocks with batch normalization and ReLU. Each of them is then connected
to a max pooling layer (Pool5), a fully connected (FC) layer, and a sigmoid layer. Different from the global branch, the input of the local branch is a local
lesion patch which is cropped by the mask generated from global branch. Then, Pool5 layers of the these two branches are concatenated into the fusion
branch. ”BCE” represents binary cross entropy loss. The input image is added to the heat map for visualization.
explore a soft attention mechanism from the saliency map of
CNN features to locate lung nodule position in radiographies.
And a localization loss is calculated by comparing the pre-
dicted position with the annotated position.
In this paper, AG-CNN locates the salient regions with
an attention guided mask inference process, and learns the
discriminative feature for classification. Compared with the
method which relies on bounding box annotations, Our method
only need image-level labels without any extra information.
III. THE PROPOSED APPROACH
In this section, we describe the proposed attention guided
convolutional neural network (AG-CNN) for thorax disease
classification. We will first illustrate the architecture of AG-
CNN in Section III-A. Second, we describe the mask inference
process for lesion region discovery in Section III-B. We then
present the training process of AG-CNN in Section III-C.
Finally, a brief discussion of the AG-CNN is provided.
A. Structure of AG-CNN
The architecture of AG-CNN is presented in Fig. 2. Ba-
sically, it has two major branches, i.e., the global and local
branches, and a fusion branch. Both the global and local
branches are classification networks that predict whether the
pathologies are present or not in the image. Given an image,
the global branch is first fine-tuned from a classification CNN
using the global image. Then, we crop an attended region
from the global image and train it for classification on the
local branch. Finally, the last pooling layers of both the global
and local branches are concatenated for fine-tuning the fusion
branch.
Multi-label setup. We label each image with a 15-dim
vector L = [l1, l2, ..., lC ] in which lc ∈ {0, 1}, C = 15.
lc represents whether the there is any pathology, i.e., 1 for
presence and 0 for absence. The last element of L represents
the label with ”No Finding”.
Global and local branches. The global branch informs the
underlying CXR information derived from the global image
as input. In the global branch, we train a variant of ResNet-50
[18] as the backbone model. It consists of five down-sampling
blocks, followed by a global max pooling layer and a 15-
dimensional fully connected (FC) layer for classification. At
last, a sigmoid layer is added to normalize the output vector
pg(c|I) of FC layer by
p˜g(c|I) = 1/(1 + exp(−p(c|I))), (1)
where I is the global image. p˜g(c|I) represents the probability
score of I belonging to the cth class, c ∈ {1, 2, ..., C}. We
optimize the parameter Wg of global branch by minimizing
the binary cross-entropy (BCE) loss:
L(Wg) = − 1
C
C∑
c=1
lclog(p˜g(c|I)) + (1− lc)log(1− p˜g(c|I)),
(2)
where lc is the groundtruth label of the cth class, C is the
number of pathologies.
On the other hand, the local branch focuses on the lesion
area and is expected to alleviate the drawbacks of only using
the global image. In more details, the local branch possesses
the same convolutional network structure with the global
branch. Note that, these two branches do not share weights
since they have distinct purposes. We denote the probability
score of local branch as p˜l(c|Ic), Wl as the parameters of
local branch. Here, Ic is the input image of local branch. We
perform the same normalization and optimization as the global
branch.
Fig. 4. An example of leveragin the diagnostic p ttern o radiologists
for thorax disease diagnosis [29].
For the iagnosis of skin lesions, experienced
rmatologists generally first loc te lesions, then identify
dermoscopic f atu e from t e lesio are s, and fin lly make
diagnosi based o he features. This p ttern is mimicked
in the design of the network for th diagn sis of skin
lesions [83]. The proposed network, called as DermaKNet,
is composed of several subnetworks, each one devoted
to a specific task: lesion-skin segmentation, detection of
dermoscopic features, and glo al lesi n diagnosis. The
DermaKNet achieves higher performance compared to the
traditional CN models.
2.3.3 Th Areas M dic l Doctors Usually Focus on
When experienced medical doctors read an image, they
generally focus on a few specific areas, as these areas are
more informative than other places for the purpose of
disease diagnosis. Therefore, the information about where
medical doctors focus may be useful for deep learning
models to give better results.
The knowledge above is generally represented as
‘attention maps’, which are annotations given by medical
doctors indicating the areas they focus on when reading
images. For example, for glaucoma diagnosis, a CNN
named AG-CNN explicitly incorporates the ‘attention maps’
[30]. The attention maps are labeled by ophthalmologists
for images in the dataset indicating where they focus
when reading images (shown in Fig. 5). To incorporate the
attention maps, an attention prediction subnet in AG-CNN
is designed, and the attention prediction loss measuring
the difference between the generated and ground truth
attention maps (provided by ophthalmologists) is utilized
to supervise the training process. Experimental results
show that AG-CNN significantly advances state-of-the-art
glaucoma detection methods.
Fig. 5. Example of the generation process of attention maps of
ophthalmologists when they read images in glaucoma detection [30]. I:
The original blurred fundus image. II: Fixations of ophthalmologists with
cleared regions. III: The order of clearing the blurred regions. IV: The
generated attention map based on the captured fixations.
Another example in this category is the lesion-aware
CNN (LACNN) for the classification of retinal optical
coherence tomography (OCT) images [84]. The LACNN
simulates the pattern of ophthalmologists’ diagnosis by
focusing on local lesion-related regions. The ‘attention
maps’ are represented as the annotated OCT images
delineating the lesion regions using bounding polygons.
To incorporate the information, the LACNN proposes a
lesion-attention module to enhance the features from local
lesion-related regions while still preserving the meaningful
structures in global OCT images. The experimental results
on two clinically acquired OCT datasets demonstrate the
effectiveness of introducing the attention maps for retinal
OCT image classification, with 8.3% performance gain when
compared with the baseline method.
Furthermore, an Attention Branch Network (ABN) is
proposed to incorporate the knowledge given by the
radiologists in diabetic retinopathy [57]. ABN introduces
a branch structure which generates attention maps that
highlight the attention regions of the network. It allows the
attention maps to be modified with semantic segmentation
labels of disease regions. Experimental results on the disease
grade recognition of retina images show that ABN achieves
93.73% classification accuracy and its interpretability is
clearer than conventional approaches.
2.3.4 Features on Which Medical Doctors Give Special
Attentions to
In the last decades, many guidelines and rules have
gradually developed in various medical fields. They
generally pointed out some important features for
diagnosis. As these features are designated by medical
doctors, they are called as ‘hand-crafted features’. For
7example, the popular ABCD rule [109] is widely adopted
by dermatologists to classify melanocytic tumors. The
ABCD rule points out four distinguishing features, namely
asymmetry, border, color and differential structures, to
determine whether a melanocytic skin lesion under the
investigation is benign or malignant.
Another example is in the field of breast cancer
diagnosis. Radiologists use the BI-RADS (Breast Imaging
Reporting and Data System) score [110] to place abnormal
findings into different categories, with score 1 indicating
healthy and score 6 the breast cancer. More importantly,
BI-RADS indicates some features, including margin, shape,
micro-calcification, and echo pattern, that closely related to
BI-RADS scores. For example, lesions with smooth, thin
and regular margins are more likely to be benign ones,
while lesions with irregular and thick margins are highly
suspected to be malignant. Other features that can help to
classify benign and malignant breast tumors are shown in
Table 3.
TABLE 3
Features in the BI-RADS guideline to classify benign and malignant
breast tumors in ultrasound images [111].
Benign Malignant
Margin smooth, thin, regular irregular, thick
Shape round or oval irregular
Microcalcification no yes
Echo pattern clear unclear
Acoustic attenuation not obvious obvious
Side acoustic shadow obvious not obvious
Similarly, as pointed out in [71], for the benign-malignant
risk assessment of lung nodules, six high-level nodule
features, including calcification, sphericity, margin,
lobulation, spiculation and texture, have shown a tightly
connection with malignancy scores (see Fig. 6).
Fig. 6. Lung nodule attributes with different malignancy scores [71].
These hand-crafted features have been widely used in
many traditional CAD systems. These systems generally
first extract these features from medical images, and then
feed them into some classifiers like SVM or Random Forest
[112], [113]. For example, for the lung nodule classification
on CT images, many CAD systems utilize features including
the size, shape, morphology, and texture from the suspected
lesion areas [56], [114], [115], [116], [117]. Similarly, in the
CAD systems for the diagnosis of breast ultrasound images,
features such as intensity, texture and shape are selected
[118], [119], [120], [121].
When using deep learning models like CNNs which
have the ability to automatically extract representative
features, there are four approaches to combine ‘hand-crafted
features’ with features extracted from CNNs.
• the decision-level fusion: The two types of features
are fed into two classifiers respectively, and the
decisions from two classifiers are combined.
• the feature-level fusion: the two types of features are
directly combined via techniques like concatenation.
• the input-level fusion: the hand-crafted features are
represented as image patches which are taken as
inputs to the CNNs.
• as labels of CNNs: the hand-crafted features are
annotated firstly and then utilized as labels for CNNs
during training process.
Decision-level fusion: The structure of this approach
is illustrated in Fig. 7. In this approach, the hand-crafted
features and the features extracted from CNNs are fed into
two classifiers respectively. Then the classification results
from both classifiers are combined using some decision
fusion techniques to give final classification results.
Extractor of 
hand-crafted 
features
CNN
Decision 
fusion
Classifier
Classifier
hand-crafted 
features decision 1
features 
extracted from 
CNNs decision 2
Final 
decision
Fig. 7. Decision-level fusion: the decisions from two classifiers, one
based on hand-crafted features, and the other on the CNNs, are
combined.
For example, a skin lesion classification model proposed
in [85] combines the results from two SVM classifiers. The
first one uses hand-crafted features (i.e. RSurf features and
Local Binary Patterns) as input and the second one employs
features derived from a CNN. Both of the classifiers predict
the category for each tested image with a classification score.
These scores are subsequently used to determine the final
classification result.
Similarly, a mammographic tumor classification method
also combines features in decision-level fusion [64]. After
individually performing classification with CNN features
and analytically extracted features (e.g. contrast, texture,
margin spiculation), the method adopts the soft voting
to combine the outputs from both individual classifiers.
The experimental results show that the performance of
the ensemble classifier was significantly better than the
individual ones.
Another example is the fuse-TSD algorithm proposed
in [86] for lung nodule classification. TSD incorporates the
texture, shape with deep model-learned information at the
decision level by the ensemble classifiers. Experimental
results show fuse-TSD can have the higher AUC in
distinguishing benign and malignant lung nodules. Other
examples that utilize this approach include the breast cancer
diagnosis [87], the skin lesion classification [88] and the
classification of cardiac CT slices [89].
Feature-level fusion: In this approach, hand-crafted
features and features extracted from CNNs are
8concatenated, and the combined features are fed into
a classifier for diagnosis. The structure of this approach is
illustrated in Fig. 8.
Extractor of 
hand-crafted 
features
Convolutional 
layers
Final 
decisionClassifier
hand-crafted 
features
CNN 
features
Fig. 8. Feature level fusion: the hand-crafted features are combined with
the features extracted from CNNs as the new feature vectors.
For example, a combined-feature based classification
approach, called as CFBC, is proposed for lung nodule
classification [28]. In CFBC, the hand-crafted features
(including the texture and shape descriptors) and the
features learned by a nine-layer CNN are combined and
fed into a back-propagation neural network. Experimental
results on a publicly available dataset show that compared
with a purely CNN model, incorporating hand-crafted
features improves the accuracy, sensitivity and specificity
by 3.87%, 6.41% and 3.21%, respectively.
Another example in this category is the glaucoma
diagnosis method proposed in [90]. Concretely, a
multi-branch neural network model is designed in which
deep features extracted by CNNs and the hand-crafted
features (including cup-to-disc ratio, peripa-pillary atrophy
(PPA), etc.), are concatenated and reformed as a vector
in a fully connected layer. Results show that the model
outperforms classical CNNs.
Furthermore, in the breast cancer histology image
classification, two hand-crafted features, namely the
parameter-free threshold adjacency statistics (PFTAS) and
gray-level co-occurrence matrix (GLCM), are fused with
the five groups of deep learning features extracted from
five different deep models [68]. Results show that after
incorporating hand-crafted features, the accuracy of the
deep learning model can be significantly improved.
Other examples of employing the above feature-level
fusion can also be found in the chest pathology
identification [91], skin lesion classification [92], [93], lung
nodule classification [94], [95], [96], [99], histology image
classification [97] and ECG classification [98].
Input-level fusion: In this approach, hand-crafted
features are firstly represented as patches which highlight
the corresponding features. Then these patches are taken as
inputs to CNNs to make the final conclusion. Using this
approach, the CNNs are expected to pay more attention to
the hand-crafted features. It should be noted that generally
speaking, one CNN is required for each type of hand-crafted
feature, and information obtained from these CNNs need to
be combined in some manner to make a final decision. The
structure of this approach is illustrated in Fig. 9.
For example in [100], three types of hand-crafted
features, namely the contrast information of the initial
Patches 
highlighting hand-
crafted feature 1
Classification 
results
CNN 1
fusion
CNN n
Patches 
highlighting hand-
crafted feature 2
CNN 2
Fig. 9. Input-level fusion: the hand-crafted features are represented as
image patches which are taken as inputs to the CNNs.
nodule candidates (INCs) and the outer environments,
histogram of oriented gradients (HOG) feature, and LBP
feature are transformed into the corresponding patches and
are taken as inputs of multiple CNNs. The results show that
this approach outperforms both conventional CNN-based
approaches and traditional machine-learning approaches
based on hand-crafted features.
Another example is the MV-KBC algorithm proposed
for the lung nodule classification [56]. The MV-KBC first
extracts patches corresponding to three features: the overall
appearance (OA), voxel values (HVV) and heterogeneity in
shapes (HS). Each type of patches are feed into a ResNet.
The outputs of these ResNets are combined to generate the
final classification results. An example of using OA and HS
features can also be found in [101].
Moreover, [102] proposes the dual-path semi-supervised
conditional generative adversarial networks (DScGAN) for
the thyroid classification. Specifically, the features from the
ultrasound B-mode images and the ultrasound elastography
images are first extracted as the OB patches (indicating the
region of interest (ROI) in B-mode images), OS patches
(characterizing the shape of nodules) and OE patches
(indicating the elasticity ROI). Then these patches are
utilized as the input of the DScGAN. Using the information
from these patches is demonstrated to be effective to
improve the classification performance.
Furthermore, another work in this category can be found
in [103] for the diagnosis of breast ultrasound images.
To incorporate the shape information of tumors, besides
original images, extra three types of images are also fed
into the network, including images of tumor regions,
segmentation maps and the images concatenated by the
aforementioned three types of images.
As labels of CNNs
In this approach, besides the original classification labels
of images, medical doctors also provide labels for some
hand-crafted features. This extra information is generally
incorporated into deep learning models via the multi-task
learning structure.
For example, in [31], the nodules in lung images
were quantitatively rated by radiologists with regard to 9
hand-crafted features (e.g. spiculation, texture and margin).
The multi-task learning (MTL) framework is proposed to
incorporate the above information into the main task of lung
nodule classification.
In addition, for the benign-malignant risk assessment
of lung nodules in low-dose CT scans [71], the binary
labels about the presence of six high-level nodule attributes,
9namely the calcification, sphericity, margin, lobulation,
spiculation and texture, are utilized. Six CNNs are designed
and each aims at learning one attribute. The automatically
learned discriminative features by CNNs for these attributes
are fused in a MTL framework to obtain the final risk
assessment scores.
Similarly in [104], each glioma nuclear image is
exclusively labeled in terms of shapes and attributes for
the centermost nuclei of the image. These features are then
learned by a multi-task CNN. Experiments demonstrate the
proposed method outperforms the baseline CNN.
2.3.5 Other Types of Information Related to Diagnosis
In this section, we summarize other types of information
that can help the deep learning models to improve the
diagnostic performance. These types of information include
extra category labels and clinical reports.
Extra category labels
For medical images, besides a classification label (i.e.
normal, malignant or benign), radiologists may give some
extra categorical labels. For example, in ultrasonic diagnosis
of breast cancer, an image usually has a BI-RADS label
which classifies the image into 0∼6 [111] (category 0
suggests examination again, categories 1 and 2 prone to
be a benign lesion, category 3 suggests probably benign
findings, categories 4 and 5 are suspected to be malignant,
category 6 definitely suggests malignant). These labels also
contain information about the condition of lesions. In [55],
the BI-RADS label for each medical image is incorporated
in a multi-task learning structure as an auxiliary task.
Experimental results show that the incorporating of these
BI-RADS labels can improve the diagnostic performance of
major classification task.
Extra radiological reports
A radiological report is a summary of all the clinical
findings and impressions determined during examination
of a radiography study. It usually contains rich information
and reflects the findings and descriptions of radiologists.
Incorporating radiological reports into CNNs designed for
disease diagnosis can usually be beneficial. As medical
reports are generally handled by recurrent neural networks
(RNNs), to incorporate information from medical reports,
generally hybrid networks containing both CNNs and
RNNs are needed.
For example, a Text-Image embedding network
(TieNet) is designed to classify the common thorax
disease in chest X-rays [105]. TieNet has an end-to-end
CNN-RNN architecture enabling it to integrate information
of radiological reports. The classification results are
significantly improved (about 6% increase on average in
AUCs) compared to the baseline CNN purely based on
medical images.
In addition, using semantic information from diagnostic
reports is explored in [106] for understanding pathological
bladder cancer images. A dual-attention model is
designed to facilitate the high-level interaction of
semantic information and visual information. Experiments
demonstrate that incorporating information from diagnostic
reports significantly improves the performance over the
baseline method.
3 LESION, ORGAN AND ABNORMALITY
DETECTION
3.1 Object Detection in Medical Images and the
Corresponding Structures of Deep Learning Models
The task of detecting objects in medical images (e.g. lesions,
abnormalities and organs) is important. In many conditions,
lesion detection is a key part of disease diagnosis. Similarly,
organ detection is an essential preprocessing step for
image registration, organ segmentation and lesion detection.
Detecting abnormalities in medical images, like cerebral
microbleeds in brain MRI images and hard exudates in
retinal images is also required in many applications.
The detection of these objects is one of the most
labor-intensive tasks for medical doctors, and therefore,
there has been a long research tradition to design CAD
systems to accomplish the task [122] [123]. More recently,
deep learning models have been applied to detect objects
in medical images. Among the applications are pulmonary
nodule detection in CT images [13], breast tumor detection
in ultrasound images [124], [125], retinal diseases detection
in retinal fundus images [126], [127] and so on.
According to structures, existing object detection models
for medical images can be classified into the following three
categories.
In the first category, original images are firstly cropped
into small patches based on features like colors or textures.
Patches are then classified using CNNs as target or
non-target areas. Areas with the same labels are finally
combined to obtain target candidates. Examples in this
category can be found in [12], [13], [128], [129], [130].
Approaches in the second category generally adopt the
two-stage detectors like Faster R-CNN [131] and Mask
R-CNN [132]. These detectors have been widely utilized
in the field of computer vision. They generally consist
of a region proposal network (RPN) that hypothesizes
candidate object locations and a detection network that
refines region proposals. Examples in this category include
colitis detection in CT images [133], intervertebral disc
detection in X-ray images [134] and the detection of
architectural distortions in mammograms [135].
Approaches in the third category adopt the one-stage
objector like YOLO (You Only Look Once) [136], SSD
(Single Shot MultiBox Detector) [137] and RetinaNet [138].
These networks skip the region proposal stage and run
detection directly by considering the probability that the
object appears at each point in image. Compared with the
two-stage models, models in this approach are generally
faster and simpler. Examples in this category can be found
in the breast tumor detection in ultrasound images [124] and
mammograms [125], and pulmonary lung nodule detection
in CT images [139].
The above networks are mainly designed for detecting
objects in 2D images. To detect objects in volumetric
3D images like CT and MRI, one straightforward way
is to employ conventional 2D CNNs based on a single
slice and process the slices sequentially [140], [141]. This
solution disregards the contextual information along the
third dimension, so its performance would be degraded.
Alternatively, some models aggregate adjacent slices or
orthogonal planes (i.e., axial, coronal and sagittal) to
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enhance complementary spatial information [12], [142],
[143], [144]. In particular, RNN and Long Short-Term
Memory (LSTM) are used to incorporate temporal
information in some detection tasks on videos [145], [146].
More recently, 3D CNNs are designed and applied to
medical images domain [51], [147].
In the following sections, we will introduce the related
works which incorporate external knowledge into deep
learning models for object detection in medical images. The
summary of these works are listed in Table 4.
3.2 Incorporating Knowledge from Natural Images or
Other Medical Datasets
Similar to disease diagnosis, it is quite popular to pre-train a
large natural image dataset (generally ImageNet). Examples
can be found in the lymph node detection [14], breast
tumor detection [24], the polyp and pulmonary embolism
detection [148] and colorectal polyps detection [149], [150].
In addition, utilizing another medical dataset is also
quite popular. For example, [151] develops a strategy
to detect breast masses from digital tomosynthesis by
fine-tuning the model pre-trained on mammography
datasets. In addition, PET images are used to help the lesion
detection in CT scans of liver [152].
3.3 Incorporating the Knowledge from Medical Doctors
In this section, we summarize the existing works on
incorporating the knowledge of medical doctors for
detecting objects in medical images. The types of domain
knowledge from medical doctors are mainly focused on the
following four categories:
1) the training patterns,
2) the general detection patterns they view images,
3) the features (e.g. locations, structures, shapes) they
give special attentions to, and
4) other related information for detection.
3.3.1 Training Patterns of Medical Doctors
The training pattern of medical doctors, which is generally
characterized as giving tasks with increasing difficulty,
is also adopted for object detection in medical images.
Similar to the disease diagnosis, most related works utilize
the curriculum learning to introduce this pattern. For
example, an attention-guided curriculum learning (AGCL)
framework is presented to locate the lesion in chest X-rays
[79]. During this process, images in order of difficulty
(grouped by different severity-levels) are fed into CNN
gradually, and the disease heatmaps generated from the
CNN are used to locate the lesion areas.
Another work is called as CASED proposed for lung
nodule detection in chest CT [153]. CASED adopts a
curriculum adaptive sampling technique to address the
problem of extreme data imbalance. In particular, CASED
lets the network to first learn how to distinguish nodules
from their immediate surroundings, and then adds a greater
proportion of difficult-to-classify global context, until
uniformly samples from the empirical data distribution. In
this way, CASED tops the LUNA16 challenge leader-board
with a score of 88.35%.
3.3.2 General Detection Pattern of Medical Doctors
When experienced medical doctors are locating possible
lesions in medical images, they also have particular
patterns, and these patterns can be incorporated into deep
learning models for object detection. To detect objects
in medical images, experienced medical doctors generally
have the following patterns:
• they usually take into account images collected
under different settings (e.g. brightness and
contrast),
• they often compare bilateral images, and
• they generally read adjacent slices.
For example, to locate possible lesions during visual
inspection of the CT images, radiologists would combine
images collected under different settings (e.g. brightness
and contrast). To imitate the above process, a multi-view
feature pyramid network (FPN) is proposed in [154], where
multi-view features are extracted from images rendered
with varied brightness and contrast. The multi-view
information is then combined using a position-aware
attention module. Experiments show that the proposed
model achieves an absolute gain of 5.65% over the previous
state-of-the-art method on the NIH DeepLesion dataset.
In addition, the bilateral information is widely adopted
by radiologists. For example, in standard mammographic
screening, images are captured from both two breasts,
and experienced radiologists generally compare bilateral
mammogram images to find masses. To incorporate this
pattern, a contrasted bilateral network (CBN) is proposed
in [155], where the bilateral images are coarsely aligned
first and then fed into a pair of networks to extract
features for the following detection steps (shown in Fig.
10). Experimental results demonstrate the effectiveness of
the bilateral information.
4 Y. Liu et al.
Fig. 2. The architecture of contrasted bilateral network. Bilateral images are coarsely
aligned by method in Section 3.1. The distortion insensitive comparison module takes
ROI aligned features to resist geometric variances, and logic guided bilateral module
integrates inherent logic of radiologists reading mammogram images.
pare the corresponding background surrounding masses. It consists of two major
steps:
Segmentation Firstly, we performs threshold operation to source image to get
breast pre-segment. To reduce the computation cost, the pre-segment mask is
zoomed out to one tenth of the original size. Next, we pad three sides of the
zoom-out mask (except the side that the breast locate at), and run the flood fill
algorithm with seeds starting at the opposite side of the breast. Finally, mor-
phological operations are also used to remove burrs and smooth the boundary.
Image alignment. After performing breast segmentation on bilateral images,
we can firstly get the segments of the breasts. Spontaneously, we crop and get
breast regions. Lastly, the contralateral image is zoomed to the same size as the
examined image and horizontally flipped.
3.2 Distortion Insensitive Comparison
Coarse alignment in Section 3.1 provides an image-level correspondence. How-
ever, the geometric deformation is inevitable mainly due to the distortion of
the objects and systematic error by image registration method. As a result, it
requires the proposed model to tolerate the geometric deformation.
It is intuitive to concatenate the bilateral backbone features and stack con-
volutional layers on top of them to learn the comparison. However, this kind of
Fig. 10. Mammogram masses detection by integrating the bilateral
information [155].
Similarly, to detect acute stroke signs in non-contrast CT
images, xperience neuror diologists routinely compare
the appearance and Hounsfield Unit intensities of the left
and right hemispheres, and then find the regions most
commonly affected in stroke episodes. This pattern is
mimicked by [156] for the detection of dense vessels and
ischaemia. The ex imen al results show that introducing
the pattern greatly improves the performance for detecting
ischaemia. Another example of integrating the bilateral
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TABLE 4
The list of researches of lesion, organ and abnormality detection and the knowledge they incorporated.
Knowledge Source Knowledge Type Incorporating Method References
natural domain natural images transfer learning [14], [24], [148], [149], [150]
medical dataset multi-modal images transfer learning [151], [152]
medical doctors
training pattern curriculum learning [79], [153]
diagnostic pattern
using multi-view images as input [154]
comparing bilateral images [155], [156], [157]
analyzing adjacent slices [139]
features doctors give
specifical attention feature-level feature fusion [158], [159], [160]
other related information
(classification labels,
radiological reports)
multi-task learning
training pattern design [79], [161]
feature comparison into a CNN is the thrombus detection
system proposed in [157].
When looking for small nodules in medical images,
radiologists often observe each CT slice together with
adjacent slices, similar to detecting an object in a video.
This workflow is imitated in [139] to detect pulmonary
lung nodule in CT images, where the state-of-the-art object
detector, SSD, is applied in this process. The method obtains
state-of-the-art result with FROC score 0.892 in LUNA16
dataset.
3.3.3 Features on Which Medical Doctors Give Special
Attentions to
Similar to disease diagnosis, medical doctors also propose
many ‘hand-crafted’ features to help them to find the
target objects (e.g. nodules or lesions) in medical images.
Incorporating these features can also be beneficial to deep
learning models.
For example in [158], to detect mammographic lesions,
many types of hand-crafted features (e.g. contrast features,
geometrical features, location features) are firstly extracted,
and then concatenated with those learned from a CNN (see
Fig. 11). The results show that these hand-crafted features,
especially the location and context features (which contain
information not available to the CNN), can complement the
network generating a higher specificity over the CNN.
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Fig. 5. Illustration of the network architecture, The numbers indicate the amount 
of kernels used. We employ a scaled down version of the VGG model. To see the 
extent to which conventional features can still help, the network is trained fully 
supervised and the learned features are subsequently extracted from the final layer 
and concatenated with the manual features and retrained using a second classifier. 
Boosted Trees, MLPs) on a validation set, but found in nearly all 
circumstances the random forest performed similar or better than 
others. To counteract the effect of class imbalance, trees in the RF 
were grown using the balance corrected Gini criterion for split- 
ting and in all situations we used 20 0 0 estimators and the square 
root heuristic for the maximum number of features. The maxi- 
mum depth was cross-validated using 8 folds. We employed class 
weights inversely proportional to the distribution in the particu- 
lar bootstrap sample. The posterior probability output by the RF 
was calculated as a mean of the estimated classes. The systems are 
trained using at most the ten most suspicious lesions per image 
found by the candidate detector, during testing no such threshold 
is applied to obtain highest sensitivity. 
We implemented the network in Theano ( Bergstra et al., 2010 ) 
and pointers provided by Bengio (2012) were followed and very 
helpful. We used OxfordNet-like architectures ( Simonyan and Zis- 
serman, 2014 ) with 6 convolutional layers of {16, 32, 64, 128, 128} 
with 3 × 3 kernels and 2 × 2 max-pooling on all but the fourth 
convolutional layer. A stride of 1 was used in all convolutions. Two 
fully connected layers of 300 each were added. An illustration of 
the network is provided in Fig. 5 . 
We employed Stochastic Gradient Descent (SGD) with RMSProp 
( Dauphin et al., 2015 ), an adaption of R-Prop for SGD with Nesterov 
momentum ( Sutskever et al., 2013 ). Drop-out ( Srivastava et al., 
2014 ) was used on the fully connected layers with p = 0 . 5 . We 
used the MSRA ( He et al., 2015 ) weight filler, a learning rate of 
5 × 10 −5 with a weight decay of 5 × 10 −5 . To battle the strong 
class imbalance, positive samples were presented multiple times 
during an epoch, keeping a 50/50 positive/negative ratio in each 
minibatch. Alternatively, the loss function could be weighted, but 
we found this to perform worse, we suspect this is because re- 
balancing maintains a certain diversity in the minibatch. All hy- 
perparameters were optimized on a validation set and the CNN 
was subsequently retrained on the full training set using the found 
parameters. All test patches were also augmented using the same 
augmentation scheme. On the validation set, this gave a small im- 
provement. The best validation AUC was 0.90. 
5.3. ROC analysis 
To first get an understanding of how well each feature set per- 
forms individually, we trained different RFs for each feature set and 
applied them separately to the test set. In all cases, the training 
procedure as described above was used. AUC values along with a 
95% confidence interval, acquired using bootstrapping ( Efron, 1979; 
Bornefalk and Hermansson, 2005 ) with 5000 bootstrap samples are 
shown in Table 2 . 
The CNN was compared to the reference system with equal 
amount of information (i.e., excluding location, context and patient 
information) to get a fair performance comparison. Fig. 6 shows a 
plot of the mean curves along with the 95% confidence interval 
obtained after bootstrapping. Results were not found to be signif- 
icantly different p = 0 . 2 on the full ROC. Fig. 7 shows a plot com- 
Table 2 
Overview of results of individual feature sets 
along the 95% confidence interval (CI) obtained 
using 50 0 0 bootstraps. 
Feature group AUC CI 
Candidate detector 0 .858 [0 .827, 0.887] 
Contrast 0 .787 [0 .752, 0.817] 
Texture 0 .718 [0 .681, 0.753] 
Geometry 0 .753 [0 .721, 0.784] 
Location 0 .686 [0 .651, 0.719] 
Context 0 .816 [0 .781, 0.850] 
Patient 0 .651 [0 .612, 0.688] 
Equal information 0 .892 [0 .864, 0.918] 
All 0 .906 [0 .881, 0.929] 
Fig. 6. Comparison of the CNN with the reference system using equal information, 
i.e., only information represented in the patch used by the CNN, excluding context, 
location and patient information. 
Fig. 7. Comparison of the CNN without any augmentation, with augmentation and 
with added manual features. 
paring the CNN with data augmentation to the network without 
data augmentation and with data augmentation and added man- 
ual features. Again bootstrapping was used to obtain significance. It 
is clear that the proposed data augmentation methods contributes 
greatly to the performance, which was also found to be significant 
( p  0.05). 
To combine the CNN with other descriptors, we extracted the 
features from the last fully connected layer and appended the 
other set (see Fig. 5 ). For each augmented patch, the additional 
features were simply duplicated. Table 3 shows results of the CNN 
Fig. 11. Introducing hand-crafted features into a deep neural network for
the detection of mammographic lesions.
Similarly in [159], a deep learning model based on
Faster R-CNN is presented to detect abnormalities in
the esophagus from endoscopic images. In particular, to
enhance texture details, the proposed detection system
incorporates the Gabor handcrafted features with the CNN
features through concatenation in the detection stage. The
resul s on two datas ts (Kvasir and MICCAI 2015) show that
the model is able to surpass the state-of-the-art performance.
Another example can be found in [160] for the detection
of lung nodules, where the 88 handcrafted features
including intensity, shape, and texture are extracted and
combined with features extracted by a CNN and then
feed into a classifier. Experimental results demonstrate the
effectiveness of the combination of handcrafted features and
CNN features.
3.3.4 Other Types of Information Related to Detection
Similar with that in disease diagnosis, there are also
other information (extra labels, radiological reports) can be
integrated into the lesion detection process.
In [161], information of the classification labels is
incorporated to help the lesion localization in chest X-rays
and mammograms. In particular, a framework named
as self-transfer learning (STL) is proposed, which jointly
optimizes both classification and localization networks to
help the localization network focus on correct lesions.
Results show that STL can achieve significantly better
localization performance compared to previous weakly
supervised localization approaches.
Another example can be found [79]. To locate thoracic
diseases on chest radiographs, the difficulty of each
sample, represented as the severity level of the thoracic
disease, is extracted from radiology reports firstly. Then
the curriculum learning technique is adopted, in which
the training samples are presented to the network in
order of increasing difficulties. Experimental evaluations
on the ChestXray14 database validate the effectiveness
on significant performance improvement over baseline
methods.
4 LESION AND ORGAN SEGMENTATION
4.1 Object Segmentation in Medical Images and the
Correspondi g Structures of Deep Learning Models
Medical image segmentation devotes to identifying pixels
of lesions or organs from the background, and is generally
regarded as a prerequisite step for the lesion assessment and
disease diagnos s. Different from traditional segmentation
systems which are generally based on edge detection
filters and mathematical methods, segmentation methods
based on deep learning models have become the dominant
technique in recent years and have been widely used for
the segmentation of lesions such as brain tumors [162],
[163], breast tumors [164], and organs such as livers [165]
and pancreas [166]. The deep learning models utilized for
medical image segmentation are generally based on the
CNN, the FCN, the U-Net and the GAN.
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As the medical image segmentation can be seen as
the pixel-level classification problem, the CNNs perform
well in disease diagnosis can also be used for medical
image segmentation. For these CNN-based methods, the
original medical images are cropped into small patches.
Then these patches are used to train a CNN-based
classification network. At last, the classification results of
these patches are combined as the final segmentation results.
The examples in this category can be found in brain tumor
segmentation [162], [167].
As an extension of the classical CNN, the fully
convolutional network (FCN) is a popular pixel-based
segmentation network structure [168]. FCN involves
up-sampling layers to make the size of output match that
of the input image. By combining the coarse abstractions
from deep layers with fine details from shallow layers,
FCN has been proven to perform well in various medical
image segmentation tasks [169], [170], [171]. In addition,
some variants of FCN, such as the cascaded FCN [172],
parallel FCN [173], focal FCN [174], multi-stream FCN [175]
and recurrent FCN [176] [177] are also widely used for
segmenting medical images.
The third category of network structure for medical
image segmentation is the U-Net [178] and its variants.
U-Net builds upon FCN structure, mainly consists of a
series of convolutional and deconvolutional layers, and
with the short connections between the layers of equal
resolution. By providing the high-resolution features to
the corresponding deconvolutional layers, U-Net and its
variants like UNet++ [179] and recurrent residual U-Net
[180] perform well in many medical image segmentation
tasks [181], [182], [183]. In addition, the 3D U-Net proposed
in [184] and V-Net proposed in [185] are also widely utilized
for the segmentation in 3D medical images [186], [187].
The fourth category for the medical image segmentation
is the GAN-based models [188], [189]. In these methods, the
generator is used to predict the mask of target based on
some encoder-decoder structures (such as FCN or U-Net).
The discriminator serves a shape regulator that helps
the generator to obtain satisfactory segmentation results.
Applications of GANs in medical image segmentation
include brain segmentation [190], [191], myocardium and
blood pool segmentation [192], splenomegaly segmentation
[193], skin segmentation [194], vessel segmentation [195]
and anomaly segmentation [196] in retinal fundus image,
breast mass segmentation [197].
In the following sections, we introduce researches that
incorporate domain knowledge into deep learning models
for segmentation. The summary of these works are listed in
Table 5.
4.2 Incorporating Knowledge From Natural Images or
Other Medical Datasets
4.2.1 Knowledge from Natural Images or Videos
It is also quite common that a deep learning model for
segmentation is firstly trained on a large-scale natural image
dataset (e.g. ImageNet) and then fine-tuned on the target
one. Using the above transfer learning strategy to introduce
knowledge from natural images has demonstrated
to achieve a better performance in medical image
segmentation. Examples can be found in intima-media
boundary segmentation [148] and the segmentation of
prenatal ultrasound images [198]. Besides ImageNet,
[171] adopts the off-the-shelf DeepLab model trained
on the PASCAL VOC dataset for anatomical structure
segmentation in ultrasound images. This pre-trained
model is also used in the deep contour-aware network
(DCAN) which designed for the gland segmentation in
histopathological images [199].
Besides using models pre-trained on ‘static’ datasets like
ImageNet and PASCAL VOC, many deep neural networks,
especially those designed for the segmentation of 3D medial
images, leverage models pre-trained on large-scale video
datasets. For example, in the automatic segmentation of
proximal femur in 3D MRI [186], the C3D pre-trained model
is adopted as the encoder of the proposed 3D U-Net. The
C3D model is trained on the Sports-1M dataset, which is
the largest video classification benchmark with 1.1 million
sports videos in 487 categories [235].
4.2.2 Knowledge from Other Medical Datasets with the
Different Modalities
In addition to natural images, using knowledge from
external medical datasets with different modalities and with
different diseases is also quite popular.
Transfer learning
For example, [200] investigates the transferability of the
acquired knowledge of a CNN model initially trained for
WM hyper-intensity segmentation on legacy low-resolution
data when applied to new data from the same scanner but
with higher image resolution. Likewise, the datasets of other
MRI scanners and protocols are used in [201] to help the
multi sclerosis segmentation process via transfer learning.
Another example is the MRI semantic segmentation in
[202]. It is found that different segmentation networks for
MRI semantic segmentation, if appropriately trained, share
the similar distribution in the kernels, in contrast to noisy
kernels from models trained on small datasets. Therefore,
prior distribution of kernels in a network, even trained on a
dataset in a different domain, should improve segmentation
quality on the target segmentation problem. To leverage
this prior distribution in kernels, a new transfer learning
method is proposed based on the Deep Weight Prior
(DWP) [236]. In this method, a Variational Autoencoder
(VAE) is adopted to approximate the distribution of the
kernels of the segmentation network trained on an external
medical dataset, and then be utilized to solve the target
problem. Experimental results on the BRATS2018 database
demonstrate that the proposed method outperforms the
traditional transfer learning method.
Multi-task learning and multi-modal learning
In [203], the multi-task learning is adopted, where the
data of brain MRI, breast MRI and cardiac CT angiography
(CTA) are used simultaneously as multiple tasks. On the
other hand, [204] adopts a multi-modal learning structure
for organ segmentation. A dual-stream encoder-decoder
architecture is proposed to learn modality-independent,
and thus, generalisable and robust features shared among
medical datasets with different modalities (MRI and CT
images). Experimental results prove the effectiveness of this
multi-modal learning structure.
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TABLE 5
A short list of researches of lesion, organ segmentation and the knowledge they incorporated.
Knowledge Source Knowledge Type Incorporating Method References
natural domain natural images transfer learning [148], [171], [186], [198], [199]
medical dataset
multi-modal images
transfer learning [200], [201], [202]
multi-task/multi-modal learning [203], [204]
modality transformation/synthesis
using GAN-based models
[191], [205], [206], [207], [208], [209], [210]
[211], [212], [213]
datasets from other diseases
transfer learning [214]
disease domain transformation
using GAN-based models [27]
medical doctors
training pattern curriculum learning [215], [216]
diagnostic pattern using different views as input [217], [218]attention mechanism [219]
anatomical priors
incorporated in the post-processing stage [220], [221], [222]
incorporated in the loss function [32], [223], [224], [225], [226], [227], [228]
learned by using generative models [218], [229], [230], [231]
other hand-crafted features feature-level fusion [232], [233]input-level fusion [234]
Using GAN-based models
Besides using the multi-task learning and multi-modal
learning, many works leverage GANs to achieve the domain
transformation among datasets with different modalities.
For example, in the left/right lung segmentation process,
a model called SeUDA (unsupervised domain adaptation)
is proposed [205], which leverages the semantic-aware
GAN to transfer the knowledge from one chest dataset
to another. In particular, target images are first mapped
towards the source data space via the constraint of a
semantic-aware GAN loss. Then the segmentation results
are obtained from the segmentation DNN learned on
the source domain. Experimental results show that the
segmentation performance of SeUDA is highly competitive.
Similarly, for the segmentation of lung tumors in MR
images, [207] adopts GANs to transform information from
CT images. This solution first synthesizes a reasonably large
number of MR images from a CT dataset, then combines
the synthesized MR images with a fraction of real MR
ones with corresponding labels and train the segmentation
network. Experiments achieve reasonably accurate cancer
segmentation from limited MRI datasets. Other examples
of using GANs can also be found in the cardiac
segmentation [206], [208], [209], liver segmentation [210],
lung segmentation [211], brain MRI segmentation [191],
[212], cardiac substructure and abdominal multi-organ
segmentation [213].
4.2.3 Knowledge from Other Medical Datasets with
Different Diseases
There are a few works that utilize the datasets of
other diseases. For instance, [214] first builds a union
dataset (3DSeg-8) by aggregating 8 different 3D medical
segmentation datasets, and designs the Med3D network to
co-train based on 3DSeg-8. Then the pre-trained models
obtained from Med3D are transferred into lung and liver
segmentation tasks. Experiments show that this method not
only improves the accuracy, but also accelerates the training
convergence speed.
Moreover, the annotated retinal images are used to
help the cardiac vessel segmentation without annotations in
[27]. In particular, a shape-consistent generative adversarial
network (SC-GAN) is used to generate the synthetic images
and the corresponding labels. Then the synthetic images are
used to train the segmentor. Experiments demonstrate the
supreme accuracy of coronary artery segmentation.
4.3 Incorporating Knowledge From Medical Doctors
The domain knowledge of medical doctors is also widely
adopted in the design of deep learning models for
segmentation tasks in medical images. The types of
domain knowledge from medical doctors utilized in deep
segmentation models can be divided into four categories:
1) the training pattern,
2) the general diagnostic patterns they view images,
3) the anatomical priors (e.g. shape, location, topology)
of lesions or organs, and
4) other hand-crafted features they give special
attentions to.
4.3.1 Training Pattern of Medical Doctors
Many research works for segmenting medical images also
mimic the training pattern of medical doctors, which is
represented as giving tasks with increasing difficulties. They
generally utilize the curriculum learning technique or its
derivative methods like self-paced learning (SPL) [237].
For example in [215], for the segmentation of multi-organ
CT images, each annotated medical image is divided
into small patches. During the training process, patches
producing large error by the network will be selected
with a higher probability. In this manner, the network will
focus sampling on difficult regions, resulting in improved
performance.
Besides the curriculum learning, SPL, which is also
inspired by the learning process of humans that gradually
incorporates easy-to-hard samples into training [237], is also
used in medical image segmentation. For example, the SPL
is combined with the active learning for the pulmonary
nodule segmentation in 3D images [216]. The system
achieves the state-of-the-art segmentation performance.
4.3.2 General Diagnostic Pattern of Medical Doctors
In the lesion or organ segmentation tasks, some specific
patterns that medical doctors adopted are incorporated into
the network.
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For example, during visual inspection of CT images,
radiologists often change window widths and window
centers to help to make decision on uncertain nodules.
This pattern is mimicked in [217]. In particular, image
patches of different window widths and window centers
are stacked together as the input of the deep learning model
to gain rich information. The evaluation implemented on
the public LIDC-IDRI dataset indicates that the proposed
method achieves promising performance on lung nodule
segmentation compared with the state-of-the-art methods.
In addition, experienced clinicians generally assess the
cardiac morphology and function from multiple standard
views, using both long-axis (LA) and short-axis (SA) images
to form an understanding of the cardiac anatomy. Inspired
by the above observation, a cardiac MR segmentation
method is proposed which takes three LA and one SA
views as the input [218]. In particular, the features are firstly
extracted using a multi-view autoencoder (MAE) structure,
and then are feed in a segmentation network. Experimental
results show that this method has a superior segmentation
accuracy over state-of-the-art methods.
Furthermore, expert manual segmentation usually relies
on the boundaries of anatomical structures of interest.
For instance, a radiologist segmenting a liver from CT
images would usually trace liver edges first, and then
deduce the internal segmentation mask. Correspondingly,
boundary-aware CNNs are proposed in [219] for medical
image segmentation. The networks are designed to account
for organ boundary information, both by providing a
special network edge branch and edge-aware loss terms.
The effectiveness of these boundary aware segmentation
networks are tested on BraTS 2018 dataset for the task of
brain tumor segmentation.
4.3.3 Anatomical Priors of Lesions or Organs
In comparison to non-medical images, medical images have
many anatomical priors such as the shape, position and
topology of organs or lesions. Experienced medical doctors
greatly rely on these anatomical priors when they are
doing segmentation tasks on these images. Incorporating
the anatomical prior knowledge in deep learning models
has been demonstrated to be an effective way for accurate
medical image segmentation. Generally speaking, there are
three different approaches to incorporate these anatomical
priors into deep learning models.
Incorporating anatomical priors in the post processing
stage
The first approach is to incorporate the anatomical
priors in the post processing stage. The result of a deep
segmentation network is often blurry and post-processing
is generally needed to refine the segmentation result.
For example, according to pathology, most of breast
cancer cases begin in glandular tissues and are located
inside the mammary layer [238]. This position feature
is utilized by [220] in its post-processing stage where a
fully connected conditional random field (CRF) model is
employed. In particular, the position of tumors and their
relative locations with mammary layer are added as a new
term in CRF energy function to obtain better segmentation
results.
Besides, some researches first learn the anatomical
priors, and then incorporate them in the post-processing
stage to help produce anatomically plausible segmentation
results [221], [222]. For instance, the latent representation of
anatomically correct cardiac shape is first learned by using
adversarial variational autoencoder (aVAE), then be used
to convert erroneous segmentation maps into anatomically
plausible ones [221]. Experiments manifest that aVAE is
able to accommodate any cardiac segmentation method,
and convert its anatomically implausible results to plausible
ones without affecting its overall geometric and clinical
metrics.
Another example in [222] introduces the post-processing
step based on denoising autoencoders (DAE) for lung
segmentation. In particular, the DAE is trained using only
segmentation masks, then the learned representations of
anatomical shape and topological constraints are imposed
on the original segmentation results (as shown in Fig.
12). By applying the Post-DAE on the resulting masks
from arbitrary segmentation methods, the lung anatomical
segmentation of X-ray images shows plausible results.
Fig. 12. The sample of integrating the shape prior in the post-process
stage [222].
Incorporating anatomical priors as regularization terms
in the loss function
The second approach is incorporating anatomical priors
as regularization terms in the objective function of deep
segmentation networks. For example, for the segmentation
of cardiac MR images, [32] proposes a network called as
SRSCN. SRSCN comprises a shape reconstruction neural
network (SRNN) and a spatial constraint network (SCN).
SRNN aims to maintain a realistic shape of the resulting
segmentation. In addition, as the shapes and appearances of
the heart in the basal and apical slices can vary significantly,
the SCN is adopted to incorporate the spatial information
of the 2D slices. The loss of the SRSCN comes from three
parts: the segmentation loss, the shape reconstruction (SR)
loss for shape regularization, and the spatial constraint
(SC) loss to assist segmentation. The results using images
from 45 patients demonstrate the effectiveness of the SR
and SC regularization terms, and show the superiority
of segmentation performance of the SRSCN over the
conventional schemes.
Another example in this category is the one designed for
skin lesion segmentation [223]. In this work, the star shape
prior is encoded as a new loss term in a FCN to improve
its segmentation of skin lesions from their surrounding
healthy skin. In this manner, the non-star shape segments
in FCN prediction maps are penalized to guarantee a
global structure in segmentation results. The experimental
results on the ISBI 2017 skin segmentation challenge dataset
demonstrate the advantage of regularizing FCN parameters
by the star shape prior.
Similarly in [224], a FCN-based network for histology
gland segmentation is proposed. In this network, the
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geometric priors (boundary smoothness) and topological
priors (containment or exclusion) of lumen in epithelium
and stroma are devised as additional regularization terms
and added into the loss function of the FCN network.
The results on the segmentation of histology glands from
a dataset of 165 images demonstrate the advantage of the
loss terms. More examples in this category can be found
in kidney segmentation [225], liver segmentation [226] and
cardiac segmentation [227], [228].
Learning anatomical priors via generative models
In the third approach, the anatomical priors (especially
the shape prior) are learned by some generative models first
and then incorporated into segmentation networks.
For example, in the cardiac MR segmentation process, a
shape multi-view autoencoder (MAE) is proposed to learn
shape priors from MR images of multiple standard views
[218]. The information encoded in the latent space of the
trained shape MAE is incorporated into multi-view U-Net
(MV U-Net) in the fuse block to guide the segmentation
process. The detail structures of shape MAE and MV U-Net
are shown in Fig. 13.
(a) (b)
Fig. 13. The sample of using shape prior in the cardiac segmentation
[218]. (a) The shape MAE used to learn shape priors of multiple
standard views and (b) MV U-Net incorporates the shape priors learned
from shape MAE.
Another example is shown in [229], where the shape
constrained network (SCN) is proposed to incorporate
the shape prior into the eye segmentation network.
More specifically, the prior information is first learned
by a VAE-GAN, and then the pre-trained encoder and
discriminator are leveraged to regularize the training
process. Other examples can also be found in brain
geometry segmentation in MRI [230], 3D fine renal artery
segmentation [231].
4.3.4 Other Hand-crafted Features
Besides anatomical priors, some hand-crafted features are
also utilized for segmentation tasks. Generally speaking,
there are two ways to incorporate the hand-crafted features
into deep learning models: the feature-level fusion and the
input-level fusion.
In the feature-level fusion, the hand-crafted features
and the features learned by the deep models are
concatenated. For example, for the gland segmentation
in histopathology images [232], two handcrafted features,
namely invariant LBP features as well asH&E components,
are firstly calculated from images. Then these features
are concatenated with the features generated from the
last convolutional layer of the network for predicting the
segmentation results. In the brain structure segmentation
[233], the spatial atlas prior is first represented as a vector
and then concatenated with the deep features.
For the input-level fusion, the hand-crafted features are
transformed into the input patches. Then the original image
patches and the feature-transformed patches are fed into
a deep segmentation network. For example in [234], for
automatic brain tumor segmentation in MRI images, three
handcrafted features (i.e. mean intensity, LBP and HOG)
are firstly extracted. Based on these features, a SVM is
employed to generate confidence surface modality (CSM)
patches. Then the CSM patches and the original patches
from MRI images are fed into a segmentation network. This
method achieves good performance on BRATS2015 dataset.
5 OTHER MEDICAL APPLICATIONS
In the previous sections, we focus on three major
applications in medical image analysis, namely, (1) disease
diagnosis, (2) lesion, organ and abnormality detection, and
(3) lesion or organ segmentation. In this section, we briefly
introduce the works on incorporating medical domain
knowledge in other related applications.
5.1 Medical Image Reconstruction
The objective of medical image reconstruction is
reconstructing a diagnostic image from a certain number of
measurements, e.g. X-ray projections in CT or the spatial
frequency information (k-space data) in MRI. Deep learning
based methods have been widely applied in this field [239],
[240], [241].
It is also quite common that external information
is incorporated into deep learning models for medical
image reconstruction. First of all, the knowledge from
natural images and medical datasets is helpful for the
image reconstruction. For example, the pre-trained VGG-net
model is incorporated into the optimization framework to
ensure perceptual similarity in MRI reconstruction [242]. In
addition, domain shift between the real data and the in silico
data can also be tackled by using transfer learning network
for optical tomography image reconstruction [243].
Besides, some other methods also incorporate some
hand-crafted features in the medical image reconstruction
process. For example, in [242], a network model called as
DAGAN is proposed for the reconstruction of compressed
sensing magnetic resonance imaging (CS-MRI). In the
DAGAN, to better preserve texture and edges in the
reconstruction process, the adversarial loss is coupled with a
content loss. In addition, the frequency-domain information
is incorporated to enforce similarity in both the image
and frequency domains. Experimental results show that
the DAGAN method provides superior reconstruction with
preserved perceptual image details.
In [243], a new image reconstruction method is proposed
to solve the limited-angle and limited sources breast cancer
diffuse optical tomography (DOT) image reconstruction
problem in a strong scattering medium. By adaptively
focusing on important features and filtering irrelevant and
noisy ones using the Fuzzy Jaccard loss, the network is able
to reduce false positive reconstructed pixels and reconstruct
more accurate images.
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Similarly, to recover MRI images of the target
contrast, [244] proposes a GAN-based method.
The method simultaneously leverages the relatively
low-spatial-frequency information available in the collected
evidence for the target contrast and the relatively
high-spatial frequency information available in the
source contrast. Demonstrations on brain MRI datasets
indicate the proposed method outperforms state-of-the-art
reconstruction methods, with enhanced recovery of
high-frequency tissue structure, and improved reliability
against feature leakage or loss.
5.2 Medical Image Retrieval
The hospitals having diagnostic and investigative imaging
facilities are producing large amount of imaging data.
Therefore, the development of medical image retrieval,
especially the content based image retrieval (CBIR) systems
can be of great help to aid clinicians in browsing these large
datasets. Intrinsically, CBIR is a computer vision technique
which is based on the image features like color, texture and
shape or any other features being derived from the image
itself. Therefore, the performance of the CBIR system mainly
depends on these selected features [245]. Deep learning
methods have been applied to CBIR and have achieved high
performance due to their superior capability for extracting
features automatically.
It is also quite common that these deep learning
models for CBIR utilize external information beyond the
given medical datasets. Some methods adopt the transfer
learning to utilize the knowledge from natural images or
external medical datasets [246], [247], [248]. For example,
the VGG model pre-trained based on ImageNet is used
in brain tumor retrieval process [246], where a block-wise
fine-tuning strategy is proposed to enhance the retrieval
performance on the T1-weighted CE-MRI dataset. Another
example can be found in x-ray image retrieval process [247],
where a model pre-trained on the large augmented dataset
is fine-tuned on the target dataset to extract general features.
Besides, as features play an important role in the
similarly analysis in CBIR, some methods fuse prior features
with deep features. In particular, in the chest radiograph
image retrieval process, the decision values of binary
features and texture features are combined with the deep
features in the form of decision-level fusion [249]. Similarly,
the metadata such as patients’ age and gender is combined
with the image-based features extracted from deep CNN for
X-ray chest pathology image retrieval [250]. Furthermore,
the features extracted from saliency areas can also be
injected into the features extracted from the whole image
for the high retrieval accuracy [248].
5.3 Medical Report Generation
A medical report generally includes the information of
findings (e.g. medical observations of both normal and
abnormal features), impressions or conclusions indicating
the most prominent medical observation and other
related information. Report-writing can be error-prone for
unexperienced physicians, time-consuming and tedious for
experienced physicians. To address these issues, many
techniques, especially deep learning models for image
captioning have been successfully applied for automatic
generation of medical reports [251], [252].
It is also found that incorporating external knowledge
can help deep learning models to generate better medical
reports. For example, to better extract the rich high-level
features of images in the target datasets, many methods
use the pre-trained models either based on natural image
datasets [253], [254], [255] or some publicly available large
medical datasets [256].
Some methods try to incorporate specific or general
patterns that doctors adopt when writing reports. For
example, radiologists generally write reports using certain
templates. Therefore, some templates are used during the
sentence generation process [255], [257]. Furthermore, as the
explanation given by doctors is fairly simple and phrase
changing does not change their meaning, [258] presents a
model-agnostic model to learn the short text description to
explain this decision process.
In addition, radiologists follow some procedures when
writing reports: they generally first check a patient’s images
for abnormal findings, then write reports by following
certain templates, and adjust statements in the templates
for each individual case when necessary [259]. This process
is mimicked in [257], which first transfers the visual
features of medical images into an abnormality graph, then
retrieves text templates based on the abnormalities and their
attributes for chest X-ray images.
In [260], a pre-constructed graph embedding module
(modeled with a graph CNN) on multiple disease findings is
utilized to assist the generation of reports. The incorporation
of knowledge graph allows for dedicated feature learning
for each disease finding and the relationship modeling
between them. Experiments on the publicly accessible
dataset (IU-RR) demonstrate the superior performance of
the method integrated with the proposed graph module.
6 RESEARCH CHALLENGES, OPEN PROBLEMS
AND DIRECTIONS
In this section, we summarize the research challenges,
open problems and future directions in embedding medical
domain knowledge in deep learning models.
6.1 The Medical Domain Knowledge Itself
Although using medical domain knowledge in deep
learning models is quite popular, there are many
difficulties, challenges and open problems related to the
identification, representation and evaluation of medical
domain knowledge. They are listed as follows.
The subjective and individual-dependent domain
knowledge
The medical domain knowledge to be selected is
generally based on the experience of medical doctors.
However, identifying experience from medical doctors is
not an easy task. The experience of humans, including
medical doctors, are intrinsically subjective and fuzzy.
Even experienced medical doctors may not be able to
give accurate and objective descriptions on what kinds of
experiences they have leveraged to finish a given task.
Furthermore, experiences of medical doctors are dependent
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on many factors include the trainings they have received,
the patients they met and therefore can vary significantly
or even contradictory to each other. How to identify the
common domain knowledge accepted by the community is
not a trivial task.
The difficulty in the representation of domain
knowledge
Second, the representation of the domain knowledge is
also a challenging task. The original domain knowledge
of medical doctors is generally in the form of descriptive
sentences like ‘we will focus more on the margin
areas of a tumor to determine whether it is benign or
malignant’, or ‘we often compare bilateral images to make
decision’. How to transform the knowledge into appropriate
representations that can be incorporated into deep learning
models need a careful design.
In addition, some types of knowledge is relatively
simple to be represented but some are quite difficult, if not
impossible. We utilize features in Table 3 as an example.
We can see that the margin is an important feature for
radiologists to distinguish between benign and malignant
tumors in the breast ultrasound images. This knowledge
can be represented as hand-crafted features: we can utilize
some techniques to extract the features representing the
smoothness or regularity of the tumor margin and add
these features into a deep learning model. Another way
to represent margin information is simply to let a deep
learning network pay more attention on the margin areas
of tumors using some attention mechanisms. However,
the representation of other features, including the acoustic
attenuation and the echo pattern is much more difficult, as
these features do not reflect the characteristics of local areas.
How to find a generic approach to efficiently and accurately
represent a given type of domain knowledge is still an open
problem.
The overlap of the domain knowledge and the
knowledge learned by deep learning models
Even we have correctly identified a type of domain
knowledge and incorporated it into a deep learning model
in an appropriate representation, it is not guaranteed that
the domain knowledge can help to improve its performance.
One major reason is that the domain knowledge may have been
learned by the deep learning model based on the training data.
Intuitively speaking, only the knowledge that is not easily
learned by a deep learning model based on a relatively
small-sized dataset can help the model to improve the
performance. Given a type of medical domain knowledge,
whether it can be easily learned by neural networks from
datasets is still an open problem. Some experiences of
medical doctors can be biased and may even degrade the
performance of deep learning models after being added.
How to evaluate the extent to which the medical domain
knowledge is helpful to deep learning models is important,
as the answer to this problem will give us important clue on
the selection of the medical domain knowledge.
The dilemma of the specificity and generality of
medical domain knowledge
A few types of medical domain knowledge, like the
training pattern of medical doctors and some diagnostic
patterns, are relatively generic. However, most types of the
domain knowledge of medical doctors are dependent on
diseases and imaging types (e.g. CT, MRI, and ultrasound).
For example, radiologists will adopt different rules to
diagnose brain tumors and lung nodules. Even for the
same disease (e.g. breast cancer), radiologists adopt different
patterns when reading ultrasound images and MR images.
This greatly lowers down the generality of medical domain
knowledge. In addition, there is usually a dilemma of the
specificity and generality of medical domain knowledge:
the generic domain knowledge contain less information,
while the specific domain knowledge, although can be
informative, is only limited in for a certain disease with a
certain imaging type.
6.2 The Incorporating Methods
The mechanism to adjust the amount of medical domain
knowledge to be incorporated
Although various incorporating methods have been
designed, how to adjust the amount of medical domain
knowledge to be injected into deep learning models has
not been studied. Generally speaking, incorporating domain
knowledge has a price to pay. For example, if we let the
network pay too much attention to margin areas as medical
doctors usually do, the network may overlook other areas
that may contain more useful information for the task. To
the extreme case, the network will act exactly like a medical
doctor and lost its ability to learn from data, which violates
the principle of ‘using medical domain knowledge to assist
deep learning models’.
Based on the above discussion, we can see that it would
be beneficial if we can design a mechanism to control the
amount of medical domain knowledge to be incorporated
into deep learning models. In addition, the mechanism
should be adaptive, as the optimal answer depends on many
factors, including the domain knowledge itself, the deep
learning models and the size of the given datasets. How
to design a mechanism which optimally control the amount
of medical domain knowledge to be incorporated into deep
learning models deserves further study.
The transfer learning and multi-task learning designed
specifically for medical image analysis
In essence, medical domain knowledge is just a special
type of extra information to be incorporated into deep
learning models. In general computer vision tasks, there
have many strategies to incorporate extra information into
deep learning models, and two popular ones are the transfer
learning and the multi-task learning. Not surprisingly, these
two techniques have been extensively adopted to introduce
medical domain knowledge into deep learning models.
However, medical domain has many distinct features from
general computer vision fields, in terms of the distribution
of images, and the tasks to be accomplished. How to find
the transfer learning or the multi-task learning specifically
designed for medical field is an interesting topic deserves
further investigation.
Incorporating multi-modal medical domain
knowledge simultaneously
Most of the existing works only incorporate a single type
of medical domain knowledge, or a few types of medical
domain knowledge of the same modality (e.g. a number
of hand-crafted features). However, when reading images,
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experienced medical doctors usually combines different
experience in different stages. For example, in the diagnosis
of breast cancer, experienced radiologists generally take
the three-staged approach: first browsing the whole image,
then concentrating on the local lesion areas, and finally
combining the global and local information to make
decisions. When scrutinizing local lesion areas, they focus
on some characteristics such as shape, texture, calcification,
edge and so on. In addition, they will also compare historical
medical images and the previous radiology reports of the
patient to track the change of the lesions. In summary,
medical doctors comprehensively utilize many types of
domain knowledge before making a decision. Similarly, how
to design some architectures which is able to incorporate
multi-modal domain knowledge is still an open problem.
Incorporating method design and evaluation
Generally speaking, most of the existing works are
the case-by-case study, or are application-dependent. Some
types of domain knowledge and the incorporating methods,
although effective on some certain medical datasets, are
not proven to work on other datasets. This greatly reduce
the utility of the identified domain knowledge and the
integration methods. When facing with different sizes of
medical datasets or deep models with different network
structures, the integrating methods of domain knowledge
may also different. How to design an effective and useful
integrating method is essential for medical image analysis.
Besides, different from the general computer vision
fields, where many large-scale datasets can be used to test
the effectiveness of a neural network model. From this
aspect, we believe that medical field may also need some
large medical datasets serving as benchmarks, which are
able to give a good evaluation on a certain given medical
domain knowledge and an integrating method.
6.3 Other Research Directions
Besides the open problems mentioned above, there are
several directions that we feel need further investigation in
the future.
Domain adaptation
Domain adaptation is developed to transfer the
information from a source domain to a target one.
Via techniques like adversarial learning [261], domain
adaptation is able to narrow the domain shift between the
source domain and the target one in input space [262],
feature space [263], [264] and output space [265], [266], [267].
Domain adaptation can be naturally adopted to transfer
knowledge of one medical dataset to another, even when
they have different imaging modes or belong to different
diseases.
In addition, unsupervised domain adaptation (UDA)
is a promising avenue to enhance the performance of
deep neural networks on the target domain, using labels
only from the source domain. This is especially useful for
medical field, as annotating the medical images is quite
labor-intensive and the lack of annotations is quite common
in medical datasets. Some examples have demonstrated the
effectiveness of UDA [268], but further depth study needs
to be implemented in the future.
The knowledge graph
We believe the knowledge graph is another interesting
direction in this field that deserves further study. According
to different relationships in graphs, we can establish three
types of knowledge graphs. The first knowledge graph
reflects the relationship among different kinds of medical
domain knowledge with respect to a certain disease. This
knowledge graph can help us identify a few key types
of knowledge that may help to improve deep learning
models better. The second type of knowledge graph reflects
the relationship among different diseases. This knowledge
graph can help us to find out the potential domain
knowledge from other related diseases. The third type of
knowledge graph describes the relationship among medical
datasets. These datasets can belong to different diseases and
in different imaging modes (e.g. CT, MRI, ultrasound). This
type of knowledge graph will help to identify the external
datasets that may help to improve the performance of the
current deep learning model.
We believe that the knowledge graph, with the character
of embedding different types of knowledge, is a generic
and flexible approach to incorporate multi-modal medical
domain knowledge.
The generative models
The generative models, like GAN and AE, have
shown great promise to be applied to incorporate medical
domain knowledge into deep learning models, especially
for segmentation tasks. GAN has shown its capability to
leverage information from extra datasets with different
imaging modes (e.g. using a MRI dataset to help segmenting
CT images [205], [207]). In addition, GAN is able to learn
important features contained in medical images in a weakly
or fully unsupervised manner and therefore is quite suitable
for medical image analysis.
AE-based models have already achieved a great success
in extracting features, especially the shape feature in objects
like organs or lesions in a fully unsupervised manner
[218], [229]. The features learning by AE can also be easily
integrated into the training process of networks.
Network architecture search (NAS)
At last, we have mentioned in the previous section
that one open problem is to find appropriate network
architectures to incorporate medical domain knowledge.
We believe one approach to address this problem is the
technique of NAS. NAS has demonstrated its capability to
automatically find a good network architecture in many
computer vision tasks. We believe it is also a generic
approach to find an optimal structure to integrate any given
medical domain knowledge.
For instance, when some hand-crafted features is used
as the domain knowledge, with the help of NAS, a network
structure can be identified with the special connections
between domain knowledge features and deep features. In
addition, instead of designing the feature fusion method
(feature-level fusion, decision-level fusion or input-level
fusion) for these two kinds of features, the integrating phase
and integrating intensity of these two kinds of features can
also be determined during the searching process.
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