pretonic syllable is more likely to be omitted than other weak syllables, as can be seen from typical truncation of English trisyllabic words, for example, banána pronounced as [n ´nə]. A variety of mechanisms have been put forward to explain these patterns, some of which appeal to the preservation of stressed and final syllables either due to children's perceptual disposition (Echols, 1993; Echols & Newport, 1992) or to prioritized structural correspondence between the adult target form and the child output (Kehoe, 1999 (Kehoe, /2000 . Another type of mechanism that has been proposed is a prosodic template, which, at least for English, consists of a strong syllable followed by an optional weak syllable (Gerken, 1994) or, more generally across languages, a single binary foot (Demuth & Fee, 1995; Fikkert, 1994; Pater, 1997) . The hypothesis is that children's early word outputs are forced to fit such a template, resulting in the truncation of target words with a size or shape that falls outside the prescribed structure. 1 Although these mechanisms capture the general tendencies in children's early word truncation, they do not provide a straightforward explanation for one important aspect of the phenomenon: the amount of variability seen in word truncation, both across and within languages. Crosslinguistically, it has been observed that children acquiring languages such as Spanish, Japanese and Finnish begin to produce multisyllabic words without truncation earlier than children acquiring languages such as English, German and Dutch (Gennari & Demuth, 1997; Lleó, 2001; Lleó & Demuth, 1999; Savinainen-Makkonen, 2000; Vihman, 1991) . Lleó and Demuth (1999) , for instance, note that the Spanish-speaking children in their study produced trisyllabic outputs such as zapata 'shoe' (sample child production: [pa pato]) as early as 1;7 -1;10, 2 while German-speaking children of the same age rarely produced trisyllabic words without omitting syllables. Some of the Finnish-speaking children studied in Savinainen-Makkonen (2000) were able to produce four-syllable targets without truncation from age 1;7 -1;9. This is in striking contrast with the case of English-speaking children, some of whom continue to omit unstressed syllables from trisyllabic words after 2;10 ( Kehoe, 1999 Kehoe, /2000 .
The accounts mentioned above suggest that multisyllabic target words that do not have a certain prosodic profile should be uniformly subjected to truncation until the children overcome such a stage. This does not seem to be the case, however. A quick survey of the literature shows that truncation rates are not consistent across lexical items sharing the same prosodic structure. For example, Taelman and Gillis (2002) report that between 1;10 and 1;11 their Dutch-speaking subject truncated around 33% of trisyllabic targets with initial secondary stress and final primary stress (swS). The examples below show that trisyllabic words which are presumed to have the same prosodic structure may still variably truncate to monosyllabic or disyllabic outputs, or do not undergo truncation at all.
(1) Maa's variable outputs for swS-words at 1;10.10 (Taelman & Gillis, 2002 The source of this type of variability may lie in subtle differences in the prosodic or segmental composition of the target words, but potential differences in the target structures cannot explain intraword variability, which pervades early spontaneous speech (Demuth, 1996; Macken, 1979) . Taelman and Gillis (2002) (Taelman, 2004, p. 198 ).
Yet another type of variation that cannot result from dissimilarities in the target word is the variable output forms found across individuals in their production of early words (Ferguson & Farwell, 1975; Stites, Demuth, & Kirk, 2004 ). One example from child German (1;5 -1;7) is the two distinct ways in which target words containing a schwa are treated (Kehoe & Lléo, 2003) . Some children delete the schwa (e.g., Sonne / zɔnə/ → [nan ] 'sun') but others opt to reduplicate the stressed vowel (e.g., Jacke / jakə/ → [ jaja] 'jacket').
While some of the variability found in truncation may be attributable to free variation in children's performance, there is a possibility that it is also systematically related to the statistical properties of the ambient language. This link is apparent in the case of crosslinguistic differences. The languages in which truncation of multisyllabic words is developmentally prolonged (e.g., English) have a smaller proportion of multisyllabic target words in child-directed speech than others (e.g., Spanish). According to an estimate by Roark and Demuth (2000) , words longer than two syllables constitute less than 10% of the token-count proportion in child-directed English, whereas they account for nearly a third of the input in child-directed Spanish. Omission of weak initial syllables, a frequent process in children acquiring trochaic languages, fades rapidly at 1;9 -1;10 in Spanish (Lléo, 2001 ), but continues after age two in English (Gerken, 1994) , reflecting the different proportions of child-directed words with weak initial syllables between Spanish (45%) and English (10%) (Roark & Demuth, 2000) . In early child French, many disyllabic and trisyllabic words truncate to monomoraic forms, for example, tablier [je] 'apron', déshabille [bi] 'undress' (Demuth & Johnson, 2003) , while this pattern is uncommon in child Japanese (Ota, 2003) . Demuth and Johnson (2003) attribute this difference to the relatively high frequency of CV words (28%) found in child-directed French.
One can ask whether the same principle may lie behind intraspeaker and interspeaker variation in truncation. In other words, for any given learner, are words and prosodic word structures that are frequent in the input more likely to be produced without truncation? Although this question has not been thoroughly investigated, research on other areas of phonological development suggests that it is a plausible hypothesis. A number of studies show that the likelihood that a child produces a target phonological structure without modification is related to the input frequency of phonemes, phoneme sequences, and syllable structures. For instance, the accuracy and acquisition timing of phonemes are shown to reflect the frequency in the target language (Beckman, Yoneyama, & Edwards, 2003; Ingram, 1988; Pye, Ingram, & List, 1987) . More frequent codas are produced earlier than infrequent ones (Stoel-Gammon, 1998) , and coda consonants in nonwords are more likely to be reproduced by young children (1;8 -2;4) when the phonotactic probability involving the coda consonant is higher (Zamuner, Gerken, & Hammond, 2004 ; see also Edwards, 2000, and Munson, 2001 , for related results on the effects of input phonotactics for older children). The emergence order of syllable types in Dutch -first CV, then CVC, and finally VC and V-also corresponds to the frequencies of different syllable types in child-directed Dutch (Levelt, Schiller, & Levelt, 1999 . These studies all suggest that the frequency of word forms that children hear are likely to influence which word structures will be truncated, and the resulting structures that these truncations will take.
There are different ways in which the prosodic structure of early word production may be related to input frequency. One possibility is that the development of the phonological grammar that underlies children's production is influenced by the distribution of prosodic structures in the input. More frequent exposure to certain structures may motivate grammatical changes that will license those structures if they are not allowed by the current state of the grammar, a process that leads to the early emergence of frequent prosodic structures within a language (Levelt et al., 1999 (Levelt et al., /2000 Levelt & van de Vijver, 2004) , and across languages (Demuth & Johnson, 2003; Roark & Demuth, 2000) . Similarly, learners may be keeping track of the (co-)occurrence probabilities of different phonological elements (e.g., phonemes, phonotactics, syllables) as part of their phonological knowledge (Aslin, Saffran, & Newport, 1998) . The likelihood of producing a targetlike structure may therefore be dependent on the child's current assessment of the probability of the structural composition of the intended output. These accounts take phonological structures as the variables that mediate frequency distribution and children's production. Applied to the case of word truncation, they predict that children will be more likely to be able to produce (hence less likely to truncate) words that have prosodic word structures that are more frequent in the language.
Frequency effects mediated by prosodic structure may play another role in word truncation. If input frequency influences the types of structure that are considered well-formed according to the current grammar, it may also affect the shape and size of the truncated words (Demuth, 1996; Demuth & Johnson, 2003) . A simple prediction to follow is that the outputs of truncated forms should tend to have prosodic word structures that are more frequent in the input.
An alternative way in which frequency can affect word truncation, albeit not one that is mutually exclusive with the prosodic structure mediation account, is that children's word production reflects the frequency of the individual target words attempted. It may be that children are able to construct more stable lexical representations for frequently heard words which can then be accessed with increased accuracy (Beckman & Edwards, 2000; Storkel & Gierut, 2002) . If these better-learned words share certain structural properties, those properties will tend to appear sooner and more frequently in production. Thus a lexically-mediated frequency effect would make it more likely that children would not truncate high frequency words.
The purpose of this study was to examine both the frequency effects of prosodic word structures and lexical items on children's patterns of early word truncation. More specifically, three questions were addressed: (a) Are words with prosodic structures more frequent in the input less susceptible to truncation? (b) Are target words more frequent in the input less susceptible to truncation? (c) Does word truncation lead to prosodic word structures that are more frequent in the input? These questions were investigated using truncation data in child Japanese. The benefits of using data from Japanese come from the fact that child Japanese generally contains more multisyllabic target words than their English or French counterparts (Vihman, 1991) , but also more disyllabic than trisyllabic targets (Ota, 2003) . The higher proportion of longer targets offers a wider range of data to examine the relationship between word truncation and input frequency, while the bias toward disyllabic words suggests that, if input frequency plays a role in early word truncation, it will differentiate disyllabic from trisyllabic targets to a larger extent than in a language that has a more even distribution between disyllabic and trisyllabic targets, for example, Spanish (Roark & Demuth, 2000) . The relevant background information on Japanese prosodic structure and child Japanese production is provided in the following section.
The prosodic structure of Japanese and its development
Japanese has a duration contrast between short and long vowel (e.g., /to/ 'door' vs. /to / 'tower') and between singleton and geminate consonant (e.g., /saka/ 'slope' vs. /sakka/ 'writer'). The language also has a lexical pitch accent system. Unlike stress accent, which can manifest as greater duration, spectral tilt and intensity of the accented syllable, the only reliable phonetic correlate of the pitch accent is the movement in pitch (a high-low contour from the accented position). The location of the accent is lexically determined, with each item assigned either one or no accented syllable. 4 The syllable structure of the language is fairly simple. No clusters are allowed either as onsets or codas. 5 The only nongeminate coda is a nasal, which is homorganic in place to the onset of the following syllable when there is one (e.g., /tombo/ 'dragonfly', /re a/ 'brick') but otherwise "placeless," or weakly closed with a variable point of articulation (Vance, 1987) . In addition to a short vowel or a long single vowel, the nucleus can contain a diphthong (e.g., /ai/ /ou/ /oi/). A basic inventory of syllables in Japanese is given in Figure 1 along with the standard analysis of their internal structure in moraic theoretic terms.
Figure 1
Inventory of Japanese syllables
The grouping of the syllable types in (b) through (e) in Figure 1 as bimoraic (or "heavy") syllables, as opposed to the monomoraic (or "light") syllable in (a), has been motivated by a number of morphological operations with prosodic templates, which consistently treat the heavy syllable as equivalent to two light syllables in phonological size (Itô, 1990; Itô & Mester, 1993; Mester, 1990; Poser, 1990) .
The same morphological operations also provide evidence that Japanese has a bimoraic foot structure (Itô, 1990; Mester, 1990; Poser, 1990) . Underived lexical items in the Eastern dialects (including Tokyo and Nagoya) are not subjected to a word minimality constraint, as evident in the presence of monomoraic lexical words (e.g., /me/ 'eye', /te/ 'hand', /ha/ 'tooth', /ki/ 'tree', and /e/ 'picture'). However, words that have undergone morphological derivation, such as stems for affixation and reduplication, must be at least two moras long. Such patterns show that in Japanese a bimoraic word is the minimal word, that is, a prosodic word containing nothing but a single foot (McCarthy & Prince, 1995) .
Interestingly, one-year-old Japanese-speaking children show a tendency to lengthen the vowel in monomoraic lexical words: for example, /me/ → [me ] 'eye', /te/ → [te ] 'hand' (Kawakami & Ito, 1999; Ota, 2003) . This pattern can be taken as support for the hypothesis that early word production conforms to the size of the minimal word (e.g., Demuth, 1995 Demuth, , 1996 Demuth & Fee, 1995; Pater, 1997) . Under this view, the augmentation in production is induced by avoidance of a subminimal prosodic word below the size of two moras. On the other hand, there is little evidence that a bimoraic size upper-bound is imposed on early production in Japanese. Disyllabic structures larger than two moras are among the first words that Japanese-speaking children produce: for example, [baibai] 'bye-bye' (0;8) (Fujiwara, 1977) ; [mamma] 'food' (0;10) (Noji, 1974) . Rather, the gap in truncation rates is found between disyllabic and trisyllabic words. In Ota's (2003) data of spontaneous speech from four children (1;6 -2;0), disyllabic words -bimoraic, trimoraic, or quadrimoraic -never reached a truncation rate higher than 10%, while words with three or more syllables
truncated at a much higher rate, around 100% when children began to attempt those words. Ota (2003) argues that these findings can be subsumed under the interpretation that early words in child Japanese are minimally and maximally the size of a single foot. But rather than the language-specific bimoraic foot, the relevant foot at this stage is thought to be a more general binary structure that can be either bimoraic or disyllabic, as illustrated in (2).
(2) Early Japanese prosodic words (Ota, 2003) a. PrWd 
However, an alternative explanation is suggested by several other aspects of the same data. First, the children's target words were predominantly disyllabic (50% -90% depending on the child and age). Second, there was a noticeable degree of variability in the truncation rates of words longer than two syllables. At age 1;9 -1;10, for example, three out of the four children truncated trisyllabic targets 50.0%, 42.1%, and 24.2% of the time, respectively. However, no obvious patterns common to all children could be found as to which of the trisyllabic targets were more likely to truncate. Third, two of the children frequently truncated a disyllabic word with a light initial syllable and an accented second syllable into a heavy monosyllable (e.g., /taká i/ → [ta ] 'high', /itái/ → [dai] 'ouch'), but this truncation pattern was not found in the other two children. One possible way to account for these findings is that the distribution of prosodic word structures in the input has an effect on truncation patterns. The proportion of disyllabic words in child-directed Japanese may be very high, and that of longer words much smaller, but to various degrees, leading to the generally low rates of truncation for disyllabic targets and high and variable rates of truncation for longer words. Even among disyllabic words, those with prosodic structures such as /takái/ may be much less frequent for some (but not all) children, making them more vulnerable to truncation.
To examine these links, this study compared truncation rates of words and word structures in children speaking Japanese, with the input distribution in the maternal speech that was addressed to the child in child-mother interactions. Although maternal speech in this context is not the only source of linguistic input to the child, it was considered a reasonably representative sample of the ambient language.
Method

Data and subjects
The data consisted of spontaneous speech collected by Miyata (1992 Miyata ( , 1995 Miyata ( , 2000 from three Japanese-speaking male children, Aki, Ryo and Tai, and their mothers. All three corpora were accessed through the CHILDES database (MacWhinney, 2000) . The children were recorded in their homes at weekly intervals, except for Aki's recordings between 1;5 and 1;11, which were conducted at monthly intervals. Each recording session lasted approximately 30 mins. Most of the interactions took place between the child and his mother, although they also involved the researcher, and occasionally, other members of the family. Data transcription was carried out by Miyata, mainly using the phonemic JCHAT system (Miyata & Naka, 1998; Oshima-Takane & MacWhinney, 1998) , but also the broad phonetic UNIBET system when the child's production deviated largely from the adult targets. In the child form examples given below, these transcriptions were converted to IPA notations. No pitch information was included in the transcription. To check the reliability of the transcription, a phonetically-trained native Japanese speaker transcribed 1,000 utterances randomly selected from Tai's recording, which was also available from CHILDES. Between the two transcripts, the target words assigned to the child forms agreed in 95.7% of the cases. Of the corresponding child forms, 97.3% had the same number of syllables, and 94.6% the same short versus long values for vowels and consonants.
The portion of files used for the analysis covered the age period between 1;5 (when the earliest recording was made for Aki and Tai) and 2;1. The mean length of utterance at 1;5 was 1.0 for Aki and Tai, and 1.21 for Tai. At 2;1, it was 1.08 for Aki, 1.37 for Ryo and 2.23 for Tai.
Items analyzed
Several types of items were excluded from both the truncation analysis and adult input analysis. Words with uncertain targets and those uttered during a conversational overlap were not used. Also excluded were onomatopoeic expressions because it was difficult to ascertain whether repeated onomatopoeic phrases constituted single or multiple prosodic words (e.g., /banbanban/ 'bang bang bang' /amuamuamu/ 'yum yum yum…').
As the focus here was on prosodic structural phenomena, the analysis of the child data did not include target words that contained segments that are intrinsically susceptible to deletion, since these were likely to be truncated for reasons not directly related to their prosodic shape or size. The first of these were words that contained devoiced vowels, which are frequently omitted in early production presumably due to their low perceptual salience or children's imperfect articulatory mastery of devoicing (Ota, 2003) . Any low-toned high vowel (/i / or /u/) between two voiceless obstruents, or in a word-final position after a voiceless obstruent was considered a potential site for devoicing. This definition was a slight oversimplification of the complex conditions of vowel devoicing in Japanese, but it eliminated most obvious cases of truncation that are induced by devoicing, for example, 6 The second class of words discarded were target words with a flap between homorganic vowels, where homorganic meant either identical (e.g., the two /e/s in /teɾebi/ 'TV') or agreeing in backness (e.g., the /o/ and /ɯ/ in /oɾɯ/ 'fold'). Flaps are frequently omitted in early Japanese production, often resulting in reduction of syllable count (e.g., /teɾebi/ → [te bi], /oɾɯ/ →/oɯ/) (Ota, 2003) . This also occurs when flaps are flanked by nonhomorganic vowels, but these cases were included since the assignment of syllable boundary in the child form was fairly straightforward (e.g., /koɾe/ → [ko.e] 'this').
The analysis of truncation was conducted only on target words with two or more syllables. After the elimination of the forms described above, the total number of nonmonosyllabic word types /tokens analyzed in the study was 193/922 for Aki, 209/2641 for Ryo and 864/11434 for Tai. These accounted for 80.3% and 85.5% of the total data in type count and token count respectively.
Prosodic analysis and coding
For the prosodic analysis, a word was defined as the smallest grammatical unit that could constitute a free-standing utterance, which is also the minimal unit that could form an accentual phrase (a prosodic phrase with maximally one pitch accent). In Japanese, nouns and demonstrative pronouns are free morphemes that can occur independently of nominal bound morphemes such as case markers and postpositions, but verb and adjective roots must occur with inflectional morphemes, such as the tense marker. Thus, nouns were analyzed in their bare forms but verbs and adjectives were analyzed in their affixed forms. The units analyzed roughly corresponded to children's one-word utterances, which typically comprised a noun (tori 'bird'), a demonstrative pronoun (are 'that'), a verbal complex (tabe-ta 'eat-PAST') or an adjectival complex (ooki-i 'big-NONPAST').
All such units as "target words," either produced by the mother or attempted by the child, were analyzed in terms of three parameters: (a) the number of syllables; (b) the weight of each syllable; and (c) the location of pitch accent. Syllabification and weight assignment followed the standard assumptions of Japanese syllables described above. The vowel sequences /ai/, /oi/, and /ou/ were treated as diphthongs but other vowel sequences were considered to be heterosyllabic. Syllables were analyzed as light ('L') when the rime only contained a short vowel (see (a) in Figure 1 ), and heavy ('H') when the rime contained a long vowel, a diphthong, or a coda, including the first half of a geminate (see (b) -(e) in Figure 1 ). The location of the accent was marked by using a number matching the position of the accentbearing syllable, for example, '1' = first syllable, '2' = second syllable. Words with no lexical accent were coded as '0'. Some examples of the prosodic analysis and coding are given in (3). The location of the accent was first determined according to the standard dialect, even though the children's families lived in Nagoya, a city approximately 300 km away from Tokyo where the standard dialect is spoken. Despite the distance, dialectal comparison shows that Nagoya and Tokyo belong to the same regional accent zone and share the basic properties of lexical accent (Hirayama, 1985) . According to a nation-wide survey carried out by Sugito (1997) , approximately 90% of word phrases produced by middle-aged speakers from Nagoya had the same pitch contours as those produced by speakers from Tokyo. One notable prosodic difference between Nagoya and Tokyo is the delayed phrase-initial rise sometimes observed in the former. 7 However, this is an intonational feature that applies systematically to phrases, and because the focus of this study was on lexical prosody, this dialectal difference was not taken into consideration in the coding. To identify any lexical differences, a speaker of standard Japanese listened to the speech of Tai's mother and marked words that systematically had a different accent location. These words (a total of 8 items) were removed from the analysis.
Since the transcriptions did not indicate the presence or locations of pitch accent, children's productions were only analyzed for the number of syllables and their weight. If the number of syllables produced was fewer than that of the target, the production was considered truncated. If the number of syllables matched that of the target, the production was treated as a nontruncated output regardless of the syllable structure or the segmental composition.
Analyses
The analyses proceeded as follows. Analysis 1 served as a preparatory analysis in which truncation rates of different word sizes were compared with the overall input distribution in the maternal speech. Analysis 2 addressed the question of whether truncation rates in children's word production vary as a function of the frequencies of prosodic word structures in the input. Analysis 3 tested whether truncation rates vary as a function of the frequency of the target words in the input. Analysis 4 examined whether truncated words tend to become prosodic structures that are frequent in the input.
Analysis 1: Target word size, truncation, and input frequency
The first analysis looked at the overall pattern of truncation and input frequency in terms of word size. The purpose was to obtain an overview of the global truncation pattern and to examine whether the truncation rates across different word sizes were consistent with the input distribution. Children's truncation rates were calculated for target structures classified into four broad categories: (a) words with two syllables and two moras (i.e., LL, e.g., /koko/ 'here'), (b) words with two syllables and three or four moras (i.e., HL, LH or HH, e.g., /kákka/ 'mom', /bɯdo / 'grape', /o k ´ / 'big'), (c) words with three syllables (e.g., /bánana/ 'banana'), and (d) words with four or more syllables (e.g., /ɯ okánai/ '(it)doesn't move'). Truncation rates were obtained by dividing the tokens of truncated forms by the number of attempts made at target words in each category. The data were grouped into periods of three months: 1;5 -1;7, 1;8 -1;10 and 1;11 -2;1. The results of this analysis are shown in Tables 1− 3 . Truncation rates are given in percentages along with the number of truncated forms and attempts (shown in brackets). Results of chi-square analysis of distribution are reported in the bottom panel of the table. 3σ versus 4(+)σ n /a n /a 9.17 ** Note: **p < .01, ***p < .001 Table 2 Ryo's truncation rate by target size and age (%) Although there are some differences across the children in the timing of development, several common patterns are observable in the truncation pattern. Truncation rates are consistently lower for disyllabic targets than for trisyllabic targets whether they are bimoraic or longer. This confirms Ota's (2003) finding that there is a clear difference between disyllables and trisyllables in their tendency to truncate, while the number of moras in the disyllabic targets is not related to truncation rates. But, where enough data are available, a difference is also detected between targets with three syllables and targets with four or more syllables. This order of truncation rates corresponds to the order of first recorded attempts at different word sizes. Although target words in all four categories appeared in Tai's earliest month of recording (1;5), production of disyllabic targets preceded the first recorded attempts at trisyllabic targets for both Aki and Ryo (at 1;10 and 1;8, respectively), which in turn occurred before the first documented targets with four or more syllables (at 2;0 and 1;10, respectively). As the data are sampled speech, however, we cannot determine whether this sequence of first occurrence reflects the actual order of emergence or the order of frequency in the child's production.
As far as truncation is concerned, then, disyllabic targets tend to truncate less frequently than trisyllabic targets, and trisyllabic targets less frequently than longer targets. To see whether this can be reflective of the input distribution, the maternal speech addressed to the child throughout the period of investigation (1;5 -2;1) was analyzed. The proportion of words with different number of syllables was calculated both in terms of the number of times they were produced (token frequency) and the number of different lexical items used (type frequency). Disyllabic words were further classified into those with two moras and those with three or four moras.
The results, reported in Table 4 , appear to support the prediction that more frequent prosodic types (as measured in syllable count) are less likely to truncate in Japanese children's word production. Disyllables, which truncate the least, are by far the most frequent word size in the maternal input. Also, consistent with the observation that both disyllabic / bimoraic words and disyllabic /triquadrimoraic words truncate less frequently than trisyllabic targets, both are more frequent than trisyllabic words at least in token count. Furthermore, the frequency of multisyllabic words diminishes as a function of length. However, such correspondence between input and truncation can be accidental. Word frequency (at least in adult language) is usually negatively correlated with word length (Zipf, 1935) . Therefore, truncation rates can increase with word length for reasons other than frequency and still show a correlation with frequency. Another reason why a simple correspondence at this level needs to be interpreted with caution is the considerable amount of variability seen in the truncation data. Tables 5 -7 show the mean, SD, and range of truncation rates for the different target size categories at an age where the overall truncation rates exhibit a pattern matching the order of input frequency for each of the children. With the exception of Aki's data for words with four or more syllables (which is estimated from only 3 word types), the variation in truncation rates for multisyllabic targets is extremely high. This classification based on the number of syllables, therefore, is not only confounded with the relationship between word length and frequency in adult speech, but is also too coarse as a basis for drawing tenable conclusions about the connection between truncation and input frequency. These problems can be circumvented by comparing truncation and input frequency of prosodic structures while controlling for word size. If there is a frequency effect of prosodic structures, even words with a comparable length should show a systematic correlation between their prosodic structures and the corresponding input distribution. This prediction was tested in the next analysis. In this analysis, target words were classified into prosodic structure types defined not only by syllable count, but also by syllable weight and the presence /location of pitch accent. The truncation analysis for children's production was carried out for the three-month period in which the child attempted to produce more than three different prosodic word types with three or more syllables. Because Aki's and Ryo's first two datasets did not meet this criterion, they were not included in the analysis. Tai's third dataset was also excluded because of its very low overall rate of truncation (1.2%). The four datasets that were used in the analysis were Aki's 1;11 -2;1, Ryo's 1;11 -2;1, Tai's 1;5 -1;7 and Tai's 1;8 -1;10. The classification of the target words into a large number of detailed prosodic word structures resulted in a reduced number of data points in each group. In order to minimize sampling errors and over-representation of a few frequent lexical items, only target words that were attempted at least five times were included in the calculation, and the truncation rate for each prosodic structure type was calculated as the mean truncation rate of word types belonging to that category, rather than the token ratio of all truncated attempts. As for the input frequency in the maternal speech, the proportion of words belonging to each prosodic word type was calculated both in terms of token count and type count.
In Table 8 , the truncation rates are shown together with the corresponding maternal input in type and token frequency for the most commonly targeted prosodic structures. The full descriptive results are given in the Appendix. A general observation that can be made is that the overall truncation rates for disyllable targets are quite low, mostly below 10%, considering that these children are about or younger than 2;0. In comparison, English-speaking children truncate weak-strong disyllabic targets (e.g., giraffe) about 50% of the time even at 2;3 (Kehoe & Stoel-Gammon, 1997 ). The truncation rates of trisyllabic targets, in contrast, are generally higher.
A closer look at the data reveals some interesting particularities within the disyllabic and the trisyllabic categories. Among the disyllabic structures are some with truncation rates higher than others. For instance, in Ryo's data, LH2's 13.6% is comparatively higher than the rates for his other disyllables and in Tai's 1;5 -1;7 data, LH0 stands out with 100%. Examples of truncation occurring in these prosodic word structures are shown in (4) and (5). Note that it is problematic to ascribe the high truncation rates simply to the general markedness of these structures since Aki does not truncate his LH2 targets (e.g., /takái/ → [takai] 'high' (2;1)), and Ryo does not truncate his LH0 targets (e.g., /tʃi au/ → [tʃi au] 'not right' (2;1)) despite his truncation of LH2. As reported in Ota (2003) , the truncation patterns of LH targets exhibit individual differences. 'clock' (1;6.11)
Turning to the trisyllabic targets, we notice that some structures have truncation rates lower than other trisyllables attempted by the same child, for instance, Aki's HHH2 (e.g., /ʃinkánsen/ 'bullet train') with 5.3%, Ryo's LLL2 (e.g., /hasamɯ/ 'clip') and HHH2 (e.g., /hambá a / 'hamburger'), both with 0%, and Tai's HHH1 (e.g., /táiʃo kɯn/ '(Tai's name)') with 14.3%. Again, there are some discrepancies across individuals. HHH2 has a low rate for a trisyllable in both Aki and Ryo, but a relatively high rate in Tai. Conversely, the rate for HHH1 is comparatively low in Tai but high in Aki.
The question is whether such variability across structures and individuals is systematically related to the input frequency of words with the same prosodic profile. If it is, we predict that words that have a prosodic structure that is frequent in the individual input are less likely to truncate even when they are controlled for length. To test this prediction, a correlation analysis between the mean truncation rate of each prosodic word structure and the maternal input frequency was carried out separately for disyllabic targets and trisyllabic targets. As the data presented nonuniform variance, both truncation rates and input frequency estimates were log transformed before running the correlation tests. However, words belonging to some prosodic structure types were not truncated at all, producing zero values that could not be log transformed. Two analyses, therefore, were carried out: One between the truncation rate and the maternal input excluding prosodic structures that were never truncated, and one between the nontruncation rate (i.e., the proportion of prosodic structures that were not truncated) and the maternal input excluding structures that were always truncated.
The results, reported in Tables 9 and 10 , failed to support the prediction. Table 9 shows no significant correlations between the mean truncation rate of a prosodic structure and its proportional frequency in the maternal input either within the disyllabic or trisyllabic data. Similarly, Table 10 shows no significant correlations when the mean nontruncation rate was used instead of the truncation rate. In sum, the variability in truncation rate found within disyllabic targets and trisyllabic targets was not systematically related to the estimated input frequency of prosodic structure types used in the analysis. 
Analysis 3: Target word frequency and truncation
The purpose of this analysis was to examine whether there is a lexical frequency effect on word truncation. If children are less likely to truncate target words that are more frequent in the input, there should be a negative correlation between truncation rate and word frequency, or a positive correlation between nontruncation rate and word frequency. These predictions were tested separately for disyllabic targets and trisyllabic targets. Truncation rates and nontruncation rates were calculated as the number of truncated and nontruncated outputs divided by the number of attempts made. Frequency in maternal speech was calculated as the proportion of each target word in the total token count of words produced by the mother. All values were log transformed, with words never truncated removed from the truncation analysis and words always truncated removed from the nontruncation analysis to avoid zero-value problems with the transformation. The results reported in Table 11 show a significant negative correlation between lexical frequency and truncation rate in three out of the four disyllabic datasets, and three out of the four trisyllabic datasets. These outcomes support the prediction that words that are more frequent in the input are less likely to truncate. However, as revealed in Table 12 , these results are not replicated in the analysis of nontruncation contrary to the prediction that there should be a positive correlation between the mean nontruncation rate of a lexical item and its relative frequency in the maternal input. Recall that the difference between the analysis in Table 11 and that in Table 12 is that the former did not include words that were never truncated. The effects of these nontruncated words can be seen in the datasets for which a significant correlation was found in Table 11 but not in Table 12 . Two such examples, Ryo's di syllabic targets and Tai's trisyllabic targets at 1;5 -1;7, are shown in Figure 2 . As evident from these scatterplots, although truncated words tend to have a higher nontruncation rate when they are more frequent in the input, this trend is masked by a large number of words which do not undergo any truncation. There is a general ceiling effect on the nontruncation rate, and the residuals are much larger when the input frequency is low. The generalization is that truncation does not occur frequently, but when it does, it tends to happen more with words that are infrequent in the input. Nontruncation rate per lexical item as a function of input frequency: Ryo's disyllabic targets at 1;11 -2;1 (left panel) and Tai's trisyllabic targets at age 1;5 -1;7 (right panel)
The second half of this generalization can be confirmed by Figures 3 -6 , which plot the log truncation rate of each lexical item in the child's production that underwent some truncation, against the log lexical frequency of the same lexical item in the maternal speech. These scatterplots offer some explanations for the rather haphazard pattern that emerged in Table 8 , which, according to Analysis 2, was not correlated to structural frequencies in the input. Take Tai's LH0 at 1;5 -1;7, for example, which had an uncharacteristically high truncation rate, 100% (see Table 8 ). In Analysis 2, this structure was actually represented by only one target word: /toke / 'clock' which always truncated to [ke ] (cf. (5)) (the other items were not included due to low number of attempts).
Figure 3
Truncation rate per lexical item as a function of input frequency (Aki, 1;11 -2;1)
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Figure 5
Truncation rate per lexical item as a function of input frequency (Tai, 1;5 -1;7) Figure 5 shows that the high truncation rate for this item is systematically related to its low frequency in the input. But this correlation holds only between /toke /'s truncation rate and its own input frequency, not the input frequency of all LH0 words. Similarly, the reason why Ryo's truncation rate for LH2 as a whole is relatively high is that it includes the frequently truncated word /su ói/ (→ [ŋoi]) 'great' (compare (4)). In lexical terms, the high truncation rate of /su ói/ is predictably related to its low frequency (see Fig. 4 ). It is also interesting to note that common lexical items have very comparable frequencies and truncation rates across children. Thus, /itái/ has midfrequency and midtruncation rate in both Ryo (Fig. 4, left panel) and Tai (Fig. 5, left panel) , and -8.00
Log lexical frequency in maternal speech /a´tta/ has high frequency and low truncation rate in Ryo (Fig. 4 , left panel) and Tai ( Figures 5 and 6 , left panel). This suggests that the main reason why we find intersubject differences in a structure-based summary such as Table 8 is not because children receive variable input for each word structure but because the composition of their lexicon varies; so for example, one child's pool of LH0 words is different from another's, which can result in differences in their truncation rates for LH0 words.
Analysis 4: Input frequency and the prosodic structure of truncated forms
The last analysis turns to the hypothesis that prosodic structure frequency affects the prosodic profile of truncated forms. If there is such an effect, there should be a tendency for truncated forms to have the prosodic structures frequent in the input. To test this prediction, all the truncated forms of trisyllabic targets in the data (1;5 -2;1) were examined to see whether they tended toward frequent shorter forms. Tables  13 -15 show the probability distribution of output forms for each trisyllabic structure that underwent truncation. For instance, the figures for HHL2 in Table 13 mean that when Aki truncated target words with that structure, it had an 80% chance to become HL and a 20% chance to become HH. This was calculated by dividing the number of lexical items with a particular truncated output type by the number of lexical word types attempted in that category. When there was more than one output form for a given word, the count was split between the output types proportionally to the token frequency (e.g., if 7 out of 10 of the truncated outputs for /bánana/ (LLL1) had the shape LL and the other three HL, then the score for /ba´nana/ was 0.7 point to LL and 0.3 point to HL). The mean score reported near the bottom indicates the overall probability of any truncated form to be of that shape. The token and type frequencies in the maternal input are also shown as probabilities out of 1.0. Truncation rate per lexical item as a function of input frequency (Tai, 1;8 -1;10)
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Disyllabic targets
Trisyllabic targets Table 13 Distribution of truncated forms for trisyllabic targets (Aki) Apart from the low rate for L both in the input and the output, there is no consistent correspondence between the probability of truncated form and input frequency (either type or token). The most frequent input form with one or two syllables, LL, is not the most common destination of truncation as a whole. By far the least frequent disyllabic form in all children, LH, has a truncated form probability as high as HL in Ryo's data, and as high as LL in Tai's data. These results indicate that, when truncated, trisyllabic targets do not have a systematic tendency to have prosodic structures frequent in the input. Rather, many of the patterns in the data can be explained by several generalizations that follow from the structural description of the target word: (a) the tendency to omit one rather than more syllables (except in the case of unaccented words); (b) the tendency to retain the weight of the target syllables; and (c) the tendency to retain the accented syllable (see Ota, 1998 Ota, , 2003 ; also see Kehoe, 1999 , Lohuis-Weber & Zonneveld, 1996 , for similar generalizations made for other child languages). 8 Together, these tendencies account for the most commonly observed truncation patterns, illustrated below with relevant examples. These results run counter to the prediction that longer words truncate to prosodic structures that are frequent in the input since disyllabic words are the most frequent word size in child-directed Japanese. Truncation of quadrisyllabic targets to trisyllabic outputs rather than mono-or disyllabic outputs has been reported in other languages including child English, for example, alligator [ hε εdə] (Kehoe, 1999 (Kehoe, /2000 , child Spanish, for example, /arbolito/ [bo lito] 'little tree' (Gennari & Demuth, 1997) and child Dutch, for example, /helikoptər/ [hejikɔpt] 'helicopter' (Lohuis-Weber & Zonneveld, 1996) . That this pattern of truncation is attested across languages indicates that early words are not always subjected to a templatic size restriction -a point already made by several researchers (e.g., Kehoe, 1999 Kehoe, /2000 Lohuis-Weber & Zonneveld, 1996; Taelman, 2004) . Of course, these results do not eliminate the possibility that an earlier stage exists where all long targets are truncated to the most frequent prosodic structures, such as LL. This issue will be discussed below.
Truncated form
(6) LLL1 → LL a. /tómato/ → [oma] 'tomato' (Aki
Discussion
The purpose of this study was to address three questions concerning the relationship between input frequency and word truncation in early Japanese production: (a) whether target words are less likely to truncate when they have a prosodic structure more frequent in the input, (b) whether target words are less likely to truncate when they are lexical items that are more frequent in the input, and (c) whether truncated forms tend to take the shape of frequent shorter forms. The first hypothesis was not supported by the analysis. No negative correlation was found between truncation rate and prosodic word type when word length was controlled. The second hypothesis was supported by the data, which revealed a significant negative correlation between truncation rate and target word frequency. The third hypothesis was refuted by the finding that trisyllabic and quadrisyllabic targets did not truncate to frequent disyllabic forms.
There are different ways to interpret the outcome of the structural frequency analysis. First, the failure in finding a correlation between truncation rate and frequency of prosodic word structure may be due to methodological problems. Target words were classified into prosodic structure types based on the three parameters, number of syllables, syllable weight and accent, as these are known to influence early word truncation. However, the factorial combination of the three variables may have sliced up the structural space into categories that do not necessarily reflect the learner's phonological analysis. At the same time, there may be phonological properties other than these three, such as segmental structures, that are more relevant to the grouping of words into categories relevant to truncation. The detailed classification of prosodic structures also generated prosodic types represented by one or few target words. This may have resulted in poor estimates of the central tendencies in structure-specific truncation rates. Second, there is a possibility that frequency effects mediated by the phonological structure of the target words interact with markedness effects. The hypothesis tested here did not assume the existence of markedness effects that are independent of input probability distribution. 9 However, certain structures, such as LH, may be inherently more susceptible to truncation regardless of how frequent they might be in the input. Such effects could have masked the influence of input frequency. Stites et al. (2004) also point out that frequency-markedness interaction can be subjected to individual differences, whereby some children show weaker structural frequency effects with respect to markedness effects, and vice versa. In future analysis, then, putative markedness effects need to be factored out. Thirdly, the analysis might have missed an earlier stage during which truncation rates are in fact related to input frequencies of prosodic word structures. Given the generally low rates of truncation in the analyzed portion of the data, it is plausible that these Japanese-speaking children had already grown out of a stage when prosodic structure frequency could play a visible role in word truncation. Unfortunately, this could not be tested due to sparseness of relevant data in the earlier files of the corpora.
The correlation found between the frequency of target words and their truncation rates also leaves some room for interpretation, as such a correlation does not necessarily mean that children become better at producing certain words because of their frequent input. It is possible that the correlation reflects the opposite causal relation, for example, mothers' tendency to repeat words they know their children are capable of producing in a targetlike fashion. Nevertheless, the result is consistent with the hypothesis that at least one way in which input distribution can influence children's word production is through the frequency of target words. It also corroborates the finding that word frequency has a positive effect on children's segmental production (Gierut, Morrisette, & Champion, 1999) . This raises the possibility that what appears to be a frequency effect on a particular phonological structure may actually be a combined frequency effect on a group of lexical items. For instance, one of the empirical issues brought up in the introduction was the individual differences in words that tend to have higher truncation rates, such as LH0 for some Japanese-speaking children and LH2 for others. In addition to the possibility that LH is a marked structure, these differences may arise from different input frequencies of individual words that have structures such as LH0 and LH2. Some children may encounter a few LH0 words that happen to be frequent in the input. These words become more accessible to the child, which reduces their truncation rate, consequently lowering the overall rate of truncation for the LH0 category, but only as an epiphenomenon. It may also be that such a change in the child's phonological ability spearheaded by a few lexical items eventually spreads to similar words through lexical diffusion (Gierut, Morrisette, & Champion, 1999; Morrisette, 1999; Storkel & Gierut, 2002) or through the construction of word templates, that is, sets of preferred motor plans (Vihman & Velleman, 2000) .
It is worth noting that lexical items that lead changes in phonological development are not always older words that have been in the child's productive lexicon longer (Menn & Matthei, 1992) . Thus, words acquired earlier do not necessarily have a shorter period of truncation than words acquired later (Johnson, Lewis, & Hogan, 1997) , and truncation of early-acquired words may persist even after similar-shaped words become available for adult-like production (see e.g. the case of "residual" reduction of the word daddy ([daj]) in Moskowitz's (1970) data). This suggests that lexical frequency cannot be equated with the type of lexical familiarity associated with the age of acquisition, although how exactly input statistics ultimately affect children's word production remains to be investigated.
The results of the last analysis showed that the distribution of the truncated forms had little to do with the frequency of those structures and more to do with the tendencies to preserve, to the extent possible, certain aspects of the target prosodic structure such as syllable count, syllable weight and accent. By definition, syllable count is compromised in truncated outputs, but the majority of forms lose no more than one syllable. Of course there may be a developmental dimension to this, and quadrisyllabic targets may tend to truncate down to one or two syllables in the early stages. But the analysis in this study indicates that even if there is such a phase which could reflect structural frequency effects on the shape of truncation, it does not last long, whereas lexical frequency continues to have an influence on the types of words that undergo truncation. On the whole the evidence suggests that input frequency has a much clearer connection to what truncates than how it truncates.
Let us now evaluate the implications of this study for the issue of variation in truncation. The crosslinguistic import of the Japanese data is consistent with the observation made in previous studies: the input frequency of prosodic word types, at least in terms of word length, does seem to affect the timing of when longer production becomes possible. The distribution of prosodic word types in Japanese is different from English-type languages (in that it has a much higher proportion of multisyllabic words) and from Spanish-type languages (in that it has many more disyllables than longer words). Given this pattern of input, the truncation pattern for trisyllabic words in Japanese is predicted to be somewhere between these two types of languages, and overall this prediction is borne out. In the present study, the overall truncation rate for trisyllabic targets is 20% or less for all two of the three children by 2;0. Reliable production of trisyllabic target words in Japanese therefore takes place much earlier than that typically reported for English-or German-speaking children, and is somewhat later than that reported for Spanish-speaking children (see Lléo, 2002; Lléo & Demuth, 1999) .
The lexical frequency effect confirmed in Analysis 3 provides one straightforward explanation for the individual variability in truncation rate across words that share the same prosodic structures. Independently of their prosodic structure, frequent target words are more accurately produced, and as individual children have different lexicons, truncation rates for words with similar prosodic structures can vary depending on which words the child knows and produces in spontaneous speech.
The analytical outcomes of this study highlight the importance of taking lexical factors into account when making generalizations about children's early phonological system. In studying early phonological phenomena such as truncation, there is a tendency to discount differences across lexical items in favor of the general pattern shown by structure-based analysis. The finding that word frequency can influence truncation rate shows that this practice may not only overlook the contribution of lexical factors but also risk the danger of confounding them with structural effects (see Zamuner et al., 2004 , for a similar note of caution). In more careful analyses of early word production, therefore, word frequency needs to be controlled for. Sparse spontaneous speech corpora such as the one used in this study have some inherent limitations in this respect, and it is hoped that more systematic probing will be achieved in future research through other methodological means.
Appendix
Aki's truncation rates (1;11 -2;1) 
