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Medical image synthesis has recently gained much attention as aprominent solution for the problem of the scarcity of the resourcesin the healthcare sector. Recent research lines addressed this prob-
lem by the generation of synthetic data that can be used for training of
apprentice physicians and validation of computer-aided diagnostic frame-
works. Traditionally, virtual simulated environments have been used for
training purposes of the surgeons and physicians in a controlled environ-
ment to give them a hands-on experience with no risk of medical errors.
However, these virtual environments usually aim at the simulation of elas-
tic deformations of the real soft tissues rather than the visual appearance.
Realistic visual appearance for simulated environments can be computa-
tionally expensive in complex virtual reality environments. Additionally,
synthetic data can offer a golden opportunity by the generation of synthetic
images for testing and validation of developed frameworks using more ar-
ticulated cases, including under-represented or rare condition cases.
In our research, we focused on two main applications that cover the
conceptual motivation of the medical image synthesis: surgical tool syn-
thesis and skin hair simulation for skin lesions. These two specialities
require extensive training to ensure the accuracy of the diagnosis. Sim-
ulated surgical scenes are designed to get the trainee familiarised by the
surgical scene and improve their hand-eye coordination in an immersive
experience. The development of photo-realistic simulated environments,
including the tools and the tissues can improve the training outcomes for
the intern surgeons. Furthermore, these simulated environments can be
used to develop tailored, personalised treatment plans for patients to in-
crease cost-effectiveness and lower patients mortality.
The second application targets melanoma detection and screening. Skin
cancer is a major health problem that has a high mortality rate, which re-
quires periodic screening to reduce the severe complications by early de-
tection of the onset. Many computer-aided diagnosis tools have been de-
veloped for screen and diagnosis. Therefore, these methods require a stan-
iv
dardised benchmark and validation against rare-cases and to measure al-
gorithm sensitivity to visual artefacts, such as ruler marker and skin hair.
To achieve photo-realistic image synthesis, a perceptually-aware con-
ditional generative adversarial network is developed using a modified ar-
chitecture for the generator of the adversarial network to incorporate a
combined loss for training. This combined loss consists of per-pixel regres-
sion loss using mean square error “MSE” and structural similarity metric
“SSIM” for the optimisation of the deep architecture of the generator. How-
ever, the adversarial training requires semantically labelled ground truth
images. Therefore, an accurate semantic segmentation technique is a ne-
cessity for network convergence and detailed modelling for the image data
distribution.
In this thesis, we covered the identified gaps in the field of medical
image synthesis in a bottom-up approach that include data preparation
via segmentation for synthesis, conditional image-to-image translation and
perceptually-aware optimisation for the generator network. For segmenta-
tion for synthesis, we aim to address the over-segmentation problem com-
monly associated with end-to-end semantic segmentation, that results in
high false positives rate. We propose a hybrid architecture for segmenta-
tion using convolutional and recurrent neural networks for accurate delin-
eation for objects of interest. The proposed deep architecture employs a
Long-Short-Term-Memory “LSTM” layer to encode the spatial correlation
between encoded feature patches in horizontal and vertical directions. This
enables the network to produce higher segmentation accuracy.
For image synthesis, we conducted a pilot study based on conventional
image processing techniques for synthesis using image blending. The syn-
thesised images using these techniques are contaminated with visual arte-
facts due to blending. To overcome these visual artefacts, we propose an
image-to-image translation method for medical image synthesis as a data-
driven approach. Also, image-to-image translation leverages the capabili-
ties of the image synthesis process by generating images based on unseen
scenarios, unlike the image blending or texture mapping methods.
The proposed approach was able to achieve photo-realism for the visual
appearance for simulated images by the application of the generative adver-
sarial networks (GANs). The generative adversarial networks will process
a layered multi-label image input to produce a photo-realistic composite
image, representing a corresponding image for the input labelled image in
the photo-realistic images domain, Stencil-GAN. Additionally, the proposed
technique pre-processes the input images using morphological dilation in
a progressive manner for the input labelled-masks to force the generative
v
adversarial network to generate well-blended composite regions. This step
eliminates the need for applying post-processing low-pass filters, or pyra-
mid transforms to blend the foreground objects with the background.
To leverage the photo-realism, We proposed a modified version of the
objective function used for optimisation of the deep neural network to im-
prove the image quality of the synthetic images and alleviate the instabil-
ities associated with training the generative adversarial networks, along
with the aformentioned progressive scheme that we adopted for network
training.
Finally, in order to quantitatively evaluate the performance of the pro-
posed architecture, we estimated the image quality of the synthetic images
based on t-SNE and Bhattacharyya distance. The evaluation method re-
lies on feeding the synthetic images into a pre-trained deep neural network
architecture to extract the features, and then compare resulting features
with the same features produced when feeding real images to the same
pre-trained network. The demonstrated results show the efficiency of the
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Research in the medical image analysis domain has been advancingin parallel with pathology science to cope up with the need for accu-rate understanding and characterising of diseases. Applications of
machine learning in medical image analysis have been introduced to solve
many day-to-day problems that face clinicians and healthcare practition-
ers. Therefore, computational medicine and artificial intelligence became
a commodity. The ultimate goal of the medical imaging advancements is
early disease prevention, detection, planning, and treatment. Thus, this
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leads to an increasing need for a standardised benchmark to validate the
developed frameworks and computer-aided diagnostics. Manual annota-
tion is an extremely tedious task that requires subject matter expert and
skilled labour for labelling the data. Also, privacy and ethics-related is-
sues can affect the process of data collection, annotation, and public avail-
ability. For the reasons above, medical image synthesis attracted much
interest as an emerging discipline with high potentials, which can gener-
ate synthetic data that will be directly beneficial to validating, assessing,
and benchmarking the performance of medical analysis and reconstruction
techniques.
1.1 Motivation
Machine learning in the medical imaging domain is a data-driven approach
for solving a given problem by implicitly finding a solution based on the
training data instead of constructing a model-specific algorithm. However,
it was found that networks trained with a relatively small number of train-
ing data points, suffer from limited abilities to adapt and generalise to new
patients. Data annotation became a necessity to construct and validate ma-
chine learning algorithm. Labelled data is the gold standard for training
and validation. Healthcare domain suffers from the scarcity of structured
information and labelled data. There is a lot of unstructured data that re-
quires labelling by skilled healthcare professionals including clinician and
surgeons, which is a time-consuming task. Thus, synthetic data generation
drew significant attention by creating data, along with the corresponding
ground truth.
Medical image segmentation is one of the intuitive examples of medical
image processing that helps in the diagnosis of pathology and gives clear
diagnostic insights for underlying diseases The segmentation process re-
lies on the delineation of a specific organ as shown in Fig. 1.1a or lesion,
as shown in Fig. 1.1b and c within a 2D or 3D images. The primary chal-
lenge is the vast variability in the organ structure and the image quality.
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(a) Cardiac images segmentation.
(b) Brain tumour segmentation
(c) Melanoma segmentation
Figure 1.1: Medical image segmentation samples.
The context-aware systems in modern operating rooms became an integral
part of the daily routine for surgical operations. These systems rely on the
integration of autonomous systems along with the non-autonomous ones
to facilitate the surgeries and improve patients’ outcomes. These systems
require accurate recognition for the system components and phases. This
identification process includes the of the semantic segmentation of the sur-
gical tools and the current surgical operation phase, as shown in Fig. 1.2.
For decades, the surgeons acquire their surgical skills and dexterity by
spending their residency training as apprentices. The training paradigm
is based on “See, Do, Teach” model. An apprentice surgeon accompanies
a skilled surgeon to see how he acts and deals with the cases. Then, the
3
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(a) Real scene used for a
surgical operation




Figure 1.2: Surgical tool segmentation.
apprentice performs a designated task in surgery as a hands-on exposure
under complete supervision [20]. After years of experience, they become
skilled surgeons. The conventional apprenticeship training model has sev-
eral drawbacks: delayed hands-on experience of the apprentices till they
get familiarise with all the tools and techniques; increased risk of medi-
cal errors; and apprentice surgeons may not all receive the same adequate
training.
During the apprenticeship of the surgeons, there are two roles associ-
ated with the training: preceptor and proctor. A preceptor is the tutor who
witnesses the procedure, can advice and shall interfere if the surgeon ges-
tures are inadequate that may lead to complications. The role of the proctor
is to observe the apprentice surgeon, give recommendations and perform
the competency assessment [21, 22]. Close supervision and mentorship are
expensive and prone to medical errors.
In the case of medical errors, the concepts of negligence persecution
in traditional medicine are closely related to the standard of care. It is
based on four principles: non-compliance to the duty of care, deviation from
standards of care, lesion evidence, causal link between the lesion and the
lack of care [21]. For legal implications, adequate training is mandatory to
make sure that the surgeons are accountable for any apparent deviation
from clinical guidelines and evidence-based medicine practices [21].
The surgeons usually follow clinical pathways and evidence-based medicine
to choose the treatment plan. However, choosing the right treatment plan
4
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Figure 1.3: Haptically enabled teleoperated surgical robot “HeroSurg”. It is
a haptically-enabled minimally invasive robotic surgical system, with col-
lision avoidance, modular instruments and automatic patient/bed adjust-
ment [Courtesy of [1]].
can raise concerns about the “loss of chance for patients” concept. This
concept implies the rights of a patient to go through an optimal procedure.
Thus, for patients who were treated by specific interventions according to
the standard of care, could have been treated by better ones. This debate
is one of the biggest challenges in the modern personalised healthcare sys-
tems [21]. Therefore, simulated environments can offer a virtual environ-
ment to test a particular treatment plan.
As a result of the technological developments in medical robotics, robot
assisted surgery (RAS) has been introduced to help the surgeons to perform
surgical tasks in a precise manner to improve surgical outcomes and reduce
post-surgical complications. These outcomes include decrease post-surgery
infection rate, decrease blood loss during operation, smaller incision size
for the surgical tools, decrease the length of bed days [23–25].
A RAS system is considered as a situated robot. It operates in a safety-
critical dynamic environment in the presence of a surgical team and a
patient. Thus, safety precautions must be taken into consideration to in-
crease the safety and reliability by continuous monitoring of the procedure
including the surgeon, the patient, and the status of a RAS system [26].
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Tele-operated RAS system is one of the popular medical robots. It extends
the surgeons capabilities and efficiency in performing surgery tasks. It
enables the surgeons to operate on the patients remotely using teleoper-
ation control console while maintaining the sense of touch through hap-
tic feedback. Several teleoperated RAS systems have been proposed such
as HeroSurg, Hand-assisted laparoscopic surgery (HALS) and DaVinci [1].
HeroSurg is a state-of-the-art Tele-operated RAS with haptic feedback that
has been built within Institute for Intelligent Systems Research and Inno-
vation, Deakin University “IISRI”, as shown in Fig. 1.3. Also, it has several
key features that help the surgeon to operate on delicate soft tissues with
great abilities such as the collision avoidance, high-resolution 3D images,
modular instruments and automatic patient/bed adjustment [1].
(a) Simulated scene used for training (b) Real frame captured for an operation.
Figure 1.4: A comparison between real and simulated endoscopic images
[Courtesy of [2]].
Driven by the latest technology in virtual reality and augmented reality,
simulators are introduced as an integrated part of the training curriculum
to help the pre-training and standardised assessment of the apprentice sur-
geon skills as a patient-safe procedure for training [20, 27]. Also, for skilled
surgeons, surgery simulation can help them to simulate the operation and
test the consequences of a certain chosen step [28].
The simulated surgical environment shall be realistic regarding real-
istic appearance and details to ensure the effectiveness. Conventionally,
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the organs and the tools are simulated as deformable meshes along with
texture-mapping methods to create the photo-realistic appearance. Many
of the proposed simulation methods constructed the virtual scenes using
the elastic deformation of the real soft tissues to add photo-realism. In
these methods, they used simulated computer graphics overlays for the
tools on top of the real soft tissues, which degrades the overall realism of
the scene, as shown in Fig. 1.4 [29–31].
Image simulation and synthesis can offer a solution for these issues by
the generation of simulated and synthesised data with a higher degree of
realism. Synthetic data is a powerful tool for validation, development and
assessment of images analysis algorithms. Additionally, it can be used for
training the user in simulated environments. The synthetic data is gener-
ated from a broad range of methods that can be as simple as basic digital
phantoms to more realistic complex models for organs or a physiological
phenomenon.
Synthesis and simulation have been interchangeably used in the liter-
ature of medical imaging. However, they are conceptually different in the
definition, the primary purpose and flow of information. Simulation is pri-
marily focused on modelling of an underlying process to construct a system
that can imitate the behaviour of a system. While synthesis is the pro-
cess of adding parts and components together to build a system. Thus, the
main purpose of the simulation is the imitation of an underlying process
and synthesis is focused on the assembly of the components.
Synthetic data can be generated by capturing the relationship between
the data in a data-driven way to construct models derived from phenomeno-
logical observations. On the other side, image simulation derives the mod-
els based on geometrical and physical foundations in a mechanistic fashion.
An abstract knowledge of the processes in the simulated environment
is an essential part of the image simulation. It is employed to define the in-
teraction between these processes to simulate user-defined scenarios. Thus,
simulation techniques are always reactive. The response is defined based
on the user input, with limited ability to react to an unforeseen situation.
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The typical flow of information is from the model to data, where the data is
generated based on the constructed model in a hypothesis-driven approach.
Learning from exemplars is the central paradigm used for image syn-
thesis. The model is built by summarising the observations captured from
the data. The learned model generalises by abstraction from the data to
a broader population. This facilitates the regression and generalisation to
unseen data samples. The main goal of image synthesis is the generation
of the image with high visual perception to humans with unnoticeable dif-
ferences between the real and synthetic images.
Medical image simulation is mainly based on complex structural and
functional modelling to precisely imitate the complex spatiotemporal dy-
namics resulting from continuously changing anatomy for organ of interest,
physiological interactions and the user-defined scenario of the simulation.
These spatiotemporal dynamics are the reflection of non-measurable phys-
iological parameters.
Most of the developed simulation environments focus on the accuracy
of the simulated scenario in terms of the dynamics and the components
interact with less focus on the realistic appearance of the simulated envi-
ronment. This is due to the complexity of photo-realistic models and the
computational cost associated with the rendering of highly realistic frames.
They use texture mapping to give the simulated bodies pseudo-realistic ap-
pearance. Conditional image generation using generative adversarial net-
works relies on modelling the data distribution within the target domain
and learn how to map the source domain to it. This process is known as
“Image-to-Image Translation”. To incorporate image synthesis with simu-
lation in medical imaging, the source domain is the simulated object with
labelled parts, and the target domain will be a photo-realistic correspond-
ing image with kinematics and geometry extracted from the simulated en-
vironment.
The optimisation of generative adversarial networks can be challenging
due to instability issues associated with the duelling nature of the network
because the adversarial training scheme is based on the optimisation of
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two competing networks. The first network is the generator, which gener-
ated fake synthetic images, and the opponent network is the discriminator,
which tries to detect the forged data by the objective comparison between
the output images and the ground truth, based on the data distribution
within both of them. Many methods were proposed to improve the adver-
sarial training stability and to speed up the network convergence. However,
these techniques require substantial computational power involving train-
ing on Multiple GPUs.
Image quality assessment is a crucial part of the validation process of
the development of an image synthesis technique. Several quality metrics
have been introduced to imitate the human visual system to predict the
human perception to the synthetic images. However, these metrics need
full access to the reference images. This can be unfeasible in many cases.
Some of the recently developed metrics were trained to score these images
blindly. However, these metrics either have to be trained for every specific
task or require a hand-crafted feature extraction technique.
1.2 Research Gap
Photo-realistic images are characterised by having fine details at the low-
est level that match the neighbouring pixels. Image synthesis can be em-
ployed to take charge of adding complex realistic details to the generated
simulated models. This method can be considered as a mechanistic ap-
proach to improving the realism of simulated images, in comparison to tex-
ture mapping. Photo-realism includes adding the colour constraints and
the fine details within the texture. Using a data-driven approach, more
photo-realistic details can be added to simulated images via image synthe-
sis by image-to-image translation. In the translation process, the semanti-
cally labelled simulated images are mapped from one domain to another.
The main challenge for the synthesis of a photo-realistic simulated im-
age is finding a common domain to bridge the gap between simulation and
synthesis. The simulation environment shall generate an intermediate
9
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representation for the synthesis step to achieve a simulated image with
a higher degree of realism. This, in return, requires accurate segmenta-
tion of different components of the simulated images. Therefore, accurate
semantic segmentation is a necessary pre-processing step to map the data
distribution of the real images to the labelled intermediate representation.
Using semantic segmentation, the training set images are subdivided into
grouped regions based on semantic labelling. These semantically labelled
images will be used in the optimisation of the conditional generative adver-
sarial network for image synthesis via image-to-image translation.
The recent work in the domain of image-to-image translation, the syn-
thetic images are holistically generated and entirely random based on a la-
tent random code that fed into a generator network. Thus, a post-processing
step is mandatory to blend the synthetic objects into a specific background.
Thus, a comprehensive technique is required to combine these two steps
into one step that incorporates synthesis and blending of the objects with
the background without the need for applying low-pass blending filters.
1.3 Problem Statement
Photo-realism of the synthetic images is the main objective of this thesis.
We utilised the recent advances in image synthesis. We based our approach
on conditional generative adversarial networks for image domain transla-
tion to generate and synthesise images. Conditional generative adversarial
networks are the state-of-the-art technique for image generation using neu-
ral networks. They are directly beneficial to alleviating the image photo-
realism.
To synthesise a realistic image, the source domain image is composed
by the overlay of a 2-D labelled mask for the object to be synthesised on an
arbitrary background, and then it is fed into a trained conditional genera-
tive adversarial network to generate a photo-realistic image in the target
domain. This can be used to replace computationally expensive computer
graphics shader and ray casting methods. Conditional generative adversar-
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ial networks are capable of the generation of synthetic images that follow
the same data distribution as the training samples. In order to model the
data distribution within the training samples, accurate semantic segmen-
tation for the training dataset is a crucial pre-processing step. We validated
the proposed work using a reduced-reference image quality metric for the
quantitative evaluation of the image quality.
In this dissertation, we identified the main milestones for achieving
the final goal: photo-realism of simulated environments. Firstly, semantic-
segmentation is a vital integral part of the training procedure for the image-
to-image translation as a pre-processing step. For this purpose, several
approaches for semantic segmentation are explored and validated using
quantitative and qualitative comparison. Secondly, image-to-image trans-
lation methodology was employed to convert the images from the semantic
labelling domain to the realistic image domain in a data-driven approach.
Unlike the methods in the literature, we superimposed the semantic la-
bels on an arbitrary background to synthesise objects on that background
without the need of image blending or pyramidal transform. Furthermore,
different objective functions were explored and compared qualitatively and
quantitatively to achieve a higher degree of realism. Finally, we used an
image quality metric for qualitative and quantitative evaluation of the pro-
posed image synthesis framework.
In this work, we used a systematic approach to tackle the obstacles as
mentioned earlier in the image synthesis research area. We firstly inves-
tigated the recent work in the literature to precisely identify the obstacles
and limitation in the pre-existing methods for medical image synthesis.
Secondly, we conducted some experiments using the conventional image
processing techniques to have more insights about these issues. Then, we
proposed the novel technique for image synthesis for various application to
explore the potentials for the presented work. Additionally, we proposed
a modified version for the proposed work to alleviate the issues associ-
ated with network training and image quality. Finally, a quality metric




The main scope of this thesis is to address the problem of photo-realistic
image synthesis of simulated environments using a data-driven approach.
The simulation is responsible for modelling the underlying physical or phys-
iological context, while, data synthesis adds realism to the whole inte-
grated system.
Unlike medical simulations, medical image synthesis has risen to the
surface as a relatively new approach that can be used to create synthetic
images in a phenomenological methodological approach. Therefore, inves-
tigating the potentials and limitations of medical image synthesis is one of
the main motivations of this work.
In this thesis, we proposed a novel technique for medical image synthe-
sis using a steered-stencil methodology to generate photo-realistic seam-
less image composite. We synthesised objects of interest using an image-to-
image translation with steered training towards specific areas, using super-
imposed labels and discarding the background. Additionally, to overcome
the instabilities associated by training generative adversarial networks, we
used a progressive learning paradigm to facilitate the network convergence.
The network is trained first on the main task “object synthesis” then the
network is trained to generate a composite image of the object with the
background.
Unlike conventional image synthesise techniques, this proposed method-
ology does not require any post-processing to blend the synthesised objects
with the background. As a second contribution, we employed the layered
image synthesis technique to address the image completion problem for
multi-object image composites for complex scenes synthesis. Furthermore,
we proposed using a combined loss layer for the conditional generative ad-
versarial network, consists of structural similarity metric “SSIM” and per-
pixel regression loss. According to the conducted experiments, the com-
bined loss layer achieved significant improvement in the quality of the syn-
thesised images with better convergence. To evaluate and validate the pro-
posed image synthesis approach, we propose an image quality assessment
12
CHAPTER 1. INTRODUCTION
for image synthesis based on t-SNE and Bhattacharyya distance, as a final
contribution. To that end, the contributions presented in this work can be
summarised as follows.
• A Novel Hybrid CNN-RNN Segmentation Deep Network
We designed a novel artefacts-resilient hybrid CNN-RNN deep learn-
ing architecture to extract accurate segmentation masks of objects
with undetermined boundaries, thin structures and colour artefacts.
We chose the lesion and hair segmentation problems as applications
where undetermined boundaries and thin structures exist, respec-
tively. The surgical tool segmentation problem was chosen as a sec-
ond application where colour artefacts exist (e.g. smoke and specular
reflection on the tools). The results of this study were partially pub-
lished as [32], [33] and [34].
• A Novel Stencil Training Method of GANs for Image Synthe-
sis
We introduced a novel training algorithm for image-to-image trans-
lation using generative adversarial networks (GANs) which allows
steering the learning capacity of the deep network to the regions of
interest in the synthesised image. The proposed algorithm makes
use of different layers of accurately segmented masks to act as sten-
cils during adversarial training. The proposed algorithm was then
extended to work iteratively to address multi-label synthesis.
• A Novel Combined Loss Function for GANs for Seamless Blend-
ing
We introduced a combined loss function for the GANs training to alle-
viate the need for applying low-pass filters to blend the synthesised
objects with the background in a post-processing step. The combined
loss utilised the strong penalties of per-pixel regression loss function
and the perceptually inspired capabilities of the SSIM metric. In or-
der to quantify the realism of the synthesised images, we proposed a
blind realism scoring method based on the deep encoded features of
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pretrained classification neural networks. The rationale behind this
is that for a synthesised set of images to be realistic they must pro-
duce a set of encoded features of the distribution similar to the those
produced from a real set of images.
1.5 Thesis Outline
In chapter 1, an introduction to medical image synthesis is presented. The
motivations were elaborated with insights about the difference between im-
age synthesis and simulation. The research gap is clearly identified. Then,
the problem statement is formulated along with the proposed methodology.
Finally, contributions and applications are elaborated.
Chapter 2 presents the literature review for the background for the pre-
sented topic. Efforts in image synthesis, including medical image synthesis
and image completion, were elaborated. Then, it is followed by a literature
review for image quality metrics. Finally, deep learning concepts and ap-
proaches were discussed briefly.
Chapter 3 discussed the “Segmentation for Synthesis” along with quan-
titative and qualitative results for segmentation to semantically label dif-
ferent image parts as a data pre-processing step. We were able to segment
skin lesion semantically, and skin hair images, with the introduction of a
novel skin hair removal metric based on tumour, disturb pattern metric.
Also, we semantically segmented the surgical tools for synthesis.
Chapter 4 consists of two sections: image synthesis using image blend-
ing and stencil image synthesis. In the first section, we conducted extensive
experiments to identify the gaps and limitations of image synthesis using
image blending techniques. We used two approaches for blending: Poisson
editing and generative adversarial network. Based on the conclusions of
the preceding section, we propose a novel approach for image synthesis us-
ing steered layered image-to-image translation. We conducted experiments




In Chapter 5, we introduce a combined loss function to enhance the
synthesis results of the stencil training algorithm further. The role of the
combined loss is to ensure the synthesised parts of the image blend with
the neighbouring pixels without the need for applying low-pass filters in a
post-processing step.
Finally, In Chapter 6, conclusions for the presented research are drawn,











“It is important to view knowledge as sort of a semantic tree –
make sure you understand the fundamental principles, i.e.
the trunk and big branches, before you get into the
leaves/details or there is nothing for them to hang on to.”
—Elon Musk
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In this chapter, we are going to cover several topics that will serve as abasis for our work: image synthesis, image quality metrics and deeplearning approaches including convolutional, recurrent and genera-
tive adversarial neural networks.
2.1 Image Synthesis
Image synthesis is the composition of a whole image using a combination of
smaller objects. The ultimate goal of image synthesis is the creation of a de-
ceptive synthetic image to stimulate the human visual system in the same
manner a real image does. Image synthesis is used for several applications
in the image processing domain, such as: texture-image synthesis [35], de-
noising [36, 37], style transfer, super-resolution [38], inpainting [39], image
colourisation, image completion [40, 41] and restoration [42]. The image
synthesis can be used as a benchmark to compare between several methods
on a sparse and standardised set of images. Image synthesis for data gen-
eration has been used in many applications, such as pose estimation [43],
face generation [44, 45], image rendering [46] and 3D modelling [47].
2.1.1 Medical Image Synthesis
In the domain of medical imaging, images synthesis has been recently
adopted in several related work to synthesise images for benchmarking
purposes. Ye et al. proposed a novel synthesis model based on patch-
propagation with restricted search space for coherent medical image syn-
thesis. They defined two restriction rules: spatial and population, to ad-
dress inter- and intra-image patches similarities to achieve a restricted
spatio-population search domain. However, the proposed method synthe-
sised the images iteratively. The output for this method was noisy [48].
Extended Modality Propagation was adopted by Cordier et al. to syn-
thesis MRI images by iterative modelling using labelled segmented regions
17
CHAPTER 2. BACKGROUND
within the source image to preserve the anatomy [49]. Alcaín et al. pro-
posed a real-time image synthesis using group-wise label propagation for
pseudo-CT synthesis using MRI medical images based on image atlas using
GPU-accelerated implementations [50].
In [51], Huang et al. proposed a cross-modality synthesis technique
using a weakly coupled and geometry co-regularised joint dictionary learn-
ing method to synthesise MRI images: T1-weighted, T2-weighted and Pro-
ton Density (PD)-weighted images using registered multi-modality image
pairs.
Duchateau et al. synthesised pathological 3D cine magnetic resonance
(MR) cardiac sequences using anatomical and functional knowledge. They
segmented healthy cardiac image sequences and translated the valuable
parts into meshes. Then, they used cardiac electro-mechanical models to
generate the simulated realistic motion. Then, they used this motion to
warp the cardiac images [52]. Using the registration/warping methodology,
Zhou et al. proposed a comprehensive framework for the simulation of both
MR and Ultrasound images, along with cine MR feature tracking [53].
End-to-end adversarial image synthesis is a recent application for the
adversarial training of convolutional neural networks. In [54], Costa et al.
adopted conditional generative adversarial network to synthesise retina
images from corresponding retinal vessel network. In [55], They trained
a fully convolutional neural network to generate synthetic computed to-
mography (CT) scan from Magnetic Resonance (MR) images. They trained
the network through adversarial training scheme on image patches. Then,
they applied an auto-context model to improve the results by achieving a
context-aware generative adversarial network.
Using image quilting and wavelet fusion, Glotsos et al. were able to gen-
erate synthetic microscopy nuclei images for evaluation and assessment of
the performance of segmentation methods [56]. Reverse domain adapta-
tion for medical image synthesis was adopted by Mahmood et al. to gen-
erate a synthetic-like image from real data for image depth estimation.
They used an unsupervised adversarial training to generate texture-less
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synthetic-like endoscopy images [57].
2.1.2 Image Completion
Image completion is considered one of the ill-posed problems, as the solu-
tion is not deterministic. It is also known as image inpainting. The comple-
tion process aims at mending the missing parts of the image or the removal
of image objects. The regions to be repaired are estimated based on the sta-
tistical information or the geometric structure of the neighbouring areas.
There are two main techniques: diffusion-based and exemplar-based in-
painting. In diffusion-based methods, the differential equations are used
to progressively fill the unknown regions with the local structures from the
known ones. On the other side, exemplar methods are based on searching
for pixel information elsewhere in the image to fill the empty gaps.
In [58], Bertalmio et al. employed partial differential equations (PDE)
to fill the pixels using information from surrounding pixels along isophote
straight lines intersecting with the boundaries of the regions. While, Crim-
inisi et al. utilised an exemplar-based method for image completion, along
with a confidence term in the inpainting process, to overcome the limita-
tion of the error propagation in the placement order [59]. However, the
proposed method was proposed to deal with monochrome images and suf-
fers from fast dropping of the confidence term [60]. Bugeaun et al. modified
the latter method by adding a weighted Bhattachayra distance. However,
it was targeting the pixel intensities only, without any penalties for the
structure or spatial term [61].
Wang et al. proposed an exemplar patch method, capable of preserv-
ing the structure and texture using space-varying updating strategy with
a modified confidence term to overcome fast dropping problem [61]. Ge et
al. used joint sparse patch selection for the synthesis of patches for im-
age completion. They utilised patch searching and patch matching to min-
imise the expectation maximisation objective function. The patch search-
ing space is defined based on the geometric and morphology of the patches.
They quilted the patches using the optimal seam synthesis method. This
19
CHAPTER 2. BACKGROUND
method utilised dynamic programming to find optimal seam stitching for
patches [62]. Yang et al. used double-sampling fractional structure ten-
sor (DFST). They modified anisotropic partial differential equations (PDE)
to incorporate non-locally regularised (DFST), which is used to guide the
diffusion process [63].
However, these methods are based on the assumptions that these areas
are usually long with relatively small width. Besides, they do not exhibit
too much structural or textural information [64]. Thus, these methods will
eventually produce blurred unrealistic results in case of larger areas with
a complex texture. To overcome these issues, exemplar-based methods are
extensively used for inpainting the large areas [64]. Ding et al. presented
a novel exemplar-based method for inpainting, where the best patches are
selected using perceptual-fidelity aware mean square error (PAMSE) [64,
65].
Hybrid methods, based on exemplar and diffusion-based methods, were
developed to utilise the advantages of both approaches. In these meth-
ods, the images are decomposed into two main components: low and high-
frequency channels. The PDE- diffusion methods are used to fill the gaps
for the low-frequency component. This low-frequency channel is considered
as the general image outline which includes colour tone without details or
texture. The details and textures are retrieved from the high-frequency
component. Then, exemplar-methods were applied on the high-frequency
channel to complete the missing regions [64].
Bertalmio et al. utilised the diffusion-based technique to fill the un-
known regions using the simultaneous decomposition of image structure
and texture synthesis to enhance inpainting [66]. Grossauer employed
the hybrid technique theta to incorporate a novel local texture synthesis
and PDE to diffuse and connect the disjoint areas, based on Landau equa-
tions [67, 68]. Li and Zhao adopted the hybrid completion technique based
on the salient structure completion for texture synthesis, combined with
texture propagation of the residual regions [69, 70]. In [71], Pan et al. mod-
ified the hybrid completion technique based on the identification of incom-
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plete salient object contours to incorporate the exemplar-based methodol-
ogy for fill-in instead of propagation.
However, these methods suffer from computational complexity, and the
improvements are not significant compared to the other techniques [64].
All of these methods are based on iterative techniques that require longer
execution times that range from 160 minutes to 2 minutes per image, as
reported in [64, 69]. The reported results were obtained from Berkeley
image dataset with size 480x320 [72].
2.2 Image Quality Metrics
Image quality metrics depend on understanding the photo-realistic charac-
teristics for the images and factors affecting the human eye perception to
improve visual representation for them. It was found that the human eye
is more sensitive to the structural information in the images. Evaluation of
the quality of the synthesised image has two main pillars: the realistic ap-
pearance of the image and spread of the synthetic images. The first pillar
addresses the photo-realism of the images. The second is used to assess the
originality of the generated image. Naive synthesis methods can generate
only memorised samples from the training dataset. The image synthesis
techniques shall show the ability to generate more data with inter- and
intra-variation capabilities, compared to the training set. Also, the syn-
thesis technique may produce a novel image with good quality. But, these
images usually occupy a small area in the space of natural image domain
compared to the sparse distribution of the training images.
There are three main quality metrics: full-reference, reduced-reference
and no-reference. In full reference, the input image is compared to a ref-
erence image with full access. Reduced-reference metrics have no direct
access to the reference image. However, they have limited access to partial
information such as features or colours. No-reference metrics have no in-




For full reference, mean square error (MSE) is the most common image
quality metric that can evaluate image fidelity. MSE has several advan-
tages including, simple, computationally inexpensive, and it is a differen-
tiable convex function. However, it is not highly correlated with the evalua-
tions of human observers. It is considered as a per-pixel evaluation metric,
which limits the ability to capture the structural information. Thus, sev-
eral techniques were proposed to overcome this drawback.
Structural similarity index is a popular image quality metric that has
been adopted as a standard metric for evaluation of image quality using a
reference image. It is based on several assumptions that emulate the hu-
man visual system (HVS). The human eye is affected by three components
of the image: the luminance, the contrast and the structure [73].
For any two images, a reference image I and a test image J, the SSIM
between these two images for each patch i and j centred at pixel (l,m) is
formulated as follows:
SSIM(i, j)= [l(i, j)]α . [c(i, j)]β . [s(i, j)]γ (2.1)
l(i, j)= 2µiµ j +C1
µ2i +µ2j +C1
(2.2)
c(i, j)= 2σiσ j +C2
σ2i +σ2j +C2
(2.3)
s(i, r)= 2σi j +C3
σiσ j +C3
(2.4)
where, µi, µ j, σi, and σ j are the mean and the variance of the patch cen-
tred at pixel (i, j). where i is the centre of the patch for an reference image
I. Similarly, µ j and σ j can be calculated for the test image J at correspond-
ing patch. α > 0, β > 0 and γ > 0 are parameters denoting the relative
importance of the components and C1,C2 and C3 are added constants to
ensure numerical stability. Setting α=β= γ= 1 and C3 = C22 simplifies the
computations to Eqn. 2.5.
SSIM(i, j)= (2µiµ j +C1)(2σi j +C2)




Xue et al. modified the well known MSE metric by adding a Gaussian
smoothing filter g in an attempt to capture the local neighbourhood in-
formation from the image instead of the per-pixel comaprison scheme, as
follows in Eqn. 2.6 [74].
P AMSE(i, j)= ||g⊗(i− j)||22 (2.6)
In [75], Xue et al. highlighted the relative importance of the edges to define
the image quality. It can explain both local and global distortions. They
used two Prewitt filter for horizontal and vertical edges. It was defined as
follows.
GMS(i)= 2mimd + c
m2i +m2d + c
(2.7)
where mi and m j are the gradient magnitude for the reference r and test
image j. c is a stability constant. The gradient magnitude are defined in
Eqn. 2.8 and 2.9.
mi =
√
(i⊗hx)2 + (i⊗hy)2 (2.8)
m j =
√
(j⊗hx)2 + (j⊗hy)2 (2.9)
where ⊗ is the convolution operator. Therefore, GMSD mainly focuses on
the edges present in the images.
The measurement of the quality for the generated images in the ab-
sence of reference images can be extremely difficult task. Several tech-
niques have been introduced to address this task. Zeng et al. proposed
a no-reference image quality assessment method based on robust statisti-
cal analysis based on natural scene statistics, multi-order derivatives and
complementary features in the frequency domain. Then, they trained a
support vector regression (SVR) on the feature vector to estimate image
quality [76].
In [77], Sun et al. split the test images into sub-images. Then, they
extracted the feature for each sub-image using multiple local convolution
to generate a response map for the whole image. Finally, they converted
this response map into a quality index. Oszust used high-order derivatives
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and local features for extraction of the deformation in the structure of the
distorted images [78].
Image semantics can have a great influence on the image quality spe-
cially the photo-realism of any composite images. Siahaan et al. proposed
a semantic-aware image quality metric to improve the performance of the
pre-existing image quality metrics. They combined the features extracted
from the objects and the scene to the perceptual quality metrics for the
assessment of the image quality [79]. The first step towards blind photo-
realism assessment of the images by adding semantics to image quality
metrics. Zhu et al. proposed a deep neural network to extract the discrimi-
native features for realistic composite images. They trained a network for
the prediction of the image realism of an image using the features, colour,
illumination and texture compatibility [80].
2.3 Segmentation Evaluation Metrics
Semantic segmentation is an essential task for image synthesis by seman-
tically labelling the different parts of the training image to facilitate the
mapping process of the training data to different semantic labels. Accurate
segmentation will lead to capture the real data distribution within the la-
bels. Many segmentation methods have been developed in the literature.
Thus, quantitative methods are required to compare these methods. These
evaluation metrics are used for the quantitative comparison between the
segmentation methods:
• Jaccard index: JA = TPTP+FN+FP
• Accuracy: AC = TP+TNTP+FP+TN+FN
• Sensitivity: SE = TPTP+FN
• Specificity: SP = TNTN+FP
• Dice coefficient: DI = 2TP2TP+FN+FP
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True positives are the classified lesion pixels in a correct manner. The total
count is denoted by TP. Similarly, True negatives are the pixels that clas-
sified as background pixels. The total number is denoted by TP. False pos-
itives and false negatives are the mislabelled pixels from the background
and lesion pixels, respectively. The total counts are denoted by FP and FN,
in the same order. In the conducted experiments, we are going to evaluate
the quality of the output segmentation masks in terms of these parameters
for quantitative comparison.
2.4 Deep Neural Networks
Medical image analysis domain is still a challenging arena for develop-
ments in artificial intelligence. Multi-modal medical images contain dif-
ferent pathological differences with typically different anomalies. Thus, an
automated algorithmic framework that can learn data representation by
itself can enhance the internal representation of the images. Deep learn-
ing has addressed successfully many complex problems using end-to-end
approach, in contrast to traditional machine learning and computer vision
approaches have solved using hand-crafted features [81]. It uses a back-
propagation model to automate feature extraction by self-learning directly
from the training data by optimisation of the objective function [82]. Deep
learning networks are trained using the self-learning or self-teaching by
the utilisation of given examples, in a similar approach to the human cogni-
tive behaviour. It uses the same neurons firing mechanism to recognise and
model the relationships between inputs and outputs, as shown in Fig. 2.1.
Deep learning is used to extract the semantics of images in the form
of hierarchical features using self-learned kernels. This facilitates the
challenges that confront conventional computer vision approaches in re-
lating different information modality to base image from other modality
especially organs appear in different ways in different modalities [83–85].
Deep neural networks are extended versions of the artificial neural net-
work that have several layers. They are constructed using multilayer per-
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Figure 2.1: Deep learning representation.
ceptron (MLP), Convolutional networks (CNNs) and Recurrent networks
(RNNs).
2.4.1 Multilayer Perceptron
Multi-layer perceptron (MLP) is the basic configuration for an artificial neu-
ral network that uses neuron-like unit for activation in an inter-connected
network configuration. The neurons are fired based on the weighted sum
of the input data. MLPs have shown great success in solving classification
problems.
In supervised learning, binary classification function c(x) = w0 + w1x
represent a classification based on feature space x ϵR1×1. It can be mod-
elled using discrete probability distribution called Bernoulli distribution,
as shown in Equ. 2.10 and Equ. 2.11.
p(y= 1|x;wo,w1)= f (w0 +w1x) (2.10)
Similarly,
p(y= 0|x;wo,w1)= 1− f (w0 +w1x) (2.11)
where w0 is the offset or bias term and w1 is the weight of the classification
function. Therefore, p(y|x : w0,w1) can be evaluated as follows,
p(y|x;wo,w1)= [p(y= 1|x;wo,w1)]y[p(y= 0|x;wo,w1)]1−y (2.12)
= [ f (w0 +w1x)]y[1− f (w0 +w1x)]1−y (2.13)
Let x = {x0, x1, x2, ......, xk} are classification feature space where x ϵR(k+1)×1
and w = {w0,w1,w2, .....,wk} where w ϵR(k+1) represents the corresponding
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Figure 2.2: Sigmoid multi-level perceptron.





w jx j = wT x (2.14)
Bishop et al. proposed logistic regression to solve the binary classifica-
tion problems [86]. The logistic sigmoid function was defined as
g(x)= 1
1+ exp(−x) (2.15)
This function has been known as “S-shaped" function or squashing function
as it “squashes" the inputs into the range [0,1]. As x → ∞, g(x) → 1 and
similarly, as x → −∞, g(x) → 0. Thus, it can easily model a conditional
probability distribution p(y= 0|x) and p(y= 1|x). Also, it has a simple form
of derivative.
The classifier can be represented graphically as shown in Fig. 2.2. By
substitution in the probability distribution functions for the output of the
logistic regression function as shown in Equ. 2.13, we get,
p(y|x,w)= [g(wT x)]y[1− g(wT x)]1−y (2.16)
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The logistic binary classifier is used to take (true/false) decisions, which
is called the hypothesis hθ(x). However, it is incapable of taking multiple
complex decision. Thus, neural networks were proposed to overcome this
problem. Neural networks simulate the biological neural system which is
usually built-up by interconnecting of single neuron. By analogy, as shown
in Fig. 2.3, a simple artificial neural network can be configured using hun-
dreds of sigmoid logistic regression function that run simultaneously.
Figure 2.3: Multi-level Multi-output perceptron.
The simple multi-decision neural network is more complex than logistic
regression function. Each neural network has a set of logistic regression
functions with different set of indexed weights. Each weight w ji is indexed
to map the relationship between inputs xi and outputs yj. The set of inputs
xi is called input layer. The set of outputs yj is called output layer.
By interconnecting more logistic regression functions between the input
and output layer, a complex artificial neural network can be achieved, as
shown in Fig. 2.4. The added logistic functions are called hidden layer with
outputs a(k)i . Thus, the weights wi j is modified to w
(k)
i j where k is index
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of the layer. The input unit x0 for all the input units to input and hidden
layers are equal to 1, as shown in Fig. 2.4.
Figure 2.4: Multi-layer perceptron.
The neural network is optimised through back propagation scheme [87].
The weights are optimised through computing the gradient of a regularisa-







(i))]k)− (1− y(i)k )log(1− [hw(x(i))]k) (2.17)
By alternating feed forward, error computation and back propagate er-
rors δ(k)j of activation units a j = g(z(k)i ) of all K layers to optimise the net-
work layers, as follows in Algorithm 1. Hinton et al. proposed a symmet-
rical neural network for unsupervised learning for an approximation of
identity function x̂(i)for input x(i), as shown in Equ. 2.18 [88].
x̂(i) ≈ hW (x(i)) (2.18)
The auto-encoder’s cost function can be formulated based on L2-norm of
the error, as follows in Equ. 2.19.









In sparse auto-encoder, additional regularisation is added to the cost
function J(W ,b : X , X̂ ) in Equ. 2.19 to learn over-complete, unique and non-
repeated features from the input data. Thus, The cost function in Equ. 2.19
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Algorithm 1 Back propagations algorithm
1: procedure FEED-FORWARD(xi,aki )
2: z(k)i ← a(k−1)i .w(k−1)i
3: a(k)i ← f (z(k)i )
4: end procedure





6: δ(K)j ← a(K)i .w(K)i ▷ output unit j for output layer K









f ′(z(k)i ) ▷ f




11: procedure BACK-PROPAGATE DERIVATIVES
12: ∂
∂w(k)ji
Jw(X )= aki δ(k+1)i
13: end procedure
can be modified as in Equ. 2.20.















where β is sparsity penalty that controls the sparsity of the auto-encoder,
λ is an additional regularisation term for the weight and KL(σ||σ̂ j) is
Kullback-Leibler standard function for measuring the divergence between






Thus, the minimisation of this term will guarantee convergence of σ̂ j to σ.
By stacking sparse auto-encoders, a robust deep architecture for unsu-
pervised feature learning neural network is achieved [89]. Deep learning
architecture is characterised by greedy learning approach for features in
each layer, as shown in Fig. 2.5 [90]. The output for each layer is fed into a
pooling layer for efficient representation of learned features by maximisa-
tion of the output response for each layer.
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Figure 2.5: Convolutional kernel for learned filters [3].
Pooling is used to efficiently reduce the dimension of feature maps at
each layer without losing any crucial information during the encoding pro-
cess. It has a great impact on the computational load by decreasing the
number of the variables (weights) that need optimisation during the learn-
ing process. Also, it makes the learnt features are transnational invariant.
Pooling can be max-pooling, mean-pooling and differentiable pooling. The
pooling operation enforces the robustness and integrity of network output
against small geometrical variations [91].
Figure 2.6: Classification network using deep neural network [4].
Artificial neural networks are known for being difficult to train because
of the presence of too many hyperparameters involved in the training pro-
cess that affect the learning procedure. Hyper-parameters include the tar-
get mean activation σ, the number of the hidden units, input patch size,
Pooling layer size, the weight of the sparsity penalty β and the weight
decay λ. Shin et al. proposed a method for optimisation called coordinate-
ascent-like. This method depends on optimising one hyper-parameter at a
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time and keeping all other parameters fixed.
In the medical imaging domain, body organs classification is one of the
most popular applications of deep 1-layer sparse auto-encoders. Images
are split into smaller 2-D patches of size 8x8 pixels and converted into 1-
D vector of 64 elements. This 1-D vector is the input to the sparse auto-
encoder network of 1-layer with 256 nodes in the hidden layer with 64
input nodes and five output nodes, as shown in Fig. 2.6. Each 1-D vector
is encoded into an element of size 256x1x1 in 3-D vector of size 256x32x32.
This 3-D vector represents the encoded visual feature extracted from each
patch. Then, visual features are reduced using pooling layer where each 3-
D volume 256x3x3 is reduced into 256x1x1 forming a feature space of size
256x11x11. Then, the output from pooling layer is fed into another hidden
layer of 256 units for a deep encoding of the extracted features. Finally,
the output is fed into a classifier layer to determine the class to which this
patch belongs.
This approach has two main drawbacks [92]:
1. Input patches are separate instead of inter-leaving ones, as shown in
Fig. 2.7. This results in a coarse output prediction map. The num-
ber is proportional to the stride of the inter-leaving window. Smaller
strides result in a larger number of parameters.
2. Sparse auto-encoder architecture is not deep enough to limit the num-
ber of the parameters (network weights and biases) that need optimi-
sation.
2.4.2 Convolutional Neural Networks
Convolutional neural networks were introduced to solve the limitations as-
sociated with artificial neural networks, including the massive number of
parameters to be optimised and inability to handle larger image sizes. Le-
cun et al. introduced the convolutional neural network as a solution to
re-use shared kernel to limit the number of trainable parameters in the
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Figure 2.7: Difference between separate and inter-leaving windows.
Figure 2.8: Application of CNN on patch-wise for output neuron activa-
tion [5].
Figure 2.9: Convolutional network proposed by LeCun [5].
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sparse auto encoder-decoder, as shown in Fig. 2.8. This learnable convolu-
tional kernel shares the parameters across all the image patches [93]. As
shown in Fig. 2.9, convolutional neural networks can be easily cascaded
in layered-form networks to achieve a very deep architecture. In the origi-
nal application, this neural network successfully recognised the digits with
great performance compared to previously proposed networks. CNNs are
characterised by having fewer connections and fewer number of parame-
ters. These features make the learning process easier and the model scal-
able [5, 94, 95].
CNNs outperformed stacked autoencoder networks with the same num-
ber of layers. The capacity of the model is controlled by varying the depth
and breadth of the network. As the depth increases, model capacity and
robustness increase [96]. Krizhevsky proposed a classification network
based on the deep convolutional architecture for classification of large im-
age database with outstanding performance over all other state-of-the-art
methods of classification. The images included in the large database “Ima-
geNet are variable in terms of features, lightening and contextual content
[97, 98].
Shin et al. utilised a deep convolutional neural network for classifica-
tion problem in the medical image analysis domain. They made a quantita-
tive comparison between Cifarnet, AlexNet and GoogLeNet [99–102]. They
chose two famous classical problems in the literature: thoracic-abdominal
lymph node (LN) detection and interstitial lung disease (ILD) classifica-
tion. This study is one of the comprehensive studies for deep architecture
in the medical image analysis domain that show the great potentials of
deep learning in the medical domain [99]. CNNs facilitate a pixel-wise pre-
diction based on the relationship of this pixel and its neighbourhood with
outstanding performance [103].
Long et al. used a fully convolutional network for pixel-wise predic-
tion for segmentation, as shown in Fig. 2.10. They constructed an autoen-
coder network based on famous classification networks architecture such
as AlexNet, VGGNet and GoogLeNet. They replaced the fully connected
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Figure 2.10: Fully convolutional neural network for segmentation.
Figure 2.11: Detailed diagram for convolutional neural network.
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networks with the upsampling layer to reverse the effect of pooling layers,
as shown in Fig. 2.11 [104–106].
Convolutional neural networks are trained using back-propagation in a
similar scheme to neural networks. The output of the network is estimated
through the feed-forward path then an error metric jw(X ) is calculated, as
shown in Equ. 2.17. The error is back-propagated through all the network
layers to modify the kernel weights. These techniques are called gradient
descent. The output of the feed-forward at position (i, j) is (yli j) where
yli j = c(xli j) (2.22)
where c(xli j) is the output of activation layer (l) for the input x
l
i j which can









where yl−1i+a, j+b is the output of the preceded layer l −1 and n is the kernel
size. Thus, calculated error can be back-propagated using chain rule to






































According to the output of the activation layer yli j = c(xli j), Thus,
∂yli j
∂xli j






































After error evaluation, weights can be updated by standard descent method,





where α is the learning rate for the solver.
However, standard gradient tends to stuck to local minimum and lead
to poor convergence. Thus, stochastic gradient descent (SGD) was proposed
to solve the depicted drawbacks by adding momentum to error term, as





where γ is the momentum of the learning rate where γϵ[0,1]
Mini-batch learning is widely used in the training process to help in the
convergence process of the network. In mini-batch learning, the training
dataset is split into batches. Then, each batch is fed into the feed forward
network. The cost is calculated based on the objective function between
the network output and the ground truth. Thus, the calculated cost is
averaged on the mini-batches. This method can reduce the fluctuations
and overshoot in the update term for the network parameters. Also, image
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Figure 2.12: Difference between Standard Neural Network and Neural
Network with Dropout.
shuffling can be beneficial for faster convergence by sampling randomly
from the training set instead of serial input that can make the network
prone to over-fitting and slower to converge.
Other learning mechanisms that have been used for gradient updates
were proposed: AdaGrad (adaptive gradient algorithm), RMSProp (Root
Mean Square Propagation), Adam (Adaptive Moment Estimation). In Ada-
Grad, weights are updated in a fashion favours sparse parameters. But, it























Network initialisation is one of the most important steps that ensures a
successful attempt to train a deep network. The poor initialisation of para-
meters results in poor convergence or even failure to convergence [108].
The weights of networks are usually chosen randomly, but, if the weights
are too small, the extracted features are not distinctive enough. They tend
to diminish by each layer of the network till the gradients vanish com-
pletely. If weights are too large, network output is saturated. This satu-
ration hinders the ability of the network to learn. Therefore, weights are
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initialised using different methods. Xavier method is one of the popular
techniques. The weights are initialised in a Gaussian distribution of zero
mean and variance ( 2nin+noutput ) where nin and noutput are the number of
neurons feeding into it [109].
Neural networks are prone to over-fitting to the input data easily, which
leads to failure to generalise the model on the test dataset. Thus, several
approaches were proposed to tackle this problem:
1. L2 regularisation: It is considered the most common type of regu-
larisation by penalising the square magnitude of the weight parame-
ters and add the regularisation term (12λw
2
ab) to overall error function
(∂Jw(X )
∂wab
). This term heavily penalises the peaky weight to enforce dif-
fusion of kernel weights.
2. L1 regularisation: It is an alternative approach for L2 regularisa-
tion by adding (λ1wab) to L2 regularisation penalty ( λ2w2ab). It is
called elastic net regularisation. This approach enforces the weights
to become sparse. However, L2 regularisation always gives better
results over L1 regularisation.
3. Dropout: This approach keeps a neuron active with probability p.
Otherwise, this neuron is set to zero. It is an extremely effective and
simple method of regularisation. Also, it can be used along with L1
or L2 regularisation, as shown in Fig. 2.12 [110].
CNNs exhibited great features among machine learning algorithms in
solving problems in a self-taught manner using annotated input data as
learning examples.
2.4.3 Recurrent Neural Networks
Convolutional neural networks were used for years with many architec-
tures and network depth. However, it has limited performance when deal-
ing with temporal data or long-term dependencies. Thus, recurrent neural
39
CHAPTER 2. BACKGROUND
Figure 2.13: Roll-up for hidden states for long-term dependencies.
networks were introduced to improve convolutional neural networks’ per-
formance.
The core idea behind RNNs is that they operate over a sequence of data
to find the relationship between input data and output data concerning the
value and sequence regime, as shown in Fig. 2.13. RNNs can be viewed as
a self-learned program with an internal variable (hidden state) to process
the input data patches [111].
In theory, RNNs can recognise long-term dependencies efficiently. Nev-
ertheless, practically, RNNs have a constrained number of hidden states
due to hardware and memory limitation. Thus, modern architectures were
proposed to solve these problems, such as Bidirectional (BiRNN) and Long
Short-Term Memory (LSTM) networks [112–114].
Learning with recurrent networks has long been considered to be diffi-
cult. RNNs are amenable to gradient-based training using back-propagation
through time (BPTT) but learning long-range dependencies is challenging
because of vanishing and exploding gradients that usually accompany back-
propagating errors across many time steps. The LSTM architecture uses
carefully designed to solve the vanishing gradient problem.
The LSTM maintains a separate memory cell inside it that updates and
exposes its content only when deemed to be necessary. Gated recurrent unit
(GRU) is widely used to adaptively remembers and forgets its state based
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Figure 2.14: Gated Feedback Recurrent layer.
on the input signal to the unit. an LSTM unit consists of a memory cell
ci j, an input gate A i, j, a forget gate f i, j, hidden state zi, j and an output
gate oi, j. The memory cell carries the memory content ci j of an LSTM unit,
while the gates control the reset and memory state of the content cell ci j.
These gates and the memory cell allow an LSTM unit to adaptively, forget
or memorise the memory content. Based on the input data and previous
state, the forget gate will be closed and carry the memory, i.e., the memory
content, is deemed essential. This process is used to capture a long-term
dependency. On the other hand, the unit may decide to reset the memory
content by opening the forget gate.
Recurrent neural network is used to process input data as flattened
non-overlapping patches to model spatial dependencies. Let D is the input
data such that D ϵRw×h×c where w,h and c are width, height and channels
respectively. D is split into n× m patches Pi, j such that Pi, j ϵRwp×hp×c
where wp = w/n and hp = h/m. Input patches are flattened into 1-D vector
to update its hidden state z∗i, j where ∗ is the direction of the sweep direction
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↑,↓,→ and ← [115].
For every patch Pi, j in the input data at the centre location (i, j), the
composite activation map feature is O = {o∗i, j}
{ j=1,2,...,m}
{i=1,2,...,n} is concatenation of
output activation two coupled direction RNN either horizontal (right to left
and left to right) or vertical sweep (up to down and down to up) where
o∗i, jϵR
2U∀∗ϵ{(↑,↓), (→,←)} is activation of the recurrent unit at position (i, j)
with respect to all patches in the column j in case of coupled vertical direc-
tion {↓,↑} and to all patches in the row i in case of coupled horizontal sweep
{→,←} and O↕ denotes concatenated output of o↓ and o↑ and similarly O↔
for O← and O→ and U is the number of recurrent units [116].
o↓i, j = f ↓(z↓i−1, j, pi, j)∀i = 1,2, . . . ,n (2.38)
o↑i, j = f ↑(z↑i+1, j, pi, j)∀i = n,n−1, . . . ,1 (2.39)
o→i, j = f →(z→i, j−1, pi, j)∀ j = 1,2, . . . ,m (2.40)
o←i, j = f ←(z←i, j+1, pi, j)∀ j = m,m−1, . . . ,1 (2.41)
where o↓i, jfor vertical sweep Gated Recurrent unit f
↓(z↓i−1, j, pi, j) is defined
as follows [111]:
o↓i, j =σ(Wo ∗ pi, j +Uo ∗ z↓i−1, j) (2.42)
z↓i, j = o↓i, j ∗ tanh(Ci, j) (2.43)
Ci, j = f i, j ∗Ci−1, j + A i, j ∗ Ĉi, j (2.44)
Ĉi, j = tanh(Wc ∗ pi, j +Uc ∗ z↓i−1, j) (2.45)
f i, j =σ(Wf ∗ pi, j +U f ∗ z↓i−1, j) (2.46)
A i, j =σ(WA ∗ pi, j +UA ∗ z↓i−1, j) (2.47)
Similarly, o↓i, j and coupled horizontal sweep function can be defined. It is
worth noting that both directions are computed independently. These recur-
rent layers are used to capture temporal information over long sequences
along any arbitrary direction.
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Figure 2.15: The proposed architecture for the image synthesis using condi-
tional generative adversarial networks. During the training, the generator
will generate fake synthetic images to fool the discriminator. The discrimi-
nator is trained to detect the forged synthetic images.
2.4.4 Generative Adversarial Neural Networks
Generative adversarial networks have been utilised for image synthesis by
using random noise vector [117], text-to-image [118] and image-to-image [119].
The conditional generative adversarial neural network is one of the popular
implementations for image-to-image translation that is based on adversar-
ial training for contextual image synthesis. It can be used for mapping an
image from a domain to another. During the adversarial training process,
the mapping function G is optimised based on the data distribution from
the training images X , along with ground truth images Y . The ultimate
goal for the optimisation process is the ability of the generator to produce
synthetic data Gx that cannot be distinguished by the discriminator D from
the real images Y , as shown in Fig. 2.15.
During the training process, the generator parameters θG are optimised
to minimise the adversarial loss between the generator G and discrimina-
tor D, in addition to the generator loss with L 1-norm or L 2-norm. The
adversarial loss is the penalty of the detected fake images from the genera-
tor. Backpropagation is utilised to optimise the loss function G∗ with pairs





Vadv (G ,D) + λVL (2.48)
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Figure 2.16: The generator is trained to synthesise images that follows the
same data distribution for the real data. The optimal state is achieved
when both distributions are coinciding [courtesy of [6]].
The first term of the optimisation function is the adversarial loss Vadv(G ,D),
which represents the competition between the generator to synthesise im-
ages that can deceive the discriminator and the ability of the discriminator
to distinguish between the real and synthetic data, as shown in Eqn. 2.49.





is the expectation of the log-likelihood of the discrimi-




is the expectation of the complementary term of the log-likelihood of the
discriminator for the “fake” data (x,G (x)). The generator is optimised by
loss layers to minimise the penalty between the generated image and the
ground truth. In addition to this loss, the adversarial loss term is estimated
based on the discriminator loss and added up to the generator loss [6]. The






where E(x,y) is the objective function for the optimisation of the generator,
based on the error between the generated image and the ground truth.
Adversarial training is considered as a Min-Max game between two
players. The discriminator tries to differentiate between the real data and
the fake data produced by the generator. At the same time, the genera-
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tor tries to synthesise images with the same data distribution as the real
images to fool the discriminator, as shown in Fig. 2.16.
Ideally, the convergence of both networks, generator and discriminator,
to an optimal point, the unique Nash-equilibrium point, will be related to
the ability of the generator to synthesise images with the same distribution
as real images and the discriminator is unable to differentiate between the
real and synthetic images.
The adversarial training is a very challenging task due to the insta-
bility of the adversarial loss between the two competing networks. Also,
generative adversarial network suffers from model collapse, and the gener-
ator can start producing random colour patches in the images to fool the
discriminator. To overcome this, the image is split into distinctive patches
for the discriminator. This scheme is known as “Markovian Patch”. It has
another advantage to make the discriminator focus on the high-frequency
components, the details.
2.5 Critical Review
In this dissertation, we are going to tackle the problem of image synthesis
for photo-realism of simulated images. In the preceding sections, we elab-
orated the main components for image synthesis in the domain of image
synthesis. For medical image synthesis, Ye et al. used a patch-propagation
exemplar method with restricted search space for the composition of a syn-
thetic image by spatial and temporal constraints. Therefore, despite the
coherence of the image patches over the temporal changes, the output im-
ages are noisy due to the incompatibility between the image patches. Also,
this method requires an extensive search in the restricted spatiotemporal
domain [48]. Alcain et al. used the group-wise label propagation technique.
They labelled the images patches. To accelerate the search process, they
used GPU-accelerated algorithms. However, this method shares the same
drawback with the incompatibility of the patches and also the applications
of this method is restricted to gray-scale images. Glotsos et al. used image
45
CHAPTER 2. BACKGROUND
synthesis to generate microscopy images using image quilting and wavelet
fusion. This method was able to generate images. However, the generated
examples are also gray-scale and highly dependent on the quality of the fu-
sion process using wavelet with the assumption that the background tone
for all the images is compatible [56].
In [49], Cordier et al. used the posterior probability distribution to as-
sign the corresponding intensity value for each patch in the labelled input
mask. This method synthesised the images using a generative model us-
ing the posterior distribution for the training images set on a patch-based
scheme. They calculated the probability density function for each label us-
ing the labelled segmentation mask. The main advantage of this method
is the ability to control the image output using labelled images. They cal-
culated both the likelihood of the image patches and the labels in the seg-
mented images. Then, they used this probability density function to esti-
mate the corresponding images. However, the output images suffer from
incompatibility. This method is one of the earliest image-to-image trans-
lation methods in medical images using generative models. However, this
method was not an end-to-end technique that involves a lot of handcrafted
features for the training and inference.
In step forward into incorporating semantics into image synthesis, Huang et
al. employed a geometry-based co-regularised joint dictionary learning for
image synthesis to generate more harmonised output with fewer incom-
patibilities [51]. However, yet, it used a patch-based dictionary. As the
patch size decreases, the dictionary increases in return. Duchateau et al.
synthesised 3D cine MR cardiac sequences using the spatiotemporal infor-
mation extracted from anatomical and functional models [52]. They subdi-
vided the image into meshes based on electro-mechanical models, and they
mapped the texture to each mesh. However, this method requires an exten-
sive search in a restricted search domain to map the meshes using texture
transfer methodology. In a similar to this method, Zhou et al. used warping
techniques for image synthesis. This method requires an elastic modelling
of the body and does not suit rigid-bodies. Generally speaking, these meth-
ods address the generation of synthetic images for elastic tissues in the
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gray-scale, and these methods used hand-crafted features for the synthesis
and the estimation of the likelihood functions.
To overcome these drawbacks, deep neural networks have been intro-
duced for image-to-image translation to synthesise images by self-learning
the semantics of the image and data distribution within the training set,
according to the conducted experiments by Nie et al. for generation of
synthetic CT images from MRI images using generative adversarial train-
ing [55]. Then, they employed an auto-context model to improve the qual-
ity of the images. However, they were targeting gray-scale images. In [54],
they generated coloured synthetic retina images using retinal vessels net-
work. They used the generative adversarial network to produce the syn-
thetic images based on input binary mask for the retinal vessels. However,
the generated images suffer from artefacts due to the instability of the
adversarial training. The background was randomly generated with no-
control on the texture of background of the synthetic images. In contrary
to the scope of the work, Mahmood et al. used a reverse domain adapta-
tion to generate synthetic-like images from the real image for endoscopy to
remove the texture from the images [57].
To achieve the main scope of this work, we are going to use an end-to-
end generative adversarial network for image synthesis. We are going to
combine the point of strength of each approach to build up our framework.
We are going to synthesise the images based on the function and geomet-
rical shape, by overlaying the labels of the different parts in a similar ap-
proach for the proposed methods by Duchateau et al. [52] and Cordier et
al. [49].
To realise this goal, semantic segmentation became a necessity. Thus,
we used a deep neural network for semantic segmentation. Fully convolu-
tional networks have been introduced for object recognition and accurate
delineation of the objects. Many architectures have been presented to solve
the issues related to the inaccuracies with the segmentation including over-
segmentation. Convolutional neural network is capable of capture the lo-
cal dependencies between the pixel within the convolutional kernel size
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without the ability to memorise the spatial relationship between the cur-
rent window and the previous ones. Recurrent neural networks have been
introduced to model long relationships over sequences. To improve the
performance of the convolutional neural networks, we are going to use a
hybrid architecture that uses both convolutional and recurrent neural net-
works. The convolutional layers are responsible for extraction of deep en-
coded features, then, recurrent layers will operate on these feature maps to
model the dependencies between them to generate a spatially-aware deep
encoded features. Finally, convolutional layers are used for reconstruction
of the segmentation masks using soft-max layer to improve the classifica-
tion for the different parts by increasing the marginal inter-class probabil-
ity. We covered this topic in Chapter 3 under the title “Segmentation-for-
Synthesis”. We quantitatively and qualitatively compared between various
segmentation methods.
The quality of the generated images is one of the main aspects of image
synthesis. In conditional generative adversarial networks, there are two
main dueling network that are optimised simultaneously: a generator and
a discriminator. The generator network has U-Net architecture. It will be
responsible for the generation of the output images based on an input im-
age. Then, the discriminator is used to assess the quality of the generated
images. The discriminator is a typical deep classification neural network
that assigns the image into either real or fake. The output image from the
generator is split into non-overlapping patches and fed into the discrimi-
nator network to improve the quality of the discrimination. This splitting
scheme is known as “Markovian Patch”. This procedure is similar to the
method developed by Sun et al. [77]. However, the decision is binary not
an index. Also, to enhance the quality of the output images, we used a com-
bined objective function for the network optimisation: per-pixel regression
error “mean square error” and perceptually-aware error “SSIM”. This com-
bined loss is used to enhance the image quality on both the pixel level and
the neighbourhood level. As we mentioned, we used a label mask overlay
on the background to synthesise object in a specific location and according
to a particular geometry. However, adversarial training is a challenging
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task. Thus, we used a background rejection technique to help the network
to focus on the area of interest which is represented by the labelled mask.
Furthermore, most of the quality metrics are used for assessment of the
quality of the image regarding any structural distortion. However, for com-
posite synthetic images, the photo-realism is a critical aspect of the quality
assessment. Siahaan et al. used hand-crafted features for the evaluation
of the quality and the realism. However, the selection of hand-crafted fea-
tures is an extremely tedious task and dataset-dependent [79]. Zu et al.
used a more generic form by incorporating a convolutional neural network
to assess the quality. However, the score is a continuous index with no stan-
dardised scale [80]. Thus, we are going to use an image quality metric that
can detect the realism and the image quality based on deep encoded fea-
tures using a pre-trained network and using histogram for these features











ROBUST DEEP SEMANTIC SEGMENTATION
“An avalanche starts with one pebble. A forest with one seed.
And it takes one word to make the whole world stop and
listen. All you need is the right one.”
— Jay Kristoff
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Realistic image synthesis is achieved by visual enrichment of thesynthetic image by defining finer details at the lowest level thatmatch the surrounding pixels. In computer graphics, the termi-
nology “Segmentation For Synthesis” has been recently introduced to add
realism to digitally synthesised images by the segmentation of the image
parts for texture mapping [120].
In Segmentation-For-Synthesis, the training images are segmented se-
mantically on the pixel level and assigned to classes. This technique facili-
tates the accurate modelling of the data distribution within each category
for finer details synthesis. Then, these classes will help in the synthesis of
higher detail images using a shader. Segmentation-For-Synthesis will be
the seed for our work. This seed can be used for generation of more data
from unlabelled images using a trained network on a labelled dataset.
Due to the scarcity of the manually labelled data, supervised learning
techniques have been introduced to solve the pixel-wise segmentation prob-
lem, known as semantic segmentation [121]. These manually labelled data
can be used a basis to train and validate the developed methods for seman-
tic segmentation methods [120].
Segmentation by pixel-wise scene labelling falls into two broad cate-
gorises: hand-craft feature extraction, and end-to-end scene labelling meth-
ods [122]. Superpixels method is one of the earliest attempts for grouping
pixels into uniform regions that can be further processed to extract fea-
tures from these regions based on hand-crafted features [123]. However,
using hand-crafted feature extraction methods are time-consuming and
suffer from the lack of ability to generalise. Thus, Convolutional neural
networks have been introduced to provide an end-to-end image segmenta-
tion model, that uses self-learned feature extraction.
Practically, semantic segmentation is usually faced with three chal-
lenges, that is over-segmentation, under-segmentation and imaging arte-
facts. We chose lesion segmentation as an example of the over-segmentation
problem, especially with the undefined boundaries between the lesion and
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the skin pixels. The skin hair segmentation problem was chosen to demon-
strate the efficacy of the proposed neural network architecture in isolating
thin structures such as skin hair. Finally, we chose the surgical tool seg-
mentation to demonstrate the resilience of the proposed deep network to
imaging artefacts such as specular reflection and smoke.
In this chapter, we propose a hybrid architecture that uses both convo-
lutional and recurrent networks. The convolutional layers are responsible
for deep encoding the image feature based on the pixel values. The recur-
rent layers are responsible for the spatial dependencies between the image
patches in the horizontal and vertical directions. For quantitative evalu-
ation of the hair segmentation, we use a popular metric to validate the
performance of the hair segmentation method based on the post-effect of
the inpainting on the lesion. This metric is called “Tumour Disturb Pat-
tern (TDP)”. In this metric, we incorporate the lesion segmentation mask
in the evaluation. Thus, we have to generate segmentation masks for le-
sions. Therefore, we are going to elaborate on the proposed work in lesion
segmentation.
Skin lesion segmentation is one of the essential tasks for melanoma
computer-aided diagnosis techniques. Thus, we are going to tackle first.
Then, we are going to proceed to the main scope of the presented work
by addressing skin hair segmentation and surgical tool segmentation. We
used standard evaluation metrics for surgical tools and skin hair segmen-
tation, plus, “TDP” for the later. To improve the network resilience to the
imaging artefacts, we modified the hybrid architecture to incorporate an ex-
tra recurrent layer to maintain a higher degree of resilience to the imaging
artefacts in the case of semantic segmentation of surgical tools.
3.1 Deep Semantic Segmentation
Fully convolutional networks have been successfully used in semantic seg-
mentation based on per-pixel classification within the context of the kernel
window size. However, the result segmentation masks suffer from under-
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and over-segmentation due to the lost spatial information. We utilised a
hybrid architecture that incorporates both deep CNN and RNN for the se-
mantic segmentation of the surgical tools. The quantitative and qualitative
results of the hybrid architecture demonstrated superior performance by
outperforming the state-of-the-art methods. One of the main advantages
of this hybrid architecture that it does not require pre-processing of the in-
put or conversion of the input images into grey-scale. Also, it is resilient,
to some extent, to image visual artefacts such as smoke and blood. The
utilisation of fractionally strided convolutions while decoding the deeply
encoded image features produced smooth segmentation masks. According
to the reported results, the hybrid method that incorporates utilisation of
RNN and CNN outperformed methods that rely on CNN and deep resid-
ual networks only. Also, it made the segmentation task more robust and
consistent. Melanoma is a major public health problem in many developed
countries. Skin lesion analysis is one of the recently addressed problems
in medical image processing. Patient prognosis is directly linked by early
detection [124]. We chose cancerous lesion segmentation as an application
domain because it features several challenges that usually lead to under-
and over-segmentation. This is due to the undefined boundaries of the le-
sion with the texture of the surrounding skin.
Melanoma can be early detected with a physical examination of a suspi-
cious looking spot or mole. It usually arises from a mole-gone-wrong [125].
Evaluation of the current patient status is based on tumour size, ulcera-
tion and involvement of other organs. Physicians aim at early diagnosis
of melanoma. Early detected melanoma is completely treatable by remov-
ing it. However, if it goes undetected and begins to metastasise to other
areas of the body it becomes deadly [126]. Lesion segmentation is used for
quantitative analysis of lesions. Borders of melanoma lesions are asymmet-
ric, irregular and sharp cut-off. Features of lesion borders are calculated
directly from the segmented border [127, 128]. It is a crucial task to deter-
mine borders accurately. Based on these precisely extracted segmentation
masks: border diameter; asymmetry; irregularity; and colour attributes
can be accurately estimated. Unsupervised border segmentation is an ex-
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Figure 3.1: Samples for challenging lesions: (a) The lesion is significantly
occluded by oil. (b) The lesion has a low contrast with respect to the skin. (c)
The lesion is partially overlapping with a black border with vignette effect.
(d) The skin hair is occluding the lesion. (e) Image borders are partially
overlapping with the lesion. (f) The lesion with diffused border and it has
fading colours.
tremely challenging task as lesions can exist in different shapes, sizes and
colours as well as the diversity of skin types and textures along with differ-
ent artefacts [129, 130].
3.1.1 Challenges with Segmentation Methods
Traditional intensity-based segmentation achieved high accuracy. How-
ever, low contrast images with uni-modal histograms resulted in the in-
accurate delineation of borders. Most of these inaccuracies were corrected
with post-processing of images. Also, edge and contour-based approaches
failed in the case of lacking the clear lesion borders. On the other hand,
images with high textured skins affected the accuracy of region-based ap-
proaches resulting in over or under segmentation. Thus, there is no pro-
posed method outperformed the others.
Skin lesion images are obtained from various resources with no stan-
54
CHAPTER 3. ROBUST DEEP SEMANTIC SEGMENTATION
dardised protocol for capturing images. Thus, they have different resolu-
tion and illumination and even different artefacts, as shown in Fig. 3.1.
They are stored in 24-bits RGB-colour format with different sizes. Images
should not be downscaled as some images have relatively small lesion sizes
that can be missed.
A skin lesion image is defined as challenging if it has one or more of the
following characteristics, as shown in Fig. 3.1:
1. Significant occlusion of the lesion by either oil or hair;
2. Low skin-lesion contrast;
3. Black border with vignette effect;
4. Variegated colours of the lesion;
5. Partial overlap of a lesion with image border; and
6. Diffused border of the lesion.
Lesion segmentation methods can be roughly categorised into eight
classes according to a designated feature or property of the segmentation
technique [128, 131]:
1. Histogram thresholding (Otsu [132], Double thresholding [133, 134]);
2. Clustering of pixels into homogeneous regions (Mean shift [135]);
3. Edge-based detection;
4. Region-based grouping of pixels by using region; merging, region
splitting, or both (J measure based SEGmentation “JSEG” [136] and
statistical region merging “SRM” [137]);
5. Morphological methods by detection of object contours from prede-
termined seeds (Anisotropic Diffusion “AD” and Morphological Flood-
ing [138]);
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6. Model-based methods using random fields (Stabilised Inverse Diffu-
sion Equations “SIDE” and Multi-resolution Markov Random Fields
“MMRF” [139]);
7. Active contours using curve evolution techniques (Level Set of chan
“C-LS” [140]); and
8. Soft computing by classification of pixels using artificial neural net-
works, fuzzy logic, and evolutionary computation (Self Generating
Neural Networks “SGNN” [141]).
As stated before, these algorithms are tuned for certain dataset or col-
lection of the training set of images. In case of lacking clear boundary,
edge and contour-based approaches failed to detect the lesion [142]. On the
other hand, region-based approaches failed in case of textured skin images
resulting in over segmentation or under segmentation. Generally, none of
the previously mentioned algorithms had an outstanding performance over
the others [143].
Intensity-based segmentation (histogram thresholding) methods have
better accuracy in the segmentation of large datasets, but low contrast im-
ages can cause inaccurate border delineation which can be corrected by
post-processing of the lesion. However, the choice of the best threshold
level for segmentation is the key to segmentation success.
Intensity-based segmentation techniques assume that the image con-
tains two classes (regions) of pixels, foreground and background. Fore-
ground represents the lesion and background represent healthy skin. Op-
timal threshold values are calculated based on the histogram of the image.
Deep learning was proposed as a machine learning approach to solv-
ing object detection, image classification and semantic segmentation. Very
deep convolutional neural network (CNN) with auto encoder-decoder ar-
chitectures were employed for semantic segmentation and got fairly high
accuracy [8]. The upsampling of deeply encoded feature maps are used to
connect extracted features and segmentation mask by the reconstruction
module. Eigen et al. proposed an architecture to extract multi-scale coarse
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predictions that was refined using finer scales [144]. More sophisticated
upsampling methods were proposed to solve lost spatial resolution such as
un-pooling and deconvolution [8, 145]. Ronneberger et al. concatenated
a copy of encoded feature map during decoding phase to increase spatial
accuracy [146].
In the following section, we will define a novel deep neural network that
is based on a joint scheme of convolutional and recurrent neural networks.
3.1.2 Proposed Neural Network Architecture
To address the aforementioned shortcomings with traditional semantic seg-
mentation methods, we designed a novel deep neural networks for seman-
tic segmentation. The first network utilises the power of recurrent neural
networks (RNN) to preserve the spatial coherence between different pixels.
In the literature, fully convolutional neural network with auto encoder-
decoder architecture has been extensively used for semantic segmentation.
However, the output of this network was a coarse segmentation map. The
recurrent neural network is trained to model contextual relationships be-
tween pixels to overcome this problem. Traditionally, all deep learning
architecture require pre-processing of input images to avoid saturation of
feature maps. Ioffe et al. proposed batch normalisation techniques to avoid
saturation problem [147]. Thus, Badrinarayanan et al. modified fully con-
volutional network with batch normalisation to avoid pre-processing step
[7].
Conditional random fields were introduced as a post-processing tech-
nique for refinement of the output to model local and global dependencies.
This module is used to couple neighbouring nodes, favouring same-label as-
signments to spatially proximal pixels. Zheng et al. proposed a trainable
conditional random field (CRF) module to refine segmentation prediction
map jointly during training [148]. Chen et al. utilised final coarse fea-
ture map extracted from fully atrous convolutional auto encoder-decoder
architecture for prediction refinement. The extracted coarse feature map
is fed into CRF module as a unary potential for image pixel to smooth noisy
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Figure 3.2: Fully convolutional and recurrent neural network for segmen-
tation.
segmentation maps [149]. Visin et al. proposed recurrent neural network
as a post-processing module for the output feature map of the autoencoder
module of fully convolutional neural network [150].
RNN is used to preserve local and global contextual dependencies even
over large proximal distances. Long Short-Term Memory (LSTM) is intro-
duced to learn these spatial dependencies between neighbouring pixels, as
shown in Fig. 2.14. LSTM has four different schemes to scan images in all
directions (up to down, down to up, left to right and right to left). Each two
coupled directions exhibit parallelism capabilities since they are working
independently.
Proposed architecture encodes input images using a 7-convolutional
layer with two max-pooling layers. The encoded feature maps are fed into
two recurrent layers. Each recurrent layer consists of direction-coupled
horizontal and vertical sweeping function. Each direction-coupled sweep-
ing function has 100 feature maps each direction with a total of 200 feature
maps, as shown in Fig. 3.2. Memory constraints limit the number of feature
maps.
Deep encoded features maps by recurrent units is used to reconstruct
segmentation mask at the same resolution of the input. Thus, fractionally
strided convolutions was used in reconstruction of final output prediction
by dot product between the flattened input and a sparse matrix, whose
non-zero elements are elements of the convolutional kernel. This method
is computationally and memory efficient method to support joint training
of convolutional and recurrent neural networks.
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3.1.3 Robust Semantic Segmentation: Skin Lesions
For semantic segmentation in the presence of various artefacts, we em-
ployed a network, based on hybrid convolutional and recurrent neural net-
work for lesion segmentation as discussed in Section 3.1.2. As shown in
Fig. 3.2, the segmentation network has the auto encoder-decoder architec-
ture for semantic segmentation. The first part is the encoder, which is used
for the extraction of the deeply encoded features from the input images
using stacked convolutional neural layers. Then, these deep encoded fea-
tures are further processed using two coupled-direction recurrent neural
networks. Finally, the decoder is responsible for the reconstruction of the
segmentation mask for the lesion present in the input image.
The proposed network was trained using 900 lesion images provided
along with ground truth from ISIC archive. These images were provided
for the first task of ISBI challenge "Skin Lesion Analysis Toward Melanoma
Detection" [9]. Also, the proposed network was evaluated using 375 test
images with the ground truth, as designated in the same challenge. The
performance of the proposed method is compared to other methods using
the same metrics on the pixel-level, as defined in the challenge: Jaccard in-
dex, accuracy, sensitivity, specificity and dice coefficient [9]. The proposed
architecture encodes input images using 7- convolutional layers with two
max-pooling layers. The encoded feature maps are fed into two recurrent
layers. Each recurrent layer consists of direction-coupled horizontal and
vertical sweeping function. Each direction-coupled sweeping function ex-
tracts 100 feature maps for each direction with a total of 200 feature maps,
as shown in Fig. 3.2. GPU memory constraints limit the number of feature
maps.
The proposed architecture outperformed other methods of the challenge
and other architectures, as shown in Table 3.1. We achieved an accuracy of
98% in comparison to 95% for ExB. Also, the Jaccard index for the proposed
method was 93%, compared to 86% for SegNet. The proposed method pro-
vided the highest accuracy with robust performance. It has the highest me-
dian and mean accuracy while maintaining the lowest variance, as shown
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Table 3.1: Quantitative results for skin lesion segmentation against the
segmentation metrics.
AC SE SP DI JA
ExB [9] 95% 91% 97% 91% 84%
SegNet [7] 91% 87% 96% 92% 86%
CNN-RNN (proposed) 98% 95% 94% 96% 93%
Fully Convolutional Networl (FCN) [8] 82% 85% 70% 82% 86%
FCN w/ JA loss [151] 96% 93% 97% 92% 86%
(a) Segmentation result of a low contrast lesion.
(b) Segmentation result of a hair-occluded lesion.
(c) Segmentation result of a lesion on reddish skin.
(d) Segmentation result of a hair-occluded low-contrast lesion.
Figure 3.3: Example of lesions segmentation. From left to right: im-
age, ground truth, proposed method and SegNet. The output of proposed
method does not require any contrast enhancement or post-processing op-
erations compared to SegNet.
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Figure 3.4: Box plot comparison of the segmentation results for segmenta-
tion methods: SegNet [7], FCN [8], ExB [9] and the proposed hybrid archi-
tecture.
in the box plot in Fig. 3.4.
The hybrid network successfully delineated very challenging lesions
even with the naked eye, as shown in Fig. 3.3a and Fig. 3.3b. The out-
put mask of the proposed method is smooth with no island or holes. Thus,
the output does not require any special pre-processing or post-processing,
as shown in Fig. 3.3(a-d). It worth noting that fully convolutional neural
networks such as SegNet [7] and FCN [8], where they tend to produce lower
mean accuracy and higher variance due to over-segmentation.
The reason for over-segmentation is the lack of spatial awareness of im-
age patches fed through the convolutional layers during the deep encoding
of the extracted features. Recurrent layers were introduced in the proposed
solution to derive the spatial neighbourhood relations between patches be-
fore the decoding part of the deep architecture, as shown in the box plot in
Fig. 3.4.
3.2 Segmenting Thin Artefacts: Skin Hair
Dermatologists usually diagnose melanoma by visual inspection of moles
using clinical assessment tools. Digital hair removal is one of the most
popular methods to enhance skin images for accurate diagnosis of skin le-
sions. It removes hair and hair-like regions in the skin lesion images as a
61
CHAPTER 3. ROBUST DEEP SEMANTIC SEGMENTATION
pre-processing step for skin lesion images.
Accurate diagnosis of skin lesions mainly relies on visual features. Thus,
digital hair removal can provide a non-invasive way to remove hair and
artefacts that may occlude the lesions and affect lesion analysis. There are
two main steps in digital hair removal: hair segmentation and hair gaps in-
painting. While the latest research efforts in inpainting present impressive
results, they are often challenged when inpainting large gaps produced by
segmentation solutions.
However, hair segmentation is a challenging task which requires man-
ual tuning of thresholding parameters. Choosing a small threshold leads
to over segmentation (false positives) which in return changes the textural
integrity of a tumour and imposes a severe challenge to the inpainting algo-
rithm. Conversely, choosing a high threshold leads to under-segmentation
(false negatives) and leaves hair traces and artefacts which affect subse-
quent diagnosis. Additionally, dermal hair exhibits different characteris-
tics: thin, overlapping, faded, occluded and overlaid on textured lesions.
While accommodating these characteristics using deep neural network
architectures is relatively straightforward, the minimal thickness of der-
mal hair causes deep neural networks to produce over-segmented masks
due to false positives. This over-segmentation issued is due to the pooling
layers in the encoding part of the architectures which become disjointed
during the decoding phase.
Fully-automated melanoma diagnosis using machine learning is an ac-
tive research area. These automated techniques have addressed several
challenges imposed by a wide variation of a skin lesion regarding colour,
texture, shape, size, and spatial location in skin lesion images. However,
the challenges imposed by artefacts of skin images are yet to be addressed.
These artefacts can be natural such as hairs and veins or external such
as bubbles and ruler marks, as shown in Fig. 3.5. They usually occlude
the skin lesions, affecting the ability to identify the nature of the lesion
[152, 153]. However, skin hair has a wide variety of characteristics that
caused traditional image processing methods to incorporate several para-
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Figure 1: Examples on different artifacts that affect the performance of automated lesion
analysis methods [Courtesy of [? ]]. These artifacts include: (a) hair-occluded lesion, along
with ruler markers, (b) low-contrast between lesion, skin and hair, (c,d) the lesion is occluded
by hair with similar colors of the lesion.
1
Figure 3.5: Examples on different artefacts that affect the performance
of automated lesion analysis methods [Courtesy of [10]]. These artefacts
include: (a) hair-occluded lesion, along with ruler markers, (b) low-contrast
between lesion, skin and hair, (c,d) the lesion is occluded by a hair with
similar colours of the lesion.
meters to be tuned by the dermatologist. This, in return, adds more com-
plexity and human source of error to the process. This is why digital hair
removal is a necessary pre-processing step before feeding lesion images
into an automatic classifier.
Digital hair removal is a task that detects hair and artefacts (e.g. ruler
markers) and removes them while preserving the texture of skin image,
and most importantly, the lesion. The digital hair removal task is divided
into two subtasks, namely hair segmentation and hair inpainting. There-
fore, the overall quality of digital hair removal relies on the quality of both
subtasks. The available image completion methods should use surround-
ing pixels to synthesise the parts of the skin occluded by the hair. There
have been great strides in this area, and the latest inpainting methods
do provide impressive results especially for synthesising small regions of
interest [13, 14].
Thus, the current challenge lies in providing accurate segmentation
masks for hair and other artefacts. On the one hand, inpainting an under-
segmented hair mask leaves a trace of the hair structure which makes
the digital hair removal process pointless. On the other hand, inpainting
an over-segmented mask forces the inpainting algorithm to synthesise a
larger area of a lesion and skin pixels and thus suffer from propagating
errors. This, in return, changes the integrity of the lesion texture and con-
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sequently affects the automatic diagnosis. This is why the majority of hair
removal solutions in the literature favour over-segmentation and invest
more in enhancing the quality of inpainting methods. Additionally, there
are several types of hair such as thin, thick, entangled, low-contrast and
stubble hair. Therefore, relying on a few feature descriptors will not pro-
vide a universal solution.
Thus, a hierarchical representative feature is required to account for
the subtle differences in the pixel values. This is where deep neural net-
works architecture provides an automatic way to derive hierarchical fea-
ture maps. Deep learning has been successfully used to solve many diffi-
cult computer vision problems. Deep learning models are resilient to high
variability in skin images. Thus, they can generalise to different hair types
and artefacts in images.
In this experiment, we address the over-segmentation problem and in-
troduce a novel hair segmentation algorithm based on deep artificial neu-
ral networks. The proposed method leverages the hierarchical deep rep-
resentation learning provided by Convolutional Neural Networks (CNNs)
while preserving the spatial dependencies between different parts of the
derived feature maps using Recurrent Neural Networks (RNNs). Besides,
manual hair annotation is a significant issue that holds back the develop-
ment of hair-removal techniques using deep learning. Hair annotation is
a time-consuming task, and it is prone to intra-personal variations [154].
To overcome these problems, we trained our model using weakly labelled
and noisy annotation. Learning from weak labelled has been proven to
be an effective method to overcome the lack of annotated data and can
achieve good accuracy [155, 156]. The proposed method is validated using
the Jaccard Index to account for false positives which are the leading cause
of over-segmentation. The segmentation masks produced by the proposed
method are then fed into inpainting algorithms [13, 14] to be compared to
the state-of-the-art methods on the same dataset [11, 152].
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Figure 2: Results of automated masks generated by Virtual shaver [? ]. Mask suffers from
high rate of false positive.
2
Figure 3.6: Results of automated masks generated by Virtual shaver [11].
Mask suffers from high rate of false positives.
3.2.1 Skin Hair Segmentation via Thresholding
In the past few years, many segmentation methods have been developed for
digital hair removal. They used adaptive thresholding and threshold-set
representation. The input images were converted from RGB colour space
to another more representative one. Then, one channel is selected from the
chosen colour space. The images were converted into binary images via a
given threshold based on luminance values of the selected channel for each
image. Potential hair candidates were extracted at each threshold level us-
ing morphological operations such as the Top-Hat transform. Then, all hair
candidates are merged from all thresholding levels into one mask [152].
Dull-razor is one of the earliest attempts to detect hair using morpho-
logical operations. They utilised three structuring elements to detect hair
at different orientations. This method can delineate dark hair on light skin
with a size smaller than the structuring element [15]. Based on Dull-razor,
Schmid-Saugeon et al. used closing operations with a “disk” structuring el-
ement to detect hair [15, 157]. Xie et al. and Fiorese et al. used the Top-Hat
transform and hard thresholding to obtain hair masks. However, the Top-
Hat transform was only able to detect dark hair on a light skin [154, 158].
Zhou et al. detected hair using line-detection and curve fitting method
based on Steger’s algorithm. They detected hair as points and linked them
into longer segments [159, 160]. Then, they discarded the misclassified
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pixels using curve fitting modelling for the hair. Kiani et al. detected the
predominant orientation of hair using the Radon transform. Prewitt edge
filter and thresholding were used to segment hair afterwards. It was called
E-shaver [161]. However, the output suffers from a high rate of false posi-
tives; due to the detection of any non-curvilinear structures in images [11].
Tossi et al. proposed an adaptive canny edge detector to segment hair [162].
Maglogiannis used an ensemble of edge detectors: Bottom-Hat, Laplacian,
Laplacian of Gaussian and Sobel methods. However, results were prone to
a high rate of false positives; due to the high sensitivity of this method to
all edges, including gel and lesions present in the image [163].
(a) (b)
Figure 8: Cross-sectional intensity profile for hair. In (a), a selected hair is magnified. The
cross-sectional intensity profile of the magnified part is depicted in (b) with approximately 5
pixels wide.
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Figure 3.7: Cross-sectional intensity profile for hair. In (a), a selected hair
is magnified. The cross-sectional intensity profile of the magnified part is
depicted in (b) with approximately 5 pixels wide.
In [10], Abbas et al. utilised adaptive thresholding and derivatives-of-
Gaussian (DOG) to suppress edges of a skin lesion. Then, they designed a
convolutional 1D Gaussian matched filter to match the cross-sectional in-
tensity profile of the hair in skin images in Fig. 3.7. The resultant response
maps indicate the presence of discriminative features for hair at each lo-
cation of the map. Gaussian filters were then inverted to detect dark or
light hair profiles. However, this method has too many hyper-parameters
to be tuned per input image, and it is based on the assumption that hair is
curvilinear [164].
Huang et al. proposed a multi-scale 1D Gaussian matched filtering
to determine the maximal normalised correlation response and hysteresis
thresholding. Then, the output is refined using local linear discriminant
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analysis and region growing to recover partial hair. They were able to
detect small hair [12]. However, the matched filter was computationally
inefficient with higher execution times where the convolution operation in-
cluded a large set of convolution kernels with different sizes [11].
Colour space selection is one of the most difficult tasks when dealing
with skin lesion and hair segmentation [32]. For dimension reduction pur-
poses, the images are converted from the RGB-colour space to another
colour space such as CIE lab, YUV and HSV. Then, this task is followed
by the selection of the best channel in that colour space. Skin image com-
ponents may fade or even disappear and blend with the background at a
certain threshold. Therefore, an exhaustive search for best colour space is
required, as shown in Table 3.2.
Hair gaps inpainting is the next step in digital hair removal process, af-
ter hair delineation. Many inpainting methods were adopted in literature,
such as linear interpolation, median filtering, exemplar-based techniques,
iterative PDE-based methods, and diffusion transport [10, 152, 165]. Lin-
ear interpolation is one of the earliest attempts to repair artefacts in the
image. In this method, each pixel is replaced by the average of the neigh-
bouring pixels. Then, the output is smoothed by median filtering [15, 157].
However, this method produces blurry images with colour bleeding arte-
facts [159].
Schmid et al. employed a median filter for inpainting and the reduc-
tion of the edges in the image [157]. These methods are effective in the
case of texture-less images, as they tend to blur the tumour texture. Thus,
they may affect all the subsequent diagnosis steps. Exemplar-based tech-
niques are used for inpainting by texture synthesis. It is used to repair
images by filling the hair gaps by synthetic texture based on information
extracted from adjacent structure and regions. Zhou et al. adopted the
exemplar-based method for inpainting. They modified the methodology to
employ batch ordering based on the computed confidence term to repair the
images [159].
Nevertheless, this method is an iterative technique with several tun-
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able parameters such as the processing window. Xie et al. and Fiorese et
al. used an iterative PDE-based method for image inpainting. They em-
ployed Perona and Malik’s non-linear anisotropic diffusion equations for
each pixel in the extracted hair mask [154, 158, 166]. However, this method
is an iterative technique, which has no guarantee to convergence with pre-
set values for parameters.
3.2.1.1 False Positives Rejection
Despite the successes of these methods in the segmentation of high-contrast
hair structures, the output mask suffers from a high rate of false positives
or segmentation mask accuracy depends on the settings of parameters for
each image individually. Hair-like fragments can increase false-positives
and cause unfavourable effects on the lesion texture by unnecessarily in-
painting, as shown in Fig. 3.6. Therefore, the false-positive-rejection step
is a crucial task to eliminate some of the falsely detected regions.
In classical methods for hair detection, false positives were discarded
based on hand-crafted process [18, 152, 159], such as:
1. Using explicit hair shape modelling to detect hair pixel with the ca-
pability of dark skin pigments rejection [159];
2. Using matched filter to fit lines in a finite number of orientations and
checking the length of the longest line [12];
3. Using principal component analysis of the detected region blobs “con-
nected areas” to find the optimal threshold for major-to-minor eigen
value ratio [167]; and
4. Using the ratio between the area of the detected region blob to the
central axis of this blob [18].
Koehoorn et al. proposed a method called “Virtual Shaver” for hair de-
tection, false-positives rejection and hair gaps repair. In Virtual shaver,
they used the Top-Hat filtering for hair detection. Then, they discarded
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false positives based on metrics for density, sphericity, and convex-hull-
sphericity. Also, Path opening methods and Grayscale skeleton were used
to detect thin hair [11]. However, they applied morphological operations
on up to 512 threshold levels for hair detection. Therefore, fast parallel
processing techniques were utilised to achieve a comparable time frame,
compared with other methods [164].
The segmentation techniques mentioned above used hand-crafted fea-
tures for segmentation with the assumption of hair is being curvilinear
and can be approximated by piecewise linear segments [164]. They used
a matched filter or top-hat transform to detect the hair. Therefore, opti-
mal thresholding of the image is crucial for accurate segmentation. Conse-
quently, the failure to estimate the optimal threshold or to choose the opti-
mal colour space can lead to a high false positive rate or low true positive
hair detection rate. Hence, they have good results in case of high contrast
hair-skin images with thick and dark hair [164]. Nevertheless, there are
still some challenges that face these algorithms such as hair detection in
case of similar skin-hair contrast, thin, light-coloured hair and skin, and
hair clumps. Also, image capture procedures can impose some artefacts
such as specular reflections, out of focus and demosaicing artefacts. All
these artefacts make it difficult to detect the true edges of the hair leading
to false positives or false negatives [152].
Many attempts were documented for the selection of the best colour
space. However, optimal colour space depends mainly on the dataset. Con-
sequently, hair segmentation is a difficult task in case of grey-scale images
as the chromatic aspect is missing in them and it can blend with the tex-
ture of the lesion [34].
Hair inpainting was proposed as an integral part of hair segmenta-
tion work that also has been used as a qualitative method for evaluation
of the hair removal techniques. It is part of image completion that has
been discussed in Section 2.1.2. Fast marching scheme is a useful tech-
nique for repairing the damaged parts of the image. Abbas et al. proposed
using fast marching method as an efficient algorithm for image restora-
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CHAPTER 3. ROBUST DEEP SEMANTIC SEGMENTATION
tion. They adopted using fast marching using coherence transport [10, 14].
Bornemann et al. proposed a method based on the implementation of
Bertalmio et al. by incorporating anisotropic diffusion as time stepping
parameter for the transport equation [14, 168]. Also, they used the as-
sumption that pixel values can propagate directionally in a linear fashion
from the boundary into the inpainting domain, as described in [13]. There-
fore, this technique switches between diffusion and directional-transport.
Koehoorn et al. adopted the original method by Telea [11, 13] in Virtual
shaver [11].
3.2.2 Hair Segmentation via Hybrid CNN-RNN
To overcome the aforementioned challenges in hair detection, semantic seg-
mentation can be employed for accurate classification of the pixels within
the image context into two categories, namely hair and skin. The seman-
tic segmentation is performed as the pixel-wise classification of the image
pixels without any prior assumptions [169, 170]. Based on the pixel value,
along with the context of the image and surrounding pixels, a label is as-
signed to each pixel [171–173].
Convolution Pooling Recurrent Deconvolution
Feature Encoder Context Encoder Decoder
Figure 3.8: Proposed hybrid architecture for segmentation: CNN and RNN
layers. The proposed network consists of three parts: convolutional, re-
current and up-sampling layers. The upsampling layers “convolutional de-
coder” were represented by only one block “yellow” for space reasons.
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(a) (b) (c)
Figure 7: The proposed hair detection method produced an accurate hair mask in (b) for the
input image (a). We used image dilation to avoid artifacts due to coincidence of the hair mask
with hair border as in (c)
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Figure 3.9: The proposed hair detection method produced an accurate hair
mask in (b) for the input image (a). We used image dilation to avoid arte-
facts during the inpainting due to coincidence of the hair mask with hair
border as in (c)
Semantic segmentation can be formulated as a classification problem
of the image pixels into either background “skin” or foreground “hair”. The
discriminative binary classifier can be Random Forests, maximum likeli-
hood Gaussian Mixture Models and Naive Bayesian classifiers [169]. How-
ever, these methods require an exhaustive selection process for features to
achieve precise detection levels for hair pixels. To solve this problem, deep
learning can be employed to accurately derive a hierarchical representation
of features from skin images using end-to-end learning. This mechanism
solved many challenging tasks through self-learning paradigm with great
capability for generalisation [170].
Deep learning is a set of cascaded sequential layers that operate on
the input data. Each layer performs a non-linear processing operation to
extract a hierarchical representation of the input pixels with on the neigh-
bourhood [8]. This hierarchical representation of the images is achieved
by extraction of feature maps, based on the deeply encoded pixel values
using a set of self-learned convolutional kernels. The activation maps have
higher values at the “hair” or “ruler marker” pixels.
A typical fully convolutional neural network consists of two parts: en-
coder and decoder layers. The encoder is used for deep encoding of image
features using self-learning paradigm. The decoder is responsible for up-
sampling of deeply encoded features. This upsampling process is used for
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reconstruction of the output mask by mapping extracted features to the fi-
nal mask. Many variants of fully convolutional architecture were proposed.
To achieve an end-to-end learning scheme, an annotated ground truth
must be provided. It is a tedious task to generate hair masks by manual
annotation. However, deep learning models have been capable of learning
from weakly labelled and noisy data while maintaining the same ability
to generalise. Weak annotation methods including bounding box, Scribble,
saliency detection and points were extensively used in literature [155, 156].
In our proposed method, we used the automatically generated hair masks
from the ensemble of segmentation methods such as virtual shaver [11]
and DullRazor [15] as weakly labelled ground truth.
Fully convolutional neural networks with auto encoder-decoder archi-
tectures were used for semantic segmentation such as FCN [8], and Seg-
Net [7] suffer from coarse output segmentation masks especially around
the edges of the lesions. This happens due to the size limitation of the self-
learned kernel. The fully convolutional networks extract the deep encoded
“local” information for each pixel within the kernel size.
Furthermore, the output feature maps from convolutional neural net-
works are processed by the pooling layers for dimension-reduction. Max-
pooling layer is used to maximise the activation over non-overlapping rect-
angular patches of the feature maps. It down-samples the input feature
maps by a factor depending on arbitrary stride. It also helps the net-
work to converge faster by selecting the features with the dominant re-
sponse within the non-overlapping patches which improves generalisation
and makes the features invariant to the position [174]. Thus, these patches
become disjointed after the max-pooling layers [170].
To overcome this problem, a recurrent neural network (RNN) layer is
trained to model contextual relationships between pixels. RNN layers are
used to preserve local and global contextual dependencies even over vast
proximal distances. Each unit has four different schemes to scan images
in all direction (up to down, down to up, left to right and right to left).
Each two coupled directions exhibit parallelism capabilities since they are
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working independently.
3.2.2.1 Neural Network Model
To address this problem, and similar to our work in [34], we propose utili-
sation of recurrent neural networks (RNNs) to encode the contextual infor-
mation between disjointed active neurons after the feature encoding step
(Fig. 3.8). Traditionally, RNNs are used to learn temporal dependencies for
video, speech and natural language processing [34]. In this work, we use
RNN layers to learn spatial dependencies between the local pixel patches
and global image context to avoid over-segmentation. In the proposed archi-
tecture, the deeply encoded feature maps are passed to Recurrent neural
layers to capture global contextual dependencies.
The activation map for the coupled horizontal sweep O⇄ is formed by
concatenation of the output of the recurrent layers in the coupled horizon-
tal direction for O← and O→. Similarly, the activation map for vertical
sweep O↑↓ is formed by the concatenation of the output of O↓ and O↑.
A softmax non-linearity layer is utilised to estimate the probability dis-
tribution over the classes for each pixel. It is responsible for the conversion
of arbitrary values of the output last layer y ∈ RC to normalised probabil-






where i, c ϵ {1,2, .....,C} and C is the total number of categories, namely
background and foreground objects. In our case, we have two categories C
: skin and hair.
To restore the original resolution for images, fractionally strided con-
volutions are used for reconstruction of the final mask. In strided convolu-
tions, predictions are calculated by inner dot product between the flattened
input and a sparse matrix. The non-zero elements of that matrix are ele-
ments of the convolutional kernel. This method is computationally and
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memory efficient method to support joint training of convolutional and re-
current neural networks [175].
3.2.2.2 Experiments
The proposed model was implemented using Lasagne framework on Linux
“Ubuntu 16.04” supplied with a GPU “ NVIDIA TITAN X”. We compiled and
built the source code for the methods on the aforementioned machine: Vir-
tual shaver method [11], Telea [13] and Bornemannet al. [14]. There was
no publicly available implementation for most of the methods reported by
Huang et al. [12], Abbas et al. [10], Fiorese et al. [154] and Xie et al. [158].
We re-compiled the source code for “Virtual Shaver” by Koehoorn et
al. [11]. We reproduced the results reported by Dull-razor and Xie et al. [18]
by using an automation package for python to automate testing the images
for the two codes, called “Pywinauto”, on the same machine with “Windows
10” operating system [176]. This package facilitates the validation of the
proposed method against these two methods on the whole dataset in an
automated fashion, instead of one by one image. We implemented the eval-
uation criteria as described in Section 2.3 on MATLAB release 2017a.
In the proposed work, we conducted two experiments to study the effi-
cacy of the proposed technique:
1. Comparative study between proposed method followed by inpaint-
ing for detected hair gaps, and three state-of-the-art methods: Dull-
razor [15], Xie et al. [18], Virtual Shaver [11]. In the proposed method,
The segmentation mask was extracted using deep hybrid architec-
ture. Then, the detected hair gaps were repaired by two inpainting
methods for comparison: Telea and Bornemann et al. [14].
2. Quantitative comparison using simulated hair for two popular in-
painting methods: Telea [13] and Bornemann et al. [14]. We applied
a real hair mask extracted from the proposed methods as a simulated
hair mask and applied both inpainting methods to study the efficacy
and quality of the inpainting [18, 161, 177]. One of the main advan-
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tages of the simulation that the ground truth pixel values and hair
mask are known.
Based on the detected hair masks, hair gaps are inpainted using infor-
mation from the surrounding pixels. Unlike the other methods, the pro-
posed method produces an accurate mask which coincides with hair bor-
ders. To ensure the validity of the inpainting, we dilate the output mask
with disk structuring element of radius 2 pixels, as shown in Fig. 3.9.
In the presented work, we used a publicly available dataset of 2000
images from ISIC Archive “ISBI Challenge 2017” for training and 405 for
validation and 345 for testing [178]. These images were real cases cap-
tured at different conditions (illumination and resolution) with various
hair types (various length, thickness, and colour) and different types of
artefacts (gel and pen markers). Also, this dataset has some cases with no
hair which can be considered as a negative class and also were used for
testing by simulation of hair on them. We resized all the images at the
same resolution used in [11]: 1024 x 768. We extracted the hair masks
using an ensemble of hair segmentation methods. The generated masks
suffer from over-segmentation. Therefore, they are considered as weakly
labelled data [155, 156]. We compared our methodology with the same im-
ages reported by Koehoorn et al. in [11]. We also selected a total of 345
images with no hair to conduct the hair simulation experiment in Chap-
ter 5. We simulated random hair with different colours on these images
to have in total 3500 test images along with ground truth hair masks. In
our experiments, we used the two metrics: Tumour disturb pattern (TDP)
[10] and Structural Similarity Index (SSIM) [73] are used to assess the
performance of hair-inpainting techniques [179]. SSIM is an image quality
assessment tool based on Structural Similarity using the luminance l(i, r),
the contrast c(i, r) and the structure s(i, r) components [73]. It is defined
as in Eqn. 3.2.
Given two images, a reference image (I) and a repaired version (R),
the SSIM between the two images for each patch centred at pixel (i, r) is
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CHAPTER 3. ROBUST DEEP SEMANTIC SEGMENTATION
formulated as follows:
SSIM(i, r)= [l(i, r)]α . [c(i, r)]β . [s(i, r)]γ (3.2)
where luminance l(i, r), the contrast c(i, r) and the structure s(i, r) compo-
nents are functions of the mean:µi, µr; and the variance: σi, and σr of
the patch centred at center pixels i and r. where i is the centre of the
input image patch for both the input image I. Similarly, µr and σr is the
corresponding patch for the repaired image R. α > 0,β > 0 and γ > 0 are
parameters denoting the relative importance of the components. Setting
α = β = γ = 1 and C3 = C2/2. Further, the overall structural similarity be-






where Np is the number of local image pixels of the region of interest, ac-
cording to tumour segmentation mask, as shown in Fig. 3.10. Therefore,
the proposed TDP metric can be formulated as in Eqn. 3.4:
TDP= 1−MSSIM(I,R) (3.4)
3.2.2.3 Results and Discussion
The results demonstrated in Fig. 3.11 highlight the effectiveness of the
proposed solution in detecting thin hair and artefacts in comparison to
the state-of-the-art methods Virtual Shaver and DullRazor, respectively.
These methods uses classical intensity thresholding techniques. Virtual
Shaver tends to produce many false positives as demonstrated by the over-
segmentation shown in Fig. 3.11d. This leads to additional inpainting
which alters the textural integrity of the skin and lesion pixels. On the
other hand, masks produced by Dull-razor suffer from false negatives as
demonstrated by the under-segmentation shown in Fig. 3.11f. This leads
to missing thin hair and ruler markers artefacts after the inpainting stage.
The proposed method does produce accurate segmentation masks which
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(a) Input Image (b) Lesion Mask
(c) Virtual Shaver [4] (Telea [6]) (d) Virtual Shaver Mask
(e) Dull Razor [3] (Lin. Int.) (f) Dull Razor Mask
(g) Proposed Seg. + Telea [6] (h) Proposed Mask
Fig. 2 Comparison with the state-of-the-art methods. The blue and yellow
windows highlight very thin hair structures inside and outside the lesion,
respectively. The red window focuses on ruler marker artefacts. The ground
truth lesion mask is coloured as green. The orange and yellow masks highlight
segmented artefacts inside and outside the lesion, respectively.
where I is the original image (Fig. 2-a), R is the repaired (inpainted) image,
L is the set of lesion pixels derived from the ground truth segmentation
mask (Fig. 2-b), |L| is the number of lesion pixels, and (i, r)2L is the
SSIM centre pixel in the original and repaired images, respectively. SSIM
operates in a striding window to evaluate structure, luminance and contrast
differences between the original and repaired image by calculating µ{i,r}
as the mean intensity,  2{i,r} as the variance,  ir as the covariance and
C1, C2 are infinitesimal constants to avoid division by zero.
Figure 2 compares the results of the proposed method against the state-
of-the-art methods, Dull Razor (Fig. 2-e) and Virtual Shaver (Fig. 2-
c) [3, 4]. The results highlighted by the zooming windows show the
effectiveness of the proposed method in accurate identification of thin
artefact structure, as shown in the inpainted image (Fig. 2-g) and the
hair mask (Fig. 2-h). As shown in Fig. 2-d, Virtual Shaver suffers from
over-segmentation outside and inside the lesion which led to a high
TDP of 23.6% as listed in Table 1. Dull Razor, on the other hand, was
more conservative in generating segmentation masks and thus produced a
lower TDP score of 21.1% (Table 1). However, it suffered from under-
segmentation as demonstrated in the red and yellow zoomed windows
(Fig. 2-f). The proposed method captured all the thin artefact structures
while preserving the lesion image with a TDP score of 14.1%. Figure 3
demonstrates the limited capabilities of Dull Razor when thin artefacts are
deviated from the three predefined orientations (Fig. 3-b). On the other
hand, Virtual Shaver performed better than Dull Razor and managed to
inpaint a part of the highlighted hair structure as shown in Fig. 3-c for
input image (Fig. 3-a). However, the false positive rejection algorithm
failed to highlight the part of the hair overlapping with spherical textures
of the lesion as shown in Fig. 3-c. The proposed method was able to
a) Input Image b) Dull Razor [3] c) V. Shaver [4] d) Proposed
Fig. 3 Results of inpainting using the three digital hair removal methods
methods on: (b) Dull razor [3], (c) Virtual shaver [4], (d) Proposed method
followed by Telea inpainting [6].
handle these cases because it relies on pixel-wise segmentation and not
assumed structures as in the case of the state-of-the-art methods as shown
in Fig. 3-d. Additionally, the proposed method is based on feed forward
neural networks without any iterative methods. Thus, it has shorter average
execution time of 1.21 seconds, compared to Virtual Shaver and Dull Razor
which took 303.35 and 2.705 seconds on the same hardware configuration,
respectively.
Table 1: Statistics of the Performance on the ISBI Dataset. Lower is better.
Method Hair-detection TDP(%) T(s)
Dull Razor [3] Morph. closing 21.1 2.705
Virtual Shaver [4] Multi-scale skeleton 23.6 303.35
Proposed Semantic Seg. 14.1 1.21
Conclusion: We proposed a robust and efficient hair removal method
that can segment and repair different hair structures without fine tuning
of parameters, iterative methods or any prior information. The proposed
model used a hybrid deep neural network architecture incorporating
convolutional and recurrent neural networks for hair segmentation. This
model was able to segment short and long hair, with capabilities to discard
false positives. We used standard methods with public implementation on
a publicly available dataset for validation. We compared our method to
Virtual Shaver, reported by Koehoorn et al. [4] and Dull Razor [3]. The
proposed method can be used as a preprocessing step for lesion analysis to
improve the accuracy of the subsequent diagnostic steps.
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Figure 3.11: Comparison with th state-of-the-art methods. The blue and
yellow windows highlight very thin hair structures inside and outside the
lesion, respectively. The red window focuses on ruler marker artefacts. The
ground truth lesion mask is c loured as green. The orange and yellow
masks highlight segmented artefacts inside and outside the lesion, respec-
tively.
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CHAPTER 3. ROBUST DEEP SEMANTIC SEGMENTATION
detects thin artefacts inside and outside the lesion and thus applies the
inpainting only on the detected artefacts. The proposed method can de-
tect the different hair structure based on semantic segmentation without
taking into account any prior information or iterative methods. For com-
parison and reproducibility, the proposed method was built using standard
library for deep learning, Lasagna, based on publicly available implemen-
tation [150]. We trained and tested the proposed method using a publicly
available dataset along with standard metric to test the effect of the in-
painting on the tumour.
The proposed method is a robust and efficient framework for digital
hair removal that can detect various hair patterns without fine-tuning of
parameters. This method reduced the false positives. Thus, lesion pixels
are not altered by unnecessary inpainting.
Fig. 3.12 shows the comparison for the proposed method with three
state-of-the-art methods: DullRazor [15], Huanget al. [12], and Virtual
shaver [11]: Dull-razor [15] was unable to remove thin hair for input im-
ages: (1), (3), (5) and (7). Huanget al. [12] failed in images: (3) and (5). Also,
their inpainting method was not able to repair the hair-gaps efficiently
in images: (5) and (7). Both of these methods tend to produce high con-
trast across the repaired regions. Virtual shaver has better performance
compared to other methods. However, it failed to detect and remove ruler
marker in images: (2), (4) and (7).
We tested our proposed method on selected three difficult cases along
with three methods, as shown in Fig. 3.13. These difficult images have
faint ruler marker as in input image (1), thin single hair as in image (2)
and have no hair to test false positives, as in image (3). We can see from
the images that these methods tend to change tumour texture as for Dull-
razor [15] and Huang et al. [12] in images (1) and (3). In the image (2),
Virtual Shaver [11] failed to remove some parts of the hair. While Huang et
al. [12] removed most of the texture in the same image.
We compared, quantitatively, our proposed hair detection method with
Virtual Shaver for Koehoorn et al. [11] for quantitative comparison of exe-
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CHAPTER 3. ROBUST DEEP SEMANTIC SEGMENTATION
(a) (b)
(c) (d)
Figure 16: Qualitative comparison between inpainting using Hair simulation. (a) Input image
with no hair. (b) Simulated hair mask. (c) Inpainting result for Telea [? ]. (d) Inpainting
result for bornemann et al. [? ].
16
Figure 3.14: Qualitative comparison between inpainting using simulated
hair masks. (a) Input image with no hair. (b) Simulated hair mask. (c)




Figure 15: Hair inpainting results. The input image (a) was segmented to detect hair using
Virtual shaver method in (b) and inpainted using Telea in (c). The hair mask was extreacted
using the proposed method in (d) and inpainted using Telea in (e) and Bornemann et al. [? ]
in (f)
15
Figure 3.15: Hair i painting results. The input image (a) was segme ted
to detect air using Virtual shaver method in (b) and inpainted using Telea
in (c). The hair mask was extracted using the proposed method in (d) and
inpainted using Telea in (e) and Bornemann et al. [14] in (f).
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cution times and tumour disturb pattern. We used in our study the whole
dataset including 2000 train images and 750 images for test-validation.
The numerical results are tabulated in Table 3.3.
To analyse the effect of the inpainting method on the quality of the out-
put images, we compared the performance of two state-of-the-art inpaint-
ing methods, as shown in Fig. 3.15. We quantified the performance of these
two methods in terms of TDP and execution times in Table 3.3. We stud-
ied the effectiveness of the inpainting using simulated hair masks on an
image with no hair, as shown in Fig. 3.14. The inpainting using Telea [13]
had better performance compared to Bornemann et al. [14], as shown in
Table 3.3.
3.3 Resilience to Imaging Artefacts: Surgical
Tools
Minimally invasive surgery “MIS” is one of the prominent procedures that
enhances the surgical outcomes regarding operation success and reduction
of recovery time. MIS improves the control of the surgeons on articulated
instruments over the tissue or anatomy under study. The surgical cam-
era used in MIS is essential for self-localisation of the instruments used
by surgeons and also, can be beneficial in the synthesis of surgical tools by
accurate delineation of the surgical tool components. However, the surgi-
cal camera suffers from a reduced field of view. Surgical tool segmentation
can help to provide the surgeon with essential information during complex
procedures. On the other side, the segmentation task involves the accurate
identification of spatial relationships between the surgical camera, operat-
ing instruments and patient anatomy [180].
Surgical tools segmentation requires accurate delineation of tools in
the presence of visual occlusions like smoke and blood. Also, endoscopic
images usually suffer from occlusions, shadows, reflections and blurriness,
as shown in Fig. 3.16. These artefacts affect the segmentation process and
degrade the quality of predicted masks.
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Figure 3.16: Surgical tools endoscopic images artefacts, which include oc-
clusion, shadows, reflections and blurriness [16].
3.3.1 Effects of Imaging Artefacts
Tonet et al. proposed one of the earliest attempts for tracking by modifying
the visual appearance of the tools to facilitate the tracking task. However,
this method had a negative impact on the sterilisation of the tools [181].
Also, changing the outer appearance of the tools requires special setup.
Special setups limit the applicability on pre-existing surgical setups or
even recordings. Therefore, semantic segmentation provides an accurate
and robust solution for the segmentation problem. It achieves pixel-level
labelling by assigning a category or class label for every pixel in the image.
Semantic segmentation can provide accurate identification of the different
parts of the surgical tool in addition to the delineation of the tool from the
surrounding tissue [182].
Machine learning approaches were proposed to solve object detection,
image classification and semantic segmentation problems. Deep learning
is a set of machine learning algorithms that acts on the input data in the
form of cascaded layers. Each layer is a non-linear processing unit that
employed to extract hierarchical representation for the self-extract data.
Very deep convolutional neural network (CNNs) with auto encoder-decoder
architectures were utilised for semantic object segmentation, and they im-
proved the segmentation task performance [8].
The autoencoder parts are responsible for extraction of deeply encoded
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features using self-learning paradigm. The decoder is responsible for up-
sampling of deeply encoded feature maps. The upsampling process is es-
sential for mapping extracted features and segmentation mask, using the
reconstruction module. Eigen et al. utilised a deep auto encoder-decoder
architecture that extracts the feature on two scales: coarse and fine predic-
tions. Coarse-scale predictions were refined using finer scales to achieve
higher accuracy [144]. However, the output prediction maps suffer from
lost spatial resolution due to successive unpooling and deconvolutions [8,
145].
The semantic segmentation task of surgical tools relies on assigning
each pixel to a label based on the context of the image and the surrounding
pixels. Complex segmentation is another form of a classification problem of
binary data, either background or foreground. The discriminative binary
classifier is used to assign each pixel into either background or foreground.
Binary classifiers can be Random Forests [183], maximum likelihood Gaus-
sian Mixture Models [184] and Naive Bayesian classifiers [185].
However, these methods as mentioned earlier require an extensive fea-
ture selection process for accurate classification of the surgical tool pixels.
To overcome this problem, deep learning is utilised to solve the surgical
tool segmentation problem. One of the first attempts for semantic segmen-
tation was by Garcia- Peraza- Herrera et al.. They applied fully convolu-
tional networks in the surgical tools segmentation domain [16]. However,
the results lack the required accuracy for this task.
Pakhomov et al. proposed an architecture based on deep residual net-
work “ResNet-101” using dilated convolution with stride instead of the av-
erage pooling used in the original “ResNet-101” architecture [186]. All
these methods were based on fully convolutional networks. Fully convolu-
tional networks generate significantly reduced dimension prediction maps
(in the case of VGG-16 and ResNets, the predicted feature maps are re-
duced by a factor of 32 compared to original input image size). Adding a
deconvolutional layer to learn the upsampling restores the reduced dimen-
sions but the segmentation boundaries are course [186].
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To solve this problem, two methods were recently adopted. The first
approach is fusing features from layers in the encoder part to the decoder
part to smooth the predictions [170]. The second approach s mitigating the
downsampling of the feature maps by removal of some of the pooling layers
in the encoder part of the fully convolutional network [149, 187]. In the
presented work, we proposed using the hybrid architecture that exploits
the advantages of both recurrent and convolutional networks.
3.3.2 Neural Network Model
The presented work aims to semantically label each pixel in endoscopic im-
ages to one of the semantic classes. The semantic classes are background,
surgical tools shaft and surgical tools manipulator. Most of semantic seg-
mentation networks were based on fully convolutional networks such as
FCN [8] and SegNet [7]. However, the output of these networks were coarse
segmentation masks [186]. To overcome this problem, a recurrent neural
network (RNN) is trained to model contextual relationships between pixels.
RNNs are used to preserve local and global contextual dependencies even
over large proximal distances. Long Short-Term Memory (LSTM) is the
basic building module for RNNs. LSTM is introduced to learn these spa-
tial dependencies between neighbouring pixels. LSTM has four different
schemes to scan images in all directions (up to down, down to up, left to
right and right to left). Each two coupled directions exhibit parallelisation
capabilities since they are working independently.
The proposed architecture incorporates a convolutional autoencoder to
extract unique learned features of the pixels. The encoder part consists of
seven convolutional layers and two max-pooling layers. The convolutional
layers are used to encode the extracted feature by using the hierarchical
representation of the input images. Pooling layers are used for dimension
reduction for deeper representation of the input. Four layers of the re-
current neural network are employed to find local/global dependencies be-
tween pixels in coupled directions, as shown in Fig. 3.2. The deconvolution
network is used to construct the segmentation mask [150]. The deconvolu-
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tion network is used for upsampling the deeply encoded feature maps after
both convolutional and recurrent neural layers.
Using the hybrid architecture enabled the network for reconstruction of
the mask in the presence of the image artefacts that may occlude parts of
the surgical tool. In conventional FCN networks, the reconstructed masks
are solely dependent on the pixel feature irrespective to the surrounding
pixel neighbourhood. This may lead to holes, in case of the occlusions of the
surgical tools. Also, it may lead to over-segmentation, in the case of arte-
facts in proximity to the tool that can be considered as part of the tool. The
max-pooling layers were able to highlight the most dominant activation
feature that improves the ability of the network to generalise the learned
kernel on unseen frames.
3.3.3 Experiments and Results
The proposed architecture was trained using annotated surgical tools videos.
These images were provided for the MICCAI 2015 challenge "EndoVis".
This dataset is divided into two sub-datasets, robotic and non-robotic. We
utilised the same sub-dataset adopted in [186] for evaluation purposes.
The robotic sub-dataset for training consists of four 45-seconds videos, and
the test data is four 15-second and two 60-seconds videos. These videos
have a resolution of 720×576 with frame rate 25 fps [188]. The training
dataset consists of annotated surgical tool images from MICCAI 2015 Endo-
scopic vision “EndoVis” sub-challenge “Instrument segmentation and track-
ing” [188]. The annotation is manual segmentation for the surgical tools
from the background as shown in Fig. 3.17. These maunally annotated
frames are the ground truth. The proposed network consists of 7 convolu-
tional layers along with three recurrent layers. In this model, we added an
extra recurrent layer to the model proposed in the preceding section to in-
crease the model capacity to capture spatial information and dependencies.
The deep convolutional and recurrent networks were optimised with soft-
max cross entropy objective for labels of annotations [8]. The adaDelta opti-
misation algorithm was used for optimisation of network parameters [189].
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Figure 3.17: Qualitative results for Surgical tools segmentation using hy-
brid CNN-RNN architecture. From left to right: image, ground truth and
proposed method.
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Sensitivity Specificity Accuracy JA
DeepFCN [16] 87.8% 88.7% 88.3% 75.2%
DeepResNet [186] 85.7% 98.8% 92.3% 77.6%
Proposed 90.4% 96.1% 93.3% 82.7%
Table 3.4: Quantitative results for surgical tool segmentation. We com-
pared the proposed method against the state-of-the-art methods in terms
of sensitivity, specificity, accuracy and jaccard index.
The proposed architecture outperformed other architectures, as shown
in Table 3.4. We achieved balanced accuracy of 93.3% in comparison to
92.3% for ResNet-101 based architecture [186]. Also, sensitivity of the pro-
posed method was 90.4% compared to 87.8% for FCN-8 [186]. We also had
better results for Jaccard index (JA), 82.7% compared to 77.6% for ResNet-
101 based architecture [186]. However, precision metric for ResNet-101
based architecture was better due to increased false positive in the hybrid
architecture. The proposed method provided high visual accuracy with ro-
bust performance, as shown in Fig. 3.17. In each sub-figure of Fig. 3.17,
the image on the left in is the input endoscopic image, in the middle is the
ground truth for the segmentation mask and on the right is the output of
the proposed architecture.
It is worth noting that typical fully convlutional neural networks, such
as FCN [8], suffer from over-segmentation. Over-segmentation affects the
accuracy and Jaccard index. The main cause for over-segmentation is the
deficiency of spatial information and dependencies between adjacent image
patches fed into the convolutional layers during the deep encoding of the
extracted features. Recurrent layers were proposed to address this prob-
lem by derivation of the spatial neighbourhood relations between patches
before the decoding part of the deep architecture. The fractionally strided
convolutions in the decoder produced smooth masks with better accuracy
compared to the predicted masks by simple bi-linear interpolation of the
feature maps to restore the original size in the presented method in [186].
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3.4 Conclusions
Data annotation is one of the challenges associated with data-driven ap-
proaches for image synthesis. Thus, training a network for semantically
segmenting the objects within the input images after training on a training
set as a seed for the annotation process of a larger set of images. Seman-
tically labelled images are used for accurate modelling of the data distri-
bution within the training data. However, false positives of the segmenta-
tion process can severely affect the quality of the generated labelled masks.
This, in return, can also affect the quality of synthesis that works on each
labelled pixel based on the context of the image and the surrounding pixels.
The proposed hybrid RNN-CNN architecture has demonstrated supe-
rior performance compared to the other methods for three crucial tasks:
melanoma, skin hair and surgical segmentation. This method is capable
of solving the false-positives problem (over-segmentation). It can model
the spatial information and dependencies between adjacent image patches.
It can model the spatial information with the patches that have been fed
into the convolutional layers during the deep encoding of the extracted fea-
tures. It is worth noting that adding an extra recurrent layer increased
the network capacity to learn and model the spatial dependencies between
the input image patches. Thus, this emphasises the ability of the network












“When you see a good move, look for a better one”
Emanuel Lasker
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CHAPTER 4. STENCIL IMAGE SYNTHESIS
This chapter presents our proposed image synthesis method for datasetaugmentation and photo-realistic simulated environments. Firstly,we used image blending techniques for synthesising composite im-
ages, as depicted in Section 4.1. We conducted this experiment as a pilot
study to investigate the limitations for these methods. One of the main lim-
itations is the inability to generate a composite image based on arbitrary
masks for unseen scenarios. This is considered an essential requirement
for simulated environments. Therefore, image blending can be useful for
data augmentation only. To overcome this drawback, we present a novel
approach using image-to-image translation technique using generative ad-
versarial networks for image synthesis for a single object in Section 4.2
and then, we expanded the approach to cover multiple objects as in Sec-
tion 4.3. We used conditional generative adversarial networks for the syn-
thesis of the composite images by superimposing a labelled mask on an
arbitrary background similar to the stencil printing process. Additionally,
we used morphological operations for background rejection to help the net-
work to converge faster to synthesise objects in only the regions of interests
in Section 4.2. Finally, we generalise the proposed technique to synthesise
images using multiple labels in Section 4.3 using progressive training for
embedding multi-label composite images.
4.1 Image Composting Using Blending
Image blending techniques aim at embedding an extracted region from the
source image into a destination image to achieve high compatibility be-
tween the source and destination images. One of the main features for
image blending is the ability to compose an image using objects with dif-
ferent colour palettes, from the source and destination images to generate
a well-blended composite image. Therefore, in this section, we are going
to apply image blending approaches to generate synthetic images. We are
going to conduct experiments on dermal hair simulation for skin lesions
and surgical tools to investigate the performance and limitations of image
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synthesis using blending techniques.
4.1.1 Image Blending
Image blending composes a synthetic image by fusing two or more input
images, according to a specific mask. The blending can be mathematically
formulated as follows in Eqn. 4.1.
Rblended = Rsource ∗S+Rdestination ∗ (1−S) (4.1)
where Rblended is the blended image, R1 is the first image, R2 is the sec-
ond image image, and S is the corresponding mask for blending. However,
the image blending has two main issues: “colours incompatibility” between
the image colours for the blended parts; and “colour bleeding”, which re-
sults from the diffusion of the colours between the blended parts. These
issues was reduced by adding constraints on the images gradients along
the boundaries of the blended regions from the first image according to the
semantic mask R1 ∗ (1−S) to match the enclosing image from the second
image R2 ∗ (1− M) [190, 191]. Therefore, the blending process utilises a
guidance vector field across the boundaries. For each colour channel, the
guidance vector field was estimated [192].
One of the first attempts for image blending using the Poisson equation
was done by Perez et al.. They employed a large sparse linear matrix to
solve the poison equation, given the vector guidance field as a constraint,




|∇i|2,∀ i|∂s = d|∂s (4.2)
where i is the blended image, r|∂s is the boundary of the first image, and
d|∂s is a boundary of the second image. In spite of the soundness of the
proposed solution for the Poisson equation, the vector guidance field han-
dles only the smooth changes in the intensity across the boundary. This
resulted in bleeding artefacts [190]. Colour information was utilised by
Dizdaroglu et al. as an additional constraint to the guidance vector field.
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|∇i−∇r|2,∀ i|∂s = d|∂s (4.3)
where i is the blended image, i is the first input image, r|∂s is the boundary
of the first input image, and d|∂s is a boundary of the second input image.
Nevertheless, the blended image was contaminated by artefacts due to the
domination of the colours of one of the images over the other.
Figure 4.1: Sample from the images generated by the baseline skin hair
simulation technique by Mirzaalian et al. [17]. They used random curved
lined with pre-defined colours. Thus, the hair has an unrealistic appear-
ance.
4.1.2 Dermal Hair Synthesis
Synthetic skin hair is one of the well-known techniques for the generation
of benchmarking datasets for digital hair removal technique. This artefact
simulation method simulates pseudo-realistic hair to assess the sensitivity
of the developed classification techniques in a controlled experiment and
also, to generate more image for data augmentation purposes. In spite of
the relative importance of the skin hair synthesis, there are limited con-
tributions towards this problem in the skin melanoma domain [194]. In
the early attempts for the generation of synthetic skin hair, the hair was
simulated as thin-curved line with a varying width. Denton et al. offered
one of the pioneering efforts for simulating hair and skin lesions in [195].
In 2001, She et al. introduced a skin lesion simulator that synthesises hair
as a single black hair on a synthetic lesion. They concluded that hair had
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fixed external morphology: 100 pixels long and 3 pixels wide. They han-
dled only predefined hair orientations: horizontal, vertical and inclined
with 45 deg [196]. Then, they introduced a hair simulator as a component
of lesions simulator to expedite the investigation of the skin lesions. They
used straight and curved black lines to simulate the straight and curved
hair [177].
Figure 4.2: Simulated hair by Xie et al. [18]. The simulated hair was simu-
lated as random straight lines in black colours.
Mirzaalian et al. introduced a synthetic hair technique based on second-
degree splines to produce curved hair masks. Then, they applied Gaussian
filtering to achieve the blending of simulated hair edges with the surround-
ing pixels. Then, they used random colours from a predefined list, as shown
in Fig. 4.1 [17]. Photoshop software was used by Xie et al. to manually
simulate the hair. They applied arbitrary deformities on different curved
lines, and then they assembled them into combined masks, as shown in
Fig. 4.2 [18].
These methods mentioned above were valuable at the early stages for
validation of the stated techniques and overcame the lack in the annotated
validation images [197]. Notwithstanding, they based their simulation pro-
cedures on the utilisation of reduced mathematical paradigms, along with
other presumptions, to synthesise skin hair. These presuppositions lead
to a un-realistic visible appearance of the hair with less variability, as de-
picted in Table 3.2. Additionally, the synthetic hair produced by these tech-
niques was fused with the background using multi-scale low pass filter-
ing. This, in return, does alter the integrity of the lesion which influences
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subsequent processing using computer-aided techniques for lesion segmen-
tation and classification. Thus, it is beneficial to generate photo-realistic
synthetic hair to ensure the integrity of the skin lesions and validity of the
data augmentation.
Afifi et al. introduced a modified technique based on the original imple-
mentation of image blending using the Poisson equation. They solved the
Poisson equation over both images, in contrast to the preceding methods
that used one image for solving the Poisson equation. They did the blend-
ing on two rounds: the generation of an intermediary image by blending
the two images using the counterpart of the blending mask. Then, they
used this intermediary image as a reference for the fusion with the second
image, via the blending mask.
In our attempt on dermal hair synthesis using blending, we used this
revised version for the Poisson-based image blending by Afifi et al.. This
approach befits the hair synthesis application, as it will ensure the colour
compatibility between both images. Furthermore, this compatibility will
assist in dataset augmentation purposes. Additionally, the generated syn-
thetic hair will have diverse visible manifestation based on the combina-
tion of both input images. We employed an ensemble of hair segmentation
methods to generate the hair masks. We utilised the proposed methods by
Zhou et al. [135] and Virtual shaver from Koehoorn et al. [198]. We based
our work on the images from ISIC archive [178] for training and validation
purposes. This dataset has a total of 1279 skin lesion images. We manu-
ally picked a total of 72 hair-free ones. In this experiment, we then overlaid
segmented hair masks on these hair-free images.
We qualitatively assessed the proposed method by superimposing a ran-
dom mask on one of the manually picked hair-free images. As shown in
Fig. 4.3, the blending technique synthesised the hair with more photo-
realistic features compared to the baseline method by Mirzaalian et al. [17].
As shown in Fig. 4.3, this technique synthesised hair on different skin ar-
chitectures, along with additional image artefacts such as ruler-markers.
In this section, we adopted an image blending approach for realistic hair
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Image Mask Simulated Image
Figure 4.3: Image samples for the generated overlaid hair using image
blending. Additionally, we generated other image artefacts such as ruler
markers using this method.
synthesis on hair-free images via a pre-segmented mask from real images
with hair occlusions. We synthesised the hair according to a pre-defined
mask. This proposed technique can be utilised for realistic hair synthesis
for image augmentation and validation image processing techniques. We
employed an image fusion method to mimic the realistic appearance for the
overlaid hair. One of the main advantages of the proposed method is the
ability to generate simulated hair with harmonised colours that matches
the skin and the lesion. Thus, the overlaid hair has a photo-realistic ap-
pearance that matches the skin colours.
4.1.3 Surgical Tool Synthesis
Image synthesis for data augmentation has gained much interest recently.
Several approaches were proposed for composite image generation using
synthetic rendering [199], mix synthetic and real images [200]. These com-
posite images were used for object detection [201, 202]. Surgical tool syn-
thesis for data augmentation is a data-driven approach for the generation
of composite images with great photo-realistic appearance to overcome the
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shortage in data due to limited resources and medico-legal concerns. These
composite images are generated by blending the segmented surgical tool
from the source image and blending that object into the destination image
for the training of deep neural networks. Image synthesis using image
blending mainly focuses on the compatibility between the object from the
source image and the background in the destination image. This compati-
bility includes smooth transition on the edges and colour matching between
the object and the background. Image synthesis using gradient domain ap-
proaches have been adopted in several methods. They used the Poisson
equation to maintain a smooth transition with a high level of details be-
tween the two blended parts: foreground and background. This technique
is known as seamless compositing.
In addition to the elaborated methods in the previous section, several
blending methods were recently adopted. Khoreva et al. proposed a data
augmentation method that incorporated changes in illumination, deform,
translations, and occlusions. They start with selection objects randomly
from a semantically segmented scene. Then, they completed the gap re-
sulted from cutting the selected object out using region filling technique
proposed by Criminsi et al. [203]. Afterwards, they changed the back-
ground illumination and blended the cutout object with the background
using Poisson matting [204]. They applied the affine and non-rigid trans-
formation on the object, along with thin-plate splines [205].
As a recent application of generative adversarial networks in the do-
main of image blending, Wu et al. utilised a novel approach based on
the generative adversarial network to perform image blending [206]. They
used multi-scale Laplacian pyramid to blend two images at several scales
from coarse to fine. They were able to generate high-resolution blended im-
ages. This method was known as Gaussian-Poisson generative adversarial
networks “GP-GAN”. We are going to test these two recent approaches to
image blending. These two methods were used for data augmentation in
the literature.
In this experiment, we generated synthetic composite images for data
augmentation of surgical tools using image blending. We tested two differ-
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(a) (b)
(c) (d)
Figure 4.4: Composite image results from Lucid Dreaming.
ent blending methods for data augmentation of surgical tools: GP-GAN and
Lucid Dreaming. We used the segmentation masks from the publicly avail-
able dataset “EndoVis” [188]. The segmentation masks were constructed
using manual segmentation for semantic labelling of the different surgi-
cal tools. We randomly selected tools according to the segmentation mask.
Then, we chose frames with no surgical tools from the sequences as a des-
tination image. We blended the surgical tools from the source image from
the selected frames with the chosen destination background images.
We used the public implementation for both image blending methods
for testing and evaluation. In the first experiment, we used a public imple-
mentation of synthetic image synthesis tool called “Lucid Dreaming”. This
tool is used to synthesise consequent data frames for segmentation and op-
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(a) Selelcted scene. (b) sample result 1
(c) sample result 3 (d) sample result 3
Figure 4.5: Blending results using GP-GAN.
tical flow estimation. However, we modified the main implementation to
accept an image as a destination, instead of image inpainting technique
that they used to fill the objects after cut out and randomly placing them
in other locations in the same input frame. In Lucid Dreaming, the back-
ground illumination is modified by changing the saturation S and value V
in HSV colour space. Furthermore, foreground objects were deformed ac-
cording to elastic affine transformation using splines curve fitting. Then,
the foreground and background are merged using Poisson matting.
Lucid Dreaming technique was able to generate composite images from
the source and the destination images, as shown in Fig. 4.4. Despite there
is no significant change in the colours and illumination, the output images
do not have a realistic appearance, especially at the edges. This unrealistic
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appearance is due to the sharp transition between the foreground and the
background, and there is significant colour incompatibility. However, this
method has successfully increased the accuracy for the segmentation by
data augmentation. Also, one of the main features of the Lucid Dreaming
method is the generation of the optical flow map associated with all the
output images. This can help in synthesising a ground truth for optical
flow for further development of optical flow methods.
To explore the potentials of the image blending, we used the cutting-
edge image blending method using generative adversarial networks, known
as Gaussian-Poisson GAN “GP-GAN”. For GP-GAN, both the foreground
and background are well blended to generate a composite image with high
colour compatibility using generative adversarial networks. The output
image from the generator of the GANs architecture is a low resolution
for the blended images. Afterwards, this image is treated as the colour
constraint cast. To add details to this low-resolution image, they used
Gaussian-Poisson equation as gradient constraint. They generated Lapla-
cian pyramids for the input images of the foreground and the background.
Then, they iteratively refined the output of the generative adversarial net-
work at multiple scales to achieve high-resolution, realistic image com-
posite by adding higher frequency components at each scale, as shown in
Fig. 4.5. However, the resulting images suffer from a significant change in
the colours from both the source and destination images. Also, the output
images suffer from colour bleeding which is one of the main drawbacks of
Poisson editing, as shown in Fig. 4.5d.
Surgical tool synthesis using blending techniques gave reasonably good
results. However, the results are dependent on the segmentation accuracy
and the performance of the blending technique. “Lucid Dreaming” was able
to simulate the tools in random locations using Poisson matting. However,
the images suffer from an unrealistic appearance with sharp edges. The
other approach, GP-GAN, was able to simulate more realistic well-blended
surgical tools on an arbitrary background. Nevertheless, the synthetic
images suffer from degraded visual appearance. Also, the shape of the
blended objects cannot be easily manipulated to create a pre-defined sce-
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nario. Visual appearance can be manipulated by elastic deformation for
the meshes by warping. However, this will result in an un-realistic appear-
ance where all surgical tools are rigid-bodies.
4.1.4 Challenges with Image Blending Methods
Image blending was able to generate visually plausible images that can be
used for dataset generation. Yet, it cannot be used to add realism to simu-
lated images, as it lacks the central aspect: the ability to control the output.
The generated images using blending methods are highly dependent on the
shape of the source objects with no control over the geometry of these ob-
jects in the output composite images. Moreover, similar to GP-GANs and
Poisson editing, working holistically on synthesising both foreground and
background simultaneously from exemplar from the dataset resulted in
limiting the capabilities of the network to generate unseen objects in the
training dataset. Thus, as in Lucid Dreaming, they used elastic deforma-
tion to generate new objects according to a pre-defined mask. However, this
elastic modelling does not suit the rigid-bodies such as a thin structure for
the hair and multi-part object like surgical tools.
Generally, image blending techniques are capable of generation of highly
realistic images for data augmentation. However, they have limited ability
to generate synthetic images for simulated environments. Ultimately, it is
required to find a framework that can accept labelled geometrical source
images using a mathematical modelling to define their shapes and then,
map it to destination image by adding texture to these predefined textures
as in stencil printing operation. Thus, conditional generative adversarial
networks can offer a solution for this problem using image-to-image trans-
lation to bridge the gap between the labelled geometrical meshes and the
photo-realistically synthesised images by semantic stencil synthesis for the
composite image. In the following sections, we are going to solve the limi-
tation mentioned above by introducing stencil images synthesis by embed-
ding synthetic objects from semantic labels outlining different objects on a
pre-defined background.
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4.2 Single Label Stencil Image Synthesis
Image synthesis using image-to-image translation is used to generate a
conditioned output image based on prior information extracted from the
observed input image. This image generation technique is known as con-
ditional image generation. Image-to-image translation is an ill-posed prob-
lem that requires mapping an image to another image. The generator is
trained to model the data distribution of the input image by distilling the
high dimensional hierarchical features into a low dimensional latent code.
Then, this latent code is used to reconstruct the output image. The gen-
erative adversarial learning is employed to model the conditional data dis-
tribution of the hair in the training images. Thus, they can be used for
stochastic regression of the synthetic hair, based on the contextual content
in the input images, concerning skin and lesion colour tone; and illumina-
tion.
The main advantage of the proposed method is the ability to synthesise
and embed skin hair that resembles real hair according to a predefined
mask that simulates the hair geometry. The hair is generated based on the
contextual information: the data distribution within the image; and the
neighbouring pixels with great visual plausibility. This proposed synthesis
method can be utilised as a validation tool for segmentation and inpainting
methods for digital hair removal techniques.
In our experiments for hair synthesis, we used generative adversarial
convolutional neural networks for the generating embedded synthetic hair
in surrounding tissues based on simulated hair masks. The generative ad-
versarial networks consist of two networks: the generator and the discrim-
inator. They follow Convolutional neural networks (CNNs) architecture.
CNNs were successfully employed to solve various computer vision prob-
lems. They were able to achieve outstanding performance in a wide range
of tasks, such as classification and semantic segmentation tasks. CNNs are
optimised using the backpropagation algorithm to minimise an objective
function that is directly related to the task. These objective functions are
known as loss functions. Several optimiser and loss functions have been
105
CHAPTER 4. STENCIL IMAGE SYNTHESIS
(a) (b) (c) (d)
Figure 4.6: Data preparation step for ground truth generation. The hair
is segmented from the input skin image (a) to generate the hair mask, in
(b). We used this hair mask to replace the hair pixels with black pixels to
generate the input training images, as in (c). The same hair mask is used
to extract the hair locations as ground truth for network optimisation, as
in (d).
used to train CNNs for various tasks. The loss functions have to be dif-
ferentiable, either fully or piece-wise differentiablity, to facilitate the back
propagation of the error term to optimise networks weights [207].
The generator follows auto encoder-decoder architecture to facilitate
the reconstruction of the output image in the target domain by extraction
of image features from the input images in the source domain. This map-
ping procedure helps in mapping higher dimensional images in the source
domain to a higher dimensional image in the target domain. On the other
side, the discriminator uses the classifier architecture, a set of convolu-
tional layers followed by fully connected layers for detection of fake images.
Generative adversarial networks have been successfully used for im-
age synthesis tasks for generating benchmarking data and cross-modality
synthesis [119, 197, 208, 209]. Generative adversarial networks (GANs)
are based on training of two competing neural networks, also known as
dueling neural networks, simultaneously through backpropagation of the
error using the adversarial loss. These two networks are a generator G
and a discriminator D. The generator is responsible for the creation of
“synthetic” data based on the input data. Thus, it can be modelled as a
mapping function for an RGB image G : Gx → R3. The discriminator is re-
quired to differentiate between the real images from the forged synthetic
data Gx. The discriminator can be expressed as D : D(x,G (x)) → (0,1) where 0
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is decision for fake forged data and 1 stands for real data [117, 210].
In the literature, Costa et al. proposed one of the earliest attempts
for adversarial training architectures to synthesise retinal images using
image-to-image translation [54]. They were able to learn latent representa-
tions for retinal vascular architectures for the synthesis of realistic retinal
images with accurate vascular structure, corresponding to the input vascu-
lar tree [197]. However, the reported results showed artefacts in the simu-
lated images, and the network was used to simulate both the background
and the vascular tree with no control over the background. Therefore, we
are going to address this drawback by stencil image synthesis.
4.2.1 Single Label GANs Stencil Training
The proposed method for hair synthesis consists of three mains steps: data
preparation, hair synthesis and hair merging. For training and validation,
we used pre-processed lesion images with hair occlusion, Fig. 4.6a, to de-
tect hair structure in these images. We used our CNN-RNN segmentation
method described in Chapter 3. The extracted hair masks, Fig. 4.6b, are
used to define the hair locations in the images. Based on the hair mask,
candidate hair locations are filled by white colour pixels, Fig. 4.6c.
These white pixels are used as markers for the conditional generative
adversarial network, as shown in Fig. 4.8, to generate hair in these prede-
fined locations. For ground truth, the hair masks are used to extract the
hair locations only and fill the other pixel locations with black colour, as
depicted in Fig. 4.6d. We adopted this methodology to focus the network
layers on learning to synthesise pixels of the hair and adjacent tissues as
well as facilitating a faster network convergence. Additionally, this method
also avoids producing unnecessary artefacts usually generated by genera-
tive adversarial networks when operating on images holistically. The white
labelled pixels ensure that the hair is inpainted only in the required loca-
tion and according to the input mask.
The conditional Generative Adversarial Neural Network is one of the
popular implementations for image-to-image translation that is based on
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adversarial training for contextual image synthesis. It can be used for map-
ping an image from a domain to another. During the adversarial training
process, the mapping function G is optimised based on the data distribu-
tion from the training images X , along with ground truth images Y . The
ultimate goal for the optimisation process is the ability of the generator to
produce synthetic data Gx that cannot be distinguished by the discrimina-
tor D from the real images Y , as shown in Fig. 4.7.
During the training, the output images are compared to the ground
truth (Fig. 4.6d) for network layers optimisation using adversarial training
using regression loss term. It is worth noting that the output synthetic
hair images contain hair perfectly blended with the background. Thus, we
replaced only the candidate locations, highlighted by white pixels in the
input hair mask in Fig. 4.6b, to update the corresponding hair locations
in the original image in Fig. 4.6a with the synthetic hair from the output
image, Fig 4.8, to generate the full synthetic image. We used pixel-wise
replacement for the synthetic hair without any further post-processing or
image blending methods to make sure that the skin lesions are not affected.
During the testing phase, we used hair-free images. Therefore, there
is no need to use the hair segmentation method, and we randomly choose
hair masks. These random masks can be generated synthetically using
free-hand, random splines methods [17] or pre-segmented masks. Data
preparation is one of the most critical steps in training neural networks,
where the annotation process is a challenging task. Manual annotation of
the hair in skin lesion images is an extremely tedious task. Therefore, we
used an automated method proposed by Koehoorn et al. for ground truth
preparation of the images obtained from the dataset used in ISBI 2017
challenge [9, 11, 152, 178].
We based our implementation on the proposed model by Isola et al.,
“pix2pix” in PyTorch framework [119, 211]. We trained the network on
image-to-image translation for hair synthesis. We used the U-Net archi-
tecture for the generator G , as shown in Fig. 4.8 [119, 146]. The image-to-
image translation can be used for mapping of a 2-D image with high res-
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Figure 4.8: An illustrative figure for the generator network. This network
is based on the popular architecture: U-Net. In this architecture, the de-
coder reconstructs the output image by the concatenation of the deeply en-
coded feature maps to the upsampled feature maps. This concatenation
technique helps the decoder to integrate both high and low-level features
in the generation of the output image via passing the deeply encoded fea-
ture maps to the corresponding decoding layers
olution in the RGB colour space in a specific domain to a high-resolution
image in RGB colour space in another domain.
In U-Net, the deeply encoded feature maps are concatenated to the cor-
responding layers in the decoder for more precise reconstruction of the out-
put, as shown in Fig. 4.8. This will help in preserving the structure while
changing the external features, i.e. preserving colours and edges while em-
bedding the synthetic hair. In our experiments, we set the loss layer for the
generator to L1 and L2. The model was trained using the ADAM optimiser
with a learning rate instially set to 0.002 for 200 epochs, with a batch size
set to 2. Also, Batch normalisation was used for the convolution layers to
accelerate the convergence of the generator.
4.2.2 Experiments and Results
In our work, we used images from the ISBI 2017 challenge for melanoma
segmentation and classification. We used this dataset for training and val-
idation [178]. It has 2000 images. It contains images with different arte-
facts and hair occlusion. Also, it has a set of images with no hair, that can
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Fig. 4: Qualitative comparison to the baseline. The proposed method has more realistic results with more realistic colors (a - c),
varying width hair (b) and (c) and better adaptation to the background (a) and (c).Figure 4.9: Qualitative comparison to the baseline. The proposed method
has more realistic results with more realistic colours (a - c), varying width
hair (b) and (c) and better adaptation to the background (a) and (c).
be used for testing. We used 1900 images with hair occlusion and ruler
markers for training and validation; and 100 images with no-hair for test-
ing. We had a limited number of test images as most of the dataset images
have hair occlusion. We compared between the generated images and the
ground truth to evaluate the loss function and back-propagated the error
to optimise the network’s weights.
We conducted a qualitative and quantitative analysis of the synthetic
images. We carried out two experiments: comparison with ground truth
and with state-of-the-art hair simulator [117]. In the ground truth compar-
ison experiment, we evaluated the simulation results against real images
with hair. We inpainted the hair, then, we superimposed the hair mask
again. Then, we fed the masked images into a trained generator. We com-
pared the results with original images as ground truth. In the second ex-
periment, we compared the synthesis results against the proposed method
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(a) Red channel histogram.










(b) Green channel histogram.










(c) Blue channel histogram.
Figure 4.10: The histogram of the synthetic image using L1 for the R-G-B
channels compared to the real images.










(a) Red channel histogram.










(b) Green channel histogram.










(c) Blue channel histogram.
Figure 4.11: The histogram of the synthetic image using L1 for the R-G-B
channels compared to the real images.
in [17], as shown in Fig. 4.9.
Furthermore, we calculated the histogram for the whole dataset for
each channel R-, G- and B-channel. As shown in Fig. 4.10 and Fig. 4.11,
the generator was able to generate images with high quality with a prob-
ability distribution for the generated samples resembles the real images
distribution.
For quantitative analysis, we calculated the mean-square error and
structural similarity index “SSIM” for the synthesised images using the
proposed method, in comparison to the real images, as depicted in Ta-
ble 4.1.
We have tested the proposed model on skin images with no hair to eval-
uate the quality of the synthesised images. We compared the performance
of the hair generator in the proposed network using different images and
different hair masks that vary from light to dense, as shown in Fig. 4.12(a-
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Fig. 1: Qualitative results for hair simulation using different objective functions: L1, L2, SSIM+L1 and SSIM+L2. Based on
the masks for hair delineation, the hair locations were inpainted. Then, using same hair mask, the hair is simulated using
different optimization functions. The synthesized images were compared to the original image for validation. The white spies
are for hair, while, the yellow ones are for ruler markers.
Figu e 4.12: Qualit tive results for hair simulation using L2 objective func-
tions. Based on the masks for hair delineation, the h ir locations were in-
painted. Then, using same hair mask, the hair is simulated using different
optimisation functions. The synthesised images were compared to the orig-
inal image for validation. The white spies are for hair. The yellow ones are
for ruler markers.
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Fig. 2: Qualitative synthesis results for hair free-images using hair mask. The simulated hair has realistic appearnace on hair-
free images, as shown in images (a-f). The images generated using the combined loss function SSIM and L2 have superior
quality compared to the methods.
Figure 4.13: Qualitative synthesis results for hair free-images using hair
mask. The simulated hair has realistic appearance on hair-free images, as
shown in images (a-f).
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Fig. 3: Ruler simulation results. The proposed method was able to simulate ruler markers on different backgrounds.Figure 4.14: Ruler simulation result . The proposed method was abl o
simulate ruler markers on different backgrounds.
f). Also, we simulated hair of skin-free images, as shown in Fig. 4.13(a-f).
We simulated hair with different patterns: short and long hair. Also, we
synthesised ruler markers as artefacts, as shown in Fig. 4.14 and Fig. 4.12d
and f.
In Fig. 4.12, the realistic hair is simulated according to each hair mask
precisely. However, the generator with L 1-norm objective function synthe-
sised hair with faded colour and does not have sharp distinctive edges, as
shown in Fig. 4.12d and e, and they have artefacts in terms of hair embed-
ding in the background, as shown in Fig. 4.12a. Besides, the generated hair
using L1 suffers from discontinuity, which makes hair appears as dotted
lines, as shown in Fig. 4.12b and c. Colour bleeding is one of the signifi-
cant artefacts that affect the performance of the generator with L2-norm,
as depicted in Fig. 4.12e and f. To achieve single label stencil image syn-
thesis, we proposed a novel technique for realistic hair simulation using
conditional generative adversarial networks. This architecture uses two
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Table 4.1: Quantitative results for the proposed method. We calculated the
mean-square error and structural similarity index for the proposed method,
in compared to the real images, for the different loss function used in the
network training. For the mean-square error, the lower, the better. Unlike
the SSIM error metric, the higher, the better.
Loss function MSE SSIM
L1 10.63 0.91
L2 10.60 0.91
dueling networks: a generator and a discriminator. The generator will syn-
thesise fake hair to fool the discriminator, while, the discriminator will try
to detect the forgery. The generator is optimised based on the data distri-
bution within the input images and trained to embed the hair on the skin
based on the skin image context. Thus, this improves the quality of the
hair synthesis.
The generator synthesises hair in the marked areas with white hair-
like structure. This step ensures that hair is only synthesised in the pre-
defined areas. The output hair is well-blended with the skin regions in a
seamless manner without the usage of any blending techniques and thus
preserves the textural integrity of the surrounding skin and lesion pixels.
The proposed method facilitates the synthesis of hair occlusions to the hair
images. It can also be used to validate hair segmentation and hair inpaint-
ing methods. In the next section, we will expand the proposed method to
synthesise images from multiple labels. As we demonstrated by the quanti-
tative and qualitative methods, the loss layer L2 outperforms L1 for image
synthesis task. Therefore, we are going to adopt L2 in the surgical tool syn-
thesis.
4.3 Multi-Label Stencil Image Synthesis
In the previous section, we used the image-to-image translation for hair
synthesis using only one label to indicate the presence of hair location in
a certain location. Therefore, we are going to expand this work to cover
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multi-label image synthesis. However, synthesising images from multiple
labels is a challenging task. This is since different labels are expected
to produce different textural patterns in addition to different boundaries
between the synthesised pixels and other labels as well as the background.
This problem is not apparent in the hair simulation problem because the
boundaries between the hair and the surrounded lesion texture follow the
same distribution and the background is almost texture-less.
The surgical tool problem, on the other hand, has different distributions
of the boundaries between different labels and the background. Also, the
background images are full of textured-regions. Therefore, the network not
only does it need to focus more on filling the masks using the stencil method
presented in the previous section, but it has to learn the data distribution
for the textured background. Thus, we split the training process into two
steps to steer the learning capacity for each task separately. Firstly, we
optimised the network to generate synthetic tools without including any
background pixels. Then, we have to progress slowly dilated boundaries to
accommodate the different colour distribution of boundary pixels between
labels and the background. In this section, we are going to conduct our
experiments on surgical tool synthesis for photo-realistic simulated envi-
ronments.
In medical settings, knowledge transfer by apprenticeship is one of the
main obstacles that hinder the flow of the knowledge and skills from senior
and skilled health-care professionals to the hospital interns and general
practitioner. Thus, ideally, it may take years for the interns and trainees
to get adequate exposure to many cases to acquire sufficient experience to
practice medicine in a patient-safe environment. However, this process is
not standardised where it usually affected by personal traits to seek knowl-
edge. Training using virtual environments has been introduced to stan-
dardise the learning environments for students and interns in the health-
care sector. Tool simulation is a vital integral part of virtual reality simu-
lators for surgical operations. It allows the trainee to practice on the basic
surgical movements in a patient-safe monitored environment. The simu-
lated tool has to resemble the real tools visually and haptically. To create
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an immersive environment, generation of realistic synthetic details for sim-
ulated scenes is as the first step towards an integrated realistic surgery
simulator. As we discussed later in Section 4.1, exemplary methods, such
as image blending, can neither generate images from unseen scenarios nor
synthesise images according to a specific mask. Also, it can be used as a
benchmarking technique for tool segmentation that can be used to compare
the semantic segmentation methods.
To create virtual reality simulators for surgical operations, the simu-
lated tool shall have a photo-realistic appearance. Despite the importance
of the surgical tool simulation as a part of the virtual training, many ef-
forts were cast into tool-tissue interaction rather than the realism of the
tools. Texture-mapping and graphics rendering was considered as state-of-
the-art techniques for visual rendering of tools.
In generic simulators, the surgical tools are simplified into their primi-
tive geometrical properties either based on planar polygons or point-based
numerical structure, as shown in Fig. 4.15. Basic surgical tools that have
to be part of most of the simulation scenarios are needles, retractors, clips,
probes, forceps and grippers. In most of the simulation scenarios, they are
usually simulated as gray-scale images or using basic shaders. In [212],
Basdogan et al. simulated the laparoscopic forceps as a 3-D Gray-scale
image. Using OpenGL, Székely et al. modelled the endoscopic grasper as
coloured shaders [213]. Lem et al. used a combination of image mosaicing
and view-dependent texture-mapping to improve image realism by using a
dataset of surgical images. Ricardez et al. developed a haptically-enabled
simulator using NVIDIA PhysX physics engine to visual render forceps and
needles [214].
In the presented work, we are targeting the realism of surgical tools
by using multi-label image synthesis. We used multi-label stencil GANs to
replace the conventional texture-mapping by multi-label Image-to-Image
translation. This method will not replace the mathematical simulation for
the modelling of the tool-tissue interaction. It is a complementary task that
will add photo-realistic synthetic texture to the generated planar multi-
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Figure 4.15: The tools are simulated as rigid bodies including geometry
and kinematics. This can be then converted into 2D labelled images for
parts.
label polygon from the physics engine, which is responsible for tools kine-
matics and tool-tissue interaction, as shown in Fig. 4.15.
For training of the multi-label stencil GANs, we used endoscopic im-
ages captured for surgical operations for DaVinci Xi robot. The dataset
has eight videos for training and two videos for testing. The training set
has 300 frames for each video. While the training set has 300 frames for
each sequence. Both the training set and the validation set were manually
annotated for segmentation based on both the tool type and the parts.
The tools used in these videos are bipolar forceps, prograsp forceps,
large needle driver, vessel sealer, grasping retractor, monopolar curved scis-
sors and suction tool. For every frame, each tool is furthermore segmented
into articulated parts: rigid shaft, articulated wrist and clasper. Thus, the
total number of labels required for all the tools is 19 labels, where the suc-
tion tool is a whole rigid tool. We used a predefined dictionary to assign a
unique colour to each label.
The image synthesis consists of three main steps: data preparation, tool
synthesis and blending the tool with a background. For data preparation,
119
CHAPTER 4. STENCIL IMAGE SYNTHESIS
(a) (b)
(c) (d)
Figure 4.16: For input image (a), segmentation mask for the surgical tools
is extracted. Then, using the segmentation mask for the parts and the in-
strument type, each part part is manually assigned to a unique label. Us-
ing these labels, different parts of the tools are colour coded as in (c). Every
part for a specific tool is assigned to a specific colour. Also, segmentation
mask (b) was used for background rejection.
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Figure 4.17: Image pre-processing to generate label mask and ground truth
for training and validation.
each articulated part for the tools is given a label with a specific colour
code, as shown in Fig. 4.16c. Using the binary masks for the tools, the
background was rejected and all set to zeros, as shown in Fig. 4.16d. Back-
ground rejection facilitates the convergence of the network, as the network
learning capacity is steered towards the object of interest: the tools, rather
than the background.
In the training and validation phase, the generator of the conditional
generative adversarial network is trained to synthesise the surgical tools
present in the scene, based on the colour coded labels. The generator is
trained and optimised using adversarial training, that involves simultane-
ous optimisation of the generator and the discriminator. The generator was
optimised using L2 as a loss function. This loss function had better image
quality as shown in the previous section. The discriminator is responsible
for the discrimination between the real and synthetic images. The optimal
state of the generator is achieved when the adversarial loss is minimised
and also, generator loss between the synthetic image and the ground truth.
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4.3.1 Progressive Boundary Embedding
We used U-net architecture for the generator where the feature maps are
concatenated from the encoder part to the decoder part through skip links.
We used batch normalisation during the network optimisation. The model
was trained using the ADAM optimiser with a learning rate initially set to
10−6 for 400 epochs. We used a progressive scheme for training to help the
network for convergence. We trained the network on three episodes. In the
first episode, the network was trained to generate the surgical tools only
without taking the background in the consideration. We used the ground
truth mask that delineates exactly the surgical tool only, as depicted in
Fig. 4.17 to generate the images shown in Fig. 4.16d. Then, in the sec-
ond episode, the segmentation mask is dilated by structure element “Disk”
of size 5 to generate a dilated mask to include more area from the back-
ground but rejects most of the area, as shown in Fig. 4.19. Then, we used a
fine-tuning approach for the trained network from the last saved training
checkpoint, as shown in Fig. 4.18. In the third episode, we used the same
structure element but with larger size 10 to include more pixels from the
background and then, retrained the network using the same fine-tuning
technique.
4.3.2 Experiments and Results
Using a layered image synthesis approach, we were able to generate syn-
thetic surgical tools using semantically labelled ground truth, as shown in
Fig. 4.20. This labelled ground truth can also be generated from 3D CAD
software such as Blender. This labelled mask shall reflect the function-
ality and the geometry of the surgical tools. It represents a projection of
the 3D mesh model into a 2D plane. Each part is simulated in the CAD
model, according to tool geometry and kinematics. Each cluster of meshes
represents a simulated part for the surgical tool and can be assigned to a
semantic label. The generated images offer a high degree of realism with-
out computationally-expensive shaders. The training dataset consists of
extracted images from video sequences. Thus, these frames are contami-
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Table 4.2: Quantitative results for layered object synthesis and the compos-
ite images using GP-GAN.
Method SSIM MSE
Layered image synthesis with L2 0.82 45.7
GP-GAN 0.68 76.38
nated with blur artefacts due to rapid camera motion, which degrades the
quality of the output images. Furthermore, we quantitatively compared be-
tween the synthetic images for layered object synthesis method using L2
and the composite image synthesis using GP-GAN in Table 4.2. The pro-
posed image synthesis method was able to generate synthetic images which
have better visual appearance. These synthetic images resemble the real
image with similarity score as high as 0.82, compared to 0.68 for GP-GAN.
Furthermore, the mean square error between the generated images and
the reference images was found to be 45.7, compared to 76.38 for GP-GAN.
4.4 Conclusions
Stencil image synthesis was successfully employed to synthesise realistic
generated image for both applications: surgical tool and hair synthesis.
The proposed architecture using stencilGAN is capable of generation of
photo-realistic composite images with the high compatibility of the syn-
thetic object and the surrounding background. The progressive training
scheme, along with background rejection, facilitates the convergence of the
training process. This methodology can help the network to handle the
synthesis of complex structures with a higher degree of stability and faster
convergence. In this chapter, we compared between two approaches for
image synthesis using image blending and stencil image-to-image trans-
lation. Image blending was able to generate synthetic images for data-
augmentation, while, stencil image-to-image translation method was able
to generate photo-realistic images with high compatibility with the back-
ground that can be used for simulated environments. However, there is al-
ways room for improvements. In the next chapter, we are going to replace
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(a) Label mask generation for second stage of the training. A
dilated mask is used add a small area of the background to the
mask.
(b) Ground truth generation for surgical tool synthesis to incor-
porate the tool and the background.
Figure 4.19: An illustrative figure of data preparation for progressive train-
ing of layered image-to-image translation. This method is used to prepare
the training images and the corresponding ground truth.
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the loss layer to incorporate a combined loss to refine the image details and










REALISM IMPROVEMENT AND EVALUATION
“The journey is never-ending. There’s always gonna be
growth, improvement, and adversity”
— Antonio Brown
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Image quality is a crucial evaluation metric for assessment of perfor-mance and comparison of image processing techniques. Many imagequality metrics have been used to imitate the human visual system.
These methods can range from simple metrics as the mean absolute error
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to complex as trained classifiers for categorical classifiers. Image quality
metrics can be thought of as a two-fold. The first fold targets the opti-
misation of the deep neural network’s parameters to generate images with
more plausible details. Image quality metrics can be used as objective func-
tions during neural networks training. They can be incorporated during
the training phase to generate synthetic images with higher details levels
that stimulate the human visual system in a way similar to the real images.
The second fold, these quality metrics are used in the quantitative compar-
ison between the synthesis methods. However, most of the methods need
access to the ground truth as a reference for comparison. The real chal-
lenge is to develop a metric that does not require access to the reference
images and uses the general image features for image quality evaluation.
In this chapter, we are going to address these two challenges.
5.1 Proposed Combined Loss Function
Deep neural network training is an optimisation process of the network ar-
chitecture to minimise an objective function. Regardless of the user-defined
architecture, the accuracy of results and convergence speed are directly re-
lated to the objective function. Mean-square error L2 is one of the most
popular cost functions that has been successfully employed in many regres-
sion application. The main reason is convenience to derive a derivative for
the back-propagation training.
Image synthesis is a regression problem where the colour channels
(RGB) are estimated by the deep neural network. To improve the overall
quality, the network has to be optimised to minimise not only the difference
between the network output and the ground truth but also to perceptually-
inspired loss function. This added term will minimise the overall error of
the synthesis and maintain higher visual quality for the synthetic images.
These perceptually-inspired functions are used as image quality met-
rics to predict the human visual system perception towards the output
synthetic data, such as structural similarity index “SSIM ”and multi-scale
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structural similarity index “MS-SSIM”. Both L2 and L1 estimate total net-
work error based on a per-pixel difference between the generated and the
ground truth, without taking into account the local image patch surround-
ing that pixel. While the human visual system can tolerate the noise within
the local structures. Thus, adding a term to the optimisation objective func-
tion can leverage the visual quality of the images synthesis with higher
adaptation to the human visual system. Loss functions are used to train
the neural networks based on the calculated error between the network out-
put and the ground truth. They are essential modules for network training
to facilitate convergence to a locally-optimal point in the weights space. To
facilitate the training process, the loss function has to be a differentiable
function, either fully or piece-wise differentiable. The loss for an error func-
tion E between the generated image and ground truth at the pixel of the






Mean square error “MSE” is one of the most popular cost functions that
has been successfully used to train many deep neural networks for vari-
ous tasks, such as regression. Also, this loss function is known as L2. It
penalises the squared error between the generated image and the ground





However, images generated from the MSE loss function suffer from poor
quality in terms of human visual system “HVS” [215]. MSE loss function
assumes that the individual pixel noise is independent from the neighbour-
ing pixel within a local window. Also, it assumes that the noise in the image
is white Gaussian noise.
In [215], Zhao et al. stated that L2 tends to over penalise larger error
during the training, which reduce the visual quality [215, 216]. The syn-
thetic images suffer from blurriness due to utilisation of L2-norm as an
optimisation objective [215]. Also, their experiments showed that there is
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no strong correlation between L2 and human visual system measured as
mean opinion score. To reduce the blurring effect associated with L2-norm,
L1-norm was used to over-come the over-penalisation of larger errors that
may lead to blurring error.
Mean Average Error “MAE” was introduced to suit the image regression
problems. Also, it is known as L1. It evaluates the absolute error between





It is used to reduce blurring effect introduced by L2. L2-norm and L1-
norm have been used in many regression problems as a quantifiable error
metric. However, the limitations of using L2-norm as a quality metric,
were evident in the experiments conducted by Simoncelli et al in [217]
which then laid the foundation to a more robust image similarity metric
by Wang et al. in [73].
Perceptually motivated image quality methods have been introduced to
address the adaptation to the human visual system. Structural Similarity
Index “SSIM” is one of the most popular methods that addresses the image
quality from the human visual system prospective. Thus, it overcomes the
limitations of both L1 and L2, which depend only on the error difference
between the pixels of two images.
Wang et al. designed the structural similarity image metric “SSIM” to
take in account the intrinsic properties of the human visual system. In
SSIM, the quality of an image is tested against a reference image based on
the variation within the illumination and colour. It is evaluated as an in-
dex representing the similarity score between the image and the reference
image. Thus, it has the range of minimum index of zero to maximum index
of one.
As we stated before in Section 2.2, For any given two images, a ref-
erence image (I) and a reconstructed version (R), the SSIM between the
two images for each patch centred at pixel (i, r) is defined based on lumi-
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nance l(i, r), the contrast c(i, r) and the structure s(i, r) components [73]:
SSIM(i, r) = [l(i, r)]α . [c(i, r)]β . [s(i, r)]γ (5.4)
where luminance l(i, r), the contrast c(i, r) and the structure s(i, r) compo-
nents are function of the mean µi, µr of the input images and the variance
σi, and σr of the input patch centred at pixel (i, r). α> 0,β> 0 and γ> 0 are
parameters denoting the relative importance of the components. Setting
α= β= γ= 1 indicates equal relative importance between the components.
Therefore, the SSIM loss function can be defined as in Eqn. 5.6.
LSSIM = 1−SSIM(i,r) (5.5)





In [218], they proposed an efficient mathematical framework for the
assessment of the computational models using Maximum differentiation
(MAD) competition. They used a methodology to synthesise stimuli for
subjective comparison between different methods. They synthesised an
image using to maximise SSIM metric and holding the other metric fixed
L2. Then, they reversed the operation to generate a synthetic image to
maximise L2 and to hold SSIM error constant.
In their experiments, they simulated a distorted image using Gaussian
noise to generate a distorted image. Then, they tried to recover the origi-
nal image from this distorted image using SSIM while holding the MSE er-
ror fixed to generate an SSIM-optimal reconstructed image with maximum
SSIM using gradient descent and another image with minimum SSIM us-
ing gradient ascent to simulate SSIM-worst. Afterwards, they repeated
the experiment using the same procedure, but they fixed the SSIM while
minimising the MSE to generate an MSE-optimal image and maximisa-
tion of the MSE resulted in MSE-worst image. This experiment shows that
SSIM was able to recover the structural information from the distorted
image without preserving the colour channels information. On the other
hand, MSE was able to recover the colour channels information but with
distorted structural content.
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The L1 and L2 are used to penalise the pixel-wise error based on the
difference between the generated and ground truth without taking into ac-
count the pixel neighbourhood. While LSSIM loss function will focus more
on the local variation in the colour and illumination. Thus, we are going
to employ both of loss functions: L1 and L2; and we will combine them
with LSSIM . The combined loss will be added to the adversarial loss term
resulting from the interaction between the generator and discriminator.
5.1.1 Back Propagation Derivative for SSIM
Deep neural networks are optimised using back propagation of the error
through the stacked layers. This error is calculated based on the difference
between the generated output and the ground truth images.
The derivative between the mean square error between the input image






For SSIM, we can re-write the equations in the form:




A1 = 2 µiµr +C1 (5.9)
A2 = 2 σir +C2 (5.10)
B1 =µ2i +µ2r +C1 (5.11)
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Then by differentiating the equations from Eqn. 5.9 - Eqn. 5.12:
∂A1
∂r
= 2Np µi (5.15)
∂A2
∂r
= 2Np (i−µi) (5.16)
∂B1
∂r
= 2Np µr (5.17)
∂B2
∂r
= 2NP (r−µr) (5.18)
























+B1A1(B2i− A2r)+B1B2(A2 − A1)µi]
(5.20)
Hence , the generator network is optimised using back-propagation tech-
niques for the error via the derivative of the LSSIM
5.1.2 Effect of Proposed Combined Loss Function
We conducted several experiments that show the improved image quality
for the synthetic images using the proposed combined loss: Perceptually-
oriented “SSIM” and per-pixel regression error metrics: L1 and L2. The
combined loss is the algebraic sum of the structural similarity index “SSIM”
and the regression error metric L1 or L2.
For L1:
Lerror =LSSIM +L1 (5.21)
= 1−SSIM+L1 (5.22)
Thus, ∂
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For combined loss with L2:
Lerror =LSSIM +L2 (5.25)
= 1−SSIM+L2 (5.26)
Thus, ∂

















−2NpB1B2A1 (i−µi)−2NpB1B2A2µi]− 2N (i− r)
(5.28)
Using the two aforementioned error and their derivatives, the total error is
used in the back propagation optimisation procedure for the combined loss
using per-pixel regression loss and perceptually-aware error.
5.1.3 Experiments and Results
In this chapter, we used the combined loss to improve the image synthesis
quality in both study cases, single and multi-label synthesis. Also, we com-
pared between the two popular per-pixel regression objective functions, L1
and L2.
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5.1.3.1 Single Label Stencil-GANs: Photo-realistic Skin Hair
Using the same experiment configuration used in the layered object syn-
thesis in Section 4.2, we trained a network for hair image synthesis using
adversarial training approach. However, we modified the loss layer with
a combined loss layer with SSIM, in addition to either L1 or L2. Further-
more, we used the same data preparation technique used in Section 4.2.1.
The location of the hair was replaced with white pixels to indicate the hair
location and shape. These images were fed into the generator along with
the ground truth. We also used the background rejection methodology.
Table 5.1: Quantitative results for the proposed method. We calculated the
mean-square error and structural similarity index for the proposed method,
in compared to the real images, for the different loss function used in the
network training. For the mean-square error, the lower, the better. Unlike
the SSIM error metric, the higher, the better.




It was found that the combined SSIM loss layer helped in solving the
bleeding and blurred edges problem, as it penalises the smoothness of the
neighbouring patches within the windows as it takes in account not only
the pixels value but also the relationship to the neighbouring pixels. This
loss term was capable of solving the aforementioned artefacts and enhance
the performance of the L1 and L2, as shown in Fig. 5.1a-e. In Fig. 5.1b,
the simulated hair has a realistic appearance with a varying diameter as
the hair grows longer, it looks thin near the ends.
Also, the generator was capable of simulating hair based on dense masks
with thicker hair on hair-free images, as depicted in Fig. 5.2. The qualita-
tive results show the ability of the proposed methods to adapt the colours
of the hair to the image context and colours. Also, the simulated hair has
varying sizes with thinner ends. The synthesis results using the SSIM+L2
have better visual quality with sharper edges, as shown in Fig. 5.2d and e.
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Fig. 1: Qualitative results for hair simulation using different objective functions: L1, L2, SSIM+L1 and SSIM+L2. Based on
the masks for hair delineation, the hair locations were inpainted. Then, using same hair mask, the hair is simulated using
different optimization functions. The synthesized images were compared to the original image for validation. The white spies
are for hair, while, the yellow ones are for ruler markers.
Figure 5.1: Qualitative results for hair simulation using different objective
funct ons: L1, L2, SSIM+L1 nd SSIM+L 2. Based on the masks for hair
delineation, the hair locations were inpainted. Then, using the same hair
mask, the hair is simulated using different optimisation functions. The syn-
thesised images were compared to the original image for validation. The
white spies are for hair, while, the yellow ones are for ruler markers.
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Fig. 2: Qualitative synthesis results for hair free-images using hair mask. The simulated hair has realistic appearnace on hair-
free images, as shown in images (a-f). The images generated using the combined loss function SSIM and L2 have superior
quality compared to the methods.
Figure 5.2: Qualitative synthesis es lts for hair free-images using t e hai
mask. The simulated hair has a realistic appearance on hair-free images,
as shown in images (a-f). The images generated using the combined loss
function SSIM and L2 have superior quality compared to the methods.
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Fig. 3: Ruler simulation results. The proposed method was able to simulate ruler markers on different backgrounds.
Figure 5.3: Ruler simulation results. The proposed method was able to
simulate ruler markers on different backgrounds.
We were able to simulate ruler markers effectively on different background,
as shown in Fig. 5.3 and Fig. 5.1d and f.











(a) Red channel histogram.











(b) Green channel histogram.










(c) Blue channel histogram.
Figure 5.4: Qualitative comparison between the R-G-B channels histogram
from both real and the synthetic images for the combined loss SSIM + L1
We estimated the error for the proposed method between the synthetic
images and the real images using different loss functions: L1, L2, SSIM+L1,
and SSIM+L2. The loss function based on SSIM + L2 achieved the highest
quality quantitatively, as shown in Table 5.1. This superior quantitative
image quality aligns with the qualitative results depicted in Fig. 5.1 and
Fig. 5.2. The quantitative results showed that the combined loss SSIM+L2
had better image quality compared to SSIM+L1. Also, the trained net-
work also was able to synthesise ruler markers with higher quality and
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(a) Red channel histogram.











(b) Green channel histogram.










(c) Blue channel histogram.
Figure 5.5: Qualitative comparison between the R-G-B channels histogram
from both real and the synthetic images for the combined loss SSIM + L2
more blended colours, compared to the conventional regression per-pixels
metricsL1 and L2, as shown in Fig. 5.3.
Fig. 5.5 shows the ability of the generator to synthesise images with the
same data distribution as the real images, as shown in the histogram of the
R-G-B channels, using the combined loss: SSIM+L2. SSIM+L1 shows rel-
atively limited ability to follow the histogram of the real images, as shown
in Fig. 5.4.
Ground Truth Generation: Object Synthesis for Segmentation Val-
idation As we mentioned before, hair segmentation is a challenging task
as a result of the small cross-sectional of the hair profile with a few pix-
els wide. Therefore, manual segmentation ground truth mask is a tedious
task where the produced masks are prone to intra- and inter-human errors.
The most valuable region of interest in the lesion images is the lesion in
the images. Thus, the false positive can impact the texture by performing
additional inpainting of some parts within the lesion. Since skin structure
is only a few pixels wide, a one-pixel error along the segmentation mask
can significantly affect the results and the accuracy [154].
To tackle this drawback, we used the photo-realistic hair synthesis us-
ing Generative Adversarial Networks “GANs” to simulate hair on hair-free
skin images using the generative adversarial network with the combined
loss [117]. The network was trained to simulate the hair in the pre-defined
locations according to a random mask generated by random curve splines
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and Blender [219]. We used this mask to validate the segmentation method.
These simulated images were not used in the training of the segmentation
network, as shown in Fig. 5.6.
Figure 12: Realistic simulated hair images along with the corresponding hair mask.
12
Figure 5.6: Realist simulated hair images along with the cor esponding
hair mask. The first row is the synthetic images using SSIM + L2. The
second row is the mask used for hair synthesis. The last row is the input
hair-free images.
In order to quantify the accuracy of the produced segmentation masks,
we tested the proposed segmentation method in Section 3.1.3 on synthetic
hair. We used Generative Adversarial Networks “GANs” to simulate real-
istic hair according to a predefined mask, as shown in Fig. 5.6. GANs are
used to translate an image between two domains. They are used to learn
and model the data distribution within the images. In adversarial train-
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Table 5.2: Quantitative results for segmentation results for simulated hair.
The higher is better.
Method Accuracy Specificity Sensitivity Dice Jaccard Index
Proposed 0.987 0.992 0.865 0.877 0.778
Dullrazor [15] 0.971 0.995 0.464 0.60 0.433
Virt. Shaver [11] 0.977 0.981 0.892 0.787 0.665
Xie et al. [18] 0.872 0.862 0.818 0.621 0.587
ing, the generator is responsible for synthetic data generation, while, the
discriminator is responsible for the detection of forged data, produced by
the generator. Thus, the generator is optimised in a way to produced im-
ages resembles the real data to fool the discriminator [6, 117, 210]. The
optimal state is reached when the discriminator is incapable of discrimina-
tion between the real and fake data. Using the generator for the trained
GANs network, we simulated 3500 images with different skin hair masks
to generate synthetic hair with different shape, number and colours. The
proposed method was able to outperform the state-of-the-art methods on
the held-out data for validation and testing. It is worth noting that we did
not fine-tune the trained segmentation network on the generated synthetic
images. Therefore, both the background and the foreground were unseen
examples.
As shown in Table 5.2, the proposed method records better accuracy for
the proposed segmentation method, 0.987 compared to 0.977 for Virtual
Shaver. Also, we had better dice coefficient of 0.877 and Jaccard index of
0.778, compared to 0.787 and 0.665 for Virtual Shaver, respectively. One of
the main advantages of the Jaccard index is the ability to penalise over and
under-segmentation. The proposed method was able to generalise better on
unseen data, compared to the state-of-the-art method.
5.1.3.2 Multi-Label Stencil-GANs: Photo-realistic Surgical Tool
In this experiment, we tested the effect of the combined loss on the qual-
ity of the synthesis using the same proposed methodology in Section 4.3.
We followed the same procedure that incorporated the colourisation and
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background rejection. The labelled mask for the object to be synthesised
is overlaid on the background using the colourisation method. Then, using
the tools mask, the background is rejected, and only the tool is present on
a black background. In the next step, We used the progressive training
techniques to blend the synthesised object with the background. Using the
dilated tools mask, the network is trained gradually to blend the tool to the
background as shown in Fig 5.8. We trained the generator according to the
architecture depicted in Fig. 5.7.
(a) Label mask surrounded
by background.
(b) Ground truth for the in-
strument and background.
(c) Synthetic image for the
tool within the background
context.
Figure 5.8: Synthesis results for instruments on the background after us-
ing progressive scheme for blending with background.
We used the combined loss SSIM + L2 for the optimisation process on
the training dataset. The network was trained for 200 epochs with Adam
optimiser. The network training processes were more stable compared to
the regression loss L2 with faster convergence. The generated synthetic
images have the photo-realistic appearance as shown in Fig. 5.9. By adding
SSIM as a loss term, the network was optimised to generate more visually
plausible details with higher compatibility between the object and the de-
tails, as shown in Fig. 5.9. There is no more bleeding or any visual artefacts
in the blending process.
We quantitatively compared between the proposed methods to demon-
strate the effectiveness of the combined loss with SSIM and L1 or L2. The
combined loss achieved SSIM as high as 0.88, compared to 0.82 for regres-
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Label mask Ground Truth Synthetic image
Figure 5.9: Synthesis results for label-to-image synthesis. The left column
is the label images, middle one is the ground truth and the rightmost one
is the synthesis results.
Method SSIM MSE
Proposed Stencil-GANs with L2 0.82 45.7
Proposed Stencil-GANs with SSIM +L2 0.88 26.8
GP-GAN 0.68 76.38
Table 5.3: Quantitative results for the image synthesis of the surgical tools
using L2, SSIM +L2 and GP-GAN. For SSIM, higher is better. While lower
is better for Mean Square Error “MSE”.
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CHAPTER 5. REALISM IMPROVEMENT AND EVALUATION










(a) Histogram of the R-channel.







(b) Histogram of the G-channel.









(c) Histogram of the B-channel.
Figure 5.11: Data distribution within the dataset for real and synthetic
images using layered object synthesis.
sion per-pixel loss L2 and 0.68 for conventional GP-GAN, as depicted in
Table 5.3. It is worth noting that GP-GAN alters the illumination thus it
affects both SSIM and MSE between the pixels. Also, it lacks the main
aspects of the scope of the work, which is the ability to generate and syn-
thesise surgical tools according to a predefined mask.
The progressive training scheme was capable of synthesising photo-
realistic images by blending the synthetic tools with the background, as
shown in Fig. 5.10. The trained network was able to model the data dis-
tribution within the dataset over most of the histogram bins. However, for
the red channel, there is a small shift to a lighter red instead of the dark
pixels and less bright red pixels. Also, for the green and blue channel, the
generator did not generate that too bright colours for these two channels,
as shown in Fig. 5.11.
5.2 Realism Scoring Metric via Deep Feature
Encoding
Image quality assessment is a vital part of image synthesis. It is used for
evaluation of the quality of the synthetic images as seen from the human
visual system. There are two main methods for quantitatively estimating
the image quality: computational methods and subjective visual Turing
test. These methods are either need a manual annotation for the images,
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needs reference images as a gold standard or based on handcrafted features
for evaluation of the perceived image quality. Also, some of these metrics
are not perfectly aligned with the human visual systems. CNNs have great
abilities for extracting hierarchical representation for the images by using
self-learned kernels.
Validation of the synthesis method for synthetic images against the
baseline is a challenging task as there is no image correspondence between
the two generated images, where the baseline methods may use artificial
colours for the synthesised objects. Thus, it is extremely hard to use the
mean-square error and SSIM metrics for comparison. Therefore, a subjec-
tive metric is required for comparison between the proposed methods.
Human subjective evaluation for the image quality is one of the most
robust methods for quality evaluation. However, it is time-consuming and
labour-intense technique. Crowdsourcing is one of the emerging methods
to facilitate the recruitment of human subjects for evaluation. Amazon
Mechanical Turk (AMT) is a platform for hiring manual annotators for the
images. However, it is a subjective method, prone to inter- and intra-rater
evaluation.
Objective evaluation metrics are used to overcome the limitation of hu-
man subjective evaluation. FCN-score is a set of methods based a fully
convolutional neural network that has been trained on real images as a
positive class and synthetic images as a negative class [119, 220]. However,
this method is highly affected by the adversarial examples and additive
noise to images [221]. Also, for every dataset, a classifier has to be trained
or fine-tuned.
Inception score is used to predict the human perception of the quality
of an image based on the output probability of the pre-trained classifier. It
means the better the quality of an input image, the higher the probability
of falling the image in the correct class [222]. However, this technique can
be fooled by a model that generated only an image per class, this is known
as intra-class mode collapse [223].
Heusel et al. estimated the image quality of the synthetic images based
148
CHAPTER 5. REALISM IMPROVEMENT AND EVALUATION
on data distribution of real images and synthetic ones. They used a clas-
sifier network (Google’s Inception Network [224]) to deep encode the im-
ages into a latent space by extraction of deeply encoded feature vector at
a chosen layer. Thus, these two images can be treated as two continuous
multivariate Gaussian vectors X ∼ N(µ,Σ) [225]. By computing their mean
and variance, Fréchet Distance between these two vectors can be defined
as follows in Eq. 5.29:
FD(r, s)= ||µr −µs||2 +Tr(Σr +Σs −2(ΣrΣs)
1
2 ) (5.29)
where (µr,Σr) and (µs,Σs) are the mean and the covariance of the latent vec-
tor extracted from the inception network. They defined their quality met-
rics based on the FD distance. It is also known as Wasserstein-2 distance.
They found a strong inverse correlation between the FD metric and the im-
age quality. As the FD decreases, the image quality increases. Also, it was
found that it is consistent with the human judgement [223, 225]. One of the
main drawbacks of this method is lack of the ability to describe the results
in a standardised scale with pre-defined scale independent of the dataset.
It was found that for every dataset an FD score is calculated [223].
The t-SNE method is one of the popular methods for data visualisation
of high dimensional data by projecting these data samples into two data
pairs. This method is based on computing the similarity between the data
points using the pair-wise distance metrics, such as Euclidean distance.
The samples are picked based on the probability distribution of data points
similarity. Therefore, similar points have higher probabilities to be picked
and placed next to each other. This placement process is done according to
the Kullback-Leiber divergence between the two data distributions [19].
5.2.1 Proposed Realism Scoring Method
To estimate the realism score, we used a pre-trained a network on a spe-
cific task, such as classification. Thus, the network kernels are steered
for local structure of the images rather than generic networks. Then, the
deep encoded latent feature vector is furthermore encoded using t-SNE
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Figure 5.12: Proposed realism scoring method. The deep encoded features
are processed using t-SNE embedding for dimension reduction. For visu-
alisation, 2-D scatter plot was used to show the data distribution for the
real and synthetic images. Then, the distance between histograms for the
features are calculated using Bhattacharyya distance.
into a two-dimensional vector. This vector can be visualised by 2-D scatter
plot for qualitative analysis. Furthermore, statistical analysis between the
deep projected two-dimensional vector can be used as a quantitative anal-
ysis of the relationship between images. We used Bhattacharyya distance
to measure the discrepancy between the features in the images under test
in comparison to the real images. The steps of the scoring method is de-
picted in the diagram in Fig. 5.12. The deep encoded features are extracted
from the real skin images and then, they are further distilled by t-SNE for
dimension reduction purposes. Afterwards, the histogram for the image
feature is estimated. The histogram represents a statistical measure for
the probabilities of the image features. Similarly, the synthetic images are
processed in the same manner to extract the histogram of the distilled deep
encoded features. Finally, Bhattacharyya distance is used to measure the
discrepancy between the two image sets.
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Figure 5.13: High dimensional data visualisation using t-SNE [19]. We
projected the deep encoded image features of the same base images into
2-D space to study the data distribution in the images. Red data points
represent the image with synthetic hair using the base-line method [17].
Blue data points represent the data distribution for the synthetic image by
the proposed method, while green data points are the real image with hair.
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(a) Histogram of synthetic hair features using the combined loss.











(b) Histogram of synthetic hair features of the baseline images.
Figure 5.14: Comparison between the histogram of the image features for
the real and synthetic images.
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Table 5.4: Bhattacharyya distance between the histograms of encoded fea-
tures for the real, synthetic using the combined loss and the generated
images using baseline.
Synthetic images Baseline images
BH. distance 0.01239 0.05171
5.2.2 Experiments: Blind Quality Assessment
5.2.2.1 Skin hair Synthesis
For the evaluation of the quality of the image generator, we used t-SNE
to project the high dimensional image features vector into 2-D space [19,
226]. These image feature vectors were encoded using convolutional neural
network pretrained on melanoma detection. We adopted the same network
proposed by Yu et al. [227]. They proposed a network based on a deep
residual network of 18 layers [227, 228]. This network is trained to extract
hierarchical features from skin images to facilitate melanoma detection.
These features include the colours and edges present in skin images.
Using this pretrained network, we extracted the features encoded by
the network layers except for the last layer, namely a fully connected layer.
These extracted features are vectors of size 2048x1 for each image. We then
projected these feature vectors, using t-SNE, into a 2D space to visualise
the data distribution in the images. As shown in Fig. 5.13, It was found that
the majority of the baseline image features is segregated away from the
real images features, which reflects the big difference in data distribution
between the baseline images and real images [17]. While the synthetic
images using the proposed method with loss function SSIM +L2 follow
the same data distribution, as depicted in Fig. 5.13. It is worth noting
that some of the simulated hair by the baseline method have the same
distribution as shown in Fig. 5.13 by the red dots within the vicinity of the
green dots that represent the real image distribution.
We plotted the histogram for the extracted featured of all the images,
as shown in Fig. 5.14. Unlike the baseline images, the data distribution
within the histogram of the synthetic haiir using the combined loss follows
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Figure 5.15: The projection of the high dimensional feature tensors for the
images into 2D space for visualisation.
the distribution of the real images. Then, we calculated the Bhattacharyya
distance between the histograms of the deep encoded features for real, syn-
thetic and baseline images to test the similarity and the closeness of the
two histograms. It was found that the Bhattacharyya distance between
the histogram for the image features for real and synthetic data is 0.01239,
compared to 0.05171, for the baseline images, as shown in Table 5.5 [229].
This shows the similarity in the distribution between the extracted fea-
tures from the real images and the synthetic ones, compared to the baseline
images.
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Figure 5.16: Histogram for the projected encoded features using t-SNE for
real, synthetic images and the composite images using GP-GAN.
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Table 5.5: Bhattacharyya distance between the histograms of encoded fea-
tures for the real, synthetic using the combined loss and the generated
images using GP-GAN.
Synthetic images Composite images (GP-GAN)
BH. distance 0.006 0.08
5.2.2.2 Surgical Tools Synthesis
For the evaluation of surgical tool synthesis, we used a pretrained network
on the task of instruments parts detection to extract the deep encoded fea-
ture that has been used to generate the segmentation mask. This network
is based on UNet architecture [230]. Then, we used t-SNE to project these
features into 2-dimensional space for visualisation, as shown in Fig. 5.15.
We extracted the feature tensors from the inference of this pre-trained net-
work and adding a hook for the extraction of the intermediate features.
Then, we labelled each tensor with the corresponding source. Afterwards,
we projected the features into 2-D spaces. Finally, we calculated the his-
togram for the feature components using ten bins, as shown in Fig. 5.16.
For quantitative comparison, we used Bhattacharyya distance between the
histograms of encoded features for the real images, synthetic images us-
ing the combined loss and the generated images using GP-GAN. As shown
in Table 5.4, the Bhattacharyya distance between the features’ histogram
for the real images and the synthetic images using the combined loss was
equal to 0.006. While the distance between the real and the composite im-
ages using GP-GAN was 0.08. These demonstrated results show the high
quality of the synthetic images using the layered object synthesis method.
5.3 Conclusions
In this chapter, we showed the importance of the integration of image qual-
ity metrics in the images synthesis to improve the quality of the output im-
ages and for objective comparison between image synthesis methods. The
selection of a perceptually-based objective function for network training
156
CHAPTER 5. REALISM IMPROVEMENT AND EVALUATION
and optimisation is a crucial part that improves the quality of the gener-
ated images and also improves the network stability to avoid the popular
issues related to the adversarial training such as mode collapse.
We were able to enhance the quality of the object synthesis using image-
to-image translation via the combined loss term for the generator optimisa-
tion process. The combined loss term consists of two terms: the perceptual
loss term SSIM and the regression loss term L2 or L1. This combined
loss term was able to outperform the regression loss term in both quantita-
tive and qualitative comparison. Besides, the adversarial training scheme
improves the quality of the generated images.
In adversarial training, the discriminator acts as a critic that can detect
the outlier composite images that have an unrealistic appearance. These
conducted experiments showed the effect of using the image quality metrics
as an objective function to improve the quality of the generated images.
Furthermore, we proposed a novel metric for image quality assessment
based on t-SNE and Bhattacharyya distance. This metric was able to quan-
tify the distance between the features’ histograms in a standardised range
for more objectivity. The quality of the synthetic images was estimated
using the distance between the histogram of the deep encoded features us-
ing Bhattacharyya distance. We used a pre-trained network to extract the
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“The journey matters as much as the goal.”
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The main scope of this thesis is photo-realistic image synthesis formedical images. We focused on two applications: skin melanomaand surgical tools. We proposed a framework for image synthe-
sis that relies on semantic segmentation for data preparation, layered ob-
ject synthesis using image-to-image translation. Furthermore, we were
able to integrate the image quality metric as a part of the synthesis and
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then, for evaluation of the performance of the proposed framework against
other methods. The main applications of this work are data augmentation,
data generation and AR/VR environments. The proposed method was able
to generate synthetic images using a data-driven approach by incorporat-
ing geometrical and functional information. In our experiments, we used
publicly available datasets for subjective comparison between the state-of-
the-art methods for reproducibility and future comparison. This approach
helped us to construct a comprehensive framework based on a real-life case
on real data. In the course of this dissertation, we have covered several as-
pects that are related to the image synthesis and conducted experiments
that employ and integrate the recent advances in image processing and
image synthesis field.
6.1 Conclusions
In this dissertation, we have dealt with two main concepts related to the
image synthesis: reduction of the false positives for accurate semantic seg-
mentation and high compatibility between the objects and the background
in the composite images. In the following subsections, we are going to sum-
marise and draw conclusions for these points briefly.
6.1.1 RNNs Spatial Sequencing of Encoded Features
Increases Decoding Accuracy
Semantic segmentation is a crucial step for data preparation for image
synthesis to capture both the functional aspect and the data distribution
within each labelled region. Semantically segmenting the input images
can help in promoting the context-aware data-driven approach. Semantic
segmentation can be looked at as building a self-learned dictionary for the
parts. We were able to conduct extensive experiments to compare the seg-
mentation methods. We focused on two main segmentation tasks related to
our work. Firstly, we performed semantic segmentation for skin melanoma
to segment both the lesion and the hair. We used the benchmarking dataset
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for training and validation. We were able to outperform the state of the art
methods for skin melanoma segmentation as shown in Section 3.1.
The hybrid CNN-RNN architecture was able to model the spatial depen-
dencies between the deep encoded feature patches for accurate delineation
of the lesion borders. The proposed hybrid architecture out-performed the
adversarial network for melanoma segmentation. Then, we proceeded with
the experiments to cover other visual artefacts, such as skin hair. We used
the same architecture to extract accurate segmentation masks for skin hair.
We compared this method to the state-of-the-art skin hair segmentation
methods: Virtual shaver and Dull razor. We proposed a new metric to
measure the efficacy of the digital hair removal using “Tumour Disturb
Pattern”, as discussed in Section 3.2. This metric is used to estimate the
changes in the lesion’s visual features that may affect the diagnosis. Higher
disturbance in the tumour feature indicates inaccuracies in segmentation.
We used the skin lesion segmentation mask generated in Section 3.1 in the
estimation of this metric.
Secondly, we used semantic segmentation using surgical tools for endo-
scopic operations. We were able to out-perform the benchmarking methods
against the same evaluation metrics, as we elaborated in Section 3.3. These
two applications showed the robustness of this proposed method for seman-
tic segmentation of fine and large objects. The semantic segmentation is
the main preprocessing step to capture both data-distribution and corre-
lates it to the image semantics. This will be hugely beneficial for image syn-
thesis using a data-driven approach. In the case of the over-segmentation,
the network will falsely model the distribution of the background or other
labelled parts instead of the part-of-interest.
6.1.2 Focused Learning Capacity via Stencil Masks
Using image-to-image translation, we were able to synthesise composite
images based on the modelled data distribution according to the overlaid
the label masks on the arbitrary background. Also, to improve the network
convergence, we used a novel approach based on the background rejection
160
CHAPTER 6. CONCLUSIONS AND FUTURE WORK
to steer the learning capacity of the network towards the object synthesis
rather than the modelling of the whole image. Using this technique, we
were able to synthesis objects using bi- and multi-label masks. In skin
hair synthesis, we overlaid white regions to indicate the hair locations and
black label for the background. Also, for surgical tool synthesis, we syn-
thesised seven surgical tools, each tool has three parts. We assigned a
label to them using the colourisation technique, as discussed in Section 4.3.
The use of overlaid label masks on a background of arbitrary colour value
(usually black or white depending on the desired colour tone of the syn-
thesised parts) allows the generator part of the conditional GANs to allo-
cate all learning capacity to the synthesised parts. This, in return, allows
faster convergence, more accurate synthesis results and avoids the poten-
tial collapse of the GANs model when the generator succeeds in fooling the
discriminator by adding noise to the background.
6.1.3 Perceptually-Inspired Combined Loss Functions
Increases Realism
The images realism of any composite synthetic images relies on the level of
details in the image thats shall align with the image semantics. The com-
posite image shall stimulate the human visual system in a similar manner
to the real ones. Therefore, perceptually-aware image synthesis is a must
to improve the image realism and the compatibility between the synthetic
objects and the background. To achieve this target, we used image quality
metrics in the learning process of the network used for image synthesis
to improve the details, and we used a progressive training scheme to help
the network to embed the synthesised object within the background seam-
lessly.
The perceptually-aware objective function improved the synthesis qual-
ity compared to the per-pixel regression loss function, such as L1 and L2
as shown by the results in Section 5.1. This perceptually-aware objective
function takes into account the eye physiology and the functionality of the
human visual system. It was found that the human visual system is stim-
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ulated by changes within the pixel neighbourhood. To achieve more plau-
sible details with high ability to blend, the perceptually-aware objective
function with optimising the context of the pixel neighbourhood. Also, it
helps in the convergence of the network faster than using per-pixel regres-
sion objective function.
Quantitative evaluation of the quality of the generated images is essen-
tial for the validation of any image processing and image synthesis tech-
nique. Image synthesis needs a special quality metric for assessment to
address the main two pillars of the assessment: the image quality and
realism scoring. To achieve this, we used a pre-trained network on a gen-
eral task, such as classification or segmentation. Then, we extracted the
intermediate-deep encoded features of the image. Using t-SNE, we pro-
jected these features into lower dimensional space 2D or 3D. Then, we vi-
sualised these projected components using a scatter plot to have insights
about the data distribution within the dataset. We applied this methodol-
ogy to the real images and the synthetic images for comparison. Then, we
used Bhattacharyya distance between the histogram of the values of the
projected feature for the real data and the synthetic ones to quantify the
deviation and assess the realism of the synthetic images. Based on the con-
ducted experiments, the proposed methodology is efficient and aligns with
the visual image quality.
6.2 Future Work
During the journey of this research, we were able to synthesise photo-
realistic images based on the semantically labelled images as input to the
generator of a conditional generative adversarial network to generate a
well-blended synthetic image in the target domain. The future perspec-
tives of the presented work lies in performing the synthesis of the object
based on the textual scene description and incorporating temporal infor-
mation. Text-to-scene synthesis is an ill-posed multi-modal problem that
will have several solutions, as it is a more laborious task than image cap-
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tioning. In image captioning, the scene is translated into description using
natural language. Therefore, the future work for the text-to-scene problem
will focus on the synthesis of the semantically labelled mask overlays on
the selected background for the scene as more deterministic approach for
the problem. The label masks are generated based on the input text.
In a real surgical operation, surgeons control the surgical tools through
a tele-operated robot or endoscopic tools. Surgeon’s hand movement is a
stochastic process that is defined using motion-related measurements such
as velocity, force and relative positions. Each frame of the scene consists of
a background and the present tools within that frame. These tools have two
main descriptors: the type and the orientation. The semantically labelled
masks should be generated based on the types of the present tools.
The second descriptor is the surgical tool orientation. It represents the
location of the tool in the 3-D space concerning the reference frame. This
descriptor shall also incorporate the depth information. This information
shall elevate the quality of the synthesis by adding shadows and depth
information to the generated images. Depth information will help the sur-
geons to improve their hand-eye coordination in a pseudo-real immersive
environment. To reach the final goal, the label masks shall be generated
based on both the type and the orienrtation of the present tools.
Furthermore, temporal information can generate more correlated frames
and reduce randomness in the synthesised tools. However, image synthesis
based on spatiotemporal information requires a modified architecture for
the generator to incorporate both recurrent and convolutional layers. This
modified architecture will face two main challenges, stability issues in the
optimisation using adversarial training and memory constraints. Recur-
rent neural networks are capable of handling the temporal information
between the frames. Long-Short Term Memory layers are proven to be a
memory-efficient when dealing with larger sequences. Adding recurrent
layer to the generator will help in incorporating the temporal information.
The generator shall generate the scene not only based on the labelled input
masks but also based on the previous frame too.
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