77 importance. However, due to the importance of NNs for the improvement of prediction of 78 quantitative traits, there is still a need to test different dimensionality reduction methods and 79 prediction models for polygenic traits.
80
In where is the effect of the favorable allele in locus j, considered equal to 1, 0 or -1 for 104 the genotypic classes AA, Aa and aa, respectively, and is the contribution of locus j to the 105 manifestation of the trait under consideration. In this study, the contribution of each locus was 106 established as being equivalent to the probability of the set generated by the binomial 107 distribution X~ b (a+b) s , where a=b=0.5 and s = (50). The value of d i was defined according to 108 the average degree of dominance expressed in each trait. E i is the environmental effect, 109 generated according to a normal distribution with means equal to zero and variance given by 110 the equation bellow:
113 where is the variance given by the environmental values, is the variance of the genetic 
119
In the above equation, the first summation of the expression refers to the contribution 120 of the individual locus through its additive and dominant effects and the second summation 122 loci. is the multiplicative effect of the favorable allele in locus j, and j+1 and is the 123 contribution of locus j to the manifestation of the trait under consideration. 
RR-BLUP

130
The RR-BLUP model was used to obtain the genomic estimated breeding values
(GEBV) [4]:
132
133 where y is the vector of phenotypic observations, b is the vector of fixed effects, a is the vector 134 of random marker effects, and e refers to the vector of random errors, N(0, ); X and Z are σ 137 (Fig 1) . . When the CN resulting from this division was lower than or equal to 100, it was 190 considered that there was weak multicollinearity between the explanatory variables; for 100 < 191 CN <1000 moderate to severe multicollinearity, and for CN≥1000 severe multicollinearity was 192 considered. So, based on a graphical analysis, the number was determined by the graphical 193 point with the best R 2 , the lowest REQM when 100 <CN.
195 where λ n is the eigenvalue of largest absolute value and λ 1 of the smallest.
196
Computational applications for data analysis 197 The models were compared using the reliability (R 2 ) defined as the squared correlation 211 Results
212
Dimensionality reduction was performed using a graphical procedure that considers the of the 213 model, the determination coefficient (R 2 ) obtained by including the selected markers and the condition 214 number (CN) of the correlation matrix. The number of markers was determined by the graphical point 215 which presented the larger (R 2 and the lowest MSER when 100 <CN (Fig 2) . After defining the optimal 216 number of markers, stepwise regression was used to select, among all markers, those used in the 217 fit. 315 dominant, and epistatic) and found that RBFNN had a better ability to predict the merit of 317 additive linear model, such as the Bayesian Lasso one. In the case of purely additive gene effects, 318 RBFNN was slightly worse than Lasso. Still in the above study, the authors reported the use of 319 the dimensionality reduction method -of the main component type -before using RBFNN and 320 also showed that with the selection of markers the performance of the radial base network was 321 better.
322
In non-parametric models, no assumption is made regarding the form of the genotype-323 phenotype relationship. Rather, this relationship is described by a smoothing function and 324 driven primarily by the data . Because of that, RBFNN should be flexible with respect to type 325 of input data and mode of gene action, such as epistasis [8, 30, 31, 7] . This is due to the fact that 
