Instruction scheduling is essential for the efficient operation of today's and tomorrow's processors. It can be stated easily and declaratively as a logic program. Consistency techniques embedded in logic programming enable the efficient solution of this problem.
Introduction
Current RISC processors achieve their high performance by exploiting parallelism through pipelining and multiple execution units. As a consequence, the results of previous instructions are sometimes not available when the next instruction is executed. If the next instruction needs the result, it has to wait. The problem of arranging the instructions in a way that reduces the number of wait cycles is known as instruction scheduling or instruction reordering. Microcode compaction is a related problem.
Instruction scheduling can have a drastic impact on performance: On the Motorola 88100 one floating point multiplication can be started at every cycle, but the result is only available after six cycles. Even a simple formulation of optimal instruction scheduling is an NP-complete search problem [HG83] . Scheduling is further complicated by the interactions between the execution units. E.g., on the Motorola 88100 only one result at a time can be written back to the register file. Since up to three execution units may want to write a result, the scheduler must also consider the priority scheme implemented in the hardware. Scheduling is even more important for the superscalar and VL1W processors now being developed which can execute multiple instructions per cycle.
The existing algorithms make use of an exphcit dependency graph. The scheduler determines the path length, heuristically selects one of the instructions having no predecessor, appends it to the instruction sequence, and removes it from the graph. The usual heuristic procedure chooses the instruction with the longest path length. Hu The use of consistency techniques combined with tree searching for solving combinatorial problems has been an Artificial Intelligence research topic for a long time [WalT2, Nud83] . Problems are represented as networks of constraints on variables. The domains of the variables are represented explicitly. Constraints are used actively to remove values from the domains which cannot appear in a solution. In this way the search tree is pruned a priori.
Van Hentenryck [VH89, VHD87] integrated consistency techniques in logic programruing. He added a new data type, the domain variable. It behaves like an ordinary logic variable except that it can be instantiated only with values from its domain. Constraints are used to reduce these domains and thus the search tree.
For example, given the variables X with the domain {1,2,... 6} and Y with the domain {4,5,... 9}, the constraint X #> ¥ (Dectaratively #> means the same as >) immediately reduces the domains to {5, 6} and {4, 5} respectively. The constraint keeps watching the variables and becomes active again if the domains are further reduced. Domain variables and constraints combine nicely with the search capabilities inherent in logic programming languages and form an efficient approach to solving combinatorial problems. The resulting language has been used to efficiently solve a wide range of toy and real-world problems, among them scheduling problems [VH89, DSVH90, Ert90]. Programs for these purposes look like generate&test-programs with the tests coming first.
The experiences gained with this method suggest its application for instruction scheduling. Furthermore the use of constraint logic programming eases the integration of other code generation and optimization techniques, e.g. [Gan89] .
