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INJECTIVITY AND RANGE DESCRIPTION OF FIRST (k + 1) INTEGRAL
MOMENT TRANSFORMS OVER m-TENSOR FIELDS IN Rn
ROHIT KUMAR MISHRA∗ AND SUMAN KUMAR SAHOO†
Abstract. In this work, we prove a new decomposition result for rank m symmetric tensor fields which
generalizes the well known solenoidal and potential decomposition of tensor fields. This decomposition is
then used to describe the kernel and to prove an injectivity result for first (k+1) integral moment transforms
of symmetric m-tensor fields in Rn. Additionally, we also present a range characterization for first (k + 1)
integral moment transforms in terms of the John’s equation.
1. Introduction
The space of covariant symmetric m-tensor fields on Rn with components in Schwartz space S(Rn) will
be denoted by S(Sm). In standard Euclidean coordinates, any element f ∈ S(Sm) can be written as
f(x) = fi1...im(x)dx
i1 · · · dxim
with fi1...im ∈ S(R
n) are symmetric in its components. For repeated indices, Einstein summation
convention will be assumed throughout this article. Also, we will not distinguish between covariant and
contravariant tensors as we are working with the Euclidean metric.
The space of oriented lines in Rn is parametrized by points of the tangent bundle of unit sphere Sn−1
and it is denoted by
TSn−1 = {(x, ξ) ∈ Rn × Rn | |ξ| = 1, 〈x, ξ〉 = 0}.
For each (x, ξ) ∈ TSn−1, we have a unique line {x+ tξ | t ∈ R} passing through point x and in the direction
ξ.
For a non-negative integer q ≥ 0, the q-th integral moment transform of a symmetric m-tensor field is
the function Iq : S(Sm)→ S(TSn−1) given by [33]:
(Iqf)(x, ξ) =
∞∫
−∞
tq〈f(x+ tξ), ξm〉dt =
∞∫
−∞
tqfi1...im(x+ tξ) ξ
i1 · · · ξimdt. (1.1)
In the above equation, 〈f, ξm〉 actually means 〈f, ξ⊗m〉, where ξ⊗m denotes m-times tensor product of ξ
with itself.
The collection of first (k+1) integral moment transforms of f ∈ S(Sm) is denoted by Ikf , more specifically,
the operator Ik : S(Sm)→
(
S(TSn−1)
)k+1
defined by
Ik(f)(x, ξ) = (I0f(x, ξ), I1f(x, ξ), . . . , Ikf(x, ξ)), for (x, ξ) ∈ TSn−1. (1.2)
The zeroth integral moment transform I0 or I0 coincides with the well known longitudinal ray transform
(also known as ray transform) of symmetricm-tensor fields in Rn. The problem of inverting the longitudinal
ray transform (LRT) is primarily motivated from their appearance in several imaging problems, notably in
medical imaging, seismic imaging, ocean imaging and many more. It is well known [34] that the LRT has
a non-trivial kernel (containing all potential tensor fields with certain decay at infinity) which tells that
one cannot recover the entire tensor field just from LRT data. On the other hand, the solenoidal part f s
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of a symmetric m-tensor field f can be determined uniquely from the knowledge of I0f . In this regard,
explicit reconstruction algorithms have been studied by many researchers in various settings, please see
[4, 5, 9, 11, 12, 13, 24, 25, 26, 28, 27, 30, 32, 35, 36, 37, 38] and references therein. In addition to these
explicit schemes, approximate inversion methods (such as microlocal inversion) have also been developed
extensively to recover the solenoidal part a symmetric m-tensor field, see [2, 3, 6, 7, 14, 17, 19, 20, 22, 31].
It is evident from the non-injectivity of LRT that one needs more information (in addition to LRT) for the
full recovery of a tensor field. In 1984, Sharafutdinov [33] introduced integral moment transforms (see (1.1))
and showed that the collection of first (m+1) integral moment transforms, Im, is injective over symmetric
m-tensor fields in Rn. For the scalar case (m = 0), the integral moment transforms Ik (k > 0) appear in
the study of inversion of cone transforms and conical Radon transforms, see [8, 21, 29] and references there
in. And the latter transforms arise in image reconstruction from the data obtained by Compton cameras,
which have potential applications in medical and industrial imaging. In [1], authors proved a support
theorem and an injectivity result for first (m+1) integral moment transforms of symmetric m-tensor fields
on simple real analytic Riemannian manifolds. Then in [18], authors gave an inversion formula for integral
moment transforms on a simple Riemannian surface. Later in the article [23], author presented an explicit
scheme for the recovery of a vector field in Rn using n-dimensional restricted data of first 2-integral moment
transform of the unknown vector field. Most recently in a couple of papers [15, 16], authors studied first
(m+1) integral moment transforms and its properties over m-tensor fields in a great detail. In [15], authors
proved the invertibility together with stability estimates for the collection of first (m+1) integral moment
transform Im. In their second paper [16], authors gave a detailed description of range for the operator Im.
To the best of our knowledge, the study on the transform Ik over rank symmetric m-tensor fields is
limited to cases k = 0 and k = m only. The current article addresses injectivity and range characterization
questions for the intermediate cases 0 < k < m of the operator Ik. It is well known that a symmetric m-
tensor field f can be decomposed uniquely into its potential part and solenoidal part. This decomposition
is not closed in the sense that the solenoidal and the potential components of a tensor field f are not in the
Schwartz space even if f is in the Schwartz space. Therefore, it is not possible to apply an iterative scheme
(similar to [1]) on the decomposition. To overcome this difficulty, we introduce k-potential tensor fields
and k-solenoidal tensor fields (see Definition 3.1) by extending classical notions of potential and solenoidal
tensor fields respectively. Then, we prove a decomposition result (see Theorem 3.4) which shows that any
symmetric m-tensor field f can be decomposed uniquely into a k-potential tensor field and a k-solenoidal
tensor field. With the help of this decomposition theorem, we provide an explicit description of the kernel
for the operator Ik, see Theorem 4.3. Additionally, we also prove that the operator Ik is injective over
(k + 1)-solenoidal tensor fields. Our injectivity result generalizes the existing injectivity results for I0
(injective over solenoidal tensor fields) and Im (injective over m-tensor fields).
Apart from injectivity and invertibility issues, the range characterization questions are also very
important in the field of integral geometry. For instance, the knowledge of range is essential in order
to project measured data on the range before applying inversion algorithms. The second order differential
operator (also known as John operator)
Jij =
∂2
∂xi∂ξj
−
∂2
∂xj∂ξi
1 ≤ i, j ≤ n (1.3)
shows up in the range characterization results for ray transform of functions by Helgason [9] and of tensor
fields by Sharafutdinov [34] in Rn(n ≥ 3). The John differential equation was first introduced by Fritz
John [10] to study ultrahyperbolic differential equations in R3. The final goal of this article is to give a
detailed description of the range for the operator Ik in terms of John’s differential equations, see Theorem
5.1.
The rest of the article is organized as follows. In section 2, we introduce some definitions and notation
used throughout this work. Section 3 is devoted to the proof of decomposition theorem of symmetric
m-tensor fields. The injectivity results and kernel description is discussed in section 4. Finally, section 5
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contains the proof of range characterization for the integral moment transform Ik.
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2. Definitions and notation
In this section we introduce some important definitions and notation used throughout this article.
Most of these definitions and notation can be found in the book “Integral geometry of tensor fields”
by Sharafutdinov [34] and also in the article [15].
2.1. Some differential operators. Let Tm(Rn) denotes the space of m-tensors on Rn. There is a natural
projection of Tm(Rn) onto the space of symmetric tensors Sm(Rn), σ : Tm(Rn)→ Sm(Rn) given by
(σv)i1...im =
1
m!
∑
π∈Πm
vπ(i1)...π(im) (2.1)
where Πm is the set of permutation of order m.
For x ∈ Rn, we define the symmetric multiplication operators ix : S
m(Rn)→ Sm+1(Rn) by
(ixf)i1i2...,im+1 = σ(i1, . . . , im, im+1)(xim+1fi1i2...im).
In the same spirit, we also define the dual of ix, the convolution operator, jx : S
m(Rn)→ Sm−1(Rn) by
(jxf)i1i2...im−1 = fi1i2...imx
im .
The composition of these operators will be essential in the next section to prove the decomposition theorem
and hence for the convenience of reader, we introduce the operators ix⊗k : S
m(Rn) → Sm+k(Rn) and
jx⊗k : S
m+k(Rn)→ Sm(Rn), for any fixed integer k ≥ 1, as follows:
(ix⊗kf)i1i2...im+k = σ(i1, . . . , im . . . im+k)(xim+1...xim+k fi1i2...im)
(jx⊗kf)i1i2...im = x
im+1 . . . xim+kfi1i2...imim+1...im+k .
Next, we define two important first order differential operators on C∞(Sm), the space symmetric m-tensor
fields whose components are C∞ smooth. The operator of inner differentiation or symmetrized derivative
d : C∞(Sm)→ C∞(Sm+1) is defined by
(du)i1...imim+1 = σ(i1, . . . , im)
(
∂ui1...im
∂xim+1
)
where σ is defined in equation (2.1).
The divergence operator δ : C∞(Sm)→ C∞(Sm−1) is defined by the formula
(δu)i1...im−1 =
n∑
j=1
∂ui1...im−1j
∂xj
.
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2.2. Some properties of moment ray transforms. Note that the definition of q-th integral moment
transform Iq will make sense if we define them to Rn × Rn \ {0}. For later use, we define the operator
Jq : S(Sm) −→ C∞(Rn × (Rn \ {0})) by extending Iq to Rn × Rn \ {0}
Jqf(x, ξ) =
∞∫
−∞
tq〈f(x+ tξ), ξm〉 dt for (x, ξ) ∈ Rn × Rn \ {0}. (2.2)
It has been shown in [15] that the data (I0f, I1f, . . . , Ikf) and (J0f, J1f, . . . , Jkf) are equivalent for any
0 ≤ k ≤ m and there is a explicit relation between these operators
(Jqf)(x, ξ) = |ξ|m−2q−1
q∑
ℓ=0
(−1)q−ℓ
(
q
ℓ
)
|ξ|ℓ〈ξ, x〉q−ℓ (Iℓf)
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
. (2.3)
In certain instances, it will be more convenient to work with the operator Jq instead of Iq. One clearly
evident advantage of working with functions Jkf is that the partial derivatives ∂
∂ξi
and ∂
∂xi
are well defined
on Jkf for k = 0, 1, . . . ,m.
The Fourier transform of a symmetric m-tensor field f ∈ S(Sm) is defined component-wise, that is,
f̂i1...im(y) = f̂i1...im(y), y ∈ R
n
where ĥ(y) denotes the usual Fourier transform of a scalar function h defined on Rn.
The Fourier transform F : S(TSn−1) −→ S(TSn−1) is defined as follows, see [34, Section 2.1]:
F(ϕ)(y, ξ) = ϕ̂(y, ξ) =
1
(2π)(n−1)/2
∫
ξ⊥
e−ix·yϕ(x, ξ) dx (2.4)
where dx is the (n − 1)-dimensional Lebesgue measure on the hyperplane ξ⊥ = {x ∈ Rn : 〈x, ξ〉 = 0}.
This definition of Fourier transform is used to compute the following Fourier transform of q-th integral
moment transform of f :
Îqf(y, ξ) = (2π)1/2iq〈ξ, ∂y〉
q〈f̂(y), ξm〉.
For q = 0, the above equality reduces to
Îf(y, ξ) = (2π)1/2〈f̂(y), ξm〉.
3. Decomposition results
We start this section by defining two special tensor fields which are generalizations of the solenoidal
tensor fields and potential tensor fields respectively.
Definition 3.1 (k-solenoidal and k-potential tensor fields). For any fixed 1 ≤ k ≤ m, a symmetric m-
tensor field f ∈ C∞(Sm) is said to be
(1) k-solenoidal tensor field if
δkf = 0.
(2) k-potential tensor field if there exists a (m− k)-tensor field v ∈ C∞(Sm−k) such that
f = dkv.
For k = 1, the k-solenoidal and k-potential tensor fields coincide with the usual solenoidal and potential
tensor fields respectively.
The goal of this section is to prove that any symmetricm-tensor field can be decomposed uniquely into its
k-solenoidal part and k-potential part. This decomposition theorem extends the result [34, Theorem 2.6.2]
which gives a unique decomposition of a symmetric m-tensor fields into its solenoidal part and potential
part. In fact both these results can be viewed as generalizations of the well-known Helmholtz (the name
INTEGRAL MOMENT TRANSFORMS IN Rn 5
Helmholtz-Hodge decomposition also used widely) decomposition of vector field into divergence free part
(solenoidal part) and curl free part (potential part).
To prove the main decomposition result of this section, we need the following two lemmas:
Lemma 3.2. Let f be a symmetric m-tensor field in Rn and x ∈ Rn be a non-zero vector. Then for
0 ≤ k ≤ m, there exist symmetric m-tensor field g and symmetric (m − k)-tensor field v such that the
following decomposition of f holds:
f = g + ix⊗kv (3.1)
where g satisfies jx⊗kg = 0 and given by
gi1i2···im
= σ(i1, . . . , im)
(
δj1i1 · · · δ
jk
ik
−
xi1 . . . xikx
j1 . . . xjk
|x|2k
)(
δ
jk+1
ik+1
−
xjk+1xik+1
|x|2
)
· · ·
(
δjmim −
xjmxim
|x|2
)
fj1j2...jm.
(3.2)
We skip the proof of this lemma as it can be achieved directly from the duality of the linear operators
ix⊗k : S
m(Rn) −→ Sm+k(Rn) and jx⊗k : S
m(Rn) −→ Sm−k(Rn), see also [34, Lemma 2.6.1].
Lemma 3.3. Let f ∈ S(Sm) be a symmetric m-tensor field and g, v be as in the above Lemma 3.2. Then
for any multi-index α, the following identities hold:
Dαgi1i2...im(x) = |x|
−2(|α|+m)
∑
|β|≤|α|
Pαj1...jmβi1...im (x)D
βfj1...jm(x), (3.3)
Dαvi1...im−k(x) = |x|
−2(|α|+m)
∑
|β|≤|α|
Qαj1...jmβi1...im−k(x)D
βfj1...jm(x) (3.4)
where Pαj1...jmβi1...im (x) and Q
αj1...jm
βi1...im−k
(x) are homogeneous polynomial of degree (2m + |α| + |β|) and (2m +
|α|+ |β| − k) respectively. Also, D = (D1, . . . ,Dn), Dj = −i∂xj .
Proof. Let us start with the observation that if we expand the right hand side of the expression for g given
in (3.2), then every term in this expansion will be of the following form:
xi1 . . . xipx
j1 . . . xjp
|x|2p
fj1...jpip+1...im for some 0 ≤ p ≤ m.
Keeping this observation in mind, we will prove our lemma using induction on α. For |α| = 1, we get
Dα = −i∂xk for some 1 ≤ k ≤ n and therefore
Dα
(
xi1 . . . xipx
j1 . . . xjp
|x|2p
)
=
homogeneous poly of degree(2p + 1)
|x|2(p+1)
.
For p = m, the above equality becomes
Dα
(
xi1 . . . ximx
j1 . . . xjm
|x|2m
)
=
homogeneous poly of degree(2m+ 1)
|x|2(m+1)
.
Using this, one can easily verify the following equality
Dαgi1i2···im =
1
|x|2(m+1)
1∑
|β|=0
Pαj1...jmβi1...im (x)D
βfj1...jm(x)
where Pαj1...jmβi1...im (x) is a homogeneous polynomial of degree 2m+1+ |β|. This shows that our result is true
for |α| = 1.
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Now, assume that the result is true for |α| = k then we aim to verify the result for |α| = k+1. The idea
here is to break α (such that |α| = k + 1) as α = γ1 + γ2 with |γ1| = k and |γ2| = 1. Then by applying
Dγ2 (which is same as the case |α| = 1) to Dγ1gi1i2···im , we get the desired result for g.
Finally to get the estimate for v, first we apply jx⊗k to the equation (3.1) and then by again using a
similar induction argument on α, we conclude the proof our lemma. 
Now, we are ready to present our decomposition theorem for symmetric m-tensor fields, which is one of
the key aspects of this article and this decomposition will be used at several places later.
Theorem 3.4. Let f ∈ S(Sm) be a symmetric m-tensor field defined on Rn and 1 ≤ k ≤ min{n − 1,m}
be a fixed positive integer. Then there exist uniquely determined smooth symmetric m-tensor field g and
(m− k)-tensor field v satisfying
f = g + dkv; δkg = 0, (3.5)
g(x), v(x) → 0 as |x| → ∞. Additionally, we have the following decay estimates:
|g(x)| ≤ C(1 + |x|)1−n; |dℓv(x)| ≤ C(1 + |x|)k+1−ℓ (for 0 ≤ ℓ ≤ k). (3.6)
The tensor fields g and v will be called the k-solenoidal part and the k-potential part of f respectively.
Proof of existence. We use the notation f̂(y) for the Fourier transform of f which we define component-
wise, that is,
f̂i1...im(y) = f̂i1...im(y).
Then, we apply Theorem 3.2 to find unique symmetric tensor fields ĝ and v̂, of order m and (m − k)
respectively, such that
f̂(y) = ĝ(y) + iy⊗k v̂(y) and jy⊗k ĝ(y) = 0. (3.7)
Using relations (3.3) and (3.4) for ĝ and v̂, we have that the both fields ĝ(y) and v̂(y) are smooth on
Rn0 = R
n \ {0}, decay rapidly as |y| → ∞. Additionally, we also have the following estimates for |y| ≤ 1
and for any multi-index α = (α1, . . . , αn):
|Dαĝ(y)| ≤ |y|−|α|, |Dαv̂(y)| ≤ |y|−|α|−k. (3.8)
From above estimates, we see that Dαĝ(y) is integrable for |α| ≤ n − 1 and Dαv̂(y) is integrable for
|α| ≤ n− k− 1. Hence g and v are smooth under the assumption 1 ≤ k ≤ min{m,n− 1}. Also, by a direct
application of the inverse Fourier transform to (3.7), we get the following required decomposition:
f = g + dkv; δkg = 0.
Further, the summability condition of ĝ and v̂ will give g(x), v(x) → 0 as |x| → ∞. Thus the only thing
remains to show is the following estimates:
|g(x)| ≤ C(1 + |x|)1−n; |dℓv(x)| ≤ C(1 + |x|)k+1−ℓ−n (for 0 ≤ ℓ ≤ k).
We show the estimate for g in detail and estimate for v can be achieved by similar arguments. We start
by writing g in terms of Fourier inversion formula as follows:
g(x) =
∫
Rn
eix·yĝ(y)dy
=⇒ xαg(x) = (−i)|α|
∫
Rn
ĝ(y)Dαy e
ix·y dy.
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As ĝ(y) is not smooth at the origin, in order to apply the integration by parts in the above identity, we
rewrite the above integral in the following way:
xαg(x) = (−i)|α| lim
ǫ→0
∫
|y|≥ǫ
ĝ(y)Dαy e
ix·y dy
= i|α| lim
ǫ→0
(∫
|y|≥ǫ
Dαy (ĝ(y))e
ix·y dy −
∫
|y|=ǫ
Dαy (ĝ(y))ν
αeix·y dσ(y)
)
.
Using inequality |Dαĝ(y)| ≤ |y|−|α| from (3.8), we conclude that lim
ǫ→0
∫
|y|=ǫD
α
y (ĝ(y))ν
αeix·y dσ(y) equals to
0 for |α| ≤ n− 2 and constant for |α| = n− 1. Additionally, we have Dαĝ ∈ L1(Rn) for |α| ≤ n− 1 gives
|xαg(x)| ≤Cα,
where Cα is a constant depending only on the multi-index α. Taking sum over |α| from 0 to n − 1 and
using the fact that (1 + |x|)n−1 and
n−1∑
|α|=0
|xα| are comparable, we get the estimate
|g(x)| ≤ C(1 + |x|)1−n.
Similar argument will work to derive the estimate of v and its derivatives. This finishes the proof of
existence.
Proof of uniqueness. Assume if possible, we have two such decomposition, that is, there are g1, g2, v1
and v2 satisfying
g1 + d
kv1 = f = g2 + d
kv2, and δ
kg1 = 0 = δ
kg2
⇒ (g1 − g2) + d
k(v1 − v2) = 0, and δ
k(g1 − g2) = 0.
Therefore to prove the uniqueness of the decomposition, it is enough to prove f = 0 implies g = v = 0.
Now f = 0 gives g+dkv = 0 and δkg = 0. Since g ∈ S ′(Sm) and v ∈ S ′(Sm−k), where S ′ denotes the space
of tempered distributions. Applying Fourier transform of the equations g + dkv = 0 and δkg = 0, we get
ĝ(y)+ (i)kiy⊗k v̂(y) = 0 and jy⊗(k) ĝ(y) = 0. By Theorem 3.2 we have ĝ(y) = v̂(y) = 0 in R
n
0 = R
n \{0}, i.e.,
the support of distributions is contained in {0}. Thus ĝ and v̂ can be written as finite linear combination
of derivatives of Dirac delta distribution. Therefore
ĝ =
∑
|α|≤p
cα∂
αδ0
for some positive integer p and δ0 is the Dirac delta distribution.
Again ∂αδ0 ∈ S
′(Rn) be the space of tempered distributions, for any multi-index α. Taking inverse
Fourier transform of the above in the sense of tempered distributions, we obtain g is a polynomial of
degree almost p. But g(x) → 0 as |x| → ∞ implies g = 0 in Rn. One can argue similarly and conclude
that v(x) = 0 in Rn. 
Remark 3.5. We remark that, the estimates for the Fourier transform of g and v in (3.8) are optimal
and can not be improved.
4. Kernel description and Injectivity result for the operator Ik
It is known [34, Theorem 2.2.1] that the ray transform I0/I0 is injective over solenoidal tensor fields
(sometimes also called I0 is s-injective) in Rn. In a recent article [15], authors showed the injectivity of
Im over symmetric m-tensor fields in Rn. In this section, our aim is to generalize this injectivity result for
Ik (0 < k < m). Additionally, we also provide an explicit description for the kernel of Ik (0 < k < m).
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Theorem 4.1 (Injectivity of Ik). Let f ∈ S(Sm) be a (k + 1)-solenoidal tensor field in Rn, that is,
δk+1f = 0. Then
Ikf = 0 =⇒ f ≡ 0.
In other words, the operator Ik is injective over (k + 1)-solenoidal tensor fields.
Given a symmetric m-tensor field, we define a symmetric (m− ℓ)- tensor field fm−ℓ obtained from f by
fixing the first ℓ indices i1, . . . , iℓ. This can be done by fixing any ℓ indices. Due to symmetry it is enough
to fix the first ℓ indices that is,
(fm−ℓ)j1...jm−ℓ = fi1...iℓj1...jm−ℓ , where i1, . . . , iℓ are fixed. (4.1)
Using this notation, the extended q-th integral moment ray transform of tensor field fm−ℓ for any fixed
choice of i1, . . . , iℓ will be denoted by J
qfm−ℓ(x, ξ), for any integer q ≥ 0.
Lemma 4.2. If I0f, . . . , Irf (0 ≤ r ≤ m) are given for a symmetric m-tensor field f ∈ S(Sm). Then the
following identity holds
(J0fm−r)i1...ir =
(m− r)!
m!
σ(i1 . . . ir)
r∑
p=0
(−1)p
(
r
p
)
∂rJpf
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir
(4.2)
for 1 ≤ i1, . . . , ir ≤ n.
Proof. This result has been already proved in [15, Theorem 3.1] for the case r = m and we follow similar
technique to prove the result for case (0 ≤ r < m) with the required modifications.
The idea is to use induction on m. For m = 0, the only choice for r is 0 and hence the relation (4.2)
holds trivially. In fact, if r = 0 then the relation (4.2) holds for any m. Assume the relation (4.2) is true
for m tensor fields with 0 ≤ r < m. We want to use this induction hypothesis to verify (4.2) for any
1 ≤ r + 1 < m+ 1.
Differentiating Jpf with respect to ξir+1 we get
Jpfm =
1
m+ 1
(
∂Jpf
∂ξir+1
−
∂Jp+1f
∂xir+1
)
=
∫ ∞
−∞
tp
(
fi1···imir+1(x+ tξ) ξi1 · · · ξim
)
dt
for 0 ≤ p ≤ r and fm = fm+1−1 is a symmetricm tensor field given by (4.1) . Thus by induction hypothesis,
we have
(J0(fm)m−r)i1···ir =
(m− r)!
m!
σ(i1 . . . ir)
r∑
p=0
(−1)p
(
r
p
)
∂rJpfm
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir
=
(m− r)!
(m+ 1)!
σ(i1 . . . ir)
r∑
p=0
(−1)p
(
r
p
)
∂r
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir
(
∂Jpf
∂ξir+1
−
∂Jp+1f
∂xir+1
)
.
Since (J0(fm)m−r)i1···ir = (J
0fm−r)i1···ir+1 , which is symmetric with respect to indices i1 . . . ir+1. Therefore,
above equation reduces to
(J0fm−r)i1···ir+1 =
(m− r)!
(m+ 1)!
σ(i1 . . . ir+1)
 r∑
p=0
(−1)p
(
r
p
)
∂r
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir
(
∂Jpf
∂ξir+1
−
∂Jp+1f
∂xir+1
) .
(4.3)
Using, the arguments used in [15, Theorem 3.1], the term inside the bracket can be expressed as
r∑
p=0
(−1)p
(
r
p
)
∂r
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir
(
∂Jpf
∂ξir+1
−
∂Jp+1f
∂xir+1
)
=
r+1∑
p=0
(−1)p
(
r + 1
p
)
∂r+1Jpf
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir+1
.
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With the help of this, (4.3) implies
(J0fm−r)i1···ir+1 =
(m− r)!
(m+ 1)!
σ(i1 . . . ir+1)
r+1∑
p=0
(−1)p
(
r + 1
p
)
∂r+1Jpf
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξir+1
.
This completes the proof. 
Proof of Theorem 4.1. Let f be a symmetric m-tensor field in Rn satisfying δk+1f = 0 and Ikf = 0, that
is, Iℓf = 0 for ℓ = 0, 1, . . . , k. Our aim is to show that these conditions imply f ≡ 0.
Before moving further, recall J0f, . . . , Jkf are the extended operators satisfying Jℓf |TSn−1 = I
ℓf for
ℓ = 0, 1, . . . , k. By Lemma 4.2, we have
J0fm−ℓ(x, ξ) =
(m− ℓ)!
ℓ!
σ(i1 . . . iℓ)
ℓ∑
r=0
(−1)r
(
ℓ
r
)
∂ℓJrf(x, ξ)
∂xi1 . . . ∂xir∂ξir+1 . . . ∂ξiℓ
.
From equation (2.3), we know Iℓf(x, ξ) = 0 implies Jℓf(x, ξ) = 0 for each ℓ = 0, 1, . . . , k. Therefore, the
above equation gives
J0fm−ℓ(x, ξ) = 0.
Taking the the Fourier transform of the above equation over TSn−1 yields, see [34, Equation 2.1.15],〈
f̂m−ℓ(y), ξ
m−ℓ
〉
= 0 for y ⊥ ξ.
Therefore for all y ⊥ ξ we have〈
f̂(y), yℓ ⊗ ξm−ℓ
〉
= 0 for ℓ = 0, 1, . . . , k. (4.4)
For a fixed y ∈ Rn, let ζ1, ζ2, . . . , ζn−1 be (n− 1) linearly independent vectors in the hyperplane y
⊥. Then,
we can rewrite the above conditions as follows:〈
f̂(y), yℓ ⊗ ζ⊗j1i1 ⊗ · · · ⊗ ζ
⊗jn−1
in−1
〉
= 0, where 1 ≤ i1, . . . , in−1 ≤ (n− 1) and
n−1∑
p=1
jp = m− ℓ.
The collection
{
yℓ ⊗ ζ⊗j1i1 ⊗ · · · ⊗ ζ
⊗jn−1
in−1
}
is a linearly independent set, for details see [17, Section 5]. Since
f is symmetric, the above relation provides
(
n+m− ℓ− 2
m− ℓ
)
independent conditions on f̂(y) for every fixed
y ∈ Rn and 0 ≤ ℓ ≤ k. Therefore in total, we have
m∑
r=m−k
(
n+ r − 2
r
)
independent conditions. But the dimension of a symmetric m-tensor in Rn is(
n+m− 1
m
)
=
m∑
r=0
(
n+ r − 2
r
)
.
Therefore, we require
∑m−k−1
r=0
(
n+ r − 2
r
)
more condition on f̂(y) for the unique recovery of f̂ at y ∈ Rn.
To obtain these relations, we use the condition δk+1f = 0. By similar argument, we again take the Fourier
transform of δk+1f = 0 to get 〈
f̂(y), yk+1
〉
= 0.
This is a symmetric (m−k−1)-tensor field. Taking the tensor product with yp−1⊗ξm−k−p for 1 ≤ p ≤ m−k,
entails 〈
f̂(y), yk+p ⊗ ξm−k−p
〉
= 0.
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We can argue in exactly similar way as we did above to conclude that the above equality will provide total∑m−k−1
r=0
(
n+ r − 2
r
)
independent conditions which are also independent of the conditions we get from
(4.4).
Thus by combining all these independent conditions, we get fˆ(y) = 0 for all y 6= 0 i.e., support of
components of f̂ ⊆ {0}. Therefore components of fˆ(y) are a distribution which can written as a linear
combination of derivatives of the Dirac delta distribution. But the condition f ∈ S(Sm) implies f = 0. 
Theorem 4.3 (Kernel of Ik). A symmetric m-tensor field f ∈ S(Sm) is in the kernel of the operator Ik
for 1 ≤ k ≤ min{m,n− 1} if and only if f = dk+1v, for some (m− k− 1)-tensor field v satisfying dℓv → 0
as |x| → ∞.
Proof. To proof the ‘if’ part of the theorem, assume f = dk+1v for some v ∈ C∞(Sm−k−1) satisfying
dℓv → 0 as |x| → ∞ for ℓ = 0, 1, . . . , k. Then a simple application of integration by parts entails
Iℓ(f) = I0(dk+1−ℓv) = 0, for 0 ≤ ℓ ≤ k.
Conversely, if f ∈ S(Sm) satisfies Iℓf = 0, ℓ = 0, 1, . . . , k. According to our decomposition theorem 3.4, f
can be written as
f = g + dk+1v, δk+1g = 0 and dℓv → 0 as |x| → ∞, 0 ≤ ℓ ≤ k.
Now from Lemma 4.2 we have
J0fm−ℓ(x, ξ) = 0 ℓ = 0, 1, . . . , k
where fm−ℓ is symmetric m − ℓ tensor field obtained from f by fixing ℓ indices. This imply I
0fm−ℓ =
J0fm−ℓ|TSn−1 = 0. Fourier transform of I
0fm−ℓ gives
Î0f(y, ξ) =
〈
f̂m−ℓ(y), ξ
m−ℓ
〉
= 0
for y ⊥ ξ and 0 ≤ ℓ ≤ k. This, y ⊥ ξ and together with the fact f̂(y) = ĝ(y) + yk+1 ⊗ v̂(y) gives〈
ĝm−ℓ(y), ξ
m−ℓ
〉
= 0.
By multiplying this equation with yℓ = y ⊗ · · · ⊗ y︸ ︷︷ ︸
ℓ times
(y 6= 0) and then summing over ℓ indices , we obtain
〈
ĝ(y), yℓ ⊗ ξm−ℓ
〉
= 0 for 0 ≤ ℓ ≤ k.
Applying Fourier transform on the equation δk+1g = 0, we get〈
ĝ(y)⊗ yk+1
〉
= 0.
This is a symmetric (m − k − 1)-tensor field and taking the tensor product with yr−1 ⊗ ξm−k−r for
1 ≤ r ≤ m− k entails 〈
ĝ(y), yk+r ⊗ ξm−k−r
〉
= 0.
Thus for a non-zero vector y ∈ Rn with y ⊥ ξ , we have〈
ĝ(y), yr ⊗ ξm−r
〉
= 0 (4.5)
for 0 ≤ r ≤ m. Therefore we are in the same situation as in the Theorem 4.1 and have enough linearly
independent relations, which implies ĝ(y) = 0 for y 6= 0. Since ĝ(y) is an integrable function. So we
can view this as a distribution and support of (ĝ) ⊆ {0}. Amending the arguments used in the proof of
uniqueness part of the Theorem 3.4, we get g = 0 in Rn.
Putting g = 0 in the decomposition above, we achieve f = dk+1v which completes the proof of converse
part as well. 
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5. Range characterization
This section is devoted to a detailed description of the range for the operator Ik. More specifically, we
prove
Theorem 5.1. Let n ≥ 3 and 1 ≤ k ≤ m. An element (ϕ0, ϕ1, . . . , ϕk) ∈ (S(TSn−1))k+1 belongs to the
range of operator Ik if and only if the following two conditions are satisfied:
(1) ϕℓ(x,−ξ) = (−1)m−ℓϕℓ(x, ξ) for ℓ = 0, 1, . . . , k.
(2) For 0 ≤ ℓ ≤ k, the functions ψℓ ∈ C∞(Rn × Rn \ {0}), defined by
ψℓ = |ξ|m−2ℓ−1
ℓ∑
r=0
(−1)ℓ−r
(
ℓ
r
)
|ξ|r〈ξ, x〉ℓ−r (Irf)
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
(5.1)
satisfies the equations( ∂2
∂xi1∂ξj1
−
∂2
∂xj1∂ξi1
)
. . .
( ∂2
∂xim+1∂ξjm+1
−
∂2
∂xjm+1∂ξim+1
)
ψk = 0 (5.2)
for all indices 1 ≤ i1, j1, . . . , im+1, jm+1 ≤ n.
The range of the operator Im was already proved in [16]. Therefore we consider the k < m case here.
The following theorem from [34, Theorem 2.10.1] provides the range characterization for the operator
I0 and we will use this repeatedly to prove our range characterization theorem for Ik.
Theorem 5.2. Let n ≥ 3. A function ϕ ∈ S(TSn−1) belongs to the range of I0 if and only if ϕ satisfies
the following two conditions:
(1) ϕ(x,−ξ) = (−1)mϕ(x, ξ);
(2) the function ψ ∈ C∞
(
Rn × (Rn \ {0})
)
, defined by
ψ(x, ξ) = |ξ|m−1ϕ
(
x−
〈ξ, x〉
|ξ|2
ξ,
ξ
|ξ|
)
,
satisfies the equations( ∂2
∂xi1∂ξj1
−
∂2
∂xj1∂ξi1
)
. . .
( ∂2
∂xim+1∂ξjm+1
−
∂2
∂xjm+1∂ξim+1
)
ψ = 0 (5.3)
for all indices 1 ≤ i1, j1, . . . , im+1, jm+1 ≤ n.
With the help of this John’s operator, we rewrite the relation (5.2) as follows:
Jim+1jm+1 . . . Ji2j2Ji1j1ψ
k = 0 for all indices 1 ≤ i1, j1, . . . , im+1, jm+1 ≤ n.
5.1. Required lemmas and results for Proof of Theorem 5.1. We need a good amount of preparation
before we get in to the proof of Theorem 5.1. We start by making a quick observation that if a symmetric
m-tensor field f ∈ S(Sm) is given by
f =
k∑
s=0
dsgs, where gs ∈ S(S
m−s), for s = 0, 1, . . . , k. (5.4)
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Then using the identity Iℓ(df) = −ℓ Iℓ−1f recursively, we get
Iℓ(dsgs) =
{
(−1)s
(
ℓ
s
)
s! Iℓ−sgs if s ≤ ℓ
0 if s > ℓ.
=⇒ ϕℓ = Iℓf =
ℓ∑
s=0
(−1)s
(
ℓ
s
)
s! Iℓ−sgs (5.5)
and ψℓ = Jℓf =
ℓ∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs, for 0 ≤ ℓ ≤ k. (5.6)
Note, if we can find tensor fields gs, for 0 ≤ s ≤ k, satisfying the above relation (5.5) then (ϕ
0, ϕ1, . . . , ϕk)
will be in the range of operator Ik and Ikf = (ϕ0, ϕ1, . . . , ϕk), where f is given by equation (5.4). Keeping
this key conclusion in mind, we present a series of lemmas essential to proceed further.
Lemma 5.3. If ψs, for 0 ≤ s ≤ ℓ−1 is given by relation (5.6) for known tensor fields gs (for 0 ≤ s ≤ ℓ−1),
then the function χℓ ∈ C∞(Rn × Rn \ 0) (for each fixed 0 ≤ ℓ ≤ k) defined by
χℓ =
(−1)ℓ
ℓ!
(
ψℓ −
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs
)
(5.7)
satisfy the following properties:
(1) For (x, ξ) ∈ C∞(Rn × Rn \ 0) and t ∈ R,
χℓ(x+ tξ, ξ) = χℓ(x, ξ). (5.8)
(2) For (x, ξ) ∈ C∞(Rn × Rn \ 0) and 0 6= t ∈ R,
χℓ(x, tξ) =
tm−ℓ
|t|
χℓ(x, ξ). (5.9)
Proof. For any t ∈ R, from [16, Statement 2.8], we have
ψℓ(x+ tξ, ξ) =
ℓ∑
p=0
(
ℓ
p
)
(−t)ℓ−pψp(x, ξ)
= ψℓ +
ℓ−1∑
p=0
p∑
s=0
(
ℓ
p
)
(−t)ℓ−p(−1)s
(
p
s
)
s!Jp−sgs, from (5.6)
= ψℓ +
ℓ−1∑
s=0
ℓ−1∑
p=s
(
ℓ
p
)
(−t)ℓ−p(−1)s
(
p
s
)
s!Jp−sgs. (5.10)
Also, from definition of Jℓ, we get
Jℓf(x+ tξ, ξ) =
ℓ∑
p=0
(
ℓ
p
)
(−t)ℓ−pJpf(x, ξ).
By replacing f by gs and ℓ by ℓ− s, this relation reduces to
Jℓ−sgs(x+ tξ, ξ) =
ℓ−s∑
p=0
(
ℓ− s
p
)
(−t)ℓ−s−pJpgs(x, ξ).
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Consider,
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs(x+ tξ, ξ) =
ℓ−1∑
s=0
ℓ−s∑
p=0
(−1)s
(
ℓ
s
)
s!
(
ℓ− s
p
)
(−t)ℓ−s−pJpgs(x, ξ)
=
ℓ−1∑
s=0
ℓ−s∑
p=0
(−1)s
ℓ!
p! (ℓ− s− p)!
(−t)ℓ−s−pJpgs(x, ξ)
=
ℓ−1∑
s=0
ℓ∑
p=s
(−1)s
ℓ!
(ℓ− p)! (p − s)!
(−t)ℓ−pJp−sgs(x, ξ)
=
ℓ−1∑
s=0
ℓ∑
p=s
(−1)s(−t)ℓ−p
(
ℓ
p
)(
p
s
)
s!Jp−sgs(x, ξ)
=
ℓ−1∑
s=0
ℓ−1∑
p=s
(−1)s(−t)ℓ−p
(
ℓ
p
)(
p
s
)
s!Jp−sgs(x, ξ)
+
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs(x, ξ). (5.11)
Putting these expressions in the definition of function χℓ (see equation (5.7)), we get
χℓ(x+ tξ, ξ) =
(−1)ℓ
ℓ!
(
ψℓ(x+ tξ, ξ)−
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs(x+ tξ, ξ)
)
.
The identities (5.10) and (5.11) proved above yields
χℓ(x+ tξ, ξ) =
(−1)ℓ
ℓ!
(
ψℓ(x, ξ)−
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs(x, ξ)
)
= χℓ(x, ξ).
This completes the proof of identity (5.8). Next for t 6= 0, the definition of χℓ (equation (5.7)) gives
χℓ(x, tξ) =
(−1)ℓ
ℓ!
(
ψℓ(x, tξ)−
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs(x, tξ)
)
.
Then the required relation (5.9) can be achieved directly from the following two known homogeneity
properties (first identity follows from direct computation and the second one is from [16, Statement 2.8]) :
Jℓ−sgs(x, tξ) =
tm−ℓ
|t|
Jℓ−sgs(x, ξ) and ψ
ℓ(x, tξ) =
tm−ℓ
|t|
ψℓ(x, ξ).
Hence the proof of lemma is complete. 
Lemma 5.4. Let χℓ and ψℓ satisfy same conditions as in previous lemma. Also, define the function χ˜ℓ on
TSn−1 by
χ˜ℓ =
(−1)ℓ
ℓ!
(
ϕℓ −
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s! Iℓ−sgs
)
.
Then χ˜ℓ = χℓ|TSn−1 and we can obtain χ
ℓ from χ˜ℓ using the following explicit relation:
χℓ(x, ξ) = |ξ|m−ℓ−1 χ˜ℓ
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
, (x, ξ) ∈ Rn × Rn \ {0}.
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Proof. For any t, s ∈ R with s 6= 0 equations (5.8) and (5.9) gives
χℓ(x+ tξ, sξ) =
sm−ℓ
|s|
χℓ(x, ξ).
Now choosing t = − 〈x,ξ〉|ξ|2 and s =
1
|ξ| , this gives
χℓ
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
=
1
|ξ|m−ℓ−1
χℓ(x, ξ).
Therefore
χℓ(x, ξ) = |ξ|m−ℓ−1χℓ
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
= |ξ|m−ℓ−1χ˜ℓ
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
.

The next three lemmas are direct adaptation of results from [34] and [16] and hence we state without
giving their proofs.
Lemma 5.5. [34, Theorem 2.10] For every indices 1 ≤ i1, . . . , ir ≤ n and each h ∈ S(S
r(Rn)), the next
equality holds
Jir+1jr+1 · · · Ji1j1J
0h = 0. (5.12)
Lemma 5.6. [16] For every ℓ = 0, 1, . . . , k and for every integer k ≥ 0, the following equality holds:
〈ξ, ∂x〉
ℓψk =
{
(−1)ℓ
(k
ℓ
)
ℓ!ψk−ℓ if ℓ ≤ k,
0 if ℓ > k.
(5.13)
Lemma 5.7. [16, Lemma 2.6] Let a function ψ ∈ C∞
(
Rn × Rn \ {0})
)
be positively homogeneous in the
second argument
ψ(x, tξ) = tλψ(x, ξ) (t > 0). (5.14)
Assume the restriction ψ|TSn−1 to belong to S(TS
n−1). Assume also that restrictions to S(TSn−1) of the
function 〈ξ, ∂x〉ψ and of all its derivatives belong to S(TS
n−1), i.e.,
∂k+p(〈ξ, ∂x〉ψ)
∂xi1 . . . ∂xik∂ξj1 . . . ∂ξjp
∣∣∣∣
TSn−1
∈ S(TSn−1) for all 1 ≤ i1, . . . , ik, j1, . . . , jp ≤ n. (5.15)
Then the restriction to S(TSn−1) of every derivative of ψ also belongs to S(TSn−1), i.e.,
∂k+pψ
∂xi1 . . . ∂xik∂ξj1 . . . ∂ξjp
∣∣∣∣
TSn−1
∈ S(TSn−1) for all 1 ≤ i1, . . . , ik, j1, . . . , jp ≤ n. (5.16)
Lemma 5.8. Let ψk satisfies
Ji1j1 · · · Jim+1jm+1ψ
k = 0 (5.17)
and
ψk(x, tξ) =
tm−k
|t|
ψk(x, ξ) (5.18)
for each 0 ≤ ℓ ≤ k < m. For each indices 1 ≤ i1, i2, . . . , iℓ ≤ n, let Ψi1···iℓ , 0 ≤ ℓ ≤ k < m denotes the
function defined by
Ψi1...iℓ =
(m− ℓ)!
m!
σ(i1 . . . iℓ)
(
ℓ∑
p=0
(−1)p
(
ℓ
p
)
∂ℓψp
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ
)
. (5.19)
Then Ψi1···iℓ , 0 ≤ ℓ ≤ k < m satisfies the following John’s condition
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1Ψi1...iℓ = 0. (5.20)
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Remark 5.9. The proof of this lemma is very similar to [16, Lemma 2.7]. So we do not present the
complete proof and only indicate the key arguments here. We should mention that Lamma 5.8 is new and
has not been proved in the earlier work [16].
Proof. According to Lemma 5.6, we have for every 0 ≤ r ≤ k
〈ξ, ∂x〉
k−rψk = (−1)k−r
(
k
r
)
(k − r)!ψr. (5.21)
Using above relation with k = ℓ and r = p in equation (5.20), we obtain
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1σ(i1 . . . iℓ)
(
ℓ∑
p=0
1
(ℓ− p)!
∂ℓ〈ξ, ∂x〉
ℓ−p
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξil
)
ψℓ = 0. (5.22)
Thus proving (5.20) is equivalent to prove (5.22).
The proof will be based on induction argument on m. For m = 0, we have ℓ = k = 0 and it is easy to
see that the equation (5.22) holds. Assume that the relation (5.22) is true for some m with k < m and for
all 0 ≤ ℓ ≤ k. Then, we aim to verify the result for m+ 1 with 1 ≤ ℓ+ 1 ≤ k + 1 < m+ 1.
For every index iℓ+1 satisfying 1 ≤ iℓ+1 ≤ n, we define the function ψ
ℓ
iℓ+1
by
ψℓiℓ+1(x, ξ) =
(
1
ℓ+ 1
∂
∂ξiℓ+1
〈ξ, ∂x〉+
∂
∂xiℓ+1
)
ψℓ+1(x, ξ).
In the light of the homogeneity relation(5.18) together with equation (5.21), the equation reduces to
ψℓiℓ+1(x, tξ) =
tm−ℓ
|t|
ψℓiℓ+1(x, ξ) (0 6= t ∈ R).
Then, we have from [16, Lemma 2.7] ψℓiℓ+1 satisfies (5.17). Thus for every iℓ+1 and for each 0 ≤ ℓ ≤ k < m,
the function ψℓiℓ+1 satisfies hypotheses of Lemma 5.8. By the induction hypothesis (5.22), for all
1 ≤ i, j, iℓ+1, i1, . . . , iℓ ≤ n,
σ(i1 . . . iℓ)
(
ℓ∑
p=0
1
(ℓ− p)!
∂ℓ〈ξ, ∂x〉
ℓ−p
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξil
)
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1ψ
ℓ
iℓ+1
= 0.
Now using the similar arguments used in [16, Lemma 2.7] we can conclude that
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1σ(i1 . . . iℓ+1)
(
ℓ+1∑
p=0
1
(ℓ+ 1− p)!
∂ℓ+1〈ξ, ∂x〉
ℓ+1−p
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ+1
)
ψℓ+1 = 0.
Thus knowing (5.22) for some m with 0 ≤ ℓ ≤ k < m, with the help of induction we are proving (5.22)
for m + 1 with 1 ≤ ℓ + 1 ≤ k + 1 < m + 1. Thus for m + 1, ℓ = 0 case is still left. ℓ = 0 case follows
from the fact that, 〈ξ, ∂x〉 commutes with John’s operator Jij , 〈ξ, ∂x〉
kψk = (−1)k (k)!ψ0 and (5.17). This
completes the proof. 
Lemma 5.10. For 0 ≤ p ≤ ℓ− 1, if ψp is given by (5.6), then
Ψi1...iℓ =
1(
m
ℓ
) ∂ℓ
∂xi1 · · · xiℓ
χℓ +
1(
m
ℓ
)σ(i1 . . . iℓ) ℓ−1∑
s=0
(
m− s
ℓ− s
)
∂s((J0gs)m−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
(5.23)
where Ψi1...iℓ is given by (5.19).
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Proof. To prove this lemma, we need to compute the term in parenthesis on the right hand side of equation
(5.19) using the expression for ψℓ =
∑p
s=0(−1)
s
(p
s
)
s!Jp−sgs. Consider
ℓ−1∑
p=0
(−1)p
(
ℓ
p
)
∂ℓψp
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ
=
ℓ−1∑
p=0
p∑
s=0
(−1)p−s
(
p
s
)(
ℓ
p
)
s!
∂ℓJp−sgs
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ
=
ℓ−1∑
s=0
ℓ−1∑
p=s
(−1)p−s
(
p
s
)(
ℓ
p
)
s!
∂ℓJp−sgs
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ︸ ︷︷ ︸
Js
.
First, let us focus on Js;
Js =
ℓ−1∑
p=s
(−1)p−s
(
p
s
)(
ℓ
p
)
s!
∂ℓJp−sgs
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ
=
ℓ−s−1∑
p=0
(−1)p
(
p+ s
s
)
s!
(
ℓ
p+ s
)
∂ℓJpgs
∂xi1 . . . ∂xip+s∂ξip+s+1 . . . ∂ξiℓ
=
ℓ−s−1∑
p=0
(−1)p
ℓ!
p!(ℓ− p− s)!
∂ℓJpgs
∂xi1 . . . ∂xip+s∂ξip+s+1 . . . ∂ξiℓ
=
ℓ!
(ℓ− s)!
ℓ−s−1∑
p=0
(−1)p
(ℓ− s)!
p!(ℓ− p− s)!
∂ℓJpgs
∂xi1 . . . ∂xip+s∂ξip+s+1 . . . ∂ξiℓ
=
ℓ!
(ℓ− s)!
ℓ−s−1∑
p=0
(−1)p
(
ℓ− s
p
)
∂ℓJpgs
∂xi1 . . . ∂xip+s∂ξip+s+1 . . . ∂ξiℓ
.
Next, recall the Lemma 4.2 with values m = m− s and r = ℓ− s in equation (4.2) gives
(J0hm−ℓ)i1...iℓ−s =
(m− ℓ)!
(m− s)!
σ(i1 . . . iℓ−s)
ℓ−s∑
p=0
(−1)p
(
ℓ− s
p
)
∂ℓ−sJph
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ−s
.
Differentiating this relation s times with respect to xiℓ−s+1 , . . . , xiℓ respectively and by applying the
symmetrization σ(i1 . . . iℓ), we obtain
σ(i1 . . . iℓ)
∂s(J0hm−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
=
(m− ℓ)!
(m− s)!
σ(i1 . . . iℓ)
ℓ−s∑
p=0
(−1)p
(
ℓ− s
p
)
∂ℓJph
∂xi1 . . . ∂xip+s∂ξip+s+1 . . . ∂ξiℓ
.
This identity for h = gs reduces the expression for Js to
(m− ℓ)!
m!
σ(i1 . . . iℓ)Js =
(−1)ℓ−s+1(m
ℓ
)
(ℓ− s)!
∂ℓJpgs
∂xi1 . . . ∂xiℓ
+
(m−s
ℓ−s
)(m
ℓ
) σ(i1 . . . iℓ)∂s((J0gs)m−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
.
INTEGRAL MOMENT TRANSFORMS IN Rn 17
Now from Lemma 5.8, we have
Ψi1...iℓ =
(m− ℓ)!
m!
σ(i1 . . . iℓ)
(
ℓ∑
p=0
(−1)p
(
ℓ
p
)
∂ℓψp
∂xi1 . . . ∂xip∂ξip+1 . . . ∂ξiℓ
)
=
(m− ℓ)!
m!
σ(i1 . . . iℓ)
ℓ−1∑
s=0
Js +
(m− ℓ)!
m!
(−1)ℓ
∂ℓψp
∂xi1 . . . ∂xiℓ
=
(−1)ℓ(m
ℓ
)
ℓ!
ℓ−1∑
s=0
(−1)s+1ℓ!
(ℓ− s)!
∂ℓJpgs
∂xi1 . . . ∂xiℓ
+ σ(i1 . . . iℓ)
ℓ−1∑
s=0
(m−s
ℓ−s
)(m
ℓ
) ∂s((J0gs)m−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
+
(−1)ℓ(m
ℓ
)
ℓ!
∂ℓψℓ
∂xi1 . . . ∂xiℓ
=
(−1)ℓ(m
ℓ
)
ℓ!
∂ℓ
∂xi1 . . . ∂xiℓ
(
ψℓ −
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jpgs
)
+ σ(i1 . . . iℓ)
ℓ−1∑
s=0
(m−s
ℓ−s
)(m
ℓ
) ∂s((J0gs)m−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
=
1(m
ℓ
) ∂ℓ
∂xi1 · · · xiℓ
χℓ +
1(m
ℓ
)σ(i1 . . . iℓ) ℓ−1∑
s=0
(
m− s
ℓ− s
)
∂s((J0gs)m−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
.
This completes the proof of Lemma 5.10. 
Lemma 5.11. If ψr is given by (5.6) for 0 ≤ r ≤ ℓ − 1, then for every indices 1 ≤
i1, j1, · · · , im−ℓ+1, jm−ℓ+1 ≤ n,(
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1χ
ℓ
) ∣∣∣∣∣
TSn−1
∈ S(TSn−1).
Proof. This proof follows from repeated application of [16, Statement 2.10]. We know from equation (5.9)
of Lemma 5.3 that the function χℓ(x, ξ) is positively homogeneous of degree λ = m − ℓ − 1 in its second
variable. Also, by definition
χℓ
∣∣∣
TSn−1
∈ S(TSn−1).
Differentiating (5.8) with respect to t, we obtain
d
dt
χℓ(x+ tξ, ξ) = 〈ξ, ∂x〉χ
ℓ(x+ tξ, ξ) = 0
=⇒
d
d t
χℓ(x+ tξ, ξ)
∣∣∣∣
t=0
= 〈ξ, ∂x〉χ
ℓ(x, ξ) = 0.
This implies 〈ξ, ∂x〉χ
ℓ(x, ξ) and all its derivatives with respect to xj ’s and ξj’s restricted to TS
n−1 belong
to S(TSn−1). Thus χℓ satisfies the hypotheses of Lemma 5.7 for k = p = m− ℓ− 1 and we get(
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1χ
ℓ
) ∣∣∣∣∣
TSn−1
∈ S(TSn−1). (5.24)
This finishes the proof. 
5.2. Proof of Theorem 5.1. Proof of necessity. To prove the necessary part of the theorem, let us
assume that (ϕ0, ϕ1, . . . , ϕk) ∈ (S(TSn−1))k+1 is in the range of operator Ik, that is, there exists f ∈ S(Sm)
such that
Iℓf(x, ξ) = ϕℓ(x, ξ) =
∞∫
−∞
tℓ〈f(x+ tξ), ξm〉 dt, for 0 ≤ ℓ ≤ k. (5.25)
Then the first condition (1) of Theorem 5.1, ϕℓ(x,−ξ) = (−1)m−ℓϕℓ(x, ξ) for ℓ = 0, 1, . . . , k, can be verified
by a straight forward substitution (ξ 7→ −ξ). And the second condition (2) of Theorem 5.1 follows from
[16, Lemma 2.5], which can be proved by a direct computation too.
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Proof of sufficiency. Assume (ϕ0, ϕ1, . . . , ϕk) ∈ (S(TSn−1))k+1 satisfy the properties (1) and (2), then
our aim is to find a f ∈ S(Sm) such that equation (5.25) holds. Our idea is to construct a tensor field f
of the form
f =
k∑
s=0
dsgs, where gs ∈ S(S
m−s), for s = 0, 1, . . . , k (5.26)
which will be equivalent to find tensor fields gs, for 0 ≤ s ≤ k, satisfying the following relation (see the
discussion in the first two paragraphs of subsection 5.1):
ϕℓ = Iℓf =
ℓ∑
s=0
(−1)s
(
ℓ
s
)
s! Iℓ−sgs, for 0 ≤ ℓ ≤ k. (5.27)
To obtain required tensor fields gs, we are going to use Mathematical induction and the Theorem 5.2
successively. In particular, we show that the function χℓ ∈ C∞(Rn × Rn \ 0) (for each fixed 0 ≤ ℓ ≤ k)
defined in Lemma 5.3 by
χℓ =
(−1)ℓ
ℓ!
(
ψℓ −
ℓ−1∑
s=0
(−1)s
(
ℓ
s
)
s!Jℓ−sgs
)
(5.28)
satisfies the hypotheses of the Theorem 5.2 when m replaced by m− ℓ. Then by applying Theorem 5.2 on
χℓ, we will prove the existence of tensor fields gs (0 ≤ s ≤ k) iteratively.
Case ℓ = 0: For ℓ = 0, we have χ0 = ψ0. Also, the statement of theorem (equation (5.2)) gives
Jim+1jm+1 · · · Ji2j2Ji1j1ψ
k = 0.
Using (5.13) for ℓ = k together with the fact that the operators 〈ξ, ∂x〉 and Jij commute, we get
Jim+1jm+1 · · · Ji2j2Ji1j1ψ
0 = 0.
Hence, we can apply Theorem 5.2 on χ0 to get g0 ∈ S(S
m) satisfying
I0g0 = ϕ
0 and J0g0 = ψ
0 = χ0.
Thus, we have proved that our claim about the function χℓ is valid for ℓ = 0.
Induction hypothesis: Assume that the function χr satisfies the properties (1) and (2) of Theorem 5.2
and hence shows the existence of gr ∈ S(S
m−r) such that
χr = J0gr =
(−1)r
r!
(
ψr −
r−1∑
s=0
(−1)s
(
r
s
)
s!Jr−sgs
)
, for 0 ≤ r ≤ ℓ− 1.
This implies
ψr =
r−1∑
s=0
(−1)s
(
r
s
)
s!Jr−sgs + (−1)
rr!J0gr =
r∑
s=0
(−1)s
(
r
s
)
s!Jr−sgs. (5.29)
Here, we use Lemma 5.8 to get the following relation
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1Ψi1···iℓ = 0.
This together with Lemma 5.10 entails
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1
(
∂ℓ
∂xi1 · · · xiℓ
χℓ + σ(i1 . . . iℓ)
ℓ−1∑
s=0
(
m− s
ℓ− s
)
∂s((J0gs)m−ℓ)i1...iℓ−s
∂xiℓ−s+1 · · · ∂xiℓ
)
= 0. (5.30)
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The operator Jij is a constant coefficients differential operator and commutes with partial derivatives (in
fact with any constant coefficient differential operator). Therefore (5.30) is equivalent to the equation
∂ℓ
∂xi1 · · · xiℓ
(
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1χ
ℓ
)
+ σ(i1 . . . iℓ)
ℓ−1∑
s=0
(
m− s
ℓ− s
)
∂s
∂xiℓ−s+1 · · · ∂xiℓ
(
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1((J
0gs)m−ℓ)i1...iℓ−s
)
= 0.
(5.31)
The second term on the left side of above equation is zero from the Proposition 5.5. Thus the above
relation reduces to
∂ℓ
∂xi1 · · · xiℓ
(
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1χ
ℓ
)
= 0. (5.32)
For a fixed ξ 6= 0, the Proposition 5.11 implies that the restriction of
(
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1χ
ℓ
)
(·, ξ) on the
hyperplane ξ⊥ = {x ∈ Rn : 〈x, ξ〉 = 0} belongs to S(ξ⊥). Moreover, (5.32) implies that the restriction is
itself zero. Since ξ 6= 0 is arbitrary, therefore
Ji1j1 · · · Jim−ℓ+1jm−ℓ+1χ
ℓ = 0.
Lemma 5.4 gives the function χℓ obtained from χ˜ℓ = χℓ|TSn−1 by the following rule
χℓ = |ξ|m−ℓ−1 χ˜ℓ
(
x−
〈x, ξ〉
|ξ|2
ξ,
ξ
|ξ|
)
,
where χ˜ℓ = (−1)
l
l!
(
ϕl −
∑ℓ−1
s=0(−1)
s
(ℓ
s
)
s! Iℓ−sgs
)
∈ S(TSn−1). And equation (5.9) gives
χℓ(x,−ξ) = (−1)m−ℓχℓ(x, ξ).
This implies χ˜ℓ = χℓ|TSn−1 also enjoys the same. Thus we have prove that if (5.29) holds, then the function
χℓ satisfies the hypotheses of Theorem 5.2 for m − ℓ tensor fields. With the help of second principle of
induction, there exists a gℓ ∈ S(S
m−ℓ) such that
J0gℓ = χ
ℓ I0gℓ = χ
ℓ|TSn−1 (5.33)
holds for ℓ = 0, . . . , k. Thus, the tensor field f defined by (5.26) gives
Iℓf = ϕℓ; ℓ = 0, 1, . . . , k.
This completes the proof of sufficient part and Theorem 5.1 as well.
Remark 5.12. • We already know from Theorem 3.4 that the operator Ik has an infinite dimensional
kernel containing all (k + 1)-potential field (tensor fields of the form f = dk+1v for some
v ∈ S(Sm−k−1)). This was the primary motivation to define f in the form of (5.26) for the
proof of Theorem 5.1.
• The techniques used in this work to prove the range characterization for the operator Ik is different
from the one used in [16, Theorem 1.3]. In fact for the particular case k = m, our result provides
a new proof of [16, Theorem 1.3]. Hence, the Theorem 5.1 can be thought of as a generalization of
[16, Theorem 1.3].
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