This paper studies the firm-level relationship among productivity, decision to export, and environmental performance. The emerging theoretical and empirical literature suggests that trade has an important role in determining firms' heterogeneity: increased openness to trade induces a reallocation effect that increases within-industry efficiency, thereby linking firms' decisions to export and adopt newer (and cleaner) technology. We argue that this framework provides the following empirically-relevant predictions: there is an inverse relationship between firm productivity and pollution emissions per unit output; exporting firms have lower emissions per unit output; and larger firms have a lower emission intensity. To examine these implications empirically, we have assembled a uniquely detailed dataset of the U.S. manufacturing industry for the years 2002, 2005, and 2008 by matching facility-level air emission data from the U.S. Environmental Protection Agency with the facility's economic characteristics contained in the National Establishment Time Series database. The strategy is to first estimate a facility-level total factor productivity parameter as a plant-specific fixed effect. We then investigate how this estimated productivity parameter correlates with emission intensity on a pollutant-by-pollutant basis. Our empirical findings support the hypotheses suggested by the conceptual model. For each criteria air pollutant considered, we find a significant negative correlation between estimated facility productivity and emission intensity. Conditional on a facility's estimated productivity and other controls, exporting facilities have significantly lower emissions per value of sales than non-exporting facilities in the same industry. We also find that plant size is negatively and significantly related to emission intensity for all pollutants.
decreases pollution; neoclassical trade theory suggests that either outcome is possible (Copeland and Taylor 1994; 1995) . Empirical investigations have documented the separate roles of the "scale effect" (i.e., trade tends to expand economic activity, which ceteris paribus worsens the environment), the "technique effect" (i.e., trade raises national income, which is presumed to lead to more stringent environmental regulations that benefit the environment), and the "composition effect" (i.e., trade leads to greater specialization and redistribution of factors across industries, with ambiguous effects on the environment). Using panel data of aggregate (country-level) sulfur dioxide (SO 2 ) pollution, Antweler, Copeland, and Taylor (2001) find that the technique effect tends to dominate the scale effect and the composition effect to reduce pollution, so that the overall effect of trade is favorable to the environment. Frankel and Rose (2005) , using a cross-section data set and a methodology that deals with the endogeneity of trade, also find that trade reduces SO 2 pollution. The results in Cole and Elliott (2003) are similar with regard to SO 2 emission, but they find that trade may increase carbon dioxide (CO 2 ) and nitrogen oxides (NO x ) pollution. The results in Managi, Hibiki, and Tsurumi (2009) , who rely on a larger sample of countries, are also decidedly mixed, with the impact of trade on the environment varying across pollutants and countries.
The foregoing studies have investigated the link between trade and the environment in the context of inter-industry trade models and with aggregate (country-level) data. Much of the recent trade theory, however, has focused on firm-level decisions and emphasized the role of firm heterogeneity with respect to their productivity (Melitz and Redding 2012 ). This theoretical framework shows that increased openness to trade can have important consequences for firms' productive decisions, can impact the dynamics of firms' entry and exit, and can lead to a reallocation of resources within an industry. With the increasing availability of micro-level data sets, the observed differences between exporters and non-exporters has been investigated with respect to many dimensions, with findings indicating that exporters tend to be larger, more productive, pay higher wages, and generally perform better than non-exporters (Bernard and Jensen 1999; Tybout 2003; De Loecker 2007; Bernard et al. 2007 ). More recently, some studies have attempted to extend this framework of analysis to import decisions (Gibson and Graciano 2011) and to study the environmental implications of trade. In this paper, we are particularly interested in the latter. Attention to environmental performance in this setting is important because, with heterogeneous firms, increased openness to trade brings about a reallocation effect that increases within-industry efficiency (Melitz and Trefler 2012) . As noted by Kreickemeier and Richter (2014) , in the context of the relationship between trade and pollution, this "reallocation" effect is distinct from the standard scale, technique, and composition effects noted earlier, and provides yet another way in which trade can affect the environment.
Whether, and by how much, exposure to trade affects environmental performance in the presence of firm heterogeneity is largely an empirical issue. Using micro-level panel data from different countries and various measures of environmental activities, existing empirical studies find that exporters have better environmental performance than non-exporters. For example, Holladay (forthcoming) investigates toxic pollution emissions from U.S. manufacturing establishments over the years [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] , and finds that exporters emit less toxic emissions than nonexporters when controlling for establishment output and industry characteristics. Further, Girma and Hanley (2015) use a measure of a four-point ordinal response to two surveyed questions concerning the environmental impacts of innovation for UK firms. These authors find that exporters are more likely than non-exporters to denote innovation as having "high" or "very high" environmental effects. Using data from a panel of Irish manufacturing firms, Batrakova and Daves (2012) adopt fuel consumption as a proxy for firms' environmental behavior, and show a negative correlation between export status and fuel expenditures for high fuel intensity firms. Similarly, Forslid, Okubo, and Ulltveit-Moe (2014) construct firm-level CO 2 emissions using data on all types of fuel use, together with emission coefficients from Swedish firms. These authors' findings also suggest a negative correlation between an export dummy and CO 2 emission intensity at the firm level, and also a negative relation between emission intensity and firm productivity. Other recent studies include Barrows and Ollivier (2014) , who analyze firm-level CO 2 emissions intensity for Indian manufacturing firms, and Cao, Qiu, and Zhou (Forthcoming) , who study investment on pollution abatement technology with Chinese firm panel data.
This paper contributes to this emerging body of literature. The new application that we provide, relative to the existing literature discussed in the foregoing, is to study the environmental performance of U.S. manufacturing firms, with a focus on their air pollution emission. Our conceptual framework suggests two testable hypotheses of interest in the presence of firm heterogeneity: (a) facility productivity is inversely related to emission intensity; and (b) export status is negatively correlated with emission intensity. An ancillary hypothesis is that the size of firms is inversely related to pollution intensity. To test these hypotheses we have compiled a uniquely detailed facilitylevel dataset of the U.S. manufacturing industry for the years 2002, 2005, and 2008 . The dataset is assembled from a variety of sources. The National Emission Inventory (NEI) of the U.S. Environmental Protection Agency (EPA) provides facility-level criteria air pollution data for SO 2 , carbon monoxide (CO), Ozone (O 3 ), and Total Suspended Particulates (TSPs). The facility-level economic characteristics data are obtained from the National Establishment Time Series database (NETS). These two databases are matched through the Data Universal Number System (DUNS), which is a unique facility identifier. We have further augmented our dataset with pollutant-specific county nonattainment/attainment designations under the Clean Air Act Amendments (CAAA) legislation. Whereas the impact of CAAA regulations on industrial activities, per se, has been the object of several existing studies, the main reason for us to consider the plant's exposure to such regulations is secondary. 1 Given our focus on the two hypotheses discussed above, it is important to control for possible other determinants of environmental performance, one of which is the firm's exposure to environmental compliance costs (e.g., CAAA regulation), which may differ across individual plants.
The aim of this paper is largely empirical, and the strategy that we employ involves two main steps. First, a facility-level productivity parameter, which we model as TFP, is estimated as a plant-specific fixed effect from a panel data set using nine years of data (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) . Second, given this estimated productivity parameter, we investigate how plant-level productivity correlates with emission intensity on a pollutant-by-pollutant 1 Greenstone (2002) finds negative impacts of CAAA regulation on the growth of polluting manufactures in nonattainment counties. Others (Becker 2011; Greenstone, List, and Syverson 2011) find that the CAAA nonattainment designation is associated with drops in total factor productivity (TFP) for surviving polluting plants. There is also a debate on whether the CAAA causes firms to relocate (within the country or abroad). Henderson (1996) and Becker and Henderson (2000) show that the O 3 nonattainment regulation leads to the relocation of polluting plants from more to less polluted areas. Hanna (2010) finds that the CAAA causes regulated U.S.-based multinational firms to increase their foreign assets and outputs. As for the impact of the regulation on pollution cleanup, Greenstone (2004) finds that the SO 2 nonattainment designation plays a minor role in the dramatic decline of county-level ambient concentrations of SO 2 from 1969-1997. basis. The additional role of exposure to trade for environmental performance is also investigated in this setting. To further validate the conceptual model that we postulate, the impacts of facility attributes on the probability of selection to export are estimated via a logistic regression of export status on measures of trade costs, facility TFP, and other controls (including a facility's exposure to environmental regulations). Our empirical findings are overall supportive of the hypotheses suggested by the conceptual model. For each criteria air pollutant, that is, SO 2 , CO, O 3 , and TSPs, we find a significant negative correlation between the estimated facility productivity and emission intensity. Conditional on a facility's estimated productivity and other controls, exporting facilities have lower emissions per value of sales than non-exporting facilities in the same industry. These negative correlations between exporting status and emission intensity are statistically significant for all pollutants we track. We also find that plant size is negatively and significantly related to emission intensity for all pollutants. There is also some evidence that polluters located in CO, O 3 , or TSPs nonattainment counties have lower emission intensity than those residing in attainment areas.
Methodological Framework
The key insight in much of the theoretical and empirical literature spawned by Melitz (2003) and Bernard et al. (2003) is that firm heterogeneity is an intrinsic feature of the real world, even within narrowly defined industries, and this feature ought to be an explicit ingredient of both theoretical and empirical analyses. In most papers, this heterogeneity is modeled by assuming that firms are endowed with an exogenously drawn productivity parameter. This firm-specific parameter is meant to be a summary statistic representing various forms of heterogeneity in production that reflect each firm's ability to turn inputs into outputs. Such heterogeneity includes differences in technical efficiency, organizational skill, managerial ability, quality of workers, and corporate culture. These heterogeneities translate into equilibrium outcomes that reflect the economic environment in which firms operate. For example, differential openness to trade across industries and/or countries affects the size of the market and hence the equilibrium distribution of firms' efficiency. The larger potential market, as well as the presence of foreign trade costs that exceed those for domestic sales, can lead to an equilibrium in which the most efficient firms export, the least efficient firms are driven from the market, and firms of intermediate efficiency serve only the domestic market.
Whether and how such increased efficiency translates into improved environmental performance-the central empirical question addressed in this paper-depends on the specifics of the model that one postulates. Kreickemeier and Richter (2014) discuss an adaptation of the Melitz model that incorporates pollution as a joint output of production. This illustrates a first channel by which firm heterogeneity can impact environmental performance. Insofar as pollution, as a byproduct of production, is proportional to the quantity of inputs used in the production process, more efficient units (which, by definition, obtain more output from the same bundle of inputs) turn out to have a lower emission intensity (quantity of emitted pollution per unit of output).
Another channel by which firm heterogeneity can affect environmental performance involves technology adoption. This perspective is inspired by Bustos (2011) , who studies new technology adoption by heterogeneous firms and finds that exporters are more likely to innovate. Following such an approach, Cui, Lapan, and Moschini (2012) develop a model where firms choose between two alternative technologies, one of which (the upgraded technology) is assumed to be an emission-saving technical change relative to the initial technology; upgrading the technology requires extra fixed costs but yields lower marginal costs. 2 This model predicts that a continuum of heterogeneous firms is partitioned by technology upgrade choice and export status. Productive firms can earn enough revenues to cover the fixed costs of entering the export market, and thus select to be exporters. Moreover, only the most productive exporters upgrade to the emission-saving technology because they are the only ones with profitable incentives. This setting suggests the two hypotheses that are the focus of our empirical analysis: (a) facility productivity is inversely related to emission intensity; and (b) export status is negatively correlated with emission intensity. Forslid, Okubo, and Ulltveit-Moe (2014) also provide an explicit adaptation of the Melitz model that focuses on technology adoption, by allowing heterogeneous firms to emit pollution and to invest in abating pollution. But rather than a discrete technology choice, they assume a continuous investment in pollution abatement.
Naturally, the incentives of firms to invest in pollution abatement equipment or to undertake costly upgrades of their technology specifically to reduce pollution depend upon the economic benefits from doing so. If there is an explicit price (or tax) for emissions, then firms that are larger, either because they are more productive and/or because they face a larger potential market because of exports, will have a greater incentive to undertake these fixed costs. Similarly, even if there are no current emission charges, firms located in non-attainment areas may be required to adopt less emitting technologies, particularly whenever existing capital is replaced or whenever the firm expands. It is also possible that firms that export, particularly to areas like the European Union, may find it beneficial to market their product as being a "clean good," and hence they may have a greater incentive to adopt cleaner technologies as a form of product differentiation. Finally, inasmuch as capital decisions depend upon a long planning horizon, the expectation of some future pollution price (e.g., through cap and trade) may influence current decisions regarding investment in pollution-reducing technologies. Thus, while the "pollution as by-product model" clearly predicts an inverse relationship between firm efficiency and firm emissions per unit output (or sales), the forgoing discussion implies that if firms see any economic benefit from reducing pollution, there should also be an inverse relationship between potential market size and firm emissions per unit output. Consequently, the firm's export status, as well as variables that affect trade such as transport costs, have an explanatory role in addition to that of firm productivity in explaining emissions.
Empirical Model
To test the two main hypotheses suggested by the underlying theoretical framework, we adopt a two-step approach. First, we obtain an estimate of the TFP parameter at the plant level. Given the estimated facility productivity, we then investigate how productivity is related to the plant's emission intensity, as well as the role of the plant's export status in this setting.
Plant-level productivity measures are notoriously difficult to perform (Van Beveren 2012) . This is particularly the case when, as in our case, the database lacks information about capital stock or investment at the plant level: the only productive input for which we have detailed information is labor. To overcome this challenge, and to derive a meaningful estimate of facility-level productivity with the data on hand, we propose a practical approach that identifies a plant's TFP within a fixed effect framework. A key ingredient of our procedure is to assume that all firms in the same industry use the same technology (although they are heterogeneous with respect to productivity), and that this technology can be represented by a homogeneous production function. More specifically, the production function that applies to a facility i in industry j at time t is written as
where q ijt is output, L ijt is the amount of labor employed at the plant, x ijt is the vector of all other inputs of production, A j is an industry-level scaling constant, φ ij is the plant-specific productivity parameter, and e ijt is a zero-mean identically and independently distributed (i.i.d.) error term. The plant-level productivity parameter φ ij is also presumed to have zero mean, an obvious property given that it is meant to measure a plant's productivity relative to the industry average. Given that we do not have detailed information on the vector x ijt , to proceed we postulate that the production function is homogeneous of degree κ j , so that we write
This reformulation of the production function is useful because it separates the plant-level labor input L ijt , which is observable in our data, from the input ratios x ijt /L ijt (e.g., the capital/labor ratio), which we do not observe. If we now assume that all firms within the same industry face the same input prices, then the maintained assumption that all firms in the same industry have a common and homogeneous production function (apart from their individual productivity parameter) leads to the conclusion that all firms in the same industry would select the same input ratios x ijt /L ijt as a result of cost minimization. 4 This suggests that the unobservable (2) is common among all plants in the same industry and can therefore be proxied by a suitable set of industry-by-year dummy variables.
Taking logs, the production function can be written as
where the degree of homogeneity κ j of the production function measures the industryspecific degree of returns to scale (which, in this context, can be either increasing or decreasing), and
is an industry-specific time-varying term. The plant-specific parameters φ ij can be estimated with the aid of plant-specific dummy variables, and the industry-specific but timevarying term λ jt can be estimated with the aid of industry by year dummy variables. It is now apparent that the TFP parameters φ ij can be estimated using a fixed effect model (Pavcnik 2002 ). Because we wish to relate productivity to emissions, and we have data on emissions for three distinct years (2002, 2005, and 2008 ), a question is whether or not a plant's productivity coefficient should be allowed to vary across these three observation points. An essential assumption in estimating equation (3), implicit in the foregoing, is that a plant's own relative productivity is time-invariant over the period used to estimate it. To allow a plant's TFP parameter to differ for the three emission years 2002, 2005, and 2008 , therefore, requires one to estimate it based on three years of data only (e.g., [2006] [2007] [2008] for the 2008 productivity parameter). Hence, for the main results discussed in the paper, we elect to estimate the TFP parameters presuming constancy over the period 2000-2008. Alternative TFP parameters that vary across pollution years, however, are also considered and discussed in the robustness section.
Next, we wish to investigate the relationship between the plant's estimated TFP measure and the plant's emission intensity, and also to evaluate the role of the plant's export status on emission intensity. If E ijs denotes a plant's total emission of pollutant in year s, emission intensity is defined as emission per unit of output, which in log terms is measured by y ijs ≡ ln(E ijs /q ijs ). The emission regression of interest, omitting the pollutant index for clarity of exposition, is therefore written as
where TFP ij ≡φ ij | is the plant's estimated productivity, X ij ∈ {0, 1} is the "export status" indicator (X ij = 1 if the facility is exporting), and Z k ijs denotes a set of control variables that may be plant-specific (including exposure to regulation). In equation (4), the industry-specific intercept θ j allows for pollution intensity to differ systematically across industries, λ s is a year-specific coefficient controlling for possible time trends affecting all industries, and ε ijs is the stochastic error term (assumed i.i.d.).
Data
For the purpose of estimating equations (3) and (4), we have assembled a unique detailed facility-level emission dataset on criteria air pollutants and facility characteristics that pertains to the U.S. manufacturing industry. A "facility" is a place where economic activities that result in air emissions occur. Facility emission data are obtained from the NEI database of the U.S. EPA, and pertain to pollution data for the years 2002, 2005, and 2008. 5 The facility economic characteristics are taken from the NETS database, and pertain to the period 1990-2008. These two databases are matched through the DUNS number assigned by Dun and Bradstreet to identify unique business establishments.
The NETS database, developed through a joint venture with Dun and Bradstreet by Walls and Associates, is a unique database that provides information on a large number of U.S. business establishments for every year since 1990. 6 The data acquired for this study include establishment name, number of employees, value of sales, an export indicator, the DUNS number, geographic location (i.e., latitude and longitude), Zip Code, and five-digit Federal Information Processing Standard (FIPS) county code.
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The EPA's NEI database contains information about facilities that emit criteria air pollutants for all areas of the United States. Since 2002, the EPA has released an updated version of the NEI database every three years. The facility-level NEI database acquired for this empirical study includes emission data for four criteria air pollutants, that is, SO 2 , CO, O 3 , and TSPs during 2002, 2005, and 2008. 8 The Facility Registry System (FRS) of the EPA provides DUNS numbers of these polluting facilities, allowing us to match the NEI with the NETS databases. We first match polluting facilities within the NEI database across years, and then retrieve DUNS numbers for these polluters from the FRS of the EPA. Second, we match these polluters with those appearing in the NETS database through the DUNS number. This matching procedure narrows down our dataset to 16,695 polluting facilities (i.e., with a nonzero emission value for at least one pollutant) in year 2002, 12,022 polluting facilities in year 2005, and 10,144 polluters in 2008, all in the U.S. manufacturing industry as determined by having a four-digit Standard Industrial Classification (SIC) code between 2000 and 4000. This amounts to roughly half 6 NETS data have been used to study issues related to job creations and destructions, business relocation, and business ownership (Kolko and Neumark 2008, 2010; Neumark, Wall, and Zhang 2011). Neumark, Wall, and Zhang (2011) provide a detailed description of the NETS and an assessment of the quality of the NETS database along many dimensions. Holladay (forthcoming) also relies on the NETS database. 7 Whereas the plant-level number of employees and value of sales change over time in the NETS database, the export status indicator is time-invariant.of the polluters in the manufacturing industry reported in the NEI database prior to matching.
9 More details on the data matching procedure are provided in the appendix.
The regulatory attainment/nonattainment county status information is obtained from the Green Book Nonattainment Areas for Criteria Pollutants reported by the EPA.
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A list of variables and data sources used in the paper is summarized in table A1 in the appendix. For each criteria air pollutant that we track, the Green Book indicates whether only part of a county or the whole county is in nonattainment. We assign a county to the nonattainment category for each of four criteria pollutants, that is, SO 2 , CO, O 3 , and TSPs, if the entire county or part of the county is designated with nonattainment status.
11,12

Descriptive Statistics
Our merged dataset-used to investigate the relationship among productivity, export status, and emission intensity-consists of an unbalanced panel of polluting facilities in 2002, 2005, and 2008 , for a total of 38,192 facility-by-year observations from 18,435 facilities located in 2,017 U.S. counties. There are 7,525 facilities represented throughout the study period. Table 1 provides summary statistics on a number of variables in the merged dataset. The value of sales is deflated by the four-digit SIC industry shipment deflator provided by the NBER-CES manufacturing industry database. 13 It is worth noting that, because of the matching 9 Prior to data matching, the NEI database contains 25,574 manufacturing polluters in 2002, 20,948 in 2005, and 21,102 in 2008. 10 For detailed information, see http://www.epa.gov/air/oaqps/ greenbk/index.html.
11 The formation of ground-level ozone is a complicated chemical process that involves volatile organic compounds (VOCs) and oxide of nitrogen (NO x ) when these two react in the presence of sunlight. There are separate standards for NO 2 , 1-hour O 3 , and 8-hour O 3 . We classify a county as nonattainment for O 3 if it is in nonattainment for NO 2 or O 3 , including both 1-hour and 8-hour standards. Therefore, the pollution of VOCs and NO x is associated with this combined O 3 nonattainment designation.
12 There exist separate standards for PM10 and PM2.5. We classify a county as nonattainment for TSPs if it is in nonattainment for at least one of these standards. TSPs in this study are primary particulates matters (the sum of primary PM10 and primary PM2.5). 13 This database pertains to the U.S. manufacturing sector for the period 1958-2009, and it is assembled from data obtained from various federal agencies with the goal of providing consistent time series for a large number of industries, including price deflators, capital stocks, and productivity estimates (Becker, Gray, and Marvakov 2013) . procedure adopted, each facility emits at least one pollutant, but not all facilities have emissions reports for all four criteria air pollutants. In many cases, facilities only have estimates for one pollutant in the NEI database. In addition, the dataset contains a few observations with extremely low emissions, which do not appear credible.
14 These outliers, which only account for a small fraction of total relevant observations, were dropped from the analysis and are not included in table 1.
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The last two columns of table 1 summarize the differences between exporters and non-exporters across facility characteristics. Exporters are larger than non-exporters in terms of sales and number of employees. These descriptive results are in line with the growing empirical trade literature on heterogeneous firms. When it comes to environmental performance, exporters emit more SO 2 , O 3 , and TSPs, but less CO than nonexporters. Pollution intensity measured by emissions per value of sales (tons per thousand dollars), however, is lower for exporters relative to non-exporters for all criteria air pollutants. The differences are persistent for each sample year separately.
According to the EPA's Green Book, in 2002 only a small number of the total of 3,143 U.S. counties were designated as nonattainment: 21 counties in SO 2 nonattainment, 19 counties in CO nonattainment, 251 counties in O 3 nonattainment, and 64 counties in TSPs nonattainment. In 2005, the number of counties with SO 2 or CO nonattainment designations declines to 12 and 11, respectively, while the number of counties with O 3 or TSPs nonattainment status increases drastically to 431 and 259, respectively. In 2008, the number of counties with O 3 nonattainment status substantially dropped from 431 to 293, while the number of counties with other nonattainment status changes slightly. Most nonattainment counties are covered in our merged dataset.
14 For example, the smallest facility-level nonzero value of SO 2 in the data was 2.1 × 10 −10 tons per year, that is, 0.21 micrograms per year (a microgram is equal to one billionth of one kilogram).
15 Specifically, we adopted the threshold of 0.001 tons per year (i.e., one kilogram) for inclusion in the analysis. The fraction of observations with annual emissions less than 0.001 tons per year are as follows: 7.73% for SO 2 , 1.22% for CO, 0.49% for O 3 , and 1.81% for TSPs. Empirical estimation with these outliers is considered but not reported in the paper. Accounting for the outliers does not change the empirical results in any significant way. 
Empirical Results
By using the data discussed in the foregoing section, we test the two main hypotheses that we have postulated: first, that productivity is inversely related to emission intensity; second, that there exists a negative correlation between export status and emission intensity.
Productivity Estimates
We begin by estimating the facility-level productivity following the fixed-effect methodology discussed earlier, based on the time series of economic characteristics for each facility included in the merged dataset. We consider two alternative productivity estimates. As noted earlier, the implicit assumption is that a plant's own productivity is time-invariant over the period used to estimate it. In the baseline, the results of which are presented here, equation (3) is estimated with data from 2000-2008. Hence, the maintained assumption is that plant-level productivity parameters are the same for the three years for which we have data on emissions (2002, 2005, and 2008 ). The estimated plant-level TFP parameters are too numerous to report individually, but figure 1 illustrates the distribution of TFP estimates. By construction, our TFP measure is relative to the industry average, and hence this distribution has zero mean. The standard deviation of 0.599 suggests considerable heterogeneity across manufacturing plants. This is consistent with existing studies. 16 Perhaps not surprisingly, given that these are log productivity parameters, this distribution appears rather symmetric. It should be recalled, however, that the maintained assumption in equation (1) is that the plants' multiplicative productivity terms are exp(φ ij ).
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We note that, as a by-product of our TFP estimation procedure, we obtain the coefficient of returns to scaleκ j for all 136 three-digit SIC industries in our sample. The distribution of such estimates is illustrated in figure 2. On average, the manufacturing industries in our sample display essentially constant returns to scale (the simple average over all industries is 0.972), with some variation (the standard deviation is 0.097).
For robustness checks, productivity parameters were also estimated with an alternative procedure that allows plant-level TFP to change over time. Specifically, for each of the years that we have plant-level emission data (2002, 2005, and 2008 ), equation (3) is estimated with a three-year window of data up to and including the year of interest. To estimate TFP parameters for the year 2002, therefore, we use data for the period 16 For example, for labor productivity, Bernard et al. (2003) find the standard deviation of within-industry log productivity to be 0.6. 17 If the estimated log productivities in figure 1 were normally distributed, for example, then the implied multiplicative productivity terms would be log-normally distributed. 
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Emission Intensity
To assess the relationship among productivity, export status, and emission intensity-the main subject of interest of this paper-we estimate the model in equation (4). The left-hand side variable here is the log of the emission per unit of output (deflated value of sales). The explanatory variables, in addition to the indicator of export status (a dummy variable) and the plant-level TFP, include other relevant control variables. The rationale for expecting emission intensity and export status to be related to plantlevel productivity was articulated earlier.
As for other control variables, we include dummy variables that flag whether the plant is located in a county classified by the EPA as being in nonattainment status for the year of interest.
19 This status is pollutant-specific, of course, and equals one if the facility is located in a nonattainment county for that pollutant (zero otherwise). The inclusion of these variables is for control purposes. Presumably the compliance requirements for plants located in nonattainment counties affect both their emission and their productivity, and differentially so relative to counties that do not face such regulatory pressure. Given the focus of this paper, it is important that the connection we establish between productivity, export status, and emission be conditioned on the regulatory pressure that might differ across plants.
The model of equation (4) is estimated pollutant-by-pollutant, with the emission intensity computed separately for each criteria air pollutant. In addition to the variables discussed in the foregoing, we also control for the plants' location by including state fixed effects, and for possible systematic differences across industries by including industry 18 These robustness results are reported in the supplementary appendix available online. 19 Hence, all facilities in the same county are assumed to face the same regulatory pressure. County nonattainment/attainment status is officially reclassified every July. In our regression, the attainment/nonattainment status variable of a county for calendar year t is based on the July determination of year t − 1. fixed effects. We also include year fixed effects (recall that here we are pooling the observations for the three years 2002, 2005, and 2008 20 For each of the four pollutants considered, we report the results of two regressions, one of which includes the plant's size (measured as the log of the number of employees) on the right-hand side of the table (in addition to the variables discussed in the foregoing).
From table 2 it is apparent that we find a strong negative relationship between estimated productivity and emission intensity. Consider first the regressions without the size variable. In all cases, the estimated coefficient associated with productivity is different from zero at the 1% significance level. The magnitude of this estimated coefficient varies across pollutants, ranging from -1.015 (for SO 2 ) to -0.757 (for CO), values that are not too far from one in absolute value. This finding is suggestive of the hypothesis, noted earlier, by which productivity may affect emission intensity because pollution is a by-product of input use. Recall that the postulated production function for our model was given in equation (1), where h j (L ijt , x ijt ) is an industry-specific production function, and L ijt is the amount of labor employed at plant i in year t, and x ijt is the corresponding vector of all other inputs of production. If the amount of plant total emission E ijt for pollutant were proportional to input use, for example, E ijt = α · h j (L ijt , x ijt ) for some α > 0, then the structure in equation (1) would imply that the coefficient linking pollution intensity ln(E ijt /q ijt ) and productivity φ ij would be exactly −1.
Concerning the coefficient on the export status variable, the estimates in table 2 consistently show negative correlations between export status and emission intensity for all four criteria air pollutants tracked in the paper, with magnitudes that are fairly close across pollutants (ranging from −0.295 for SO 2 to −0.262 for CO). Also, these negative coefficients differ from zero at the 20 Alternative specifications of standard errors (i.e., cluster at facility level, cluster at industry level, and robust standard errors) were considered but, because of space reasons, are not reported here and are available upon request. These specifications do not alter inference in any significant way. 
Dependent variable is log of emissions per value of sales. The industry fixed effect is a set of three-digit SIC industry dummies. Standard errors reported in parentheses are clustered at three-digit SIC industry. Coefficients for the regression constant and fixed effects are suppressed. Asterisks * * * indicate significance at the 1% level, * * indicate significance at the 5% level.
1% significance level for all pollutants. The empirical findings are in line with the theoretical prediction that export status is negatively correlated with emission intensity. Exporters emit less pollution per sale than non-exporters, with this reduction effect ranging from 26-29%, depending on the pollutant. The estimated effect of nonattainment designations on pollution emission intensity is positive (but not significant) for both SO 2 and CO, and negative and significant for O 3 (at the 1% level) and for TSPs (at the 5% level). The variety of impacts that we uncover is, perhaps, not surprising. The need to meet stricter environmental regulations in non-attainment counties should lead to lower total emission, ceteris paribus. But the costs of meeting such regulations are likely to affect production efficiency (productivity) as well, which might result in increased emission intensity (because of lower output per amount of resources used). It is unclear which of these effects would dominate. At any rate, the inclusion of these regulation variables in the model is for control purposes, as noted earlier, and our focus of interest is elsewhere. Table 2 also includes, for each pollutant, the estimation results of a version of equation (4) that includes "size" (measured as the log of the number of employees). In this model, size could affect emissions in much the same way as exports: larger size means the fixed costs of adopting cleaner emissions technology is less burdensome and larger size allows for an economy of scale effect with respect to emissions. To see how the latter might work, consider the pollution-as-byproduct illustration articulated in the foregoing. But now allow for returns to scale for emission to be different than for output, for example,
σ , where 0 < σ < 1 indicates increasing returns to scale with respect to clean air (decreasing returns to scale with respect to emission). Given the assumption of homogeneous industry-level production functions, invoked earlier, one would then
σ . In view of the production function in equation (1), this would suggest that ln(E ijt /q ijt ) is related to ln(L ijt ) by the coefficient κ j (σ − 1). Hence, the hypothesis of an independent economy of scale effect with respect to clean air (i.e., σ < 1) would imply a negative relationship between the log of emission intensity and the log of employment. This is indeed the result, as reported in table 2. We find that the size variable has a negative effect on emission intensity, with a magnitude ranging from −0.694 (for SO 2 ) to −0.553 (for CO). In all cases the coefficient of the size variable is significant at the 1% level. Including the size variable does not substantially change the coefficient of the TFP variable, which remains negative, large, and significant at the 1% level. The inclusion of size, however, does change the magnitude of the coefficients associated with export status, which, while retaining a negative sign, are no longer significantly different from zero.
We should note at this juncture that the interpretation of the effects of the size and export status variables on emission intensity is not straightforward. Our empirical model, while inspired by theoretical models of export decisions and technology adoption by heterogeneous firms, is not a structural representation of such models. The results that we find, therefore, need to be interpreted with some care. Unlike plant-level productivity, which following the theoretical literature discussed earlier we take as pre-determined, size and export status are chosen by firms in equilibrium. And, given productivity, size is influenced by export status because the latter permits access to a larger market-indeed, this is the hallmark of Melitz-type models. What the results in table 2 establish is that productivity clearly matters for emission intensity. Largeness matters as well, because firms with the same productivity within the same industry-as defined by production technology-may face differing markets for their (heterogeneous) products. Thus, given technology and export status, firm size might differ because of the market conditions faced by the firm. Exporting firms might emit less, per unit output, because they tend to be larger and there might be economies of scale if emissions are proportional to input use. Alternatively, of course, larger firms might have more of an incentive to invest in cleaner technology, which is another channel by which the results in table 2 could be rationalized. Finally, it is important to note that the conceptual models of trade with heterogeneous firms that we discussed do not imply a direct channel through which exports affect emission intensity. Rather, it is because the ability to export leads firms to modify other decisions-such as size-that access to export markets might affect emission intensity.
Corroborating Evidence
To further validate the theoretical underpinnings of our model, it is of some interest to examine how the facilities' export status is related to the estimated TFP productivity measure. According to the Melitz-type models discussed earlier, export status is endogenous, depending upon productivity, trade variable costs, and other cost parameters. Furthermore, ceteris paribus, in our model export status should be positively correlated with productivity. To investigate this property, we seek proxies of trade cost variables. Two proxies employed in this study are facility-specific and industry-specific trade variable costs. The former is measured by the geographical distance of each polluting facility to its nearest U.S. port, and the latter is measured by the ad valorem freight rate at the four-digit SIC industry level. 21 The geographic distance reflects the costs associated with the transportation of goods from manufacturing sites to the port of shipment. The freight rate, constructed by Bernard, Jensen, and Schott (2006) , is the markup of the Cost-Insurance-Freight (CIF) value over the Free-on-Board (FOB) value relative to the FOB. This industry-specific freight rate serves as a proxy of the iceberg trade costs associated with ocean or inland waterway transport of the goods to the port of destination. These two measures together are considered as proxies of trade variable costs.
We employ a logistic model to estimate the probability of selecting to export conditional on the estimated facility productivity, the two measures of trade variable costs, and exposure to environmental regulations, controlling for industry characteristics. Regardless of pollutant type, the logistic regression is specified as where F(·) denotes the logistic function, and Distance i denotes the distance (in thousands of miles) of a polluting facility to its nearest U.S. port. The World Port Source online database provides geographic locations (i.e., latitude and longitude) for 548 U.S. ports including harbor, river port, seaport, offshore terminal, and pier, jetty, or wharf.
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For each polluting facility, we compute its distance to all 548 U.S. ports based on the "Haversine" formula, given the latitude and longitude of two points, then pick the shortest distance as the distance to the nearest port. 23 Freight jt indexes the freight rate at the four-digit SIC industry level. The industrylevel data on CIF and FOB are acquired from the online data source of U.S. Manufacturing Exports and Imports compiled by Peter Schott (2010) . 24 All other variables were defined earlier. Table 3 presents the estimation results for equation (5). A version of the regression equation with a single-plant firm status is also reported in this table. This was suggested by a reviewer to control whether singleplant firms might be less likely to export, 22 For detailed information, please see http://www.worldport source.com/states.php. 23 The "Haversine" formula calculates the great-circle distance between two points, that is, the shortest distance over the earth's surface. 24 The 2008 industry-level CIF and FOB data, which are not provided in Schott (2010) , are simply taken from 2005. ceteris paribus. Because this regression is not pollutant-specific, environmental regulation pressure is captured by a single nonattainment variable (which is equal to one if the corresponding county is in nonattainment for any pollutant, and zero otherwise). The results in this table are supportive of our approach and consistent with the prediction of the underlying theoretical model. 25 First, a positive and statistically significant coefficient of the TFP regressor indicates that the higher is a facility's productivity, the more likely it is to export. Second, the estimated coefficients of distance to port are negative and significant at the 1% level. As facilities residing closer to ports are likely to have lower costs associated with transporting the goods from manufacturing sites to the ports of shipment, they are more likely to engage in the export market. Note that this effect is over and above the distance effect that is possibly already captured by the state fixed effect included in all regressions. Having controlled for the distance to port, the measure of freight rates that we have included does not seem to have additional explanatory power (the estimated coefficients are not statistically different from zero).
As for the other variables included in table 3, single-plant firms appear equally likely to export as multi-plant firms, other things being equal. For the variable that codes counties' non-attainment status vis-à-vis the four pollutant categories considered, our model does not have a clear prediction as to their expected sign. In any event, the estimated coefficients for this variable are not statistically different from zero in each of the two versions of the estimated equation reported in table 3.
Robustness Checks
The results of table 2, consistent with the theoretical rationalizations proffered earlier, indicate an average negative correlation between emission intensity and productivity. It is of additional interest to verify whether this relation is monotonic. To test whether indeed the most productive facilities have better environmental performance, we use dummy variables of productivity quintiles to replace the continuous productivity measure in equation (4). The results are reported in table 4 (due to space constraints, only the versions of equation (4) that include the "size" variable are reported). The results are quite consistent with those of table 2. Relative to the firms with the lowest productivity (the 1 st quintile), firms in quintiles 2 to 5 have a lower emission intensity, and this gap is different from zero at the 1% significance level for the fourth and fifth quintiles (for all pollutants). Moreover, these productivity coefficients are monotonically decreasing across quintile starting with the third quintile (the productivity coefficients associated with the second and third quintiles are very similar): generally speaking, the higher productivity quintile a facility belongs to, the lower emission intensity it has. Within the same three-digit SIC industry, facilities in the fifth productivity quintile have the best environmental record in terms of the lowest emission intensity. Ceteris paribus, the results of table 4 imply that plants in the fifth productivity quintile on average emit only a fraction of the SO 2 emitted by first productivity quintile plants, specifically 29% (this fraction corresponds to 42% for CO, 35% for O 3 , and 44% for TSPs). The null hypothesis that the productivity effects are equal across all quintiles is rejected by the appropriate F test at the 1% significance level. From table 4 it is also apparent that representing the productivity impacts in terms of quintiles does not affect the inference about the other variables. In particular, the estimated coefficients, and the standard errors, associated with export status and the size variables are essentially the same as in table 2.
As noted by a reviewer, ideally the empirical characterization of the impact of productivity on emission would need to account for births of new facilities and exits of some plants. Unfortunately, the data that we have is not informative about this dynamic process. As a robustness check, therefore, to guard against the possibility that our results might be affected by the selection bias of ignoring entry and exits of plants, we first re-estimate productivity equation (3) using a balanced panel of data pertaining to all plants that are present for the entire period 2000-2008, and then re-estimate emission intensity equation (4) (4) that include the "size" variable are reported). Table 5 offers considerable support for the corresponding full-sample results of table 2. The estimated coefficients for the productivity variable, in particular, are almost identical.
As suggested by one reviewer, we estimated equation (4) with a subset of observations pertaining to plants in "dirty industry" only, that is, industries that are known to be heavy emitters of criteria air emissions. The classification of "dirty industry" used is pollutant-specific, based on Greenstone (2002) , and is described in 
Conclusion
The relationship among international trade, firm productivity, and environmental outcomes is both intellectually interesting and policy relevant. Contemporary research suggests that firm heterogeneity with respect to productivity is a prominent part of the economic environment and is an important predictor of export status. Also, to the extent that the use of inputs-rather than output per se-is the likely cause of emissions, then an inverse relationship between productivity and emissions per unit output is to be expected. Furthermore, to the extent that large firms have more incentive to adopt newer and cleaner technology, then exporting firms-which face larger potential markets than non-exporters-are more likely to adopt cleaner technologies and thus have lower emissions per unit sales.
In order to test our two basic hypotheses (more efficient firms and exporting firms are likely to have lower emissions per unit sales), we assembled a large and unique data set for the U.S. manufacturing industry. Specifically, we have matched facility-level air pollution data from the U.S. EPA with facility-level economic characteristics data obtained from NETS. The empirical analysis based on these data that we have presented provides strong support for these two hypotheses. We find robust evidence of a negative correlation between the estimated facility productivity and emissions per value of sales. The negative impact of productivity is statistically significant for each criteria air pollutant we track. Furthermore, we present additional evidence that this productivity effect is monotonic: after dividing the firms into quintiles based upon their relative productivity within an industry, we find that the higher the productivity quintile, the lower the firm's relative emissions.
In addition, we find that exporting facilities tend to have less emission per value of sales than competing non-exporters within the same industry, conditional on estimated productivity and on exposure to the CAAA. We also find evidence that, given productivity, larger firms have lower relative emissions, consistent with the notion that larger firms have more incentives to incur costs associated with adopting cleaner technologies. Finally, consistent with the predictions of modern trade theory, we find that facilities with higher estimated productivity are more likely to export.
This empirical evidence, along with empirical work that identifies impacts of trade liberalization on technology adoption (Bustos 2011) , have some interesting policy implications. Clearly, the optimal response to pollutants that have global consequences is an internationally coordinated effort to reduce those pollutants through pollution taxes or "cap and trade" programs. Yet, for a wide variety of reasons, efforts to achieve such coordination of environmental policies have not been very successful. On the other hand, while there is broad (if not complete) support among economists for policies that liberalize trade in goods, there is skepticism about the value of these policies among some politicians and the general public. If the predictions that expanded trade leads to an increase in the equilibrium productivity of firms, and if our results showing that increased firm productivity is correlated with lower emissions intensity are correct, then the potential benefits that would come from successful completion of the Trans Pacific Partnership or successful negations for a US-EU free trade area, exceed the purely material benefits. And it should be understood that these benefits are mutual-that is, the expanded productivity in both the United States and in its trading partners should have beneficial environmental consequences. While there are those who fear that globalization will lead to further environmental degradation, the results of this paper in fact provide support for the belief that globalization, largely through its impact on firm-level productivity, may contribute to reducing global pollution. Thus, whereas international trade cannot be construed as a substitute for environmental policies, it is also apparent that it should not be seen as adverse to environmental outcomes.
Supplementary Material
Supplementary material is available at http:// oxfordjournals.our_journals/ajae/online. 26 For the case of point sources (polluting facilities) data, both reporting rules require a report on actual emissions for all facilities that emit above certain thresholds, determined by pollutant. State or local pollution control agencies have to comply with the requirement. These agencies report emissions from larger point sources annually, and have a choice to report smaller point sources every three years or one-third of the sources each year. Smaller point source facilities with annual emissions below certain thresholds can be defined as nonpoint area sources. While states are more likely to report major sources as point sources and smaller sources as nonpoint sources, the EPA encourages states to submit small sources to the point inventory.
Some major caveats concerning the NEI database pertaining to point sources can be summarized as follows. We dropped these observations from our study, as their duplicate nature entails that they do not carry independent information. Second, the 2008 NEI database was built from emissions data in the EIS. Note that this 2008 database uses a new facility identifier, called EIS site ID, rather than the previous NEI site ID. A comprehensive and updated coverage of facility identifiers may be obtained from the Emission Inventory System Gateway. This gateway, however, is only available to EPA staff, EIS data partners responsible for submitting data to EPA, and contractors working for the EPA on emissions-related work. For this study, we rely on the FRS ID reported in the FRS of the EPA to match polluting facilities across sample years. All observations in 2002 and 2005 NEI databases have both records and FRS ID reported in the FRS, and hence can be matched between these two years. However, one-eighth of the 2008 NEI database is missing from the FRS, and roughly 7% of facilities in the manufacturing industry in this database do not have any records in the FRS. These missing manufacturers are discarded in our study. Last but not least, as noted in the EPA technical document (EPA 2012), emission data for filterable and condensable components of particulate matter (i.e., PM10-FIL, PM2.5-FIL, and PM-CON) is not complete and should not be used at any aggregate level. Users interested in PM emissions are suggested to only consider primary particulate matter, which are PM10-PRI and PM2.5-PRI. Following this suggestion, TSPs in our study is the sum of these two pollutants.
A.2. Data Matching
The data matching work consists of two main procedures. First, we match polluting facilities within the NEI database across years, and then retrieve DUNS numbers for these polluters from the FRS of the EPA. Second, we match them with those appearing in the NETS database through the DUNS number.
The 2002 and 2005 NEI databases assign each polluting facility a unique NEI site ID, whereas the 2008 NEI data uses a different facility identifier called Emission Inventory System (EIS) ID. To match these NEI databases across sample years, we retrieve facility FRS ID from the FRS of the EPA. The FRS is a centrally-managed database that identifies facilities, sites, or places subject to environmental regulations or of environmental interests. The EZ Query in the FRS provides data download options for a customized list of facilities, which are 28 In the end, the facility-level emission dataset we compiled contains criteria air emissions, facility name, FIPS county code, Zip Code, SIC code, facility FRS ID, and DUNS number.
In the next step, we match polluting facilities in the NEI database with those that 27 For EZ Query, see http://www.epa.gov/enviro/html/fii/ez.html. 28 For Facility Registry System Query, please refer to http://www.epa.gov/enviro/html/fii/fii_query_java.html. appear in the NETS Database through the DUNS number. The EPA does not provide further information about how DUNS numbers are reported for polluting facilities and why some of them have missing DUNS numbers in the dataset. Due to an incomplete report on DUNS numbers in the FRS, approximately 80% of polluting facilities in the manufacturing industry collected in the NEI database have associated DUNS numbers. Thus, a pair of facilities from each source is considered as a match if the following series of criteria are satisfied. The facilities share the same DUNS number and are located in the same area in terms of five-digit Zip Code and five-digit FIPS county code. More importantly, for each pair we compare their facility names from each source to ensure the match.
In the matched dataset, it turns out that the number of polluting facilities with zero emissions drops dramatically across years, while the number of polluting facilities with missing values for emission increases accordingly, suggesting a conflation of the two (conceptually distinct) statuses. This pattern
