Abstract-Gravitational search algorithm swarm (GSA) is a metaheuristic optimization algorithm, which is based on the Newton's law of gravity and the law of motion, has been successfully applied to solve various optimization problems in real-value search space. Later, binary gravitational search algorithm (BGSA) is designed to solve discrete optimization problems. In this study, rule-based multi-state gravitational search algorithm (RBMSGSA) algorithm is proposed to solve discrete combinatorial optimization problems. The algorithm operates based on a simplified mechanism of transition between two states. The algorithm able to produce feasible solution in solving traveling salesman problem (TSP), one of the most intensively studied discrete combinatorial optimization problems. To evaluate the performances of the proposed algorithm and the BGSA, several experiments using six sets of selected benchmarks instances of traveling salesman problem (TSP) are conducted. The experimental results showed the newly introduced approach consistently outperformed the BGSA in all TSP benchmark instances used.
INTRODUCTION
Combinatorial discrete optimization is one of the most active fields in computer science, artificial intelligence, operations research, bioinformatics, applied mathematics, and electronic commerce. Typically, the goal of a combinatorial optimization algorithm is to find the best possible ordering of objects satisfying certain conditions or constraints. Furthermore, algorithms for solving these problems can be separated as either complete or approximate [1] . Complete algorithms are assured to find an optimal solution in bounded time for every finite size instance of a combinatorial optimization problem [2] [3] . However, for combinatorial optimization problems that are NP-hard [4] , no polynomial time algorithm exists. Thus, for the worst case, complete methods might need exponential computational time and this makes the complete methods impractical for most real-world applications. Therefore, approximate algorithms to solve NP-hard combinatorial optimization problems have been gaining interest, as the algorithms lead to significant reduction of computation times, which by its nature sacrifices the guarantee of finding exact optimal solutions [1, 5] .
In the class of approximate algorithms, two subclasses of algorithms may be distinguished: approximation algorithms and heuristics algorithms. Approximation algorithms provide provable solution quality and provable run-time bounds. At the other hand, heuristics find good solution on large-size problem instances. These algorithms are permitted to obtain acceptable performance at acceptable costs in a large variety of optimization problems. Heuristics may be classified into two families: specific heuristics and metaheuristics. Unlike specific heuristics, which is designed to solve a specific problem or instance, metaheuristics is designed to solve nearly most of optimization problems [1, 5] . Those metaheuristics includes, but is not restricted to, random Multi-start Local Search (MLS) [6] [7] , Genetic Algorithms (GA) [8] [9] [10] , Simulated Annealing (SA) [11] , Tabu Search (TS) [12] , Ant Colony Optimization (ACO) [13] , Artificial Immune System (AIS) [14] , Particle Swarm Optimization (PSO) [15] , and Variable Neighbourhood Search (VNS) [16] .
In past few years, a stochastic population-based metaheuristic called Gravitational Search Algorithm (GSA) has been developed by Rashedi et al. in 2009 [17] . GSA is inspired by the Newton's law of universal gravitation where all objects attract to each other with a force of gravitational attraction. This force of gravitational attraction is directly dependent upon the masses of both objects and inversely proportional to the square of the distance that separates their centres. Since the gravitational force is directly proportional to the mass of both interacting objects, bigger objects attract other object with a greater gravitational force.
The conventional GSA was originally designed to solve problems in continuous-valued space. Later, a reworked of the conventional GSA known as binary gravitational search algorithm (BGSA) has been developed to allow GSA to operate in discrete binary variables [18] . In this paper, a new variant of GSA called rule-based multi-state GSA (RBMSGSA) that represents each agent's vector as state is proposed to solve discrete optimization problems. As a test, this algorithm was applied to six sets of selected benchmark instance of TSP. The results were satisfactory and in all occasions the proposed algorithm consistently outperformed BGSA in all selected TSP benchmark instances.
II. GRAVITATIONAL SEARCH ALGORITHM
The computation of GSA requires a set of N agents, which are randomly positioned in the search space during the initialization. The position of agents, which are the candidate solutions to the problem are represented as follow:
presents the position of i th agent in the d th dimension, and n is the space dimension. Fig. 1 . The gravitational constant ) (t G is then updated as in (2):
where T is the number of maximum iteration, 0 G and β are constant values. The gravitational constant is a decreasing function of time where it is valued to 0 G at the beginning and it is exponentially decreased towards zero as the iteration increases to control the search accuracy. Next, ) (t best and ) (t worst are calculated. For minimization problem, the definition of ) (t best and ) (t worst are given as follows:
For a maximization problem, (3) and (4) are changed to (5) and (6), respectively.
The gravitational and inertial mass are then updated using (7) and (8):
is the inertial mass of i th agent. The acceleration, α, of mass i at t in the d th dimension is calculated as follows:
where the force acting
is calculated as follows:
where ε is a small constant,
is the Euclidean distance between agent i and j, and j rand is a random number uniformly distributed between 0 and 1. The velocity and position of agent's are then updated using (12) and (13), respectively as given by:
where i rand is random number uniformly distributed between 0 and 1. The algorithm iterates until the stopping 
III. RBMSGSA
The proposed rule-based multi-state GSA (RBMSGSA) for solving TSP is explained in this section. The RBMSGSA practices similar general principal of the original GSA. However, a few modifications have been made on the RBMSGSA in term of exploitation of agent's velocity, a mechanism of state transition, and a new agent's force formulation.
A. Exploitation of the velocity of agents and a mechanism
of state transition in the RBMSGSA Each vector of each agent in the RBMSGSA is represented by a state, which is neither a continuous nor discrete value. To elaborate this state representation, the Burma14 benchmark instance of the Travelling Salesman Problem (TSP) is used as an example, as illustrated in Fig.  2 . All cities in the Burma14 benchmark instance can be represented as a collective of states, in which the states are represented by small black circles, as presented in Fig. 3. A centroid of the circle shows the current state, and the radius of the circle represents the next velocity of the current state. These three elements occur in each dimension for each agent. The updating velocity and position in form of state in the RBMSGSA are performed after the inertial mass M and acceleration α are calculated.
In the RBMSGSA, once the velocity is updated, the process of updating the current state to the next state for each dimension of each agent is executed. Using the information of the current state and the velocity value subjected to the current, a circle can be built. From this point, a strategy should be implemented in order to make sure all solutions generated are feasible. In the TSP, a solution is feasible if all cities are visited such that no city is visited more than once. To solve the TSP, the RBMSGSA embeds a very important rule which is "subjected to the current state, the next state should be chosen from any remaining inner. Otherwise, the next state can be chosen from any remaining outer state. The state that has been chosen as the next state cannot be chosen for next dimensions." To operate this rule, the information of location of all states should be known because the RBMSGSA uses this information to determine which state will be selected as the next state. Referring to the circle built caused by the updated velocity and current state for a particular dimension of an agent, any state that is located in the area of the circle is defined as inner states (IS). Any state that is located outside the area of the circle is defined as a member of outer states (IS). Any state that has been selected as the next state called the selected states (SS). The SS should be identified because these states are invalid to be selected as the next state because these states have been selected in previous dimensions. For the IS, the OS, and the SS, let us consider a set of j IS ) ,
, and a set of h SS
. Based on the information of the current state, the updated velocity, and the location of all states, guided by the embedded rule, a next state can be chosen as follows: respectively. O is empty set. It is been observed that the embedded rule that has been formulated in (14) successfully produced feasible solution with unrepeated states for each agent.
The algorithmic details for updating current state to next state in the RBMSGSA is presented in the pseudo code as follows. This procedure is applied to each dimension of each agent and ends when all dimensions in all agents have been updated.
Input

B. Force formulation in RBMSGSA
A subtraction operation, as presented by (11), is executed to calculate the difference of the vector value between the positions of two agents ) ,
for each vector and iteration, resulting in a numerical value. However, in the RBMSGSA, each vector's position of each agent is represented as a state. Because a state is not associated with any value, the subtraction operation in (11) cannot be used to find the difference between two positions. To accommodate the calculation of force, ) , ( d t F ij in the RBMSGSA, a cost function C(.) is introduced and incorporated into the force formulation as follows:
The cost function can be viewed as the cost of difference in distance between two cities in the TSP and time between two components in assembly sequence planning (ASP) problem, respectively [19, 20] .
is a positive number. In this force formulation, ij R is the difference of fitness between agent i and j.
IV. APPLYING THE RBMSGSA TO THE TSP
In TSP, a salesman finding the shortest tour in which all cities are visited such that no city is visited more than once and the salesman returns to the initial visited city at the end of the tour. An instance of TSP is called symmetric if for all pairs i and j, the distance of two adjacent cities, e i and e j , is equivalent to the distance of two adjacent cities, e j and e i . Otherwise, it is called asymmetric. The TSP is belongs to the class of NP-hard combinatorial optimization problems.
The RBMSGSA eminently suitable to solve the TSP with regard to the constraint of this problem, which is one city or state can only be visited or used once. This means the issue of repetitive states in solution can be prevented. Thus, feasible solutions are produced. In this study, six sets of TSP benchmark instances taken from TSPlib (http://comopt.ifi.uni-heidelberg.de/software/ TSPLIB95/) are used, namely Burma14, Ulysses16, Ulysses22, Bays29, Eil51, and Berlin52.
To demonstrate the relative efficiency of the RBMSGA, the performance of the RBMSGSA is compared to BGSA [18] . In experiments, G o is set to100, is set to 20, the total number of iterations, T, is set to 10000, and 30 number of agents is used. In the initialization stage, all agents are randomly positioned in the search space. All agents are then assigned with velocity ) , ( d t v i that is equal to zero. The quality of results is measured based on the objective values of the best solutions found by each algorithm on each TSP benchmark instance. Since the number of independent trials on each TSP benchmark instance is 50, the quality of results is determined based on the fitness values of 50 solutions. The average (mean), minimum (min) and maximum (max) of fitness values of 50 solutions, and the standard deviation (SD) are recorded. The quality of results of the RBMSGSA and the BGSA for 50 trials is presented in Table 1 and 2, respectively. Based on the results given in Table 1 and 2, the RBMSGSA outperformed the BGSA in obtaining the quality of results in solving the TSP.
It seems that the solutions produced by the RBMSGSA and the BGSA are not normally distributed. In this study, the Wilcoxon Signed Rank test is chosen and then presented in Table 3 . The null hypothesis is that the quality results of the RBMSGSA and the BGSA are identical. In Table 3 , the term of "diff" is the difference of mean value for 50 runs between the RBMSGSA and BGSA.
The test statistic for the Wilcoxon Signed Rank Test is W, defined as the smallest of W + and W -which are the sums of the positive and negative ranks, respectively. The level of significance is set at 5% (p < 0.05) and sample size is 6. The critical value for two-sided test is 1 and the decision rule is as follows: Reject the null hypothesis if W≤1. The test statistic can be obtained using following equation
where min is a minimum function which is used to find the smaller value between W + and W -. With regard to the Wilcoxon Signed Rank Test, the test statistic is W = 0, where W + = [2 + 4 + 5 + 3 + 1 + 6] = 21 and W -= 0. Therefore, the null hypothesis can be rejected because 0 < 1. The result is statistically significant at p < 0.05, where the RBMSGSA performs significantly better than the BGSA.
V. CONCLUSIONS AND FUTURE WORK
Gravitational Search Algorithm is a metaheuristic search algorithm that uses the theory of Newtonian physics. Meanwhile, its searcher agents are the collection of masses. In this study, a variant of GSA called the RBMSGSA that uses the transition between two states guided by an embedded rule in updating state in each dimension of solution, has been proposed to solve discrete combinatorial optimization problems, particularly in the TSP. To evaluate the performance of the proposed the MSGSA, six sets of TSP benchmark instances are used and the performance of the proposed the MSGSA is evaluated and then compared with the BGSA. Both the proposed MSGSA and the BGSA are executed to find the shortest route. Experimental results obtained from the six instances used show that the proposed RBMSGSA consistently outperformed the BGSA. In future, the performance of the proposed RBMSGSA will be investigated to solve other discrete combinatorial optimization problems such as VLSI routing, DNA sequence design, and airport gate allocation, PCB routing.
