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Abstract
This paper presents a mesoscopic stochastic model for the recon-
struction of vehicle trajectories from data made available by subsets of
(probe) vehicles. Long-range vehicle interactions are applied in a to-
tally asymmetric simple exclusion process to capture information made
available to connected and autonomous vehicles. The dynamics are
represented by a factor graph, which enables learning of traffic dynam-
ics from historical data using Bayesian belief propagation. Adequate
probe penetration levels for faithful reconstruction on single-lane roads
is investigated. The estimation technique is tested using a vehicle tra-
jectory dataset generated using an independent microscopic traffic sim-
ulator. Although the parameters of the traffic state estimation model
are learned from (simulated) historical data, the proposed algorithm is
found to be robust to unpredictable conditions. Moreover, by expos-
ing the algorithm to varying traffic conditions with increasingly larger
datasets, the probe penetration rates required to capture the traffic dy-
namics effectively can be substantially reduced. The results also high-
light the need to take into account randomness in the spatio-temporal
coverage associated with probe data for reliable state estimation algo-
rithms.
Keywords: Automated vehicles; cellular Automata; conditional ran-
dom fields; stochastic traffic modeling; traffic state estimation; trajec-
tory reconstruction
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1 Introduction
Automated vehicle (AV) technologies are beginning to penetrate vehicle fleets in
cities throughout the world. It is reasonable to expect that vehicle trajectory data
from AVs (e.g., through on-board GPS units) will become a prominent source of
high-resolution traffic data. AVs may act as probes in the traffic stream, continu-
ously broadcasting their position and speed in real-time. More importantly, AVs
can also provide distance headways (spacing between successive vehicles) using
infrared or radio technology [Yuan et al., 2012, Seo and Kusakabe, 2015]. How-
ever, privacy issues and technology limitations can limit the ability of traffic man-
agement agencies to collect, analyze, and disseminate such information. To over-
come this, these data can be fused with data obtained from traditional monitoring
devices such as inductive-loop detectors (stationary sensors). As these two data
sources complement each other, comprehensive datasets can be obtained for traffic
monitoring and state estimation [Hofleitner et al., 2012a]. However, the improve-
ment in accuracy with data fusion, over single sensor applications depends on
probe penetration rates and on traffic conditions. In urban road networks, where
stationary sensor instrumentation is usually limited and traffic lights play a gov-
erning role in the traffic dynamics, a higher number of probes may be necessary to
accurately characterize traffic conditions.
A number of modeling techniques have been proposed in the recent years to
estimate traffic densities [Herrera and Bayen, 2010, Jabari and Liu, 2012, 2013, Deng
et al., 2013], speeds [Work et al., 2008] and travel times [Hellinga et al., 2008, Chen
and Rakha, 2012].
Studies have also been carried out to extract patterns from streaming data us-
ing data mining techniques [Hunter et al., 2012, Jenelius and Koutsopoulos, 2017,
Dilip et al., 2017, Jabari et al., 2018]. To account for the variability in urban traffic, a
statistical approach using Coupled Hidden Markov Models was proposed by Her-
ring et al. [2010] to estimate the traffic state from sparse probe data. The limitations
of purely statistical approaches were overcome by Hofleitner et al. [2012b], where
a hybrid modeling framework combining machine learning with hydrodynamic
traffic theory was proposed to predict arterial travel times from streaming GPS
probe data. On the other hand, Papathanasopoulou and Antoniou [2015] proposed
a data-driven model that captures longitudinal interactions between vehicles.
Research on traffic state estimation from probe data for urban networks has
focused on the reconstruction of traffic states at an aggregate level (over an en-
tire intersection-to-intersection road segment) [Furtlehner et al., 2007]. At a finer
scale, Herrera and Bayen [2010] reconstructed traffic densities on a freeway sec-
tion by modifying traditional continuum models with a correction term to nudge
the model estimate towards the GPS probe measurements. The techniques pro-
posed did not require the knowledge of on- and off-ramp sensor data for density
estimation, and minimal penetration rates required on arterial roads was also ana-
lyzed. Vandenberghe et al. [2012] discussed the maximum sampling interval (time
between two consecutive probe vehicle samples) required to accurately detect in-
cidents and Jabari and Wynter [2016] study the optimal placement of sensors for
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reliable time-to-detection of incidents. Mazare´ et al. [2012] perform comparisons
of travel time estimates produced using one source of data versus fused data from
two data sources (stationary sensors and probe vehicle data). A number of studies
have reported probe penetration rates required for traffic state estimation on arte-
rials [Hiribarren and Herrera, 2014, Ban et al., 2009, 2011, Zheng et al., 2018]. While
the reliability of probe vehicle data has been investigated and compared against
stationary sensor data [Kim and Coifman, 2014, Bar-Gera, 2007], variability in the
spatio-temporal coverage of probe vehicles has not been adequately studied, par-
ticularly at the fine level required for effective traffic management.
Motivated by the wide spatio-temporal coverage offered by fused traffic data,
the question of adequate levels of probe penetration is addressed at a microscopic
scale in this paper. The focus of this paper is on the reconstruction of vehicle trajec-
tories over a single roadway, where a stationary sensor captures the arrival times of
the vehicles and the speeds of the probe vehicles is used to infer the traffic state over
the entire link. A probabilistic approach is proposed for the spatio-temporal recon-
struction of dynamic traffic state from sparse probe data, wherein the traffic pat-
terns are learned from historical data using Conditional Random Fields (CRFs). By
modeling the vehicle interaction potential to reflect local traffic information (such
as spacings between vehicles), our estimation models seamlessly combine tradi-
tional car-following theory and simulation with statistical learning techniques to
reconstruct microscopic traffic dynamics.
The remainder of the paper is organized as follows: The stochastic traffic flow
model along with a simulation algorithm are presented next. The probabilistic in-
ference problem is then stated. This is followed by a presentation of the factor
graph approach proposed for solving the inference problem. Model testing and
validation experiments are then given. A brief summary and future research dis-
cussion conclude the paper.
2 Stochastic Traffic Dynamics Model
2.1 Look-Ahead Dynamics
A discrete (state and time) mesoscopic stochastic model is used to represent the traf-
fic dynamics. Vehicle movement in the model is governed by potential functions
that describes the (“energy profile” of) local traffic conditions. Similar (but simpler)
models have been employed to study interesting traffic phenomena like synchro-
nized traffic at ramps and stop-and-go regimes [Sopasakis and Katsoulakis, 2006].
The physical roadway is modeled as a one-dimensional uniform lattice L. The
spatial co-ordinates of each vehicle α on the roadway is discretized in such a way
that each cell can be occupied by at most one vehicle, which is achieved by setting
the cell length to an appropriate value, e.g. 7.5 m [La´rraga et al., 2005]. The state of
each occupied cell at a discrete time k is completely specified by a discretized speed
denoted vkα ∈ {0, . . . , vmax}, where vmax is the maximum number of cells that can
be traversed by a vehicle in one time step. Clearly, vmax depends on the length of
the discrete time step, δk. Thus, an order parameter σk(l) ∈ {−1, 0, . . . , vmax} can
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be defined for each cell l ∈ L at time k to represent the traffic state in the cell, where
0 represents a free cell.
A look-ahead potential is used to capture the response of vehicle α to traffic
conditions ahead. Specifically, the state of vehicle α at time-step k + 1 is a function
of their current speed vkα and the current speed of their leader vkα−1. Denote the
traffic state pertaining to vehicle α at time step k by the vector Ykα = [vkα vkα−1]
>.
More generally, a vehicle’s look ahead potential can depend on multiple vehicles
ahead. Let M denote the look-ahead distance (in number of vehicles), then Ykα =
[vkα vkα−1 . . . v
k
α−M]
>. The look-ahead potential is given, for vehicle α and each
i ∈ {0, . . . , vmax} by
εkα(i) = W
>
i Y
k−1
α , (1)
where Wi ∈ R|Y| is a weight vector that captures the relative importance of each of
the state variables in Ykα when assessing the energy of vehicle α if it were to assume
speed i ∈ {0, . . . , vmax}. The parameters can, hence, be encoded into a matrix
W ∈ R|Y|×(vmax+1) as W ≡ [W0 . . . Wvmax ]. The probability that vehicle α assumes
speed i is related to the potential energy as
P(vkα = i|Yk−1α ) ∝ e−ε
k−1
α (i) = e−W
>
i Y
k−1
α . (2)
The position of vehicle α at time step k, denoted by skα, is updated based on its speed
vkα as follows:
skα = min
(
sk−1α + vkα, skα−1 − 1
)
, (3)
where taking the minimum of this quantity and sk−1α−1 − 1 ensures that vehicles and
their leaders do not occupy the same position. Consequently, the state update cal-
culation proceeds in ascending order of α (from the position-wise upstream-most
vehicle to the downstream-most vehicle). The traffic state update is carried out in
discrete time steps to determine σk+1(l).
2.2 Vehicle Interactions and Coordination
The modeling approach above is, in essence, a totally asymmetric simple exclusion
process (TASEP). Such processes are known to have limitations in some contexts,
namely, heterogeneous environments with AVs [Jerath et al., 2014]. This is a result
of vehicles reacting to the traffic conditions in the downstream. Introducing an in-
teraction potential overcomes these limitations and offers enhanced interpretability
to the probabilities of vehicles advancing to downstream cells Jerath et al. [2015].
Consider two interacting vehicles, α and β and let Ykα,β denote the traffic state
pertaining the interaction between α and β. The interaction between α and β de-
pends on distance between them and their speed difference: Ykα,β ≡ [gkα,β ∆vkα,β]>,
where gkα,β ≡ skα − skβ and ∆vkα,β ≡ vkα − vkβ. For i, j ∈ {1, . . . , vmax}, define the
interaction potential as
εkα,β(i, j) = θ
>
i,jY
k
α,β, (4)
where θi,j ∈ R2 is a vector of two parameters which represent the relative impor-
tance of each element in Ykα,β and ε
k
α,β(i, j) can be interpreted as the potential energy
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associated with vehicle α assuming speed i and vehicle β assuming speed j given
their present state at time k. This is combined with the look-ahead dynamics by
defining a total energy function for |V| vehicles as
Ek(i1, . . . , i|V|) = ∑
α∈V
εkα(iα) + ∑
α,β:α 6=β
εkα,β(iα, iβ) (5)
and the probability that the |V| vehicles assume the speeds (i1, . . . , i|V|), given the
state of the system is given by Yk ≡ {Ykα , Ykα,β}α,β, is related to the total energy as
follows:
P(vk1 = i1, . . . , v
k
|V| = i|V||Yk−1) ∝ e−E
k−1(i1,...,i|V|). (6)
When two vehicles α and β do not interact (e.g., vehicles that are too far apart),
they are simply omitted from the sum in (5). This can be utilized when, for ex-
ample, vehicles only interact with other vehicles that are in the immediate vicinity.
However, the model is general enough to allow for general interactions allowing
communication and coordination between vehicles that are not immediately adja-
cent.
The steps involved in simulating the traffic dynamics are summarized in Algo-
rithm 1 below, which without loss of generality assumes a free downstream bound-
ary. This can be easily modified to accommodate downstream restrictions in a way
that is similar to the upstream state update (see Jabari [2016] for details on bound-
ary treatments).
Algorithm 1: Simulation of Traffic Dynamics
Input:
No. lattice sites := N, No. time steps := K , time step := δk, max speed := vmax
Look-ahead distance := M, look-ahead matrix := W, interaction tensor := Θ
Arrival density := p1, probability of Slow-down := p2
Initialize:
Initial traffic state := σ0(l)
Iterate:
For k = 1 : K do
For each α, set Yk−1α := [vk−1α vk−1α−1 . . . v
k−1
α−M g
k−1
α . . . g
k−1
α−M+1]
>
For each β 6= α, set Ykα,β := [gkα,β ∆vkα,β]>
For i ∈ {0, . . . , vmax} do
Calculate the look-ahead potential εkα(i) := W>i Y
k−1
α
For j ∈ {0, . . . , vmax} do
Calculate the interaction potential εkα,β(i, j) := θ
>
i,jY
k
α,β
End For
End For
For each α do
Total potential Ekα(i) := (vmax + 1)εkα(i) +∑
vmax
j=0 ∑α,β:α 6=β ε
k
α,β(i, j)
Probability pikα(i) := Ekα(i)/∑
vmax
i=0 ∑
vmax
j=0
(
εkα(i) +∑α,β:α 6=β εkα,β(i, j)
)
Velocity Update:
Sample vkα from [pikα(1) . . . pikα(vmax)]>
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u1 ∼ Uniform(0, 1)
If u1 < p2 then
vkα := vkα − 1
End If
Position Update:
Compute vehicle positions skα in ascending order of α:
If skα := min(sk−1α + vkα, skα−1 − 1) > N then
skα := ∞
End If
Traffic State Update:
σk(skα) = vkα
End For
Boundary Conditions :
u2 ∼ Uniform(0, 1)
If u2 < p1 and σk(1) = 0 then
y := [vmax vkα skα]> (α is the index of upstream-most vehicle in the sys-
tem)
For i ∈ {0, . . . , vmax}, calculate piki := exp[−W>i y]
and normalize: piki := pi
k
i /∑
vmax
i′=1 pi
k
i′
σk(1) ∼ [pik1 . . . pikvmax ]>
End If
End For
3 Probabilistic Inference
Assume there are |V| vehicles in the system and at each time step k, the state (speed
and position) of a subset of these vehicles is observed. The estimation problem
is concerned with determining the state of all vehicles given the partial observa-
tions. More accurately, the estimation problem seeks to fit the conditional proba-
bility distribution of the state given the observations. Let v = [i1 . . . i|V|]> and let
pi0(v) ≡ P(v01 = i1, . . . , v0|V| = i|V|), the prior distribution of speeds (state at time 0),
be given. Let σk,obs denote the observed traffic states (measurements) available at
time k. For each time step, the inference problem seeks to determine the conditional
probability
pik(i1, . . . , i|V|) ≡ P(vk1 = i1, . . . , vk|V| = i|V||Ŷk−1, σk,obs), (7)
where Ŷk−1 is based on the maximum a posteriori (MAP) estimate of the traffic
state at time step k− 1. Inferring the traffic state at time k is achieved using MAP
estimates:
v̂kα = arg max
i∈{0,...,vmax}
pikα(i), (8)
where
pikα(i) ≡ P(vkα = i|Ŷk−1, σk,obs) (9)
is the (conditional) marginal probability density of the state of vehicle α at time
k given the state at time k − 1 and observations at time k. These estimates can
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then be used to set up Ŷk as input for the next time step. Although probabilistic
inference can be achieved by brute force, this can be computationally tedious. In
the next section, it is demonstrated how the dependence structure in the model
can be exploited using graphical modeling and how inference in this case can be
efficiently performed.
4 Factoring and Factor Graph Representation
Let V = {Vα|α ∈ V} be a discrete valued random field with the probability mass
function (pmf), pi(v) = pi(i1, . . . , i|V|). The random field V is a Markov random
field (MRF) if it satisfies the Markovian property
P (Vα = i|V) = P (Vα = i|VNα) (10)
for all α ∈ V , where Nα denotes the set of “neighbors” of α. These (conditional)
independence assumptions between the variables Vα can be encoded in a graph
G = (V , E) where V is indexed by the vertices (also called nodes) V such that
V = (Vs)s∈V and edges (or arcs) E ∈ V × V . Note that the vertices coincide with
the vehicles themselves; it is for this reason that the same notation is used in both
cases. In this study, the edges E connect the (speeds of) vehicles, rather than the
lattice cells, as the random variables of the MRF model. By encoding the spatial
dependencies in the speed field through edges E , the condition in (10) implies that
speed of any vehicle is independent of the traffic state given the local speed field.
The joint probability distribution over all the variables in the Markov model
can be compactly represented by defining a set of cliques {C}, which are subsets
of vertices of G such that all vertices in each clique C are completely connected
or mutually adjacent. A clique is said to be maximal if no other vertex in G can
be added without violating the clique property. The joint distribution of the MRF
can be expressed over the maximal cliques, as a product of factors as [Koller and
Friedman, 2009],
pi(v) =
1
Z ∏c⊂G
ψc, (11)
where Z is the normalizing constant, vc is the restriction of v to the vertices in the
clique c, and {ψc}c⊂G is a set of “factors” for each maximal clique c ⊂ G. Each
factor is a non-negative function defined over a clique to represent the (unnormal-
ized) probability distribution between the nodes in the clique. When the potentials
are restricted to be strictly positive, the factors can be re-parametrized in the log
space, and expressed in terms of the Boltzmann distribution as ψc = e−Ec(vc), where
{Ec(vc)}c⊂G are properly defined potential functions over the cliques. Hence,
pi(v) =
1
Z
e−∑c⊂G Ec(vc). (12)
This is analogous to (5): the lower the energy of the clique configuration (of the
states), the higher the probability of the configuration. Traditional techniques used
to represent the dependency in the traffic dynamics graphically would result is
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what is known as loopy Markov model. These are known to not factor uniquely.
Instead, the proposed approach defines a partially directed graph, or a Conditional
Random Field, parameterized on a set of factors based on the stochastic traffic dy-
namics presented above. For these dynamics and for each time step, k, the variables
Ykα and Ykα,β provide a natural means of factoring the probability distribution over
the entire graph. Indeed, conditioning on Yk−1, pik(i1, . . . , i|V|) = ∏α∈V pikα(iα); see
the definitions in (7) and (9).
Consider the case where probe vehicles are equipped with sensors capable of
measuring distances and speeds of other vehicles that are immediately adjacent
(their immediate leaders and followers). In this case, the look-ahead potentials
are encoded into node factors, {ψkα}α∈V , and interaction potentials into edge factors,
{ψkα,β}(α,β)∈E . (When two vehicle indices appear in the subscript, the factor is to be
implicitly understood as an edge factor.) Fig. 1 presents a factor graph represen-
tation of a system with five vehicles, i.e., V = {1, . . . , 5} and interaction between
adjacent vehicles. The vehicle speeds are presented by circular nodes in the graph.
Factors are represented by square nodes in the graph, where the set {ψkα}α∈V are
the factors pertaining to look-ahead dynamics, while {ψkα,β}(α,β)∈E are factors per-
taining to vehicle interactions.
ψk1 ψ
k
2 ψ
k
3 ψ
k
4 ψ
k
5
V1 ψk1,2 V2 ψk2,3 V3 ψk3,4 V4 ψk4,5 V5
Fig. 1: Example factor graph.
The node factors are related to the look-ahead dynamics via the look-ahead
potentials:
ψkα =
[
e−ε
k
α(0) . . . e−ε
k
α(vmax)
]> (13)
and the edge factors are related to vehicle interaction dynamics via the interaction
potentials:
ψkα,β =

e−ε
k
α,β(0,0) · · · e−εkα,β(0,vmax)
. . .
e−ε
k
α,β(vmax,0) · · · e−εkα,β(vmax,vmax)
 . (14)
The factor graph framework enables exact inference of the local marginals over
nodes or subsets of nodes in tree-structured graphs (such as the one depicted in
Fig. 1) using the sum-product algorithm (a.k.a. Bayesian belief propagation). The
sum-product algorithm computes the marginal distribution of any random vari-
able(s) as a product of the incoming messages from its neighboring factor nodes, as
shown in Fig. 1 for V4. A message mψc→Vα from a factor ψc can be interpreted as the
information contained in the factor about the variable Vα.
The algorithm is a generalization of the variable elimination algorithm to exe-
cute multiple queries on the same tree-structured graph efficiently by guiding the
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order of operations. This is achieved by fixing any node as the root of the graph
and determining the order in which the messages are propagated from the root
to all its leaves by a depth first search algorithm. Messages are sent from all the
leaf nodes to the root node during a single forward pass shown as red arrows in
Fig. 2. The figure also indicates the order in which the nodes are traversed when the
ψk1 ψ
k
2 ψ
k
3 ψ
k
4 ψ
k
5
V1 ψk1,2 V2 ψk2,3 V3 ψk3,4 V4 ψk4,5 V5
Fig. 2: Illustration of forward (red arrows) and backward passes (black arrows) in
the sum-product algorithm.
node V7 is the root node. By then sending messages from the root node to the leaf
nodes during a single backward pass and storing all the intermediate messages,
the marginals over any subset of variables can computed without recalculation for
every inference. More details can be found in standard references on graphical
models/machine learning; e.g., [Bishop, 2006, Koller and Friedman, 2009].
When measurements are available for some of the vehicles, given by σk,obs, the
inferences can be conditioned by clamping the corresponding variables to the ob-
served states. As a consequence conditional independence, when a node is ob-
served, it breaks the chain structure into a forest of independent chains. For exam-
ple, for the five vehicle system in Fig. 1 and Fig. 2, assuming V3 = 1 is given (i.e.,
the speed of vehicle 3 is known/measured), the independent forest shown in Fig. 3
is obtained.
ψk1 ψ
k
2 ψ
k
3 ψ
k
4 ψ
k
5
V1 ψk1,2 V2 ψk2,3 V3 = 1 ψk3,4 V4 ψk4,5 V5
Fig. 3: Decomposition of the factor graph into a forest of independent sub-graphs
in the presence of measurements.
5 Model Testing and Validation
Numerical Test: Shockwave
Consider a road of length N cells with vmax = 3 and assume an arrival density
at the upstream end of p1 = 0.25. At the upstream boundary, loop detectors pro-
vide information about the occupancy and speed of all upstream vehicles, as well
as the entry times of new vehicles into the road. In order to validate the model
(with out-of-sample data), an incident is simulated at the downstream boundary
of the road section. The simulated traffic dynamics are illustrated in Fig. 4a, which
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represents ground truth and used for comparison with the traffic dynamics recon-
structed by the CRF model. The interface between the free-flow (red) part of the
figure and the congested (green and black) part of the figure represents the propa-
gation of congestion from the source of the incident at the top of the figure into the
upstream (against the direction of traffic). The trajectory of the interface represents
a shockwave in the traffic stream. A subset of all the simulated vehicles are chosen
(a) Ground truth
(b) Probe penetration=10%
Fig. 4: Validation of CRF model.
randomly to represent a set of probe vehicles. For this study, periodic noise-free
updates of the vehicle position skα and speed vkα (obtained from successive GPS co-
ordinates) are assumed to be available from the probe vehicles at a (time) cadence
of once every δk = 1 seconds. Consequently, vmax = 3 cells and cell lengths of 7.5
meters correspond to a maximum speed of 81 km/hr. The CRF model is used to
estimate the speed field sequentially in discrete time-steps, which correspond to
the sampling interval of the probe vehicles. The estimated vehicle trajectories are
shown in Fig. 4b, indicating that a probe penetration rate of 10% is sufficient to cap-
ture the backward propagation of a shockwave generated by the incident located
downstream.
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5.1 Learning Traffic Dynamics from Historical Data
In this experiment, “historical datasets” are simulated for a road section using a
microscopic traffic simulation tool. The simulations are run for 1 hour periods
(from 8 am to 9 am) with a 15 minute warm-up period for an arterial link that is
500m long. The vehicle trajectory data, collected from the simulation, is a sequence
of spatial co-ordinates sampled every 1 second. This continuous trajectory data
is discretized by dividing the roadway into a cell lattice (with cell lengths 7.5m).
The free-flow speed along the arterial link is 120 km/hr, and a fixed-time signal
is located at the downstream end with a green time of 90s. In order to generate
sufficient historical data, datasets are generated for different traffic conditions by
varying the random seed as well as by considering different traffic flow conditions.
The effect of increasing the probe penetration rate on the estimated traffic states is
shown in Fig. 5, which indicates that a penetration rate of 10% is not adequate for
learning the traffic dynamics. The results also show that with a single set of historic
(a) Ground truth (b) Probe penetration = 10%
(c) Probe penetration = 30% (d) Probe penetration = 30%
Fig. 5: Spatio-temporal velocity map. Black cells correspond to speeds i = 0, green
to i = 1, yellow to i = 2, and red to i = vmax = 3.
data to learn from, in order to capture the ground truth conditions with sufficient
accuracy, a probe penetration of 20% or more is needed. This is compared to the
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case where historical data are used to fit the parameters of the model in Fig. 6.
After ten learning phases, it can be observed from Fig. 6 that even with a 10%
probe penetration, vehicle trajectories can be reconstructed faithfully (comparable
to using standard estimation techniques with a 30% probe penetration rate).
(a) Without historical data (b) With historical data
Fig. 6: The effect of utilizing historic data, i.e., learning, on the estimated traffic
dynamics.
5.2 Probe Vehicle Distribution
Accuracy of the estimation problem not only depends on penetration rates of probe
vehicles, but also on how the probes are distributed in the sample. The estimated
traffic states are compared for two random distributions of probes, both represent-
ing a penetration rate of 5%. Fig. 7 depicts the distribution of the randomly selected
probes in the upper half of the figure with the estimated trajectories in the lower
half for a signalized arterial. In this experiment, three signal cycles are simulated
with simulation time horizon of length T = 900 seconds with a red-time of 100
seconds. The cycles start at time steps k = 100, 400, and 700. While this information
can be easily inferred from a probe level of 5% as shown in Fig. 7(a), when none
of the sampled probes pass through the third signal cycle the estimation algorithm
fails to capture the build-up and dissipation of queues in the time period from 700
to 900 seconds: as can be seen in Fig. 7(b).
To study the effect of randomness in probe coverage (the distribution of the
probes in the sample), a road segment with a on-ramp located at about 300m down-
stream is considered. The free-flow speed was assumed to be 80km/hr, while the
traffic demand was gradually increased in 15 minute intervals from 1200 veh/hr to
2500 veh/hr to capture the build-up and dissipation of the on-ramp queues. The
speed ranges correspond to the discrete speed states (the number of lattice cells
crossed by a vehicle in a single time step δk).
The traffic state estimated for a time-period of T = 15 minutes in congested con-
ditions is depicted in Fig. 8. When compared with the ground truth, the estimate
12
(a) Probe distribution 1
(b) Probe distribution 2
Fig. 7: Different probe vehicle distributions.
produced with a probe penetration of 20% is sufficient to capture the shockwaves
created by the on-ramp.
It should be noted here that although no information regarding the entry times
of the on-ramp vehicles was provided to our estimation algorithm, it can be in-
ferred from the output in Fig. 8b. Similar estimation studies have indicated that
probe levels of 2% can capture the shockwaves generated by lane-closure on a free-
way [Bucknell and Herrera, 2014]. However, in settings where the random arrivals
of vehicles govern (e.g., on-ramp vehicles), it is not surprising that a higher probe
penetration rate is required for traffic state estimation in congested conditions.
Moreover, as Goodall et al. [2016] summarize in their study on the microscopic
estimation of freeway vehicles in a connected environment, for traffic signal con-
trol problems a minimum penetration rate of 20-30% is required, while for arterial
performance measurement the penetration rate ranges from 10-50%.
The spatial distribution of the probe vehicles plays a significant role in the accu-
racy of estimated results, as observed earlier. To analyze the effect of the random-
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(a) Ground truth
(b) Probe penetration = 20%
Fig. 8: Time-space diagram (velocity).
ness introduced by the probe vehicle distribution, R = 100 simulations are run
for each of the vehicle probe penetration rates, choosing a probe distributions ran-
domly for each penetration rate. The following penetration rates are considered:
5%, 10%, 20%, and 30%. Fig. 9 depicts the frequencies of the MAPEs for each of the
penetration rates. The mean value of the MAPE for a probe penetration level of 5%
is around 18%, but the high variability observed implies that travel time error can
be even higher if the probe distribution is highly random. As the number of probe
vehicles increases, this variability in the error decreases.
6 Conclusion
A methodology is presented for traffic state estimation that combines mesoscopic
traffic modeling with the statistical power of probabilistic graphical models to learn
the traffic patterns from historical data. The modeling approach includes both look-
ahead dynamics along with vehicle interaction dynamics.
14
Fig. 9: PDF of the Mean Absolute Percent Error in travel time at different probe
levels
A conditional random fields (CRF) approach using a factor graph representa-
tion of the dynamics is then proposed for purposes of statistical learning when lim-
ited data is available. Coverage of the probe vehicle information can be expected
to be highly random as well as sparse in the real-world. The experiments demon-
strate that the distribution of probes in a sample can severely impact the estimation
results, and hence it is not sufficient to specify adequate penetration levels with a
single value.
One of the drawbacks of the proposed approach is: as the traffic state predicted
at each time-step becomes input vector for the following estimation model, errors
in the state estimates propagate with time. This drawback can be addressed us-
ing spatio-temporal graphical representations, but the factor graphs in such setting
along with the associated learning models can be very challenging from a compu-
tational stand-point. The model can also be extended to multi-lane roads, and the
CRF models can by improved by adopting higher order Markov models to capture
the influence of vehicles further downstream (ahead of the leader), which could
yield higher estimation accuracy with lower probe penetration rates.
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