We establish the inductive McKay condition introduced by Isaacs-Malle-Navarro [IMN07] for finite simple groups of Lie types B l (l ≥ 2), E 6 , 2 E 6 and E 7 , thus leaving open only the types D and 2 D. We bring to the methods previously used by the authors for type C [CS17b] some descent arguments using Shintani's norm map. This provides for types different from A, D, 2 D a uniform proof of the so-called global requirement of the criterion given by the second author in [S12, 2.12]. The local requirements from that criterion are verified through a detailed study of the normalizers of relevant Levi subgroups and their characters.
Introduction
The celebrated McKay conjecture on character degrees asserts that for any finite group G and prime p |Irr p ′ (G)| = |Irr p ′ (N G (P ))| (1.0.1) where Irr p ′ denotes the set of irreducible characters of degree prime to p and P is a Sylow p-subgroup of G. The reduction theorem proved by Isaacs-Malle-Navarro [IMN07] reduces this conjecture to the checking of the so-called inductive McKay condition for each finite simple group S and prime p (see [IMN07, §10] ). The inductive McKay condition has been checked for many simple groups leaving open the cases of simple groups of Lie types B, D, 2 D, E 6 , 2 E 6 , E 7 for odd p and different from the characteristic of the group, see [Ma08a] , [S12] , [CS13] , [MS16] , [CS17a] , [CS17b] . One of the main results of the present paper is the following.
Theorem A. The finite simple groups of Lie types B, E 6 , 2 E 6 , and E 7 satisfy the inductive McKay condition for all prime numbers.
The proof of this theorem, as most previous verifications of the inductive McKay condition, uses the criterion [S12, 2.12] , for which we give a streamlined version in Theorem 2.4 below.
For G the universal covering of a simple group S of Lie type, the outer automorphism group Out(G) decomposes as a semi-direct product Out(G) = Diag(G) ⋊ E where Diag (G) is the group of so-called outer diagonal automorphisms of G (denoted by Outdiag (G) in [GLS, §2.5] ) and E is a group of field and graph automorphisms (denoted by Φ G Γ G in [GLS] ). As a key step we prove Theorem B. Assume S is of type B, E 6 , 2 E 6 or E 7 . For every χ ∈ Irr (G) there exists a Diag(G)-conjugate of χ whose stabilizer in Out (G) is of the form D ′ E ′ where D ′ ≤ Diag (G) and E ′ ≤ E.
The above property of Irr (G) as an Out(G)-set, called A(∞) in Definition 2.2 below, is known in types A, 2 A, C (see [CS17a] , [CS17b] ) and for characters χ either semi-simple or of odd degrees in all types (see [S12] , [MS16] ). This question about characters of groups of rational points of simply-connected reductive groups is not easily solved by the present knowledge about characters of groups of Lie type which focuses mostly on reductive groups with connected center. It has however gained interest lately, see for instance [Ma17] , [T18] . Whenever Out(G) = Diag (G) E is abelian (types B, C, E 7 ), the above statement about stabilizers is just that |Irr (G) δf | = |Irr (G) δ , f | (1.0.2) for any δ ∈ Diag(G), f ∈ E, using the exponent notation for fixed points (see [CS17b, 2.2] ). In our case we prove this equality by showing that each number in the above equation is in fact equal to a number defined similarly for the smaller group G f , whence the term of descent equality. In the proof the norm map introduced by Shintani [Shi76] is used in an elementary and effective way. Those general statements are probably of independent interest with possible applications to the Jordan decomposition of characters, as in [CS17a, §8] . Given how central McKay's conjecture has proved to be in representation theory of finite groups, it is not surprising that the property of stabilizers A(∞) has applications to the checking of other counting conjectures through the classification of finite simple groups (see for instance [CS15] ). Via the triangularity property of decomposition matrices this can also apply to conjectures about modular characters as shown in [CS13, 7.4, 7.6] .
All of the above concerns the first "global" part of the criterion given in Theorem 2.4 and applies uniformly to types B, C (thus reproving [CS17b, 3.1] ), 2 E 6 , E 7 , and with some adaptations to E 6 (see Sect. 3.D) .
The rest of the paper is more specific to McKay's conjecture, being about local subgroups and related properties of their characters. Concretely, the "local" assumptions of the criterion from [S12] are implied by the condition A(d) from Definition 2.2 for integers d ≥ 1 such that the cyclotomic polynomial Φ d divides the polynomial order of our simple group. In Sect. 5 we verify that type B satisfies A(d) while Sect. 6 deals with types E.
The checking splits quite naturally into two parts. The one arising from numbers d that are regular for the Weyl group involved (divisors of 2l in type B l ) correspond to prime numbers in the statement (1.0.1) of McKay's conjecture such that any Sylow subgroup P ≤ G has abelian centralizer C G (P ). This is the most technical part of our proof (see . Probably owing to the particular nature of the spin groups and its consequences on the structure of N G (P ), the checking for type B is quite different from the one made for type C in [CS17b] and several cases have to be treated separately. The part of the proof dealing with so-called relative Weyl groups (first introduced by ) however coincides with type C in the case of type B, while in the cases of types E we use a proof provided to the authors by G. Malle.
The case of non-regular integers d such that Φ d divides the polynomial order of G involves simple groups of smaller cardinality than |G/ Z(G)| for which condition A(∞) is used in a crucial way.
Quasi-simple groups of Lie type and inductive McKay condition
Let us recall some basic notation about normal inclusions and characters. Let Y ≤ X be an inclusion of finite groups. For θ ∈ Irr(Y ) one denotes by X Y,θ , or just X θ whenever Y X, the inertia subgroup of θ in N X (Y ). If χ ∈ Irr(X) we write Irr(Y | χ) for the set of irreducible constituents of χ⌉ Y , the restriction of χ to Y . For θ ∈ Irr(Y ), θ X denotes the character of X obtained by induction of θ.
If Y X is a normal inclusion of finite groups, we say that maximal extendibility holds with respect to Y X if for any θ ∈ Irr(Y ) there exists θ ∈ Irr(X θ ) such that θ = θ such that for every θ ∈ Irr(Y ), Λ(θ) ∈ Irr(X θ ) and θ = Λ(θ)⌉ Y .
2.A Finite groups of Lie type and automorphisms
We denote by boldface letters G or H connected reductive groups over an algebraic closure F of the field with p elements, for p a prime number. We denote G ad = G/ Z (G) . We denote by G sc → [G, G] the unique simply connected covering. A regular embedding G ≤ G is any closed embedding of reductive groups with connected Z( G) and G = Z( G)G (see [CaEn, 15.1] ). When G is defined over a finite subfield F q (q a power of p), this yields a Frobenius endomorphism F : G → G (see [DM, §3] ). For any cyclotomic polynomial Φ d (d ≥ 1), one has a notion due to Broué-Malle of d-torus which is a class of F -stable tori S ≤ G such that, among other properties, S F has order a power of Φ d (q) (see [MT, 25.6] ).
The choice of a pair T ≤ B where T is a maximal torus and B is a Borel subgroup of G allows one to associate a root system Φ ⊆ Hom(T, F × ) along with the subsets Φ + ⊇ ∆ of positive and simple roots. To each α ∈ Φ, there corresponds a one-parameter unipotent subgroup F ∋ t → x α (t) ∈ G with x α (F) ≤ B when α ∈ Φ + . One also defines n α (t) := x α (t)x −α (−t −1 )x α (t) ∈ N G (T) and h α (t) = n α (t)n α (1) −1 ∈ T for t ∈ F × . The x α (F)'s for α ∈ ±∆ generate [G, G] . The type of G is by definition the one of Φ as a root system. Assume now that T ≤ B ≤ G is as above with G = G sc of irreducible type. One defines a Frobenius endomorphism F 0 : G sc → G sc by F 0 (x α (t)) = x α (t p ) for all t ∈ F, α ∈ Φ. It is easy to construct a regular embedding G sc ≤ G with Z( G) a torus of rank 1 or 2 according to Z(G sc ) being cyclic or not, and to extend F 0 to a map F 0 : G → G defining G over F p . Indeed since F 0 (s) = s p for any s ∈ T, all subtori of T are F 0 -stable, so one can define G := G sc × Z(Gsc) Z (central product) where Z(G sc ) ≤ Z ≤ T with Z a subtorus of minimal rank subject to Z (G sc 
Denote by Aut(∆) the group of graph automorphisms, i.e. permutations of ∆ preserving lengths and pairwise angles of simple roots. Then any γ ∈ Aut(∆) induces an algebraic automorphism of G sc defined by γ(x α (t)) = x γ(α) (t) for any t ∈ F, α ∈ ±∆. This makes a group Γ T≤B ∼ = Aut(∆) of automorphisms of G sc . This group can be made to act on G by algebraic automorphisms commuting with F 0 (see for instance [S12, 3.1] ). Indeed for classical types G sc = SL n (F), . . . one has well-known regular embeddings G = GL n (F), . . . where this is clear. For exceptional types, only type E 6 needs some care and one chooses in the construction above Z := {h α 1 (t)h α 2 (t −1 )h α 5 (t)h α 6 (t −1 ) | t ∈ F × } (notations of [GLS, Table 1.12 .6]) which is Γ T≤B -stable.
The finite quasi-simple groups we consider are of the form G F sc where F = F m 0 γ 0 with F 0 as above, m ≥ 1 and γ 0 ∈ Γ T≤B . One then denotes q := p m . We keep G sc ≤ G a regular embedding as above.
Definition 2.1. Let E be the subgroup of Aut(G F sc ) generated by F 0 ⌉ G F sc and the γ⌉ G F sc for γ ∈ Γ T≤B .
As said before, the action of F extends to G and the action of E also extends to G F .
2.B Inductive McKay conditions, global and local.
As in most previous verifications for simple groups with a non-cyclic outer automorphism group (see [S12] , [MS16] , [CS17a] , [CS17b] ) the inductive McKay condition will be checked here through [S12, 2.12] . Theorem 2.4 below is a streamlined version of that criterion taking into account essentially [CS17a, §6] and the case of the defining prime [S12, 1.1] . Note in particular that the reference to a prime number is replaced by the reference to a cyclotomic polynomial. We first define the following properties A(∞),
Definition 2.2. Keep G sc , G, F , E as above. We define the following properties
Maximal extendibility holds with respect to the inclusions N N and C N .
There is an extension map Λ with respect to C N which is ( G F E) S -equivariant and satisfies
Remark 2.3. Due to the G F sc -conjugacy of Sylow d-tori of G sc (see [MT, 25.11] ), the conditions A(d) and B(d) are independent of the choice of S.
Note that for d ≥ 3h (where h is the Coxeter number of the root system of G sc ) one has S = {1}, N = G F sc , C = N = G F . Since maximal extendibility holds with respect to the inclusion G F sc G F by a theorem of Lusztig (see [L88, 10] ), it is then clear that, for large d, B(d) is always satisfied while A(d) is equivalent to the above A(∞), hence our notation.
The condition A(∞) is the so-called global condition introduced in [S12, 2.12(v) MS16] we can assume that ℓ = p, 2. Let us take d the order of q mod ℓ and S, N , N , etc. as in our statement. First S = 1. Indeed, since ℓ divides |G F sc |, we know that some cyclotomic polynomial Φ dℓ a for a ≥ 0 divides the order of |G F sc | seen as a polynomial in q. But then Φ d itself divides this polynomial order as can be seen on tables for |G F sc | (see for instance [MT, 
are known as said in [S12, 3.4(a) ] (see also [GLS, 2.5.4 
]).
One has
, arguing on the Sylow p-subgroup of the finite reductive group C, it is easy to see that C Gsc (S) would be a (maximal F -stable) torus T with ℓ | | Z(G F sc )| = |T F |. Discussing along the lines of [C, Proof of 3.6.7] , one finds only types A 1 and 2 A 2 for (q, ℓ) = (3, 2) and (2, 3) respectively, but then G F sc is solvable which is again a contradiction. By [Ma07, 5.14, 5 .19], we know that there is a Sylow ℓ-subgroup Q of G F sc such that
sc is among a list of exceptions for which the inductive McKay condition has been checked in [Ma08, §3.3] . We have seen that any element of G F E acts on G F sc as the restriction of a bijective endomorphism σ of G sc defined up to powers of F . This explains why the group ( G F E) S,ψ 0 is well-defined. For such a σ stabilizing N , one has by a Frattini argument σ(Q) = Q g for some g ∈ N . Applying [CS13, 2.5] to gσ, this implies that σ(S) = S. So our groups O and N are indeed the ones denoted the same in [S12, 2.12] .
Maximal extendibility holds with respect to G F sc G F as recalled in the remark above, while it is here assumed for the inclusion N N through condition B(d). This completes the proof of points 2.12(i)-(iii) of [S12] . Points 2.12(v) and 2.12(vi) are clearly contained in our assumptions A(∞) and A(d).
The remaining requirement 2.12(iv) of [S12] is a consequence of [CS17a, §6] 
One can then determine the stabilizers (ZE) χ = Z χ E χ from the action of E and
, which is known by [CS13, 3.1] . The latter gives the term E χ since E χ = E Z.χ = E Z * . χ where χ ∈ Irr( G F | χ). On the other hand, [L88, 9.(a) ] tells us that Z χ = (Z * χ ) ⊥ where orthogonality refers here to the perfect pairing between Z and Z * ∼ = Hom(Z, C × ).
3 The global condition A(∞) for types B, C, and E The aim of this part is to check the property A(∞) from Definition 2.2 for the types listed. This is Theorem 3.10 below. It clearly implies Theorem B announced in the introduction. Many statements have however a broader range, see Theorems 3.3, 3.7 and 3.8.
3.A A descent theorem for invariant classes.
We show in this section a descent equality for the left-hand side of Equation (1.0.2). This is Theorem 3.3. We have to recall the basic notions and notations for twisted conjugacy and norm (or Shintani) maps.
Let H be a group. For σ ∈ Aut(H) and h ∈ H one denotes by hσ ∈ Aut(H) the composite of σ with conjugation by h, namely (hσ)(x) = h · σ(x) · h −1 for x ∈ H. One denotes by ∼ H the relation on H of conjugacy.
More generally, one denotes by ∼ σ the equivalence relation on H such that for h ′ , h ′′ ∈ H, h ′ ∼ σ h ′′ means that there exists h ∈ H with h ′′ = h −1 h ′ σ(h). Seeing H as a normal subgroup of a semi-direct product H ⋊ c where c acts on H by σ, one has a bijection h → hc sending H to the coset Hc and ∼ σ is transformed into ∼ H or equivalently ∼ H⋊ c .
When H is finite, maps H → C that are constant on ∼ σ -classes have a well-known basis defined in terms of Irr(H) σ . The following can be found in [I, 8.14] or [Shi76, .
Proposition 3.1. Let Y X be finite groups and x ∈ X with Y, x = X. Let Λ be an extension map with respect to Y X (see beginning of Sect. 2), which exists by [I, 11.22] 
The following norm map was first introduced by T. Shintani in [Shi76] . Let H be a connected algebraic group and F 1 , F 2 : H → H be Frobenius morphisms (see [DM, § 3] ) such that F 1 F 2 = F 2 F 1 . Note that by Lang's theorem (see [MT, 21.7] ) every element of H F 1 can be written as y −1 F 2 (y) for some y ∈ H. 
is well-defined and bijective.
A classical consequence of Proposition 3.1 and Theorem 3.2 is that
for any m ≥ 1, see [Shi76, 2.7] . We need a slight variant adding a diagonal automorphism to the picture.
Proof. Let us first consider the pair of commuting Frobenius endomorphisms (F, tF 1 ) on G. Theorem 3.2 implies that
Working now in the semi-direct product G ⋊ F 1 , the considerations given at the start of the section allow to rewrite the above as
Lang's theorem ensures that there is g ∈ G such that
1 F . Applying that to the right hand side of the equation above, we deduce
Using the last equation in Proposition 3.1 allows to write the above as
We know that F = F m 1 acts trivially on G F 1 , so the right hand side above can be rewritten as |Irr(G F 1 )
This finishes the proof of (3.3.1).
In order to check the last statement, denote C = G/G. This is an abelian connected algebraic group where we can define N
as is easily seen from the definition of Shintani norm maps. In the abelian group C, one has
. This is a group morphism and it is a bijection by Theorem 3.2, so the
3.B Genericity of unipotent characters and automorphisms.
In [BMM93] , Broué-Malle-Michel developed a language underlining the generic nature of unipotent characters. In the following we point out how this feature can take into account the action of automorphisms. This is a variation of the results given in [BMM93, § 1B] and extends their proof.
Let us recall that to each reductive group H is associated its isomorphism type Γ of (finite crystallographic) root system represented by a Dynkin diagram. Any Frobenius endomorphism F : H → H defines a unique F Γ ∈ Aut(Γ), a consequence of the ∼ Huniqueness of pairs T ≤ B (see [BMM93, § 1A] , [MT, 22.2] ). We also deal with bijective endomorphisms f : H → H that commute with F . They are of the same form or algebraic automorphisms, both cases giving rise to an
commuting with F Γ (see [GLS, 2.5.5(c)] 
satisfying the following. For any bijective algebraic morphism f :
Proof. Note first that since one considers only unipotent characters, it is sufficient to define τ H,F in cases where H = H ad (see [DM, 13.20] ). Note also that Equation (2) is just an equivariance condition, so that it is preserved by composition of endomorphisms satisfying it. One defines U (Γ) as follows. For Γ an isomorphism type of irreducible root system, let W (Γ) be the associated Weyl group, and let G 0 be the adjoint generic group associated with Γ and the trivial coset W (Γ) inside the automorphism group of the coroot lattice in the sense of [BMM93, 1.A] . Let U (Γ) = Uch (G 0 ) in the sense of [BMM93, 1.26] and proof. Recall that Uch (G 0 ) is defined in terms of pairs associated to Lusztig families and relevant subgroups of W (Γ). By [BMM93, 1.27] , this is an Aut(Γ)-set and there is a bijection τ H,F : E(H F , 1)
Let us look at cases where Γ is still irreducible but F Γ is not necessarily Id Γ . Here we have to diverge slightly from [BMM93, 1.B] since for the adjoint generic group G corresponding to (Γ, F Γ ), the set Uch (G) does not identify readily with Uch(G 0 ) F Γ . Given the equivariance already verified in the split case, we must ensure that 
To check (2) in that case, note first that automorphisms of simple groups of twisted Lie types act trivially on unipotent characters (see [L88, p. 59] , [Ma07, 3.7] ). So (2) simply asserts that f Γ acts trivially on U (Γ) F Γ whenever f Γ ∈ Aut(Γ) commutes with the non-trivial F Γ . This is actually the case since then f Γ ∈ F Γ because Aut(Γ) is either dihedral of order 6 (type D 4 ) or of order ≤ 2 (other types).
When Γ is not connected, let U (Γ) := Π i U (Γ i ) where the Γ i 's are the connected components of Γ. We have Aut(Γ) = Π ω Aut(Γ ω ) ≀ S |ω| where ω ranges over the isomorphism classes in {Γ i } i and Γ ω is the corresponding type. Moreover H = H ad = Π i H i a direct product along the components of Γ and any bijective endomorphism of H permutes the H i 's (see for instance [CS13, p. 700] (1) then derives from the irreducible case above. Concerning (2), let us note that for any σ ∈ Aut(Γ) commuting with F Γ one defines easily an algebraic automorphism σ H : H ad → H ad inducing σ on Γ and satisfying (2). Now, if f : H ad → H ad is as in (2), one may compose it with σ −1 H for σ = f Γ the element of Aut(Γ) induced by f , so that the checking of (2) now reduces to an f that preserves each H i . The irreducible case already checked then gives our claim.
Remark 3.5. It is possible to give a purely combinatorial proof of equation (3.4.1) using only the known action of automorphisms of finite groups of Lie type on unipotent characters (see [Ma07, 3.7] ). We use the combinatorics described in [C, § 13.8] .
For the automorphism of order 2 of type D, one has to define a rank-preserving bijection between non-degenerate symbols of defect in 4Z on one hand, and symbols of defect in 2 + 4Z, the latter a parametrizing set for unipotent characters of groups 2 D l (q), on the other hand. Such a bijection is for instance Λ → Λ * where the symbol Λ * is obtained from Λ = T ′ T ′′ by moving the biggest element of (T ′ ∪ T ′′ ) \ (T ′ ∩ T ′′ ) from the set where it belongs to the other one.
For the automorphism of order 3 of D 4 , there are 8 symbols of rank 4 and defect in 4Z that are fixed under that automorphism, and this is indeed the number of unipotent characters for type 3 D 4 .
In the case of types 2 A and 2 E 6 , it is well-known that unipotent characters are in bijection with the ones of the corresponding non-twisted group.
Corollary 3.6. For any pair of commuting Frobenius endomorphisms
which is equivariant for algebraic automorphisms C → C commuting with both F 1 and
Proof. Let us denote by Γ the isomorphism type of the root system of C and by φ i the automorphism of Γ induced by F i for i = 1, 2. Proposition 3.4 gives an Aut(Γ)-set U (Γ) and maps τ C,
thanks to condition 3.4(2) applied to f = F 1 . The bijection τ 1 also satisfies the same commutation property 3.4(2) for automorphisms f of C commuting with both F 1 and F 2 . Interchanging the roles of F 1 and F 2 , we also obtain τ 2 :
1 τ 2 satisfies our claim.
3.C A descent theorem for invariant characters.
The following theorem deals with the right hand side of Equation (1.0.2). This is again a descent equality relating the number for some group G F to a similar number for a smaller group G F 1 where F is a power of F 1 . Shintani maps again play a role through the use of Shoji's theorems in the proof of Proposition 3.4.
Proof. The image of G F in Out(G F ) does not depend on the choice of the regular embedding since it also coincides with the image of
Let us form the semi-direct product G F ⋊ σ where σ has order m and acts by F 1 . Let us show that G F σ /G F has trivial Schur multiplier. When F is split, then F 1 is also split by the hypothesis on action on the center and G F σ /G F ∼ = F × q ⋊ σ has trivial Schur multiplier by [IMN07, 14.1] . When F is not split then the type is E 6 and both F and
σ is the subgroup of order
The latter is clearly (ζ 0 σ) m in ζ 0 ⋊ σ since −q = (−q 1 ) m . Therefore ζ 0 ⋊ σ = CB where B = ζ 0 σ and C = ζ 0 CB, to which we can apply [IMN07, 14.3] 
We get that ζ 0 ⋊ σ and therefore
From the above, we conclude that the characters of
is the subset of Irr( G F ) of characters restricting irreducibly to G F . By a trivial application of Brauer's permutation lemma [I, 6.32] 
Since our claim amounts to replacing (F 1 , F ) with (F 1 , F 1 ) while keeping our number
Denote H = G * . As in the proof of [CS17b, 2.3 ] the characters of G F are parametrized by H F -conjugacy classes of pairs (s, λ) with s ∈ H F ss and λ ∈ E(C H (s) F , 1). Moreover, this parametrization is F 1 -equivariant. Since centralizers of semi-simple elements of H are connected by [DM, 13.15(ii) ], there are well-known bijections [G, 4.3.6] ). They are F 1 -equivariant and hence
by the obvious map. Therefore
Recall that by the simply-connectedness of G, G * is adjoint and therefore can be thought of as H/ Z(H). When s ∈ H, one denotes by A(s) the group of components of C G * (s Z(H)). Recall that it identifies F 1 -equivariantly with a subgroup of Irr(Z(G)), see [DM, 13.14(iii) ]. Via the parametrization of Irr( G F ) above, the subset Irr CS17b, 2.3] ). By the assumption that F 1 acts the same as
. Now applying Corollary 3.6 with C = C H (s) and (F 1 , F 2 ) being the present (F, F 1 ), for a fixed semi-simple s ∈ H F 1 , we get a bijection
that is equivariant for the action of C G * (s Z(H)) F 1 . So it sends any λ such that A(s)
We now have the equality
This implies |Irr
′ ( G F ) F 1 | = |Irr ′ ( G F 1 ) F 1 | and therefore |Irr(G F ) G F , F 1 | = |Irr(G F 1 ) G F 1 | thanks to (3.7.1).
3.D Graph automorphisms and invariant characters.
We study a situation related to the extendibility condition in A(∞) from Definition 2.2. Our main application is to groups with connected center, see Corollary 3.9. Again, the Shintani norm map is used in a crucial way to relate various subspaces of central functions.
Theorem 3.8. Let G be a reductive group defined over a finite field with associated Frobenius map F 0 : G → G. Let γ an algebraic automorphism of G such that γ 2 = Id and γF 0 = F 0 γ. Let m ≥ 1 and denote F = F m 0 . Assume that any power
Let E ′ be the subgroup of Aut( G F ) generated by the restrictions of F 0 and γ. Then maximal extendibility holds with respect to the inclusion
We will apply this through the following Corollary 3.9. Let G = G sc and a pair T ≤ B as in Sect. 2.A above. We assume that there is a graph automorphism γ of order 2 and a Frobenius morphism F 0 taking x α (t) to x γ(α) (t), resp. to x α (t p ), for any t ∈ F and α ∈ ±∆. Recall that there is a regular embedding G ≤ G where both F 0 and γ extend and commute, with F 0 defining G over
Let E ′ ≤ Aut( G F ) be as above generated by the restrictions of F 0 and γ. Then any element of Irr( G F ) extends to its stabilizer in
Proof. Assuming Theorem 3.8, it clearly suffices to check that assumption (3.8.1) is satisfied. Denote H = G * with regard to a maximal torus T * . Then arguing as in the proof of Theorem 3.7, the Jordan decomposition of characters in the group G with connected center gives a bijection
Thanks to [CS13, 3.1] this can be assumed to be γ, γ * -equivariant where γ * ∈ Aut(H) is defined dually to γ. In the case (F,
The family of maps
provided by Corollary 3.6 commutes with the H F 1 and γ * actions. So we get a bijection
that is γ-equivariant. This clearly implies our claim. We then get the statement by applying Theorem 3.8.
Proof of Theorem
χ by [I, 11.22] . We now assume γ ∈ E ′ χ and therefore E ′ χ = F 0 χ × γ . It is easy to see that the subgroups of F 0 in Aut ( G F 
Let us consider the space
Let us form the semi-direct product G F ⋊ F 1 . We fix an extension map
giving an extension to each F 1 -invariant character of G F , which is always possible since [I, 11.22] . 
where C 2 is the space of ∼ G F -class functions on G F F 1 . This isomorphism commutes with the action of γ as can be seen on the definition of N ′ . By Proposition 3.1, a basis of C 2 is given by the family
They form a decomposition of C 2 as a direct sum with each
The action of γ on C 2 with regard to this decomposition is as follows.
Then it is clear that γ has trace 0 on V {χ,χ γ } .
(b) If χ γ = χ and Λ(χ) γ = Λ(χ), then V {χ} is a line where the action of γ has trace 1.
(c) If χ γ = χ and Λ(χ) γ = Λ(χ), then the endomorphism induced by γ on the line V {χ} is −1, since of order 2. There the trace is −1.
This implies that Tr
that do not have any γ-invariant extension (note that an element of Irr( G F ) F 1 , γ has no extension to G F , F 1 that is γ-invariant or all extensions are).
On the other hand
by (3.9.1) above. This forces m c = 0, and therefore any element of Irr(
3.E Stabilizers and extendibility of characters in types B, C and E
We now combine Theorem 3.3 and Theorem 3.7 to obtain property A(∞) of stabilizers in the outer automorphism groups introduced in Definition 2.2. This clearly implies Theorem B from our Introduction. Type C, already known from [CS17b] , is not included in the statement below but the same proof applies. To deal with type E 6 an additional extendibility property is required which will use Corollary 3.9 above. The following lemma helps reducing the stabilizer part of A(∞) to an abelian 2 or 3-group of outer automorphisms.
Lemma 3.11. Let C ⋊D be a semi-direct product of finite groups where |C| = r ∈ {2, 3} and D is abelian. Then a subgroup X ≤ CD is C-conjugate to some
Proof. The case r = 2 is trivial since then CD is abelian. Assume r = 3. Since Aut(C) has order 2, one easily reduces to the case where D = D 3 × D 2 . By assumption we can write
One may assume c ∈ C and we indeed
Proof of Theorem 3.10. In the types considered Z(G sc ) is cyclic, so there exists a regular embedding
is a torus of rank 1 (see Sect. 2.A). We abbreviate G := G sc . Continuing with the setting and notations of Sect. 2, one considers a Frobenius endomorphism
for some m ≥ 1 and γ is an automorphism of order 2 such that γ⌉ G is associated with the graph automorphism of ∆ in type E 6 . We recall E from Definition 2.1,
Let us now check the first part of A(∞), i.e. the fact that for any χ ∈ Irr(G F ) the stabilizer (ZE) χ is Z-conjugate to a subgroup of type
Lemma 3.11 shows that it suffices to study the stabilizers of characters of G F in Z × E r for r = |Z| ∈ {2, 3}. We have to prove that if χ ∈ Irr(G F ), z ∈ Z, e ∈ E r , then an equality χ ze = χ holds only if χ z = χ e = χ. This is equivalent to Irr (G F 
z , e | for any z ∈ Z and e ∈ E r . (3.11.1)
Note that any element of E r is an r ′ -power of some
a Frobenius endomorphism such that F is a power of F 1 and both act the same on
for a ≥ 1 a divisor of m r provide generators for all subgroups of E r , while for F = γF m 0 one can consider the elements γF
for a ≥ 1 a divisor of m 3 . Any change (z, e) → (z k , e k ) for some r ′ -integer k leaves both ze and z, e unchanged. Accordingly we may assume that e in (3.11.1) is F 1 ⌉ G F with F 1 satisfying the hypothesis of Theorem 3.7. We may also assume that z = 1, otherwise (3.11.1) is trivial. So we assume that the action of z is conjugation by t ∈ G F such that G F = G F , t . Theorem 3.7 then implies that
On the other hand (3.3.1) tells us that
Combining those three equalities gives our claim (3.11.1).
We now turn to the extendibility part of the statement A(∞) of Definition 2.2. We will abbreviate G := G F and G := G F . We have to prove that any element of Irr (G) has a G-conjugate whose stabilizer in ZE has the structure just proven and that it extends to its stabilizer in GE. When E is cyclic, this is trivial by [I, 11.22] . So the only case we have to check is the one of non-twisted type E 6 with F = F m 0 and we must then indeed show that any χ ∈ Irr(G) extends to its stabilizer in GE. As in the proof of Theorem 3.8, one may assume that the non-trivial graph automorphism γ is in E χ . Let
be the power of F 0 such that γ and F 1 generate a Sylow 2-subgroup of E χ . The only γ-invariant irreducible character of Z(G) is the trivial one (see [GLS, 1.15 
The group F 1 , γ is a 2-group acting on this set with 3 elements. Hence F 1 , γ fixes some element χ ∈ Irr( G | χ). By Corollary 3.9 this character χ extends to G F 1 , γ , and this defines us an extension of χ to G F 1 , γ . According to [I, 11.31] this implies that χ extends to GE χ , since all Sylow subgroups of E of odd order are cyclic.
Assume χ is not G-invariant. The set Irr( G | χ) consists of just one element ψ obtained by inducing χ from G Z( G) to G. Accordingly this character is F 1 , γ -invariant and has degree 3χ(1). Applying Corollary 3.9 again, we have an extension ψ to G F 1 , γ . This in turn has a Clifford correspondent
Because of its degree, ψ 0 is an extension of χ. Again this proves that χ extends to GE χ .
Towards the local conditions A(d) and B(d)
The rest of the paper is essentially devoted to checking conditions A(d) and B(d) from Definition 2.2 for d ≥ 1 and groups of types B and E, thus completing the proof of Theorem A via the criterion given in Theorem 2.4. In the present section we restate and slightly refine two theorems from [CS17b] that list various requirements to check in a splitting of the tasks that has been followed already for types A and C. In the notation of Sect. 2.A, where S is a Sylow d-torus of (G sc , F ), those requirements concern subgroups of the relative Weyl group N Gsc (S) F /C Gsc (S) F , but also the normal inclusion C Gsc (S) F N Gsc (S) F and related character extendibility questions. We single out the case were C Gsc (S) is a torus (regular d's) which needs the longest proof even though the citerion is a bit simpler, see Theorem 4.3 below. The next two sections will adress the cases of type B and E respectively.
We remain in the setting of Sect. 2.A, with G sc a simply-connected simple algebraic group over F with pair T ≤ B and root system Φ of basis ∆. Let W := N Gsc (T)/T and ρ : N Gsc (T) → W the canonical epimorphism. Recall that we denote by x α (t) (t ∈ F and α ∈ Φ) the elements of the root subgroups. The group G sc can be presented by those x α (t)'s subject to the Steinberg relations as in [GLS, Thm. 1.12.1] . We also use the elements n α (t) ∈ N Gsc (T) and h α (t) ∈ T for t ∈ F × defined in Sect. 2.A. Let F 0 : G sc → G sc be defined by F 0 (x α (t)) = x α (t p ) whenever α ∈ Φ, t ∈ F. Recall Aut(∆) and the group Γ T≤B of graph automorphisms defined for γ ∈ Aut(∆) by x α (t) → x γ(α) (t) for any t ∈ F, α ∈ ±∆.
The Frobenius endomorphism we consider for G sc is of the form F = γ 0 F m 0 for some m ≥ 1 and γ 0 ∈ Γ T≤B . Let φ 0 be the automorphism of W corresponding to γ 0 . Recall from Definition 2.1 that E denotes the subgroup of Aut(G F sc ) generated by the restrictions to G F sc of F 0 and Γ T≤B . Let us recall Tits' extended Weyl group and our notation for automorphisms.
For e := |Aut(∆)| |V | we let E := C em × Aut(∆) where the first term acts on G by F 0 and Aut(∆) as seen above. We write F 0 for the element of E acting by F 0 and F for γ 0 F m 0 .
As in Sect. 2.A we fix a regular embedding G sc ≤ G, such that F 0 , Aut(∆) and F act also on G. Let T = T. Z ( G) .
Recall that whenever A acts on a set M we denote by
The conditions A(d) and B(d) of Definition 2.2 are checked through the following result which refines slightly Theorem 4.3 of [CS17b] . Recall d ≥ 1 is a positive integer. 
(ii) There exists some set T ⊆ Irr (C) , such that
(iii) There exists an extension map Λ with respect to C N such that 
Since T is N -stable and Λ is N C-equivariant, Λ is clearly N -equivariant. By construction it is also compatible with multiplication by linear characters of N /N .
The cases where the Sylow d-torus S is such that C Gsc (S) is a torus correspond to the so-called regular numbers d for the pair (G sc , F ) , in the sense of [Br, p. 107] . Then the above criterion for A(d) and B(d) somehow simplifies into the following (see [CS17b, 4.4] ). Springer (see [S10a, Def. 2.5] or [Br, Ch. 5] ) for some primitive d-th root of unity ζ ∈ C.
There exists an extension map Λ 0 with respect to
with v F ∈ ker( λ). Proof. For condition A(d), this is Theorem 4.4 of [CS17b] . As explained in the proof of Theorem 4.2, maximal extendibility with respect to the inclusion N N is ensured in all types. There remains to check the part of condition B(d) about the inclusion C N . We have N = CN since N G (S) = N Gsc (S)C G (S) and the intersection N Gsc (S) ∩ C G (S) is connected being C Gsc (S). So we can argue as in the proof of Theorem 4.2 with Irr(C) replacing T , since in addition C is abelian.
The local conditions for type B
In this section we verify the local conditions A(d) and B(d) from Definition 2.2 via the criteria given before in the cases where G sc is of type B.
In the following G sc , Φ, G, F , q = p m and E are defined as in Sect. 2.A. In this part we assume that Φ is of type B l (so that G F sc = Spin 2l+1 (p m ) though this matrix representation won't be used). Our aim is to verify assumptions A(d) and B(d) of Definition 2.2, thus establishing Theorem A for that type thanks to Theorem 2.4.
In type B l the group E is cyclic by definition and hence the extendibility part of condition A(d) is automatically satisfied. We also single out the cases where Out(G F sc ) is cyclic.
Proof. For l = 2 the group G sc is isomorphic to a simply-connected simple group of type C 2 and hence the statements A(d) and B(d) follow from 5.1 and 6.1 of [CS17b] , respectively. For even p the group G can be taken to be G sc since Z(G sc ) is trivial. This implies the statement in that case. If m is odd the group E has odd order and then the claim follows from the fact that in the notation of Definition 2.2,
The above statement justifies that in the following we assume 8 | (q − 1) and l ≥ 3. Here is more notation specific to type B l .
Notation 5.2. The root system Φ of G sc and its system of simple roots ∆ = {α 1 , . . . , α l } are given as follows (see for instance [GLS, 1.8.8 ] with a slightly different convention). Letting (e 1 , . . . , e l ) be the canonical orthonormal basis of R l with its euclidean scalar product, one takes α 1 = e 1 , α 2 = e 2 − e 1 , . . . , α l = e l − e l−1 . We identify the Weyl group W of G sc , a Coxeter group of type B l with the subgroup of bijections σ on {±1, . . . ± l} such that σ(−i) = −σ(i) for all 1 ≤ i ≤ l, see also [S10a, §5] . This group is denoted by S ±l . Via the natural identification of S l with a quotient of S ±l and the identification of S ±l with W , the map ρ : N → W induces an epimorphism ρ : V −→ S l (see Definition 4.1). In S ±l the set
forms a normal subgroup with index 2, naturally isomorphic to a Coxeter group of type D l . We denote by W D the associated subgroup of W and N c := ρ −1 (W D ).
5.A The regular case: Construction of a Sylow d-torus
We first consider the case where d is a regular number for W , that is a divisor of 2l, see [S10a, Tab. 1] . This is also equivalent to C Gsc (S) being a torus for any Sylow d-torus S, see [S09, 2.5, 2.6] and we will establish condition A(d) by use of Theorem 4. As in the proof of [CS17b, Thm. 5 .3] we first analyze the structure of H d and V d before we extend the characters of H d to their inertia groups in V d .
The group H d . Let v := ρ(v) and O k be the v-orbit on {1, . . . , l} containing k. Let ̟ ∈ F be a fourth root of unity and h 0 := h e 1 (−1).
By Chevalley relations the following equalities hold:
and (5.5.1)
(5.5.2)
Note that for any h ∈ H there exist elements t i ∈ ̟ such that h = l i=1 h e i (t i ) and ( t i ) 2 = 1. One shows that h k / ∈ H d and h k h k+1 ∈ H d for every 1 ≤ k < a. Hence H d is an elementary abelian 2-group of rank a, namely
The group V d and some of its elements. Let c 1 ∈ C W (ρ(v)) be defined as in the proof of Theorem 5.3 of [CS17b] : If 2 | d let
This is the cycle of ρ(v) containing 1. If 2 ∤ d let
In the next step we construct c 1 ∈ (V O 1 ) vF . By definition n α (±1) 2 ∈ H and hence c 1 can be chosen to be contained in
by Chevalley relations we see that 
In the following we denote this element by c 1 .
Note that since the elements v 1 , . . . , v a−1 satisfy the braid relations this applies also to
From their definitions one shows that these elements satisfy the following equations: For every 0 ≤ i ≤ a, 1 ≤ j ≤ a and 1 ≤ k < a we have 5.4) and also Those elements now play a crucial role in describing the Clifford theory for
Note that by Equation (5.5.1) the group h 0 , h 1 is a cyclic group of order 4 for odd |O 1 | = d 0 and a Klein 4-group for even d 0 . In the following we extend λ to V d,λ . We construct the extension in those two cases differently. Further this construction also depends on the value of λ(h 0 ).
For completeness note that for a = 1 the group H d is a cyclic group of order 2 and V d = c 1 , h 0 is abelian by (5.5.4). This implies the statement in that case.
We consider now the case where a ≥ 2 and λ(h 0 ) = −1. Then H d is the central product of the groups h 0 , h i (0 ≤ i ≤ a). If 2 ∤ d 0 , the group h 0 , h 1 is a cyclic group of order 4 and by (5.5.4) the elements c i (1 ≤ i ≤ a) act on the groups h 0 , h i by h 0 → h 0 and h i → h i h 0 . Also if 2 | d, the group h 0 , h 1 is a Klein 4-group and by (5.5.4) the elements c i (1 ≤ i ≤ a) act on the groups h 0 , h i by inversion. Hence λ 1 is c i | 1 ≤ i ≤ a -conjugate to a character λ ′ 1 with
After replacing λ and hence λ 1 by a suitable V d -conjugate we can assume that λ 1 satisfies already this equation. From equations (5.5.4) and (5.5.5) we see that
where
According to (5.5.4) we see that λ c 0 1 (h i ) = λ 1 (h 0 h i ) = −λ 1 (h i ) for every 1 ≤ i ≤ a and hence λ c 0 1 is another extension of λ to H d . This proves c 0 ∈ V d,λ and hence
(5.5.8)
Note that C ′ is abelian and λ 1 extends to some λ 1 ∈ Irr(C ′ ) with λ 1 (c 2 i c −2
is a primitive fourth root of unity and hence
, and hence
Altogether this implies that C ′ S/ ker(λ) has a semidirect product structure and hence
This implies that λ 1
is c 0 -invariant and extends to V λ .
It remains to consider the case where λ(h 0 ) = 1. Then c Without loss of generality we can assume x ∈ S with x 2 ∈ H d . Since c x i ∈ {c 1 , . . . , c a } we see thatλ 1 
In all possible cases the characters of H d extend to their inertia group in V d . According to Remark 4.5 of [CS17b] the above statement proves that in type B l the assumption (iii) of Theorem 4.3 is satisfied with our chosen element v.
For later use we state the following observations from the above proof explicitly.
Proof. By (5.5.8) and (5.5.9) we have that
This implies statement (a).
For the proof of (b) recall that an element x ∈ V d,λ \ V d, λ satisfies Equation (5.5.11). Such an element can only exist if a = 2k and hence 2 | a.
5.C The regular case: Character theory of the relative inertia groups
Recall C := T vF and C := ( T) vF . In the following let W ξ := N ξ /C and W ξ := N ξ /C with ξ ∈ Irr(C) and ξ ∈ Irr( C) (often an extension of ξ).
Definition 5.7. If Y X and χ ∈ Irr(Y ) we call the group X χ /Y the relative inertia group (of χ in X).
In this sense assumption (iv) of Theorem 4.3 considers the character theory of the relative inertia groups for characters ξ ∈ Irr (C) in N . In particular the characters of the relative inertia groups N ξ /C are compared with those of N ξ /C where ξ ∈ Irr( C | ξ). In view of describing the groups we introduce first some notation (similar to the one in [CS17b, 5.4 
]).
In order to describe the action of N on C, respectively C, we introduce the groups C 0 and G together with an action of G on C 0 .
Notation 5.8 (The action of G on C 0 ). For 2 ∤ d 0 we make the following definitions. Let
, the cyclic group of order 2(q d 0 + ǫ) and C 0,2 its subgroup of order 2. The automorphism of C 0 given by ζ → ζ q d 0 +ǫ ζ q has order d. Hence let C d × C 2 act on C 0 by letting a generator of the first factor act by ζ → ζ q d 0 +ǫ ζ q and letting the second act by inversion. (Note that this action is actually well-defined.) Let G ≤ C d × C 2 be defined by Remark 5.9 (Determining the group W ξ ). Let ξ ∈ Irr (C) . By definition T is the central product of a T and Z( G) over Z(G sc ) = h 0 . The projections of C = T vF onto the components are
Clearly ξ extends to some ξ ∈ Irr( C) and ξ extends to C Z. This extended character can be written as ξ.λ for some ξ ∈ Irr( C) and λ ∈ Irr( Z). Since W d := N/C acts trivially on Z and normalizes C, the stabilizers of ξ, ξ.λ and ξ coincide, i.e., W ξ = W ξ .
We will use the groups introduced above to give an analogue of Proposition 5.5 of [CS17b] .
The group C. Like in [S10a, § § 5,9] we see that
where [S10a] . Hence C is the central product of the groups T k = {t ∈ T k | (vF )(t) ∈ t h 0 }.
There exists an isomorphism Ξ k : T k → C 0 that maps h 0 to C 0,2 . This implies that there exists an isomorphism
where the latter group is the a-fold central product of C 0 over C 0,2 .
The group C. Let ν be the linear character of C 0 of order 2 trivial on the first factor in case 2 | d 0 , and let µ ∈ Irr( C) the character of order 2 that corresponds to ν. · · · .ν via Ξ. Then µ corresponds to the composite of the map C → h 0 given by t → (vF )(t)t −1 and the faithful character of h 0 . Hence
The characters of C and C. We choose a G-transversal R of Irr (C 0 ). For later purposes we choose R such that ζν ∈ R whenever ζ ∈ R and ζν lie in different Gorbits. Since, via Ξ k the action of c k T k / T k and the action of G on C 0 coincide, every ξ ∈ Irr( C) is W d -conjugate to a character of the form
ξ ∈ Irr(C) has two extensions ξ and ξµ to C.
Remark 5.10 (The relative inertia groups W ξ and W ξ for ξ ∈ Irr(C) and ξ ∈ Irr( C | ξ)).
Assume that ξ ∈ Irr( C | ξ) is as in (5.9.2). Then by the particular choice of R we see that via the identification of ρ(N ) with G ≀ S a the relative inertia group
for ζ ∈ R and ξ = ξ 1 . · · · .ξ a in (5.9.1). Recall that because of W ξ = W ξ this also determines W ξ .
For ξ := ξ C the group W ξ has W ξ as normal subgroup of index at most 2. For n ∈ W ξ \ W ξ we have ξ n = ξµ. Such an element exists if and only if for every ζ ∈ R the equation |I ζ | = |I ζν | holds, whenever ζν ∈ R.
For the proofs in the non-regular case it is useful to observe the following inclusions. Recall N c := N vF c .
Proof. Recall that we assume 8|(q − 1) following Lemma 5.1. This implies that h k ∈ C whenever 2 ∤ d. (5.12.1)
The equality V d,λ ∩ N c = V λ from Proposition 5.6(a) implies
Any ζ ∈ Irr(C) with ζ(h 0 ) = −1 can be written uniquely as a product ζ 2 ζ 2 ′ where ζ 2 , ζ 2 ′ ∈ Irr(C) such that the order of ζ 2 is a power of 2 and 2 ∤ o(ζ 2 ′ ). We denote by ζ 2 , ζ 2 ′ ∈ Irr( C) extensions of ζ 2 and ζ 2 ′ with 2
By the above considerations we get N ζ 2 ′ = N ζ 2 ′ and
(5.12.3)
Together this implies the required equality
For the proof of part (b) let ζ ∈ Irr(C) and ζ ∈ Irr( C | ζ) with ζ(h 0 ) = 1 and N ζ = N ζ . Again ζ = ζ 2 ζ 2 ′ where ζ 2 , ζ 2 ′ ∈ Irr(C) such that the order of ζ 2 is a power of 2 and 2 ∤ o(ζ 2 ′ ). We denote again by ζ 2 , ζ 2 ′ ∈ Irr( C) extensions of ζ 2 and ζ 2 ′ with 2 ∤ o( ζ 2 ′ ). Then N ζ = N ζ 2 ∩ N ζ 2 ′ and N ζ = N ζ 2 ∩ N ζ 2 ′ . By the above considerations
following the equations (5.12.1). Then Proposition 5.6(b) implies 2 | a as required.
For later use we add another comment on the value of a certain commutator.
Remark 5.13. For C from Remark 5.9, every t ∈ C and n ∈ N the commutator satisfies [t, n] ∈ C. If ζ ∈ Irr(C), ζ ∈ Irr( C | ζ) and n ∈ N ζ , then the value of ζ([t, n]) is given by
This follows from straightforward calculations.
For verifying assumption (iv) of Theorem 4.3 about the Clifford theory for W ξ N W d (W ξ ) we prove a more general statement on extendibility.
Proposition 5.14. Let A be an abelian group and n ≥ 1. Let X 0 ≤ A n such that X 0 is the direct product of its n projections. Let K be a Young subgroup K of S n normalizing X 0 in the action of S n on A n by permutation. Denote X := X 0 ⋊ K ≤ A ≀ S n . Then maximal extendibility holds with respect to
Proof. Without loss of generality we assume X 0 = A n 1 1 × · · · × A nr r for pairwise distinct subgroups A i ≤ A with n i ≥ 1 and n 1 + · · · + n r = n. The group K also splits analogously as a direct product of Young subgroups K i of S n i . Then N A≀Sn (X) is the direct product of groups N A≀Sn i (X) = N A≀Sn i (A i ≀ K i ). So our claim clearly reduces to r = 1, which we now assume.
Group-theoretic considerations prove that ((a 1 , . . . , a n ), σ) is an element of N A≀Sn (X) if and only if σ ∈ N S n (K) and a i A 1 = a j A 1 whenever i, j are in the same K-orbit. Let χ ∈ Irr(X). By the action of the elements of N A≀Sn (X) on X we see that N A≀Sn (X) χ ≤ A n ⋊ N S n (K) χ . Now we construct an extension of χ to A n ⋊ N S n (K) χ , although the latter may not normalize X.
Let λ ∈ Irr(A n 1 | χ) and λ i ∈ Irr(A 1 ) such that λ = λ 1 × · · · × λ n . There exists some extension λ ∈ Irr(A n ) of λ such that (S n ) λ = (S n ) λ , since A is abelian. It is a well-known fact that λ has a unique extension φ ∈ Irr((A 1 ) n ⋊ K λ ) such that φ⌉ K λ has only non-negative integral values, see for instance [B, 33.1] . Analogously λ has an extension φ ∈ Irr(A n ⋊ (S n ) λ ) such that φ K λ has only non-negative integral values.
Because of the uniqueness, φ is an extension of φ.
By Clifford theory χ = (φη) X for some η ∈ Irr(K λ ). By the uniqueness of φ we see that
The group K λ is a Young subgroup and
η is a direct product of wreath products with summands of K λ as base subgroups. Hence η has an exten-
The character theory for the groups W ξ and W ξ satisfies the following.
Proof. The groups W d is a wreath product of the form G ≀ S a while the structure of W ξ is given in Remark 5.10. Since W ξ satisfies the requirements for X in Proposition 5.14, any η 0 ∈ Irr(W ξ ) extends to its inertia group in N W d (W ξ ). In particular there exists some extension to W ξ,η 0 that extends to Proof. We apply Theorem 4.3. Assumptions (i) and (ii) are given by Lemma 5.4. Assumptions (iii) and (iv) are ensured by Theorem 5.5 and the above Proposition 5.15, knowing that E is cyclic in this type and acts trivially on W d . This gives our claim.
5.D Considerations for the non-regular case
In the next step we extend the above results to arbitrary integers d ≥ 1 and complete the proof of properties A(d) and B(d) from Definition 2.2 by checking all assumptions of Theorem 4.2 above.
We keep the same notation (see Definition 4.1). Recall that m is the integer such that p m = q, e = |V | and E = C em . We define an action of E on G . Again we will fix below an element v ∈ V . We then denote by S a Sylow d-torus of (T, vF ), its centralizer C = C Gsc (S) and the finite groups
Recall that the assumptions of Theorem 4.2 essentially require to verify the following:
(ii) a C-transversal T ⊆ Irr(C) with certain properties can be chosen;
(iii) there exists some N -equivariant extension map with respect to C N for T ;
(iv) for every ξ ∈ T and ξ ∈ Irr( C | ξ) every character η 0 ∈ Irr(W ξ ) has a K η 0 -invariant extension to W ξ,η 0 , where
The element v ∈ V is chosen as follows. The positive integer
According to [S10b, 3.2] the Sylow d-torus S of (T, vF ) is one of (G sc , vF ) and hence assumption (i) of Theorem 4.2 holds. Since we study the non-regular case, we assume that l ′ < l. In order to describe the structure of the groups from (5.16.1) we use the following root systems and groups: Let
Additionally let
This last point can be seen by the fact that G 2 is a semi-simple group of type B l−l ′ with center generated by h e l ′ +1 (−1) but this equals h 0 = h e 1 (−1) since they are conjugate but the latter is central.
, it suffices to prove that Z( C) vF C vF = C vF . We have C = Z( C)C, so by a classical consequence of Lang's theorem, it suffices to prove
(c) Part (a) implies C ξ = C for every ξ ∈ Irr (C) . Since N = CN (see proof of Theorem 4.3) we see that N ξ = CN ξ . By part (a), N stabilizes ξ N and hence
All requirements in (ii) of Theorem 4.2 are then satisfied for T = Irr(C).
We keep d a non-regular number of (G sc , F ) and recall from Lemma 5.1 that in order to check condition A(d), one may assume the following.
Assumption: Out(G F sc ) is non-cyclic, in particular 2 | |E| and hence 8 | (q − 1). Before going into the character theoretic details we have to clarify the structure of C and N .
A Sylow d-torus S and associated groups. We denote by W D l ′ the subgroup of W that is generated by the reflections along the long roots of Φ 1 . Then
is the subgroup of S ±l ′ containing all permutations of S ±l ′ with an even number of positive integers mapped to negative ones, see also Notation 5.2.
The next proposition focuses on the structure of the groups involved in assumption (iii) of Theorem 4.2. We use in a decisive way condition A(∞) for G 2 , a group of type B of rank smaller than the one of G sc , which holds thanks to Theorem 3.10.
Proposition 5.18. For the root systems Φ 1 from (5.16.2) let 
Proof. Parts (a) and (b) follow from straightforward computations, see [S07, 10.2.5, 10.2.6] and [S10b, Lem. 6.3] . Note that the hypothesis 4 | (q − 1) implies h ∈ G vF 2 . Part (c) is then a direct consequence of part (a). The existence of g is clear from the connectedness of T ∩ G 2 . The map ι 2 is clearly an isomorphism with g (G F 2 ) = G
Accordingly s ′′ induces a diagonal automorphism on G F 2 corresponding to z by the relevant Lang map, and t ′′ induces a diagonal automorphism on G h ′ F 2 corresponding to z.
For (e), observe that since C has connected center (see proof of Proposition 5.18(a)), C vF , and therefore T vF induces all diagonal automorphisms of G vF 2 = [C, C] vF . This ensures the existence of t ′ . The claim that t ′ ∈ C 0 if and only if z = 1 comes from the fact just proved that t ′′ , hence t ′ , induces a diagonal outer automorphism on G h ′ F 2 corresponding to z, while t ′ ∈ C 0 if and only if the induced automorphism is interior.
Concerning (f), one has N E = CC N (G 2 ) E by (5.18.2). We can content ourselves with checking (C t 
Observe that Φ 2 is a root system of type B l−l ′ if l − l ′ ≥ 2, and of type A 1 otherwise. The group G F 2 is a quasi-simple group of type B l−l ′ or isomorphic to SL 2 (q), respectively, on which F 0 and F act as described in the setting of Sect. 2.A. On that group, C g acts by diagonal automorphisms, since C does so on G 2 = g G F 2 . Our statement then follows from Theorem 3.10 and [CS17a, Thm. 4.1] .
The next proposition ensures assumption (iii) of Theorem 4.2. Recall the definitions of C, N , and N given in (5.16.1).
Proposition 5.19. There exists an N -equivariant extension map for C N .
Proof. Note that S is a Sylow d-torus of (G 1 , vF ) with T 1 = C G 1 (S) and N 1 := N G 1 (S), see [S10b, Lem. 2.2] . In this case d is a regular number for (G 1 , vF ) . By the proof of Theorem 4.4 in [CS17b] together with Theorem 5.5 we see that there exists an N 1 ⋊ Eequivariant extension map Λ 1 with respect to T 1 N 1 . This proves that ζ has an n F ′ 0 -invariant extension ζ ∈ Irr(N 1,ζ ). Since ζ is a linear character this implies ζ([n F ′ 0 , y]) = 1. 5.19 . For the proof it is sufficient to construct for every ξ ∈ Irr (C) (C) . Since C 0 is the central product of T 1 and G 2 any character in Irr(C 0 | ξ) can be written as ζ.θ ∈ Irr(C 0 ) with ζ ∈ Irr(T 1 ) and θ ∈ Irr (G 2 
Proof of Proposition
Assume there exists some extension
is a well-defined extension of ζ.θ. According to [S10b, Lem. 4.1] there exists a common extension ξ 0 of ψ.θ and ξ 0 . The character ξ := ξ
Let h ′ and t ′ be as in (5.18.3) and (5.18.4). Then Proposition 5.18(f) implies
In order to ensure that an extension ψ of ζ to C N (G 2 ) ξ 0 is (N E) ξ 0 -invariant it is hence sufficient to verify that ψ
Let ζ be the extension of ζ to N 1,ζ from Lemma 5.20 and ψ := ζ
. Let i ∈ C be a primitive fourth root of unity. If
Note that ψ((xh) 2 ) = ψ(x 2 ) ψ(h 0 ) and hence ψ is a well-defined linear character. It remains to verify Equation (5.20.1) for ψ. According to Lemma 5.20 we have ψ t F ′ 0 n = ψ. This proves (5.20.1) whenever N 1,ζ ≤ N c . In the following we assume N 1,ζ ≤ N c . Then Equation (5.20.1) holds whenever
since ψ is a linear character. The verification of this statement requires to consider various cases. For those considerations one uses the abelian group T 1 := {t ∈ T 1 | (vF 0 )(t) ∈ t h 0 } ≥ T 1 and choose an extension ζ ∈ Irr( T 1 ) of ζ.
First we consider the case 2 ∤ d. By Lemma 5.11 we can assume that ζ(h 0 ) = 1 using our assumption It remains to determine the relative inertia groups and analyse their characters.
Proposition 5.21. Let ξ ∈ Irr(C) above some ζ.θ where ζ ∈ Irr(T 1 ) and θ ∈ Irr(G 2 ).
Proof. As before we denote by ξ 0 ∈ Irr(C θ.ξ | ξ.θ) the Clifford correspondent of ξ. From the proof of Proposition 5.19 we know
By Proposition 5.18(a), ξ has an extension ξ to the group C := {c ∈ C | (vF )(c) ∈ c h 0 }. By the considerations given in the proof of Proposition 5.18(a) we see that N ξ = N ξ . The group C is the central product of the group T 1 := {x ∈ T 1 | (vF )(x) ∈ x h 0 } and the group G 2 := {x ∈ G 2 | (vF )(x) ∈ x h 0 }. The character ξ = ζ. θ with ζ ∈ Irr( T 1 | ζ) and θ ∈ Irr( G 2 | θ). Since according to Proposition 5.18(b) , N 1 induces on G 2 and G 2 inner automorphisms the character θ is N 1 -invariant. We see
Let us now assume that ξ⌉ T 1 G 2 = ζ.θ and hence ξ 0 = ζ.θ. Then there exist two extensions ζ. θ and ζ ′ . θ ′ of ξ with ζ = ζ ′ and θ = θ ′ . Any element in N 1,ξ \ N 1, ξ has to map ζ. θ to ζ ′ . θ ′ . Since θ ′ is N 1 -stable we see that N 1,ξ 0 = N 1, ζ in that case.
If ξ⌉ C 0 = ζ.θ, the group N 1,ξ 0 coincides with N 1,ζ , W ξ = W ζ and W ξ = W ζ .
5.E Proof of Theorem A for type B l .
We first finish checking assumption (iv) of Theorem 4.2 in the above non-regular case. For any ξ ∈ Irr(C), ξ ∈ Irr( C | ξ), the groups W ξ and W ξ coincide with relative inertia groups occurring in the regular case for ζ and ζ. Their characters were already studied 
Note that CN c is a normal subgroup of CN 1 with index 2. Accordingly | CN 1,θ : CN c,θ | ≤ 2. The group vF acts trivially on CN 1 by definition. This implies that the group N E θ /( v F N θ ) acts on the set of extensions of θ to CN 1,θ . There are at most 2 extensions of θ to CN 1,θ . Since E is of odd order, this group is again of odd order and there is an extension of θ to CN 1,θ that is N E θ -invariant by Glauberman's lemma [I, 13.8] .
We now have A(d) and B(d) in all cases. Since A(∞) is ensured by Theorem 3.10, Theorem 2.4 then implies that simple groups of type B satisfy the inductive McKay condition for all primes.
The local conditions for types E
We now prove conditions A(d) and B(d) (d ≥ 1) from Definition 2.2 for G F sc of types E 6 , 2 E 6 and E 7 . Let us recall the order of G F sc as a polynomial in q, the prime power associated with F (see Sect. 2.A). We have |G F sc | = q N P (q) with N ≥ 1, P as follows, and where Φ d denotes the d-th cyclotomic polynomial (see [MT, Our checking of conditions A(d) and B(d) for regular numbers d will use essentially Theorem 4.3 whose assumptions will be reviewed in the following. Since the center of G sc is cyclic one can choose a regular embedding G sc ≤ G = G sc Z( G) as in Sect. 2.A with Z( G) a torus of rank 1. Recall that F 0 and the graph automorphism in type E 6 also extend to G.
6.A Relative Weyl groups
Assumption (iv) of Theorem 4.3 is essentially a problem about characters of complex reflection subgroups of the Weyl groups involved. In our case they are subgroups of the group G 26 of order 1296 or G 8 of order 96 (see [BMM93, Table 3] ). The following proposition and its proof are due to G. Malle whom we thank for allowing it to be included in the present paper. Here, one takes advantage of the knowledge of centralizers of semi-simple elements (see [MT, § 14.1] and the references given there). ShephardTodd's notation for finite complex reflection groups G(m, p, n) and G 4 , . . . , G 37 is used freely.
One considers the dual groups G * := (G sc ) * , G * with corresponding Frobenius F dual to the one of 
( ‡)(ii) there exists a character η as in (i) which extends to (K s ) η .
We denote G := G F sc and G * = G * F .
Proposition 6.1. Let s ∈ G * centralizing a Sylow d-torus of (G * , F ).
Proof of Proposition 6.1 We start by making some general observations. Both points of property ( ‡) certainly hold in the following cases:
(i) when K s is abelian;
(ii) if W s = {1}, by taking for η the trivial character of W s ;
(iii) if W s = (K s ) η by taking any η above η ; and (iv) if W s is a direct factor of K s , since then every character of W s is invariant and extends.
Also, ( ‡)(i) trivially holds if W s = W s with η = η. We deal with the three types of groups in turn.
First assume that G = E 6 (q) sc . Here, the relative Weyl groups of the Sylow dtori considered are the primitive complex reflection groups W 3 = G 25 , W 4 = G 8 and W 6 = G 5 . In Table 1 we have collected the semi-simple elements s ∈ G * (up to conjugacy of centralizers) centralizing some Sylow d-torus, together with the groups W s , W s and K s defined above (but omitting the trivial case s = 1 in which
and so ( ‡) trivially holds).
Here, an entry of the form [n] denotes an unspecified group of order n. Other notation is similar to the one used in [BMM93] . The third column gives restrictions on q for such elements s to exist.
The observations at the beginning of the proof only leave the five Cases 2, 4, 6, 8 and 10 to be dealt with. In Cases 4 and 10 property ( ‡)(i) holds since W s = W s and (ii) is satisfied as K s /W s has cyclic Sylow subgroups. Finally, for Cases 2, 6 and 8, explicit computations using Chevie show the claim. For example, in Case 2, W s = W s is a parabolic subgroup of W 3 = G 25 of rank 1 and K s is its centralizer in W 3 . Chevie shows that all characters of W s extend to their inertia group in K s . Now assume that G = 2 E 6 (q) sc . Here the occurring relative Weyl groups and normalizers are exactly as in E 6 (q), except that the cases of d = 3 and d = 6 have to be simple elements, we take another approach. Note that the subgroup W s is a subgroup of W 4 generated by reflections. Now it is easy to list all subgroups of W 4 generated by reflections; up to conjugation there are nine non-trivial ones, isomorphic to 1, 2), G(4, 2, 2), G(4, 1, 2) , W 4 = G 8 .
Six of these have a non-abelian normalizer in W 4 , namely the two abelian groups C 2 ×C 2 , C 4 × C 4 , and of course all of the non-abelian ones. Now G(4, 1, 2) and W 4 are selfnormalizing, so there is nothing to show. Furthermore, C 4 × C 4 has index 2 in its normalizer, so again this case need not be considered. We are thus left with three possibilities for W s , up to conjugation, namely 1, 2) , and G(4, 2, 2).
The only overgroup of G(4, 2, 2) with index 2 is G(4, 1, 2) which is self-normalizing, so this does not give rise to a case to consider. Now let's consider W s = G(2, 1, 2). Here, N := N W 4 (W s ) is a Sylow 2-subgroup of W 4 . Two of the linear characters and the character of degree 2 extend to N , while the other two linear characters have an inertia subgroup of index 2, so again we are done. Finally, assume that W s = C 2 × C 2 . In this case N = N W 4 (W s ) has order 32, and there is a unique intermediate normal subgroup N 1 containing W s of index 2. Two of the four linear characters of W s extend to N ; the other two have N 1 as inertia group, so we are done again.
6.B The regular case -Extended Weyl group
We apply the above to verify the necessary statements from Theorem 4.3 about characters of the local subgroups in cases where d is regular for (G sc , F ). We explain how Proposition 6.1 implies assumption (iv) of Theorem 4.3. For integers d ≥ 3 such that Φ d is present in the order of G F sc with power 1, one has that S F is cyclic [MT, 25.7] . On the other hand, C Gsc (S) F = C Gsc (S F ) F (by [CaEn, 13.16(i), 13.17(ii) ] with regard to a prime dividing Φ d (q)) so that W d = N Gsc (S) F /C Gsc (S) F is abelian since injecting in Aut(S F ). Then assumption 4.3(iv) is empty. So there only remain the integers d ∈ {3, 4, 6} for types E 6 , 2 E 6 , d ∈ {3, 6} in type E 7 . Note that Proposition 6.1 is phrased using duality. The duality between G sc and G * provides a bijection (T, θ) ↔ (T * , s) between G F sc -conjugacy classes of pairs where T is a maximal F -stable torus of G sc and θ ∈ Irr(T F ) and on the other side G * F -conjugacy classes of pairs where T * is a maximal F -stable torus of G * and s ∈ T * F (see [B, 9.A] ). This satisfies N Gsc (T, θ) F /T F ∼ = N C G * (s) (T * ) F /T * F thanks to the description of centralizers in terms of roots. This is also compatible with a regular embedding G sc ≤ G and its dual G * ad և G * (see [B, 9.C] ). In our case of a character ξ ∈ Irr(C F ) where C is the centralizer of a Sylow d-torus and C is a maximal torus, the pair (C, ξ) relates with (C * , s) where C * centralizes a Sylow d-torus (since C and C * must have the same polynomial order, being in F -duality). By duality W ξ ≤ W ξ ≤ W d := N Gsc (C) F /C F corresponds to W s ≤ W s ≤ W * d := N G * (C * ) F /C * F , the groups studied in Proposition 6.1 (see also [B, Proof of 16.2]). Proposition 6.1 tells us that, with the notations of 4.3(iv), for any η 0 ∈ Irr(W ξ ) there is -a K η 0 -invariant η ∈ Irr(W ξ | η 0 ), and -when G F sc is of type E 6 , some η as above extends to K η 0 . In types 2 E 6 or E 7 , assumption 4.3(iv) asks for some K η 0 -invariant η ∈ Irr(W ξ | η 0 ). We know that F 0 ∈ N and it acts trivially on W , hence also on W d and therefore fixes η.
In type E 7 this generates E so it is enough to get our claim. In type 2 E 6 , each element of E acts by a power of F 0 on W d since γ 0 F m 0 acts by F . So again K η 0 acts as K η 0 on W ξ .
In type E 6 , we have seen above that
which is of the form W d × B ′ with an abelian group B ′ . Then the group K η 0 is K η 0 × B ′ and statement 4.3(iv) is a trivial consequence of the two points we have.
All assumptions of Theorem 4.3 are satisfied, so we get conditions A(d) and B(d) for each regular number d.
6.C Proof of Theorem A for types E
Let ℓ be a prime. We keep G F sc a finite quasi-simple group of type E 6 (q), 2 E 6 (q) or E 7 (q), for q a power of the prime p. We must show that the simple group G F sc / Z(G F sc ) satisfies the inductive McKay condition of [IMN07] . If ℓ = p, this is ensured by [S12, 1.1] . If ℓ = 2, this is given by [MS16, p. 905 ]. So we assume that ℓ is an odd prime = p, dividing |G F sc | and we let d be the order of q mod ℓ. Assume d = 4 if the type is E 7 . If d is a regular number then we have seen in Proposition 6.2 that A(d) and B(d) are satisfied, so Theorem A holds with regards to ℓ thanks to Theorem 3.10 and Theorem 2.4. If d is not regular, then d = 5 for type E 6 , d = 10 for type 2 E 6 , or d ∈ {4, 5, 8, 10, 12} for type E 7 , as recalled at the beginning of this section. Since d = 4, one sees easily that Φ d divides the polynomial order to the power 1 only and no other Φ dℓ a with a ≥ 1 divides it. Then |G F sc | ℓ = |S F | ℓ for S a Sylow d-torus of rank 1. So all ℓ-subgroups of G F sc are cyclic by [MT, 25.7] . Now [KoSp16, ξ ned = ξ there exist n 1 , n 2 ∈ N such that ξ n 1 e = ξ = ξ n 2 d .
By the choice of T 0 , the characters of T 1 × T 2 × T 3 satisfy (*). Recall that U 6 := n α i | 1 ≤ i ≤ 6 vF satisfies N = U 6 C (see [S07, 5.3.6(b) ]). Recall that on G 2 = G 2,1 × G 2,2 × G 2,3 , E acts by F 0 , and U 6 acts by permutation of the summands G 2,i ∼ = SL 2 (q) (see [S07, 5.3.6] ).
Observe first that maximal extendibility holds with respect to C 0 C. Indeed, denote L(x) = x −1 · (vF )(x) for x ∈ G sc . We have that T 1 T ′ 1 := {x ∈ T 1 | L(x) ∈ T 1 ∩ G 2 } are abelian, G 2,i G ′ 2,i with cyclic quotients for G ′ 2,i = {x ∈ G 2,i | L(x) ∈ Z(G 2,i )}. This shows that C ′ := {x ∈ C | L(x) ∈ Z(G sc )} is a subgroup of the central product
. We have maximal extendibility with respect to the inclusion C 0 L ′ . Now C is a subgroup of L ′ Z( G) F 2 so we deduce maximal extendibility with respect to C 0 C.
Let ξ 0 = ξ 0,1 × ξ 0,2 × ξ 0,3 ∈ T 1 × T 2 × T 3 ⊆ Irr(G 2 ) such that ξ ∈ Irr(C | ξ 0 ). Assume first that C ξ 0 C 0 . By the action of C on G 2 described in Lemma 6.3, then at least two of the ξ 0,i 's are GL 2 (q)-invariant. Then, by the action of C also described in Lemma 6.3, we have C C ξ 0 = C. By Clifford theory and the extendibility mentioned above, there is ξ 0 ∈ Irr(C ξ 0 | ξ 0 ) with ξ C 0 = ξ. Then C ξ = C C ξ 0 = C and we get that ξ d = ξ n ′ for some n ′ ∈ N in (*) above since N = N C. This implies (*) in this case.
Assume C ξ 0 = C 0 . Then ξ = ( ξ 0 ) C where ξ 0 is an extension of ξ 0 to C 0 . Then the stabilizer of N.ξ in N N is the one of N.ξ 0 and assumption (ii) of Theorem 4.2 in the form of (*) above comes from the fact that ξ 0 itself satisfies (*) as pointed out before.
We now check requirement 4.2(iv). The proof of Proposition 6.1 shows in the present case that for every pair W s W ′ of subgroups of W 4 with s ∈ C * F and |W ′ /W s | ≤ 2, and any η ∈ Irr(W s ) there exists η ′ ∈ Irr(W ′ | η) which is fixed under N W 4 (W s , W ′ ) η . Since on the other hand E acts trivially on W , this implies our claim once we check that the subgroups (W 4 ) ξ (W 4 ) ξ for ξ ∈ Irr(C), ξ ∈ Irr( C ξ | ξ) are of the above type W s W ′ . For the first one, note that W 4 acts as U 6 by permuting the components of type A 1 . Then 4.2(iv) comes from the fact that if ξ ∈ E( C, s), then one may have W η = W s only if W s permutes summands of type A 1 where η has distinct unipotent correspondent via Jordan decomposition E( C, s) ↔ E(C C * ( s) F , 1). But then it is easy to find some s ′ with W s ′ = W η . For the second subgroup W ′ it is clear that (W 4 ) ξ (W 4 ) ξ with index ≤ 2 since ξ C is ξ or the sum of ξ and a conjugate.
We now have all requirements of Theorem 4.2, so that A(4) and B(4) are satisfied by any G sc of type E 7 . As said before this finishes our proof of Theorem A for finite simple groups of Lie types E 6 , 2 E 6 and E 7 .
