Abstract. Given two analytic nonlinear input-output systems represented as Fliess operators, four system interconnections are considered in a unified setting: the parallel connection, product connection, cascade connection, and feedback connection. In each case, the corresponding generating series is produced and conditions for the convergence of the corresponding Fliess operator are given. In the process, an existing notion of a composition product for formal power series has its set of known properties significantly expanded. In addition, the notion of a feedback product for formal power series is shown to be well defined in a broad context, and its basic properties are characterized.
1.
Introduction. Let X = {x 0 , x 1 , . . . , x m } denote an alphabet and X * the set of all words over X (including the empty word ∅). A formal power series in X is any mapping of the form X * → R , and the set of all such mappings will be denoted by R X . For each c ∈ R X , one can formally associate an m-input, -output operator where x i ∈ X,η ∈ X * , and u 0 (t) ≡ 1. The input-output operator corresponding to c is then
which is referred to as a Fliess operator. All Volterra operators with analytic kernels, for example, are Fliess operators. In the classical literature, where these operators first appeared [7, 9, 10, 26] , it is normally assumed that there exist real numbers K, M > 0 such that |(c, η)| ≤ KM |η| |η|! for all η ∈ X * , where |z| = max{|z 1 | , |z 2 | , . . . , |z |} when z ∈ R , and |η| denotes the number of letters in η. This growth condition on the coefficients of c ensures that there exist positive real numbers R and T 0 such that, for all piecewise continuous u with u ∞ ≤ R and T ≤ T 0 , the series defining F c converges uniformly and absolutely on [t 0 , t 0 + T ]. Therefore, a power series c is said to be locally convergent when its coefficients satisfy such a growth condition. The set of all locally convergent series in R X will be denoted by R LC X . More recently, it was shown in [13] that local convergence also implies that F c constitutes a well-defined operator from B In many applications, input-output systems are interconnected in a variety of ways. Given two Fliess operators F c and F d , where c, d ∈ R LC X , Figure 1 .1 shows four elementary interconnections. The product connection is defined componentwise, and in the case of the feedback connection it is assumed that = m > 0. The general goal of this paper is to describe in a unified manner the generating series for each elementary interconnection and conditions under which it is locally convergent. The clear antecedent to this work is that of Ferfera, who first described the generating series for such connections (implicitly in the case of feedback) and, in particular, introduced the composition product c • d of two formal power series c and d [5, 6] . In each case, however, the local convergence of the new generating series or, equivalently, the convergence of the corresponding Fliess operator, was not explicitly addressed. It is trivial to show that the parallel connection of F c and F d always produces a locally convergent generating series when c and d are locally convergent. The same conclusion was later provided in [28] for the product connection via an analysis involving the shuffle product. In this paper, an analogous result is developed for the composition product by producing an explicit expression for one pair of growth constants, K c•d and M c•d . In the process, the set of known properties of the composition product is significantly expanded. (An interesting parallel development has appeared in [3, 11] regarding a composition product for formal power series motivated by the composition of two analytic functions (see, e.g., [18] ) rather than two Fliess (integral) operators. Its definition is quite distinct and not clearly related to the composition product described in this paper.)
The feedback connection is a fundamentally more difficult case to analyze. For example, when F c is a linear operator, the formal solution to the feedback equation
It is not immediately clear that this series converges in any manner and, in particular, converges to another Fliess operator, say, F c@d , for some c@d ∈ R shuffle product. The shuffle product of two words η, ξ ∈ X * is defined recursively by
with ∅ ∅ = ∅ and ξ ∅ = ∅ ξ = ξ. It is easily verified that η ξ is always a polynomial consisting of words each having length |η| + |ξ|. The definition is extended to any two series c, d ∈ R X by
For a fixed ν ∈ X * , the coefficient (η ξ, ν) = 0 if |η| + |ξ| = |ν|. Hence, the infinite sum in (2) is well defined since the family of polynomials {η ξ : η, ξ ∈ X * } is locally finite [2] . In general, the shuffle product is commutative. It is also associative and distributes over addition. Thus, the vector space R X with the shuffle product forms a commutative R-algebra, the so-called shuffle algebra, with multiplicative identity element ∅. The shuffle product on R X is defined componentwise, i.e.,
For any η ∈ X * and d ∈ R m X , the composition product is defined recursively as
where |η| xi denotes the number of letters in η equivalent to x i and
where i j = 0 for j = 1, . . . , k, then it follows that
Alternatively, for any η ∈ X * , one can uniquely associate a set of right factors {η 0 , η 1 , . . . , η k } by the iteration
0 . The theorem below ensures that the composition product of two series described subsequently is well defined.
Theorem 2.1. Given a fixed d ∈ R m X , the family of series {η • d : η ∈ X * } is locally finite, and therefore summable.
Proof. Given an arbitrary η ∈ X * expressed in the form (3), it follows directly that
where the order of c is defined as ord(c) = inf{|η| : η ∈ supp(c)} : c = 0, ∞ : c = 0, and supp(c) := {η ∈ X * : (c, η) = 0} denotes the support of c. Hence, for any ξ ∈ X * ,
Clearly this last set is finite, and thus I d (ξ) is finite for all ξ ∈ X * . This fact implies summability.
For any c ∈ R X and d ∈ R m X , the composition product is defined as
The summation can also be written using the set of all right factors as described by (4) . Let X i be the set of all words in X * of length i. For each word η ∈ X i , the jth right factor, η j , has exactly j letters not equal to x 0 . Therefore, given any ν ∈ X * ,
The third summation is understood to be the sum over the set of all possible jth right factors of words of length i. This set has a familiar combinatoric interpretation. A composition of a positive integer N is an ordered set of positive integers It is easily verified that the composition product is linear in its first argument, but not its second. A special exception are linear series. A series c ∈ R X is called linear if
0 , i ∈ {1, 2, . . . , m}, n 1 , n 0 ≥ 0}. It was shown in [5] that the composition product is associative and distributive from the right over the shuffle product. But in general it is neither commutative nor has an identity element. This lack of an identity element is precisely the reason the identity map I is not realizable as a Fliess operator. Other elementary properties concerning the composition product are summarized below. Lemma 2.2. The following identities hold (1l is a column vector with m ones): 
where σ ∈ (0, 1) is arbitrary [2] . The following theorem states that the composition product on R m X × R m X is continuous in its left argument. (Right argument continuity will be addressed later.)
Define the sequence of nonnegative integers k i = ord(c i −c) for i ≥ 1. Since c is the limit of the sequence {c i } i≥1 , the sequence {k i } i≥1 must have an increasing subsequence {k ij }. Now observe that
is known to be complete [2] . Given a fixed c ∈ R m X , consider the mapping
The goal is to show that this mapping is always a contraction on R m X , i.e., that
so that fixed point theorems can be applied in later analysis [14, 22, 23, 24] . Any c ∈ R m X can be written unambiguously in the form
where c k ∈ R m X has the defining property that η ∈ supp(c k ) only if |η|−|η| x0 = k. Some of the series c k may be the zero series. When c 0 = 0, c is referred to as being homogeneous. When c k = 0 for k = 0, 1, . . . , l − 1 and c l = 0, then c is called homogeneous of order l. In this setting consider the following lemma.
Proof. The proof is by induction for the nontrivial case, where c k = 0. First suppose k = 0. From the definition of the composition product it follows directly that
Now fix any k ≥ 0 and assume the claim is true for all c 0 , c 1 , . . . , c k . In particular, this implies that
For any j ≥ 0, words in supp(c j ) have the form η j as defined in (4) . Observe then that
using the fact that the shuffle product distributes over addition. Next, applying the identity (5) and the inequality (8) with
and thus,
holds for any k ≥ 0. Applying the above lemma leads to the following result.
Proof. The equality is proved first. Since the ultrametric dist is shift-invariant, observe that
The inequality is proved next by first selecting any fixed l ≥ 1 and showing inductively that it holds for any partial sum
If the result is true for partial sums up to any fixed k ≥ 0, then using the ultrametric property
Hence, the result holds for all k ≥ 0. Inequality (10) is proved by noting that c = lim k→∞ l+k i=l c i and using the left argument continuity of the composition product, proved in Theorem 2.3, and the continuity of the ultrametric.
The main result regarding contractive mappings is below.
Proof. Choose any series d, e ∈ R m X . If c is homogeneous of order l ≥ 1, then the result follows directly from (10) . Otherwise, observe that, via (9),
An immediate result of this theorem is the right argument continuity of the composition product.
Theorem 2.7.
The final property considered in this section is local convergence. If all the summands in the defining expression (6) are unity, i.e., c and d have no coefficient growth whatsoever, then earlier combinatoric analysis shows that (c • d, ν) grows at least at the rate (m + 1)
|ν| . Of course, in general, much faster growth rates are possible when c and d are simply locally convergent. The analysis begins by considering the local convergence of the shuffle product. It provides a point of reference and some important tools. The following theorem was proved in [28] .
where
Noting that n + 1 ≤ 2 n for all n ≥ 0, (11) can be written more conventionally as
The specific goal here is to show that c • d is also locally convergent, when the series c and d are locally convergent, and to produce an inequality analogous to (11) . The following properties of the shuffle product are essential. Lemma 2.9 (see [28] ). For c, d ∈ R X and any ν ∈ X * ,
Now given any η ∈ X * , the set of right factors {η 0 , η 1 , . . . , η k } defined by (4) produces a corresponding family of real-valued functions: 
Proof. The proof has two main steps. It is first shown that for any integer l > 0 and any η ∈ X * with |η| ≤ l and right factors {η 0 , η 1 , . . . , η k } as defined in (4),
, and S ηj (|ν|) is simply not defined.) This is shown by induction on j. The case j = 0 < l is trivial. When j = 1 ≤ l, the left-shift operator x
Observe the following for any ν with |η 1 | ≤ |ν| ≤ l and containing the left factor x n1+1 0 (otherwise the claim is trivial):
. Now assume that the result holds up to some fixed j, where 1 ≤ j ≤ k − 1. Then in a similar fashion for |η j+1 | ≤ |ν| ≤ l,
Since (η j • d,ξ) = 0 for |ξ| < |η j |, it follows that, by using the coefficient bounds for d (because 0 ≤ |ξ| ≤ l − (j + 1)) and Lemma 2.9 (since |η j | ≤ |ξ| < l − (n j+1 + 1)),
Hence, the claim is true for all 0 ≤ j ≤ k.
In the second step of the proof, the claimed upper bound on (c • d, ν) is produced in terms of the polynomials ψ n (K d ). Since η ∈ I d (ν) only if |η| ≤ |ν|, using the inequality (13), it follows that
Lemma 2.11. For each right factor η j as defined in (4) of a given word η ∈ X * , the following bounds apply:
Proof. The proof is again by induction. The j = 0 case is trivial. When j = 1, observe that
Now suppose the lemma is true up to some fixed j ≥ 1. Then
So the result holds for all j ≥ 0. The main local convergence theorem for the composition product follows. Theorem 2.12. Suppose c ∈ R LC X and d ∈ R m LC X with growth constants
where φ(
Proof. In light of Lemma 2.10, the goal is to show that
n (n + 1) for all n ≥ 0. Observe that applying Lemma 2.11 gives, for any α > 0, 
it can be shown directly that, by writing the composition product as a convolution sum and using the fact that n k=0 n k
3. The nonrecursive connections. In this section the generating series are produced for the three nonrecursive interconnections, and their local convergence is characterized.
Theorem 3.1. If c, d ∈ R LC X , then each nonrecursive interconnected inputoutput system shown in Figure 1.1(a)-(c) has a Fliess operator representation generated by a locally convergent series as indicated:
Proof.
Observe that
Since c and d are locally convergent, define M = max{M c , M d }. Then it follows that
In light of the componentwise definition of the product interconnection and the shuffle product, it can be assumed without loss of generality that = 1. Therefore,
Local convergence of c d is provided by Theorem 2.8.
It is first shown by induction that
Choose any η ∈ X * , and let {η 0 , η 1 , . . . , η k } be the corresponding set of right factors defined in (4). Clearly,
holds up to some fixed factor η j . Then
Thus, the claim holds for η = η j+1 and, by induction, for η = η k . Finally,
Local convergence of c • d was proved in Theorem 2.12. 
The first few coefficients of c, d, and c • d are given in Table 3 .1 along with the upper bounds on the coefficients of c • d predicted by Theorem 2.12. Since these upper bounds hold for any series c and d with the given growth constants, they can be Table 3 . conservative in specific cases. In [13] it is shown that given any series c ∈ R LC X , where 
Some coefficients (c, ν), (d, ν), (c • d, ν) and upper bounds for
Four specific cases are described in Table 3 .2. Here each T max is compared against the finite escape time, t esc , of the state space system (14)- (15) with u(t) =ū = 1, which is determined numerically (see Figure  3 .1). In each case, the value of T max < t esc , but, as expected, T max is conservative since the coefficient upper bounds for c • d are conservative.
Example 3.3. The composition product provides an alternative interpretation of the symbolic calculus of Fliess [8, 10, 19] . Specifically, consider an input-output system represented by F c with c ∈ R LC X . Any input u, which is analytic at t = t 0 , can be represented near t 0 by a series c u ∈ R It is immediate that every locally convergent series is input-output locally convergent, but the converse claim is only known to hold at present in certain special cases.
Lemma 3.5. Let c ∈ R X be an input-output locally convergent series with nonnegative coefficients. Then c is locally convergent.
Proof. Set c u = 1l and let K, M be the growth constants for the series c • 1l. Then from Lemma 2.2, property 4, 
The feedback connection. Given any c, d ∈ R
m LC X , the general goal of this section is to determine when there exists a y which satisfies the feedback equation (1) and, in particular, when there exists a generating series e so that y = F e [u] for all admissible inputs u. In the latter case, the feedback equation becomes equivalent to (17) and the feedback product of c and d is defined by c@d = e. It is assumed throughout that m > 0; otherwise the feedback connection is degenerate. An initial obstacle in this analysis is that F e is required to be the composition of two operators, F c and I + F d•e , where the second operator is never realizable by a Fliess operator due to the direct feed term I. This does not prevent the composition from being a Fliess operator, but to compensate for the presence of this term a modified composition product is needed. Specifically, for any η ∈ X * and d ∈ R m X , define the modified composition product as
It can be verified in a manner completely analogous to the original composition product that the modified composition product is always well defined (summable), continuous in both arguments, and locally convergent when both c and d are. In particular, the following theorems are central to the analysis in this section. 
for all admissible u. Proof. The result is verified simply by inserting the direct feed term into the proof of Theorem 3.1, part 3.
Proof. This is also a minor variation of previous results concerning the composition product, in particular, Lemma 2.4, Lemma 2.5, and Theorem 2.6. The contraction coefficient, σ, is unaffected by the required modifications.
The first main result of this section is given next. 
has a unique fixed point in R m X , c@d = lim i→∞ e i , which is independent of e 0 .
If c, d
, and c@d are locally convergent, then F c@d satisfies the feedback equation (17) .
Proof. 1. The mapping S is a contraction since, by Theorems 2.6 and 4.2,
Therefore, the mapping S has a unique fixed point, c@d, that is independent of e 0 , i.e.,
2. From the stated assumptions concerning c, d, and c@d, it follows that
for any admissible u.
The obvious question is whether c@d is always locally convergent, or at least input-output locally convergent, when both c and d are locally convergent. The local convergence of c and d guarantees that the feedback system in Figure 1.1(d) is at least well-posed in the sense described in [1, 27] 
Clearly, e = lim i→∞ e i is not locally convergent. A central issue is whether such an example can be produced by repeated compositions of a locally convergent series. It will be first shown that the answer to this question is no. Then the more general case described by (18) is examined. This leads to the main conclusion that the feedback product of two locally convergent series is always input-output locally convergent.
Observe first that if e = c • e, then it follows that e must have the form e = 
If c is locally convergent with growth constants K c , M c , then
This suggests that a variation of inequality (12) is possible, namely, that 
where eachψ n (K c ) is a polynomial in K c of degree n. The next lemma establishes the claim using a family of polynomials of the form
Given a fixed n, every word η j in the innermost summation satisfies j ≤ |η j | ≤ n and has a corresponding set of right factors {η 0 , η 1 , . . . , η j }. When j > 0, each polynomial S ηj (K c , n) is computed iteratively using its right factors and the previously computed polynomials {ψ 0 (K c ),
See Table 4 .1 for the case where m = 1. 
Proof. The proof has some elements in common with that of Lemma 2.10, except here it is not assumed a priori that e is locally convergent. The basic approach employs nested inductions. The outer induction is on n. It is clear from the discussion above that the claim holds when n = 0 and n = 1 for m = 1. A similar calculation can be done for arbitrary m ≥ 1. Now suppose (20) holds up to some fixed n − 1 ≥ 1. Given any η j , where j ≤ |η j | ≤ n, it will first be shown by induction on j (the inner induction) that
The j = 0 case is trivial. Suppose j = 1. Then 0 ≤ n − |η 1 | ≤ n − 1 and
. Now assume that inequality (21) holds up to some fixed j, where 1 ≤ j ≤ n − 1. Then 0 ≤ n − |η j+1 | ≤ n − (j + 1) and
n−(nj+1+1)−i 0 ) = 0 when n − (n j+1 + 1) − i < |η j | or, equivalently, i > n−|η j+1 |, it follows that, using the coefficient bound (20) for e (because 0 ≤ i ≤ n−1) and the bound (21) 
Hence, the claim is true for all 0 ≤ j ≤ n.
To complete the outer induction with respect to n, observe that
This last inequality employs the general properties for any j ≥ 0 that ξ n−|ηj | ( ) = Γ n−|ηj | ( ) when n = |η j | and (27) when n > |η j |. Now suppose that inequality (26) holds up to some fixed j ≥ 1. Theñ
where again identity (27) was used to derive the final equality above. Hence, inequality (26) holds for all 0 ≤ j ≤ |η j |. To complete the outer induction with respect to n, observe that
Thus, inequality (23) must hold for all n ≥ 0. Now consider setting = φ g in the system of equations (24)- (25) . Eliminating by substitution the sequence Γ n (φ g ) gives the recurrence relation
It is known that s n satisfies the recurrence equation
(see [25] and the references therein). Hence, the conclusion that ξ n (φ g ) = φ g s n , n ≥ 1, is immediate.
The recurrence equation (28) can be derived from the well-known recurrence relation for the Catalan numbers: C n+1 = n i=0 C i C n−i with C 0 = 1 [4] , which in turn is equivalent to Segner's recurrence formula given in the year 1758 as a solution to Euler's polygon division problem [31] . It is also worth noting that the sequence t n := Γ n (φ g )/φ g , n ≥ 1, the increments of s n , is sequence A002212 in [25] . The positive integer sequences C n , s n , and t n each have a variety of combinatoric interpretations in graph theory and the theory of formal languages. Of particular interest to system theorists, for example, is the fact that C n is equivalent to the number of ways to binary bracket the letters in a word of length n + 1 [31, 32] . The asymptotic behavior of s n , Proof. The result is trivial when n = 0. When n ≥ 1, it is first necessary to show by induction that s n+1 < 5s n . The claim is clearly true when n = 1 or n = 2. Suppose it is known to hold up to some fixed integer n + 1 ≥ 2. Sequence s n is known to satisfy another recurrence equation [15, 25] :
(n + 2)s n+2 = (6n + 4)s n+1 − 5ns n . Therefore, s n+2 < [(6n + 4)s n+1 − ns n+1 ]/(n + 2) < 5s n+1 , which proves the claim for all n ≥ 1. Next, substituting the upper bound φ g s n ≤ 5 n , n ≥ 0, into (22) gives
The theorem is finally proved by simply applying Lemma 4.5.
In most cases the upper bound in (29) is quite conservative because the upper bound (30) is conservative. 
