Conjugate gradient (CG) methods are famous for solving nonlinear unconstrained optimization problems because they required low computational memory. In this paper, we propose a new CG coefficient ( k  ) which possesses global convergence properties using exact line search. The given method satisfies sufficient descent condition under strong Wolfe line search. Numerical results based on the number of iterations and central processing unit (CPU) time, have shown that the new k  performs better than some other well known CG methods.
Introduction
The CG Method is an optimization algorithm which started with an application in quadratic function. Later on, they have been extended to general nonlinear function by interpreting 

(1.7) x respectively. For the above corresponding methods, FR is known as Fletcher and Reeves [10] , PR is Polak and Ribierre [15] , DY is Dai and Yuan [6] , CD is Conjugate Descent by Fletcher [9] and lastly RMIL denotes Rivaie, Mustafa, Ismail and Leong [16] . Euclidean norm of vectors is presented by ∥.∥. According to Dai and Yuan [5] and Yuan and Sun [17] , all these methods are equivalent if ) (x f is strictly convex quadratic function, but they behave differently for general non quadratic functions.
Conjugate gradient methods
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History of CG methods can be seen in [7] that in 1952, Hestenes and Stiefel [11] for the first time proposed a CG method to solve a linear system of equation with a symmetric positive definite matrix, or equivalently, for minimizing a strictly convex quadratic function. After that, in 1964 Fletcher and Reeves [10] applied the CG method to general unconstrained optimization problems. Nowadays CG methods are used as iterative methods for solving large-scale unconstrained optimization problems since they do not need the storage of matrices.
In this decade, many other CG methods have been proposed. Some recent research aims at generating a search direction satisfying the descent condition 0
for all k and sufficient descent condition; i.e., there exists a positive constant c such that
for all k holds to show global convergence. For the global convergence properties, the earliest most well-known research is by Zoutendijk [18] . In that paper, he has proven the global convergence of FR method with exact line search for general function. However the PR method with exact line search is not globally convergence [14] . A general condition on scalar k  which ensures the global convergence of nonlinear conjugate gradient method in the case of strong Wolfe line searches could be found in [4] . In this paper we proposed a new 
Motivation and the new CG coefficient
For our new k  , we choose to use +1 ( +1  ) as our numerator which come from , which is known to give the restart mechanism. In contrary with +1 +1 which come from that is not a restart mechanism. This is due to the reduction of values ǁ ǁ which are very small, then +1  is nearly zero. Therefore, k  is also zero, which implies that
. As a result the algorithm will start again with steepest descent search direction. In many numerical calculations the formula are known to yield superior result when compared to others. Furthermore, there are some advantages of Polak-Ribiere over Fletcher-Reeve algorithm.
According to [7] , Small values of ‖ +1  ‖ occurs only if the angle between and  is close to 2  . The line search is along −1 and equation (1.4) will imply that
. Since cos will tend to zero if tend to 2
In this case, we would like to avoid ǁ +1 ǁ  ǁ +1 ǁ that will lead to slower convergence. We know that the relatively small value of ‖ +1  ‖ will give  +1 because vectors that are closed together will have approximately closed values of gradient from the definition of gradient. Therefore  1 but | |  1. Furthermore, consider the equation
If we square the above equation, it will end up with
2 . Therefore, for the Fletcher-Reeve formula, we will have ǁ +1 ǁ  ǁ ǁ , where as for the Polak-Ribiere formula it will be ǁ +1 ǁ  ǁ ǁ. As a consequence, the Fletcher-Reeve algorithm will be slower. On the other hand the Polak-Ribiere algorithm will continue performing faster. We proposed our new
The IMR denotes the names of the researchers, Ibrahim, Mustafa and Rivaie. Based on this IMR k  , a new algorithm of CG method could be generated as follows:
Step 1: Set
Step 2: Compute
Step 4: Solve k  using the exact line search or
Step 5: Updating new initial point using
Step 6: If
Otherwise go to Step 1 with
Convergence analysis
The first step of our convergence analysis, we mention in the theorem below that this method produces a descent direction.
Theorem 1
Consider a CG method with search direction (1.4) and defined as (2.1) then
g , and we get
. Hence, the descent condition holds. □
The proof for sufficient descent condition could also be referred in [16] . The following Lemma is needed to prove Theorem 3.
Lemma 1
The following relation holds for k  1,
The next Lemma and its proof is from [3] .
Lemma 2
In the conjugate gradient algorithm,
The following lemma is based on Lemma 2.
Lemma 3
The product of two consecutive gradients is zero, which is
Proof Multiply (1.4) by +1 , and we get
Usually, the choices of will affect conjugate gradient methods performance and generating a descent search directions [6] . Based on those purposes our satisfy the below Theorem.
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Theorem 2
The values of (2.1) above can be simplified as
From Lemma 1 and Lemma 2, we have 
Based on this assumptions, we have the below theorem that was proved by Zoutendijk [18] . 
From the previous information, we can obtain the following convergence theorem of the CG methods.
Theorem 4 Suppose that assumption1 is true. Consider any CG method of the form (1.2) and (1.4) where is obtained by exact line search and is a descent search direction then either
0 lim   k k g or      0 2 2 ) ( k k k T k d d g
Proof:
If Theorem 4 is not true, then there exists a constant c  0, such that ǁ ǁ  c, for some j. Rewrite (1.4), and set that k = k +1, will give us
Squaring the above equation, we get ) (
Reffering back to (1.4), it is obvious that . Hence for all k, we could conclude that 
Since equation (3.11) contradicts with Theorem 3, hence we have completed the proof. 
Analysis under the strong Wolfe line search
Fletcher [9] , mention that exact line search cannot be implemented in practice since exact is expensive and might not exists. Therefore in 1985 Al-Baali [1] has taken the effort and proved the global convergence of FR method under strong Wolfe condition. A surprising fact about PR algorithm is that strong Wolfe conditions do not guarantee that is always a descent direction [13] . All of these facts motivate us to show in this section that, this new algorithm generates sufficient descent directions under strong Wolfe condition. The following lemma is helpful for proving the sufficient descent direction property (1.10) for our new method. holds true for some ≥ 0, Rearrange (1.4) and multiplying with +1 then the following is obtain
2) It follows from strong Wolfe condition and properties of the absolute, that the 
Since +1 ≥ 0, then,
By applying the induction hypothesis (4.7), we get . This shows that the result holds for + 1. The proof is completed. 
Numerical results
In this section we select some of the test problems in Andrei [2] to analyse the efficiency of our new algorithm. The new algorithm is compared with some other CG methods namely PR and FR. According to Hillstrom [12] , for each of the test problems, at least four initial points should be used, represent some points that are close to the solution and also points that are far to the solution. Stopping criteria is set to Figure 1 and Figure 2 using performance profile initiated by Dolan and More [8] . Given a set of problems P and a set S of optimization solvers, they compare the performance on problem pP by a particular algorithm sS with the best performance by any solver on this problem. Let , denotes the number of iterations or CPU time required when solving problem pP by the method sS. Define the performance ratio: performance ratio is 1 and it will be located at the left most of  axis hence in a performance profile plot, the top curve represents the most efficient method within a factor  of the best number of iteration. Figure 1 and Figure 2 , show clearly that this new algorithm is better than FR and PR in term of number of iterations and CPU time. At beginning of the performance profile PR is higher than IMR and FR, but after about a quarter, IMR move to the top of those two methods. Based on the analysis the percentage of PR, IMR and FR as problem solvers are 99.03%, 100% and 93.27% accordingly. This shows that IMR performs better than PR and FR at least for these test problems.
Discussions
Conclusion
In this study a new β k is introduced and the corresponding new CG algorithm is proposed. Numerical results from large-scale problems showed that it is better than some of the common CG methods. Furthermore we have proved that it is globally convergence under descent condition with exact line search and generates sufficient descent directions using strong Wolfe line search. Further numerical testing should be done for large-scale problems with inexact line search and prove that it is globally convergence under strong Wolfe line search, so that the new CG algorithm will become a new conjugate gradient family. 
