Pattern, Walls and Vortex : A micromagnetic excursion by Cantero-Álvarez, Rubén
Pattern, Walls and Vortex:
A micromagnetic excursion
Dissertation
zur
Erlangung des Doktorgrades (Dr. rer. nat.)
der
Mathematisch–Naturwissenschaftlichen Fakulta¨t
der
Rheinischen Friedrich–Wilhelms–Universita¨t Bonn
vorgelegt von
Rube´n Cantero–A´lvarez
aus
Bonn
Bonn, Juli 2009
ii
Angefertigt mit Genehmigung der Mathematisch–Naturwissenschaftlichen Fakulta¨t
der Rheinischen Friedrich–Wilhelms–Universita¨t Bonn.
Diese Dissertation ist auf dem Hochschulschriftenserver der ULB Bonn unter
http://hss.ulb.uni-bonn.de/diss online elektronisch publiziert.
Erscheinungsjahr: 2009
1. Gutachter: Prof. Dr. Felix Otto
2. Gutachter: Prof. Dr. Stefan Mu¨ller
Tag der Promotion: 19. Oktober 2009
iii
Abstract
The micromagnetic model is a variational model for the description of ferromagnets,
that includes small–scale quantum effects as well as large–scale effects of electromag-
netic theory. As such, it is naturally a mesoscopic model. The object of interest is
the magnetisation m, which can be viewed as a local average of spins, and which is
subject to different interactions. The most prominent of these interactions are the
exchange interaction, which is of quantum–mechanical origin, and the interaction of
the magnetisation with the magnetic stray–field generated by m itself. Other effects
include the coupling to an external field via the Zeeman effect and the influence of
crystalline anisotropy of the ferromagnetic sample. One important feature is the
saturation condition: The magnetisation is assumed to be in a saturated state and
by a suitable normalisation this yields the condition that m be of unit length, or
that m : Ω 7→ S2 for the given ferromagnetic sample Ω ⊂ R3. Since the different
interactions are active on different lengthscales, micromagnetism is an example for
a multi–scale pattern–forming system.
A ferromagnetic pattern consists of domains and walls. Domains are regions of
the ferromagnetic sample in which the magnetisation is almost constant. Walls
are transition regions between such domains, usually extending over much smaller
lengthscales than the typical domain. Such walls connect regions of different mag-
netisation directions by in–plane rotations — Ne´el walls — or out–of–plane rotations
— Bloch walls —, though more complicated wall types exist. Another possible small
structure in a ferromagnetic sample is a Bloch line, which comes in two variants.
Circular Bloch lines are configurations in which the magnetisation forms a region of
positive winding number or degree in a certain plane around a point. In this point,
a topological singularity would form, which is avoided by the magnetisation turning
out of the plane at that point. The two–dimensional image of such a situation in
the plane is a vortex. A cross Bloch line is the same situation for negative winding
number or degree around a point, its two–dimensional image is an antivortex.
In this thesis, we analyse two different settings in the micromagnetic model.
The first of these settings is an elongated thin–film strip. Our interest lies in the
formation of a characteristic pattern, the concertina pattern, which is an almost
periodic array of magnetic domains separated by Ne´el walls. We first perform a
linear stability analysis for a uniform magnetisation along the long axis of the sam-
ple. As shown in (Cantero–A´lvarez & Otto, 2006), we have four different scaling
regimes for the onset of an instability due to an applied external field. We perform
a linear stability analysis in the two intermediate regimes. This analysis is done by
a Γ–convergence argument for the Rayleigh quotient of the Hessian of the energy
functional, evaluated at the uniform magnetisation. The notion of Γ–convergence is
a notion of convergence of functionals especially tailored for variational problems,
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one of its main features being the fact that minimisers of the original variational
problems converge to minimisers of the limit variational problem. Thus we can de-
rive asymptotic properties of the system under consideration. The third, or second
intermediate, regime is shown to feature an instability of nonzero oscillation period
in direction of the long axis of the sample, which supports the conjecture that the
concertina pattern may evolve out of this instability.
We then derive a normal form of the bifurcation in the third regime via a weakly
nonlinear analysis. Again we resort to Γ–convergence for the derivation of this
normal form. Due to possible charge cancellations on small scales — where “charge”
means magnetic charges, which arise from the distributional divergence of m and
generate the stray–field —, the bifurcation is subcritical. This implies that the phase
transition from the uniform magnetisation to whatever state in the third regime
is discontinuous. Nevertheless due to a large scale coercivity, which is proved in
(Cantero–A´lvarez, Otto & Steiner, 2007), and by numerical simulations performed
therein and in (Steiner, 2006) it can be shown that there exist concertina–type
minimisers near the original uniform magnetisation.
As a result of the weakly nonlinear analysis, we obtain a model for an array of
low–angle Ne´el walls, whose energy scaling we identify for large external fields,
by matching upper and lower bounds. For the upper bound, we give a suitable
construction, while the lower bound is calculated via suitable estimates.
The second setting we consider is a thin–film disk. For this setting, we investigate
the stability of a central vortex. This problem is related to the Ginzburg–Landau
problem without magnetic fields. We deviate from the latter by not prescribing
Dirichlet data on the magnetisation, but by introducing a boundary penalty in-
stead. The notion of stability for the central vortex is expressed by the positive
definiteness of the Hessian of the energy functional evaluated at the central vortex
solution, which in turn can be expressed as the positivity of the lowest eigenvalue of
the corresponding Rayleigh quotient. We prove stability of the central vortex con-
figuration for both tangential boundary data and a strong boundary penalty under
a certain assumption on the lowest eigenvalue of the Rayleigh quotient for variations
with zero boundary data.
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Chapter 1
Introduction and main results
In this thesis we study two different ferromagnetic settings, both of thin–film type,
described by the micromagnetic model. The first setting is an elongated thin–film
strip. In this case we are interested in the formation of a characteristic pattern,
the concertina pattern. It is the almost periodic central pattern in Figure 1.1. The
Figure 1.1: The concertina pattern, courtesy of R. Scha¨fer, IfW Dresden
pattern forming process is triggered by a bifurcation due to the influence of an
applied external field.
The second setting is a thin–film disc. Here we study the stability of a central
vortex, subject to a strong boundary penalty, cf. Figure 1.2.
Figure 1.2: A circular Bloch line, magnetic vortex, courtesy of R. Scha¨fer, IfW
Dresden
1
2 CHAPTER 1. INTRODUCTION AND MAIN RESULTS
1.1 Micromagnetics
The micromagnetic model is a mesoscopic model for the description of ferromagnetic
samples. We reminde the reader that in the microscopic approach to magnetism one
analyses spin systems, while the macroscopic approach uses the Maxwell equations
which are at the heart of the theory of electromagnetism. Micromagnetics combines
elements of both extremes by considering the magnetisation m, which is known from
electrodynamics of continuous media, as a local average of spins.
Micromagnetics is a variational model, typically set at temperatures below the Curie
temperature, at which ferromagnetic behaviour is to be expected. In this case, the
magnetisation is assumed to be in a state of saturation, i.e., it is assumed that in a
ferromagnetic sample Ω the magnetisation is constrained to unit–length:
m : Ω ⊂ R3 7→ S2 ⇔ |m| = 1. (1.1)
This constraint is nonconvex so that the direct method in the calculus of variations
cannot be used to study minimisation problems.
The behaviour of m is controlled by several energy contributions, two of which are
always present:
• the exchange energy
Eex(m) = d
2
∫
Ω
|∇m|2 dx, (1.2)
• the magnetostatic or stray–field energy
Estray(m) =
∫
R3
|∇U |2 dx.
We now comment on these two terms.
Microscopically, the magnetisation is a local average of atomic spins. The spins of
different atoms interact with each other, based on symmetry requirements induced
by the Pauli exclusion principle. In the ferromagnetic case we are interested in, this
interaction favours a parallel alignment of the spins, which corresponds to the fact
that a small Dirichlet integral (1.2) implies that m is almost constant. Each of the
energy contributions adding to the micromagnetic model is stated in nondimensional
form, except for length. Thus, to make up for the gradient, the exchange length d
is introduced, which measures the effective reach of the exchange interaction.
The stray–field contribution is a consequence of Maxwell’s equations for the special
case of magnetostatics. In a medium, i.e., a ferromagnetic sample, a stray field H
is generated by the magnetisation m. Without currents, electric fields, or electric
charges to be considered, the stray field field is curl–free and can be expressed as
the gradient of a magnetostatic potential U . In distributional form, this yields the
following characterisation of U :
−
∫
R3
H · ∇ζ dx =
∫
R3
∇U · ∇ζ dx =
∫
Ω
m · ∇ζ dx, ∀ζ ∈ C∞0 (R3).
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Thus, U is given by a Poisson equation in distributional sense
∆U = ∇ · (mχΩ) ,
which can be interpreted in analogy to electrostatics. The potential is generated by
charges, of which there exist two different types, (see Figure 1.3):
• volume charges: −∇ ·m,
• boundary charges: m · νΩ.
H = −∇U
Ω
Figure 1.3: Stray–field generation by boundary charges
The stray–field energy acts as a penalisation of these charges, thus divergence–free
magnetisations tangential to the boundary are favoured. Note that the stray–field
contribution is nonlocal, as the Poisson equation is solved by a convolution of the
charge density with the Newton potential.
Several other contributions may be added to the micromagnetic energy functional.
The following two are the most common ones:
• the Zeeman or external field energy
EZeeman(m) = −2
∫
Ω
Hext ·mdx,
• the anisotropy energy
Eaniso(m) = Q
∫
Ω
ϕ(m) dx.
The Zeeman energy is due to the Zeeman effect, by which spins couple to an external
magnetic field and which favours a parallel alignment of the spins to that field.
For a special crystalline structure of the ferromagnetic material, the magnetisation
may not be allowed to vary with the same ease in all directions. Such hindrances are
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encoded in the corresponding structural function ϕ(m) and give rise to an anisotropy
energy. The dimensionless prefactorQmeasures the effective size of this contribution
compared to the stray–field energy. In this thesis we will focus on soft ferromagnetic
samples, i.e., samples for which Q 1, and thus set Q = 0.
For the energy contributions explained, the micromagnetic model is thus given by
the energy functional
E(m) = d2
∫
Ω
|∇m|2 dx+
∫
R3
|∇U |2 dx− 2
∫
Ω
Hext ·mdx,
for a magnetisation
m : Ω 7→ S2
and the corresponding stray–field
∆U = ∇ · (mχΩ) .
The main interest in the ferromagnetic samples or in micromagnetics which models
them, stems from their ability to form patterns. Such patterns consist of a combina-
tion of domains and walls, with the occasional occurence of vortices and antivortices.
We will now briefly comment on these structures:
• A magnetic domain is a region of a ferromagnetic sample in which the mag-
netisation is almost constant, see e.g. the uniformly coloured regions in Figure
1.1.
• Walls are transition layers that separate magnetic domains. The best known
examples are Ne´el walls and Bloch walls. For Ne´el walls the magnetisation,
which is a vector field, rotates in the plane, see the arrows in Figure 1.4. Bloch
Figure 1.4: 180◦–Ne´el wall, schematic view
walls connect two domains of different magnetisation direction by an out–of–
plane rotation. More complicated walls exist, for example the cross–tie wall,
see Figure 1.5. For a mathematical treatment of the cross–tie wall, see [10].
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Figure 1.5: Cross–tie wall, experimental picture, courtesy of R. Scha¨fer, IfW Dresden
• Vortices and antivortices are configurations where the magnetisation rotates
in–plane around a single point, which is the projection of a three–dimensional
line, called a circular or a cross Bloch line. In a small circular region around
the center of a vortex or antivortex, the magnetisation is forced to turn out–of–
plane, to avoid a topological singularity. The cross–tie wall exhibits an array
of alternating vortices and antivortices, see Figure 1.6. The cross Bloch lines
are the black regions while the circular Bloch lines appear in the circled white
regions.
Figure 1.6: Circular Bloch line, top view and cross section; cross–tie wall
For more on the subject of pattern–formation in magnetism, with an introduc-
tion to experimental as well as analytical and numerical methods, we refer to the
book by Hubert and Scha¨fer [17]. For the reader more inclined to the theory of
ferromagnetism, we refer to Aharoni’s book [1]. Several mathematical aspects of
micromagnetism are summarised in [11].
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1.2 Main results
The concertina pattern: Linear stability analysis
Starting from a constant magnetisation in direction of the long axis of an elon-
gated thin–film strip, consider an external field applied in the opposite direction
to the magnetisation. When the applied field reaches a critical value, the constant
magnetisation becomes unstable and a bifurcation occurs. The resulting instability
depends upon the relationship between three lengthscales present in the problem,
exchange length d, thickness t and width `. There exist four regimes, which can be
ordered by increasing thickness of the film, each of them with its own critical field
and instability, cf. [6]. In a first step, we study the two intermediate regimes in the
framework of Γ–convergence.
We set out from the variational problem of minimising the Rayleigh quotient of the
Hessian of the energy functional, evaluated at the uniform magnetisation. Due to
the infinite extension in x1 of the sample under consideration, we factorise in x1 and
monitor the corresponding Fourier dual k1 and the infinitesimal variations ζ from
the uniform magnetisation. We first prove compactness for sequences that leave the
Hessian bounded. As part of this study, we prove a weak form of edge–pinning,
which means zero boundary data for the variations in the limit, such that the limit
functions are in H10 . We then turn to the proof of Γ–convergence itself. The limit
problems can be solved explicitly. In the second of the intermediate regimes, which
is the overall third one, the asymptotically optimal variation — the unstable mode
— is shown to exhibit oscillations in x1–direction. In the other regime we analyse
this is not the case. The oscillatory behaviour is of special interest, as it introduces a
new lengthscale into the problem. We are therefore led to investigate the connection
of this phenomenon to the concertina pattern. The oscillation wavelength is shown
to be asymptotically equal to
w∗ =
(
32pi
`2d2
t
)1/3
.
The concertina pattern: A subcritical bifurcation
In order to investigate the connection of the oscillatory behaviour and the concertina
pattern, a weakly nonlinear analysis is performed for the third regime. This kind
of analysis can be used to identify the type of bifurcation occurring. In the case
of a second–order phase transition — a supercritical bifurcation — the argument
would be that the concertina pattern may evolve continuously out of the bifurcation.
We derive a normal form for the bifurcation by identifying the first nonlinear term,
which is a correction to the charge density in the stray–field contribution. The full
charge density in the normal form is of the type of the Burgers operator
σˆ = ∂ˆ2mˆ2 − ∂ˆ1
(
1
2
mˆ22
)
,
if xˆ2 is identified with “time” and −xˆ1 with “space”.
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Again this analysis is done in the framework of Γ–convergence. The energy func-
tional is renormalised according to the asymptotic results of the linear stability
analysis. A new element is the rescaling of the amplitude of the magnetisation
components perpendicular to the long axis, which corresponds to a magnification in
configuration space. We also introduce a finite periodicity in x1–direction, for the
sake of working with a finite volume.
Due to the correction to the charge density, the proof of compactness is less straight-
forward than in the linear case and requires a compensated compactness argument.
For the construction part in the Γ–convergence, we prove that admissible functions
of finite energy can be approximated by smooth admissible functions in the energy
topology. Again the main difficulty is the charge density. Due to the appearance of
the Burgers operator, it seems natural to use concepts from the theory of conserva-
tion laws to prove the density result.
As the new charge density allows for dipolar charge cancellation, the bifurcation
turns out to be subcritical. Results not included in this thesis show that the normal
form is coercive in the large, i.e., that although the phase transition is discontinuous,
there exist nontrivial minimisers close to the uniform magnetisation which can be
found numerically via a path–following algorithm, cf. [8], [28].
Ne´el walls: High energy scaling
The scaling limit derived by the weakly nonlinear analysis has the property of con-
necting a linear regime — close to the Hessian of the original functional — to a highly
nonlinear regime. The corresponding energy for the latter yields a one–dimensional
model for an array of low–angle Ne´el walls perpendicular to the long axis of the
elongated thin–film strip under consideration. We derive a scaling law for the en-
ergy in terms of the applied external field, which is valid for large external fields.
More precisely, we have to leading order
ENeel = −h
2
ext
2pi
ln
(
hext
2pi2
)
.
This result is established by deriving matching upper and lower bounds. We first
analyse a singular model without exchange contribution, which yields a periodically
divergent solution. For the lower bound, we use the regularising effect of the ex-
change energy to improve upon L∞–control given by the conditions on the solution,
while for the upper bound we modify the Fourier coefficients obtained from the sin-
gular model to have an appropriate trial function. Both bounds match to leading
order and yield the above result.
Vortex stability
For a thin–film disc, we analyse the stability of a central vortex. Starting from a re-
duced energy functional, which is closely related to the Ginzburg–Landau functional
without magnetic fields, we deviate from the usual approach discussed in the litera-
ture in that we do not consider Dirichlet boundary conditions of unit length. Instead,
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we first assume tangential boundary conditions and later a boundary penalty, such
that the energy is of the form
E(m) =
∫
B1(0)
[
1
2
|∇m|2 + 1
4δ2
(1− |m|2)2
]
dx+
1
2ε
∫
∂B1(0)
(m · ν)2 dH1.
The question of stability of the radial solution is answered by a spectral analysis of
the Hessian of the energy functional at this solution. By a Fourier expansion in the
polar angle, the analysis can be reduced to proving positivity of two eigenvalues, λ0
and λ1, corresponding to the Rayleigh quotients of two radial variational problems.
One of these eigenvalues, λ0, can be shown to be bounded below independently of
the vortex core radius δ.
We first consider tangential boundary data, which correspond to the value ε = 0 for
the boundary penalty parameter. In this case, we use the result for the Dirichlet
case and decompose the Hessian by an interior localisation into a part corresponding
to Dirichlet boundary conditions, and error terms. Under the assumption that the
Rayleigh quotient for perturbations with zero Dirichlet data scale as | ln δ|−1, we
derive positivity of λ1 in this case, i.e., we bound the error terms and absorb them
into the Dirichlet part.
In a second step, we consider a strong boundary penalty. More precisely, we require
that ε  | ln δ|−1. In this case, we use the result for the tangential case and de-
compose the Hessian by a localisation at the boundary into a part corresponding to
tangential boundary conditions and error terms. We again bound the error terms
and absorb them into the tangential part, to prove positivity of λ1 in this case.
1.3 Notation
We will now introduce some notation which is used throughout this thesis.
Scaling symbols
We will use the following symbols for the purposes of determining the relative scaling
of two expressions:
• “f scales like g”, or
f ∼ g,
if there exists a positive constant C such that
1
C
f ≤ g ≤ C g.
• “f is smaller in scaling than g”, or
f . g,
if there exists a positive constant C such that
f ≤ C g.
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Primes and Tildes
In Chapter 2, we will use the following notation:
x = (x1, x2, x3), x
′ = (x1, x2), x˜ = (x2, x3),
with the implicit understanding that these definitions of primes and tildes also apply
to Fourier duals and gradients.
Combined Fourier series and transform
Also in Chapter 2 it will be of use to work with the combined Fourier series in x1
for periodicity L and Fourier transform in x2, i. e.,
F(f)(k′) = 1√
2piL
∫
(0,L)×R
exp(ik′ ·x′) f dx′ for k′ = (k1, k2) ∈ 2pi
L
Z×R, (1.3)
and to introduce the notation∫
2pi
L
Z×R
dk′ :=
∑
k1∈ 2piL Z
∫
R
dk2.
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1.4 Outline
In Chapter 2 we first present the linear stability analysis for the two intermediate
regimes. The asymptotic form of the instabilities is derived via a Γ–convergence re-
sult for the Hessian of the micromagnetic energy in both regimes. The corresponding
limiting variational problems can be solved directly, yielding the desired asymptotic
forms and also the wavelength of the instability in the third regime. These results
have been published in Journal of Nonlinear Science [7]. We also present the deriva-
tion of the normal form of the bifurcation in the third regime, via Γ–convergence
arguments. This result has been published in Journal of Nonlinear Science [8].
In Chapter 3 we present the analysis of a model for an array of Ne´el walls inspired
by the normal form mentioned above. We first consider the problem without the
regularising effect of the exchange energy and derive a Fourier series representation
for the solution of the corresponding variational problem, which is periodically di-
vergent. By a modification of the Fourier coefficients, we recover an upper bound for
the original problem, which is complemented by the lower bound which incorporates
the regularisation due to exchange.
Finally, Chapter 4 contains the stability analysis for a central vortex in a thin
ferromagnetic disc. Considering the linearisation about the radial profile and its
reexpression in terms of Fourier series in the polar angle, we have a sequence of
quadratic forms which are ordered. The two lowest eigenvalues λ0 and λ1 of the
corresponding Rayleigh quotients are of special interest, as stability corresponds to
the positivity of both of them. In the case of tangential boundary conditions, we
prove positivity of λ0 by an ODE argument, while positivity of λ1 requires an interior
localisation argument. In the case of a boundary penalty, we prove positivity of λ0
by a bound on the Rayleigh quotient while positivity of λ1 requires a boundary
localisation.
Chapter 2
The concertina pattern
In this chapter, we focus on the concertina pattern in soft ferromagnetic thin–film
elements, i.e. thin samples of low crystalline anisotropy, cf. Figures 1.1 and 2.1.
Figure 2.1: Schematic view of the concertina pattern
Experimentally, the pattern is generated by destabilising the groundstate magneti-
sation, uniform along the long axis, by applying a reverse external field, cf. Figure
2.2.
Hext
Figure 2.2: How the concertina pattern is generated
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In order to understand this phenomenon, we first resort to nucleation theory for the
micromagnetic model, which describes the onset of a bifurcation at a critical external
field. The ferromagnetic sample is assumed to be saturated by a strong external field.
As the field is reduced, an instability eventually occurs. The corresponding field is
called the critical field and the first instability of the saturation branch is called
nucleation. Such an instability may or may not be related to an irreversible event,
see [27]. Whether this is the case or not depends on the type of bifurcation.
Mathematically speaking, the critical field is the value of the external field at which
the Hessian of the micromagnetic energy ceases to be positive definite. The degen-
erate subspace consists of the ”unstable modes”. The related eigenvalue problem
has been explicitly and completely solved for special geometries like ellipsoids of
revolution [5], [12], [1]. As a consequence of the multiscale nature of the problem,
there are different types of unstable modes, depending on and defining parameter
regimes. For instance, for sufficiently small samples, the unstable mode corresponds
to a coherent rotation of the magnetisation, as in the Stoner–Wohlfarth model [29].
For sufficiently large samples, the unstable mode corresponds to a curling of m that
does not generate a stray field [5]. A third mode, which corresponds to a buckling of
the magnetisation, has been found numerically [12]. In [27], hysteresis simulations
show the nucleation of a curling mode via a supercritical pitchfork bifurcation.
In [6], we studied the nucleation problem for a cylindrical geometry that mimics
an elongated thin–film element. We identified four scaling regimes for nucleation in
the two nondimensional parameters. One of these regimes displays an oscillatory
buckling mode and is novel in the sense that the period of oscillation is determined
by a subtle interaction of sample geometry and material length scales. It is therefore
tempting to make the hypothesis that the concertina pattern evolves continuously
out of this oscillatory instability. It is noteworthy that this thin–film buckling regime
extends over a wide range in parameter space. This contradicts Aharoni’s claim that
buckling plays only a minor roˆle [1, p. 202].
In order to investigate the hypothesis that the concertina pattern evolves continu-
ously out of the oscillatory instability, it is first necessary to asymptotically identify
the unstable mode in this regime and then to identify the type of bifurcation. This
sets the scope for the present chapter. More precisely, in Section 2.2 we will asymp-
totically identify the unstable modes and critical fields in the two intermediate —
buckling — regimes. In Section 2.3, we will concentrate on the second buckling
regime, Regime III of [6]. We derive a normal form of the bifurcation in this regime
and prove the bifurcation to be subcritical. Thus the phase transition ocurring at
the bifurcation point is of first order, discontinuous. Nevertheless, a coercivity re-
sult proved in [8] and numerical simulations performed therein and in [28] show that
concertina–type minimisers lie close in energy to the original uniform magnetisation.
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2.1 Preliminaries
In this section we collect some preliminary information needed for the linear and
nonlinear analysis to follow: We state the setting, quote the main result and two
lemmata from [6], review the basic notions of nucleation and shed some light on the
stray–field contribution.
2.1.1 The setting
We start by stating the setting. The micromagnetic energy in this case consists of
exchange, stray–field and Zeeman energy:
E(m) = d2
∫
Ω
|∇m|2 dx+
∫
R3
|∇Um|2 dx− 2
∫
Ω
Hext ·mdx. (2.1)
The sample Ω is a thin elongated strip
Ω = R× (0, `)× (0, t), with ` t; (2.2)
see Figure 2.3. We choose this geometry for two reasons:
x3
x2
x1
Hext = (−hext, 0, 0)
`
t
Figure 2.3: The geometry
• Ω mimics an elongated thin–film element of thickness t and width `. Later we
will impose a finite periodicity L in x1–direction.
• Translation invariance in x1 implies that m∗ = (1, 0, 0) is a stationary point for
all external fields of the form Hext = (−hext, 0, 0), hext ∈ R (note the change
of sign).
2.1.2 Hessian and nucleation
The local stability of the stationary point m∗ is described by the second variation of
the energy E, its Hessian. Due to the nonconvex constraint |m|2 = 1, infinitesimal
perturbations of m∗ = (1, 0, 0) are of the form
ζ = (0, ζ2, ζ3), ζ = ζ(x1, x2, x3).
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The Hessian E(m∗) in m∗ is given by
1
2
HessE(m∗)(ζ, ζ) = 1
2
HessE0(m∗)(ζ, ζ)− hext
∫
Ω
|ζ|2, (2.3)
where HessE0(m∗) denotes the Hessian without Zeeman term, i.e.,
1
2
HessE0(m∗)(ζ, ζ) = d2
∫
Ω
|∇ζ|2 dx+
∫
R3
|∇uζ |2 dx,
and the magnetostatic potential uζ is determined by ζ in the usual way. Anticipating
the fact that we are interested in the Rayleigh quotient, we abbreviate
R(ζ) = 1
2
HessE0(m∗)(ζ, ζ) = d2
∫
Ω
|∇ζ|2 dx+
∫
R3
|∇uζ |2 dx.
The critical field hcrit is the value of hext for which HessE(m
∗) ceases to be posi-
tive definite. The unstable modes are the elements of the degenerate subspace of
HessE(m∗) at hext = hcrit. The following variational characterisation of both can
be inferred from (2.3): hcrit and the (normalised) unstable modes are the minimum
and the minimisers, respectively, of the variational problem
R(ζ) subject to
∫
Ω
|ζ|2 dx = 1. (2.4)
We may make use of the translation invariance in x1 by a partial Fourier transform
in that variable. More precisely, we have a factorisation of R into {R(k1, ·)}k1∈R,
where
R(k1, ζ) = d2
∫
(0,`)×(0,t)
(
k21|ζ|2 + |∂2ζ|2 + |∂3ζ|2
)
dx2dx3
+
∫
R2
(
k21|uζ |2 + |∂2uζ |2 + |∂3uζ |2
)
dx2dx3, (2.5)
k1 denotes the Fourier dual to x1 and ζ = ζ(x2, x3). Hence we replace the varia-
tional problem (2.4) in ζ(x1, x2, x3) by the variational problem in ζ(x2, x3) and k1
of minimizing
R(k1, ζ) subject to
∫
(0,`)×(0,t)
|ζ|2 dx2dx3 = 1. (2.6)
Notice that unstable modes can also be seen as groundstates for the operator
Lζ = −d2∆Neumann −
(
∂2
∂3
)
uζ . (2.7)
A complete explicit diagonalisation of L beyond the obvious factorisation (2.5) seems
not at hand. Indeed, the contribution by exchange is diagonal w.r.t. Fourier cosine
series in (x2, x3), while the stray–field contribution is diagonal w.r.t. the Fourier
transform in (x2, x3). This lack of compatibility reflects the fact that the exchange
energy is local, i.e., confined to the sample, while the stray–field energy is nonlocal,
i.e., extends into the ambient space.
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2.1.3 The critical field: Four regimes
A rigorous analysis of the scaling of the critical field hcrit was carried out in [6]. By
dimensional analysis, hcrit is a function of the nondimensional parameters t/d, `/d:
hcrit = hcrit(t/d, `/d). (2.8)
In [6], all regimes for the scaling of this function are identified:
Theorem. [6]. For t `, there holds:
hcrit ∼

t
`
ln
(
`
t
)
for t ≤ d2
`
ln−1
(
`
d
)
Regime I(
d
`
)2
for d
2
`
ln−1
(
`
d
) ≤ t ≤ d2
`
Regime II
(
dt
`2
)2/3
for d
2
`
≤ t ≤ (d`)1/2 Regime III(
d
t
)2
for (d`)1/2 ≤ t Regime IV

.
(2.9)
This theorem can best be visualised in terms of a phase diagram for (2.8) in param-
eter space; see Figure 2.4.
dt/
2/3
l2( )
1
t
`
ln( `
t
)
I
(d
`
)2
II
(dt
`2
)2/3
III
(d
t
)2
IV
`
d
1 td
Figure 2.4: Phase diagram for hcrit(t/d, `/d)
2.1.4 Stray–field lemmata
For the purpose of the subsequent linear and nonlinear analysis, it is of use to acquire
some knowledge on the properties of the stray–field contribution. This knowledge
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comes in the guise of variants of two basic lemmata. We will state the most general
versions suited to our purposes and specify the peculiarities per case needed later.
Let us decompose the distributional divergence of the magnetisation into
∇ ·m = ∇′ ·m′ + ∂3m3 =: σ + ∂3m3,
where we think of m as trivially extended outside of Ω. Then we have the following
result.
Lemma 2.1. Let m = m(x′) be admissible and let um be the solution of the distri-
butional Poisson equation
∆um = σ + ∂3m3 = σ +m3(x
′) (δ0(x3)− δt(x3)) . (2.10)
Then ∫
R3
|∇um|2 dx = t3
∫
R2
exp(−t|k′|)− 1 + t|k′|
(t|k′|)3 |F(σ)|
2 dk′
+t
∫
R2
1− exp(−t|k′|)
t|k′| |F(m3)|
2 dk′. (2.11)
Proof of Lemma 2.1.
For the purpose of this proof, we nondimensionalise length by t and replace (0, 1)
by (−1
2
, 1
2
). We take the Fourier transform in x′ of (2.10):
−|k′|2F(um) + ∂23F(um) = 0, for x3 /∈
(−1
2
, 1
2
)
(2.12)
−|k′|2F(um) + ∂23F(um) = F(σ), for x3 ∈
(−1
2
, 1
2
)
(2.13)
∂3F(um)
(
k′, 1
2
+
)− ∂3F(um) (k′, 12−) = −F(m3)(k′), for x3 = 12 (2.14)
∂3F(um)
(
k′,−1
2
+
)− ∂3F(um) (k′,−12−) = F(m3)(k′), for x3 = −12 . (2.15)
In view of (2.12) and (2.13), F(um) must be of the form
F(um)(k′, x3)
= u¯(k′)×

sinh
(
|k′|
2
)
exp
((
1
2
− x3
) |k′|) , 1
2
≤ x3
exp
(
|k′|
2
)
− cosh(|k′|x3), −12 ≤ x3 ≤ 12
sinh
(
|k′|
2
)
exp
((
1
2
+ x3
) |k′|) , x3 ≤ −12

+ v¯(k′)×

sinh
(
|k′|
2
)
exp
((
1
2
− x3
) |k′|) , 1
2
≤ x3
sinh(|k′|x3), −12 ≤ x3 ≤ 12
− sinh
(
|k′|
2
)
exp
((
1
2
+ x3
) |k′|) , x3 ≤ −12
 . (2.16)
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Because of
∂3F(um)(k′, x3)
= u¯(k′)×

−|k′| sinh
(
|k′|
2
)
exp
((
1
2
− x3
) |k′|) , 1
2
≤ x3
−|k′| sinh(|k′|x3), −12 ≤ x3 ≤ 12
|k′| sinh
(
|k′|
2
)
exp
((
1
2
+ x3
) |k′|) , x3 ≤ −12

+ v¯(k′)×

−|k′| sinh
(
|k′|
2
)
exp
((
1
2
− x3
) |k′|) , 1
2
≤ x3
|k′| cosh(|k′|x3), −12 ≤ x3 ≤ 12
−|k′| sinh
(
|k′|
2
)
exp
((
1
2
+ x3
) |k′|) , x3 ≤ −12
 ,(2.17)
(2.14) and (2.15) both turn into
F(m3)(k′) = |k′| exp
( |k′|
2
)
v¯(k′), (2.18)
whereby
v¯(k′) =
exp
(
− |k′|
2
)
|k′| F(m3)(k
′). (2.19)
By (2.13),
u¯(k′) = −
exp
(
− |k′|
2
)
|k′|2 F(σ)(k
′). (2.20)
Now by Plancherel∫
R3
|∇um|2 dx
=
∫
R2
∫
R
(|k′|2|F(um)|2 + |∂3F(um)|2) dx3dk′
(2.16),(2.17)
=
∫
R2
|u¯|2|k′|{1 + exp(|k′|)(−1 + |k′|)} dk′ +
∫
R2
|v¯|2|k′|(exp(|k′|)− 1) dk′
(2.19),(2.20)
=
∫
R2
exp(−|k′|)− 1 + |k′|
|k′|3 |F(σ)|
2 dk′ +
∫
R2
1− exp(−|k′|)
|k′| |F(m3)|
2 dk′.

For the second lemma, we now introduce vertically averaged quantities by the fol-
lowing definition
〈f〉 = 1
t
∫ t
0
ζ dx3,
define
σ′ := ∂1〈m1〉+ ∂2〈m2〉
and state the follwing lemma:
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Lemma 2.2. ∫
R3
|∇um|2 dx
≥ t3
∫
R2
|F(σ′)|2
2t|k′|+ (t|k′|)2 dk
′
+t
∫
R2
|F(〈m3〉)− ik′ · F(〈(x3 − t2)m′〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk
′. (2.21)
Proof of Lemma 2.2.
Again, we nondimensionalise length by t and replace (0, 1) by (−1
2
, 1
2
). We will
actually show that for any vector field m supported in {−1
2
< x3 <
1
2
} we have
min
m3
{∫
R3
|∇um|2 dx | m′ given, 〈m3〉 given
}
=
∫
R2
|F(σ′)|2
2|k′|+ |k′|2 dk
′ +
∫
R2
|F(〈m3〉)− ik′ · F(〈x3m′〉)|2
1 + 1
2
|k′|+ 1
12
|k′|2 dk
′. (2.22)
Notice that this implies (2.21). We first note that (2.22) can be rewritten as a saddle
point problem. This is a consequence of the following representation of the stray
field energy:∫
R3
|∇um|2 dx = max
v
{
−
∫
R3
|∇v|2 dx+ 2
∫
R3
∇v ·mdx
}
.
The first variation w.r.t. m3 yields
∂23um = 0 for x3 ∈ (−12 , 12). (2.23)
Note that since the average 〈m3〉 of m3 in x3 is prescribed, the second derivative
∂23um w.r.t. x3 vanishes and not the first. The first variation w.r.t. v yields
∆um = 0, for x3 /∈
(−1
2
, 1
2
)
∆um = ∇ ·m, for x3 ∈
(−1
2
, 1
2
)
∂3um
(
x′, 1
2
+
)− ∂3um (x′, 12−) = −m3(x′, 12), for x3 = 12
∂3um
(
x′,−1
2
+
)− ∂3um (x′,−12−) = m3(x′,−12), for x3 = −12 .
We take the Fourier transform in x′ and obtain, by (2.23),
−|k′|2F(um) + ∂23F(um) = 0, for x3 /∈
(−1
2
, 1
2
)
(2.24)
−|k′|2F(um) = F(∇ ·m), for x3 ∈
(−1
2
, 1
2
)
(2.25)
∂3F(um)
(
k′, 1
2
+
)− ∂3F(um) (k′, 12−) = −F(m3)(k′, 12), for x3 = 12 (2.26)
∂3F(um)
(
k′,−1
2
+
)− ∂3F(um) (k′,−12−) = F(m3)(k′,−12), for x3 = −12 . (2.27)
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In view of (2.23) and (2.24), F(um) must be of the form
F(um)(k′, x3)
= u¯(k′)×

exp
((
1
2
− x3
) |k′|) , 1
2
≤ x3
1, −1
2
≤ x3 ≤ 12
exp
((
1
2
+ x3
) |k′|) , x3 ≤ −12

+ v¯(k′)×

1
2
exp
((
1
2
− x3
) |k′|) , 1
2
≤ x3
x3, −12 ≤ x3 ≤ 12
−1
2
exp
((
1
2
+ x3
) |k′|) , x3 ≤ −12
 . (2.28)
Because of
∂3F(um)(k′, x3)
= u¯(k′)×

−|k′| exp ((1
2
− x3
) |k′|) , 1
2
≤ x3
0, −1
2
≤ x3 ≤ 12
|k′| exp ((1
2
+ x3
) |k′|) , x3 ≤ −12

+ v¯(k′)×

−1
2
|k′| exp ((1
2
− x3
) |k′|) , 1
2
≤ x3
1, −1
2
≤ x3 ≤ 12
−1
2
|k′| exp ((1
2
+ x3
) |k′|) , x3 ≤ −12
 , (2.29)
(2.26) and (2.27) turn into
F(m3)(k′, 12) = |k′|u¯(k′) + (1 + 12 |k′|)v¯(k′)
F(m3)(k′,−12) = −|k′|u¯(k′) + (1 + 12 |k′|)v¯(k′). (2.30)
We now determine u¯ and v¯. To this aim, we consider (2.25), which in view of (2.28)
turns into
−|k′|2(u¯(k′) + v¯(k′)x3) = F(∇ ·m). (2.31)
For u¯, we take the average in x3 ∈ (−12 , 12) of (2.31):
−|k′|2u¯(k′) = F(σ′)(k′) + (F(m3)(k′, 12)−F(m3)(k′,−12))
(2.30)
= F(σ′)(k′) + 2|k′|u¯(k′),
yielding
u¯(k′) = − F(σ
′)(k′)
2|k′|+ |k′|2 . (2.32)
For v¯, we multiply (2.31) with x3 and take the average in x3:
− 1
12
|k′|2v¯(k′) = −〈x23〉|k′|2v¯(k′)
= F(〈x3∇′ ·m′〉)(k′) + F(〈x3∂3m3〉)(k′)
= ik′ · F(〈x3m′〉)(k′)−F(〈m3〉)(k′)
+1
2
(F(m3)(k′, 12) + F(m3)(k′,−12))
(2.30)
= ik′ · F(〈x3m′〉)(k′)−F(〈m3〉)(k′) + (1 + 12 |k′|)v¯(k′),
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yielding
v¯(k′) = −ik
′ · F(〈x3m′〉)(k′)−F(〈m3〉)(k′)
1 + 1
2
|k′|+ 1
12
|k′|2 . (2.33)
Hence, we obtain by Plancherel (mixed terms vanish because of different symmetry
in x3)∫
R3
|∇um|2 dx =
∫
R2
∫
R
(|k′|2|F(um)|2 + |∂3F(um)|2) dx3 dk′
(2.28),(2.29)
=
∫
R2
(|u¯|2(|k′|2 + 2|k′|) + |v¯|2(1 + 1
2
|k′|+ 1
12
|k′|2) dk′
(2.32),(2.33)
=
∫
R2
|F(σ′)|2
2|k′|+ |k′|2 dk
′ +
∫
R2
|F(〈m3〉)− ik′ · F(〈x3m′〉)|2
1 + 1
2
|k′|+ 1
12
|k′|2 .

2.1.5 Two Fourier lemmata
In this section, we quote two lemmata from [6] which will be needed and give the
corresponding proofs. In the first lemma we consider only the x2–dependence of m3
for a one–dimensional estimate:
Lemma 2.3. For a length scale τ  ` and suppm3 ⊂ (0, `) in x2, we have∫ `
0
|m3|2 dx2 .
∫
{τ |k2|≤1}
|F(m3)|2 + τ 2
∫ `
0
|∂2m3|2 dx2. (2.34)
Proof of Lemma 2.3.
By Plancherel, it is sufficient to show that∫
{τ |k2|≥1}
|F(m3)|2 dk2 ≤ 1
2
∫ `
0
|m3|2 dx2 + Cτ 2
∫ `
0
|∂2m3|2 dx2, (2.35)
with some universal constant C.
We note that since ∂2|m3|2 = 2m3∂2m3, we have
sup
x2∈(0,`)
|m3|2 . 1
`
∫ `
0
|m3|2 dx2 +
∫ `
0
|m3∂2m3| dx2
. 1
`
∫ `
0
|m3|2 dx2 +
(∫ `
0
|m3|2 dx2
∫ `
0
|∂2m3|2 dx2
)1/2
.
In particular,
|m3(0)|2 + |m3(`)|2 . 1
`
∫ `
0
|m3|2 dx2 +
(∫ `
0
|m3|2 dx2
∫ `
0
|∂2m3|2 dx2
)1/2
. (2.36)
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We split F(m3)(k2) according to
F(m3)(k2) =
∫ `
0
eik2x2m3 dx2
=
i
k2
∫ `
0
eik2x2∂2m3 dx2 − i
k2
[
eik2x2m3
]x2=`
x2=0
= F(m3)(1)(k2) + F(m3)(2)(k2).
We note that k2
i
F(m3)(1) is just the Fourier transform of ∂2m3 (extended by zero on
R). Thus, one one hand, we have by Plancherel∫
{τ |k2|≥1}
|F(m3)(1)|2 dk2 ≤ τ 2
∫
R
|k2F(m3)(1)|2 dk2 = τ 2
∫ `
0
|∂2m3|2 dx2. (2.37)
On the other hand, we have∫
{τ |k2|≥1}
|F(m3)(2)|2 dk2
.
∫
{τ |k2|≥1}
1
|k2|2 dk2
(|m3(0)|2 + |m3(`)|2)
(2.36)
. τ
(
1
`
∫ `
0
|m3|2 dx2 +
(∫ `
0
|m3|2 dx2
∫ `
0
|∂2m3|2 dx2
)1/2)
. (2.38)
Combining (2.37) and (2.38), we obtain∫
{τ |k2|≥1}
|F(m3)|2 dk2
. τ
`
∫ `
0
|m3|2 dx2 +
(
τ 2
∫ `
0
|m3|2 dx2
∫ `
0
|∂2m3|2 dx2
)1/2
+ τ 2
∫ `
0
|∂2m3|2 dx2.
This implies (2.35) by Young’s inequality and because of τ  `. 
The second lemma is a simple Fourier multiplier estimate
Lemma 2.4. For t|k2| ≤ 1, we have
1 . min
{
1,
1
t2|k′|2
}
+ t2|k1|2.
Proof of Lemma 2.4.
The statement is proved as follows:
min
{
1,
1
t2|k′|2
}
+ t2|k1|2 ∼ min
{
1,
1
t2|k1|2 ,
1
t2|k2|2
}
+ t2|k1|2
t|k2|≤1
= min
{
1,
1
t2|k1|2
}
+ t2|k1|2
≥ min
{
1,
1
t2|k1|2 + t
2|k1|2
}
& 1.

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2.2 Linear stability analysis
We now concentrate on the identification of the asymptotic degenerate subspace in
Regimes II and III via a Γ–convergence argument. This is in order to show that
the regimes are different from each other. The similarity of both regimes lies in
the edge–pinning effect, which restricts both unstable modes to have zero boundary
values in x2. Nevertheless, not only the difference in the scaling of the critical field
but, more remarkably, in the k1–dependence of the unstable mode clearly sets both
regimes apart. On the level of the variational characterisation (2.6), the result of
this section is formulated in the following two theorems.
Theorem 2.1. Let (k∗1, ζ
∗) be a minimiser of
R(k1, ζ) constrained by
∫
(0,`)×(0,t)
|ζ|2 dx2dx3 = 1.
In the regime
d2
`
ln−1
(
`
d
)
 t  d
2
`
, (2.39)
we have (
`
d
)2
R(k∗1, ζ∗) ≈ pi2, (2.40)
|k∗1| = 0, (2.41)
1
t`
∫
(0,`)×(0,t)
∣∣∣ζ∗(x2, x3)−√2c sin(pix2/`)∣∣∣2 dx2dx3  1, (2.42)
for some c ∈ C with |c| = 1.
We remark that (2.39) with x := d
2
`t
and y := `
d
reads as
x  1  x ln(y).
This, in turn, yields
| ln(x)| = − ln(x)  ln(ln(y))  ln(y),
whereby
ln(y) ∼ ln(xy2),
which can be used to state that
d2
`
ln−1
(
`
d
)
∼ d
2
`
ln−1
(
`
t
)
. (2.43)
This reformulation will replace the left–hand side term in (2.39) for all further
purposes.
2.2. LINEAR STABILITY ANALYSIS 23
From (2.40), we infer that the critical field is given by
hcrit ≈
(
pi
d
`
)2
,
while by (2.41) and (2.42) the unstable subspace asymptotically consists of all per-
turbations ζ of the form
ζ∗2 = c sin(pix2/`), ζ
∗
3 ≡ 0,
for some constant c ∈ R.
Theorem 2.2. Let (k∗1, ζ
∗) be a minimiser of
R(k1, ζ) constrained by
∫
(0,`)×(0,t)
|ζ|2 dx2dx3 = 1.
In the regime
d2
`
 t  (d`)1/2, (2.44)
we have (
`2
dt
)2/3
R(k∗1, ζ∗) ≈ 3
(pi
2
)4/3
, (2.45)(
d2`2
t
)1/3
|k∗1| ≈
(pi
2
)2/3
, (2.46)
1
t`
∫
(0,`)×(0,t)
∣∣∣ζ∗(x2, x3)−√2c sin(pix2/`)∣∣∣2 dx2dx3  1, (2.47)
for some c ∈ C with |c| = 1.
This implies that by (2.45) the critical field is given by
hcrit ≈ 3
(
pi2
4
dt
`2
)2/3
,
while by (2.46) and (2.47) the unstable subspace asymptotically consists of all per-
turbations ζ of the form
ζ∗2 = c cos(2pi(x1 + ξ)/w
∗) sin(pix2/`), ζ∗3 ≡ 0,
for some constants c, ξ ∈ R, where the period w∗ = 2pi|k∗1 | of oscillation in the infinite
direction x1 is given by
w∗ =
(
32pi
d2`2
t
)1/3
. (2.48)
In order to be able to derive a Γ–limit, we first need to nondimensionalise according
to the scaling result given in [6].
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2.2.1 The scaling: Regime II
For Regime II, this means that we rescale length by:
x1 = ` xˆ1, x2 = ` xˆ2, x3 = t xˆ3. (2.49)
with the understanding that this implies k1 = `
−1kˆ1, ∂2 = `−1∂ˆ2, dx2 = `dˆx2 and so
on. Because of the constraint on ζ, we rescale as follows
ζ = (`t)−1/2ζ̂ .
The Hessian — and thus R — itself has to be rescaled according to
HessE0 =
(
d
`
)2
ĤessE0.
Finally, we introduce three nondimensional parameters
ε :=
d2
`t
ln−1
(
`
t
)
, δ :=
t`
d2
, and α :=
t
`
, (2.50)
where ε and δ characterise Regime II:
ε  1 and δ  1. (2.51)
2.2.2 The scaling: Regime III
For Regime III, this means that we rescale length anisotropically as follows:
x1 =
(
d2`2
t
)1/3
xˆ1, x2 = ` xˆ2, x3 = t xˆ3, (2.52)
with the understanding that this implies k1 = (t/d
2`2)1/3kˆ1, ∂2 = `
−1∂ˆ2, dx2 = `dˆx2
and so on. Because of the constraint on ζ, we rescale as follows
ζ = (`t)−1/2ζ̂ .
The Hessian — and thus R — itself has to be rescaled according to
HessE0 =
(
dt
`2
)2/3
ĤessE0.
Finally, we introduce two nondimensional parameters
ε :=
(
d2
`t
)2/3
and δ :=
(
t2
d`
)2/3
, (2.53)
which characterise Regime III:
ε  1 and δ  1. (2.54)
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2.2.3 Compactness
In this subsection we state and prove the necessary compactness results for the Γ–
convergence to follow. First we give the version of Lemma 2.2 suited to our purposes.
We note that ζ = (0, ζ2, ζ3), and that we make use of the factorisation in x1. Thus
Lemma 2.2 takes the following form:
Lemma 2.5.∫
R2
(
k21|uζ |2 + |∇˜uζ |2
)
dx˜
≥ t
∫
R
(tk2)
2|F(ζ2)|2
2t|k′|+ (t|k′|)2 dk2 + t
∫
R
|F(〈ζ3〉)− ik2F(〈(x3 − t2)ζ2〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk2.
We derive two corollaries, first for Regime II:
Corollary 2.1. For any ζ ∈ L2(Ω˜) we have
Rˆ(k1, ζ) ≥
∫ 1
0
(
kˆ21|〈ζˆ2〉|2 + |∂ˆ2〈ζˆ2〉|2
)
dxˆ2, (2.55)
Proof of Corollary 2.1.
According to Lemma 2.5, we have
R(k1, ζ) ≥ d2
∫
Ω˜
(
k21|ζ|2 + |∇˜ζ|2
)
dx˜+ t
∫
R
1
2t|k′|+ (t|k′|)2 (tk2)
2|F(〈ζ2〉)|2 dk2.
By Jensen’s inequality∫
Ω˜
|ζ|2 dx˜ ≥ t
∫ `
0
|〈ζ〉|2 dx2 ≥ t
∫ `
0
|〈ζ2〉|2 dx2
the above turns into
R(k1, ζ) ≥ d2t
∫ `
0
(
k21|〈ζ2〉|2 + |∂2〈ζ2〉|2
)
dx2
which is the unrescaled version of (2.55). 
The corresponding corollary for Regime III is:
Corollary 2.2. For any ζ ∈ L2(Ω˜) we have
Rˆ(k1, ζ) ≥ kˆ21
∫ 1
0
|〈ζˆ2〉|2 dxˆ2 +
∫
R
kˆ22|F(〈ζˆ2〉)|2
2(kˆ21 + εkˆ
2
2)
1/2 + δ(kˆ21 + εkˆ
2
2)
dkˆ2. (2.56)
Proof of Corollary 2.2.
According to Lemma 2.5, we have
R(k1, ζ) ≥ d2
∫
Ω˜
(
k21|ζ|2 + |∇˜ζ|2
)
dx˜+ t
∫
R
1
2t|k′|+ (t|k′|)2 (tk2)
2|F(〈ζ2〉)|2 dk2.
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By Jensen’s inequality∫
Ω˜
|ζ|2 dx˜ ≥ t
∫ `
0
|〈ζ〉|2 dx2 ≥ t
∫ `
0
|〈ζ2〉|2 dx2
the above turns into
R(k1, ζ) ≥ d2t k21
∫ `
0
|〈ζ2〉|2 dx2 + t2
∫
R
k22|F(〈ζ2〉)|2
2(k21 + k
2
2)
1/2 + t(k21 + k
2
2)
which is the unrescaled version of (2.56). 
Now we show for both regimes that for bounded Rˆ(k1, ζ)
• the rescaled wave vector kˆ1 is bounded,
• the rescaled perturbation ζˆ is close to 〈ζˆ2〉.
In Regime II this takes the form
Lemma 2.6. For any ζ ∈ L2(Ω˜) with ∫
Ω˜
|ζ|2 dx˜ = 1, we have∫
b˜Ω |ζˆ − 〈ζˆ2〉|
2 d̂˜x . (α
δ
+ α2
)
Rˆ(k1, ζ), (2.57)
|kˆ1|2 ≤ Rˆ(k1, ζ) (2.58)
where we note that
α
δ
= εα ln
(
1
α
)
.
In Regime III we prove
Lemma 2.7. For any ζ ∈ L2(Ω˜) with ∫
Ω˜
|ζ|2 dx˜ = 1, we have∫
b˜Ω |ζˆ − 〈ζˆ2〉|
2 d̂˜x . (δ2 + εδ) Rˆ(k1, ζ), (2.59)
|kˆ1|2 ≤ Rˆ(k1, ζ). (2.60)
Proof of Lemmata 2.6 and 2.7.
As the difference in both lemmata lies in the final rescaling, and their unrescaled
version is identical, we may prove them together. We write∫
Ω˜
|ζ − 〈ζ2〉|2 dx˜ ≤
∫
Ω˜
|ζ − 〈ζ〉|2 dx˜+
∫
Ω˜
|〈ζ3〉|2 dx˜. (2.61)
The first term on the right–hand side in (2.61) is estimated by Poincare´’s inequality∫
Ω˜
|ζ − 〈ζ〉|2 dx˜ . t2
∫
Ω˜
|∂3ζ|2 dx˜ ≤
(
t
d
)2
R(k1, ζ). (2.62)
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For the second term in (2.61) we observe that by Lemma 2.3 with t ` there holds
t
∫ `
0
|〈ζ3〉|2 dx2 . t
∫
{t|k2|≤1}
|F(〈ζ3〉)|2 dk2 + t3
∫ `
0
|∂2〈ζ3〉|2 dx2. (2.63)
The second term in (2.63) can be estimated by Jensen’s inequality
t3
∫ `
0
|∂2〈ζ3〉|2 dx2 ≤ t2
∫
Ω˜
|∂2ζ3|2 dx˜ ≤
(
t
d
)2
R(k1, ζ). (2.64)
For the first term in (2.63), we appeal to Lemma 2.4, whereby
t
∫
{t|k2|≤1}
|F(〈ζ3〉)|2 dk2
. t
∫
R
min
{
1,
1
t2|k′|2
}
|F(〈ζ3〉)|2 dk2 + t3k21
∫ `
0
|〈ζ3〉|2 dx2. (2.65)
For the last term in (2.65), we appeal once more to Jensen’s inequality
t3k21
∫ `
0
|〈ζ3〉|2 dx2 ≤ t2k21
∫
Ω˜
|ζ3|2 dx˜ ≤
(
t
d
)2
R(k1, ζ). (2.66)
We now turn to the first right–hand side term of (2.65). To this purpose, we appeal
to Lemma 2.5, which yields in particular
t
∫
R
|F(〈ζ3〉)− ik2F(〈(x3 − t2)ζ2〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk2 ≤ R(k1, ζ),
which we use in the form of
t
∫
R
|F(〈ζ3〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk2
≤ 2R(k1, ζ) + 2t
∫
R
k22|F(〈(x3 − t2)ζ2〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk2.
Since
12
t2k22
≥ 1
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 & min
{
1,
1
t2|k′|2
}
,
the above yields
t
∫
R
min
{
1,
1
t2|k′|2
}
|F(〈ζ3〉)|2 . R(k1, ζ) + 1
t
∫ `
0
|〈(x3 − t2)ζ2〉|2 dx2. (2.67)
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The last term in (2.67) can be estimated via Cauchy–Schwarz and Poincare´:
1
t
∫ `
0
|〈(x3 − t2)ζ2〉|2 dx2 =
1
t
∫ `
0
|〈(x3 − t2)(ζ2 − 〈ζ2〉)〉|2 dx2
≤ t
12
∫ `
0
〈|ζ2 − 〈ζ2〉|2〉 dx2
=
1
12
∫
Ω˜
|ζ2 − 〈ζ2〉|2 dx˜
. t2
∫
Ω˜
|∂3ζ2|2 dx˜
≤
(
t
d
)2
R(k1, ζ). (2.68)
Inserting (2.68) into (2.67) yields
t
∫
R
min
{
1,
1
t2|k′|2
}
|F(〈ζ3〉)|2 dk2 .
(
1 +
(
t
d
)2)
R(k1, ζ). (2.69)
We now collect (2.62), (2.64), (2.66) and (2.69):∫
Ω˜
|ζ − 〈ζ2〉|2 dx˜ .
(
1 +
(
t
d
)2)
R(k1, ζ),
which is the unrescaled version of (2.57) and (2.59).
We finally address (2.58) and (2.60). We have
R(k1, ζ) ≥ d2k21
∫
Ω˜
|ζ|2 dx˜,
which by use of ∫
Ω˜
|ζ|2 dx˜ = 1,
yields
R(k1, ζ) ≥ d2k21.
This is an unrescaled version of (2.58) and (2.60). 
Before we continue with the statement and proof of the compactness results for
Regimes II and III, we will make a short but necessary detour to consider edge–
pinning. Edge–pinning implies that the unstable modes in both regimes have to be
in H10 ((0, 1)) — after rescaling length. Here H
1
0 ((0, 1)) denotes the Sobolev space
of functions ζˆ2 ∈ L2((0, 1)) whose distributional derivative ∂ˆ2ζˆ2 is in L2((0, 1)) and
which vanish at the boundary, i.e., ζˆ2(0) = ζˆ2(1) = 0. The weak boundary conditions
can be characterised as follows:
H10 ((0, 1)) =
{
ζˆ2|(0,1)
∣∣∣ ζˆ2 ∈ L2(R), ∂ˆ2ζˆ2 ∈ L2(R), supp ζˆ2 ⊂ [0, 1]} . (2.70)
For Regime II we now show that we have zero boundary conditions in the limit:
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Lemma 2.8. For any ζ ∈ H1(Ω˜) with ∫
Ω˜
|ζ|2 dx˜ = 1, we have
|〈ζˆ2〉(0)|2 + |〈ζˆ2〉(1)|2 .
(
ε+ ln−1
(
1
α
))
Rˆ(k1, ζ). (2.71)
Proof of Lemma 2.8.
We have for x ≤ 1, where x = xˆ2,
〈ζˆ2〉(0) = 〈ζˆ2〉(x)−
∫ x
0
∂ˆ2〈ζˆ2〉 dx
|〈ζˆ2〉(0)|2 . |〈ζˆ2〉(x)|2 + x
∫ 1
0
|∂ˆ2〈ζˆ2〉|2 dx.
An averaged integration over the small interval (0, h) yields
|〈ζˆ2〉(0)|2 . 1
h
∫ h
0
|〈ζˆ2〉|2 dx+ h
∫ 1
0
|∂ˆ2〈ζˆ2〉|2 dx.
Now by
∫ 1
α
1
h
· dh,
ln
(
1
α
)
|〈ζˆ2〉(0)|2 .
∫ 1
α
1
h2
∫ h
0
|〈ζˆ2〉|2 dx dh+
∫ 1
0
|∂ˆ2〈ζˆ2〉|2 dx. (2.72)
For the first part, we note that∫ 1
α
1
h2
∫ h
0
|〈ζˆ2〉|2 dx dh .
∫ 1
α
1
h2
∫
R
|〈ζˆ2〉(x+ h)− 〈ζˆ2〉(x)|2 dx dh
=
∫ 1
α
1
h2
∫
R
|eikˆ2h − 1|2|F(〈ζˆ2〉)|2 dkˆ2 dh
≤
∫
R
∫ 1
α
min
{
kˆ22,
1
h2
}
dh |F(〈ζˆ2〉)|2 dkˆ2
.
∫
R
min
{
1
α
, |kˆ2|, kˆ22
}
|F(〈ζˆ2〉)|2 dkˆ2, (2.73)
where use was made of
∫ 1
α
min
{
kˆ22,
1
h2
}
dh =

∫ 1
α
kˆ22 dh, for |kˆ2| ≤ 1∫ 1
|kˆ2|
α
kˆ22 dh+
∫ 1
1
|kˆ2|
1
h2
dh, for 1 ≤ |kˆ2| ≤ 1α∫ 1
α
1
h2
dh, for |kˆ2| ≥ 1α

.

kˆ22 for |kˆ2| ≤ 1
|kˆ2| for 1 ≤ |kˆ2| ≤ 1α
1
α
, for |kˆ2| ≥ 1α

= min
{
1
α
, |kˆ2|, kˆ22
}
.
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On the other hand, when considering the lower bound on the stray–field contribution,
as given in Lemma 2.5 and after rescaling, we have that
Rˆ(k1, ζ) ≥ δ
∫
R
kˆ22|F(〈ζˆ2〉)|2
2|kˆ′|+ α|kˆ′|2 dkˆ2
& δ
∫
R
min
{
1
α
, |kˆ2|, kˆ
2
2
|kˆ1|
,
kˆ22
αkˆ21
}
|F(〈ζˆ2〉)|2 dkˆ2. (2.74)
As R(k1, ζ) is considered to be bounded, we also have boundedness of kˆ1 by Lemma
2.6 and∫ 1
α
1
h2
∫ h
0
|〈ζˆ2〉|2 dx dh
(2.73)
.
∫
R
min
{
1
α
, |kˆ2|, kˆ22
}
|F(〈ζˆ2〉)|2 dkˆ2
.
∫
R
min
{
1
α
, |kˆ2|, kˆ
2
2
|kˆ1|
,
kˆ22
αkˆ21
}
|F(〈ζˆ2〉)|2 dkˆ2
(2.74)
. 1
δ
(
δ
∫
R
kˆ22|F(〈ζˆ2〉)|2
2|kˆ′|+ α|kˆ′|2 dkˆ2
)
. (2.75)
By combining (2.72) and (2.75), then
ln
(
1
α
)
|〈ζˆ2〉(0)|2 . 1
δ
(
δ
∫
R
kˆ22|F(〈ζˆ2〉)|2
2|kˆ′|+ α|kˆ′|2 dkˆ2
)
+
∫ 1
0
|∂ˆ2〈ζˆ2〉|2 dx
≤
(
1
δ
+ 1
)
Rˆ(k1, ζ),
and finally
|〈ζˆ〉(0)|2 . ln−1
(
1
α
)(
1
δ
+ 1
)
Rˆ(k1, ζ)
=
(
ε+ ln−1
(
1
α
))
Rˆ(k1, ζ).
This holds analogously for |〈ζˆ〉(1)|2. 
Now we can state and prove the two compactness results. For Regime II, we have
Corollary 2.3. Let (dν , tν , `ν)ν↑∞ be such that
δν , αν → 0 (⇒ εν → 0). (2.76)
Let (k1,ν , ζν)ν↑∞ be such that∫
Ω˜
|ζν |2 dx˜ = 1 and Rˆ(k1,ν , ζν) is bounded. (2.77)
Then (kˆ1,ν , ζˆν) is relatively compact in R × L2(̂˜Ω). Moreover, any limit ζˆ is of the
form
ζˆ = ζˆ(xˆ2), and ζˆ3 ≡ 0 with ζˆ2 ∈ H10 ((0, 1)). (2.78)
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Proof of Corollary 2.3.
The second estimate in Lemma 2.6 implies that
{kˆ1,ν}ν↑∞ is bounded, (2.79)
and thus relatively compact in R. The first estimate in Lemma 2.6 implies that any
L2(̂˜Ω)–limit ζˆ of {ζˆν}ν↑∞ satisfies (2.78).
It remains to argue that {〈ζˆ2,ν〉}ν↑∞ is relatively compact in L2((0, 1)). Actually by
Corollary 2.1, for bounded
Rˆ(k1, ζ) ≥
∫ 1
0
(
kˆ21|〈ζˆ2〉|2 + |∂ˆ2〈ζˆ2〉|2
)
dxˆ2
both sequence and limit function are bounded in H1((0, 1)) and thus in C0,
1
2 ([0, 1]),
too. The Arzela`–Ascoli theorem asserts that there exists a 〈ζˆ2〉 ∈ H1((0, 1)) ∩
C0,
1
2 ([0, 1]) such that for a subsequence, which we do not distinguish in notation,
〈ζˆ2,ν〉(x2) → ζˆ2(x2) uniformly in x2 ∈ [0, 1]. (2.80)
With the zero boundary values from Lemma 2.8, we thus have
ζˆ2 ∈ H10 ((0, 1)).

The corresponding result for Regime III is
Corollary 2.4. Let (dν , tν , `ν)ν↑∞ be such that
εν , δν → 0. (2.81)
Let (k1,ν , ζν)ν↑∞ be such that∫
Ω˜
|ζν |2 dx˜ = 1 and Rˆ(k1,ν , ζν) is bounded. (2.82)
Then (kˆ1,ν , ζˆν) is relatively compact in R × L2(̂˜Ω). Moreover, any limit ζˆ is of the
form
ζˆ = ζˆ(xˆ2), and ζˆ3 ≡ 0 with ζˆ2 ∈ H10 ((0, 1)). (2.83)
Proof of Corollary 2.4.
The second estimate in Lemma 2.7 implies that
{kˆ1,ν}ν↑∞ is bounded, (2.84)
and thus relatively compact in R. The first estimate in Lemma 2.7 implies that any
L2(̂˜Ω)–limit ζˆ of {ζˆν}ν↑∞ satisfies (2.83).
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It remains to argue that {〈ζˆ2,ν〉}ν↑∞ is relatively compact in L2((0, 1)). Since (0, 1)
is bounded and since {〈ζˆ2,ν〉}ν↑∞ is bounded in L2((0, 1)), it remains to show that
the high frequencies |k2|  1 are uniformly small, in the sense of
lim
M↑∞
lim sup
ν↑∞
∫
|kˆ2|≥M
|F(〈ζˆ2,ν〉)|2 dkˆ2 = 0. (2.85)
We infer this from Corollary 2.2. Indeed,∫
|kˆ2|≥M
|F(〈ζˆ2,ν〉)|2 dkˆ2
≤
(
inf
|kˆ2|≥M
kˆ22
2(kˆ21,ν + εν kˆ
2
2)
1/2 + δν(kˆ21,ν + εν kˆ
2
2)
)−1
×
∫
R
kˆ22|F(〈ζˆ2,ν〉)|2
2(kˆ21,ν + εν kˆ
2
2)
1/2 + δν(kˆ21,ν + εν kˆ
2
2)
dkˆ2
≤
(
M2
2(kˆ21,ν + ενM
2)1/2 + δν(kˆ21,ν + ενM
2)
)−1
Rˆ(k1,ν , ζν)
=
 1
M
( kˆ1,ν
M
)2
+ εν
1/2 + δν
( kˆ1,ν
M
)2
+ εν

 Rˆ(k1,ν , ζν).
Hence we obtain from (2.81)
lim sup
ν↑∞
∫
|kˆ2|≥M
|F(〈ζˆ2,ν〉)|2 dkˆ2 ≤ 1
M2
lim sup
ν↑∞
|kˆ1,ν | lim sup
ν↑∞
Rˆ(k1,ν , ζν).
Thus (2.85) follows from (2.84) and (2.82). Finally, we show that the limit is in
H10 ((0, 1)).
The notion (2.96) implies in particular
〈ζˆ2,ν〉 → ζˆ2 in L2((0, 1)), (2.86)
and thus by Plancherel
F(〈ζˆ2,ν〉) → F(ζˆ2) in L2((0, 1)).
Hence for a subsequence, which we do not distinguish in notation,
F(〈ζˆ2,ν〉) → F(ζˆ2) a.e. in (0, 1). (2.87)
Again by Corollary 2.2, we have
Rˆ(k1,ν , ζν) ≥ kˆ21,ν
∫ 1
0
|〈ζˆ2,ν〉|2 dx2 +
∫
R
kˆ22|F(〈ζˆ2,ν〉)|2
2(kˆ21,ν + εν kˆ
2
2)
1/2 + δν(kˆ21,ν + εν kˆ
2
2)
dkˆ2.
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We infer from k1,ν → k1, (2.86) and (2.87) (using Fatou’s Lemma),
lim inf
ν↑∞
Rˆ(k1,ν , ζν) ≥ kˆ21
∫ 1
0
|〈ζˆ2〉|2 dx2 + 1
2|kˆ1|
∫
R
kˆ22|F(〈ζˆ2〉)|2 dkˆ2.
In particular ∫
R
kˆ22|F(〈ζˆ2〉)|2 dkˆ2 < ∞.
In view of definition (2.70), this yields ζˆ2 ∈ H10 ((0, 1)), as supp ζˆ2 ⊂ [0, 1]. 
2.2.4 Γ–convergence
After having proved the necessary compactness results, we now proceed to the Γ–
convergence result. First, we will give an appropriate version of Lemma 2.1. We
note that by factorisation in k1 and ζ = (0, ζ2, ζ3), Lemma 2.1 takes the form
Lemma 2.9. For ζ = ζ(x2) we have∫
R2
(
k21|uζ |2 + |∇˜uζ |2
)
dx˜ = t
∫
R
exp(−t|k′|)− 1 + t|k′|
(t|k′|)3 (tk2)
2|F(ζ2)|2 dk2
+t
∫
R
1− exp(−t|k′|)
t|k′| |F(ζ3)|
2 dk2.
Now we prove two corollaries which are needed for the construction part in the
Γ–convergence. For Regime II:
Corollary 2.5. For any ζ ∈ L2(Ω˜), such that ζ = ζ(x2), ζ3 ≡ 0 with ζˆ2 ∈ H10 ((0, 1)),
we have
Rˆ(k1, ζ) ≤
∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dxˆ2 +
δ
2
∫
R
|kˆ2||F(ζˆ2)|2 dkˆ2. (2.88)
Proof of Corollary 2.5.
With ζ = ζ(x2) and ζ3 ≡ 0, we have by Lemma 2.9 that
R(k1, ζ) = d2t
∫ `
0
(
k21|ζ2|2 + |∂2ζ2|2
)
dx2
+t
∫
R
exp(−t|k′|)− 1 + t|k′|
(t|k′|)3 (tk2)
2|F(ζ2)|2 dk2.
We use the Fourier multiplier inequality
exp(−t|k′|)− 1 + t|k′|
(t|k′|)3 ≤
1
2t|k′| ≤
1
2t|k2| ,
and have
R(k1, ζ) ≤ d2t
∫ `
0
(
k21|ζ2|2 + |∂2ζ2|2
)
dx2 +
t2
2
∫
R
|k2||F(ζ2)|2 dk2.
Upon the rescaling of Section 2.2.1, this turns into (2.88). .
For Regime III, we have the following result:
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Corollary 2.6. For any ζ ∈ L2(Ω˜), such that ζ = ζ(x2), ζ3 ≡ 0 with ζˆ2 ∈ H10 ((0, 1)),
we have
Rˆ(k1, ζ) ≤ kˆ21
∫ 1
0
|ζˆ2|2 dxˆ2 +
(
1
2|kˆ1|
+ ε
)∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2. (2.89)
Proof of Corollary 2.6.
With ζ = ζ(x2) and ζ3 ≡ 0, we have by Lemma 2.9 that
R(k1, ζ) = d2t
∫ `
0
(
k21|ζ2|2 + |∂2ζ2|2
)
dx2
+t
∫
R
exp(−t|k′|)− 1 + t|k′|
(t|k′|)3 (tk2)
2|F(ζ2)|2 dk2.
We use the Fourier multiplier inequality
exp(−t|k′|)− 1 + t|k′|
(t|k′|)3 ≤
1
2t|k′| ≤
1
2t|k1| ,
and have
R(k1, ζ) ≤ d2tk21
∫ `
0
|ζ2|2 dx2 + d2t
∫ `
0
|∂2ζ2|2 dx2 + t
2
2|k1|
∫
R
k22|F(ζ2)|2 dk2.
Note that since ζ2 ∈ H10 ((0, `)) (in the definition of (2.70)), we have∫
R
k22|F(ζ2)|2 dk2 =
∫ `
0
|∂2ζ2|2 dx2,
such that the last inequality assumes the form
R(k1, ζ) ≤ d2tk21
∫ `
0
|ζ2|2 dx2 +
(
d2t+
t2
2|k1|
)∫ `
0
|∂2ζ2|2 dx2.
Upon the rescaling of Section 2.2.2, this turns into (2.89). 
Now we are in the position to state and prove the Γ–convergence results. In Regime
II, we have
Proposition 2.1. Let (dν , tν , `ν)ν↑∞ be such that
δν , αν → 0 (⇒ εν → 0).
Then the variational problem in (k1, ζ) ∈ R× L2(Ω˜) of minimising
Rˆ(k1, ζ) constrained to
∫
Ω˜
|ζ|2 dx˜ = 1,
Γ–converges to the variational problem in (kˆ1, ζˆ2) ∈ R×H10 ((0, 1)) of minimising∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dxˆ2 constrained to
∫ 1
0
|ζˆ2|2 dxˆ2 = 1, (2.90)
under the following notion of convergence:
kˆ1,ν → kˆ1 and
∫
b˜Ω |ζˆν(̂˜x)− ζˆ2(xˆ2)|2 d̂˜x → 0. (2.91)
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Proof of Proposition 2.1.
The proof of Γ–convergence consists of two parts:
• Construction. For any (kˆ1, ζˆ2) ∈ R × H10 ((0, 1)) with
∫ 1
0
|ζˆ2|2 dxˆ2 = 1, there
exists a sequence (k1,ν , ζν) ∈ R × L2(Ω˜) with
∫
Ω˜
|ζν |2 dx˜ = 1 which converges
in the sense of (2.91) such that
lim sup
ν↑∞
Rˆ(k1,ν , ζν) ≤
∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dxˆ2. (2.92)
• Lower semicontinuity. For any sequence (k1,ν , ζν) ∈ R× L2(Ω˜) with bounded
Rˆ(k1,ν , ζν) which converges to a (kˆ1, ζˆ2) ∈ R×L2((0, 1)) in the sense of (2.91),
one has
ζˆ2 ∈ H10 ((0, 1))
and
lim inf
ν↑∞
Rˆ(k1,ν , ζν) ≥
∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dxˆ2. (2.93)
For the construction part, we define (k1,ν , ζν) ∈ R× L2(Ω˜) according to Subsection
2.2.1:
`k1,ν = kˆ1 and (t`)
1/2ζν(`xˆ2, txˆ3) = ζˆ2(xˆ2).
Then (2.91) is trivially fulfilled. Furthermore, by Corollary 2.5 we have
Rˆ(k1,ν , ζν) ≤
∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dxˆ2 +
δν
2
∫
R
|kˆ2||F(ζˆ2)|2 dkˆ2.
This inequality establishes (2.92).
We now address the lower semicontinuity part. The notion (2.91) implies in part-
cular
〈ζˆ2,ν〉 → ζˆ2 in L2((0, 1)). (2.94)
Appealing to Corollary 2.1,
Rˆ(k1,ν , ζν) ≥
∫ 1
0
(
kˆ21,ν |〈ζˆ2,ν〉|2 + |∂ˆ2〈ζˆ2,ν〉|2
)
dx2,
we infer from k1,ν → k1, (2.94) and the lower semicontinuity of the H1–norm
lim inf
ν↑∞
Rˆ(k1,ν , ζν) ≥
∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dx2.

For Regime III, the corresponding result is
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Proposition 2.2. Let (dν , tν , `ν)ν↑∞ be such that
εν , δν → 0.
Then the variational problem in (k1, ζ) ∈ R× L2(Ω˜) of minimising
Rˆ(k1, ζ) constrained to
∫
Ω˜
|ζ|2 dx˜ = 1,
Γ–converges to the variational problem in (kˆ1, ζˆ2) ∈ R×H10 ((0, 1)) of minimising
kˆ21
∫ 1
0
|ζˆ2|2 + 1
2|kˆ1|
∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2 constrained to
∫ 1
0
|ζˆ2|2 dxˆ2 = 1, (2.95)
under the following notion of convergence:
kˆ1,ν → kˆ1 and
∫
b˜Ω |ζˆν(̂˜x)− ζˆ2(xˆ2)|2 d̂˜x → 0. (2.96)
For k1 = 0, we assign the value +∞ to the prefactor 12|kˆ1| in (2.96).
Proof of Proposition 2.2.
The proof of Γ–convergence consists of two parts:
• Construction. For any (kˆ1, ζˆ2) ∈ R × H10 ((0, 1)) with
∫ 1
0
|ζˆ2|2 dxˆ2 = 1, there
exists a sequence (k1,ν , ζν) ∈ R × L2(Ω˜) with
∫
Ω˜
|ζν |2 dx˜ = 1 which converges
in the sense of (2.96) such that
lim sup
ν↑∞
Rˆ(k1,ν , ζν) ≤ kˆ21
∫ 1
0
|ζˆ2|2 dxˆ2 + 1
2|kˆ1|
∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2. (2.97)
• Lower semicontinuity. For any sequence (k1,ν , ζν) ∈ R× L2(Ω˜) with bounded
Rˆ(k1,ν , ζν) which converges to a (kˆ1, ζˆ2) ∈ R×L2((0, 1)) in the sense of (2.96),
one has
ζˆ2 ∈ H10 ((0, 1))
and
lim inf
ν↑∞
Rˆ(k1,ν , ζν) ≥ kˆ21
∫ 1
0
|ζˆ2|2 dxˆ2 + 1
2|kˆ1|
∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2. (2.98)
For the construction part, we define (k1,ν , ζν) ∈ R× L2(Ω˜) as in Subsection 2.2.2:(
d2ν`
2
ν
tν
)1/3
k1,ν = kˆ1 and (t`)
1/2ζν(`xˆ2, txˆ3) = ζˆ2(xˆ2).
Then (2.96) is trivially fulfilled. Furthermore, by Corollary 2.6:
Rˆ(k1, ζ) ≤ kˆ21
∫ 1
0
|ζˆ2|2 dxˆ2 +
(
1
2|kˆ1|
+ εν
)∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2.
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This inequality establishes (2.97).
We now address the lower semicontinuity part. As seen in the proof of Corollary
2.4,
lim inf
ν↑∞
Rˆ(k1,ν , ζν) ≥ kˆ21
∫ 1
0
|〈ζˆ2〉|2 dx2 + 1
2|kˆ1|
∫
R
kˆ22|F(〈ζˆ2〉)|2 dkˆ2.
which by ζˆ2 ∈ H10 ((0, 1)) yields (2.98). 
2.2.5 Unstable modes: Proof of Theorems 2.1 and 2.2
Now that we have identified the Γ–limits, we may proceed by calculating the solu-
tions to the limiting variational problems. We do so by the following two lemmata,
first in Regime II:
Lemma 2.10. Any minimiser (kˆ∗1, ζˆ
∗
2 ) ∈ R×H10 ((0, 1)) of∫ 1
0
(
kˆ21|ζˆ2|2 + |∂ˆ2ζˆ2|2
)
dxˆ2 constrained to
∫ 1
0
|ζˆ2|2 dxˆ2 = 1
is of the form
kˆ∗1 = 0 (2.99)
ζˆ∗2 (xˆ2) =
√
2c sin(pixˆ2) for some |c| = 1. (2.100)
The minimum value is given by
pi2.
Proof of Lemma 2.10.
The statement reduces to two observations:
• For any ζˆ2 ∈ H10 ((0, 1)), we have∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2 ≥ pi2
∫ 1
0
|ζˆ2|2 dxˆ2
with equality if and only if ζˆ2 is of the form (2.100) for some c ∈ C.
• It holds that
kˆ21 + pi
2 ≥ pi2
with equality if and only if kˆ1 = 0. 
For the limit in Regime III we have
Lemma 2.11. Any minimiser (kˆ∗1, ζˆ
∗
2 ) ∈ R×H10 ((0, 1)) of
kˆ21
∫ 1
0
|ζˆ2|2 dxˆ2 + 1
2|kˆ1|
∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2 constrained to
∫ 1
0
|ζˆ2|2 dxˆ2 = 1
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is of the form
|kˆ∗1| =
(pi
2
)2/3
(2.101)
ζˆ∗2 (xˆ2) =
√
2c sin(pixˆ2) for some |c| = 1. (2.102)
The minimum value is given by
3
(pi
2
)4/3
.
Proof of Lemma 2.11.
The statement reduces to two observations:
• For any ζˆ2 ∈ H10 ((0, 1)), we have∫ 1
0
|∂ˆ2ζˆ2|2 dxˆ2 ≥ pi2
∫ 1
0
|ζˆ2|2 dxˆ2
with equality if and only if ζˆ2 is of the form (2.102) for some c ∈ C.
• It holds that
kˆ21 +
pi2
2|kˆ1|
≥ 3
(pi
2
)4/3
with equality if and only if kˆ1 satisfies (2.101). 
With these lemmata, we are now in the position to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1.
The argument is indirect. Assume the statement were not true. Then there exists a
sequence of numbers (dν , tν , `ν) such that (2.76) holds, and a corresponding sequence
(k∗1,ν , ζ
∗
ν ) of minimisers such that one of the following conditions is violated:
|k∗1,ν | → 0 (2.103)∫
ˆ˜Ω
|ζˆ∗ν (ˆ˜x)−
√
2 c sin(pixˆ2)|2 dˆ˜x → 0, for some |c| = 1 (2.104)
Rˆ(k∗1,ν , ζ∗ν ) → pi2. (2.105)
Lemma 2.10 implies in particular that the minimum of the Γ–limit (2.90) is finite.
According to the construction part of Proposition 2.1, it follows that lim supν↑∞
Rˆ(k∗1,ν , ζ∗ν ) is finite. According to Corollary 2.3, there thus exists (kˆ∗1, ζˆ∗2 ) ∈ R ×
L2((0, 1)) such that for a subsequence (which we do not distinguish in notation)
kˆ∗1,ν → kˆ∗1, (2.106)∫
ˆ˜Ω
|ζˆ∗ν (ˆ˜x)− ζˆ∗2 (xˆ2)|2 dˆ˜x → 0, (2.107)
which is just the notion of convergence (2.91) in the Γ–convergence.
2.2. LINEAR STABILITY ANALYSIS 39
The Γ–convergence of Proposition 2.1 implies that, cf. [9],
(kˆ∗1, ζˆ
∗
2 ) ∈ R×H10 ((0, 1)) is a minimiser of (2.90), (2.108)
and that
Rˆ(kˆ∗1,ν , ζˆ∗ν ) → |kˆ∗1|2
∫ 1
0
|ζˆ∗2 |2 dxˆ2 +
∫ 1
0
|∂ˆ2ζˆ∗2 |2 dxˆ2. (2.109)
Finally, we appeal to Lemma 2.10: (2.108) implies that
kˆ∗1 = 0,
ζˆ2(xˆ2) =
√
2 c sin(pixˆ2), for some |c| = 1,
|kˆ∗1|2
∫ 1
0
|ζˆ2|2 dxˆ2 +
∫ 1
0
|∂2ζˆ2|2 dxˆ2 = pi2.
In view of (2.106), (2.107) and (2.109), this is in contradiction to the assumption
that one of the three properties (2.103), (2.104) or (2.105) is violated. 
Proof of Theorem 2.2.
The argument is indirect. Assume the statement were not true. Then there exists a
sequence of numbers (dν , tν , `ν) such that (2.81) holds, and a corresponding sequence
(k∗1,ν , ζ
∗
ν ) of minimisers such that one of the following conditions is violated:
|k∗1,ν | →
(pi
2
)2/3
(2.110)∫
ˆ˜Ω
|ζˆ∗ν (ˆ˜x)−
√
2 c sin(pixˆ2)|2 dˆ˜x → 0, for some |c| = 1 (2.111)
Rˆ(k∗1,ν , ζ∗ν ) → 3
(pi
2
)4/3
. (2.112)
Lemma 2.11 implies in particular that the minimum of the Γ–limit (2.95) is finite.
According to the construction part of Proposition 2.2, it follows that lim supν↑∞
Rˆ(k∗1,ν , ζ∗ν ) is finite. According to Corollary 2.4, there thus exists (kˆ∗1, ζˆ∗2 ) ∈ R ×
L2((0, 1)) such that for a subsequence (which we do not distinguish in notation)
kˆ∗1,ν → kˆ∗1 (2.113)∫
ˆ˜Ω
|ζˆ∗ν (ˆ˜x)− ζˆ∗2 (xˆ2)|2 dˆ˜x → 0, (2.114)
which is just the notion of convergence (2.96) in the Γ–convergence.
The Γ–convergence of Proposition 2.2 implies that, cf. [9],
(kˆ∗1, ζˆ
∗
2 ) ∈ R×H10 ((0, 1)) is a minimiser of (2.95), (2.115)
and that
Rˆ(kˆ∗1,ν , ζˆ∗ν ) → |kˆ∗1|2
∫ 1
0
|ζˆ∗2 |2 dxˆ2 +
1
2|kˆ∗1|
∫ 1
0
|∂ˆ2ζˆ∗2 |2 dxˆ2. (2.116)
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Finally, we appeal to Lemma 2.11: (2.115) implies that
kˆ∗1 =
(pi
2
)2/3
,
ζˆ2(xˆ2) =
√
2 c sin(pixˆ2), for some |c| = 1,
|kˆ∗1|2
∫ 1
0
|ζˆ2|2 dxˆ2 + 1
2|kˆ∗1|
∫ 1
0
|∂2ζˆ2|2 dxˆ2 = 3
(pi
2
)4/3
.
In view of (2.113), (2.114) and (2.116), this is in contradiction to the assumption
that one of the three properties (2.110), (2.111) or (2.112) is violated. 
2.2.6 Comparison with experiments
We return to the hypothesis that the concertina pattern evolves continuously out of
the oscillatory instability. In that case, the observed period wexp of the concertina
pattern would be the frozen–in length scale (2.48) of the unstable mode. First
of all, expression (2.48) is consistent with the experimentally observed trends, see
Figures 2.5 and 2.6: The width of the domains in the concertina pattern increases
for increasing sample width ` while it decreases for increasing sample thickness t.
Figure 2.5: Concertina pattern for different widths, courtesy of R. Scha¨fer, IfW
Dresden
Figure 2.6: Concertina pattern for different thicknesses, courtesy of R. Scha¨fer, IfW
Dresden
We have compared wexp to w
∗ for eight experiments pictured in [17]. These experi-
ments cover a substantial range of the non–dimensional parameters t/d and `/d, see
Table 2.2.6. We find a deviation by a factor 0.5− 0.7.
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t
d
`
d
wexp
d
w∗
d
w∗
wexp
8 4000 1200 586 0.49
48 8000 700 512 0.73
60 3600 540 279 0.52
10 2000 500 347 0.69
8 2800 800 462 0.56
8 7000 1700 851 0.50
It has to be emphasized that the concertina pattern is not a ground state but a
metastable state and, as such, not a global minimizer of the energy functional,
but merely a local one. Experimental evidence for this fact is given by coarsening
phenomena, as seen in Figure 2.7. The concertina pattern for one fixed sample is
shown in two stages of its development. In the second stage the domain structure
has coarsened by fusion of different domains. This effect may explain the deviation
between the period of oscillation of the unstable mode and the experimental results.
Figure 2.7: Coarsening of the concertina pattern, courtesy of R. Scha¨fer, IfW Dres-
den
2.3 A subcritical bifurcation
In this section, we renormalise the energy in Regime III and identify a scaling limit
that includes the dominant nonlinearity. In order to preserve translation invariance
while working with a finite volume, we impose a convenient periodicity L in the
infinite x1–direction:
m(x1 + L, x2, x3) = m(x1, x2, x3).
This yields a well–defined energy functional E
E(m) = d2
∫
(0,L)×(0,`)×(0,t)
|∇m|2 dx+
∫
(0,L)×R2
|∇um|2 dx
+2hext
∫
(0,L)×(0,`)×(0,t)
m1 dx, (2.117)
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where um inherits the periodicity of m in x1.
In order to find the scaling limit, we will have to rescale not only length but also
amplitudes (m2,m3), thus combining a magnification around m
∗ in the energy land-
scape with the asymptotic Regime III, all in the framework of Γ–convergence. We
rescale length as in Subsection 2.2.2, while the new element of rescaling (m2,m3)
will be motivated now. For m ≈ m∗ = (1, 0, 0), we have
m1 =
√
1−m22 −m23 ≈ 1− 12(m22 +m23).
As we expect the m3–component to be strongly suppressed by the penalisation of
surface charges, we have
m1 ≈ 1− 12m22. (2.118)
The magnetisation component m2 will be rescaled in such a way as to balance the
two contributions to the volume charge distribution ∇ ·m, i.e.,
∂1m1
(2.52),(2.118)≈ −
(
t
d2`2
)1/3
∂ˆ1(
1
2
m22) and ∂2m2
(2.52)
=
1
`
∂ˆ2m2.
This leads to
(m2,m3) = ε
1/2(mˆ2, mˆ3), cf. (2.53). (2.119)
The external field is measured in units of the critical field, and for the energy (2.117)
we subtract E(m∗) and normalise appropriately:
hext =
(
dt
`2
)2/3
hˆext, E − 2hextL`t =
(
d8t2
`
)1/3
Eˆ. (2.120)
We are left with four nondimensional parameters, ε and δ from (2.53) and also Lˆ
and hˆext. In order to end up with a finite volume in the limit, we are forced to
assume
Lˆ ∼ 1 and likewise hˆext ∼ 1. (2.121)
This means that L is of the order of the oscillation period w∗; we think of L as being
a large, but O(1) multiple of w∗, where according to (2.52), Lˆ is defined as
L =
(
d2`2
t
)1/3
Lˆ.
We note that in this section we make use of the combined Fourier series and trans-
form as defined in (1.3).
We now state the main result of this section:
Theorem 2.3. Fix an Mˆ ∼ 1. The variational problem of minimising
Eˆ subject to |m|2 = 1 and
∫
(0,Lˆ)×(0,1)×(0,1)
|m−m∗|2 dxˆ = εMˆ2 (2.122)
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Γ–converges in the regime described by (2.54) and (2.121) under weak convergence
for (mˆ2, mˆ3) in L
2((0, Lˆ)× (0, 1)× (0, 1))2 to the variational problem of minimising
Eˆ0 :=
∫
(0,Lˆ)×(0,1)
(∂ˆ1mˆ2)
2 dxˆ′ +
1
2
∫
(0,Lˆ)×R
∣∣∣|∂ˆ1|−1/2 (−∂ˆ1(12mˆ22) + ∂ˆ2mˆ2)∣∣∣2 dxˆ′
−hˆext
∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′, subject to
∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′ = Mˆ2, (2.123)
if (mˆ2, mˆ3) is of the form (mˆ2(xˆ
′), 0) and Eˆ0 = +∞ if it is not of this form.
Here |∂ˆ1|−1/2 denotes the operator with Fourier symbol |kˆ1|−1/2. The expression
−∂ˆ1(12mˆ22) + ∂ˆ2mˆ2 is to be understood distributionally where mˆ2 is zero outside
of R × (0, `). As in the linear stability analysis, this imposes edge–pinning, i.e.,
mˆ2(xˆ2 = 1) = mˆ2(xˆ2 = 0) = 0 in a weak sense.
We note that Eˆ0 interpolates between a linear regime and a highly nonlinear wall
regime.
• For dominant ∂ˆ2mˆ2, Eˆ0 is close to the Γ–limit (2.95) of the Hessian, integrated
over frequencies kˆ1:
Eˆ0 ≈
∫
2pi
Lˆ
Z
(
kˆ21
∫ 1
0
mˆ22 dxˆ2 +
1
2|kˆ1|
∫ 1
0
(∂ˆ2mˆ2)
2 dxˆ2 − hˆext
∫ 1
0
mˆ22 dxˆ2
)
dkˆ1,
thus this is expected to be a good description near the bifurcation.
• For dominant −∂ˆ1(12mˆ22), Eˆ0 is close to a 1–D model for small–angle thin–film
Ne´el walls normal to xˆ1, integrated over xˆ2:
Eˆ0 ≈
∫ 1
0
(∫ Lˆ
0
(∂ˆ1mˆ2)
2dxˆ1 +
1
2
∫ Lˆ
0
∣∣∣|∂ˆ1|1/2(12mˆ22)∣∣∣2 dxˆ1 − hˆext ∫ Lˆ
0
mˆ22 dxˆ1
)
dxˆ2.
(2.124)
We will analyse this model to some extent in the next chapter.
2.3.1 Compactness
In this subsection, we establish the compactness result which is necessary for the
proof of the lower semicontinuity part of the Γ–convergence. First of all, we recall
the definition of the vertical average of a quantity f :
〈f〉 = 1
t
∫ t
0
f dx3 =
∫ 1
0
f dxˆ3.
Proposition 2.3. Let the sequences {εν}ν↑∞, {δν}ν↑∞ converge to zero. Let Lˆ, hˆext
be given. Consider a sequence {mν : R3 7→ S2}ν↑∞ of vector fields that are L–periodic
in x1, supported in x2 ∈ [0, `ν ], x3 ∈ [0, tν ], such that
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
|mν −m∗|2 dxˆ, Eˆ(mν) bounded for ν ↑ ∞. (2.125)
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Then
lim
ν↑∞
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
|mν − (1, 〈mν,2〉, 〈mν,3〉)|2 dxˆ = 0, (2.126)
lim
ν↑∞
∫
(0,Lˆ)×(0,1)
〈mˆν,3〉2 dxˆ′ = 0, (2.127)
{〈mˆν,2〉}ν↑∞ is compact in L2((0, Lˆ)× (0, 1)). (2.128)
The first lemma shows that the exchange energy is strong enough to force m to stay
close to (1, 〈m2〉, 〈m3〉) in the L2–topology. It proves part (2.126) of Proposition 2.3.
Lemma 2.12. In regime (2.54),∫
(0,Lˆ)×(0,1)×(0,1)
|m−m∗|2 dxˆ . ε and Eˆ . 1 (2.129)
imply ∫
(0,Lˆ)×(0,1)×(0,1)
|m− (1, 〈m2〉, 〈m3〉)|2 dxˆ . ε3/2 + δ2ε. (2.130)
Proof of Lemma 2.12.
For notational convenience, we write
∫
dxˆ for the integral
∫
(0,Lˆ)×(0,1)×(0,1) dxˆ and∫
dxˆ′ for the integral
∫
(0,Lˆ)×(0,1) dxˆ
′. We start by observing that∣∣∣∣hˆext ∫ ε−1(m1 − 1)dxˆ∣∣∣∣ . 1. (2.131)
Indeed, since hˆext ∼ 1, cf. (2.121), it suffices to show
∫ |m1 − 1| dxˆ . ε. To this
purpose, we observe that due to |m|2 = 1,
|m1 − 1|
 = 1−
√
1−m22 −m23 ≤ m22 +m23 for m1 ≥ 0
≤ (m1 − 1)2 for m1 ≤ 0
 ,
and thus by assumption (2.129),∫
|m1 − 1| dxˆ ≤
∫
|m−m∗|2 dxˆ . ε.
This establishes (2.131).
We now argue that∫
|∂ˆ1m|2 dxˆ . ε,
∫
|∂ˆ2m|2 dxˆ . 1,
∫
|∂ˆ3m|2 dxˆ . δ2ε. (2.132)
Indeed, if we neglect the nonnegative stray–field contribution, we find after rescaling
according to (2.52) and (2.120),
Eˆ ≥
∫ (
ε−1|∂ˆ1m|2 + |∂ˆ2m|2 + δ−2ε−1|∂ˆ3m|2
)
dxˆ+ 2hˆext
∫
ε−1(m1 − 1) dxˆ.
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Now (2.132) follows from (2.131) and our assumption Eˆ . 1, cf. (2.129).
We now establish that ∫ (〈m2〉4 + 〈m3〉4) dxˆ′ . ε3/2. (2.133)
We treat only them2–component, since the argument form3 is identical. We remark
that (2.133) follows from (2.132) in its x3–averaged form, i.e.,∫
(∂ˆ1〈m2〉)2 dxˆ′ ≤
∫
(∂ˆ1m2)
2 dxˆ . ε,∫
(∂ˆ2〈m2〉)2 dxˆ′ ≤
∫
(∂ˆ2m2)
2 dxˆ . 1,
and ∫
〈m2〉2 dxˆ′ ≤
∫
m22 dxˆ
(2.129)
. ε,
via the interpolation estimate∫
〈m2〉4 dxˆ′ .
(∫
(∂ˆ1〈m2〉)2 dxˆ′ +
∫
〈m2〉2 dxˆ′
)
×
(
ε1/2
∫
(∂ˆ2〈m2〉)2 dxˆ′ + ε−1/2
∫
〈m2〉2 dxˆ′
)
. (2.134)
The interpolation estimate (2.134) is easily established. We start with∫
〈m2〉4 dxˆ′ ≤
∫ 1
0
sup
xˆ1
〈m2〉2 dxˆ2
∫ Lˆ
0
sup
xˆ2
〈m2〉2 dxˆ1. (2.135)
On the one hand for fixed xˆ1, the follwing estimate on the unit length interval
xˆ2 ∈ [0, 1] holds for all ε . 1:
sup
xˆ2
〈m2〉2 . ε1/2
∫ 1
0
(∂ˆ2〈m2〉)2 dxˆ2 + ε−1/2
∫ 1
0
〈m2〉2 dxˆ2,
and thus∫ Lˆ
0
sup
xˆ2
〈m2〉2 dxˆ1 . ε1/2
∫
(∂ˆ2〈m2〉)2 dxˆ′ + ε−1/2
∫
〈m2〉2 dxˆ′. (2.136)
On the other hand, since Lˆ ∼ 1, cf. (2.121), we have for fixed xˆ2
sup
xˆ1
〈m2〉2 .
∫ Lˆ
0
(∂ˆ1〈m2〉)2 dxˆ1 +
∫ Lˆ
0
〈m2〉2 dxˆ1,
and thus ∫ 1
0
sup
xˆ1
〈m2〉2 dxˆ2 .
∫
(∂ˆ1〈m2〉)2 dxˆ′ +
∫
〈m2〉2 dxˆ′. (2.137)
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The interpolation inequality (2.134) now follows from inserting (2.136) and (2.137)
into (2.135).
We now argue that (2.130) holds at least where m1 is nonnegative:∫
{m1≥0}
(m1− 1)2 dxˆ+
∫ (
(m2 − 〈m2〉)2 + (m3 − 〈m3〉)2
)
dxˆ . ε3/2+ δ2ε. (2.138)
Indeed, because of |m|2 = 1, we have in the case of m1 ≥ 0
(m1 − 1)2 ≤ (m1 + 1)2(m1 − 1)2 = (1−m21)2 = (m22 +m23)2 ≤ 2(m42 +m43).
Thus, (2.138) follows once we show∫
m42 + (m2 − 〈m2〉)2 dxˆ . ε3/2 + δ2ε, (2.139)
and a similar statement on m3. Since m
2
2 ≤ |m|2 = 1, we have
m42 . 〈m2〉4 + (m2 − 〈m2〉)4 . 〈m2〉4 + (m2 − 〈m2〉)2,
so that (2.139) is a consequence of (2.133), i.e.,
∫ 〈m2〉4 dxˆ′ . ε3/2 and (2.132), via
Poincare´’s estimate in xˆ3 ∈ [0, 1],∫
(m2 − 〈m2〉)2 dxˆ′ .
∫
(∂ˆ3m2)
2 dxˆ . δ2ε.
Finally, we shall turn to the missing term in (2.138):∫
{m1≤0}
(1−m1)2 dxˆ . ε3/2 + δ2ε. (2.140)
Obviously, (2.130) is just the sum of (2.138) and (2.140). To establish (2.140), we
choose a smooth η = η(〈m1〉) with the property
η = 1 for 〈m1〉 ≤ 1
4
and η = 0 for 〈m1〉 ≥ 1
2
. (2.141)
Note that we have for the 2–D Lebesgue measure w.r.t. xˆ′
L2(supp η(〈m1〉))
(2.141)
≤ L2({〈m1〉 < 12})
.
∫
(1− 〈m1〉)2 dxˆ′
≤
∫
(1−m1)2 dxˆ
(2.129)
. ε  1.
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Hence we have by the Sobolev–Poincare´ inequality [13, Theorem 3.16],∫
η(〈m1〉)2 dxˆ′ .
(∫
|∇ˆ′η(〈m1〉)| dxˆ′
)2
≤
∫
η′(〈m1〉)2 dxˆ′
∫
|∇ˆ′〈m1〉|2 dxˆ′, (2.142)
where η′ denotes the derivative of η w.r.t. 〈m1〉. According to (2.132),∫
|∇ˆ′〈m1〉|2 dxˆ′ ≤
∫ (
(∂ˆ1m1)
2 + (∂ˆ2m1)
2
)
dxˆ . 1.
Furthermore, we have on the one hand,∫
η(〈m1〉)2 dxˆ′
(2.141)
≥ L2({〈m1〉 ≤ 14}),
and on the other hand,∫
η′(〈m1〉)2 dxˆ′
(2.141)
. L2({1
4
≤ 〈m1〉 ≤ 12})
so that (2.142) turns into
L2({〈m1〉 ≤ 14}) . L2({14 ≤ 〈m1〉 ≤ 12}). (2.143)
We estimate the right–hand side of (2.143) by Poincare´’s estimate in xˆ3 ∈ [0, 1]
L2({1
4
≤ 〈m1〉 ≤ 12}) . L3({0 ≤ m1 ≤ 34}) +
∫
(m1 − 〈m1〉)2 dxˆ
.
∫
{m1≥0}
(m1 − 1)2 dxˆ+
∫
(∂ˆ3m1)
2 dxˆ
(2.138),(2.132)
. ε3/2 + δ2ε. (2.144)
We now address the left–hand side of (2.143):∫
{m1≤0}
(1−m1)2 dxˆ . L3({m1 ≤ 0})
. L2({〈m1〉 ≤ 14}) +
∫
(m1 − 〈m1〉)2 dxˆ
. L2({〈m1〉 ≤ 14}) +
∫
(∂ˆ3m1)
2 dxˆ
(2.132)
. L2({〈m1〉 ≤ 14}) + δ2ε. (2.145)
Finally, (2.145), (2.143) and (2.144) yield (2.140). 
We now turn to the stray–field contribution and specify the version of Lemma 2.2
we need in this section, which simply differs by the introduction of L–periodicity in
x1–direction
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Lemma 2.13.∫
(0,L)×R2
|∇um|2 dx
≥ t3
∫
2pi
L
Z×R
|F(σ′)|2
2t|k′|+ (t|k′|)2 dk
′
+t
∫
2pi
L
Z×R
|F(〈m3〉)− ik′ · F(〈(x3 − t2)m′〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk
′. (2.146)
The next lemma is a variant of Lemma 2.7, the proof of which we nevertheless give,
and which proves part (2.127) of Proposition 2.3.
Lemma 2.14. In regime (2.54),∫
(0,Lˆ)×(0,1)×(0,1)
|m−m∗|2 dxˆ . ε and Eˆ . 1
imply ∫
(0,Lˆ)×(0,1)
〈mˆ3〉2 dxˆ′ . δ2 + εδ.
Proof of Lemma 2.14.
We start by Lemma 2.3 for t `, which yields
t
∫
(0,L)×(0,`)
〈m3〉2 dx′
. t
∫
{t|k2|≤1}
|F(〈m3〉)|2 dk′ + t3
∫
(0,L)×(0,`)
(∂2〈m3〉)2 dx′. (2.147)
The second term in (2.147) can be estimated via Cauchy–Schwarz in x3 by the
exchange contribution:
t3
∫
(0,L)×(0,`)
(∂2〈m3〉)2 dx′ ≤
(
t
d
)2
d2
∫
(0,L)×(0,`)×(0,t)
|∇m|2 dx. (2.148)
For the first term in (2.147) we use Lemma 2.4 and have
t
∫
{t|k2|≤1}
|F(〈m3〉)|2 dk′ . t
∫
2pi
L
Z×R
min
{
1,
1
t2|k′|2
}
|F(〈m3〉)|2 dk′
+t3
∫
(0,L)×(0,`)
(∂1〈m3〉)2 dx′. (2.149)
The last term in (2.149) can once more be estimated via Cauchy–Schwarz
t3
∫
(0,L)×(0,`)
(∂1〈m3〉)2 dx′ ≤
(
t
d
)2
d2
∫
(0,L)×(0,`)×(0,t)
|∇m|2 dx, (2.150)
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while for the first term in (2.150) we make use of Lemma 2.13, which yields
t
∫
2pi
L
Z×R
|F(〈m3〉)− ik′ · F(〈(x3 − t2)m′〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk
′ ≤
∫
(0,L)×R2
|∇um|2 dx. (2.151)
We use (2.151) in the form
t
∫
2pi
L
Z×R
|F(〈m3〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk
′
≤ 2
∫
(0,L)×R2
|∇um|2 dx+ 2t
∫
2pi
L
Z×R
|k′|2|F(〈(x3 − t2)m′〉)|2
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 dk
′. (2.152)
Since
12
t2|k′|2 ≥
1
1 + 1
2
t|k′|+ 1
12
(t|k′|)2 & min
{
1,
1
t2|k′|2
}
,
(2.152) yields
t
∫
2pi
L
Z×R
min
{
1,
1
t2|k′|2
}
|F(〈m3〉)|2 dk′
.
∫
(0,L)×R2
|∇um|2 dx+ 1
t
∫
(0,L)×(0,`)
|〈(x3 − t2)m′〉|2 dx′. (2.153)
The last term in (2.153) can be estimated via Cauchy–Schwarz and Poincare´:
1
t
∫
(0,L)×(0,`)
|〈(x3 − t2)m′〉|2 dx′ =
1
t
∫
(0,L)×(0,`)
|〈(x3 − t2)(m′ − 〈m′〉)〉|2 dx′
≤ t
12
∫
(0,L)×(0,`)
〈|m′ − 〈m′〉|2〉 dx′
=
1
12
∫
(0,L)×(0,`)×(0,t)
|m′ − 〈m′〉|2 dx
. t2
∫
(0,L)×(0,`)×(0,t)
|∂3m′|2 dx
≤
(
t
d
)2
d2
∫
(0,L)×(0,`)×(0,t)
|∇m|2 dx. (2.154)
Inserting (2.154) into (2.153) yields
t
∫
2pi
L
Z×R
min
{
1,
1
t2|k′|2
}
|F(〈m3〉)|2 dk′
.
(
1 +
(
t
d
)2)(
d2
∫
(0,L)×(0,`)×(0,t)
|∇m|2 dx+
∫
(0,L)×R2
|∇um|2 dx
)
.(2.155)
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We now collect (2.148), (2.150) and (2.155):
t
∫
(0,l)×(0,`)
〈m3〉2 dx′
.
(
1 +
(
t
d
)2)(
d2
∫
(0,L)×(0,`)×(0,t)
|∇m|2 dx+
∫
(0,L)×R2
|∇um|2 dx
)
=
(
1 +
(
t
d
)2)(
E − 2hext
∫
(0,L)×(0,`)×(0,t)
m1 dx
)
. (2.156)
This is the unrescaled version of∫
(0,Lˆ)×(0,1)
〈mˆ3〉2 dxˆ′
.
(
εδ + δ2
)(
Eˆ − 2hˆext
∫
(0,Lˆ)×(0,1)×(0,1)
ε−1(m1 − 1) dxˆ
)
.
It remains to evoke (2.131). 
The following lemma shows that 〈m2〉, which has been identified as the crucial
quantity in Lemmata 2.12 and 2.14, is compact.
Lemma 2.15. Let {εν}ν↑∞, {δν}ν↑∞ ⊂ (0,∞) and {mν : R3 7→ S2}ν↑∞ be as in
Proposition 2.3. Then {〈mˆ2,ν〉}ν↑∞ is compact in L2((0, Lˆ)× (0, 1)).
Proof of Lemma 2.15.
We will derive the compactness statement from the following ingredients:
〈mˆ2,ν〉 is bounded in L2((0, Lˆ)× (0, 1)) (2.157)
∂ˆ1〈mˆ2,ν〉 is bounded in L2((0, Lˆ)× (0, 1)) (2.158)
ε−1ν ∂ˆ1〈m1,ν〉 is bounded in L1((0, Lˆ)× (0, 1)) (2.159)
ε−1ν ∂ˆ1〈m1,ν〉+ ∂ˆ2〈mˆ2,ν〉 is compact in H−1((0, Lˆ)× (0, 1)). (2.160)
In view of mˆ2,ν = ε
−1/2
ν m2,ν , (2.157) follows from the first item in (2.125) and
Cauchy–Schwarz in x3. Similarly, (2.158) is a consequence of the first item in (2.132)
(which itself follows from (2.125)) and Cauchy–Schwarz in x3. For (2.159) we need
the following argument: Differentiating |mν |2 = 1 w.r.t. x1, we obtain the identity
∂ˆ1m1,ν = (1−m1,ν) ∂ˆ1m1,ν −m2,ν ∂ˆ1m2,ν −m3,ν ∂ˆ1m3,ν ,
and thus by Cauchy–Schwarz,∫
|∂ˆ1m1,ν | dxˆ .
(∫
|mν −m∗|2 dxˆ
∫
|∂ˆ1mν |2 dxˆ
)1/2 (2.125),(2.132)
. εν .
It remains to invoke
∫ |∂ˆ1〈m1,ν〉| dxˆ′ ≤ ∫ |∂ˆ1m1,ν | dxˆ.
2.3. A SUBCRITICAL BIFURCATION 51
We finally address (2.160), that is, the compactness of the averaged in–plane diver-
gence
σˆ′ν = ε
−1
ν ∂ˆ1〈m1,ν〉+ ∂ˆ2〈mˆ2,ν〉. (2.161)
in H−1. For our purposes, the most suitable formulation of this statement is on the
Fourier side. We recall that on the rescaled level, cf. (1.3),
Fˆ(f)(kˆ′) = 1√
2piLˆ
∫
(0,Lˆ)×R
exp(ikˆ′ · xˆ′) f dxˆ′ for kˆ′ = (kˆ1, kˆ2) ∈ 2pi
Lˆ
Z× R,
(2.162)
and ∫
2pi
Lˆ
Z×R
dkˆ′ :=
∑
kˆ1∈ 2pi
Lˆ
Z
∫
R
dkˆ2.
We shall show that there exists a function 2pi
Lˆ
Z× R 3 kˆ′ 7→ Fˆ(σˆ′)(kˆ′) such that for
a subsequence
lim
ν↑∞
∫
2pi
Lˆ
Z×R
1
1 + |kˆ′|2 |Fˆ(σˆ
′
ν)− Fˆ(σˆ′)|2 dkˆ′ = 0. (2.163)
Using the lower bound on the stray–field contribution from Lemma 2.13 and ne-
glecting the nonnegative exchange contribution, we find after rescaling according to
(2.52) and (2.120):
Eˆ(mν) ≥
∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′
+2hˆext
∫
(0,Lˆ)×(0,1)×(0,1)
ε−1ν (m1,ν − 1) dxˆ.
In view of (2.125) and (2.131), this implies∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′ . 1. (2.164)
Furthermore we note that
Fˆ(σˆ′ν)(kˆ′) =
1√
2piLˆ
∫
(0,Lˆ)×(0,1)
exp(ikˆ′ · xˆ′)ε−1ν ∂ˆ1〈m1,ν〉 dxˆ′
− ikˆ2√
2piLˆ
∫
(0,Lˆ)×(0,1)
exp(ikˆ′ · xˆ′)〈mˆ2,ν〉 dxˆ′,
and thus
∂kˆ2Fˆ(σˆ′ν)(kˆ′) =
i√
2piLˆ
∫
(0,Lˆ)×(0,1)
exp(ikˆ′ · xˆ′) xˆ2 ε−1ν ∂ˆ1〈m1,ν〉 dxˆ′
+
kˆ2√
2piLˆ
∫
(0,Lˆ)×(0,1)
exp(ikˆ′ · xˆ′) xˆ2 〈mˆ2,ν〉 dxˆ′.
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We conclude, in view of (2.157) and (2.159),
|Fˆ(σˆ′ν)(kˆ′)|+ |∂kˆ2Fˆ(σˆ′ν)(kˆ′)|
≤ 2√
2piLˆ
∫
(0,Lˆ)×(0,1)
|ε−1ν ∂ˆ1〈m1,ν〉| dxˆ′ + 2|kˆ2|
(∫
(0,Lˆ)×(0,1)
〈mˆ2,ν〉2 dxˆ′
)1/2
is bounded for ν ↑ ∞. Thus there exists a continuous 2pi
Lˆ
Z × R 3 kˆ′ 7→ Fˆ(σˆ′)(kˆ′)
such that for a subsequence
lim
ν↑∞
Fˆ(σˆ′ν)(kˆ′) = Fˆ(σˆ′)(kˆ′) locally uniformly in kˆ′ ∈
2pi
Lˆ
Z× R. (2.165)
In order to establish (2.163), in view of (2.165), it remains to show that
lim sup
M↑∞, ν↑∞
∫
{|k′|≥M}
1
1 + |kˆ′|2 |Fˆ(σˆ
′
ν)− Fˆ(σˆ′)|2 dkˆ′ = 0. (2.166)
Since
1
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
↑ 1
2|kˆ1|
as ν ↑ ∞,
it follows from (2.164), (2.165), and Fatou’s Lemma∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′ ≤
∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′)|2
2|kˆ1|
dkˆ′ < ∞, (2.167)
so that∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)− Fˆ(σˆ′)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′ is bounded as ν ↑ ∞. (2.168)
We now observe that for |kˆ′| ≥M and εν ≤ 1,
1
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
≥ 12
M
+ δν
1
1 + |kˆ′|2 ,
so that ∫
{|kˆ′|≥M}
1
1 + |kˆ′|2 |Fˆ(σˆ
′
ν)− Fˆ(σˆ′)|2 dkˆ′
≤
(
2
M
+ δν
)∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)− Fˆ(σˆ′)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′.
According to (2.168), this yields (2.166).
2.3. A SUBCRITICAL BIFURCATION 53
The argument that (2.157)–(2.160) yield the compactness of {〈mˆ2,ν〉}ν↑∞ is a clas-
sical compensated compactness result, in the sense that the strong equicontinuity
properties of {〈mˆ2,ν〉}ν↑∞ in xˆ1 compensate the weak equicontinuity properties in
xˆ2. In view of (2.157), we may assume that there exists mˆ2 ∈ L2 such that
〈mˆ2,ν〉 ⇀ mˆ2 weakly in L2. (2.169)
Again, we pass to the Fourier side to express strong convergence: We have to show
that Fˆ(〈mˆ2,ν〉) converges to Fˆ(mˆ2) in L2(dkˆ′). Since 〈mˆ2,ν〉 is supported in xˆ2 ∈
[0, 1], (2.169) automatically yields for all kˆ′
|Fˆ(〈mˆ2,ν〉)(kˆ′)|2 ≤
∫
(0,Lˆ)×(0,1)
〈mˆ2,ν〉2 dxˆ′,
Fˆ(〈mˆ2,ν〉)(kˆ′) → Fˆ(mˆ2)(kˆ′).
Hence it remains to show that, uniformly in ν, high frequencies do not carry much
energy, i.e.,
lim sup
ν↑∞,M↑∞
∫
{|kˆ′|>M}
|Fˆ(〈mˆ2,ν〉)|2 dkˆ′ = 0. (2.170)
We note that in frequency space, (2.161) translates into
ik2 Fˆ(〈mˆ2,ν〉) = Fˆ(fν) + Fˆ(σˆ′ν), where fν := −ε−1ν ∂ˆ1〈m1,ν〉, (2.171)
and (2.158) and (2.159) turn into∫
2pi
Lˆ
Z×R
kˆ21|Fˆ(〈m2,ν〉)|2 dkˆ′ is bounded for ν ↑ ∞, (2.172)
sup
kˆ′
|Fˆ(fν)|2 is bounded for ν ↑ ∞. (2.173)
For arbitrary
M2  M1  1, (2.174)
we note∫
{|kˆ1|>M1}∪{|kˆ2|>M2}
|Fˆ(〈mˆ2,ν〉)|2 dkˆ′
≤
∫
{|kˆ1|>M1}
|Fˆ(〈mˆ2,ν〉)|2 dkˆ′ +
∫
{|kˆ1|≤M1}∩{|kˆ2|>M2}
|Fˆ(〈mˆ2,ν〉)|2 dkˆ′
(2.171)
. 1
M21
∫
{|kˆ1|>M1}
kˆ21|Fˆ(〈mˆ2,ν〉)|2 dkˆ′
+
∫
{|kˆ1|≤M1}∩{|kˆ2|>M2}
1
kˆ22
|Fˆ(fν)|2 dkˆ′ +
∫
{|kˆ1|≤M1}∩{|kˆ2|>M2}
1
kˆ22
|Fˆ(σˆ′ν)|2 dkˆ′
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(2.174)
. 1
M21
∫
2pi
Lˆ
Z×R
kˆ21|Fˆ(〈mˆ2,ν〉)|2 dkˆ′ + sup
kˆ′
|Fˆ(fν)|2
∫
{|kˆ1|≤M1}∩{|kˆ2|>M2}
1
kˆ22
dkˆ′
+
∫
{|kˆ1|≤M1}∩{|kˆ2|>M2}
1
1 + |kˆ′|2 |Fˆ(σˆ
′
ν)|2 dkˆ′
. 1
M21
∫
2pi
Lˆ
Z×R
kˆ21|Fˆ(〈mˆ2,ν〉)|2 dkˆ′ +
M1
M2
sup
kˆ′
|Fˆ(fν)|2
+
∫
2pi
Lˆ
Z×R
1
1 + |kˆ′|2 |Fˆ(σˆ
′
ν)− Fˆ(σˆ′)|2 dkˆ′ +
∫
{|kˆ2|>M2}
1
1 + |kˆ′|2 |Fˆ(σˆ
′)|2 dkˆ′.
Choosing M2 =M  1 and M1 =M1/3 in the above, we obtain∫
{|kˆ′|>M}
|Fˆ(〈mˆ2,ν〉)|2 dkˆ′
. 1
M2/3
∫
2pi
Lˆ
Z×R
kˆ21|Fˆ(〈mˆ2,ν〉)|2 dkˆ′ +
1
M2/3
sup
kˆ′
|Fˆ(fν)|2
+
∫
2pi
Lˆ
Z×R
1
1 + |kˆ′|2 |Fˆ(σˆ
′
ν)− Fˆ(σˆ′)|2 dkˆ′ +
∫
{|kˆ′|>M}
1
1 + |kˆ′|2 |Fˆ(σˆ
′)|2 dkˆ′.
(2.175)
Now (2.175) shows that (2.170) follows from (2.163), (2.167), (2.172) and (2.173).

2.3.2 Lower–semicontinuity part in the Γ–convergence
In this subsection, we establish the lower semicontinuity part of the Γ–convergence
to be proved. We formulate it in
Proposition 2.4. Let {εν}ν↑∞, {δν}ν↑∞ ⊂ (0,∞) converge to zero. Let Lˆ and hˆext
be given. Let {mν : R3 7→ S2}ν↑∞ be a sequence of vector fields that are L–periodic
in x1 and supported in x2 ∈ [0, `ν ], x3 ∈ [0, tν ] with
lim sup
ν↑∞
Eˆ(mν) < ∞.
Let (mˆ2, mˆ3) : R3 7→ R2 be such that
(mˆ2,ν , mˆ3,ν)⇀ (mˆ2, mˆ3) weakly in L
2((0, Lˆ)× (0, 1)× (0, 1)). (2.176)
Then (mˆ2, mˆ3) is of the form
(mˆ2, mˆ3) = (mˆ2(x
′), 0), (2.177)
and ∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′ = lim
ν↑∞
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
|mν −m∗|2 dxˆ, (2.178)
Eˆ0(mˆ2) ≤ lim inf
ν↑∞
Eˆ(mν). (2.179)
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Proof of Proposition 2.4.
We continue to use the notation
∫
dxˆ′ and
∫
dxˆ. We start with the argument for
(2.177). For this purpose we evoke part (2.126) of Proposition 2.3 in the form of
lim
ν↑∞
∫ (
(mˆ2,ν − 〈mˆ2,ν〉)2 + (mˆ3,ν − 〈mˆ3,ν〉)2
)
dxˆ = 0, (2.180)
and part (2.127) of Proposition 2.3,
lim
ν↑∞
∫
〈mˆ3,ν〉2 dxˆ′ = 0. (2.181)
Now (2.180) and (2.181) combine into
lim
ν↑∞
∫
|(mˆ2,ν , mˆ3,ν)− (〈mˆ2,ν〉, 0)|2 dxˆ = 0. (2.182)
By the standard lower semicontinuity of this nonnegative quadratic expression under
the weak convergence (2.176), (2.182) turns into∫
|(mˆ2, mˆ3)− (〈mˆ2〉, 0)|2 dxˆ = 0,
which is a reformulation of (2.177).
We now turn to (2.178). According to part (2.128) of Proposition 2.3, {〈mˆ2,ν〉}ν↑∞
is compact in L2((0, Lˆ), (0, 1)). Hence the weak convergence of {(mˆ2,ν , mˆ3,ν)}ν↑∞ in
L2((0, Lˆ)×(0, 1)×(0, 1))2, cf. (2.176), which yields weak convergence of {〈mˆ2,ν〉}ν↑∞
in L2((0, Lˆ)× (0, 1)), improves to strong convergence, i.e.,
〈mˆ2,ν〉 → mˆ2 in L2((0, Lˆ)× (0, 1)). (2.183)
For (2.178), we appeal to the triangle inequality∣∣∣∣∣
(
ε−1ν
∫
|mν −m∗|2 dxˆ
)1/2
−
(∫
mˆ22 dxˆ
′
)1/2∣∣∣∣∣
≤
(
ε−1ν
∫
|mν − (1, 〈m2,ν〉, 〈m3,ν〉)|2 dxˆ
)1/2
+
(∫
〈mˆ3,ν〉2dxˆ′
)1/2
+
(∫
(〈mˆ2,ν〉 − mˆ2)2 dxˆ′
)1/2
.
Hence, (2.178) follows from part (2.126) of Proposition 2.3, (2.181) and (2.183).
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We now address (2.179) and start with the observation that, due to Lemma 2.13,
Eˆ(mν) ≥
∫ (
ε−1ν |∂ˆ1mν |2 + |∂ˆ2mν |2 + ε−1ν δ−2ν |∂ˆ3mν |2
)
dxˆ
+
∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′
+2hˆext
∫
ε−1ν (m1,ν − 1) dxˆ
≥
∫
(∂ˆ1〈mˆ2,ν〉)2 dxˆ′
+
∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′
+2hˆext
∫
ε−1ν (〈m1,ν〉 − 1) dxˆ′, (2.184)
where
σˆ′ν := ε
−1
ν ∂ˆ1〈m1,ν〉+ ∂ˆ2〈mˆ2,ν〉 = ∂ˆ1
(
ε−1ν (〈m1,ν〉 − 1)
)
+ ∂ˆ2〈mˆ2,ν〉.
Hence, the main nonlinear ingredient is
ε−1ν (〈m1,ν〉 − 1) → −12mˆ22 in L1((0, Lˆ)× (0, 1)). (2.185)
We start by noticing that∫ ∣∣mˆ22,ν + mˆ23,ν − mˆ22∣∣ dxˆ
≤
∫
|(mˆ2,ν − mˆ2)(mˆ2,ν + mˆ2)| dxˆ+
∫
mˆ23,ν dxˆ
≤
[(∫
(mˆ2,ν − 〈mˆ2,ν〉)2 dxˆ
)1/2
+
(∫
(〈mˆ2,ν〉 − mˆ2)2 dxˆ′
)1/2]
×
[(∫
mˆ22,ν dxˆ
)1/2
+
(∫
mˆ22 dxˆ
′
)1/2]
+
∫
mˆ23,ν dxˆ.
Hence, (2.182) and (2.183) imply
lim
ν↑∞
∫ ∣∣mˆ22,ν + mˆ23,ν − mˆ22∣∣ dxˆ = 0.
Thus, for (2.185), it suffices to show that
lim
ν↑∞
∫ ∣∣ε−1ν (m1,ν − 1) + 12(mˆ22,ν + mˆ23,ν)∣∣ dxˆ = 0,
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which can be reformulated as
lim
ν↑∞
ε−1ν
∫
(0,Lˆ)×(0,1)×(0,1)
∣∣(m1,ν − 1) + 12(m22,ν +m23,ν)∣∣ dxˆ. (2.186)
We notice that, due to |mν |2 = 1,
(m1,ν − 1) + 12(m22,ν +m23,ν) = (m1,ν − 1) + 12(1−m21,ν) = −12(m1,ν − 1)2,
so that (2.186) follows from part (2.126) of Proposition 2.3. This establishes (2.185).
Setting σˆ′ := −∂ˆ1(12mˆ22) + ∂ˆ2mˆ2, we have
lim
ν↑∞
Fˆ(σˆ′ν)(kˆ′) = Fˆ(σˆ′)(kˆ′) for all kˆ′ ∈
2pi
Lˆ
Z× R. (2.187)
Indeed, this follows from the representation
Fˆ(σˆ′ν)(kˆ′) =
1√
2piLˆ
∫
(0,Lˆ)×R
exp(ikˆ′ · xˆ′)
(
∂ˆ1ε
−1
ν (〈m1,ν〉 − 1) + ∂ˆ2〈mˆ2,ν〉
)
dxˆ′
= − ikˆ1√
2piLˆ
∫
(0,Lˆ)×R
exp(ikˆ′ · xˆ′)ε−1ν (〈m1,ν〉 − 1) dxˆ′
− ikˆ2√
2piLˆ
∫
(0,Lˆ)×R
exp(ikˆ′ · xˆ′)〈mˆ2,ν〉 dxˆ′,
and the convergences stated in (2.185) and (2.183).
We are now ready to conclude on (2.179) based on the lower bound (2.184). From
(2.183) and standard lower semicontinuity, we obtain∫
(0,Lˆ)×(0,1)
(∂ˆ1mˆ2)
2 dxˆ′ ≤ lim inf
ν↑∞
∫
(0,Lˆ)×(0,1)
(∂ˆ1〈mˆ2,ν〉)2 dxˆ′.
Furthermore, (2.185) yields
−hˆext
∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′ = lim
ν↑∞
2hˆext
∫
(0,Lˆ)×(0,1)
ε−1ν (〈m1,ν〉 − 1) dxˆ′.
Finally, since
lim
ν↑∞
1
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
=
1
2|kˆ1|
for all kˆ′ ∈ 2pi
Lˆ
Z× R,
(2.187) yields by Fatou’s Lemma∫
2pi
Lˆ
Z×R
1
2|kˆ1|
|Fˆ(σˆ′)|2 dkˆ′ ≤ lim inf
ν↑∞
∫
2pi
Lˆ
Z×R
|Fˆ(σˆ′ν)|2
2
√
kˆ21 + εν kˆ
2
2 + δν(kˆ
2
1 + εν kˆ
2
2)
dkˆ′.

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2.3.3 Approximation by smooth functions
In this subsection we prove that admissible functions mˆ2 of finite energy Eˆ0 can be
approximated by smooth admissible functions {mˆ2,α}α↓0 in the energy topology, i.e.,
such that Eˆ0(mˆ2,α)→ Eˆ0(mˆ2). This is an important ingredient for the construction
of the recovery sequence in the proof of Γ–convergence. Because of the nonlinear
term ∂ˆ1(
1
2
mˆ22), the approximation argument is not obvious.
Before stating the approximation result in Proposition 2.5, we now make precise
what exactly we understand by admissible functions with finite energy Eˆ0. Consider
mˆ2 ∈ L2((0, Lˆ) × R), Lˆ–periodic in xˆ1 and with bounded support in x2, such that
(2.193) is finite. This means in particular that ∂ˆ1mˆ2 (which always exists as a
distribution, since mˆ2 is in particular locally integrable) is actually in L
2. Finiteness
of Eˆ0 also means that
σˆ := ∂ˆ2mˆ2 − ∂ˆ1(12mˆ22), (2.188)
which is well–defined as a distribution due to mˆ2 ∈ L2, has the property that
|∂ˆ1|−1/2σˆ (which is suitably defined with the help of Fourier series in xˆ1) is also in
L2. This implies in particular that in a distributional sense∫ Lˆ
0
σˆ dxˆ1 = 0 for all xˆ2 ∈ R. (2.189)
In view of (2.188) and the periodicity of mˆ22 in xˆ1, this yields in a distributional
sense
∂ˆ2
∫ Lˆ
0
mˆ2 dxˆ1 = 0.
Since mˆ2 has finite support in xˆ2, the latter implies∫ Lˆ
0
mˆ2 dxˆ1 = 0 for a.e. xˆ2 ∈ R. (2.190)
We now formulate the main result of this subsection:
Proposition 2.5. Let mˆ2 : R2 7→ R be Lˆ–periodic in xˆ1 with vanishing mean in
xˆ1 and supported in xˆ2 ∈ [0, 1] with mˆ2 ∈ L2((0, Lˆ) × (0, 1)). Let mˆ2,α denote the
convolution of mˆ2 with a Dirac sequence in α ↓ 0. Then
lim sup
α↓0
(∫
(0,Lˆ)×R
(∂ˆ1mˆ2,α)
2 dxˆ+
1
2
∫
(0,Lˆ)×R
∣∣|∂ˆ1|−1/2(− ∂ˆ1(12mˆ22,α) + ∂ˆ2mˆ2,α)∣∣2 dxˆ)
≤
∫
(0,Lˆ)×R
(∂ˆ1mˆ2)
2 dxˆ+
1
2
∫
(0,Lˆ)×R
∣∣|∂ˆ1|−1/2(− ∂ˆ1(12mˆ22) + ∂ˆ2mˆ2)∣∣2 dxˆ.
Since the nonlinearity involves Burgers’ operator −∂ˆ1(12mˆ22)+ ∂ˆ2mˆ2 (see also below),
one might think of a vanishing viscosity ansatz,
−∂ˆ1(12mˆ22,α) + ∂ˆ2mˆ2,α − α ∂ˆ21mˆ2,α = σˆ
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to construct an approximation {mˆ2,α}α↓0 of mˆ2. However, it is not clear to us how
to control the difference mˆ2,α − mˆ2 for this approach.
The following corollary will be helpful for the construction of a recovery sequence
in the next subsection.
Corollary 2.7. Let mˆ2 : R2 7→ R be Lˆ–periodic in xˆ1 with vanishing mean in xˆ1
and supported in xˆ2 ∈ [0, 1] with mˆ2 ∈ L2((0, Lˆ) × (0, 1)) and Eˆ0(mˆ2) < ∞. Then
there exists a sequence {mˆ2,ν : R2 7→ R}ν↑∞ of smooth functions, Lˆ–periodic in xˆ1,
with vanishing mean in xˆ1 and supported in xˆ2 ∈ [0, 1], such that
mˆ2,ν → mˆ2 in L2((0, Lˆ)× (0, 1)), (2.191)
lim sup
ν↑∞
Eˆ0(mˆ2,ν) ≤ Eˆ0(mˆ2). (2.192)
We start with some notational simplifications: For convenience we omit the hats
and the primes. We also notice that the main part of E0, i.e.,∫
(0,L)×R
(∂1m2)
2 dx+
1
2
∫
(0,L)×R
∣∣|∂1|−1/2(− ∂1(12m22) + ∂2m2)∣∣2 dx, (2.193)
scales under the change of variables
x1 = λ xˆ1, x2 = λ
3/2 xˆ2 and m2 = λ
−1/2 mˆ2.
Hence we may assume that L = 1. More precisely, the admissiblem2’s are 1–periodic
in x1 and have bounded support in x2. Also, we write
∫
dx for
∫
(0,1)×R dx.
We start with the following remark: If one identifies x2 with “time” and −x1 with
“space” (2.188), i.e.,
∂2m2 − ∂1(12m22) = σ (2.194)
can be read as the inviscid Burgers’ equation with a right hand side σ. This point
of view will motivate most of the subsequent analysis. We start by deriving what
are called entropy equations. For an introduction to the notion of entropy for scalar
conservation laws, see [24, Chapter 2.3]. Consider an “entropy” η = η(m2) and its
“entropy flux” q = q(m2) related by
q′(m2) = −m2 η′(m2). (2.195)
The entropy flux is defined such that for a smooth solution m2 of (2.194) one has
∂2η(m2) + ∂1q(m2) = η
′(m2)σ.
The following lemma shows that this remains true for our class of solutions under
appropriate growth conditions for η. It shows that the chain rule remains valid for
the class of considered functions.
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Lemma 2.16. Let the “entropy” η = η(m2) be smooth with
sup
m2
(|η′|+ |η′′|) < ∞ (2.196)
and q defined as in (2.195). Then we have for an m2 as in Corollary 2.7
∂2η(m2) + ∂1q(m2) = η
′(m2)σ distributionally. (2.197)
Proof of Lemma 2.16.
Notice that by m2 ∈ L2, the growth condition (2.196) on η, and thus on q in view of
(2.195), ensure that η(m2) and q(m2) are locally integrable. Hence the left–hand side
of (2.197) is well–defined distributionally. For an arbitrary test function ζ, the right–
hand side of (2.197) is to be read as 〈σ, η′(m2)ζ〉. This expression is well–defined,
since on the one hand
∫ ||∂1|−1/2σ|2 dx <∞ and thus a fortiori ∫ ||∂1|−1σ|2 dx <∞,
due to the periodicity in x1 and on the other hand m2, ∂1m2 ∈ L2 together with
(2.196) imply that ∂1(η
′(m2)ζ) ∈ L2.
As η can be recovered as the limit of linear combinations of convex η’s, we may
assume
η is convex. (2.198)
(In fact we will apply Lemma 2.16 only for convex η’s.) By the symmetry x2  −x2,
it is enough to establish the distributional inequality
∂2η(m2) + ∂1q(m2) ≥ η′(m2)σ.
So let a nonnegative test function ζ ∈ C∞0 (R2) be given. We would like to test
(2.194) with η′(m2)ζ. In order to carry this out, we need to regularize η′(m2)ζ in
x2, a technique we learned from [2]. Hence, we test (2.194) with
1
h
∫ x2
x2−h
η′(m2)ζ dy2 for h > 0.
It remains to investigate the three terms〈
∂2m2,
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
, (2.199)〈
∂1(
1
2
m22),
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
, (2.200)〈
σ,
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
, (2.201)
in the limit h ↓ 0. For (2.199), we note〈
∂2m2,
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
= −
∫
m2(x2)
1
h
(η′(m2(x2))ζ(x2)− η′(m2(x2 − h))ζ(x2 − h)) dx
=
∫
1
h
(m2(x2 + h)−m2(x2))η′(m2(x2))ζ(x2) dx.
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We observe that due to (2.198) and the nonnegativity of ζ,
1
h
(m2(x2 + h)−m2(x2))η′(m2(x2))ζ(x2) ≤ 1
h
(η(m2(x2 + h))− η(m2(x2)))ζ(x2),
so that the above turns into〈
∂2m2,
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
≤
∫
1
h
(η(m2(x2 + h))− η(m2(x2)))ζ(x2) dx
= −
∫
η(m2(x2))
1
h
(ζ(x2 + h)− ζ(x2)) dx.
Hence we obtain for the first term, as desired,
lim sup
h↓0
〈
∂2m2,
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
≤ −
∫
η(m2)∂2ζ dx = 〈∂2η(m2), ζ〉.
We now address the second term, (2.200). Because of m2 ∈ L2 and ∂1m2 ∈ L2, we
have
∂1(−12m22) = −m2∂1m2 ∈ L1,
so that 〈
∂1(−12m22), ζ
〉
=
∫
(−m2∂1m2)ζ dx. (2.202)
Since η′ is bounded, we have by definition (2.195) of q
∂1q(m2) = −m2η′(m2)∂1m2 ∈ L1,
so that
〈∂1q(m2), ζ〉 =
∫
(−m2η′(m2)∂1m2)ζ dx. (2.203)
We further note that (modulo subsequence)
lim
h↓0
1
h
∫ x2
x2−h
η′(m2)ζ dy2 = η′(m2)ζ a.e.,
so that by dominated convergence
lim
h↓0
〈
∂1(−12m22),
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
(2.202)
= lim
h↓0
∫
(−m2∂1m2) 1
h
∫ x2
x2−h
η′(m2)ζ dy2 dx
=
∫
(−m2∂1m2)η′(m2)ζ dx
(2.203)
= 〈∂1q(m2), ζ〉.
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Finally, we turn to the last term, (2.201). We note that because of m2, ∂1m2 ∈ L2,
we have
lim
h↓0
∫ ∣∣∣∣∂1(1h
∫ x2
x2−h
η′(m2)ζdy2 − η′(m2)ζ
)∣∣∣∣2 dx = 0,
which by
∫ ||∂1|−1σ|2dx <∞ immediately implies
lim
h↓0
〈
σ,
1
h
∫ x2
x2−h
η′(m2)ζ dy2
〉
= 〈σ, η′(m2)ζ〉.

The main consequence of Lemma 2.16 is the following estimate of m2:
Lemma 2.17. We have for any m2 as in Corollary 2.7
esssupx2
∫ 1
0
m22 dx1 .
(∫
(∂1m2)
2 dx
∫
||∂1|−1/2σ|2 dx
)1/2
, (2.204)∫
m42 dx .
(∫
(∂1m2)
2 dx
)3/2(∫
||∂1|−1/2σ|2 dx
)1/2
. (2.205)
Proof of Lemma 2.17.
We first argue in favour of (2.204). Formally, (2.204) follows from choosing η(m2) =
1
2
m22 in Lemma 2.16 and integrating over x1 and x2. Since this η violates the growth
condition (2.196), we need an approximation argument. For any M < ∞, the
entropy
ηM(m2) =
{
1
2
m22 for |m2| ≤M
Mm2 − 12M2 for |m2| ≥M
}
is admissible in Lemma 2.16 (after appropriate smoothing near |m2| = M). Inte-
grating (2.197) over x1 yields, due to the periodicity of
1
2
m22 in x1,
d
dx2
∫ 1
0
ηM(m2)dx1 =
∫ 1
0
η′M(m2)σ dx1 distributionally in x2. (2.206)
We note that the right–hand side of (2.206) even makes sense in a pointwise way, as∫
R
∣∣∣∣∫ 1
0
η′M(m2)σ dx1
∣∣∣∣ dx2
(2.206)
≤
(∫
|∂1(η′M(m2))|2dx
∫
||∂1|−1σ|2dx
)1/2
. esssupm2|η′′M |
(∫
|∂1m2|2dx
∫
||∂1|−1/2σ|2 dx
)1/2
≤
(∫
|∂1m2|2dx
∫
||∂1|−1/2σ|2 dx
)1/2
(2.207)
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Since m2 has compact support in x2, we conclude from (2.206) and (2.207) that
esssupx2
∫ 1
0
ηM(m2)dx1 ≤
∫
R
∣∣∣∣ ddx2
∫ 1
0
ηM(m2)dx1
∣∣∣∣ dx2
.
(∫
|∂1m2|2dx
∫
||∂1|−1/2σ|2 dx
)1/2
.
We now evoke the monotone convergence principle in order to obtain (2.204) in the
limit M ↑ ∞.
In view of (2.190), we have for a.e. x2 ∈ R,
esssupx1m
2
2 .
∫ 1
0
(∂1m2)
2dx1,
and thus ∫
R
esssupx1m
2
2 dx2 .
∫
(∂1m2)
2 dx. (2.208)
In order to obtain (2.205), it remains to combine (2.204) with (2.208):∫
m42 dx ≤
∫
R
(∫ 1
0
m22 dx1
)
esssupx1m
2
2 dx2
≤
(
esssupx2
∫ 1
0
m22 dx1
)(∫
R
esssupx1m
2
2 dx2
)
(2.204),(2.208)
.
(∫
(∂1m2)
2 dx
)3/2(∫
||∂1|−1/2σ|2 dx
)1/2
.

Proof of Proposition 2.5.
Let the subscript α denote convolution with the Dirac sequence under consideration.
Because of the standard inequalities∫
(∂1m2,α)
2 dx ≤
∫
(∂1m2)
2 dx,∫
||∂1|−1/2(−∂1(12m22)α + ∂2m2,α)|2 dx ≤
∫
||∂1|−1/2(−∂1(12m22) + ∂2m2)|2 dx,
the statement of Proposition 2.5 follows from
lim sup
α↓0
{∫
||∂1|−1/2(−∂1(12m22,α) + ∂2m2,α)|2 dx
−
∫
||∂1|−1/2(−∂1(12m22)α + ∂2m2,α)|2 dx
}
≤ 0. (2.209)
Hence we need to estimate the commutator of mollification and quadratic nonlin-
earity. Indeed, by the triangle inequality, (2.209) follows from
lim
α↓0
∫
||∂1|−1/2(−∂1(12m22,α) + ∂1(12m22)α)|2 dx = 0. (2.210)
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Again, by the triangle inequality, we may split (2.210) into
lim
α↓0
∫
||∂1|1/2((12m22)α − 12m22)|2 dx = 0 (2.211)
lim
α↓0
∫
||∂1|1/2(12m22,α − 12m22)|2 dx = 0. (2.212)
A crucial ingredient in the sequel is the following estimate for two one–periodic
functions g and h of x1 with mean zero:∫ 1
0
||∂1|1/2(hg)|2 dx1
.
(∫ 1
0
h2 dx1
∫ 1
0
(∂1h)
2 dx1
∫ 1
0
g2 dx1
∫ 1
0
(∂1g)
2 dx1
)1/2
. (2.213)
We shall start by arguing that∫ 1
0
||∂1|1/2(hg)|2 dx1 . esssupx1g2
∫ 1
0
||∂1|1/2h|2dx1
+esssupx1h
2
∫ 1
0
||∂1|1/2g|2dx1. (2.214)
For this purpose we recall the characterisation of the homogeneous H1/2–norm as
trace–norm: ∫ 1
0
||∂1|1/2h|2 dx1 =
∫ ∞
0
∫ 1
0
(∂1h¯)
2 + (∂3h¯)
2 dx1 dx3, (2.215)
where h¯(x1, x3) is the unique decaying harmonic extension of h(x1) in the upper
half–plane {x3 > 0}. Then h¯g¯ is a (nonharmonic) extension of hg and we have by
the variational characterisation of harmonic functions and the maximum principle∫ 1
0
||∂1|1/2(hg)|2 dx1
(2.215)
=
∫ ∞
0
∫ 1
0
(∂1(hg))
2 + (∂3(hg))
2 dx1 dx3
≤
∫ ∞
0
∫ 1
0
(∂1(h¯g¯))
2 + (∂3(h¯g¯))
2 dx1 dx3
. esssupx1,x3 g¯
2
∫ ∞
0
∫ 1
0
(∂1h¯)
2 + (∂3h¯)
2 dx1 dx3
+ esssupx1,x3h¯
2
∫ ∞
0
∫ 1
0
(∂1g¯)
2 + (∂3g¯)
2 dx1 dx3
(2.215)
= esssupx1g
2
∫ 1
0
||∂1|1/2h|2 dx1 + esssupx1h2
∫ 1
0
||∂1|1/2g|2 dx1.
This establishes (2.214).
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We now turn to (2.213). It is a consequence of (2.214) and the following two obser-
vations (which hold for both h and g). Notice that
∫ 1
0
h dx1 = 0 implies that there
exists an x1 with h(x1) = 0 and thus h
2(x1) = 0, so that
esssupx1h
2 ≤
∫ 1
0
|∂1(h2)| dx1
= 2
∫ 1
0
|h ∂1h| dx1
.
(∫ 1
0
h2 dx1
∫ 1
0
(∂1h)
2 dx1
)1/2
. (2.216)
Observe further that by Cauchy–Schwarz in Fourier space,∫ 1
0
||∂1|1/2h|2 dx1 ≤
(∫ 1
0
h2 dx1
∫ 1
0
(∂1h)
2 dx1
)1/2
. (2.217)
Now (2.213) follows from inserting (2.216) and (2.217) into (2.214).
We now turn to (2.211). By the standard convolution argument, this follows from∫
||∂1|1/2(12m22)|2 dx < ∞. (2.218)
The finiteness of (2.218) is a consequence of the estimate∫
||∂1|1/2(12m22)|2 dx . esssupx2
∫ 1
0
m22 dx1
∫
(∂1m2)
2 dx (2.219)
and (2.204) in Lemma 2.17. The argument for (2.219) is at hand: After integration
in x2, it follows from∫ 1
0
||∂1|1/2(12m22)|2 dx1 .
∫ 1
0
m22 dx1
∫ 1
0
(∂1m2)
2 dx1,
which itself is a consequence of (2.213) for g = h = m2.
We finally turn to (2.212). In fact, we shall show that∫
||∂1|1/2(12m22,α − 12m22)|2 dx
. esssupx2
∫ 1
0
m22 dx1
(∫
(∂1m2)
2 dx
)1/2(∫
(∂1m2,α − ∂1m2)2 dx
)1/2
(2.220)
invoke (2.204) and the standard property of the convolution
lim
α↓0
∫
(∂1m2,α − ∂1m2)2 dx = 0.
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For (2.220), we apply (2.213) to g = 1
2
(mα +m) and h = mα −m, which yields∫ 1
0
||∂1|1/2(12m22,α − 12m22)|2 dx1
.
(∫ 1
0
(m2,α +m2)
2 dx1
∫ 1
0
(∂1m2,α + ∂1m2)
2 dx1
×
∫ 1
0
(m2,α −m2)2 dx1
∫ 1
0
(∂1m2,α − ∂1m2)2 dx1
)1/2
,
and thus by Cauchy–Schwarz in x2 and the triangle inequality,∫
||∂1|1/2(12m22,α − 12m22)|2 dx
.
(
esssupx2
∫ 1
0
(m2,α +m2)
2 dx1
∫
(∂1m2,α + ∂1m2)
2 dx
× esssupx2
∫ 1
0
(m2,α −m2)2 dx1
∫
(∂1m2,α − ∂1m2)2 dx
)1/2
.
(
esssupx2
∫ 1
0
m22,α dx1 + esssupx2
∫ 1
0
m22 dx1
)
×
(∫
(∂1m2,α)
2 dx+
∫
(∂1m2)
2 dx
)1/2(∫
(∂1m2,α − ∂1m2)2 dx
)1/2
. esssupx2
∫ 1
0
m22 dx1
(∫
(∂1m2)
2 dx
)1/2(∫
(∂1m2,α − ∂1m2)2 dx
)1/2
.

Proof of Corollary 2.7.
According to Proposition 2.5, the given function m2 can be smoothly approximated
by a convolution with a Dirac sequence. The corresponding approximations can be
called {m˜2,α}α. The support of the original function in x2 is changed to [−α, 1+α].
This can be amended by rescaling with an affine function:
m2,ν(x1, x2) := (1 + 2α)m˜2,α(x1, (1 + 2α)x2 − α),
where α = ν−1. The prefactor preserves a uniform scaling of the charge density:
σν = −∂1(12m22,ν) + ∂2m2,ν
= −(1 + 2α)2∂1(12m˜22,α) + (1 + 2α)2∂2m˜2,α
=: (1 + 2α)2σ˜α.
Likewise we obtain
(∂1m2,ν)
2 = (1 + 2α)2(∂1m˜2,α)
2
m22,ν = (1 + 2α)
2m˜22,α.
Thus we have
E0(m2,ν) = (1 + 2α)
3E0(m˜2,α).
The standard convolution argument for (2.191) and Proposition 2.5 for (2.192) con-
clude the proof. 
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2.3.4 Recovery sequence in Γ–convergence
In this subsection, we construct the recovery sequence for the Γ–convergence. The
construction of a recovery sequence can be carried out starting from a smooth func-
tion mˆ2, preceded by the approximation argument of the last section. The crucial
statement is given in the following proposition:
Proposition 2.6. Let mˆ2 : R2 7→ R be smooth, Lˆ–periodic in xˆ1, with vanishing
mean in xˆ1 and supported in xˆ2 ∈ [0, 1]. Then there exists a sequence {mν : R3 7→
S2}ν↑∞ of smooth vector fields that are L–periodic in x1 and supported in x2 ∈ [0, `ν ],
x3 ∈ [0, tν ], such that in the limit ν ↑ ∞,
(mˆ2,ν , mˆ3,ν) → (mˆ2, 0) in L2((0, Lˆ)× (0, 1)× (0, 1)), (2.221)∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′ = lim
ν↑∞
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
|mν −m∗|2 dxˆ, (2.222)
Eˆ0(mˆ2) ≥ lim sup
ν↑∞
Eˆ(mν). (2.223)
The construction of the recovery sequence can be generalised to nonsmooth functions
via the following corollary:
Corollary 2.8. Let mˆ2 : R2 7→ R be Lˆ–periodic in xˆ1 and supported in xˆ2 ∈ [0, 1]
with mˆ2 ∈ L2((0, Lˆ) × (0, 1)) and Eˆ0(mˆ2) < ∞. Then there exists a sequence
{mν : R3 7→ S2}ν↑∞, L–periodic in x1 and supported in x2 ∈ [0, `ν ], x3 ∈ [0, tν ], such
that (2.221), (2.222) and (2.223) are fulfilled.
Proof of Proposition 2.6.
In order to have |mν |2 = 1 and mν ≈ m∗, and in view of (2.119), we set
m1,ν(x) =
√
1− εν mˆ22(xˆ′), m2,ν(x) = ε1/2ν mˆ2(xˆ′) and m3,ν(x) ≡ 0,
(2.224)
where x and xˆ are related via (2.52). With this definition, statement (2.221) is
obvious. Statement (2.222) follows from
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
|mν −m∗|2 dxˆ
(2.224)
=
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
(m1,ν − 1)2 dxˆ+
∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′,
and
1
εν
∫
(0,Lˆ)×(0,1)×(0,1)
(m1,ν − 1)2 dxˆ (2.224)= 1
εν
∫
(0,Lˆ)×(0,1)
(√
1− εν mˆ22 − 1
)2
dxˆ′
≤ εν
4
∫
(0,Lˆ)×(0,1)
mˆ42 dxˆ
′
→ 0.
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We now turn to (2.223). First of all, recall the definition of Eˆ(mν) in (2.120), and
proceed separately for each energy contribution. The exchange contribution turns
into
Eˆex(mν)
(2.120)
=
(
`ν
d8νt
2
ν
)1/3
d2ν
∫
(0,L)×(0,`ν)×(0,tν)
|∇mν |2 dx
(2.224)
=
(
`ν
d8νt
2
ν
)1/3
d2νtν
∫
(0,L)×(0,`ν)
εν
1− εν mˆ22
|∇mˆ2|2 dx′
(2.52),(2.53)
=
∫
(0,Lˆ)×(0,1)
1
1− εν mˆ22
(
(∂ˆ1mˆ2)
2 + εν(∂ˆ2mˆ2)
2
)
dxˆ′.
Therefore, by dominated convergence we have
lim
ν↑∞
Eˆex(mν) =
∫
(0,Lˆ)×(0,1)
(∂ˆ1mˆ2)
2 dxˆ′.
We combine the additive constant E(m∗) = 2hextL`νtν with the Zeeman term, cf.
(2.120):
EˆZeeman(mν)
(2.120)
= 2hext
(
`ν
d8νt
2
ν
)1/3 ∫
(0,L)×(0,`ν)×(0,tν)
(m1,ν − 1) dx
(2.224)
= 2hext
(
`ν
d8νt
2
ν
)1/3
tν
∫
(0,L)×(0,`ν)
(√
1− εν mˆ22 − 1
)
dx′
≤ −hext
(
`ν
d8νt
2
ν
)1/3
tν
∫
(0,L)×(0,`ν)
εν mˆ
2
2 dx
′
(2.52),(2.53),(2.120)
= −hˆext
∫
(0,Lˆ)×(0,1)
mˆ22 dxˆ
′.
In order to treat the stray–field contribution, we use a variant of Lemma 2.1 suited
to our purposes:
Lemma 2.18. Let σ = σ(x′) be L–periodic in x1 with vanishing mean, and of
bounded support in x2. Let uσ = uσ(x) be L–periodic in x1, decaying in x2 and x3,
the continuously differentiable solution of
∆uσ(x
′, x3) =
{
σ(x′) for x3 ∈ (0, t)
0 else
}
. (2.225)
Then ∫
(0,L)×R2
|∇uσ|2 dx = t
∫
2pi
L
Z×R
|F(σ)|2
|k′|2
(
e−t|k
′| − 1 + t|k′|
t|k′|
)
dk′
≤ t
2
2
∫
( 2piL Z\{0})×R
|F(σ)|2
|k1| dk
′. (2.226)
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The inequality in (2.226) follows from
e−|k
′| − 1 + |k′|
|k′|3 ≤
1
2|k′| ≤
1
2|k1| .
Note that the wave numbers k1 = 0 do not contribute to the Fourier integral because
of our assumption on the mean of σ. 
We continue with the proof of Proposition 2.6. The charge density σν = σν(x
′)
scales as follows:
σν = ∂1m1,ν + ∂2m2,ν
(2.224)
= εν
(
− ∂1(
1
2
mˆ22)√
1− ενmˆ22
)
+
√
εν ∂2mˆ2
(2.52),(2.53)
=
(
d2ν
`4νtν
)1/3 [
− ∂ˆ1(
1
2
mˆ22)√
1− ενmˆ22
+ ∂ˆ2mˆ2
]
=:
(
d2ν
`4νtν
)1/3
σˆν . (2.227)
Note that
σˆν → σˆ = −∂ˆ1(12mˆ22) + ∂ˆ2mˆ2, (2.228)
uniformly with all derivatives. Hence we gather from (2.52):
|F(σν)(k′)|2 =
(
d4ν`ν
t2ν
)2/3
|Fˆ(σˆν)(kˆ′)|2, (2.229)
cf. (2.162) for the definition of the rescaled Fourier transform. Thus we obtain from
Lemma 2.18:
Eˆstray(mν) =
(
`ν
d8νt
2
ν
)1/3 ∫
(0,L)×R2
|∇uν |2 dx
≤
(
`ν
d8νt
2
ν
)1/3
t2ν
2
∫
( 2pi
L
Z\{0})×R
|F(σν)|2
|k1| dk
′
(2.229),(2.52),(2.53)
=
1
2
∫
( 2pi
Lˆ
Z\{0})×R
|Fˆ(σˆν)|2
|kˆ1|
dkˆ′.
It remains to argue that
lim
ν↑∞
∫
( 2pi
Lˆ
Z\{0})×R
|Fˆ(σˆν)|2
|kˆ1|
dkˆ′ =
∫
( 2pi
Lˆ
Z\{0})×R
|Fˆ(σˆ)|2
|kˆ1|
dkˆ′
=
∫
(0,Lˆ)×R
||∂ˆ1|−1/2σˆ|2 dxˆ′. (2.230)
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Indeed, by the triangle inequality and Plancherel, we have∣∣∣∣∣∣
(∫
( 2pi
Lˆ
Z\{0})×R
|Fˆ(σˆν)|2
|kˆ1|
dkˆ′
)1/2
−
(∫
( 2pi
Lˆ
Z\{0})×R
|Fˆ(σˆ)|2
|kˆ1|
dkˆ′
)1/2∣∣∣∣∣∣
≤
(∫
( 2pi
Lˆ
Z\{0})×R
|Fˆ(σˆν − σˆ)|2
|kˆ1|
dkˆ′
)1/2
≤
(
Lˆ
2pi
∫
2pi
Lˆ
Z×R
|Fˆ(σˆν − σˆ)|2 dkˆ′
)1/2
=
(
Lˆ
2pi
∫
(0,Lˆ)×(0,1)
(σˆν − σˆ)2 dxˆ′
)1/2
.
Hence (2.230) follows from (2.228). 
Proof of Corollary 2.8.
The idea is to approximate mˆ2 by smooth functions and apply Proposition 2.5. If the
smoothing process of Corollary 2.7 is marked by the index ν and the approximation
procedure of Proposition 2.5 by the index µ, we have
lim sup
µ↑∞
Eˆ(mν,µ) ≤ Eˆ0(mˆ2,ν) for fixed ν
lim sup
µ↑∞
Eˆ0(mˆ2,ν) ≤ Eˆ0(mˆ2).
It remains to choose an appropriate diagonal sequence in µ = µν . 
2.3.5 Subcriticality of the bifurcation
We shall now argue on the level of the scaling limit Eˆ0 that the bifurcation ocurring
at hext = hcrit is subcritical. Hence we cannot ascertain the existence of minimisers
by standard bifurcation theory.
Neglecting the hats, the scaling limit can be rewritten as
E0(m2) =
1
2
〈m2,Lm2〉+N3(m2,m2,m2) +N4(m2,m2,m2,m2)
−(hext − hcrit)
∫ 1
0
∫ L
0
m22 dx1 dx2,
where
1
2
〈u,Lv〉 =
∫ 1
0
∫ L
0
[
∂1u∂1v +
1
2
|∂1|−1/2∂2u|∂1|−1/2∂2v − hcrituv
]
dx1 dx2
(2.231)
N3(u, v, w) = −
∫ 1
0
∫ L
0
|∂1|−1/2∂2u|∂1|−1/2∂1(12vw) dx1 dx2
N4(r, u, v, w) = 1
2
∫ 1
0
∫ L
0
|∂1|−1/2∂1(12ru)|∂1|−1/2∂1(12vw) dx1 dx2.
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The linear operator L defined by the bilinear form (2.231) corresponds to the Γ–
limit of the Hessian for the critical external field, integrated in x1. Thus, it has the
following properties:
L ≥ 0 and kerL = span{cos(k∗1x1) sin(pix2)} =: span{m+2 };
cf. Lemma 2.11. For an asymptotic expansion, the contributions of lowest order
to E0 restricted onto the one–dimensional kernel of L, {tm+2 | t ∈ R}, have to be
calculated. It turns out that by symmetry
N3(m+2 ,m+2 ,m+2 ) = 0.
As the cubic term degenerates on kerL, one has to include a perturbation of higher
order in the asymptotic analysis; thus the ansatz is to restrict E0 onto {tm+2 +
t2m++2 | t ∈ R}, to neglect all terms o(t4) and to minimise in m++2 . This leads to an
Euler–Lagrange equation for m++2 , by variation
∀ζ : 0 = 〈ζ,Lm++2 〉+
(N3(ζ,m+2 ,m+2 ) +N3(m+2 , ζ,m+2 ) +N3(m+2 ,m+2 , ζ)) .
Integration by parts yields
0 = −2∂21m++2 − |∂1|−1∂22m++2 − 2hcritm++2
+|∂1|−1∂2∂1(12(m+2 )2) + (∂1∂2|∂1|−1m+2 )m+2
= −2∂21m++2 − |∂1|−1∂22m++2 − 2hcritm++2 −
pi
2
sin(2k∗1x1) sin(2pix2).
The solution is given by
m++2 =
1
10
(
2
pi
)1/3
sin(2k∗1x1) sin(2pix2).
Thus, the behaviour of Eˆ0 at the critical field in fourth order is given by
Eˆ0(tm
+
2 + t
2m++2 ) =
(
−1
2
〈m++2 ,Lm++2 〉+N4(m+2 ,m+2 ,m+2 ,m+2 )
)
t4 +O(t5)
=
(
− pi
40
+
3pi
128
)
t4 +O(t5)
= − pi
640
t4 +O(t5). (2.232)
Because of the negative quartic term in the energy, the bifurcation is subcritical.
This is due to cancellations of the charge density σ in the small. In fact, the
secondary modem++ lowers the energy; see Figure 2.8. Though the exchange energy
rises by the new spectral component, opposite charges are moved closer together,
s.t. the stray–field contribution is lowered. The second effect is stronger than the
first one, yielding a lower energy.
In spite of the subcriticality of the bifurcation, nontrivial local minimisers of con-
certina type exist near the former minimiser m0. This is due to the fact that the
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Figure 2.8: Improved dipolar charge screening
scaling limit Eˆ0 is coercive such that charge cancellations in the small have no
consequences in the large, cf. [8]. Numerical simulations, cf. [28], [8], show that
the bifurcating subcritical branch exhibits a turning point and thus the energy land-
scape and the bifurcation are of the form as seen in Figure 2.9, where the continuous
branch of local minimisers consists of concertina–type configurations.
〈mˆ22〉1/2
Eˆ
mˆ2
hˆcrit hˆext
Figure 2.9: Shape of the bifurcation
Chapter 3
Ne´el walls: High energy scaling
In this chapter, we focus on one of the two limiting behaviours of E0, as noted
in (2.124), namely a 1-D model for small angle Ne´el walls in thin films under the
influence of an external field. We assume the walls to form an array of periodicity
one in x1, neglect any dependence on x2 and arrive at
E0(m) =
∫ 1
2
− 1
2
|m′|2 dx+ 1
2
∫ 1
2
− 1
2
∣∣∣ ∣∣∣∣ ddx
∣∣∣∣1/2 (12 m2)∣∣∣2 dx− hext ∫ 12− 1
2
m2 dx.
We replace u := 1
2
m2 and have
E0(u) =
1
2
∫ 1
2
− 1
2
u′2
u
dx+
1
2
∫ 1
2
− 1
2
∣∣∣ ∣∣∣∣ ddx
∣∣∣∣1/2 u∣∣∣2 dx− 2hext ∫ 12− 1
2
u dx.
The conditions on u are as follows:
u(0) = 0, u(−x) = u(x), and u (x+ 1
2
)
= u(x), (3.1)
thus
E0(u) =
∫ 1
4
− 1
4
u′2
u
dx+
∫ 1
4
− 1
4
∣∣∣ ∣∣∣∣ ddx
∣∣∣∣1/2 u∣∣∣2 dx− 4hext ∫ 14− 1
4
u dx.
Because of periodicity and symmetry we make the ansatz
u(x) = u0 +
∑
n∈N
un cos(4pinx) =
∑
n∈N0
un cos(4pinx),
while the condition at x = 0 yields
0 = u0 +
∑
n∈N
un. (3.2)
Note that the coefficients un are real-valued.
We now state the main result of this chapter.
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Theorem 3.1. For hext > 8pi
2, we have the following estimate on the energy for an
array of small–angle Ne´el walls:
E0(m) ∼ −h
2
ext
2pi
ln
(
hext
2pi2
)
.
This result will follow immediately from a comparison of the lower bound given in
Theorem 3.2 and the upper bound given in Theorem 3.3
3.1 Lower bound
For a lower bound, it is necessary to gain a certain insight into the effect of each
energy contribution as well as the constraint. By means of the Fourier cosine repre-
sentation, we obtain immediate information about the last two energy contributions:
The Zeeman term favors a large mean value of u, while the stray–field contribution
holds oscillations at bay. The only communication between both energy contribu-
tions happens through the constraint (3.2). This communication is too weak, in that
it does not prevent singularities of solutions without the influence of the exchange
contribution, while the latter has a regularising effect on the problem.
3.1.1 Unboundedness without exchange
To illustrate the singular behaviour mentioned above, we consider the sum of stray–
field and Zeeman contributions only, neglect the fact that u has to be nonnegative
by construction and have in Fourier space
E˜0(u) :=
∫ 1
4
− 1
4
∣∣∣ ∣∣∣∣ ddx
∣∣∣∣1/2 u∣∣∣2 dx− 4hext ∫ 14− 1
4
u dx
= pi
∑
n∈N
nu2n − 2hext u0. (3.3)
Now we have
Lemma 3.1. The variational problem of minimising (3.3) under the constraint (3.2)
admits no solution in L∞.
Proof of Lemma 3.1:
If we take into account the constraint (3.2), we arrive at
2pi nun = λ
−2hext = λ
⇒ un = −hext
pi n
.
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Neglecting the constant component u0, the function u(x) is then calculated to be
u(x) = −hext
pi
∑
n∈N
cos(4pinx)
n
=
hext
pi
ln(2 sin(2pix)),
for 0 < x ≤ 1
4
, which has to be extended periodically to
u(x) =
hext
pi
ln(2| sin(2pix)|).
The function u diverges for x = k
2
, k ∈ Z, cf Figure 3.1, and the requirement that
u(0) vanish cannot be met for u ∈ L∞. 
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Figure 3.1: Solution to the singular problem, hext = 32pi
2
3.1.2 Introducing the exchange energy
Instead of turning our attention to the full problem, we will try to improve from
L∞–control by means of a different constraint:
0 =
∫ δ
−δ
u dx. (3.4)
This constraint is much stronger than (3.2), in that it immediately connects the
L1–norm to the H1/2–norm, as we prove in the following lemma.
Lemma 3.2. For 1
2
–periodic and symmetric functions u fulfilling (3.4) we have
2pi〈u〉2 ≤
(
3 + 2 ln
(
1
4piδ
))
||u||2
H˙1/2(I)
,
where I =
(−1
4
, 1
4
)
.
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Proof of Lemma 3.2:
As before, we work with the Fourier cosine representation, whereby (3.4) yields
0 = 2δ
[
u0 +
∑
n∈N
un
sin(4pinδ)
4pinδ
]
,
and we have
〈u〉2 = u20
=
(∑
n∈N
un
sin(4pinδ)
4pinδ
)2
≤
(
pi
∑
n∈N
nu2n
)(∑
n∈N
1
pin
sin2(4pinδ)
(4pinδ)2
)
=
(∑
n∈N
1
pin
sin2(4pinδ)
(4pinδ)2
)
||u||2
H˙1/2(I)
.
The prefactor is estimated as follows:∑
n∈N
1
pin
sin2(4pinδ)
(4pinδ)2
≤
∑
n∈N
1
pin
min{1, (4pinδ)2}
(4pinδ)2
≤ 1
pi
+
1
pi
∫ ∞
1
min{1, (4piδ)2x2}
(4piδ)2x3
=
1
pi
+
1
pi
∫ (4piδ)−1
1
dx
x
+
1
pi
∫ ∞
(4piδ)−1
dx
(4piδ)2x3
=
3
2pi
+
1
pi
ln
(
1
4piδ
)
.

Now we incorporate our improvised constraint (3.4) into the above estimate.
Corollary 3.1. For 1
2
–periodic and symmetric functions u we have
2pi
κδ
(
〈u〉 −
∫ δ
−δ
u dx
)2
≤ ||u||2
H˙1/2(I)
where I =
(−1
4
, 1
4
)
and κδ = 3 + 2 ln
(
1
4piδ
)
.
Proof of Corollary 3.1:
With the following notation:
u0 = u−
∫ δ
−δ
u dx,
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we have
〈u0〉 = 〈u〉 −
∫ δ
−δ
u dx
and
||u0||2
H˙1/2(I)
= ||u||2
H˙1/2(I)
.

In a third step, we replace the constraint by the exchange contribution.
Lemma 3.3. For a nonnegative function u satisfying u(0) = 0 we have∫ δ
−δ
u dx ≤ 4δ2
∫
I
|u′|2
u
dx,
where (−δ, δ) ⊂ I.
Proof of Lemma 3.3:
We have ∫ δ
−δ
u dx =
∫ δ
−δ
∫ x
0
u′(y) dy dx
≤
∫ δ
−δ
∫ δ
−δ
|u′(y)| dy dx
= 2δ
∫ δ
−δ
|u′| dx
≤ cδ
∫ δ
−δ
|u′|2
u
dx+
δ
c
∫ δ
−δ
u dx,
for arbitrary positive c. Thus∫ δ
−δ
u dx ≤ c
2δ
c− δ
∫
I
|u′|2
u
dx.
The sharpest bound is realized for c = 2δ, yielding∫ δ
−δ
u dx ≤ 4δ2
∫
I
|u′|2
u
dx.

Now we are in the position to give a first estimate for E0.
Lemma 3.4. For a nonnegative u as in (3.1) we have the following lower bound:
E0(u) ≥ −h2ext
κδ
2pi
+
(
1
4δ2
− 2hext
)∫ δ
−δ
u dx,
where κδ = 3 + 2 ln
(
1
4piδ
)
.
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Proof of Lemma 3.4:
By Lemma 3.3 and Corollary 3.1 we have for E0 that
E0(u) =
∫
I
|u′|2
u
dx+ ||u||2
H˙1/2(I)
− 2hext〈u〉
≥ 1
4δ2
∫ δ
−δ
u dx+
2pi
κδ
(
〈u〉 −
∫ δ
−δ
u dx
)2
− 2hext〈u〉
=
1
4δ2
∫ δ
−δ
u dx+
2pi
κδ
(
〈u〉2 − 2〈u〉
[∫ δ
−δ
u dx+ hext
κδ
2pi
]
+
[∫ δ
−δ
u dx
]2)
≥ 1
4δ2
∫ δ
−δ
u dx− h2ext
κδ
2pi
− 2hext
∫ δ
−δ
u dx.
The last estimate follows by minimisation in 〈u〉.

This finally enables us to give a lower bound.
Theorem 3.2. For a nonnegative u as in (3.1) and 2 < hext, we have:
E0(u) ≥ −h
2
ext
2pi
ln
(
hext
2pi2
)
− 3h
2
ext
2pi
.
Proof of Theorem 3.2:
By choice of
δ =
1√
8hext
in Lemma 3.4, we have
E0(u) ≥ −3h
2
ext
2pi
− h
2
ext
pi
ln
(√
8hext
4pi
)
= −h
2
ext
2pi
ln
(
hext
2pi2
)
− 3h
2
ext
2pi
.
The condition 2 < hext ensures that δ <
1
4
, as required in Lemma 3.3. 
3.2 Upper Bound
For an upper bound on the energy, we will make use of the insights gained in
Subsection 3.1.1. As magnetostatics and the Zeeman contribution have nice Fourier
representations, it seems in order to perform a modification on the level of the Fourier
coefficients of Subsection 3.1.1, which ensures that the corresponding function is
nonnegative. This can be done as follows:
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Lemma 3.5. Assume uδ has the following Fourier coefficients:
uδn = −
hext
pi
1
n
1
(1 + δ)n
, n ∈ N.
Then
uδ(x) =
hext
2pi
ln
(
1 +
4(1 + δ)
δ2
sin2(2pix)
)
.
Note that then uδ(0) = 0, which by (3.2) implies
uδ0 = −
∑
n∈N
uδn =
hext
pi
∑
n∈N
1
n
1
(1 + δ)n
=
hext
pi
ln
(
1 +
1
δ
)
. (3.5)
Proof of Lemma 3.5:
We have, cf. [14]:
−pi
n
1
(1 + δ)n
=
∫ pi
0
ln(1− 2(1 + δ) cos(x) + (1 + δ)2) cos(nx) dx
= 4pi
∫ 1
4
0
ln(1− 2(1 + δ) cos(4pix) + (1 + δ)2) cos(4pinx) dx
= 2pi
∫ 1
4
− 1
4
ln(δ2 + 4(1 + δ) sin2(2pix)) cos(4pinx) dx
= 2pi
∫ 1
4
− 1
4
ln
(
1 +
4(1 + δ)
δ2
sin2(2pix)
)
cos(4pinx) dx,
and thus
uδn =
2hext
pi
∫ 1
4
− 1
4
ln
(
1 +
4(1 + δ)
δ2
sin2(2pix)
)
cos(4pinx) dx.
Note that we have for n ∈ N:
uδn = 4u
δ
n
∫ 1
4
− 1
4
cos2(4pinx) dx
= 4
∑
m∈N0
uδm
∫ 1
4
− 1
4
cos(4pinx) cos(4pimx) dx
= 4
∫ 1
4
− 1
4
cos(4pinx)
[∑
m∈N0
uδm cos(4pimx)
]
dx
= 4
∫ 1
4
− 1
4
uδ(x) cos(4pinx) dx.

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For a connection between u and uδ in real space, note that
uδ(x) =
hext
2pi
[
ln
(
δ2 + 4(1 + δ) sin2(2pix)
)− ln (δ2)]
and that
lim
δ↓0
hext
2pi
ln
(
δ2 + 4(1 + δ) sin2(2pix)
)
=
hext
pi
ln(2| sin(2pix)|),
which is the solution for of the variational problem without exchange, not in L∞, as
calculated in Subsection 3.1.1. The second part of uδ is necessary for the condition
uδ(0) = 0 and diverges as δ → 0.
With the help of the Fourier coefficients, we can calculate both the stray–field and
the Zeeman contributions with some ease.
Lemma 3.6. The sum of stray–field and Zeeman contributions for uδ is
ESZ(u
δ) =
h2ext
pi
ln
(
δ
2 + δ
)
.
Proof of Lemma 3.6:
For the Zeeman energy we have with (3.5):
−4hext
∫ 1
4
− 1
4
uδ(x) dx = −2hext uδ0 = −
2h2ext
pi
ln
(
1 +
1
δ
)
.
The stray–field contribution amounts to:∫ 1
4
− 1
4
∣∣|∂1|−1/2uδ∣∣ dx = pi ∑
n∈N
n |uδn|2
=
h2ext
pi2
∑
n∈N
pi
n
1
(1 + δ)2n
= −h
2
ext
pi
ln
(
δ(2 + δ)
(1 + δ)2
)
.
The sum of both contributions yields the desired result:
ESZ(u
δ) = −h
2
ext
pi
ln
(
(1 + δ)2
δ2
δ(2 + δ)
(1 + δ)2
)
=
h2ext
pi
ln
(
δ
2 + δ
)

The exchange energy cannot be calculated in such a straightforward manner, yet as
we expect it to be of little effect, we only aim for an appropriate L∞ estimate. To
simplify notation, we adopt the following convention:
Cδ =
4(1 + δ)
δ2
,
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such that
uδ(x) =
hext
2pi
ln
(
1 + Cδ sin
2(2pix)
)
.
Then
(uδ)′(x) = 2hext
Cδ sin(2pix) cos(2pix)
1 + Cδ sin
2(2pix)
|(uδ)′(x)|2
|uδ(x)| = 8pi hext
C2δ sin
2(2pix) cos2(2pix)
[1 + Cδ sin
2(2pix)]2 ln
(
1 + Cδ sin
2(2pix)
)
lim
x→0
|(uδ)′(x)|2
|uδ(x)| = 8pi hextCδ.
Now we go for the estimate:
Lemma 3.7.
max
[0, 14 ]
|(uδ)′(x)|2
uδ(x)
= 8pi hextCδ.
Proof of Lemma 3.7:
With the redefinition:
y := Cδ sin
2(2pix) ∈ [0, Cδ],
we have to ascertain the nonnegativity of the difference:
∆(y) = 8pi hextCδ − 8pi hext y (Cδ − y)
(1 + y)2 ln(1 + y)
= 8pi hext
Cδ(1 + y)
2 ln(1 + y)− y (Cδ − y)
(1 + y)2 ln(1 + y)
This is equivalent to showing nonnegativity of the numerator
f(y) = Cδ (1 + y)
2 ln(1 + y)− y(Cδ − y),
as the denominator is positive on (0, Cδ], while ∆(0) = 0. For f(y) we have
f(0) = 0
f ′(y) = 2Cδ (1 + y) ln(1 + y) + y(Cδ + 2) ≥ 0 on (0, Cδ],
which completes the proof. 
We are now in the position to give an upper bound.
Theorem 3.3.
E0(u
δ) ≤ −h
2
ext
2pi
ln
(
hext
2pi2
)
+
h2ext
2pi
(1 + ln 4)− 4pihext
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Proof of Theorem 3.3.
Eδ0(u) = E0
(
uδ
)
= 2
∫ 1
4
0
|(uδ)′(x)|2
|uδ(x)| dx+
h2ext
pi
ln
(
δ
2 + δ
)
≤ 4pi hextCδ + h
2
ext
pi
ln
(
δ
2 + δ
)
= 16pi hext
1 + δ
δ2
+
h2ext
pi
ln
(
δ
2 + δ
)
,
A minimisation of this upper bound in δ yields:
0
!
= −16pi hext δ + 2
δ3
+
2h2ext
pi
1
δ(δ + 2)
δ = 2
√
8pi2√
hext −
√
8pi2
,
valid for hext > 8pi
2, the other solution being negative and thus not appropriate.
The corresponding upper bound on Eδ is
Eδ0(u) ≤ 16pihext
hext − 8pi2
32pi2
− h
2
ext
2pi
ln
(
hext
8pi2
)
= −h
2
ext
2pi
ln
(
hext
2pi2
)
+
h2ext
2pi
(1 + ln 4)− 4pihext.

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Figure 3.2: Trial function uδ for δ = 2, hext = 32pi
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Chapter 4
Vortex stability
In this chapter, we will investigate a variant of the Ginzburg–Landau energy without
magnetic fields for a magnetisationm : B1(0) 7→ B1(0), where we include a boundary
penalty as used in [20]
E(m) =
∫
B1(0)
[
1
2
|∇m|2 + 1
4δ2
(1− |m|2)2
]
dx+
1
2ε
∫
∂B1(0)
(m · ν)2 dH1.(4.1)
Thus we impose no Dirichlet boundary condition on m, in which we deviate from
the vast number of articles that follow the book by Bethuel, Brezis and He´lein, [4],
in which the boundary condition is that
m|∂B1(0) = g, g : ∂B1(0) 7→ S1. (4.2)
We will be interested in the case where δ  1 and ε  1| ln δ| . In fact, we will start
by studying
E0(m) =
∫
B1(0)
[
1
2
|∇m|2 + 1
4δ2
(1− |m|2)2
]
dx, m · ν = 0, (4.3)
which corresponds to the limit ε→ 0 and then consider the more general case (4.1),
for ε > 0. Our goal is to investigate the stability of the radially symmetric one–
vortex solution corresponding to this functional, first for the case (4.3), then for
(4.1).
For E0(m) with Dirichlet data g(θ) = eidθ of degree d ∈ N on ∂B1(0), it is known that
radially symmetric solutions exist, see [4]. We call such solutions central d–vortices.
They are unique, see [16]. The question of stability for such central d–vortices has
been addressed by several authors, and we briefly summarise the main results. Lieb
and Loss, [21], show that the radially symmetric solution is weakly stable for d = 1,
i.e., that the spectrum of the Hessian at the radial solution is bounded below by zero
for solutions of degree one. Mironescu, [25], shows that the spectrum of the Hessian
is strictly positive in the case of radial solutions of degree one, while it has negative
components for degree larger than one, if δ is small. In [22], Lin considers the same
problem for degree one and shows that that of the two relevant eigenvalues identified
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by Mironescu, see Section 4.3, one is bounded below by a constant independent of
the parameter δ, while the other one converges to zero with δ. Finally, in [23], Lin
considers the problem for perturbations of the radial solution of degree one on R2
in H10 (B1(0),C), and proves that the smallest eigenvalue converges to zero with δ
as O(| ln δ|−1). Moreover, he shows that the eigenfunctions corresponding to this
eigenvalue are close in L2 to the generators of translations of the radial solution.
We now motivate our version of the Ginzburg–Landau functional by a reduction of
the original micromagnetic energy
E(m) = d2
∫
Ω
|∇m|2 dx+
∫
R3
|∇U |2 dx (4.4)
to our case, in which the boundary penalty appears as a natural term.
4.1 Motivation and main result
In order to reduce the micromagnetic functional (4.4) to the one we intend to work
with, we will start from a thin–film cylinder
Ω = B1(0)× [0, t], with t 1,
where we nondimensionalise all lengths by the radius of the cylinder. We assume
that m does not vary in the thickness direction, i.e.,
m(x′, x3) = m(x′),
which implies that the stray–field contribution falls into three parts, due to in–plane
volume charges, lateral boundary charges and vertical boundary charges, respec-
tively. With m = (m′,m3), we have formally, cf. [19], that
E(m′,m3) = d2t
∫
B1(0)
(|∇′m′|2 + |∇′m3|2) dx′ + t2||∇′ ·m′||2H−1/2
+
t2| ln t|
2pi
∫
∂B1(0)
(m′ · ν ′)2 dH1 + t
∫
B1(0)
m23 dx
′.
We now simplify the functional by neglecting the Dirichlet integral of m3, which
changes the local structure of a vortex solution but is of little importance far from
the vortex location, see [15]. Now we use the fact that |m| = 1, thus |m′|2+m23 = 1,
and drop the primes:
E(m) = d2t
∫
B1(0)
|∇m|2 dx+ t2||∇ ·m||2H−1/2
+
t2| ln t|
2pi
∫
∂B1(0)
(m · ν)2 dH1 + t
∫
B1(0)
(1− |m|2) dx.
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We note that the divergence in the H−1/2–norm is the regular part of the distribu-
tional divergence, continued by zero outside of B1(0), i.e. (∇ ·m)χB1(0), while the
singular part is given by the boundary term. We rename
δ =
d√
2
,
and thus we may start from
E(m) = 2δ2t
∫
B1(0)
|∇m|2 dx+ t2||∇ ·m||2H−1/2
+
t2| ln t|
2pi
∫
∂B1(0)
(m · ν)2 dH1 + t
∫
B1(0)
(1− |m|2) dx,
divide by 4δ2t and arrive at
E(m) =
1
2
∫
B1(0)
|∇m|2 dx+ t
4δ2
||∇ ·m||2H−1/2
+
t| ln t|
8piδ2
∫
∂B1(0)
(m · ν)2 dH1 + 1
4δ2
∫
B1(0)
(1− |m|2) dx.
For the purpose of the stability analysis of the central vortex solution, we neglect
the divergence contribution. This can be done, as the central vortex solution is
divergence–free and thus still a stationary point of the functional with divergence
term, while the divergence contribution only has the effect to improve stability of
the central vortex solution. Then we rename
ε =
4piδ2
t| ln t|
and have
E(m) =
∫
B1(0)
[
1
2
|∇m|2 + 1
4δ2
(1− |m|2)
]
dx+
1
2ε
∫
∂B1(0)
(m · ν)2 dH1. (4.5)
Note that by the unit–length constraint on the original magnetisation, we are limited
to in–plane magnetisations with
m : B1(0) 7→ B1(0).
In order to incorporate this requirement without dealing with an extra constraint,
we modify the functional further by squaring the volume potential term without the
prefactor:
E(m) =
∫
B1(0)
[
1
2
|∇m|2 + 1
4δ2
(1− |m|2)2
]
dx+
1
2ε
∫
∂B1(0)
(m · ν)2 dH1.(4.6)
This is a variant of a model problem introduced by Moser, [26], where the difference
lies in the fact that the parameters δ and ε are independent of each other. Both δ
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and ε will stay fixed, be positive and not converge to zero. The case of tangential
boundary conditions, though, which we will also treat, corresponds to the limit
ε→ 0.
The main result of this chapter is the following theorem.
Theorem 4.1. Assume that the Rayleigh quotient of the Hessian of E(m) as given
in (4.6) evaluated at the central vortex solution m = m0 is bounded below as
1
| ln δ| for
variations with zero boundary data. Furthermore, assume that ε  1| ln δ| . Then the
central one–vortex solution is stable, in the sense that the Hessian of E(m) evaluated
at m = m0 is positive definite.
This theorem will follow immediately from Theorem 4.3. The assumption on the
lower bound for the Hessian in the case of zero boundary data will turn into assump-
tion (4.28). We emphasise the fact that this theorem differs from the aforementioned
results by including a boundary penalty which naturally results from a reduction of
the micromagnetic energy functional, and is thus more meaningful than a Dirichlet
boundary condition of unit length.
4.2 The central vortex solution
Before analysing the stability of the central vortex solution m0, we will collect some
qualitative properties of m0 itself. We start with the Euler–Lagrange equation for
(4.1):
∆m+
1
δ2
m(1− |m|2) = 0 in B1(0) (4.7)
∂νm+
1
ε
(m · ν)ν = 0 on ∂B1(0), (4.8)
and make the following ansatz for a central vortex
m0(r, ϕ) = i%(r)e
iϕ, %(0) = 0, (4.9)
which, when substituted into (4.7), yields
%′′(r) +
1
r
%′(r)− 1
r2
%(r) +
1
δ2
%(r)(1− %2(r)) = 0 (4.10)
and by (4.8), the boundary conditions
%(0) = 0 and %′(1) = 0. (4.11)
By the results of [16] there exists a monotonic increasing profile %δ(r), solving
%′′δ +
1
r
%′δ −
1
r2
%δ + %δ (1− %2δ) = 0 on
(
0,
1
δ
)
(4.12)
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with the corresponding boundary conditions
%δ(0) = 0 and %
′
δ
(
1
δ
)
= 0. (4.13)
We will show that such a profile can only exist for δ < 1. By continuation of the
profile %δ beyond r =
1
δ
, we know it to be one of the oscillating solutions lying below
the unique monotonic increasing solution of the problem
f ′′ +
1
r
f ′ − 1
r2
f + f (1− f 2), f(0) = 0, lim
r→∞
f(r) = 1.
Moreover we know it to assume its first local maximum at r = 1
δ
, which characterises
it completely, according to [16]. The function % is related to %δ by rescaling of the
argument, i.e. %δ
(
r
δ
)
= %(r).
We continue with an upper bound on the energy of m0, which is well–known in the
literature, but for which we give a proof for the commodity of the reader. Constants
C appearing in any of the proofs in this chapter are independent of δ, for δ small
enough.
Lemma 4.1. Let δ < 1. Then we have the following upper bound on the energy:
E(m0) ≤ pi| ln δ|+ C. (4.14)
Proof of Lemma 4.1.
We start with rewriting E(m0) in terms of %:
E(m0) =
∫
B1(0)
[
1
2
|∇m0|2 + 1
4δ2
(1− |m0|2)2
]
dx+
1
2ε
∫
∂B1(0)
(m0 · ν)2 dH1
= pi
∫ 1
0
[
%′2 +
1
r2
%2 +
1
2δ2
(1− %2)2
]
r dr =: E(%). (4.15)
Then we insert the following profile
%+(r) = min
{r
δ
, 1
}
.
As % minimises E(%), we obtain an upper bound by insertion of %+.
E(%) ≤ E(%+) = pi
∫ δ
0
[
2
δ2
+
1
2δ2
(
1− r
2
δ2
)2]
r dr + pi ln
1
δ
= pi
∫ 1
0
[
2 +
1
2
(1− x2)2
]
x dx+ pi ln
1
δ
= C + pi| ln δ|.

We are now in the position to prove bounds on %2(1):
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Lemma 4.2. Consider a monontonic increasing positive profile %.
(i) The profile can only exist for δ < 1, and
%2(1) ≤ 1− δ2.
(ii) The profile satisfies the lower bound
%2(1) ≥ 1− 2δ
√
C + | ln δ|.
Proof of Lemma 4.2:
(i) For the upper bound, we recall that % has a maximum at r = 1, which implies
0 = %′′(1) + %′(1)− %(1) + 1
δ2
%(1) (1− %2(1))
≤ −%(1) + 1
δ2
%(1) (1− %2(1))
=
1
δ2
%(1)
(
1− δ2 − %2(1)) . (4.16)
Positivity of %(1) in (4.16) implies the upper bound. Again, by positivity, we
deduce that δ < 1 is necessary.
(ii) Since %(r) is monotonic increasing, we have that
pi
4δ2
(1− %2(1))2 ≤ 1
4δ2
∫
B1(0)
(1− |m0|2)2 dx ≤ pi| ln δ|+ C.
Solving for %2(1) yields the result. 
We will improve on the lower bound in Corollary 4.1, after first collecting some more
information on %. The next lemma provides us with a comparison function.
Lemma 4.3. The radial profile % lies above the linear function
g(r) = %(1) r.
Proof of Lemma 4.3:
We note that g(r) fulfils the differential equation
g′′ +
1
r
g′ − 1
r2
g = 0,
while % has the same boundary data, yet fulfils
%′′ +
1
r
%′ − 1
r2
% = − 2
δ2
%(1− %2) < 0.
Thus we have by the maximum principle that g(r) ≤ %(r). 
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The last two lemmata enable us to find sets on which the profile %(r) is larger than
a given value, provided δ is small enough, a fact which we will need in the analysis
to follow.
Due to the upper bound from Lemma 4.1, we have energy concentration on a small
ball around the vortex location, i.e., the origin, see e.g., [18], which in turn yields
for some r0 > 0, which we may set to r0 =
1
4
for δ small enough:∫
B1(0)\Br0 (0)
|∇m0|2 dx ≤ C.
With this bound we can derive a pointwise bound on the squared gradient, due to
the fact that it is radially decreasing.
Lemma 4.4.
∂r|∇m0|2 < 0.
Proof of Lemma 4.4.
We differentiate and have
∂r|∇m0|2 =
(
%′2 +
1
r2
%2
)′
= 2%′%′′ +
2
r2
%%′ − 2
r3
%2
(4.10)
= −2
r
%′2 +
4
r2
%%′ − 2
r3
%2 − 2
δ2
%%′(1− %2)
= −2
r
(
%′ − 1
r
%
)2
− 2
δ2
%%′(1− %2)
< 0,
by monotonicity of % and % ≤ 1. 
With this and the above bound, we conclude that
|∇m0|2(r)|Br(0) \B 1
4
(0)| ≤
∫
Br(0)\B 1
4
(0)
|∇m0|2 dx ≤ C
⇒ |∇m0|2(r) ≤ C|Br(0) \B 1
4
(0)| (4.17)
This enables us to give bounds on the quantity
1
δ2
(1− %2(r)).
We will need these bounds for the proof of interior estimates and estimates up to
the boundary in Subsections 4.4.2 and 4.5.2. In order to achieve such bounds, we
prove the following lemma.
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Lemma 4.5. Let the following problem be given:
−δ2∆w + w = 0 on B1(0) \BR(0)
w = 1 on ∂BR(0)
∂rw = 0 on ∂B1(0)

Then a supersolution to this problem is given by
w+(r) = e
1
2δ
(r2−2r+2R−R2) = e
1
2δ
((r−1)2−(R−1)2)
for δ < 2R− 1.
Proof of Lemma 4.5.
First of all, the boundary data are fulfilled. Moreover, to show that w+ is a super-
solution, we note that
−δ2∆w+ + w+ = −δ2
(
(w+)′′ +
1
r
(w+)′
)
+ w+
= −δ2
(
(r − 1)2
δ2
+
1
δ
+
r − 1
rδ
)
w+ + w+
= w+
(
−(r − 1)2 − 2δ + δ
r
+ 1
)
= w+
(
2r − r2 − 2δ + δ
r
)
≥ w+(2R− 1− δ)
which is positive for δ < 2R− 1. 
We note that we need to have R > 1
2
for Lemma 4.5 to be meaningful. Thus we
restrict the following argument to radii in [2
3
, 1]. Now using Lemma 4.5, we can
bound 1
δ2
(1− %2(r)) from above.
Lemma 4.6. On the set {r | %(r) > 1√
2
} ∩ (2
3
, 1
]
, we have for δ small enough that
1
δ2
(1− %2(r)) ≤ C.
Proof of Lemma 4.6.
We define v := 1− |m0|2 = 1− %2(r), and have
−δ2∆v = −δ2∆(1− |m0|2)
= 2δ2∇ · (m0∇m0)
= 2δ2m0∆m0 − 2δ2|∇m0|2
(4.7)
= −2|m0|2(1− |m0|2) + 2δ2|∇m0|2
= −2%2v + 2δ2|∇m0|2
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which yields the equation
−δ2∆v + 2%2v = 2δ2|∇m0|2,
with v ≤ 1 and
∂rv(1) = ∂r(1− |m0|2)(1) = (1− %2)′(1) = −2%(1) %′(1) = 0.
If we restrict our attention to the set of radii for which %(r) ≥ 1√
2
and use the
estimate on the gradient, we have that
−δ2∆v + v ≤ Cδ2.
We now consider the function w− = v − Cδ2 and note that
−δ2∆w− + w− ≤ 0, with w−(r) ≤ 1 and ∂rw−(1) = 0.
Thus we can refer to Lemma 4.5 and choose R as the maximum of the radius for
which %(r) = 1√
2
and 2
3
. We now use our supersolution w+ for δ small enough and
r > R with a strictly negative exponent −µ(r) := (r − 1)2 − (R − 1)2. By Lemma
4.5 we have that
w−(r) ≤ w+(r)
v(r) ≤ Cδ2 + w+(r)
1
δ2
(1− %2(r)) ≤ C + 1
δ2
e−
µ(r)
2δ ,
which is bounded from above by a constant as long as we stay away from r = R, by
maximising the right–hand side in δ. Thus we have that
1
δ2
(1− %2(r)) ≤ C. (4.18)

Now we can give an improved lower bound on %2(1).
Corollary 4.1. For the profile %, we have the following improved lower bound:
%2(1) ≥ 1− C δ2.
Lemma 4.3 and Corollary 4.1 enable us to prove two further corollaries. The first
one is needed for the construction of suitable localisation functions in Section 4.4.3.
Corollary 4.2. For δ small enough it is possible to choose radii a < b < 1 such that
a < 1− 2δ and 3%2 − 1 ≥ 3
2
for r ≥ a,
while b− a and 1− b are bounded below by constants not depending on δ.
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Proof of Corollary 4.2.
To achieve the bound on 3%2−1, we combine Lemma 4.3 with Corollary 4.1. Thereby,
it suffices to have
3r2(1− Cδ2)− 1 ≥ 3
2
⇒ r ≥
√
5
6(1− Cδ2)
which is smaller than 1− 2δ for δ small enough.
Finally, we note that the radius a stays away macroscopically from r = 1 for small δ
(e.g., for Cδ2 < 1
12
we have the bound a <
√
10
11
), thus it is indeed possible to find a
radius b < 1 for which b− a and 1− b are bounded below by constants independent
of δ. 
The second corollary makes the set on which Lemma 4.6 is active more accessible:
Corollary 4.3. The interval [3
4
, 1] is contained in the set {%(r) > 1√
2
} ∩ (2
3
, 1] for δ
small enough.
Proof of Corollary 4.3:
We note that by Lemma 4.3 and Corollary 4.1, it suffices to have
r2(1− Cδ2) > 1
2
⇒ r >
√
1
2(1− Cδ2)
which is smaller than 3
4
for δ small enough. 
Thus we may consider the interval [3
4
, 1] for all future purposes in which bounds are
needed on 1
δ2
(1− %2).
4.3 Linearisation about the radial profile
In order to analyse the stability of the central vortex solution, we linearise the
Ginzburg–Landau energy (4.1) about this solution, i.e., we calculate the Hessian
D2E(m0)(ζ, ζ) =
∫
B1(0)
[
|∇ζ|2 − 1
δ2
|ζ|2(1− |m0|2) + 2
δ2
(m0 · ζ)2
]
dx
+
1
ε
∫
∂B1(0)
(ζ · ν)2 dH1, (4.19)
which is the quadratic form corresponding to the linearisation L of the Ginzburg–
Landau operator
Fm = ∆m+ 1
δ2
(1− |m|2)m
4.3. LINEARISATION ABOUT THE RADIAL PROFILE 93
about the central vortex solution
L ζ := ∆ζ +
1
δ2
(1− |m0|2)ζ − 2
δ2
(m0 · ζ)ζ, (4.20)
with boundary conditions
0 = ∂νζ +
1
ε
(ζ · ν) ν. (4.21)
We now examine the behaviour of the Hessian more closely, by a Fourier expansion
in the polar angle. We have
ζ =
∑
k∈Z
ζk(r) e
ikϕ, (4.22)
and note that
ζ · ν = 1
2
(
ζ¯ν + ζν¯
)
=
1
2
∑
k∈Z
(
ζ¯ke
−ikϕeiϕ + ζkeikϕe−iϕ
)
=
1
2
∑
k∈Z
(
ζ¯ke
i(1−k)ϕ + ζkei(k−1)ϕ
)
=
1
2
∑
k∈Z
(
ζ¯1−k + ζk+1
)
eikϕ∫ 2pi
0
(ζ · ν)2 dϕ = pi
2
∑
k∈Z
|ζ¯1−k + ζk+1|2 (4.23)
ζ · ieiϕ = i
2
(
ζ¯eiϕ − ζe−iϕ)
=
i
2
∑
k∈Z
(
ζ¯1−k − ζk+1
)
eikϕ∫ 2pi
0
(ζ · ieiϕ)2 dϕ = pi
2
∑
k∈Z
|ζ¯1−k − ζk+1|2. (4.24)
Substituting (4.22), (4.23) and (4.24) into (4.19) yields
Q(ζ) :=
1
2pi
D2E(m0)(ζ, ζ)
=
∑
k∈Z
∫ 1
0
r
[
|ζ ′k|2 +
k2
r2
|ζk|2 − 1
δ2
|ζk|2(1− %2) + %
2
2δ2
|ζ¯1−k − ζk+1|2
]
dr
+
1
4ε
∑
k∈Z
|ζ¯1−k(1) + ζk+1(1)|2.
We note that the terms for k+1 and 1−k are coupled, whereby we have the following
decomposition of Q(ζ) into disjoint quadratic forms:
Q(ζ) = Q(ζ1) +
∑
k∈N
Q(ζk+1, ζ1−k) =: Q0 +
∑
k∈N
Qk,
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with
Q0 =
∫ 1
0
r
[
|ζ ′1|2 +
1
r2
|ζ1|2 − 1
δ2
|ζ1|2(1− %2) + %
2
2δ2
|ζ1 − ζ¯1|2
]
dr+
1
4ε
|ζ¯1(1)+ζ1(1)|2
and
Qk =
∫ 1
0
r
[
|ζ ′k+1|2 + |ζ ′1−k|2 +
(k + 1)2
r2
|ζk+1|2 + (1− k)
2
r2
|ζ1−k|2
− 1
δ2
(|ζk+1|2 + |ζ1−k|2)(1− %2) + %
2
δ2
|ζ¯1−k − ζk+1|2
]
dr
+
1
2ε
|ζ¯1−k(1) + ζk+1(1)|2.
We now replace the ζk by
Ak = ζ¯1−k − ζk+1 and Bk = ζ¯1−k + ζk+1,
whereby
Q0 =
∫ 1
0
r
[1
4
(|A′0|2 + |B′0|2) +
1
4r2
(|A0|2 + |B0|2)
− 1
4δ2
(|A0|2 + |B0|2)(1− %2) + %
2
2δ2
|A0|2
]
dr +
1
4ε
|B0(1)|2
and
Qk =
∫ 1
0
r
[1
2
(|A′k|2 + |B′k|2) +
k2 + 1
2r2
(|Ak|2 + |Bk|2)− 2k
r2
Re(AkBk)
− 1
2δ2
(|Ak|2 + |Bk|2)(1− %2) + %
2
δ2
|Ak|2
]
dr +
1
2ε
|Bk|2(1)
≥
∫ 1
0
r
[1
2
(|A′k|2 + |B′k|2) +
(k − 1)2
2r2
(|Ak|2 + |Bk|2)
− 1
2δ2
(|Ak|2 + |Bk|2)(1− %2) + %
2
δ2
|Ak|2
]
dr +
1
2ε
|Bk(1)|2
=: Q˜k.
Note that Q˜2 = 2Q0. Therefore, positivity of Q0 implies positivity of Q˜2. Further-
more, note that Q˜k ≤ Q˜k+1. Thus positivity of Q0 implies positivity of Q˜k, k ≥ 2.
Finally, this implies positivity of Qk, k ≥ 2. Following T.-C. Lin, [22], we can relate
the eigenvalues λk of Q to the different Qk, by minimisation over
V0 =
{
(A0, B0)
∣∣∣ (B0 − A0)(r)eiϕ ∈ H1(B1(0),C), ∫ 1
0
r(|A0|2 + |B0|2) dr = 1
}
in the case of Q0 and
Vk =
{
(Ak, Bk)
∣∣∣ (Bk − Ak)(r)ei(k+1)ϕ + (A¯k + B¯k)ei(1−k)ϕ ∈ H1(B1(0),C),∫ 1
0
r(|Ak|2 + |Bk|2) dr = 1
}
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in the case of Qk. By direct comparison of the functionals in their ζ–version, we
have at once that
λ1 < λ2 < λ3 < ... (4.25)
Thus our interest lies in λ0 and λ1, as λ0 and λ1 bound the λk, k ≥ 2 from below.
One of the two eigenvalues λ0 and λ1 is the lowest eigenvalue of Q.
We note at this point that for purposes of minimisation we can assume both Ak
and Bk to be real–valued and nonnegative, else they can be replaced by |Ak| and
|Bk|. We further note that the difference between tangential boundary conditions,
i.e., ε = 0, and boundary penalty, i.e., ε > 0, lies in the fact that the boundary
conditions for the variations Ak and Bk are different. We always have Neumann
boundary conditions on the Ak:
• For ε = 0, the boundary conditions (4.3) translate into
A′k(1) = 0 and Bk(1) = 0. (4.26)
• For ε > 0, the boundary conditions are
A′k(1) = 0 and B
′
k(1) +
1
ε
Bk(1) = 0. (4.27)
As a last remark, we will formulate a main assumption, which will be needed for
the proof of stability later on:
Assumption. Given the eigenvalue λ01 of Q1 in the case of full Dirichlet boundary
conditions (A1, B1)(1) = 0, we assume
λ01 ∼
1
| ln δ| . (4.28)
We note that though upper bounds for this eigenvalue have been proved by Lin in
[23] for the case of variations of the radial solution of degree one on R2, no lower
bound is known to us. Nevertheless, numerical simulations, [3], seem to support our
assumption.
We note at this point that an assumption of the form λ01  δ would suffice in
a qualitative way for the results we prove, yet we follow the numerical lead and
assume the logarithmic behaviour as stated above.
4.4 Tangential boundary conditions
In this section, we will exclusively treat the situation in which ε = 0, i.e., (4.3) holds.
This implies that the variations ζ are restricted to fulfil this boundary condition,
too, which in terms of (Ak, Bk) by (4.26) implies that
Bk(1) = 0. (4.29)
We will start by giving a lower bound on the eigenvalue λ0 and then proceed by
giving one for λ1.
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4.4.1 Lower bound on λ0
We follow T.–C. Lin, [22], who proves positivity of λ0 for a profile % which fulfils
boundary data %(1) = 1. The proof we give for the case of boundary conditions
%′(1) = 0 is similar. The only requirement on %(r) which is needed is that the profile
be positive and monotonic increasing, which we have. We now state and prove the
corresponding lemma.
Lemma 4.7.
λ0 ≥ C0 > 0, for C0 independent of δ.
Proof of Lemma 4.7.
In order to show that λ0 is bounded from below by a constant C0 it suffices to
consider the Euler–Lagrange equation for B0. The Euler–Lagrange equation is
0 = −(rB′0)′ +
1
r
B0 − r
δ2
B0(1− %2)− 4rλ0B0. (4.30)
We set
Ψ(s) = B0(e
−s), whereby Ψ(0) = 0.
Equation (4.30) then becomes
Ψ′′(s) =
{
1 + e−2s
[
1
δ2
(%2(e−s)− 1)− 4λ0
]}
Ψ(s), (4.31)
and with ξ := Ψ′, we have the first order system(
Ψ
ξ
)′
=
(
0 1
1 0
)
︸ ︷︷ ︸
A
(
Ψ
ξ
)
+
(
0 0
b(s) 0
)(
Ψ
ξ
)
(4.32)
with
b(s) = e−2s
[
1
δ2
(%2(e−s)− 1)− 4λ0
]
.
The asymptotic behaviour of (4.32) is given by the matrix A, with eigenvalues and
eigenvectors
µ1 = 1 ⇒ v1 =
(
1
1
)
and µ2 = −1 ⇒ v2 =
(
1
−1
)
resulting in two asymptotic solutions
x(s) ∼ es
(
1
1
)
and y(s) ∼ e−s
(
1
−1
)
. (4.33)
For the system with λ0 = 0(
Ξ
η
)′
=
(
0 1
1 0
)(
Ξ
η
)
+
(
0 0
b˜(s) 0
)(
Ξ
η
)
, (4.34)
4.4. TANGENTIAL BOUNDARY CONDITIONS 97
where
b˜(s) = e−2s
1
δ2
(%2(e−s)− 1),
we have the fundamental matrix and its inverse
Y (s) =
(
%(e−s) z1(s)
−%′(e−s)e−s z2(s)
)
, Y −1(s) =
(
z2(s) −z1(s)
−%′(e−s)e−s %(e−s)
)
where by reduction of order
z1(s) = %(e
−s)
∫ s
0
%−2(e−t) dt
z2(s) = −%′(e−s)e−s
∫ s
0
%−2(e−t) dt+ %−1(e−s).
We use the fundamental matrix and the two projectors P1 = e1 ⊗ e1, P2 = e2 ⊗ e2,
to give the solution to (4.32) as
x(t) = Y (t)P1x(0)−
∫ t
0
Y (t)P1Y
−1(s)
(
0
4λ0e
−2sx1(s)
)
ds
+
∫ ∞
t
Y (t)P2Y
−1(s)
(
0
4λ0e
−2sx1(s)
)
ds
=
(
%(e−t)
−%′(e−t)e−t
)
x1(0) + 4λ0
(
%(e−t)
−%′(e−t)e−t
)∫ t
0
e−2sz1(s)x1(s) ds
+4λ0
(
z1(t)
z2(t)
)∫ ∞
t
e−2s%(e−s)x1(s) ds.
The estimate for z1(s) requires positivity and monotonicity of %(r), which we have,
thus
z1(s) = %(e
−s)
∫ s
0
%−2(e−t) dt ≤ %(e−s)
∫ s
0
%−2(e−s) dt = s%−1(e−s)
and in consequence∣∣∣∣∫ t
0
e−2sz1(s)x1(s) ds
∣∣∣∣ ≤ ||x1(t)||∞ ∫ t
0
e−2sz1(s) ds
≤ ||x1(t)||∞%−1(e−t)
∫ t
0
se−2s ds
=
1
4
%−1(e−t)||x1(t)||∞ (4.35)
as well as
z1(t)
∣∣∣∣∫ ∞
t
e−2s%(e−s)x1(s) ds
∣∣∣∣ ≤ z1(t)||x1(t)||∞ ∫ ∞
t
e−2s%(e−s) ds
≤ z1(t)||x1(t)||∞%(e−t)
∫ ∞
t
e−2s ds
=
1
2
te−2t||x1(t)||∞
≤ 1
4e
||x1(t)||∞. (4.36)
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We use the formula for x(t) and have for the first component:
||x1(t)||∞ ≤ |x1(0)|%(1) + 4λ0
(
1
4
+
1
4e
)
||x1(t)||∞.
Now Ψ(s) = x1(s), whereby x1(0) = 0 and thus
||x1(t)||∞ ≤ λ0
(
1 + e−1
) ||x1(t)||∞.
Unless x1 ≡ 0, which is impossible by the asymptotic behaviour (4.33), we have that
λ0 ≥ (1 + e−1)−1.

We note that this proof relied on B0(1) = 0 which we will not have in the case of a
boundary penalty. There we will use a different proof.
4.4.2 Interior estimates
The positivity of λ0 leaves a dichotomy for λ1. Either λ1 is larger than λ0 and we
are done, or λ1 is the smallest eigenvalue. Henceforth we shall assume the latter.
We also note that the constants a and b which appear in this and the following
subsection are fixed by Corollary 4.2. As we will be concerned from now on with
(A1, B1), we drop the subscripts and prove the following Caccioppoli estimate:
Lemma 4.8. For an interval (a, b) b [3
4
, 1] as in Corollary 4.2, we have∫ b
a
(A′2 +B′2) r dr ≤ C
∫ 1
0
(A2 +B2) r dr. (4.37)
Proof of Lemma 4.8.
We start from the eigenvalue equation
−∆ζ − 1
δ2
(1− |m0|2)ζ + 2
δ2
(m0 · ζ)m0 = λ1ζ, (4.38)
and test it with η2ζ, where η(r) is a smooth cutoff function with support in (3
4
, 1)
such that η(r) = 1 on (a, b):∫ [
η2ζ · (−∆ζ)− 1
δ2
(1− |m0|2)η2|ζ|2 + 2
δ2
η2(m0 · ζ)2
]
dx = λ1
∫
η2|ζ|2 dx.
An integration by parts yields∫ [
∇(η2ζ) : ∇ζ − 1
δ2
(1− |m0|2)η2|ζ|2 + 2
δ2
η2(m0 · ζ)2
]
dx = λ1
∫
η2|ζ|2 dx.
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We may now execute the derivative∫ [
η2|∇ζ|2 + 2ηη′ζ · ∂rζ − 1
δ2
(1− |m0|2)η2|ζ|2
]
dx ≤ λ1
∫
η2|ζ|2 dx.
and use Young’s inequality
2ηη′ζ · ∂rζ ≥ −1
2
η2|∇ζ|2 − 2η′2|ζ|2,
to arrive at∫ [
1
2
η2|∇ζ|2 − 2η′2|ζ|2 − 1
δ2
(1− |m0|2)η2|ζ|2
]
dx ≤ λ1
∫
η2|ζ|2 dx
or ∫
η2|∇ζ|2 dx ≤
∫ [(
2λ1 +
2
δ2
(1− %(r)2)
)
η2 + 4η′2
]
|ζ|2 dx.
Now we use Lemma 4.6 for a bound C1 on the term
1
δ2
(1−%(r)2). For λ1 we note that
an upper bound can be given by suitable test functions, e.g. with zero boundary
data as in [22]. Thus we have
∫
Bb(0)\Ba(0)
|∇ζ|2 dx ≤
(
(2λ1 + 2C1) + 4 sup
(a0,b0)
|η′|2
)∫
Bb0 (0)\Ba0 (0)
|ζ|2 dx
≤ C
∫
B1(0)
|ζ|2 dx.
As we know the eigenfunction to be of the form
ζ(r, ϕ) =
A+B
2
+
B − A
2
e2iϕ
= −A(r) sinϕ i eiϕ +B(r) cosϕ eiϕ,
we have that ∫ b
a
(A′2 +B′2) r dr ≤ C
∫ 1
0
(A2 +B2) r dr.

We combine this Caccioppoli estimate with the following result.
Lemma 4.9. There holds
sup
[a,b]
A2(r) ≤
(
2
b2 − a2 + ln
b
a
)[∫ b
a
A2(r)r dr +
∫ b
a
A′2(r)r dr
]
. (4.39)
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Proof of Lemma 4.9:
We have by the fundamental theorem of calculus and Young’s inequality, for d ∈ R+:
A(r) = A(s) +
∫ r
s
A′(t) dt
A2(r) ≤ (1 + d)A2(s) + (1 + d−1)
(∫ r
s
A′(t)dt
)2
≤ (1 + d)A2(s) + (1 + d−1)
∫ r
s
A′2(t)t dt
∫ r
s
dt
t
≤ (1 + d)A2(s) + (1 + d−1) ln r
s
∫ r
s
A′2(t)t dt
≤ (1 + d)A2(s) + (1 + d−1) ln b
a
∫ b
a
A′2(r)r dr.
Upon integration
∫ b
a
·s ds and division by b2−a2
2
— an integral average —, this yields
A2(r) ≤ 2(1 + d)
b2 − a2
∫ b
a
A2(s)s ds+ (1 + d−1) ln
b
a
∫ b
a
A′2(r)r dr.
In order for the two terms to be of equal weight, we require that
2(1 + d)
b2 − a2 = (1 + d
−1) ln
b
a
⇒ d = b
2 − a2
2
ln
b
a
,
thus we have that
sup
[a,b]
A2(r) ≤
(
2
b2 − a2 + ln
b
a
)[∫ b
a
A2(r)r dr +
∫ b
a
A′2(r)r dr
]
.

The combination of Lemma 4.8 and Lemma 4.9 yields:
Corollary 4.4. There holds for δ < b−a
2
:∫ a+2δ
a
A2(r) r dr ≤ Cδ
∫ 1
0
(A2 +B2) r dr.
Proof of Corollary 4.4.
We start with the left–hand side:∫ a+2δ
a
A2(r)r dr
≤ 2δ sup
[a,a+2δ]
A2(r) ≤ 2δ sup
[a,b]
A2(r)
(4.39)
≤ 2δ
(
2
b2 − a2 + ln
b
a
)[∫ b
a
A2(r)r dr +
∫ b
a
A′2(r)r dr
]
(4.37)
≤ 2δ
(
2
b2 − a2 + ln
b
a
)[∫ b
a
A2(r)r dr +
∫ 1
0
(A2 +B2)r dr
]
≤ Cδ
∫ 1
0
(A2 +B2)r dr.

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4.4.3 Proof by localisation
In this subsection, we prove the positive definiteness of Q1, which we label Q1(A,B),
for tangential boundary data, i.e., B(1) = 0.
Theorem 4.2. Under the assumption (4.28) and for B(1) = 0, we have
Q1(A,B) ≥ λ
0
1
4
∫ 1
0
(A2 +B2) r dr.
Proof of Theorem 4.2.
We will need to incorporate assumption (4.28) into the analysis and use the Dirichlet
case (A,B)(1) = 0. To this aim we localise A.
We choose cutoff functions, for a < b < 1 as in Corollary 4.2:
α(r) = χ[0,a](r) + cos
(
pi
2
r − a
b− a
)
χ[a,b](r)
β(r) = sin
(
pi
2
r − a
b− a
)
χ[a,b](r) + χ[b,1](r),
1
α β
a b 1
r
Figure 4.1: Cutoff functions α and β
whereby α2 + β2 = 1, and set Aint = αA and Aext = βA. Thus
A′2int + A
′2
ext = (α
′2 + β′2)A2 + (2αα′ + 2ββ′)︸ ︷︷ ︸
=0
AA′ + (α2 + β2)A′2
= (α′2 + β′2)A2 + A′2 =
pi2
4(b− a)2χ(a,b)(r)A
2 + A′2. (4.40)
With this knowledge we have for Q1(A,B):
Q1(A,B)
=
1
2
∫ 1
0
[
(A′2 +B′2) +
2
r2
(B − A)2 + 1
δ2
A2(3%2 − 1) + 1
δ2
B2(%2 − 1)
]
r dr
=
1
2
∫ 1
0
[
(A′2int + A
′2
ext +B
′2 − (α′2 + β′2)A2) + 2
r2
(B − Aint + Aint − A)2
+
1
δ2
(A2int + A
2
ext)(3%
2 − 1) + 1
δ2
B2(%2 − 1)
]
r dr
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≥ 1
2
∫ 1
0
[
(A′2int +B
′2) +
2
r2
(B − Aint)2 + 1
δ2
A2int(3%
2 − 1) + 1
δ2
B2(%2 − 1)
]
r dr
+
1
2
∫ 1
0
[
A′2ext +
1
δ2
A2ext(3%
2 − 1)
]
r dr −
∫ 1
0
2
r2
(B − Aint)(A− Aint) r dr
−1
2
∫ 1
0
(α′2 + β′2)A2 r dr
= Q1(Aint, B) +
1
2
∫ 1
a
[
A′2ext +
1
δ2
A2ext(3%
2 − 1)
]
r dr
−
∫ 1
a
2
r2
(B − Aint)(1− α)Ar dr − pi
2
8(b− a)2
∫ b
a
A2 r dr,
where we have changed integration limits according to the support of the integrands.
We recall that a and b are fixed by Corollary 4.2 and that (b− a) is bounded below
independently of δ for δ small enough. Thus, by Corollary 4.2:
Q1(A,B) ≥ Q1(Aint, B) + 3
4δ2
∫ 1
a
A2ext r dr
−
∫ 1
a
2
r2
(B − Aint)(1− α)Ar dr − pi
2
8(b− a)2
∫ b
a
A2 r dr.
For the second to last term, we apply Young’s inequality with c ∈ R+, noting that
(1− α)2 ≤ 1− α2 = β2:
∫ 1
a
2
r2
(B − Aint)(1− α)Ar dr ≤ c
a2
∫ 1
a
(B − Aint)2 r dr + 1
ca2
∫ 1
a
(1− α)2A2 r dr
≤ 2c
a2
∫ 1
a
(A2int +B
2) r dr +
1
ca2
∫ 1
a
(1− α)2A2 r dr
≤ 2c
a2
∫ 1
a
(A2int +B
2) r dr +
1
ca2
∫ 1
a
(1− α2)A2 r dr
=
2c
a2
∫ 1
a
(A2int +B
2) r dr +
1
ca2
∫ 1
a
β2A2 r dr
=
2c
a2
∫ 1
a
(A2int +B
2) r dr +
1
ca2
∫ 1
a
A2ext r dr.
In the last step we used that βA = Aext.
For the last term, we split [a, b] into [a, a+ 2δ) and [a+ 2δ, b], noting that
β(r) = sin
(
pi
2
r − a
b− a
)
on [a, b] ⇒ r − a
b− a ≤ β(r) on [a, b].
We now use this inequality to estimate the first part of the last term against an
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integral over A2ext: ∫ b
a+2δ
A2 r dr ≤ (b− a)
2
4δ2
∫ b
a+2δ
(r − a)2
(b− a)2 A
2 r dr
≤ (b− a)
2
4δ2
∫ b
a+2δ
β2A2 r dr
=
(b− a)2
4δ2
∫ b
a+2δ
A2ext r dr
⇒ − pi
2
8(b− a)2
∫ b
a+2δ
A2 r dr ≥ − pi
2
32δ2
∫ b
a+2δ
A2ext r dr.
For the other contribution we refer to Corollary 4.4:∫ a+2δ
a
A2 r dr ≤ C δ
∫ 1
0
(A2 +B2) r dr.
With this result we can estimate the second part of the last term:
− pi
2
8(b− a)2
∫ a+2δ
a
A2 r dr ≥ −C δ
∫ 1
0
(A2 +B2) r dr,
and thus we arrive at
− pi
2
8(b− a)2
∫ b
a
A2 r dr ≥ − pi
2
32δ2
∫ 1
a
A2ext r dr − C δ
∫ 1
0
(A2 +B2) r dr.
For Q1 this implies
Q1(A,B) ≥ Q1(Aint, B) +
(
3
4δ2
− pi
2
32δ2
− C δ − 1
ca2
)∫ 1
a
A2ext r dr
−2c
a2
∫ 1
a
(A2int +B
2) r dr − C δ
∫ 1
0
(A2int +B
2) r dr,
where we modified the limits of integration according to the support (a, 1) for the
contribution by Aext. We now use the lower bound assumed in (4.28) for Q1(Aint, B)
with (Aint, B)(1) = 0 and have
Q1(A,B) ≥
(
λ01 − C δ −
2c
a2
)∫ 1
0
(A2int +B
2) r dr
+
(
1
4δ2
− C δ − 1
ca2
)∫ 1
a
A2ext r dr.
We choose c as follows
8δ2
a2
≤ c ≤ λ01
a2
4
.
This choice requires λ01 & δ2 and is thus possible by (4.28). We now have
Q1(A,B) ≥
(
λ01
2
− C δ
)∫ 1
0
(A2int +B
2) r dr +
(
1
8δ2
− C δ
)∫ 1
a
A2ext r dr.
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Finally, we again use (4.28) to arrive at
Q1(A,B) ≥ λ
0
1
4
∫ 1
0
(A2int + A
2
ext +B
2) r dr =
λ01
4
∫ 1
0
(A2 +B2) r dr
for δ small enough. 
4.5 Boundary penalty
Now we extend our result for tangential boundary conditions to the case of a strong
boundary penalty, i.e., ε > 0, which implies the appearance of a boundary term, or,
in the minimisation context in terms of (Ak, Bk), cf. (4.27), the boundary condition
B′k(1) +
1
ε
Bk(1) = 0. (4.41)
We will proceed as in the previous section by giving a lower bound on λ0 and then
one on λ1. Any eigenvalue apart from λ
0
1 appearing in this section is related to the
ε–problem, however, we will not mark the dependence of the eigenvalues on ε.
4.5.1 Lower bound on λ0
We will need to give a proof different to that in the previous section, as B0 does not
have zero boundary data. Nevertheless, we still concentrate on B0, as the variational
problem in (A0, B0) decomposes into one for A0 and one for B0. We first show a
formula for the partial Rayleigh quotient in B0, which we multiply by four to keep
notation simpler.
Lemma 4.10. For B0 we have:∫ 1
0
[
B′20 +
1
r2
B20 +
1
δ2
B20(%
2 − 1)
]
r dr =
∫ 1
0
%2
[(
B0
%
)′]2
r dr. (4.42)
Proof of Lemma 4.10:
We start with the right–hand side and calculate∫ 1
0
%2
[(
B0
%
)′]2
r dr =
∫ 1
0
%2
B′20 %
2 − 2B0B′0%%′ +B20%′2
%4
r dr
=
∫ 1
0
[
B′20 − 2B0B′0
%′
%
+B20
%′2
%2
]
r dr. (4.43)
Now we take the middle term and perform an integration by parts:
−
∫ 1
0
2B0B
′
0
%′
%
r dr =
∫ 1
0
(
2rB0
%′
%
)′
B0 dr −
[
2rB20
%′
%
]1
0
=
∫ 1
0
[
2B20
%′
%
+ 2rB0B
′
0
%′
%
+ 2rB20
%′′
%
− 2rB20
%′2
%2
]
dr + 0
=
∫ 1
0
[
B20
%′
%
+ rB20
%′′
%
− rB20
%′2
%2
]
dr. (4.44)
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The boundary conditions are zero, as B0(0) = 0 by integrability, and as %
′(1) = 0.
With equation (4.10) we have
r%′′ + %′
%
=
1
r
+
r
δ2
(%2 − 1). (4.45)
If we insert (4.45) into (4.44), we have
−
∫ 1
0
2B0B
′
0
%′
%
r dr =
∫ 1
0
[
1
r
B20 +
r
δ2
B20(%
2 − 1)− rB20
%′2
%2
]
dr,
which we insert into (4.43) to arrive at∫ 1
0
%2
[(
B0
%
)′]2
r dr =
∫ 1
0
[
B′20 +
1
r2
B20 +
1
δ2
B20(%
2 − 1)
]
r dr.

The next lemma gives the bound on the Rayleigh quotient:
Lemma 4.11. For B0 with boundary condition B0(0) = 0 there holds
1
2− ε
∫ 1
0
%2
[(
B0
%
)′]2
r dr +
1
ε
B20(1) ≥
∫ 1
0
B20 r dr.
Proof of Lemma 4.11:
By the fundamental theorem of calculus,(
B0(r)
%(r)
)
=
(
B0(1)
%(1)
)
−
∫ 1
r
(
B0(s)
%(s)
)′
ds
B0(r) = B0(1)
%(r)
%(1)
− %(r)
∫ 1
r
(
B0(s)
%(s)
)′
ds.
Now we use Young’s inequality with µ ∈ R+
B20(r) ≤ (1 + µ)B20(1)
%2(r)
%2(1)
+(1 + µ−1)%2(r)
∫ 1
0
%2
[(
B0
%
)′]2
r dr
∫ 1
r
ds
s%2(s)
.
By monotonicity of %(r), this yields
B20(r)r ≤ (1 + µ)rB20(1)
%2(r)
%2(1)︸ ︷︷ ︸
≤1
+(1 + µ−1)
∫ 1
0
%2
[(
B0
%
)′]2
r dr
∫ 1
r
r%2(r)
s%2(s)︸ ︷︷ ︸
≤1
ds
≤ (1 + µ)rB20(1) + (1 + µ−1)(1− r)
∫ 1
0
%2
[(
B0
%
)′]2
r dr,
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and upon integration in r we have∫ 1
0
B20(r)r dr ≤
1 + µ
2
B20(1) +
1 + µ−1
2
∫ 1
0
%2
[(
B0
%
)′]2
r dr.
If we choose
µ =
2
ε
− 1,
we arrive at ∫ 1
0
B20r dr ≤
1
ε
B20(1) +
1
2− ε
∫ 1
0
%2
[(
B0
%
)′]2
r dr.

As a result, we obtain an estimate on the partial Rayleigh quotient for B0, which is
equivalent to a lower bound on λ0.
Corollary 4.5. For B0 with zero boundary data in 0 and ε ≤ 1, there holds∫ 1
0
B20(r)r dr ≤
∫ 1
0
[
B′20 +
1
r2
B20 +
1
δ2
B20(%
2 − 1)
]
r dr +
1
ε
B20(1).
Thus we have the lower bound λ0 ≥ 14 .
4.5.2 Estimates up to the boundary
As in Subsection 4.4.2, we assume w.l.o.g. that λ1 ≤ λ0, and we will again use a
localisation argument, this time for B. This will be effectuated by cutting off on a
small annulus at the boundary of the disc. In order to have the necessary estimates,
we will have to prove some inequalities up to the boundary.
We begin with a Caccioppoli inequality:
Lemma 4.12. For (1− γ, 1] ⊂ [3
4
, 1], where γ  1 will be chosen later, we have∫ 1
1−γ
(A′2 +B′2) r dr +
2
ε
B2(1) ≤ C
∫ 1
0
(A2 +B2) r dr. (4.46)
Proof of Lemma 4.12.
As in Lemma 4.8, we start from the eigenvalue equation
−∆ζ − 1
δ2
(1− |m0|2)ζ + 2
δ2
(m0 · ζ)m0 = λ1ζ
and test with η2ζ, where η has support in (3
4
, 1] and η(r) = 1 on (1− γ, 1]. Then we
have∫ [
η2ζ · (−∆ζ)− 1
δ2
(1− |m0|2)η2|ζ|2 + 2
δ2
η2(m0 · ζ)2
]
dx = λ1
∫
η2|ζ|2 dx.
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We integrate by parts∫ [
∇(η2ζ) : ∇ζ − 1
δ2
(1− |m0|2)η2|ζ|2
]
dx−
∫
∂B1(0)
ζ · ∂νζ dH1 ≤ λ1
∫
η2|ζ|2 dx,
and insert the boundary data (4.21)∫ [
∇(η2ζ) : ∇ζ − 1
δ2
(1− %2)η2|ζ|2
]
dx+
1
ε
∫
∂B1(0)
(ζ · ν)2 dH1 ≤ λ1
∫
η2|ζ|2 dx.
As in Lemma 4.8 we use L∞–bounds on 1
δ2
(1− %2) up to the boundary, cf. Lemma
4.6. We also note again that we may bound λ1 by a suitable choice of test functions,
e.g. with zero boundary data, as in [22]. Thus we have∫
B1(0)\B1−γ(0)
|∇ζ|2 dx+ 2
ε
∫
∂B1(0)
(ζ · ν)2 dH1 ≤ C
∫
B1(0)
|ζ|2 dx.
Because of the special form of ζ, namely
ζ(r, ϕ) =
A+B
2
+
B − A
2
e2iϕ
= −A(r) sinϕ ieiϕ +B(r) cosϕ eiϕ,
we therefore have that∫ 1
1−γ
(A′2 +B′2) r dr +
2
ε
B2(1) ≤ C
∫ 1
0
(A2 +B2) r dr.

Now we consider the equation for B itself. To derive it, we note that Q1(A,B) has
the form
Q1(A,B)
=
1
2
∫ 1
0
[
A′2 +B′2 +
2
r2
(B − A)2 + 1
δ2
A2(3%2 − 1) + 1
δ2
B2(%2 − 1)
]
r dr
+
1
2ε
B2(1).
The equation for the Rayleigh quotient is then given by
−B′′ − 1
r
B′ +
2
r2
(B − A) + 1
δ2
B(%2 − 1) = 2λ1B. (4.47)
Using this equation, we can now prove a lemma on the second derivatives.
Lemma 4.13. For the interval (1− γ, 1] of Lemma 4.12 we have∫ 1
1−γ
(B′′)2 r dr ≤ C
∫ 1
0
(A2 +B2) r dr. (4.48)
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Proof of Lemma 4.13.
We rewrite (4.47)
B′′ = −1
r
B′ +
2
r2
(B − A)− 1
δ2
(1− %2)B − 2λ1B
= −1
r
B′ +
(
2
r2
− 1
δ2
(1− %2)− 2λ1
)
B − 2
r2
A.
Then we have by integrating the square of this expression and using Young’s in-
equality several times∫ 1
1−γ
(B′′)2r dr =
∫ 1
1−γ
[
−1
r
B′ +
(
2
r2
− 1
δ2
(1− %2)− 2λ1
)
B − 2
r2
A
]2
r dr
=
∫ 1
1−γ
[ 1
r2
B′2 +
(
2
r2
− 1
δ2
(1− %2)− 2λ1
)2
B2 +
4
r4
A2
−2
r
(
2
r2
− 1
δ2
(1− %2)− 2λ1
)
BB′ +
4
r3
AB′
− 4
r2
(
2
r2
− 1
δ2
(1− %2)− 2λ1
)
AB
]
r dr
≤
∫ 1
1−γ
[ 4
r2
B′2 + 4
(
2
r2
− 1
δ2
(1− %2)− 2λ1
)2
B2 +
8
r4
A2
]
r dr.
We use the L∞–bound on 1
δ2
(1−%2) from Lemma 4.6 — calling it C1 — to arrive at∫ 1
1−γ
(B′′)2r dr ≤
∫ 1
1−γ
[ 4
r2
B′2 + 4
(
2
r2
+ C1 + 2λ1
)2
B2 +
8
r4
A2
]
r dr.
Since r ≥ 1− γ, and since λ1 can be bounded as before, we have that∫ 1
1−γ
(B′′)2r dr ≤ C
∫ 1
1−γ
B′2 r dr + C
∫ 1
1−γ
(A2 +B2) r dr
(4.46)
≤ C
∫ 1
0
(A2 +B2) r dr.

We can now derive estimates on the derivative at the boundary.
Lemma 4.14. For the boundary value B′(1) there holds
B′2(1) ≤ C
∫ 1
0
(A2 +B2) r dr. (4.49)
Proof of Lemma 4.14.
We proceed as in the proof of Lemma 4.9, where 1− γ replaces a and 1 replaces b.
Thus we arrive at
B′2(1) ≤
(
2
1− (1− γ)2 + ln
1
1− γ
)[∫ 1
1−γ
B′2(r) r dr +
∫ 1
1−γ
(B′′)2(r) r dr
]
.
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From Lemma 4.12 and Lemma 4.13 we conclude the result. 
Substituting (4.41) into (4.49) yields
Corollary 4.6. For the boundary value B(1) = εB′(1) there holds
B2(1) ≤ C ε2
∫ 1
0
(A2 +B2) r dr. (4.50)
With this corollary, we can now prove the final lemma of this subsection, which is
the crucial inclusion of the boundary penalty in the problem.
Lemma 4.15. For γ  1, we have
sup
(1−γ,1)
B2(r) ≤ C(ε2 + γ2)
∫ 1
0
(A2 +B2) r dr. (4.51)
Proof of Lemma 4.15.
By the fundamental theorem of calculus and Young’s inequality, we have
B′(r) = B′(1)−
∫ 1
r
B′′(s) ds
B′2(r) ≤ 2B′2(1) + 2 ln 1
1− γ
∫ 1
1−γ
(B′′)2(r) r dr
(4.48),(4.49)
≤ C
∫ 1
0
(A2 +B2) r dr (4.52)
Similarly
B(r) = B(1)−
∫ 1
r
B′(s) ds
B2(r) ≤ 2B2(1) + 2 ln 1
1− γ
∫ 1
1−γ
B′2(r) r dr
(4.52),(4.50)
≤ C ε2
∫ 1
0
(A2 +B2) r dr + 2Cγ ln
1
1− γ
∫ 1
0
(A2 +B2) r dr
γ1
≤ C(ε2 + γ2)
∫ 1
0
(A2 +B2) r dr.

4.5.3 Proof by localisation
In this subsection, we prove the positive definiteness of Q1(A,B) for nontangential
boundary data, i.e. B′(1) + 1
ε
B(1) = 0. We will use our knowledge on the case of
tangential boundary conditions and to this aim we localise B. We also note that
our result is only valid for a strong boundary penalty, i.e., for
ε  1| ln δ| . (4.53)
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For the localisation of B we take a radial cutoff function ηγ with ηγ(r) = 1 for
r ∈ [0, 1− γ], smoothly decaying to zero in (1− γ, 1), with γ  1 to be determined
later.
1
ηγ
1− γ 1
r
Figure 4.2: Cutoff function ηγ
As we know by Theorem 4.2 that
Q1(A, ηγB) ≥ λ
0
1
4
∫ 1
0
(A2 + (ηγB)
2) r dr,
we are interested in the behaviour of the quantity
∆Q1 := Q1(A,B)−Q1(A, ηγB).
Now we prove
Theorem 4.3. Under the assumption (4.28), and for ε 1| ln δ| there holds
Q1(A,B) ≥ λ
0
1
8
∫ 1
0
(A2 +B2) r dr. (4.54)
Proof of Theorem 4.3.
We start with an analysis of ∆Q1. First we note that
∆Q1 =
∫ 1
1−γ
[
B′2 − (ηγB)′2 + 2
r2
(B − A)2 − 2
r2
(ηγB − A)2
+
1
δ2
(1− η2γ)(%2 − 1)B2
]
r dr +
1
ε
B2(1)
=
∫ 1
1−γ
[
(1− η2γ)B′2 − 2ηγη′γBB′ − η′2γ B2 +
2
r2
B2(1− η2γ)−
4
r2
(1− ηγ)AB
+
1
δ2
(1− η2γ)(%2 − 1)B2
]
r dr +
1
ε
B2(1).
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We now integrate the mixed term by parts and use Young’s inequality with c ∈ R+:
∆Q1 =
∫ 1
1−γ
[
(1− η2γ)B′2 + ηγ
(
η′′γ +
1
r
η′γ
)
B2 +
2
r2
B2(1− η2γ)−
4
r2
(1− ηγ)AB
+
1
δ2
(1− η2γ)(%2 − 1)B2
]
r dr +
1
ε
B2(1)
≥
∫ 1
1−γ
[
(1− η2γ)B′2 + ηγ
(
η′′γ +
1
r
η′γ
)
B2 +
2
r2
B2(1− η2γ)−
2c
r2
A2 − 2
cr2
B2
+
1
δ2
(1− η2γ)(%2 − 1)B2
]
r dr +
1
ε
B2(1).
The three relevant contributions are then, noting that 1− γ > 1
2
:
∆Q1 ≥ −8c
∫ 1
1−γ
A2 r dr︸ ︷︷ ︸
∆I
+
∫ 1
1−γ
[
ηγ
(
η′′γ +
1
r
η′γ
)
− 2
cr2
]
B2 r dr︸ ︷︷ ︸
∆II
+
∫ 1
1−γ
[
(1− η2γ)B′2 +
(
2
r2
− 1
δ2
(1− %2)
)
(1− η2γ)B2
]
r dr +
1
ε
B2(1)︸ ︷︷ ︸
∆III
.
For term ∆I , we choose
c =
λ01
128
,
thus
∆Q1 ≥ −λ
0
1
16
∫ 1
1−γ
A2 r dr +
∫ 1
1−γ
[
ηγ
(
η′′γ +
1
r
η′γ
)
− 256
λ01r
2
]
B2 r dr
+
∫ 1
1−γ
[
(1− η2γ)B′2 +
(
2
r2
− 1
δ2
(1− %2)
)
(1− η2γ)B2
]
r dr +
1
ε
B2(1).
Concerning term ∆III , we first ignore the positive contributions and give a lower
bound for the negative term. By the L∞–bounds on 1
δ2
(1− %2) from Lemma 4.6, we
have
−
∫ 1
1−γ
(1− %2)
δ2
(1− η2γ)B2 r dr ≥ −C γ sup
(1−γ,1)
B2
(4.51)
≥ −C γ (ε2 + γ2)
∫ 1
0
(A2 +B2) r dr.(4.55)
For term ∆II , we proceed in a similar way. We note that we may estimate the
derivatives of ηγ by inverse powers of γ, whereby due to 1− γ > 12∫ 1
1−γ
[
ηγ
(
η′′γ +
1
r
η′γ
)
− 256
λ01r
2
]
B2 r dr
≥ −C γ
(
1
γ2
+
1
γ
+
1
λ01
)
sup
(1−γ,1)
B2
(4.51)
≥ −C (ε2 + γ2)
(
1
γ
+ 1 +
γ
λ01
)∫ 1
0
(A2 +B2) r dr. (4.56)
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We now collect (4.55) and (4.56). In order to later absorb both terms, we want to
choose γ in such a way as to have
C (ε2 + γ2) max
{
γ,
1
γ
, 1,
γ
λ01
}
≤ λ
0
1
64
. (4.57)
If γ2 ≤ λ01, the maximum is achieved for 1γ . Hence (4.57) becomes
γ2 − λ
0
1
64C
γ + ε2 ≤ 0. (4.58)
The requirement (4.53) on the boundary penalty parameter ε stems from this in-
equality, as the latter is only solvable for γ if
ε ≤ λ
0
1
128C
(4.28)⇒ ε  1| ln δ| .
Solving (4.58) for γ yields γ ∈
[
λ01
128C
,
λ01
64C
]
 1, for δ small, so that indeed γ2 ≤ λ01.
Now, if we sum all contributions, including the positive contributions to ∆III , we
have
∆Q1 ≥ −λ
0
1
16
∫ 1
0
A2 r dr − λ
0
1
16
∫ 1
0
(A2 +B2) r dr +
1
ε
B2(1)
+
∫ 1
1−γ
[
B′2 +
2
r2
B2
]
(1− η2γ) r dr
≥ −λ
0
1
8
∫ 1
0
A2 r dr − λ
0
1
16
∫ 1
0
B2 r dr + 2
∫ 1
1−γ
(1− η2γ)B2 r dr
≥ −λ
0
1
8
∫ 1
0
(A2 + (ηγB)
2) r dr +
(
2− λ
0
1
16
)∫ 1
1−γ
(1− η2γ)B2 r dr
≥ −λ
0
1
8
∫ 1
0
(A2 + (ηγB)
2) r dr +
λ01
8
∫ 1
1−γ
(1− η2γ)B2 r dr,
for δ small enough. Thus we arrive at
Q1(A,B) = Q1(A, ηγB) + ∆Q1
≥ λ
0
1
4
∫ 1
0
(A2 + (ηγB)
2) r dr
−λ
0
1
8
∫ 1
0
(A2 + (ηγB)
2) r dr +
λ01
8
∫ 1
1−γ
(1− η2γ)B2 r dr
=
λ01
8
∫ 1
0
(A2 + (ηγB)
2) r dr +
λ01
8
∫ 1
1−γ
(1− η2γ)B2 r dr
=
λ01
8
∫ 1
0
(A2 +B2) r dr.

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