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I. In t roduc t ion  
The s t a t i s t i c a l  a n a l y s i s  of the  d a t a  obta ined  from t h e  "Wolf I 
I 
Trap" experiment w i l l  be based on t h e  growth model g iven  g r a p h i c a l l y  
i n  Figure 1. This  model assumes t h a t  t h e  observed response is an 
a d d i t i v e  combination of s o i l  s e t t l i n g ,  growth of f i r s t  organism, 
growth of second organism, and a r e s idua l  e r r o r .  More s p e c i f i c a l l y  
t h e s e  assumptions a r e  
1. The s o i l  s e t t l i n g  curve can be represented  by a known 
f u n c t i o n  f ( 0 , t )  w i t h  unknown parameter 8 which may be . .  
d 
I -- t 
k .  v e c t o r  valued.  A s  a f i r s t  approximation f ( e , t )  is taken  I 
* t o  be a nega t ive  exponent ia l  f u n c t i o n  
I -Pot 
t r O  f ( e , t )  = K e 0 
where K and p w i l l  be es t imated  from t h e  d a t a ,  I t  is  
0 0 
I 
i 
! 
i 
' I  
. . - I  
t a c i t l y  assumed t h a t  t h e  t i m e  of t h e  s t a r t  of t h e  experiment 
I (t = 0) is known. I 
2. The growth of t h e  f irst  organism is  exponent ia l  beginning 
.. a t  t i m e  T and ending a t  time T2. Both T and 'r2 are 
unknown and w i l l  be est imated from t h e  d a t a .  The du ra t ion  
, 1  1 
2 
of t h e  experiment may not  be long enough t o  e s t i m a t e  T 
but  hope fu l ly  of s u f f i c i e n t  du ra t ion  t o  e s t ima te  7 The 
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A - s o i l  settling curve. 
B - Growtn of first 
organism. 
C - Growtn of second 
organisin. 
D - Composite curve.. 
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response due t o  t h e  growth of t h e  f i r s t  organism i s  
1 
t 2 T2 
. where K1 and p1 a r e  es t imated from t h e  da t a .  
3, The growth of t h e  second organism is  a l s o  exponent ia l  
beginning at  t i m e  T3 and ending at t i m e  T4. 
of t h e s e , t i m e s  may be g r e a t e r  t han  the du ra t ion  of 
t h e  experiment.  Also two poss ib l e  cond i t ions  can arise: 
Again either 
T < T  and T2 > T3. The response due t o  the growth of t he  
2 3  
second organism is 
4,  The r e s i d u a l  e r r o r s  e are independently and normally t 
2 
' d i s t r i b u t e d  w i t h  ze ro  mean and unknown va r i ance  CT . The 
normali ty  assumption is p a r t i a l l y  j u s t i f i e d  by making t h e  
number of b i t s  p e r  word l a r g e  enough so t h a t  t h e  quan t i z ing  
e r r o r  i s  sma l l  compared t o  t h e  equipment e r r o r s  which are 
assumed t o  be normally d i s t r i b u t e d .  
., Proceeding i n  t h e  above manner one could p o s t u l a t e  any f i n i t e  
number of growth organisms and es t imate  t h e  corresponding unknown 
parameters ,  
c 
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'* , 
\ 
, . ii , . i; 
I S 
3 
11. Der iva t ion  of t h e  es t imates .  Based on our  a d d i t i v e  assumptions 
with two growth organisms and T T 3 ,  t h e  observed response y at  t 
time t is  
-Pot p1 (t-T1) 
t + K e  + e  1 = K e  0 (b)  
., /' 
If T > T3,  t h e  above equat ions are modified as follows: 2 
T1 t T3 
Based on t h e  assumptions t h a t  t h e  e are independently and normally t 
2 d i s t r i b u t e d  wi th  mean ze ro  and var iance  Q ,, t h e  method of maximum 
l i k e l i h o o d  (MML) w i l l  be used t o  estimate K i, p i ,  T i ,  i = 0,1,2, and 0 . 
This  procedure leads t o  a system of simultaneous t r anscenden ta l  
equa t ions  which are so lved  by an i t e r a t i v e  procedure i n  Appendix A. 
2 
Est imat ion  of T,, K - ,  K , ,  @ - ,  @, and poss ib ly  7,. 
1 ' I t  i s  f u r t h e r  assumed t h a t  t h e  primary i n t e r e s t  c e n t e r s  about 7 
and pl, i . e .  is t h e r e  b a c t e r i a l  growth and at  what t i m e  does it begin? 
e a 
4 
Severa l  cases  a r i s e  depending upon whether  or not T occurs  before  t h e  
end of t h e  experiment and before  o r  a f t e r  T To s impl i fy  t h e  i n i t i a l  
computations,  t h e  e f f e c t  of a poss ib le  second organism w i l l  be neglec ted .  
2 
,/ 
3' 
The two models, l a b e l e d  A and B ,  under c o n s i d e r a t i o n  are l ( a )  , ( b ) ,  ,and 
l ( a ) ,  ( b ) ,  ( c ) ,  r e s p e c t i v e l y ,  depending on whether T occurs .  2 
I 
! 
Model A .  From an i n s p e c t i o n  of  t he  d a t a ,  choose a t i m e  t as t h e  
te rmina t ion  of t h e  experiment.  Given t h e s e  f consecut ive observa t ions  
f 
'choose a l i k e l y  va lue  f o r  T1 by a v i s u a l  i n s p e c t i o n  of t h e  data and 
maximize t h e  l i k e l i h o o d  func t ion  o r  its n a t u r a l  logar i thm 
1 
-P -P (t -7 f 
n -1 
0 i-K e 0 i 1 ) 2  -Poti)z + i= 1 n (yi-Koe . 1  
1 e i= 
1 
2na 
(2)  L = - 2 
where n 
and inc luding  t h e  t i m e  estimates f o r  7 
is  t h e  number of observa t ions  t h a t  have been taken  up t o  
1 
L o r  I n  L is  maximized by 
1' 
s e t t i n g  
and so lv ing  t h e  fol lowing f o u r  simultaneous t ranscendenta l  equat ions  
by an i t e r a t i v e  technique suggested i n  Appendix A. 
forms t h e  non-l inear  problem t o  a l i n e a r  one by us ing  a f i r s t  o r d e r  
Taylor  series expansion of f (t ,e). 
This  method t r a n s -  
. . .  
I .  
.. 
' 1  
c 
A 
Denoting t h e  estimates of K 
d e r i v a t i o n s  zero by k ' b we have t h e  fo l lowing  f o u r  
equat ions .  
K 1 '  Po, P 1  which make t h e  above p a r t i a l  
0 '  
0 '  kl' bo' 1 
I 
, 
I '  
* +  . .  
-1 f 
-boti - -b t 
k e  0 +'I i=nl e ( Y i  -b t o i  k e  0 
6 
I. ,. . 
/ 
i 
-b t -b t -b t b l ( t i ; t n l )  
f 
-b t 
(Y, - koe i, + 1 t e (Y, - koe O i - k e  1 ) = O  o i  o i  4 -1 i 
1 i= n
(4) 
.  
A -b t 
b (t -tnl) , o i  - k e  , 1 i  (Yi  - koe 1 
1 
i = n  
The procedure f o r  f i n d i n g  t h e  maximum l i k e l i h o o d  estimate 3 of T 1 1 
is as fo l lows:  
1. Choose an i n i t i a l '  n Solve equat ions  (4) and compute 
1: 
rp-1 - b t  o i  Q =  
2.  Choose another  n and repea t  t h e  c a l c u l a t i o n s  i n  the preceding 
1 
s t e p .  
3. Repeat t h e  above procedure u n t i l  a l o c a l  minima f o r  Q is 
obta ined .  Th i s  is  equiva len t  t o  maximizing L o r  I n  L. 
4, L e t  m be t h e  va lue  of n t h a t  maximizes Q. Then , . , ?  
1 
. 
. -  
I 
. ,/ 
t '  , , . <  
2 Poin t  e s t ima t ions  of K K1, Po,  p l ,  (J . 0 '  The s o l u t i o n s  of equat ions  (4) ! 
with n = m g ive  t h e  maximum l ike l ihood  ( o r  least  squares)  estimates , 
/ 
1 
b and b of t h e  parameters K , K1 ,Po, p1 r e spec t ive ly .  The ' ko' kl' 0 1 
2 / 
m a x i m u m  l i k e l i h o o d  estimate of u is 
(Model A ) .  1' Confidence I n t e r v a l s  f o r  p and .T . 1  
Using l a r g e  sample theory  for t h e  d i s t r i b u t i o n  of maximum 
l i k e l i h o o d  estimates a random i n t e r v a l ,  which con ta ins  t h e  unknown 
parameter ( l - c u ) %  of t h e  t i m e ,  can be cons t ruc ted  prov,ided c e r t a i n  
m i l d  r e g u l a r i t y  cond i t ions  are s a t i s f i e d .  Such random i n t e r v a l s  are 
(Model A) t h e  (i-2a) f < T2 called confidence i n t e r v a l s .  For t 
confidence i n t e r v a l  f o r  p i s  
I ,  bl - z 5 p, bl + Z1-cuO(bl) 
where 
1 
1 'a! 
I 
Z is t h e  va lue  of the u n i t  normal random v a r i a b l e  Z such th 'a t '  
1 -a 
commonly used va lues  are 
z ,975 = 1.96 
= 2 . 5 8  ,995 z 
> ~ ,  I 
, '. , 
. *  
I '  
a 
,/' 
and t h e  unknown parameters  a r e  replaced by t h e i r  maximum l i k e l i h o o d  
e s t ima tes  . 
.The (1-20.) confidence i n t e r v a l  f o r  7 i s  1 
where 
,. 
2 
CJ (t,) = 
Appendix B g i v e s  t h e  d e r i v a t i o n  of t h e s e . r e s u l t s .  
Due t o  t h e  f i n i t e n e s s  of our sample and t h e  replacement of t h e  
.unknown parameters by t h e i r  e s t i m a t e s ,  t h e  above confidence i n t e r v a l s  
are only approximat ions .  
Model B .  ('r2 C t f )  . L e t  us now assume t h a t  t h e  f i r s t  organism 
has reached a s a t u r a t i o n  po in t  i n  its growth a t  t i m e  7 l e s s  t han  2 
t 
The procedure g iven  for  Model'A is modified a s  fo l lows:  
which i s  l e s s  t han  T3 .  Equations l ( a )  , ( b ) ,  ( c )  apply. f 
1. 
2 .  From a v i s u a l  inspec t ion  of t h e  d a t a  choose i n i t i a l  e s t i m a t e s  
Choose tm as i n  Case A. 
and t of 7 and T2 r e s p e c t i v e l y .  
1 
3. Minimize Q f o r  t h i s  choice of n and n 
4 .  Vary n and n u n t i l  a l o c a l  minimum, Qmin f o r  Q is 
2 n 1 t n  
2 '  1 
1 2 
ob ta ined .  
I '  
., 
I 
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Where 
I 
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-b t b l ( t i - t n  2 /" * 
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1 -b t 
Q = (y, - koe 'I2 + 1 (Y, - koe -' kle ' 
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gives t h e  ' fol lowing sys tem of equat ions .  
n, -1 
-b t 
(Y, - koe O 
i= e-boti 
n,-1 
1 
-b t -b t b l ( t i - tn  ) 
(Yi  - koe . i  (Y, - koe O i - k e  1 1 )  o i  t e  
-b t o i  
i=n, 
A 
-b t -b t b p n 2  - tn l )  f 
O i - k e  1 - 0  o i  + I  i=n, t e  i (Y, - koe 1 
I '  
I 
. .  . .. 
n,-1 
/’ 
/ 
n -1 2 
I 
-h t k /+ -+ \ 
Poin t  Estimates of K o P  K1’ POP P,t T1’ 72’ (J 2 
Then Let  m,n be t h e  va lues  o f . ’n  and n which y i e l d  Q 
1 2 min 
1 
i: s t  1 m  
? a t  2 n  
and t h e  m a x i m u m  l i k e l i h o o d  e s t ima tes  of K 0 ’  K 1 ’  Po, P1 are 
ko’ kl’ bo’ b 1 r e s p e c t i v e l y  i n  (4‘) wi th  
n r m  1 
n a n  2 
(T -2  x- Qmin ’ 
f 
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5 Confidence I n t e r v a l s  f o r  p l ,  
The procedure i s  the same as i n  Model A wi th  t h e  obvious mod i f i ca t ion  
/ i n  t h e  summation between n and ,f. If t h e  number of obse rva t ions  i n  
t h e  time per iod  t 
/ 
is  much g r e a t e r  t han  t h e  number i n  t h e  pe r iod  - t f n  
f - n > > n L m .  
A s i m p l i f i c a t i o n  and a t h e o r e t i c a l  improvement i n  t h e  confidence 
i n t e r v a l  is obta ined  (see Appendix B) .  Under t h e  above c o n d i t i o n  
t l  
and the  confidence i n t e r v a l s c a r e  as i n  Case A; 
. 
I 
Appendix A. I t e r a t i v e  Solu t ions  of Equations (4 )  and (4'), 
I 
! 
3 
I 
For normally independently d i s t r i b u t e d  e r r o r s  t h e  method of 
1 2  
maximum l i k e l i h o o d  is  i d e n t i c a l  with t h e  method of least  squares .  
/ 
The i t e r a t i v e  procedure f o r  f ind ing  t h e  estimates of K 0' K 1 '  Pot  P1  
is given  i n  d e t a i l  i n  t h e  paper 'by H .  0 .  Hart ley :  "The Modified 
/ 
/' 
Gauss-Newton Method f o r  t h e  F i t t i n g  of Non-Linear Regression Funct ions 
by Least Squares ,"  i n  Technometrics, Vol. 3 ,  N o .  2 ,  May 1961, 
pp. 269-280. _I 
The fo l lowing  manuals, which inc lude  a computer program, would 
I a l s o  be extremely use fu l  i n  f ind ing  t h e  above estimates: 
I 
1 
! 
I "The S o l u t i o n  of t h e  General Least  Squares Problem wi th  Spec ia l  
Reference t o  High-speed Computers" LA-2367 and LA2367 addenda. 
J,os Alamos S c i e n t i f i c  Laboratory of t h e  Univers i ty  of C a l i f o r n i a ,  
Los Alamos, N.M., a v a i l a b l e  from t h e  
I 
i 
I 
! 
I 
1 .  
i- 
Of f i ce  of Technical  Se rv ices  
, U .S  . Dept. of Commerce 
Washington 25, D.C. 
.. 
, .  
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The method used i n  t h e  above references c o n s i s t s  i n  approximating 
t h e  expected va lues  of t h e  response given i n  (1) by a f i r s t  o r d e r  
/’ 
Taylor  series expansion. T h i s  reduces t h e  non-l inear  problem t o  a / 
l i n e a r  one. An i n i t i a l  estimate is  made of t h e  unknown parameters and 
an i t e r a t i v e  procedure is employed t o  o b t a i n  r e f i n e d  estimates of these 
unknown parameters.  The t w o  problems, t h e  convergence of t h e  r e f i n e d  
$ 
estimates and t h e i r  convergence t o  t he  c o r r e c t  v a l u e ,  can be resolyed 
by using t h e  i t e r a t i v e  procedure f o r  s e v e r a l  i n i t i a l  v a l u e s  of t h e  
unknown parameters and then  comparing t h e  c a l c u l a t e d  response us ing  t h e  
. r e f i n e d  estimates w i t h  t h e  observed v a l u e s ,  
The Los A i a m o s . i t e r a t i v e  procedure is app l i ed  t o  t h e  above problem 
as fol lows:  
Given 
=: f (Xi ,e l ,  ... ,e + ei yi P 
where y is t h e  i t h  obse rva t ion  of t h e  dependent var iab le  i 
x -- independent v a r i a b l e  
i 
el, ..., 8 -- unknown parameters 
P 
0 0 eo = (e, , . . . ,e 1. P 
0 0 
The f i r s t  order Taylor  expansion of f around 8 (e ) . . . ,e  is P 
0 
In  t h e  remainder of t h e  de r iva t ion  w i l l  be taken equal  t o  8 a 
We w i l l  f i n d  6 an es t ima te  of eo by us ing  (5) t o  minimize a sum of 
/’ 
./” 
s q u a r e s  
I 
.- .* 
I. 
1 4  
k = l , . . . , ~  . 
An i n i t i a l  va lue  i s  chosen f o r  eo and t h e  system of p l i n e a r  
equat ions  (6) i s  so lved  f o r  8 g iv ing  a va lue  8 . This  process  is 
repea ted  wi th  8 
en - en-' is s u f f i c i e n t l y  small .  
1 
1 rep lac ing  eo y ie ld ing  a new so lu t ion  e,, etc. u n t i l  
Applying. t h i s  procedure t o  Model A ,  w e  have 
I- 
, /" 
I 
I '  
I !  , 
, . .  . 
1 .  
= o  
From (1) 
-Pot 
f ( t , e )  = K e 
0 
-, ...-. 
I 
-Pot p, Zt'Tl) 
= K e  + K l e  
0 
1 5  
S u b s t i t u t i n g  i n  ( 6 )  and assuming t h a t  Model A a p p l i e s ,  w e  o b t a i n  
the fo l lowing  f o u r  simultaneous l i n e a r  equat ions  i n  K 0' K 1 '  Po' P1: 
0 0 (KO - KO) - K t e o i  
(7) 
0 0 , -pot -poti 0 0 -Poti 
(KO - KO) - K t , e  
0 1  
KOt.e  0 1  O i[e 
i= 
+ 
0 . .  . 
i 
2.: 
I '  
i - 
0 
- O t  
Pl(t i-T1> -poti 0 0 Po i 
f O  0 :I e [ e .  ( K ~  - K ~ )  - K 0 1  t . e 'Po - Po) 
i=nl 
16 
A s i m i l a r  set of equat ions  p e r t a i n  t o  Model B w i t h  the  s u d a t i o n  
from n t o  f broken i n t o  t w o ' p a r t s ,  one summation going from n t o  
n - 1 and t h e  o t h e r  from n t o  f .  
1 1 
2 2 
The s o l u t i o n s  obta ined  from (7) should be checked i n  (4) .  
The s y s t e m  of equat ions  (7) can  be w r i t t e n  i n  ma t r ix  form. 
L e t  Y 3: AX 
where 
. - . 
Y a  
Then . '  
' A AX = A'Y 
-1 r x = (A'A) A Y 
i 
0 
17 
0 \ 
0 0 
' !  
1 - .  . .  
* I  
, .  * 
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Appendix 13. 
follows Prom t h e  d e r i v a t i o n  g iven  i n  Mood, In t roduct ion  t o  t h e  
Theory of S t a t i s t i c s ,  M c G r a w - H i l l ,  1950,  pp. 208-211, 
The l a r g e  sample theory for Model B i s  w e l l  kkown and 
-- 
- -
I n  Model A as w e  are no longer  dea l ing  with i d e n t i c a l l y  distributed 
random v a r i a b l e s ,  t h e  l a r g e  sample theory  used i n  Model B does not 
apply,  Furthermore,  t h e  non- l inear i ty  of ou r  model r u l e s  out  t h e  
c lass ica l  resul ts  of l i n e a r  regress ion  theory .  The approximate r e s u l t s  
g iven  come from t h e  fol lowing de r iva t ion :  
L e t  
where y i s  g iven  by (1) and 8 i n  any one of t h e  unknown parameters ,  
i 
The maximum l i k e l i h o o d  equat ion  
is  expanded i n  a Taylor  S e r i e s  about 8 = eo. 
where 
In  terms of u.  t h i s  equat ion becomes 
1 
.,/ ' 
, .. .  
r b  
, 
1 9  
Rec a1 1 ing  
-e 
&?i (J 
w i t h  8 = p. 
-Poti p1 (ti-Ti) P1 (tp-1) 
2 i  0 - K e  > K l ( t i  - T1)e u P-(y - K e  1 
U 
1 i 
.. 
/ 
The ui are independent ly  and normally d i s t r i b u t e d  wi th  
E[ui]  zs 0. 
a1 so 
as 
m 
S u b s t i t u t i n g  i n  (5) 
I 
I '  
. .  
20 
b l  - P 1  
/' 
bl - p1 is approximately normally d i s t r i b u t e d  wi th  mean 0 and var iance  
/, 
/' 
. .  
Note t h a t  an e r r o r  i s  introduced i n  t h e  eva lua t ion  of ( 6 )  
by us ing  b i n s t e a d  of 
1 1' 
I 
li 
i 
