Abstract The aim of information lifecycle management is to develop a cost-effective strategy for maintaining information assets, balancing the cost of maintaining information against business value. This paper contributes to development of theoretical information value based on a classification scheme that does not consider operational factors (e.g., storage, access). It concentrates on valuing information in terms of its type, organizational level and the extent of its effects. An information flow model provides the foundation for such categorisation.
Introduction
Many enterprises maintain huge amounts of information, often stored in various applications. In 2006, 161 million gigabytes of digital information was created, captured, and replicated [1] . It is predicted that "while nearly 70% of the digital universe will be created by individuals, organizations (businesses of all sizes, agencies, governments, associations, etc.) will be responsible for the security, privacy, reliability and compliance of at least 85% of that same digital universe" [1] .
Growing even faster than the digital universe as a whole is the subset created and replicated by organizations. In 2006, about 25% of the bits in the digital universe were created or replicated in the workplace; by 2010 that proportion will rise closer to 30%. (The rest of the universe will be mostly music, videos, digital TV signals and pictures.) [1] This growth of information in organizations is caused by increased computerisation, regulation of archiving and privacy standards and an increase in industry applications, for example imaging and e-commerce, sensor networks and customer support applications [1] .
The implications for organizations of this growth in information include the need for more sophisticated techniques for information management to meet the increased demand for privacy, security and intellectual property protection. A comprehensive approach to managing information based on its value is one means to reducing the costs associated with the information explosion [1] . Information lifecycle management aims to find a cost-effective strategy for maintaining information assets in terms of balancing the cost of maintaining information against its business value. "Valuing" information refers to determining which information is worth more than other information. This problem is difficult in practice. Many techniques have been used, including hardware and software tools and solutions such as content management, storage resource management, backup and recovery, storage, archival policies and data warehousing [2, 3] . This paper develops a theoretical foundation for information lifecycle management. Information values are developed based on a classification scheme that does not consider operational factors (e.g., storage and access). An informational flow model provides the foundation for such categorisation in terms of collected/received, processed, created, released/disclosed and transferred/communicated information.
Information lifecycle and research problems
Information lifecycle management is the process of deciding the value of information. Information management in this context is based on assigning a timedependent value to information to facilitate storing the information according to its value, and deleting it at the appropriate time. Research in this area includes "policies, processes, practices, services and tools used to align the business value of information with the most appropriate and cost-effective infrastructure from the time information is created through its final disposition" (SNIA association [4] ).
A typical approach in this area is to view the main problem as matching storage capacity with active or operational processing such as access times and frequency of access and policies such as retention rules and audit capability.
The primary goal of this paper is to develop resource allocation criteria by assigning values to information. More highly valued information is more privileged when it is time either to preserve or to destroy it; thus, the fundamental problem in such an approach is how to assign values to different types of information. In order to solve such a problem, we need to classify information according to some set of criteria.
To examine the information lifecycle, we envision it as the lifecycle of materials in a supply chain where raw materials, intermediate and finished products finished products are acquired, processed, stored, and exported, while flowing through transportation links connecting facilities. A holistic view such as this assigns value to products as they pass through the supply chain. Information can be classified according to its status in the supply chain. Thus, information lifecycle management involves the following tasks:
1. Identifying pieces of information (the items that flow in the supply chain). 2. Classifying information according to its status in the supply chain. 3. Assigning business value to information.
Determining a policy for information maintenance.
We propose use of an information flow model (FM) with five stages of information flow: acquiring/receiving, processing, creating, releasing, and communicating/transferring information. Each of these stages may involve storage of information. Such a model has been applied in several areas, including communication and software requirements [5, 6, 7] .
The fundamental difference between a traditional supply chain and our flow chain is the nature of materials involved in the flow. The flow in a traditional supply chain is a linear process in which materials arrive in the system, progress through different stages and then exit. Raw materials, intermediate products and finished products can be stored along this path from entrance to exit. Information, on the other hand, can appear and vanish at any point in the flow chain (deduced information), be multiplied, erased, etc.
In FM, as in the supply-chain method, the cost is sensitive to the stage of the chain. A finished product has more value than an intermediate product, which in turn has more value than the raw materials used in it. In this paper we apply the same evaluation scheme to information. Additional criteria are applied according to the organizational level, and the extent of the effects of information handing.
Information flow
We are interested in states through which information passes in its lifecycle. These states will provide us with methods for evaluating information. The value comes from investment in nurturing information from a lower stage to a higher stage. Accordingly, a piece of information has five states: collected/received (CL), processed (PR), created (CR), released/disclosed (RE), and transferred (TR), shown in figure 1. We use FM to classify information into generic theoretical categories that can be applied in any infosphere.
Stages of FM
"Handling information" involves following the information from its arrival at the infosphere, observing its progress through the various information stages (states) until it exits or disappears from the information circulation system. The flow model makes a piece of information visible as soon as it enters the circulation system of FM. In most cases, the piece of information then moves repeatedly between and among the stages of the model.
Creation stage
The creation stage has flow links (bi-directional arrow) to the processing stage, where special types of processing generate new information (e.g., data mining). The creation stage is an internal source of information in the infosphere. The created information is used in some way (e.g., decision making), stored, or immediately moved to the processing or release stages. As an example, suppose that a physician reaches a new diagnosis of a disease (creates new information), such as John Smith has AIDS. Such new information may be generated by examining (mining) some data. John Smith has AIDS is then released to an expert, or processed further (cycling processingcreating-processing) to verify the medical judgment.
The information might be used outside the informational ontological world. For example, when an organization reaches the conclusion that Smith is a risk, actual steps are taken such as refusing his application. When a physician reaches the conclusion that John Smith has AIDS, he or she then uses this information to perform non-informational acts such medical treatment. "Administering medical treatment" is a triggered action outside the information world. As we will see later, actions in the form of information are flowthings. Flowthings are things that are susceptible or capable of being received, processed, created, released and transferred according to FM state transformations.
Collection/receiving stage
The collecting/receiving stage is the informationacquisition stage; it accepts information from external suppliers and feeds it into the FM circulation system. This stage includes the possibility of using the arriving (unprocessed) information; hence, the collection stage has its own outside, a way for information to exit the system (e.g., arriving information generates the action of physical treatment, without further propagation in FM). It also includes the possibility of storing the collected/received information and destroying it.
Processing stage
The processing stage involves acting on information (e.g., anonymizing, data mining, summarizing, revising, etc.).
The processing is performed on acquired information from the collection stage or the creation stage (bidirectional arrows in figure 1 ). Processing does not generate new information, but only changes the appearance of information, including comparing, compressing, translating and revising.
Release and transfer stages
The release stage involves releasing information to outside the infosphere. It relies on the transfer stage to carry information from the current infosphere to the collection stage in another infosphere. When information is in the transfer state, it is flowing between two infospheres.
Example
According to Loshin [8] , business application has a distinct understanding of what business problem the application is meant to solve.
Unfortunately in practice, as applications are modified, merged, and expanded, the high-level understanding of the business problem gives way to dependence on implementation details and decisions that impose artificial constraints on the system. By virtue of the structured algorithm design…, we impose a control structure on the way that information flows through the processing. But this control structure does not always reflect the true dependencies inherent within the original application.
Accordingly, Loshin [8] suggested that building a Business Process Model has some major benefits. These include understanding that an information flow provides logical documentation for the business process exposes potential for adding value, and in communicating user requirements to the implementation team. An information flow as part of a business development and operational road maps for tracking development against the original requirements and maps workflow and control back to information use [8] .
Loshin [8] looked at a number of different kinds of processing paradigms including Transaction Processing, where an example is given of the use of an automated teller machine (ATM). The information flow "follows the thread of control as it passes through the individual interaction associated with each transaction" as shown in figure 2. Such a method of information flow specification gives us the opportunity to contrast it with its corresponding FM description that is shown in figure 3 . The process in figure 3 starts when the customer sends a request to withdraw money (circle 1 in the figure). Different methods can activate this request, however, the example does not include this portion of the transaction. The ATM includes several flowsystems including "request by the customer" (2). The request is received and processed (3) and flows to the bank's operating system (4). In the request flowsystem of the information system sphere, it is processed (dashed arrow -5) to trigger processing the corresponding account for sufficient funds (6) . If the account is OK (7), then this triggers the creation of a response (8) that flows (9) to the ATM, which in turn triggers releasing (10) money to the customer (11).
Releasing money triggers (12) sending disbursement confirmation to the information system (13) that, in turn, triggers debiting the account (14). This triggers the creation of debit confirmation (14) that flows to the ATM (15) to create a receipt (16) that is transferred to the customer (17).
Contrasting figure 2 with figure 3 , the difference can be noticed in the continuity of events in the FM representation, while figure 3 depicts a discontinuous series of heterogeneous elements of processes, decisions, and questions.
Classification of information
Classification of data is the first step in creating policies for information lifecycle management. Recent related work is creating the ʺsemantic Web,ʺ which would use automated tagging of data. Some systems semi-automate the determination of business value. Consider the classification in ACE [9] , which is achieved by mining the metadata attributes of the data and providing business value to the data based on policies. Prepackaged policies are constructed in consultation with experts. Policies consist of observable attributes of the data, the corresponding attribute values and a business value for the data that matches these attribute values. Some of the metadata attributes used for data classification in ACE include owner, access rights, application usage, file size, file type, last read time, last write time, create time, extension, access frequency, growth of file, and number of applications using a file. Each data/storage object is compared with all the policies to determine which one suits it best.
Such a classification scheme is based on an active and operationally (e.g., access and retention rules) oriented method. Our approach complements such schemes with systematic valuation of information regardless of storage, activity and operational considerations.
An important feature of the FM is that classification of information is performed by the system, not the creator or the author of information. Consider factors such as type of information or content of files used in document content management systems. Such classifications as medical images, photographic images and surveillance images are determined by the content author, who may not be proficient in information management techniques. Conversely, our approach is to value information based on its status as CR, CL, or PR information; hence, information value is defined in informational aspects, not in terms of other factors such as application factors (e.g., medical information, financial information), temporal factors (e.g., time since creation, time since last used), etc.
Information value according to information flow
In this section, we provide a series of propositions to be used in evaluating pieces of information. CL, PR and CR information are first valued relative to each other. Rules are then developed to give values to information within each stage. For simplicity, we use the names of the information states (CR, CL, and PR) to also denote the set of pieces of information in the corresponding stage. For a piece of information , let () denote its value.
Proposition 1:
Suppose that 1, 2, and 3 are three pieces of information such that 1  CR, 2  PR, and 3  CL. Then (1) > (2) > (3).
Discussion:
The proposition states simply that the created information is more valuable than processed information, which in turn is more valuable than collected information, as shown in figure 4 . In general, when deciding which information is to be destroyed, CR information or PR (processed) information used in deducing the CR information, the decision is in favour of the CR information. Such a decision attaches value to information in terms of effort invested in generating that information. For example, for the author of a research paper, the paper is more valuable than its references, because it embeds the effort of processing in addition to facts imported from references. Such an approach is based on a common belief in a data-
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Consider the collected information in the form of a picture Z collected from the Web. Suppose that Z reaches the processing stage, where it is then processed using steganography to hide some information in the picture to produce picture Z. It is reasonable to suggest that the processed picture is more valuable than the downloaded picture. The steganographic effort has added more value to the picture. We assume here that the resultant picture is not faulty and that the processing achieves the objective of the processing agent; otherwise the result is destroyed immediately. For example, suppose that an automated translation program produces a faulty translation. There is no point in this case of keeping the result to the point of deciding either to scrap it or scrap the original information.
It is reasonable to claim that created information is more valuable than processed information that generates it. The verdict that Smith has AIDS has more value than data about his disease symptoms. Cryptic military information is more valuable than its plain text because the cryptic information has involved processing of the original data.
While proposition 1 seems generally compelling, other factors may affect the final judgment. If there is sufficient doubt about the statement that Smith has AIDS, then the data about his disease symptoms is more valuable. Other factors may supplement the FM-based evaluation of information. Proposition 1 is built on neutralizing the effects of other considerations.
Proposition 2:
Let ├  denote the fact that  is created (e.g., logically deduced) from . Suppose that 1, 2  CR and 3  PR such that, a) 1 is created from ├ 1 where  represents an empty set of pieces of information. b) 3 is created from 2 ├ 1.
Then (1) > (2).
Discussion: Information created de novo (e.g., a writer writes an article, a manager evaluates his/her employees, a person writes his/her memoir) has more value than information derived from another type of information. This seems a common sense approach in which novelty is appreciated more than duplication or a modified product. For example, a picture (e.g., developed from scratch using some software) is more valuable than the same picture based on processing that modifies a Web image. 
Discussion:
a) Such a proposition is based on the notion that processing efforts have value. A more refined (processed) version of a research paper has, in general, more value than older versions. In the processing stage, we can construct the chain of processing relationships for different versions of each processed document as shown in Fig. 5 . 
According to proposition 3(a), (4) > (3), (5) > (3), (3) > (2), and (2) > (1). 4 and 5
cannot be compared because neither is derived from the other. b) We can make a similar claim for collected information. Several criteria may be declared for such a decision. If 2 and 1 are the same information downloaded at different times, then the most recent version is more valuable. Similarly, if the same information is delivered from two different sources, then the version collected from the more reliable source has more value than the other version. c) It is more difficult to apply these same criteria in the creation stage. How can different levels of creation be measured? It is possible to develop a chain of relationships among versions of information as we did for processed documents. In figure 6 , information 2 is sent back to the processing stage as 3, which is processed to create 4. For example, from medical information 1, it is concluded that 2: Smith has AIDS. This information is further processed as 3 to determine the reliability of such a conclusion, say by another consultant in the same organization. The processing of 3 generates 4. Proposition 3(c) declares that the value of 4 is greater than 2. This makes sense since, if we have to destroy either 2 or 4, we will ordinarily elect to save the more reliable information. 
Proposition 4:
Information that is used to collect, process, or create information has more value than the collected, processed, or created information, respectively. Discussion: Again, such a proposition is based on common sense. Preserving what led to information is more valuable than the resulting information, because it can be used repeatedly to obtain the same information.
Proposition 5: Let SIZE represent the size of a certain type of information, then SIZE(CL) >> (SIZE(PR) + SIZE(CR)).
Discussion: That is, the total size of collected information is far greater than the size of the combined processed and created information. Such a claim needs to be supported by empirical data. The proposition appears plausible, especially with regard to the type of information that accounts for most growth: film to digital image capture, analogue to digital voice and analogue to digital TV. According to a 2007 report [1] , IDC estimates that of the 161 exabytes of information created [created here means collected in FM] or replicated in 2006, about 75% was created by consumers -taking pictures, talking on the phone, working at home computers, uploading songs and so on. So enterprises only have to worry about 25% of the digital universe, right? Not at all. Most user-generated content will be touched by an organization along the way -on a network, in the data centre, at a hosting site, in a PBX, at an Internet switch, or a back-up system. Consequently, we propose that most of the potential for reducing information is present in the collected information stage. Proposition 1 gives more value to created and processed information; thus collected information endorses targeting the lower part of figure 7 , where information is abundant and less valuable.
Each stage in the FM may gather its own metadata about its type of information. Such types of metadata complemented with the FM-based evaluation rules can be used to develop a comprehensive information management.
Multi-level information values
The method used to evaluate pieces of information in the previous section involves assigning values according to the stages of information flow in a single infosphere. In contrast, the multi-level method assigns values in a multilevel organization of infospheres, as in the case of twolevel organization of a company and its two departments, as illustrated in Figure 8 . Value of information can be related to the level of its flow. In practice, higher organizational levels (e.g., executives) have more importance than lower subordinates. The flow of information through the vertical line of operating management is an important factor in valuing of information.
Consider the conceptualization of information flow shown in figure 9 [10] , that illustrates "how process information flows and is utilized." In that figure, processes P1, P2, …, Pn are "local" processing of information, while warehouse, analysis, and reviewing are global processes. Previously, we assigned value to information according to its state (e.g., created information is more valuable than received information). Additionally, information is received, processed, created, released and transferred at the local and global levels; however, figure 9 mixes lower level processes (P1, P2, … Pn) with global processes such as warehouse, analysis and reviewing. This blurs the value differences among organizational levels. Such a conceptualization as the one in Figure 9 does not recognise the hierarchical differences that influence information valuing.
FM distinguishes structurally between these levels. Figure 10 shows the FM conceptualization of the information flow in figure 9 . The upper area in the figure represents the global level of the organization. We assume two processes that receive, process, create, release and transfer information. We have also added the possibility of flow of information to and from outside the organization. The global processes of warehouse, analysis and reviewing may also be conceptualized according to their interdependence. Figure 11 shows the FM-based conceptualization of information flow assuming the sequence (1) warehouse, (2) analysis and (3) reviewing, with the interiors of the lower level processes not shown. We also assume that warehouse (e.g., conversion to standard units) and analysis (e.g., categorization) do not create new information. Accordingly, we can apply our methodology of categorisation of values while taking into consideration the organizational levels shown in figure 12 . In general, collected information at level i (e.g., executive level) is more valuable than created information at level i-1. Let L represent the infosphere level, H a ranking of states (created, processed, received) and C and Di, constants.
The index in Di can be used to attribute different important factors of processes at the same level (e.g., information from P1 is more valuable than information from P2). The value of a piece of information, V, can be calculated as Equation I:V = C * L + Di * H Figure 12 . Types of information in terms of value and size at two level infospheres.
The method used to evaluate pieces of information in the previous sections involves assigning values according to the stages of information flow in single and multi-level infospheres; however, a third dimension of information valuing exists, related to the extent of the effect of information handling. This dimension will be illustrated by applying it to the known PDCA (plan-do-check-act) cycle. The PDCA cycle is an iterative four-step problemsolving process that includes the four stages plan-docheck-act, as shown in figure 13 . Returning to the issue of valuing information, we propose ranking the value of information according to the width of its effect on the organization. In general, information in CHECK has more value than information in PLAN because it affects the entire organization, while information in PLAN has limited effect because it is applied at an experimental scale. This general view is shown in figure 16 .
Consequently, equation I can be rewritten as V = C*L + Di* H + E*S, where S is a scale factor of the extent of effect (e.g., number of affected departments) assigned to information in PLAN and CHECK, and E is a constant. We notice that actions (in DO and ACT) are flowthings; hence, most of our analysis can be applied to actions in addition to information. 
Conclusion
We have shown that it is possible to develop a theory for information lifecycle management independent of operational considerations such as storage and access information.
A flow model is applied for representing different conceptualization of processes related to valuing information. First, information value is related to the type of information: received, processed and created information. The value of information is also tied to organizational level. A framework for valuing information according to its extent of effect is then introduced. These concepts are developed systematically in the context of flow model. The contribution in this paper points to a promising research field in information lifecycle management with a focus and practical benefits. This area has recently received a great deal of attention; however, the "relative lack of research studies on [information lifecycle management] … suggests the need for an exploratory focus" [12] . According to a 2005 Sun white paper, "Information lifecycle management's stated value is compelling, but clear steps toward implementation are required" [13] .
