This survey reviews the existing literature on the most relevant Bayesian inference methods for univariate and multivariate GARCH models. The advantages and drawbacks of each procedure are outlined as well as the advantages of the Bayesian approach versus classical procedures. The paper makes emphasis on recent Bayesian non-parametric approaches for GARCH models that avoid imposing arbitrary parametric distributional assumptions. These novel approaches implicitly assume infinite mixture of Gaussian distributions on the standardized returns which have been shown to be more flexible and describe better the uncertainty about future volatilities. Finally, the survey presents an illustration using real data to show the flexibility and usefulness of the non-parametric approach.
Introduction
Understanding, modeling and predicting the volatility of financial time series has been extensively researched for more than 30 years and the interest in the subject is far from decreasing. Volatility prediction has a very wide range of applications in finance, for example, in portfolio optimization, risk management, asset allocation, asset pricing, etc. The two most popular approaches to model volatility are based on the Autoregressive Conditional Heteroscedasticity (ARCH) type and Stochastic Volatility (SV) type models. The seminal paper of Engle (1982) proposed the primary ARCH model while Bollerslev (1986) generalized the purely autoregressive ARCH into an ARMA-type model, called the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) model. Since then, there has been a very large amount of research on the topic, stretching to various model extensions and generalizations. Meanwhile, the researchers have been addressing two important topics: looking for the best specification for the errors and selecting the most efficient approach for inference and prediction.
Besides selecting the best model for the data, distributional assumptions for the returns are equally important. It is well known, that every prediction, in order to be useful, has to come with a certain precision measurement. In this way the agent can know the risk she is facing, i.e. uncertainty. Distributional assumptions permit to quantify this uncertainty about the future. Traditionally, the errors have been assumed to be Gaussian, however, it has been widely acknowledged that financial returns display fat tails and are not conditionally Gaussian. Therefore, it is common to assume a Student-t distribution, see Bollerslev (1987) , He & Teräsvirta (1999) and Bai et al. (2003) , among others. However, the assumption of Gaussian or Student-t distributions is rather restrictive. An alternative approach is to use a mixture of distributions, which can approximate arbitrarily any distribution given a sufficient number of mixture components. A mixture of two Normals was used by Bai et al. arises from the misfit between the data available and the parameters needed to estimate.
Then, in order to avoid assuming wrong parametric distributions, which may lead to inconsistent estimators, it is better to consider a semi-or non-parametric approach. Bayesian non-parametrics may lead to less constrained models than classical parametric Bayesian statistics and provide an adequate description of the data, especially when the conditional return distribution is far away from Gaussian.
Up to our knowledge, there has been a very few papers using Bayesian non-parametrics for GARCH models. These are Ausín et al. (2014) for univariate GARCH, Jensen & Maheu (2013) and Virbickaite et al. (2013) for MGARCH. All of them have considered infinite mixtures of Gaussian distributions with a Dirichlet process (DP) prior over the mixing distribution, which results into DP mixture (DPM) models. This approach so far proves to be the most popular Bayesian non-parametric modeling procedure. The results over the papers have been consistent: The Bayesian non-parametric approach leads to more flexible models and is better in explaining heavy-tailed return distributions, which parametric models cannot fully capture.
The outline of this survey is as follows. Section 2 shortly introduces univariate GARCH models and different inference and prediction methods. Section 3 overviews the existing models for multivariate GARCH and different inference and prediction approaches. Section 4 introduces the Bayesian non-parametric modeling approach and reviews the limited literature of this area in time-varying volatility models. Section 5 presents a real data application.
Finally, Section 6 concludes.
Univariate GARCH
As mentioned before, the two most popular approaches to model volatility are GARCH type and SV type models. In this survey we focus on GARCH models, therefore, SV models will not be included thereafter. Also, we are not going to enter into the technical details of the Bayesian algorithms and refer to Robert & Casella (2004) for a more detailed description of Bayesian techniques.
Description of Models
The general structure of an asset return series modeled by a GARCH-type models can be written as:
where µ t = E [r t |I t−1 ] is the conditional mean given I t−1 , the information up to time t − 1, a t is the mean corrected returns of the asset at time t, h t = Var [r t |I t−1 ] is the conditional variance given I t−1 and t is the standard white noise shock. There are several ways to model the conditional mean, µ t . The usual assumptions are to consider that the mean is either zero, equal to a constant (µ t = µ), or follows an ARMA(p,q) process. However, sometimes the mean is also modeled as a function of the variance, say g(h t ), which leads to the GARCHin-Mean models. On the other hand, the conditional variance, h t , is usually modeled using the GARCH-family models. In the basic GARCH model the conditional variance of the returns depends on a sum of three parts: a constant variance as the long-run average, a linear combination of the past conditional variances and a linear combination of the past mean squared returns. For instance, in the GARCH(1,1) model, the conditional variance at time t is given by h t = ω + αa 2 t−1 + βh t−1 , for t = 1, . . . , T . There are some restrictions which have to be imposed such as ω > 0, α, β ≥ 0 for positive variance, and α + β < 1 for the covariance stationarity. Nelson (1991) proposed the exponential GARCH (EGARCH) model that acknowledges the existence of asymmetry in the volatility response to the changes in the returns, sometimes also called the "leverage effect", introduced by Black (1976) . Negative shocks to the returns have a stronger effect on volatility than positive. Other ARCH extensions that try to incorporate the leverage effect are the GJR model by Glosten et al. (1993) and the TGARCH of Zakoian (1994) , among many others. As Engle (2004) puts it, "there is now an alphabet soup" of ARCH family models, such as AARCH, APARCH, FIGARCH, STARCH etc, which try to incorporate such return features as fat tails, volatility clustering and volatility asymmetry. Papers by Bollerslev et al. (1992) , Bollerslev et al. (1994) , Engle (2002b) , Ishida & Engle (2002) provide extensive reviews of the existing ARCH-type models. Bera & Higgins (1993) review ARCH type models, discuss their extensions, estimation and testing, also numerous applications. Also, one can find an explicit review with examples and applications concerning GARCH-family models in Tsay (2010) and Chapter 1 in Teräsvirta (2009).
Inference Methods
The main estimation approach for GARCH-family models is the classical maximum likelihood method. However, recently there has been a rapid development of Bayesian estimation techniques, which offer some advantages compared to the frequentist approach as already discussed in the Introduction. In addition, in the empirical finance setting, the frequentist approach presents an uncertainty problem. For instance, optimal allocation is greatly affected by the parameter uncertainty, which has been recognized in a number of papers, see Jorion (1986) and Greyserman et al. (2006) , among others. These authors conclude that in the frequentist setting the estimated parameter values are considered to be the true ones, therefore, the optimal portfolio weights tend to inherit this estimation error. However, instead of solving the optimization problem on the basis of the choice of unique parameter values, the investor can choose the Bayesian approach, because it accounts for parameter uncertainty, as seen in Kang (2011) and Jacquier & Polson (2013) , for example. A number of papers in this field have explored different Bayesian procedures for inference and predic-tion and different approaches to modeling the fat-tailed errors and/or asymmetric volatility.
The recent development of modern Bayesian computational methods, based on Monte Carlo approximations and MCMC methods have facilitated the usage of Bayesian techniques, see e.g. Robert & Casella (2004) .
The standard Gibbs sampling procedure does not make the list because it cannot be used due to the recursive nature of the conditional variance: the conditional posterior distributions of the model parameters are not of a simple form. One of the alternatives is the Griddy-Gibbs sampler as in Bauwens & Lubrano (1998) . They discuss that previously used importance sampling and Metropolis algorithms have certain drawbacks, such as that they require a careful choice of a good approximation of the posterior density. The authors propose a Griddy-Gibbs sampler which explores analytical properties of the posterior density as much as possible. In this paper the GARCH model has Student-t errors, which allows for fat tails. The authors choose to use flat (uniform) priors on parameters (ω, α, β) with whatever region is needed to ensure the positivity of variance, however, the flat prior for the degrees of freedom cannot be used, because then the posterior density is not integrable. Instead, they choose a half-right side of Cauchy. The posteriors of the parameters were found to be skewed, which is a disadvantage for the commonly used Gaussian approximation. On the other hand, modeled the errors of a GARCH model with a mixture of two Gaussian distributions. The advantage of this approach compared to that of Student-t errors, is that if the number of the degrees of freedom is very small (less than 5), some moments may not exist. The authors have chosen flat priors for all the parameters, and discovered that there is little sensitivity to the change in the prior distributions (from uniform to Beta), unlike in Bauwens & Lubrano (1998) , where the sensitivity for the prior choice for the degrees of freedom is high. More articles using a Griddy-Gibbs sampling approach are by Bauwens & Lubrano (2002) , who have modeled asymmetric volatility with Gaussian innovations and have used uniform priors for all the parameters, and by Wago (2004) , who explored an asymmetric GARCH model with Student-t errors.
Another MCMC algorithm used in estimating GARCH model parameters, is the MetropolisHastings (MH) method, which samples from a candidate density and then accepts or rejects the draws depending on a certain acceptance probability. Ardia (2006) modeled the errors as Gaussian distributed with zero mean and unit variance while the priors are chosen as Gaussian and a MH algorithm is used to draw samples from the joint posterior distribution.
The author has carried out a comparative analysis between ML and Bayesian approaches, finding, as in other papers, that some posterior distributions of the parameters were skewed, thus warning against the abusive use of the Gaussian approximation. Also, Ardia (2006) has performed a sensitivity analysis of the prior means and scale parameters and concluded that the initial priors in this case are vague enough. This approach has been also used by Müller & Pole (1998) , Nakatsuma (2000) and Vrontos et al. (2000) , among others. A special case of the MH method is the random walk Metropolis-Hastings (RWMH) where the proposal draws are generated by randomly perturbing the current value using a spherically symmetric distribution. A usual choice is to generate candidate values from a Gaussian distribution where the mean is the previous value of the parameter and the variance can be calibrated to achieve the desired acceptance probability. This procedure is repeated at each MCMC iteration. have also carried out a comparison of estimation approaches, Griddy-Gibbs, RWMH and ML. Apparently, RWMH has difficulties in exploring the tails of the posterior distributions and ML estimates may be rather different for those parameters where posterior distributions are skewed.
In order to select one of the algorithms, one might consider some criteria, such as fast convergence for example. Asai (2006) numerically compares some of these approaches in the context of GARCH. The Griddy-Gibbs method is capable in handling the shape of the posterior by using smaller MCMC outputs comparing with other methods, also, it is flexible regarding parametric specification of a model. However, it can require a lot of computational time. This author also investigates MH, adaptive rejection Metropolis sampling (ARMS), proposed by Gilks et al. (1995) , and acceptance-rejection MH algorithms (ARMH), proposed by Tierney (1994) . For more in detail about each method in GARCH models see Nakatsuma (2000) and Kim et al. (1998) , among others. Using simulated data, Asai (2006) calculated geometric averages of inefficiency factors for each method. Inefficiency factor is just an inverse of Geweke (1992) efficiency factor. According to this, the ARMH algorithm performed the best. Also, computational time was taken into consideration, where ARMH clearly outperformed MH and ARMS, while Griddy-Gibbs stayed just a bit behind. The author observes that even though the ARMH method showed the best results, the posterior densities for each parameter did not quite explore the tails of the distributions, as desired.
In this case Griddy-Gibbs performs better; also, it requires less draws than ARMH. Bauwens & Lubrano (1998) investigate one more convergence criteria, proposed by Yu & Mykland (1998) , which is based on cumulative sum (cumsum) statistics. It basically shows that if MCMC is converging, the graph of a certain cumsum statistic against time should approach zero. Their employed Griddy-Gibbs algorithm converged in all four parameters quite fast.
Then, the authors explored the advantages and disadvantages of alternative approaches: the importance sampling and the MH algorithm. Considering importance sampling, one of the main disadvantages, as mentioned before, is to find a good approximation of the posterior density (importance function). Also, comparing with Griddy-Gibbs algorithm, the importance sampling requires much more draws to get smooth graphs of the marginal densities.
For the MH algorithm, same as in importance sampling, a good approximation needs to be found. Also, compared to Griddy-Gibbs, the MH algorithm did not fully explore the tails of the distribution, unless for a very big number of draws.
Another important aspect of the Bayesian approach, as commented before, are the ad- metric GARCH models, such as the GJR-GARCH and threshold GARCH. They show how using the Bayesian approach it is possible to compare complex and non-nested models to choose for example between GARCH and stochastic volatility models, between symmetric or asymmetric GARCH models or to determine the number of regimes in threshold processes, among others.
An alternative approach to the previous parametric specifications is the use of Bayesian non-parametric methods, that allow to model the errors as an infinite mixture of normals, as seen in the paper by Ausín et al. (2014) . The Bayesian non-parametric approach for time-varying volatility models will be discussed in detail in Section 4.
To sum up, considering the amount of articles published quite recently regarding the topic of estimating univariate GARCH models using MCMC methods indicates still growing interest in the area. Although numerous GARCH-family models have been investigated using different MCMC algorithms, there are still a lot of areas that need further research and development.
Then
where µ t = E[r t |I t−1 ], a t are mean-corrected returns, t is a random vector, such that
There is a wide range of MGARCH models, where most of them differ in specifying H t . In the rest of this section we will review the most popular and widely used and the different Bayesian approaches to make inference and prediction. For general reviews on MGARCH models, see Bauwens et al. (2006) , Silvennoinen & Teräsvirta (2009) and Tsay (2010) (Chapter 10), among others.
Regarding inference, one can also consider the same arguments provided in the univariate GARCH case above. Maximum likelihood estimation for MGARCH models can be obtained by using numerical optimization algorithms, such as Fisher scoring and Newton-Raphson. Vrontos et al. (2003b) have estimated several bivariate ARCH and GARCH models and found that some classical estimates of the parameters were quite different from their Bayesian counterparts. This was due to the non-Normality of the parameters. Thus, the authors suggest careful interpretation of the classical estimation approach. Also, Vrontos et al. (2003b) found it difficult to evaluate the classical estimates under the stationarity conditions, and consequently the resulting parameters, evaluated ignoring the stationarity constraints, produced non-stationary estimates. These difficulties can be overcome using the Bayesian approach.
VEC, DVEC and BEKK
The VEC model was proposed by Bollerslev et al. (1988) , where every conditional variance and covariance (elements of the H t matrix) is a function of all lagged conditional variances and covariances, as well as lagged squared mean-corrected returns and cross-products of returns. Using this unrestricted VEC formulation, the number of parameters increases dramatically. For example, if K = 3, the number of parameters to estimate will be 78, and if K = 4, the number of parameters increases to 210, see Bauwens et al. (2006) for the explicit formula for the number of parameters in VEC models. To overcome this difficulty, Bollerslev et al. (1988) simplified the VEC model by proposing a diagonal VEC model, or DVEC, as follows:
where indicates the Hadamard product, Ω, A and B are symmetric K × K matrices.
As noted in Bauwens et al. (2006) , H t is positive definite provided that Ω, A, B and the initial matrix H 0 are positive definite. However, these are quite strong restrictions on the parameters. Also, DVEC model does not allow for dynamic dependence between volatility series. In order to avoid such strong restrictions on the parameter matrices, Engle & Kroner (1995) propose the BEKK model, which is just a special case of a VEC and, consequently, less general. It has the attractive property that the conditional covariance matrices are positive definite by construction. The model looks as follows:
where Ω * is a lower triangular matrix and A * and B * are K × K matrices. In the BEKK model it is easy to impose the definite positiveness of the H t matrix. However, the parameter matrices A * and B * do not have direct interpretations since they do not represent directly the size of the impact of the lagged values of volatilities and squared returns. Osiewalski & Pipien (2004) present a paper that compares the performance of various bivariate ARCH and GARCH models, such as VEC, BEKK, etc, estimated using Bayesian techniques. As the authors observe, they are the first to perform model comparison using
Bayes factors and posterior odds in the MGARCH setting. The algorithm used for parameter estimation and inference is Metropolis-Hastings, and to check for convergence they rely on the cumsum statistics, introduced by Yu & Mykland (1998) , and used by Bauwens & Lubrano (1998) in the univariate GARCH setting. Using the real data the authors found that the t-BEKK models performed the best, leaving t-VEC not so far behind; t-VEC model, sometimes also called t-VECH, is a more general form of a DVEC, seen above, where the mean-corrected returns follow a Student-t distribution. The name comes from a function called vech, which reshapes the lower triangular portion of a symmetric variance-covariance matrix into a column vector. To sum up, the authors choose t-BEKK model as clearly better than the t-VEC, because it is relatively simple and has less parameters to estimate.
On the other hand, Hudson & Gerlach (2008) developed a prior distribution for a VECH specification that directly satisfy both necessary and sufficient conditions for positive definiteness and covariance stationarity, while remaining diffuse and non-informative over the allowable parameter space. These authors employed MCMC methods, including MetropolisHastings, to help enforce the conditions in this prior.
More recently, Burda & Maheu (2013) 
Factor-GARCH
Factor-GARCH was first proposed by Engle et al. (1990) to reduce the dimension of the multivariate model of interest using an accurate approximation of the multivariate volatility.
The definition of the Factor-GARCH model, proposed by Lin (1992) , says that BEKK model
in (1) is a Factor-GARCH, if A * and B * have rank one and the same left and right eigenvalues: 
where µ is a K × 1 vector of constants, which is time invariant, W is a K × K parameter matrix, X t is a K × 1 vector of factors and
it is the conditional variance of the ith factor at time t such that c i > 0, b i ≥ 0, g i ≥ 0. Then, the factors in the X t vector are GARCH(1,1) processes and the vector a t is a linear combination of such factors. It can be easily shown that H t is always positive definite by construction. However, the structure of H t depends on the order of the time series in r t . Vrontos et al. (2003a) have considered this problem to find the best ordering under the proposed model. Furthermore, Vrontos et al.
(2003a) investigate a full-factor MGARCH model using the ML and Bayesian approaches.
The authors compute maximum likelihood estimates using Fisher scoring algorithm. As for the Bayesian analysis, the authors have adopted a Metropolis-Hastings algorithm, and found that the algorithm is very time consuming, especially in high-dimensional data. To speed-up the convergence, Vrontos et al. (2003a) have proposed reparametrization of positive parameters and also a blocking sampling scheme, where the parameter vector is divided into three blocks: mean, variance and the matrix of constants W . As mentioned before, the ordering of the univariate time series in full-factor models is important, thus to select "the best" model one has to consider K! possibilities for a multivariate dataset of dimension K.
Instead of choosing one model and making inference (as if the selected model was the true one), the authors employ a Bayesian approach by calculating the posterior probabilities for all competing models and model averaging to provide "combined" predictions. The main contribution of this paper is that the authors were able to carry out an extensive Bayesian analysis of a full-factor MGARCH model considering not only parameter uncertainty, but model uncertainty as well.
As already discussed above, a very common stylized feature of financial time series is the asymmetric volatility. Dellaportas & Vrontos (2007) have proposed a new class of tree structured MGARCH models that explore the asymmetric volatility effect. Same as the paper by 
CCC
The CCC model, proposed by Bollerslev (1990) and the simplest in its class, is based on the decomposition of the conditional covariance matrix into conditional standard deviations and correlations. Then, the conditional covariance matrix H t looks as follows:
where D t is diagonal matrix with the K conditional standard deviations and R is a timeinvariant conditional correlation matrix such that R = (ρ ij ) and ρ ij = 1, ∀i = j. The CCC approach can be applied to a wide range of univariate GARCH family models, such as exponential GARCH or GJR-GARCH, for example. Vrontos et al. (2003b) have estimated some real data using a variety of bivariate ARCH and GARCH models in order to select the best model specification and to compare the Bayesian parameter estimates to those of the ML. These authors have considered three ARCH and three GARCH models, all of them with constant conditional correlations (CCC). They have used a Metropolis-Hastings algorithm, which allows to simulate from the joint posterior distribution of the parameters. For model comparison and selection, Vrontos et al. (2003b) have obtained predictive distributions and assessed comparative validity of the analyzed models, according to which the CCC model with diagonal covariance matrix performed the best considering one-step-ahead predictions.
DCC
A natural extension of the simple CCC model are the dynamic conditional correlation (DCC) models, firstly proposed by Tse & Tsui (2002) and Engle (2002a) . The DCC approach is more realistic, because the dependence between returns is likely to be time-varying.
The models proposed by Tse & Tsui (2002) and Engle (2002a) consider that the conditional covariance matrix H t looks as H t = D t R t D t , where R t is now a time varying correlation matrix at time t. The models differ in the specification of R t . In the paper by Tse & Tsui (2002) , the conditional correlation matrix is
where θ 1 and θ 2 are non-negative scalar parameters, such that θ 1 + θ 2 < 1, R is a positive definite matrix such that ρ ii = 1 and Ψ t−1 is a K × K sample correlation matrix of the past m standardized mean-corrected returns u t = D −1 t a t . On the other hand, in the paper by Engle (2002a) , the specification of R t is R t = (I Q t ) −1/2 Q t (I Q t ) −1/2 , where
returns, α and β are non-negative scalar parameters, such that α + β < 1 andQ is unconditional covariance matrix of u t . As noted in Bauwens et al. (2006) , the model by Engle (2002a) does not formulate the conditional correlation as a weighted sum of past correlations, unlike in the DCC model by Tse & Tsui (2002) , seen above. The drawback of both these models is that θ 1 , θ 2 , α and β are scalar parameters, so all conditional correlations have the same dynamics. However, as Tsay (2010) notes it, the models are parsimonious.
Moreover, as financial returns display not only asymmetric volatility, but also excess kurtosis, previous research, as in univariate case, has mostly considered using a multivariate Student-t distribution for the errors. However, as already discussed above, this approach has several limitations. Galeano & Ausín (2010) 
where u t = D −1 t a t are mean corrected standardized returns, η t = u t I(u t < 0) selects just negative returns, "diag" stands for either taking just the diagonal elements from the matrix, or making a diagonal matrix from a vector, S is a sample correlation matrix of u t , κ, λ and δ are K × 1 vectors,κ = K
To ensure positivity and stationarity of Q t , it is necessary to impose κ i , λ i , δ i > 0 and Cappiello et al. (2006) is just a special case where
Up to our knowledge, the only paper that considers the AGDCC model in the Bayesian setting is Virbickaite et al. (2013) that propose to model the distribution of the standardized returns as an infinite scale mixture of Gaussian distributions by relying on Bayesian nonparametrics. This approach is presented in more detail in Section 4.
Copula-GARCH
The use of copulas is an alternative approach to study return time series and their volatilities. The main convenience of using copulas is that individual marginal densities of the returns can be defined separately from their dependence structure. Then, each marginal time series can be modeled using univariate specification and the dependence between the returns can be modeled by selecting an appropriate copula function. A K-dimensional cop- Sklar, 1959) , every joint distribution F (x 1 , . . . , x K ), whose marginals are given by
, where C is a copula function of F , which is unique if the marginal distributions are continuous.
The most popular approach to volatility modeling through copulas is called the Copula-GARCH model, where univariate GARCH models are specified for each marginal series and the dependence structure between them is described using a copula function. A very useful feature of copulas, as noted by Patton (2009) , is that the marginal distributions of each random variable do not need to be similar to each other. This is very important in modeling time series, because each of them might be following different distributions. The choice of copulas can vary from a simple Gaussian copula to more flexible ones, such as Clayton, Gumbel, mixed Gaussian, etc. In the existing literature different parametric and non-parametric specifications can be used for the marginals and copula function C. Also, the copula function can be assumed to be constant or time varying, as seen in Ausín & Lopes (2010) , among others.
The estimation for Copula-GARCH models can be performed in a variety of ways. Maximum likelihood is the obvious choice for fully parametric models. Estimation is generally based on a multi-stage method, where firstly the parameters of the marginal univariate distributions are estimated and then used to condition in estimating the parameters of the copula. Another approach is non-or semi-parametric estimation of the univariate marginal distributions followed by a parametric estimation of the copula parameters. As Patton (2006) has showed, the two-stage maximum likelihood approach lead to consistent, but not efficient
estimators.
An alternative is to employ a Bayesian approach, as done by Ausín & Lopes (2010) . The authors have developed a one-step Bayesian procedure where all parameters are estimated at the same time using the entire likelihood function and, provided the methodology, for obtaining optimal portfolio, calculating VaR and CVaR. Ausín & Lopes (2010) have used a Gibbs sampler to sample from a joint posterior, where each parameter is updated using a RWMH. In order to reduce computational cost, the model and copula parameters are updated not one-by-one, but rather by blocks, that consist of highly correlated vectors of model parameters. Arakelian & Dellaportas (2012) have also used Bayesian inference for copula-GARCH models. These authors have proposed a methodology for modelling dynamic dependence structure by allowing copula functions or copula parameters to change across time. The idea is to use a threshold approach so these changes, that are assumed to be unknown, VaR of a portfolio that shows asymmetric dependencies between some pairs of assets and symmetric dependency between others.
All the previously introduced methods rely on parametric assumptions for the distribution of the errors. However, imposing a certain distribution can be rather restrictive and lead to underestimated uncertainty about future volatilities, as seen in Virbickaite et al. (2013) .
Therefore, Bayesian non-parametric methods become especially useful, since they do not impose any specific distribution on the standardized returns.
Bayesian Non-Parametrics for GARCH
Bayesian non-parametrics is an alternative approach to the classical parametric Bayesian statistics, where one usually gives some prior for the parameters of interest, whose distribution is unknown, and then observes the data and calculates the posterior. The priors come from the family of parametric distributions. Bayesian non-parametrics uses a prior over distributions with the support being the space of all distributions. Then, it can be viewed as a distribution over distributions.
DP and DPM
One of the most popular Bayesian non-parametric modeling approach is based on Dirichlet processes (DP) and mixtures of Dirichlet processes (DPM). DP was firstly introduced by Ferguson (1973) . Suppose that we have a sequence of exchangeably distributed random variables X 1 , X 2 , . . . from an unknown distribution F , where the support for X i is Ω. In order to perform Bayesian inference, we need to define the prior for F . This can be done by considering partitions of Ω, such as Ω = C 1 ∪ C 2 ∪ . . . ∪ C m , and defining priors over all possible partitions. We say that F has a Dirichlet process prior, denoted as F ∼ DP(α, F 0 ), if the set of associated probabilities given F for any partition follows a Dirichlet distribution,
, where α > 0 is a precision parameter that represents our prior certainty of how concentrated the distribution is around F 0 , which is a known base distribution on Ω. The Dirichlet process is a conjugate prior. Thus, given n independent and identically distributed samples from F , the posterior distribution of F is also a Dirichlet process such that F ∼ DP α + n, (αF 0 + nF n ) (α + n) −1 , where F n is the empirical distribution function.
There are two main ways for generating a sample from the marginal distribution of X,
where X|F ∼ F and F ∼ DP(α, F 0 ): the Polya urn and stick breaking procedures. On the one hand, the Polya urn scheme can be illustrated in terms of a urn with α black balls; when a non-black ball is drawn, it is placed back in the urn together with another ball of the same color. If the drawn ball is black, a new color is generated from F 0 and a ball of this new color is added to the urn together with the black ball we drew. This process gives a discrete marginal distribution for X since there is always a probability that a previously seen value is repeated. On the other hand, the stick-breaking procedure is based on the representation of the random distribution F as a countably infinite mixture:
where δ X is a Dirac measure, X m ∼ F 0 and the weights are such that
. . , where β m ∼ Beta (1, α). This implies that the weights
The discreteness of the Dirichlet process is clearly a disadvantage in practice. A solution was proposed by Antoniak (1974) by using DPM models where a DP prior is imposed over over the distribution of the model parameters, θ, as follows:
Observe that G is a random distribution drawn from the DP and because it is discrete, multiple θ i 's can take the same value simultaneously, making it a mixture model. In fact, using the stick-breaking representation, the hierarchical model above can be seen as an infinite mixture of distributions:
where the weights are obtained as before:
(1 − β i ), for m = 1, . . ., and where β m ∼ Beta (1, α) and θ m ∼ G 0 .
Regarding inference algorithms, there are two main types of approaches. On the one hand, the marginal methods, such as those proposed by Escobar & West (1995 ), MacEachern (1994 and Neal (2000) , which rely on the Polya urn representation. All these algorithms are based on integrating out the infinite dimensional part of the model. Recently, another class of algorithms, called conditional methods, have been proposed. These approaches, based on the stick-breaking scheme, leave the infinite part in the model and sample a finite number of variables. These include the procedure by Walker (2007) , who introduces slice sampling schemes to deal with the infiniteness in DPM, and the retrospective MCMC method of Papaspiliopoulos & Roberts (2008) , that is later combined by Papaspiliopoulos (2008) with slice sampling method by Walker (2007) to obtain a new composite algorithm, which is better, faster and easier to implement. Generally, the stick-breaking compared to the Polya urn procedures produce better mixing and simpler algorithms.
Volatility modeling using DPM
As mentioned above, so far there has been little research in modeling volatilities with MGARCH using the DPM models. Up to our knowledge, these only include: Ausín et al. (2014) for univariate GARCH, and Jensen & Maheu (2013) and Virbickaite et al. (2013) , for MGARCH. Ausín et al. (2014) have applied semi-parametric Bayesian techniques to estimate univariate GARCH-type models. These authors have used the class of scale mixtures of Gaussian distributions, that allow for the variances to change over components, with a Dirichlet process prior on the mixing distribution to model innovations of the GARCH process. The resulting class of models is called DPM-GARCH type models. In order to perform Bayesian inference on the new model, the authors employ a stick-breaking sampling scheme and make use of the ideas proposed in Walker (2007) , Papaspiliopoulos & Roberts (2008) and Papaspiliopoulos (2008) . The new scale mixture model was compared to a simpler mixture of two Gaussians, Student-t and the usual Gaussian models. The estimation results in all three cases were quite similar, however, the scale mixture model is able to capture skewness as well as kurtosis and, based on the approximated Log Marginal Likelihood (LML) and DIC, provided the best performance in simulated and real data. Finally, Ausín et al. (2014) have applied the resulting model to perform one-step-ahead predictions for volatilities and VaR.
In general, the non-parametric approach leads to wider Bayesian credible intervals and can better describe long tails. Jensen & Maheu (2013) propose a Bayesian non-parametric modeling approach for the innovations in MGARCH models. They use a MGARCH specification, proposed by Ding & Engle (2001) , which is a different representation of a well known DVEC model, introduced above. The innovations are modeled as an infinite mixture of multivariate Normals with a DP prior. The authors have employed Polya urn and stick-breaking schemes and, using two data sets, compared the three model specifications: parametric MGARCH with Studentt innovations (MGARCH-t), GARCH-DPM-Λ that allows for different covariances (scale mixture) and MGARCH-DPM, allowing for different means and covariances of each component (location-scale mixture). In general, both semi-parametric models produced wider density intervals. However, in MGARCH-t model a single degree of freedom parameter determines the tail thickness in all directions of the density, meanwhile the non-parametric models are able to capture various deviations from Normality by using a certain number of components. These results are consistent with the ones in Ausín et al. (2014) . As for predictions, both semi-parametric models performed equally good and outperformed the parametric MGARCH-t specification.
Finally, the paper by Virbickaite et al. (2013) can be seen as a direct generalization of the paper by Ausín et al. (2014) to the multivariate framework. Here, same as in Jensen & Maheu (2013) , the authors have proposed using an infinite scale mixture of Normals for the standardized returns. For the MGARCH model a GJR-ADCC was chosen, allowing for asymmetric volatilities and asymmetric time-varying correlations. Moreover, the authors have carried-out a simulation study that illustrated the adaptability of the DPM model. Finally, the authors provided one real data application to portfolio decision problem concluding that DPM models are less restrictive and more adaptive to whatever distribution the data comes from, therefore, can better capture the uncertainty about financial decisions.
To sum up, the findings in the above papers are consistent: the Bayesian semi-parametric approach leads to more flexible models and is better in explaining heavy-tailed return distributions, which parametric models cannot fully capture. The parameters are less precise, i.e. wider Bayesian credible intervals are observed because the semi-parametric models are less restricted. This provides a more adequate measure of uncertainty. If in the Gaussian setting the credible intervals are very narrow and the real data is not Gaussian, this makes the agent overconfident about her decisions, and she takes more risk than she would like to assume. Steel (2008) observes that the combination of Bayesian methods and MCMC computational algorithms provide new modeling possibilities and calls for more research regarding non-parametric Bayesian time series modeling.
Illustration
This illustration study using real data has basically two goals: firstly, to show the advantages of the Bayesian approach, such as the ability to obtain posterior densities of quantities of Figure 1 and Table 1 present the basic plots and descriptive statistics of the two log-return series.
As seen from the plot and descriptive statistics, the data is slightly skewed and with high kurtosis, therefore, assuming a Gaussian distribution for the standardized returns would be inappropriate. Therefore, we estimate this bivariate time series using an ADCC model by Engle (2002a) , presented in Section 3.4., which incorporates an asymmetric correlation effect. The univariate series are assumed to follow GJR-GARCH(1, 1) models in order to incorporate the leverage effect in volatilities. As for the errors, we use an infinite scale mixture of Gaussian distributions. Therefore, we call the final model GJR-ADCC-DPM.
Inference and prediction is carried out using Bayesian non-parametric techniques, as seen in Virbickaite et al. (2013) . The selection of the MGARCH specification is arbitrary and other models might work equally well. For the sake of comparison, we estimate a restricted GJR-ADCC-Gaussian model using Maximum Likelihood and Bayesian approaches. The estimation results are presented in Table 2 .
The estimated parameters are very similar for all three approaches, except for α, the asymmetric correlation coefficient δ. Since α and δ are so close to zero, the ML has some Figure 2 . Log-Predictive Densities of the one-step-ahead Returns r t+1 for Bayesian Gaussian and DPM Models trouble in estimating those parameters. Overall, the δ is small, indicating little evidence of asymmetrical behavior in correlations. Figure 2 shows the estimated marginal predictive densities of the one-step-ahead returns in log scale using the Bayesian approach. We can observe the differences in tails arising from different specification of the errors. The DPM model allows for a more flexible distribution, therefore, for more extreme returns, i.e. fatter tails. The estimated densities were obtained using the procedure described in Virbickaite et al. (2013) . Table 3 presents the estimated mean, median and 95% credible intervals of one-step-ahead volatility matrices in Bayesian context. The matrix element (1,1) represents the volatility for the FTSE100 series, (2,2) for the S&P500, and the elements in the diagonal (1,2) and (2,1) represent the covariance of both financial returns. Figure 3 draws the posterior distributions for volatilities and correlation. The estimated mean volatilities for both, DPM and Gaussian approaches, are very similar, however, the main differences arise from the shape of the posterior distribution. 95% credible intervals for DPM model correlation are wider providing a more realistic measure of uncertainty about future correlations between two assets. This To sum up, this illustration has shown the main differences between the standard estimation procedures and the new non-parametric approach. Even though the point estimates for the parameters and the one-step-ahead volatilities are very similar, the main differences arise from the thickness of tails of predictive distributions of one-step-ahead returns and the shape of the posterior distribution for the one-step-ahead volatilities.
Conclusions
In this paper we reviewed univariate and multivariate GARCH models and inference methods, putting emphasis on the Bayesian approach. We have surveyed the existing literature that concerns various Bayesian inference methods for MGARCH models, outlining the advantages of the Bayesian approach versus the classical procedures. We have also discussed in more detail the recent Bayesian non-parametric method for GARCH models, which avoid imposing arbitrary parametric distributional assumptions. This new approach is more flexible and can describe better the uncertainty about future volatilities and returns, as has been illustrated using real data.
