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UNIQUENESS OF SELF-SIMILAR SOLUTIONS TO
FLOWS BY QUOTIENT CURVATURES
LI CHEN AND SHANZE GAO
Abstract. In this paper, we consider a family of closed hypersur-
faces which shrink self-similarly with speed of quotient curvatures.
We show that the only such hypersurfaces are shrinking spheres.
Keywords: Uniqueness, convex solutions, quotient of curvatures, self-
similar.
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1. Introduction
Let X : M → Rn+1 be a smooth closed hypersurface with n ≥ 2,
satisfying
(1) F(κ) = 〈X, ν〉,
where κ = (κ1, κ2, ..., κn) denotes the principal curvatures of M, F is
a homogeneous symmetric function of κ and ν denotes the outward
normal vector of M. Such hypersurfaces are called the self-similar
solutions to the following curvature flow
(2)
∂
∂t
X = −Fν
(see [15, 16, 12] etc.).
Self-similar solutions play an important role in describing asymptotic
behaviors of curvature flows such as mean curvature flow and Gauss
curvature flow (see [15, 13, 6] etc.). Examples in [2, 7] show that the
solution is usually not unique. In 1990, Huisken[15] proved that the
closed self-similar solution to mean curvature flow is a sphere under
mean convexity condition. In [3, 5], Andrews studied curvature flows
(2) motioned by a class of 1-homogeneous functions of curvatures, in-
cluding F = (σk/σl)
1
k−l where σk is the k-th elementary symmetric
polynomial and 0 ≤ l < k ≤ n. Later, McCoy[16] showed the unique-
ness of self-similar solutions to these flows by elliptic methods.
This research was supported in part by Hubei Key Laboratory of Applied Math-
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Recently, the uniqueness of strictly convex self-similar solutions to α-
Gauss curvature flow is proven by Choi-Daskalopoulos[10] and Brendle-
Choi-Daskalopoulos[8]. In details, they showed ifM is a strictly convex
hypersurface in Rn+1 which satisfies the equation
Kα = 〈X, ν〉,
thenM is a sphere when α > 1
n+2
, where K is the Gauss curvature. In
[10, 8], they introduced two important functions which can be written
as
(3) W (x) = u · λmax(bij)−
nα− 1
2nα
(u2 + |Du|2)
and
(4) Z˜(x) = u · tr (bij)−
nα− 1
2α
(u2 + |Du|2),
where u is the support function of M, bij = uij + uδij and λmax(bij) is
the largest eigenvalue of (bij) (see details in Section 2).
Later, motivated by the idea of Choi-Daskaspoulos [10] and Brendle-
Choi-Daskaspoulos [8], Li, Ma and the second author [12] proved the
uniqueness of strictly convex self-similar solutions to a class of curva-
ture flows (2), which includes F = σαk for α >
1
k
. But the following
case
(5)
(
σk(κ)
σl(κ)
)α
= 〈X, ν〉
is not included in their paper, where 1 ≤ l < k ≤ n and α > 1
k−l
. We
remark that the uniqueness of (5) is proven in [3, 5, 16] when α = 1
k−l
.
To overcome this difficulty, the first author [9] introduced a new Z
function which is defined as follows
(6) Z = uG(bij)−
nβ
2
(u2 + |Du|2),
where β is a constant to be chosen later, and
G =
n
k
(
σ1(bij)− (k + 1)
σk+1(bij)
σk(bij)
)
.
Using this new Z function (6) together with the W function (3), he
proved any closed strictly convex hypersurface in Rn+1, satisfying the
equation (
σn(κ)
σn−k(κ)
)α
= 〈X, ν〉,
is a sphere when α > 1
k
.
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In this paper, using the new Z function (6) and the W function (3),
we thoroughly prove uniqueness of solutions to the equation (5).
Theorem 1.1. LetM be a closed strictly convex hypersurface in Rn+1,
which satisfies
(7)
(
σk(κ)
σl(κ)
)α
= 〈X, ν〉
where 0 ≤ l < k ≤ n, then M is a standard sphere for α > 1
k−l
.
This paper is organized as follows. In Section 2, we give some nota-
tions, recall some basic properties of convex hypersurfaces and derive
basic formulas. In section 3, we consider W at its maximum points for
a general equation. In the last section, we prove the main theorem.
2. Preliminaries
We first recall some basic properties of convex hypersurfaces.
Let M be a smooth, closed, uniformly convex hypersurface in Rn+1.
The support function u : Sn → R of M is defined by
u(x) = sup{〈x, y〉 : y ∈M}.
In this case, the supremum is attained at a point y if x is the outer
normal of M at y. It is well-known that (see [3] for example)
y = u(x)x+Du(x).
Hence
|y| =
√
u2 + |Du|2.
And the principal radii of curvature of M, under a smooth local or-
thonormal frame on Sn, are the eigenvalues of the matrix (bij) where
bij = uij + uδij. Thus, we can rewrite the two important functions W
and Z˜ in [10, 8] as (3) and (4). From the relation between principal
curvatures and principal radii, we know
σk(κ) =
σn−k(bij)
σn(bij)
and we can rewrite the equation (7) by the support function u of M.
So Theorem 1.1 is equivalent to the following theorem.
Theorem 2.1. Any smooth strictly convex solution of the following
equation
(8)
σk(bij)
σl(bij)
= up−1 on Sn
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is a constant for 1 > p > 1 − k − l, where the strict convexity of
a solution u means that the matrix (bij) positive definite on S
n and
0 ≤ l < k ≤ n.
Remark 2.2. When l = 0, equation (8) is k-th Lp- Christoffel-Minkowski
problem with constant right hand side. In this case, Theorem 2.1 is
proved by the first author in [9].
Throughout this paper, we do calculations in a unit orthogonal frame
and use summation convention unless otherwise stated. Let D denotes
the covariant derivative with respect to the standard metric of the
sphere Sn and Rijkl denote the Riemannian curvature tensor of S
n. And
uij = DiDju, uijk = Dkuij and uijkl = Dluijk. From Ricci identity, we
know
uijk = uikj + umRmijk = uikj + um(δmjδik − δmkδij)
= uikj + ujδik − ukδij .
This implies bijk = bikj . Furthermore,
bijkl = bijlk + bmjRmikl + bimRmjkl
= bijlk + bkjδil − bljδik + bikδjl − bilδjk.
This implies
(9) biijj = bijij = bijji − bjj + bii = bjjii − bjj + bii
for any fixed i, j. Since
For the convenience of discussion, instead of (8), we consider
(10) F (uij + uδij) = u
p0 on Sn
where F is an 1-homogeneous function, i.e. F (tA) = tF (A). For any
1-homogeneous function G = G(bij), it is easy to check the following
equation by (9),
(11)
F ijDiDjG = G
∑
i
F ii − F
∑
i
Gii +GijDiDjF
−GklF ij,pqbijkbpql + F
ijGkl,pqbklibpqj,
where F ij = ∂F
∂bij
and F ij,pq = ∂
2F
∂bij∂bpq
.
By direct calculations, we have
F ijDiDju = F − u
∑
i
F ii.(12)
F ijDiDj(u
2 + |Du|2) = 2F ijbikbkj − 2uF + 2uiDiF.(13)
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Proposition 2.3. Suppose that u is a solution to (10) and G = G(bij)
is any 1-homogeneous function. Then, for
Z = uG−
nβ
2
(u2 + |Du|2),
we have the following formula:
F ijDiDjZ = (1 + p0)FG− nβF
ijbikbkj + (nβ − (1 + p0)
∑
i
Gii)uF
+ p0(p0 − 1)u
p0−1Gijuiuj − nβp0u
p0−1|Du|2 + 2F ijuiDjG
− uGklF ij,pqbijkbpql + uF
ijGkl,pqbklibpqj.
Proof. From (11), (12) and (13), we have
F ijDiDjZ = (F − u
∑
i
F ii)G+ uG
∑
i
F ii − uF
∑
i
Gii + uGijDiDjF
− uGklF ij,pqbijkbpql + uF
ijGkl,pqbklibpqj
− nβ(F ijbikbkj − uF + uiDiF ) + 2F
ijuiDjG.
Using (10), we know
DiF = p0u
p0−1ui,
DiDjF = p0u
p0−1
0 (bij − uδij) + p0(p0−1)u
p0−2uiuj.
We finish the proof by combining above equations together.

3. Analysis at a maximum point of W
To study
W = uλmax(bij)−
β
2
(u2 + |Du|2),
we need the following lemma which is a slight modification of Lemma
5 in [8].
Lemma 3.1. We choose a unit orthogonal frame such that (bij) =
diag(b11, b22, ..., bnn) at a point x¯ ∈ S
n. Let µ denote the multiplicity
of b11 at x¯, i.e., b11(x¯) = · · · = bµµ(x¯) > bµ+1,µ+1(x¯) ≥ · · · ≥ bnn(x¯).
Assume that ϕ is a smooth function such that ϕ ≥ λmax and ϕ(x¯) =
λmax(x¯) = b11(x¯). Then, at x¯, we have
i) bkli = Diϕδkl for 1 ≤ k, l ≤ µ;
ii) DiDiϕ ≥ b11ii + 2
∑
l>µ(b11 − bll)
−1b2
1li.
Proof. See the proof of Lemma 5 in [8]. 
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Now we use maximum principle at a maximum point of W as in
[8, 12, 9]. The concavity of
(
σk
σl
) 1
k−l
is important in this step. We write
down the details in the following form.
Lemma 3.2. Assume that u is a positive solution to
F (bij) = u
p0 on Sn
such that the matrix (bij) is positive definite on S
n, where F is a 1-
homogeneous and concave function respect to (bij) and the matrix (
∂F
∂bij
)
is positive definite on Sn. For −1 < p0 < 0, if x¯ ∈ S
n is a maximum
point of W , then (bij)(x¯) is a scalar matrix and Du(x¯) = 0.
Proof. We define ϕ by
uϕ−
p0 + 1
2
(u2 + |Du|2) = Wmax,
where Wmax is the maximum of W on S
n. This implies that ϕ satisfies
the assumption in Lemma 3.1. Using Lemma 3.1, we have
0 ≥ (1 + p0)
∑
i
F iibii(b11 − bii) + p0(p0 − 1)u
p0−1u21 − uF
ij,pqbij1bpq1
− (1 + p0)p0u
p0−1|Du|2 + 2F ijuib11j + 2uF
ii
∑
l>µ
(b11 − bll)
−1b21li.
From 0 = DiW = (b11 − (1 + p0)bii) ui + ub11i, we know
F ijuib11j = −u
−1
∑
i>µ
F ii (b11 − (1 + p0)bii) u
2
i + p0u
−1F 11b11u
2
1
in view of b11i = 0 for 1 < i ≤ µ by Lemma 3.1.
Using
F ij,pqbij1bpq1 = F
ii,jjbii1bjj1 + 2
∑
i>j
F ii − F jj
bii − bjj
b2ij1
and
bkli = 0 for 1 ≤ k, l ≤ µ and k 6= l,
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we have
− F ij,pqbij1bpq1 + 2F
ii
∑
l>µ
(b11 − bll)
−1b21li
= −F ii,jjbii1bjj1 − 2
∑
i>µ
F ii − F 11
bii − b11
b2i11 − 2
∑
i>j>µ
F ii − F jj
bii − bjj
b2ij1
+ 2F 11
∑
l>µ
(b11 − bll)
−1b211l + 2F
ll
∑
l>µ
(b11 − bll)
−1b21ll
+ 2F ii
∑
i>l>µ
(b11 − bll)
−1b21li + 2F
ii
∑
l>i>µ
(b11 − bll)
−1b21li
= −F ii,jjbii1bjj1 + 2
∑
i>µ
F ii(b11 − bii)
−1b2i11 + 2
∑
l>µ
F ll(b11 − bll)
−1b21ll
+ 2
∑
i>j>µ
F ii(b11 − bii)
2 − F jj(b11 − bjj)
2
(bjj − bii)(b11 − bii)(b11 − bjj)
b2ij1.
Since F is concave, we know −F ii,jjbii1bjj1 ≥ 0. Furthermore, com-
bining it with
(14)
∑
i
F iibii(b11 − bii) ≥ 0
and ∑
i>j>µ
F ii(b11 − bii)
2 − F jj(b11 − bjj)
2
(bjj − bii)(b11 − bii)(b11 − bjj)
b2ij1 ≥ 0,
we have
0 ≥ p0(p0 − 1)u
p0−1u21 − (1 + p0)p0u
p0−1|Du|2
− 2u−1
∑
i>µ
F ii (b11 − (1 + p0)bii) u
2
i + 2p0u
−1F 11b11u
2
1
+ 2u−1
∑
i>µ
F ii(b11 − bii)
−1 (b11 − (1 + p0)bii)
2 u2i
= p0
(
−2 + 2
F 11b11
F
)
up0−1u21 − (1 + p0)p0u
p0−1
∑
i>µ
u2i
−
2p0
u
∑
i>µ
F ii(b11 − bii)
−1
(
b11 − (1 + 1
−1p0)bii
)
biiu
2
i .
Since −1 < p0 < 0 and F
11b11 < F , the right hand-side of above
inequality is non-negative which implies Du = 0. And b11 = b22 =
· · · = bnn is from the equality of (14). 
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4. Proof of main theorem
In this section, we choose
G =
n
k
(σ1 − (k + 1)
σk+1
σk
)
for F =
(
σk
σl
) 1
k−l
.
It is easy to check that nλmax ≥ G which means nW ≥ Z and the
equality occurs if and only if (bij) is a scalar matrix. And G is convex
since
σk+1
σk
is concave. To estimate the right hand side of the formula
in Proposition 2.3, we need the following lemma.
Lemma 4.1. For F =
(
σk
σl
) 1
k−l
, we choose G = n
k
(σ1 − (k + 1)
σk+1
σk
)
and β = 1 + p0. If (bij) is positive definite on S
n, then the following
two inequalities hold:
i) (1 + p0)FG− nβF
ijbikbkj ≥ 0.
ii) −(1 + p0)
∑
iG
ii + nβ ≥ 0.
Proof. i) It is equivalent to show
(15) G ≥
n
k − l
((l + 1)
σl+1
σl
− (k + 1)
σk+1
σk
).
From Lemma 2.1 in [11]
1
k(k − 1)
σ1 −
kσk
(k − 1)σk−1
+
(k + 1)σk+1
kσk
≥ 0,
we know
(l + 1)σl+1
lσl
−
(k + 1)σk+1
kσk
=
k∑
i=l+1
(
iσi
(i− 1)σi−1
−
(i+ 1)σi+1
iσi
)
≤
k∑
i=l+1
1
i(i− 1)
σ1 = (
1
l
−
1
k
)σ1,
which implies (15).
ii) We just need to check
∑
iG
ii ≤ n. We show that
∑
i
Gii =
n
k
(
n− (k + 1)(n− k) + (k + 1)(n− k + 1)
σk−1σk+1
σ2k
)
≤ n,
where the inequality is from Newton’s inequality.

Now, we prove Theorem 2.1.
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Proof of Theorem 2.1. First, we transform the equation (8) to
(
σk(bij)
σl(bij)
) 1
k−l
= up0 on Sn,
where p0 =
p−1
k−l
and −1 < p0 < 0. Thus the left hand side of equation
above is a 1-homogeneous and concave function.
The convexity of G implies F ijGkl,pqbklibpqj ≥ 0. And, from Propo-
sition 2.3 and Lemma 4.1, we know
F ijDiDjZ ≥ p0(p0 − 1)u
p0−1Gijuiuj − nβp0u
p0−1|Du|2 + 2F ijuiDjG
− uGklF ij,pqbijkbpql.
Using
(16) DjZ = ujG + uDjG− n(p0 + 1)bjjuj,
we have
F ijDiDjZ −
2
u
F ijuiDjZ
≥ p0(p0 − 1)u
p0−1Gijuiuj − nβp0u
p0−1|Du|2
−
2
u
F ijui(ujG− n(p0 + 1)bjjuj)− uG
klF ij,pqbijkbpql
=
{
p0(p0 − 1)FG
ii − nβp0F − 2GF
ii + 2n(p0 + 1)F
iibii
}u2i
u
− uGklF ij,pqbijkbpql.
If x¯ is a maximum point of W , then b11 = b22 = · · · = bnn by Lemma
3.2. Thus Gii(x¯) = 1 and F
ii(x¯) = F
nbii
. This implies
p0(p0 − 1)FG
ii − nβp0F − 2GF
ii + 2n(p0 + 1)F
iibii
= p0(p0 − 1)F − n(p0 + 1)p0F − 2F + 2(p0 + 1)F
= −(n− 1)p0(p0 + 1)F > 0
at x¯.
Combining with concavity of F , this implies that there is a small
neighborhood of x¯, denoted by U , such that
F ijDiDjZ −
2
u
F ijuiDjZ ≥ 0.
By Z(x¯) = nWmax ≥ nW ≥ Z and strong maximum principle, we
know that W is a constant in U . Since Sn is connected, we know that
W is a constant. Then Lemma 3.2 shows Du = 0 on Sn which implies
u is a constant. Thus, we complete our proof. 
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