We consider the minimal k-grouping problem: given a graph G = (V, E) and a constant k, partition G into subgraphs of diameter no greater than k, such that the union of any two subgraphs has diameter greater than k. We give a silent self-stabilizing asynchronous distributed algorithm for this problem in the composite atomicity model of computation, assuming the network has unique process identifiers. Our algorithm works under the weakly-fair daemon. The time complexity (i.e. the number of rounds to reach a legitimate configuration) of our algorithm is O nD k where n is the number of processes in the network and D is the diameter of the network. The space complexity of each process is O((n + n false ) log n) where n false is the number of false identifiers, i.e., identifiers that do not match the identifier of any process, but which are stored in the local memory of at least one process at the initial configuration. Our algorithm guarantees that the number of groups is at most 2n/k + 1 after convergence. We also give a novel composition technique to concatenate a silent algorithm repeatedly, which we call loop composition.
INTRODUCTION
Modern networks or distributed systems generally consist of numerous computers (or processes). Therefore, it is important, in some applications, to partition such a system into a set of groups, among each of which processes communicate with each other without much delay. This problem has been formalized as k-clustering. In the literature, the following similar but different two definitions exist for kclustering: given a graph G(V, E) and a constant integer k, one is to find a partition of V into {V1, . . . , Vs} such that every subgraph G(Vi) induced by Vi has radius no greater than k, and the other one is to find a partition of V into {V1, . . . , Vs} such that every subgraph G(Vi) has diameter no greater than k. In the former case, it is also required to Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. ICDCN '17, January 04 -07, 2017 , Hyderabad, India c 2017 Copyright held by the owner/author(s). Publication rights licensed to DOI: http://dx.doi.org/ 10.1145/3007748.3007772 designate one process of each subgraph G(Vi) as a clusterhead such that all processes of G(Vi) are located within k hops from the cluster head. In this paper, we call the former asymmetric k-clustering and call the latter k-grouping.
Our Contributions
This paper considers k-grouping. We aim to construct a minimal k-grouping, since finding the minimum k-grouping is known to be N P -hard for k > 0 [6] . Specifically, a partition of V into V1, . . . , Vs is said to be a minimal k-grouping if every two distinct subgraphs G(Vi) and G(Vj) are unmergeable, that is, G(Vi ∪ Vj) has diameter greater than k. We give a self-stabilizing minimal k-grouping algorithm for any undirected graph with unique process-identifiers. The time complexity of our algorithm is O(nD/k) rounds, where n = |V | and D is the diameter of the network, while the space complexity is O((n + n false ) log n) bits per process, where n false is the number of false identifiers, i.e., identifiers stored in the memory of processes in the initial configuration which do not match the identifier of any process. Our algorithm also guarantees that the number of groups is at most 2n/k + 1.
We introduce a novel composition technique, loop composition, to define our algorithm. To the best of our knowledge, this is the first composition technique that enables the same algorithm (called the base algorithm) to be executed arbitrarily many times repeatedly. Specifically, every time an execution of the base algorithm terminates, a new execution of the base algorithm starts after the values of all output variables are copied to the corresponding input variables, unless a specific condition holds. This composition technique reuses the same variables of the base algorithm repeatedly. It helps us design an algorithm with small space complexity. Moreover, it also helps us eliminate certain assumptions. For example, our algorithm repeats at most n/k executions of its base algorithm, but it does not need to know even an upper bound of n.
Related Work
Distributed k-grouping algorithms are given in [11, 10] . Fernandess and Malkhi [11] give a non self-stabilizing k-grouping algorithm in a unit disk graph. Their algorithm does not guarantee minimality, but does guarantee an O(k)-approximation, meaning that the number of groups it produces is within an O(k) factor of the optimum number of groups. Its time complexity is O(n), and its space complexity is O(k log n) bits per process. Ducourthial and Khalfallah [10] give a self-stabilizing k-grouping algorithm in a unit disk graph. Their algorithm guarantees minimality of groups. However, no upper bound on the number of groups is given. The upper bound of the time complexity is also not given.
Finding the minimum asymmetric k-clustering is also N Phard [1] . Two self-stabilizing asymmetric k-clustering algorithms exist in the literature [3, 4] ; The algorithm of [3] is O(k)-competitive while that of [4] guarantees that clusters it produces are minimal and the number of the clusters is at most (k + 1)/n.
There are a variety of techniques to compose two or more self-stabilizing algorithms in the literature [8, 9, 2, 12, 4, 13, 14] , such as fair-composition [9] and parallel composition [8] , but none of them enables an unbounded number of repetitions of the same algorithm, such as ours.
PRELIMINARIES
A connected undirected network G = (V, E) of n = |V | processes is given where n ≥ 2. Each process v has a unique identifier v.id chosen from a set ID of non-negative integers. We assume that |ID| ≤ O(n c ) holds for some constant c, thus, a process can store an identifier in O(log n) space. By an abuse of notation, we will identify each process with its identifier, and vice versa, whenever convenient. We call a member of ID a false identifier if it does not match the identifier of any process in V .
We use the locally shared memory model [7] . A process is modeled by a state machine and its state is defined by the values of its variables. A process can read the values of its own and its neighbors' variables simultaneously, but can update only its own variables. An algorithm of each process v is defined to be a finite set of actions of the following form: < label >< guard > −→ < statement >. The label of each action is used for reference. The guard is a predicate on the variables and identifiers of v and its neighbors. The statement is an assignment which updates the state of v. An action can be executed only if it is enabled, i.e. its guard evaluates to true, and a process is enabled if at least one of its actions is enabled. The evaluation of a guard and the execution of the corresponding statement are presumed to take place in one atomic step, according to the composite atomicity model [8] .
A configuration of the network is a vector consisting of a state for each process. We denote by γ (v) .x the value of variable x of process v in configuration γ. Each transition from a configuration to another, called a step of the algorithm, is driven by a daemon. We assume the distributed daemon in this paper; at each step, the distributed daemon selects one or more enabled processes to execute an action. If a selected process has two or more enabled actions, it executes the action with the smallest label number. We write γ →A γ if configuration γ can change to γ by one step of algorithm A. We define an execution of algorithm A to be a sequence of configurations γ0, γ1, · · · such that γi →A γi+1 for all i ≥ 0. We assume the daemon to be weakly-fair, meaning that a continuously enabled process must be selected eventually.
An execution is maximal if it is infinite, or it terminates at a final configuration, i.e. a configuration at which no process is enabled. Let L be a predicate on configurations. Algorithm A is said to be self-stabilizing for L if every maximal execution γ0, γ1, . . . of A satisfies both (i) L(γi) for some i, and (ii) L(γj) ⇒ L(γ j ) for any 0 ≤ j ≤ j . We also say that A is silent if every execution of A is finite. In the remainder of this paper, we say "γ ∈ L" or "configuration γ in L" to mean that L(γ) = true.
We measure time complexity of an execution in rounds [8] . We say that process v is neutralized at step γi → γi+1 if v is enabled at γi and not at γi+1. We define the first round of an execution = γ0, γ1, . . . to be the minimum prefix γ0 . . . γs during which every process enabled at γ0 executes an action or is neutralized. The second round of is defined to be the first round of the execution γs, γs+1, . . ., and so forth. We measure the time of to be its number of rounds.
Let Nv denote the neighbors of a process v, i.e. Nv = {u | {u, v} ∈ E}. The distance d (u, v) between processes u and v is defined to be the smallest length of any path between them, where length is defined to be the number of edges.
By an abuse of notation, we sometimes regard a predicate on configurations as the set of configurations throughout the paper. For example, we write γ ∈ L1 ∩ L2 when a configuration γ satisfies both predicates L1 and L2.
Problem Specification
Given an integer k, our goal is to find a minimal partition
We assume that each process v has variable v.group ∈ ID. We define predicate L k (γ) as follows: L k (γ) = true if and only if, in configuration γ, {V (i) = ∅ | i ∈ V } is a minimal partition with diameter-bound k where V (i) = {u ∈ V | u.group = i}. Our goal is to develop a silent self-stabilizing algorithm for L k .
LOOP COMPOSITION
In this section, we give a novel composition technique to develop a new algorithm. Given two algorithms A and P and a predicate E, this technique generates a silent selfstabilizing algorithm Loop(A, E, P) for predicate L, whose time complexity is O(n + TP + LA(TA + D)) rounds. As we shall see later, TA and TP are the time complexities of A and P respectively, and LA is an upper bound on the number of iterations of A's executions.
Preliminaries
Algorithm A is the base algorithm of Loop(A, E, P), and is executed repeatedly during one execution of Loop(A, E, P). Algorithm A assumes that the network always stays at a configuration satisfying a specific condition. Predicate E is used to detect that the network deviates from that condition, and algorithm P is invoked to initialize the network when such a deviation is detected. We define OA (resp. OP ) as the set of variables whose values can be updated by an action of A (resp. P), and IA (resp. IP ) as the set of variables whose value is never updated and only read by an action of A (resp. P). We assume OA ∩ OP = ∅ and IP = ∅. The error detecting predicate E(v) is evaluated by process v ∈ V , and its value depends only on variables of IA ∪ OP of the processes of N 1 v . Let E be a predicate on configurations such that E(γ) holds if and only if v∈V E(v) holds in configuration γ. We assume that algorithm A has a copying variable x ∈ IA for every variable x ∈ OA. We define γ copy as the configuration obtained by replacing the value of v.x with the value of v.x for every process v and every variable x ∈ OA in configuration γ. We define predicate C goal (A, E) as follows: configuration γ satisfies C goal (A, E) if and only if γ ∈ ¬E, γ copy = γ, and no action of A is enabled in any process. In the rest of this section, we simply denote C goal (A, E) by C goal . We assume that A satisfies the following three requirements: every maximal execution of A that starts from a configuration in ¬E terminates, within TA rounds, at a configuration γ such that γ copy ∈ ¬E (Shiftable Convergence), if 0, 1 . . . is an infinite sequence of maximal executions of A where i = γi,0, γi,1, . . . , γi,s i , γ0,0 ∈ ¬E, and γi+1,0 = γ copy i,s i for each i ≥ 0, then γj,s j ∈ C goal holds for some j < LA (Loop Convergence), and γ ∈ C goal ⇒ γ ∈ L holds for every configuration γ (Correctness). Algorithm P is used to initialize a network when the network stays at a configuration in E. We assume that every maximal execution of P terminates at a configuration in ¬E within TP rounds.
Algorithm Loop(A, E, P)
In this subsection, we present an algorithm Loop(A, E, P) given A, E, and P satisfying the above requirements. Our algorithm is a silent self-stabilizing for L and its time complexity is O(n + TP + LA(TA + D)) rounds.
Our strategy to implement Loop(A, E, P) is simple: The network executes A repeatedly while it stays at configurations in ¬E. When an execution of A terminates, each process v copies the value of v.x to v.x for all x ∈ OA, and the network restarts a new execution of A, unless it reaches a configuration in C goal . The network executes P when it stays in E. The assumptions of A and P guarantee that the network eventually reaches a configuration in L.
We give the actions of Loop(A, E, P) in Table 1 . In what follows, we denote by X -Enabled(v) that some action of algorithm X is enabled at process v.
We use the algorithm of [5] , (denoted by BFS in this paper) as a module to construct a BFS tree (L1). The tree is used as a communication backbone for Loop(A, E, P). Algorithm BFS is silent and self-stabilizing and constructs a BFS tree: each process v has variable v.parent ∈ Nv ∪ {⊥} where ⊥ means undefined or null value, and every maximal execution of BFS terminates at a configuration in LBFS where r.parent = ⊥ for some r ∈ V and the set of edges { (v, v. parent) | v = r} spans a BFS tree rooted at r. We define Par (v) = {v.parent} and Chi(v) = {u ∈ V | u.parent = v}. We regard {⊥} as the empty set, hence Par (r) = ∅ in a configuration satisfying LBFS. Thus, a predicate such as "∀u ∈ Par (r) : . . . " always holds, and a predicate such as "∃u ∈ Par (r) : . . . " never holds. This algorithm terminates within O(n) rounds and uses O(log n) space per process. We discuss the following part assuming that an execution of BFS already terminated and the network stays at configurations in LBFS.
The difficulty we face is to detect termination of each execution of A and P, and prevent any two processes from performing different executions at the same time (e.g. executions of A and P or the i th execution and (i + 1) st execution of A). We overcome it with a color wave mechanism. Specifically, each process v has three variables v.cl ∈ {0, 1, 2, 3, 4}, v.mode ∈ {A, P } and v.rst ∈ {0, 1}. Variable v. cl is the color of process v. Colors 0, 1, and 2 mean that the current execution of A or P may not have terminated yet, Color 3 means that the execution has already terminated, and Color 4 means that the network is now in transition to the next execution. Variable v.mode indicates which algorithm is currently executing. As we shall see later, all processes must have the same mode unless some process has color 4. Process v executes A (resp. P) if A-Enabled(v) (resp. P-Enabled (v) ) and every u ∈ N 1 v satisfies u.mode = A (resp. u.mode = P ) and u.cl = 4 (L7-L8). A reset flag is used to prevent any process from having color 3 or 4 until the current execution of A or P terminates. Process v raises a reset flag (i.e. v.rst ← 1) every time it executes an action of A or P (L7-L8). The raised flag is propagated from v to the root r through the BFS tree (L10), resulting in changing r's color to 0 unless it is already 3 or 4 (L2). The reset flags are eventually dropped in order from v to r (L11). Once r's color is reset to 0, all other processes will also change their colors to 0 because a process changes its color to 0 when its parent has color 0 (L3-L4).
Color waves are propagated through the BFS tree (Figure 1) . Suppose that all processes have color 0 now. When r.rst = 0, the root r begins a top-down color-1-wave changing all processes' colors from 0 to 1. Specifically, each v ∈ V changes its color from 0 to 1 when its parent has color 1 (r ignores this condition), all its children have color 0, and v.rst = 0 (L12). After the color-1-wave reaches all leaves, a bottom-up color-2-wave begins from leaves to r changing all processes' color from 1 to 2. Specifically, each v ∈ V changes its color from 1 to 2 when its parent has color 1 (r ignores this condition), and all its children have color 2 (L13). As we will prove later, the current execution of A or P has already terminated when r receives color-2-wave (Lemma 8). Thereafter, r begins a top-down color-3-wave in the same way as a color-1-wave (L12). A process changes its color from 3 to 4 if the network should shift to the next execution of A. Specifically, process v with mode A changes its color to 4 if some process has x = x for some variable x ∈ OA, and it performs v.x ← v.x for all variables x ∈ OA for the next execution of A (L14). Note that this color-4-wave is propagated by simple flooding (not through the BFS tree). A process with mode P changes its color to 4 without this condition, and changes its mode to A (L15). In both cases, a process changes its color to 4 only after all its children change their colors from 2 to 3 (L14, L15); Otherwise, a color-3-wave may stop at the process. Finally, a bottom-up Color-0-wave moves from the leaves to r changing all colors from 4 to 0. Specifically, a process changes its color from 4 to 0 if its parent has color 4 (r ignores this condition), all its children have color 0, and every neighboring process has color 0 or 4 (L16). The last condition is needed to prevent the process from executing the next execution of A before all its neighbors finish their copy procedure (v.x ← v.x) . All processes eventually return to color 0, and the network starts a new execution of A. (1, 4) , (2, 0) , (2, 1) , (2, 3) , (2, 4) , (3, 0) , (3, 1) , (4, 1) , (4, 2) The states of the processes may be incoherent in an arbitrary initial configuration, but Loop(A, E, P) resolves the incoherence. Process v changes its mode from A to P when v finds E(v) = true or some neighboring process has mode P (L5-L6). At this time, v ignores E(v) = true when some process u ∈ N 1 v has color 4 (L5), and ignores a neighboring process with mode P when v.cl = 4 (L6). These exceptions are needed because, during a color-0-wave, E(v) cannot be evaluated correctly and a process with mode A can have a neighbor with mode P . Color-incoherence preventing color waves is removed as follows: process v changes its color to 0 if some u ∈ Chi(v) satisfies (v.cl, u.cl ) ∈ Illegal Pair ={(1, 3), (1, 4) , (2, 0) , (2, 1) , (2, 3) , (2, 4) , (3, 0) , (3, 1) , (4, 1) , (4, 2)}.
A reset flag is raised every time incoherence is detected and solved (L4, L5, L6, or L9) except for L3. This exception exists only to simplify the proof, as we shall see later.
An execution of Loop(A, E, P) terminates when every pro-
We denote the set of such configurations by C fin . Note that
Correctness
In this subsection, we prove that every maximal execution of Loop(A, E, P) terminates at a configuration in C fin within O(n + TP + LA(TA + D)) rounds regardless of its initial configuration. For i = 0, 1, 2, 3, 4, we define Ri as the set of configurations in LBFS where the root r has color i. We define CS as the set of configurations in LBFS where every process has a color in S ⊆ {0, 1, 2, 3, 4}.
Lemma 1 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ LBFS. Then, reaches a configuration in R0 or C fin within O(D) rounds.
Proof.
Obtained from the following Lemmas 2, 3, 5, 6, and 7. Lemma 2 Let = γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ R1. Then, reaches a configuration in R0 or R2 within O(D) rounds.
Proof. We assume that no process raises a reset flag until r's color changes to 0 or 2. This assumption does not lose generality since r's color changes to 0 within O(D) rounds after some process raises a reset flag. By L4 and L9, this assumption guarantees γ0 ∈ C {0,1,2} and γ0(u).cl = 2 ⇒ γ0 (v) .cl = 2 for all u, v ∈ V such that v ∈ Chi(u). Note that if a process with color 0 has a child with color 1 or 2, the child changes its color to 0 within one round by L3. Hence, all processes with color 0 change their colors to 1 within O(D) rounds by a color-1-wave (L12), and all processes with color 1 including r change their colors to 2 within the next O(D) rounds by a color-2-wave (L13).
Lemma 3 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ R2. Then, reaches a configuration in R0 or R3 within O(1) rounds.
Proof. The root r changes its color to 0 by L9 if it has a child of color 0, 1, 3, or 4. If all children of r have color 2, r changes its color to 3. We do not consider a reset flag above, but it just changes r's color to 0.
Lemma 4 Let γ be a configuration in LBFS where u ∈ V has color 3 and v ∈ Chi(u) has color 2. The color of v changes to 0 or 3 within O(1) rounds in every maximal execution of Loop(A, E, P) starting from γ.
Proof. Process u has color 0 or 3 as long as v has color 2. Hence, v always stays enabled unless v executes some action. Therefore, v is selected by the scheduler in the first round. At this time, v changes its color to 0 by L2, L3, or L9, changes its color to 3 by L12, or raises a reset flag by L5, L6, L7, L8, L10. In the last case, v changes its color to 0 by L2 the next time the scheduler selects v.
Lemma 5 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ R3. Then, reaches a configuration in R0, R4, or C fin within O(D) rounds.
Proof.
A process with color 3 changes its color to 0 by L9 within O(1) rounds if it has a child with color 0 or 1. A process v with color 3 changes its color to 0 or 4 by L9, L14, or L15 within O(1) rounds if it has a child with color 4 because all its children with color 2 change their colors to 0 or 3 within O(1) rounds (Lemma 4). Thus, the network reaches a configuration γi in R0, R4, or C {3} within O(D) rounds. When γi ∈ C {3} \ C fin , some process's color changes to 4 within O(1) rounds, which changes r's color to 4 within O(D) rounds.
Lemma 6 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ R4. Then, reaches a configuration in R4 ∩ C {0,4} or R0 within O(D) rounds.
Proof. Lemma 4 and (4, 2) ∈ Illegal Pair guarantee that, within O(D) rounds, color 2 disappears from all processes as long as r.cl = 4. After that, every process whose parent has color 0 or 4 also has color 0 or 4 within O(1) rounds and thereafter never has color 1, 2, or 3 as long as r.cl = 4. Hence, the lemma is proven by induction on levels (i.e. the distance from the root r) of processes in the BFS tree.
Lemma 7 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ R4 ∩ C {0,4} . Then, reaches a configuration in R0 within O(D) rounds.
Proof.
No process changes its color to 1, 2, or 3 in a configuration of R4 ∩ C {0,4} . Hence, a color-0-wave by L16 (or a reset flag) changes r's color to 0 within O(D) rounds.
Lemma 8 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) where γ0 ∈ R0. If i > 0 is the smallest integer such that γi ∈ R2, then every process v has the same mode X (A or P) and satisfies ¬X -Enabled(v), v.cl = 2 and v.rst = 0 at configuration γi.
Proof. Let j (0 < j < i) be the largest integer such that γj−1(r).cl = 0 and γj(r).cl = 1. A color-1-wave beginning at γj reaches every leaf, and thereafter a color-2-wave is initiated at leaves and reaches r in γj, . . . , γi. No process has color 3 or 4 in γj; Otherwise, such process v changes its color from 3 or 4 to 0 and raises a reset flag before v receives a color-1-wave, which changes r's color to 0 again; This is a contradiction to j's definition. Since no process changes its color to 3 during γj, . . . , γi, every process has color 0, 1, or 2 during γj, . . . , γi. In the same way, we can prove that all processes have the same mode X (A or P), and ¬X -Enabled(v) and v.rst = 0 hold during γj, . . . , γi, hence no process changes its color from 1 or 2 to 0 in the mean time. Thus, every process v has the same mode X (A or P) and satisfies ¬X -Enabled(v), v.cl = 2 and v.rst = 0 at configuration γi.
We define SP to be the set of configurations in R0∩C {0,1,2} where every process has mode P , and define SA to be the set of configurations in R0 ∩ C {0,1,2} and ¬E such that every process has mode A.
Lemma 9 Let
= γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ R0. Then, reaches a configuration in SA or SP within O(D) rounds.
Proof. Since γ0(r).cl = 0, every process with color 3 or 4 changes its color to 0 within O(D) rounds. At this time, each such process raises a reset flag by L4-L10, which will change r's color to 0. Thus, the network reaches a configuration γ in R0 ∩ C {0,1,2} within O(D) rounds. If two processes have different modes or some process v has (v.mode = A) ∧ (E(v) = true) in γ, then all processes with mode A change their modes to P by L5 and L6 within O(D) rounds, keeping r's color 0 with a reset flag, which proves the lemma.
Lemma 10 Let = γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ SP . Then, reaches a configuration in SA within O(TP + D) rounds.
Proof. Every P-Enabled process performs P's action by L8 at least once with every one or two rounds until r's color changes to 2. Lemma 8 guarantees that r's color never changes to 0 until an execution of P terminates. Hence, the network reaches within O(TP ) rounds a configuration in ¬E where no process is P-Enabled. Thereafter, all reset flags are dropped within O(D) rounds by L11, and r's color is 0 at the resulting configuration. The network reaches a configuration in C {2} and again reaches a configuration γ ∈ R0 v.merging[u], v.stampON[u], v.prior[u] ∈ {false, true} within the next O(D) rounds by L3, L12 (a color-1-wave, a color-3-wave), L13 (a color-2-wave), L15 (a color-4-wave), and L16 (a color-0-wave). Lemma 8 guarantees γ ∈ SA.
Lemma 11 Let = γ0, γ1, . . . be a maximal execution of Loop(A, E, P) starting from γ0 ∈ SA. Then, reaches a configuration in C fin within O(LA(TA + D)) rounds. 
Proof.
Obtained from Lemmas 1, 9, 10, and 11. One may think that a classical self-stabilizing reset algorithm (such as the one described in [8] ) can be used to simplify Loop(A, E, P) instead of using the five-color waves. However, a self-stabilizing reset algorithm cannot be used directly to implement Loop(A, E, P). A reset algorithm aims to reset or initialize the network to a legal initial configuration (after the illegal configuration is detected) while Loop(A, E, P) aims to execute the base algorithm A repeatedly. Unlike reset algorithms, a reset signal in Loop is not used to initialize the network; a reset signal itself does not trigger an initialization algorithm P. Instead, a reset signal is used just to change the color of the root to zero (i.e. to initiate the color waves). Five kinds of color waves described above guarantee that the i + 1 th execution of the base algorithm starts only after the i th execution terminates.
MINIMAL k-GROUPING ALGORITHM
In this section, we give a silent self-stabilizing algorithm for minimal k-grouping using the loop composition method described in the previous section. In the following, we call a set of processes a group. Two distinct groups g1, g2 ⊆ V are said to be mergeable if D(G(g1 ∪ g2)) ≤ k. Two distinct groups g1, g2 ⊆ V are near if {v1, v2} ∈ E holds for some v1 ∈ g1 and v2 ∈ g2 and every u1 ∈ g1 and u2 ∈ g2 are within k hops in G (not necessarily in G(g1 ∪ g2)). Note that two groups are mergeable only if they are near, but two groups are not necessarily mergeable even if they are near.
Overview
The proposed algorithm Loop(Merge, E, Init) consists of two algorithms Init and Merge. Roughly speaking, Init makes an initial partition g1, . . . , gs where s ≤ 2n/k + 1, and Merge merges two groups as long as two mergeable groups exist. Specifically, in an execution of Merge, all processes of each group gi first agree on choosing one of gi's near groups, say gj, as the target, and next check whether gi and gj are mergeable. If gi and gj are mergeable and gj also targets gi, then they are merged; if they are not mergeable, the stamp indicating they are not mergeable is generated on the memories of all the processes of gi and gj. This stamp removes gj from the set of target candidates of gi in the following executions of Merge. However, this stamp is not permanent; it is removed when gi and/or gj merges with another group. This removal is needed because the two groups stamped as unmergeable may become mergeable when one of them is merged to another group. After a finite number of executions of Merge, the network reaches a configuration in C goal (Merge, E), in which all the groups have stamps for all their near groups. As we shall see later, we assign prior labels to each group so that prior groups have higher priority of becoming targets than non-prior groups. This strategy is to ensure that the number of executions of Merge is bounded by O(n/k).
Preliminaries
Actions of Init and Merge are given in Tables 3 and 6 respectively. By the definition of the composition algorithm, we can use v.parent (thus Par (v) and Chi (v) ) obtained from algorithm BFS in Init and Merge, and assume that the network remains in LBFS in what follows. Except for copying variables, each process v has four non-array variables and the following thirteen array variables, as shown in Table 2 . Every copying variable x has the same range as the corresponding variable x ∈ OMerge. In Tables 3 and  6 
where f (a) = a if a belongs to the range of v.x[u] ; otherwise f (a) = ⊥ for any a. We define min ∅ = ⊥ and min S ∪ ⊥ = min S for any set S.
We denote lv = v.group, Nv(u) = {w ∈ Nv | lw = u}, Sv = Nv(lv), gv(u) = {w ∈ v.domain | v.groups[w] = u}, and g(u) = {w ∈ V | w.group = u}. Note that the value of these notations are based on copying variables group and groups, and the values of lv, Nv(u), Sv, gv(u) are computable locally at process v while we use g(u) only in explanations and proofs.
We use three macros Share, Min, and Distance. For 
v, u ∈ V , array variable x, and the function f on the variables of a process, we define Share (v, u, x, f (v) Table 6 . For v ∈ V , variable x ∈ ID, and predicate Q on variables of a process, we define Min (v, x, Q(v) (v, x, Q(v) )" lets process v store on v.x the minimum identifier of the processes satisfying Q in its group; v stores ⊥ on v.x if no process of the group satisfies Q. For example, for every v ∈ V and u ∈ N k+1 v , action M1 in Table 6 lets v store on v.border[u] the process with the minimum identifier in group lv which neighbors to a process in group u, if such a process exists. For u, v ∈ V , array variable x, and set X ⊆ Nv, we define Distance (v, u, x 
. By an abuse of notation, we define 1+⊥ = ⊥ throughout the paper. Hence, Distance(v, u, x, X) = ⊥ if v = u and X = ∅. This macro is useful to compute some kind of distance between u and v. For example, for every v ∈ V and u ∈ Sv, v eventually has Table 3 .
Algorithm Init
Algorithm Init creates an initial partition based on the BFS-tree, and computes the values of the variables used in Merge, such as domain and dist. The functions used to describe Init in Table 3 are defined in Table 4 . Algorithm Init first computes and stores N k+1 v on v.domain and stores d (v, u) on v.dist[u] for each u ∈ N k+1 v within O(k) rounds (I1 and I2). Next, Init gives an initial partition based on heights of processes in the BFS-tree and stores the group identifier on each v.initGroup (I3 and I4). After that, Init initializes five copying variables group, groups, groupD stampON, and prior (I5, I6, I7, I8, and I9). The number of initial groups is at most 2n/k + 1 since every initial group has at least k/2 processes, except for the group including the root of the BFS-tree.
We define error-detecting variable E(v) in Table 5 . Lemma 12 Every maximal execution of Init terminates at a configuration in ¬E within O(k) rounds.
Lemma 13 The number of groups, i.e. |{lv | v ∈ V }|, is no more than 2n/k + 1 at a configuration in ¬E.
Algorithm Merge
Assuming the network remains at configurations in ¬E, Merge merges two near groups if mergeable and/or stamps them if they are not mergeable: notice that the stamps consist of three variables stamp1, stamp2, and stampD. The functions used to describe Merge in Table 6 are defined in Table 7 .
A group g(i) is called g(j)'s candidate if g(i) is near to g(j) and j.stampON(i) does not hold, and g(i) is said to be prior if i.prior In actions M1, . . . , M7, each group chooses one of its candidates and checks mergeability with it. Specifically, all processes of each group g(i) agree to choose the same group g(j) as their target; g(j) is the prior candidate that has the minimum j if such a candidate exists; otherwise g(j) is the candidate that has the minimum j (M1, M2, and M3). After actions M1, . . . , M3 converge 2 , either Detector (j, i) or Detector (i, j) holds since j = Target(i). In what follows, we assume Detector (j, i) without loss of generality. Then, action M4 leads to v.mergeD[u] = d g(i)∪g(j) (v, u) for all v ∈ g(j) and u ∈ g(i) (Lemma 15). Let v 
and g(j) are unmergeable, all processes v ∈ g(j) compute v find using mergeD, and make the stamp such that (v.stamp1[i], v.stamp2[i], v.stampD[i] (v, v find )), and all processes u ∈ g(i) make the stamp such that (u.stamp1[j], u.stamp2[j] , u.stampD[j]) = 
Proof. It is guaranteed by Lemma 17, as shown below, that terminates within O(k) rounds. Hence, it suffices to show γ copy ∈ ¬E where γ is the configuration at which terminates. Recall that E ≡ v∈V E (v) , and E(v) is defined as follows; Since γ0 ∈ ¬E and execution never updates variables domain, dist, height, and initGroup, configuration γ copy satisfies (v.domain = Domain(v) 
Since never assigns different groups to distinct processes in the same group at γ0, γ copy satisfies GrpOK (v) for any v ∈ V . By Lemmas 18, 19, and 20 shown below, in configuration γ copy , we have GrpsOK (v), GrpDistOK (v) , and ∀u ∈ v.domain : (v, u, prior, Prior (v) ) for all v ∈ V and u ∈ v.domain.
Lemma 17 Every maximal execution = γ0, γ1, . . . of Merge where γ0 ∈ ¬E terminates within O(k) rounds. (v, border[u] 
←− Share (v, u, prior, Prior (v) ) Table 7 : Functions used to describe Merge
is independent from the value of u.xj for any u ∈ N Proof. Recall the definition of GrpsOK (v) in Table 5 . By that definition, it suffices to show that, in configuration γ, we have v.groups[u] = Share (v, u, groups, v.group ) for all u ∈ v.domain and v.groups [v. group] = v.group. The former condition holds since G9 holds in γ. The latter condition holds if g(lv) is not merged in execution , since v.group = l.group = l holds in γ. Even if g(lv) merges with g(u) in , the latter condition holds since G8 guarantees v.group = min{lv, u}.group = min{lv, u} in γ.
Lemma 19
If a maximal execution = γ0, γ1, . . . of Merge where γ0 ∈ ¬E terminates at configuration γ, then γ copy satisfies GrpDistOK (v) 
Proof. Recall the definition of GrpDistOK (v) in Table  5 . By that definition, it suffices to show that, in configuration γ, we have v.groupD[u] = Distance (v, u, {w.groupD[u] | w ∈ Nv, w.group = v.group}) and v.groupD[u] = k + 1 for all u ∈ {w ∈ Nv | w.group = v.group}. The former condition holds since G10 holds in γ. The latter condition holds if g(lv) is not merged in execution , since
merges with some group g(w) in , then d g(lv )∪g(w) (v, u) ∈ [0, k] holds; otherwise g(lv) cannot be merged with g(w). Hence, even if g(lv) merges with g(w) in , the latter condition holds since G10 guarantees v.groupD[u] = d g(lv )∪g(w) (v, u by just w2.stamp1, w2.stamp2, and w2.stampD for all w2 ∈ g(u). Since v.stampON[u] holds in γ, either g(lv) or g(u) never merges in execution , and there exists v find ∈ g(lv) ∪ g(u) such that w.stampD = d g(lv )∪g(u) (w, v find ) holds for all w ∈ g(lv) ∪ g(u). Let v found = min{w ∈ g(lv) ∪ g(u) | d g(lv )∪g(u) (w, v find ) = k + 1}. (Note that v found = ⊥.) In γ, we have (w.stamp1, w.stamp2) = (v find , ⊥) for all w ∈ g(v find .group), and (w.stamp1, w.stamp2) = (⊥, v found ) for all w ∈ g(v found .group). All of these prove that StampOK (v, u) holds.
In the rest of this section, we denote C goal (Merge, E) simply by C goal .
Lemma 21 (Correctness) Every γ ∈ C goal satisfies L k .
Proof.
Let V (i) = {v ∈ V | v.group = i}. In γ ∈ C goal , we have (i) D(g(i)) ≤ k for all i ∈ V s.t. g(i) = ∅, (ii) Cand (v) = ∅ for all v ∈ V , and (iii) g(i) = V (i) for all i ∈ V . By Lemma 14 and (ii), every g(i) is not mergeable with any other group in γ. Hence, by (i) and (iii), {V (i) = ∅ | i ∈ V } is a minimal partition of G with diameter-bound k in γ.
Lemma 22 (Loop Convergence) Let 0, 1 . . . be an infinite sequence of maximal executions of Merge where i = γi,0, γi,1, . . . , γi,s i , γ0,0 ∈ ¬E, and γi+1,0 = γ copy i,s i for i ≥ 0. Then, γj,s j ∈ C goal holds for some j = O(n/k).
Proof Sketch. We say that a group g (v) is black if g (v) is non-prior and some non-prior group g(u) exists such that u ∈ Cand (v); otherwise g(v) is white. Note that a black group may become white, but no white group becomes black. We denote the number of groups (i.e. |{lv | v ∈ V }|), the number of black groups, and the number of prior groups in configuration γ ∈ ¬E by #g(γ), # b (γ), and #p(γ) respectively. We define #(γ) = #g(γ) + # b (γ) + #p(γ). It is easily shown that #(γi,0) > #(γi+1,0) unless γi ∈ C goal . By Lemma 13, #(γ) ≤ 3#g(γ) = O(n/k) holds. Hence, we have γj,s j ∈ C goal for some j = O(n/k).
Theorem 2 Algorithm Loop(Merge, E, Init) is silent selfstabilizing for L k . Every maximal execution of the algorithm terminates within O(nD/k) rounds. The number of groups it produces, i.e. |{v.group | v ∈ V }|, is at most 2n/k + 1. The space complexity per process of Loop(Merge, E, Init) is O((n + n false ) log n) where n false is the number of identifiers stored in v.domain for some v ∈ V in an initial configuration, and which do not match the identifier of any u ∈ V .
Proof. The first three arguments are proven by Lemmas 1, 12, 13, 16, 21 , and 22. The last argument about the space complexity is trivial.
CONCLUSION
We have given a silent self-stabilizing algorithm for the minimal k-grouping problem. Given a network G and a diameter-bound k, it guarantees that, regardless of an initial configuration, the network reaches a configuration where the diameter of every group is no more than k and no two groups can be merged without violating the diameter-bound. Its time complexity is O(nD/k) and its space complexity per process is O((n + n false ) log n). The number of groups it produces is at most 2n/k + 1. A novel composition technique called loop composition is also given and used in our algorithm.
