Calculation of mineral and fluid volumetric concentrations from well logs is one of the most important outcomes of formation evaluation. Conventional estimation methods assume linear or quasi-linear relationships between volumetric concentrations of solid/fluid constituents and well logs. Experience shows, however, that the relationship between neutron porosity logs and mineral concentrations is generally nonlinear. More importantly, linear estimation methods do not explicitly account for shoulder-bed and/or invasion effects on well logs, nor do they account for differences in the volume of investigation of the measurements involved in the estimation. The latter deficiencies of linear estimation methods can cause appreciable errors in the calculation of porosity and hydrocarbon pore volume. We investigated three nonlinear inversion methods for assessment of volumetric concentrations of mineral and fluid constituents of rocks from multiple well logs. All three of these methods accounted for the general nonlinear relationship between well logs, mineral concentrations, and fluid saturations. The first method accounted for the combined effects of invasion and shoulder beds on well logs. The second method also accounted for shoulder-bed effects but was intended for cases where mudfiltrate invasion is negligible or radially deep. Finally, the third method was designed specifically for analysis of thick beds where mud-filtrate invasion is either negligible or radially deep. Numerical synthetic examples of application indicated that nonlinear inversion of multiple well logs is a reliable method to quantify complex mineral and fluid compositions in the presence of thin beds and invasion. Comparison of results against those obtained with conventional multimineral estimation methods confirmed the advantage of nonlinear inversion of multiple well logs in quantifying thinly bedded invaded formations with variable and complex lithology, such as those often encountered in carbonate formations.
INTRODUCTION
Lithology identification and quantification have been of great interest to formation-evaluation specialists for decades. Well-site geologic description of drilling rock cuttings is the first indication of mineral constituents. Core analysis aided by mud logs is a common approach to diagnose lithology. Earlier detection and quantification methods based on well logs included the use of density-sonic, density-photoelectric factor, neutron-sonic, neutron-density, and matrix identification (MID) crossplots (Clavier and Rust, 1976; Schlumberger, 2005) .
Estimation of porosity and fluid saturations is the cornerstone of formation evaluation, because it affects the calculation of hydrocarbon pore volume. In complex lithologies, reliable assessments of volumetric mineral/fluid concentrations from well logs, core data, and mud logs are necessary for accurate estimation of porosity and hydrocarbon saturation. Practically all commercial software available for detection and estimation of mineral volumetric concentrations assume linear or quasi-linear relationships between formation properties and well logs, and do not account for shoulder-bed and/or invasion effects on the estimation. Such conditions often contribute to erroneous estimations of porosity and hydrocarbon pore volume, especially in thinly bedded and mixed carbonate sequences.
Neutron-capture spectroscopy measurements are the basis of yet another approach to quantify mineralogy. Volumetric concentrations of minerals (including clay minerals) are estimated from elemental spectroscopy measurements (Herron and Herron, 1996; Herron et al., 2002) . This method can be applied to openand cased-hole environments. Herron et al. (2002) integrated neutron-capture spectroscopy measurements with electrical resistivity, neutron porosity, and density logs to quantify porosity, water saturation, and irreducible water saturation, and to diagnose presence of gas.
Numerical methods have also been developed to diagnose and quantify lithofacies based on artificial neural networks, fuzzy logic, and neuro-fuzzy models (Cuddy, 2000; Gonçalves et al., 1995) . These methods require substantial training with core measurements to warrant reliable and accurate estimations and can easily fail in the presence of complex mineralogy and thinly bedded rock sequences. Stochastic Bayesian inversion of well logs is another approach to estimate petrophysical properties (Woodruff et al., 2010) , with the added advantage of concomitant estimation of uncertainty of inversion products.
Deterministic linear inversion of well logs is the most common numerical method used to quantify lithology in the presence of multiple minerals (Mayer and Sibbit, 1980; Quirein et al., 1986; Doveton, 1994; Rabaute et al., 2003) . The implicit assumption of linear estimation methods is that measurements such as density, photoelectric factor (PEF), neutron porosity, and sonic transient time are linear functions of the volumetric concentrations of the assumed rock mineral and fluid constituents. Volumetric concentrations of mineral and fluid constituents are then obtained depthby-depth by minimizing the difference between well logs and their linear prediction, formally expressed as min kAx − bk 2 2 ;
(1)
and X n c þ2 i¼1
where x is the n-size vector of volumetric mineral and fluid concentrations, given by
x ¼ ½C 1 ; C 2 ; : : : ; C n c ; C sh ; ϕ s T ;
where the superscript T indicates transposition, C i is volumetric concentration of the assumed mineral constituents, C sh is volumetric concentration of shale, ϕ s is nonshale porosity, and n c is the predefined number of mineral constituents. In equation 1, matrix A is expressed as A ¼ 
where b is the vector of available well-log measurements, ϕ N is neutron porosity, ρ b is bulk density, U is volumetric photoelectric cross section, and Δt is sonic interval transient time. The entries of matrix A are defined from well-log measurements acquired in rocks or fluids with "pure" elemental compositions. We wish to emphasize that the above constrained linear estimation method presupposes knowledge of the number and type of mineral and fluid components prior to performing the estimation. In Rabaute et al. (2003) , for instance, the authors use a clustering algorithm to determine existing mineral/fluid components before performing the inversion. It is also pertinent to note that, even though the aforementioned estimation methods are linear in nature, they can be solved with nonlinear minimization algorithms, as done in the case of Rabaute et al. (2003) .
Fluid saturations also affect the assessment of porosity and volumetric concentrations of mineral constituents. Resistivity measurements are commonly used in combination with the described linear estimation method to assess fluid saturations based on the estimated porosity and a predefined porosity-saturation-resistivity model. Saturation estimates obtained this way are updated iteratively using resistivity measurements and then entered into matrix A (equation 5) to define fluid properties. Doveton (1994) introduced a robust linear inversion algorithm to estimate unknown properties based on equations 1-6. In most practical cases of lithology quantification, the number of unknowns (i.e., minerals and petrophysical properties such as porosity and water saturation) included in equation 1 is greater than the number of data (i.e., the number of well logs). The latter condition gives rise to an underdetermined estimation whose solution requires outside (a priori) constraints and/or subjective selections of relationships among unknown properties. Another complication of linear inversion methods is the lack of reliable well-log responses across pure lithologies and fluids, which are necessary to define the entries of matrix A in equation 5. Well-log responses across pure lithologies and fluids cannot be drawn from tabulated values because some of them may vary according to local conditions of sedimentation and diagenesis. Users of linear inversion methods commonly define these entries by trial and error, albeit usually guided by mud logs and core measurements. However, it is commonly the case that small perturbations in the entries of matrix A lead to sizable perturbations in the calculated mineral/fluid volumetric concentrations. Experience is necessary to parse petrophysical acceptable solutions from those that are not.
Several commercial software packages use the above method to evaluate volumetric concentrations of mineral constituents, porosity, and water saturation. Mayer and Sibbit (1980) introduced perhaps the first commercial software for linearized inversion. They also incorporated water saturation into the inversion to estimate fluid saturations together with volumetric concentrations of mineral constituents. Other commercial methods (and software) iteratively estimate mineral concentrations using the linear inversion method given by equation 1 in sequence with the calculation of fluid saturations until reaching convergence between the two calculations. Quirein et al. (1986) suggested a probabilistic approach to estimate mineral and fluid concentrations based on equation 1 that combined various porosity-saturation-resistivity models. Alternative approaches make use of statistical estimation methods to WA80 Heidari et al.
calculate volumetric mineral and fluid concentrations together with their uncertainty (Busch et al., 1987) .
Even though constrained linear inversion is a fast and efficient method that yields accurate estimations in many simple situations, it can fail in the presence of complex mineral compositions. A significant drawback of linear inversion methods is that the assumption of a linear relationship between properties and mineral volumetric concentrations is often invalid in the presence of light hydrocarbon and clay. For instance, neutron porosity measurements are usually corrected for presence of dispersed shale via the formula (Thomas and Stieber, 1975) 
where ϕ N;sh is neutron porosity in a pure shale zone and ϕ N sh is neutron porosity corrected for shale. Equation 7 is valid with relative errors lower than 20% in water-saturated zones. The error increases, however, for decreasing values of shale porosity and nonshale porosity; please note that all the error values reported in this paper are relative errors. Furthermore, equation 7 is no longer valid in saline formations or in the presence of halite. In such situations, it is necessary to correct neutron porosity for connate-water salinity before applying the linear shale-correction equation.
Although errors associated with equation 7 might be acceptable in water-bearing formations, the linear correction usually fails in the presence of gas, where the equation needs to consider neutron porosity and density measurements with, for instance, the nonlinear approximation advanced by Gaymard and Poupon (1968) :
where ϕ sh D is density porosity corrected for shale, expressed as
where ϕ D;sh is density porosity in a pure shale zone, and ϕ D is density porosity. Equation 8 quantifies nonshale porosity with relative errors lower than 3% within the shale-porosity range of 0.00-0.20. Therefore, the assumption of linear relationship between nonshale porosity and volumetric concentration of shale is no longer valid. Another important remark concerning linear estimation methods is that Wyllie's slowness mixing formula (Wyllie et al., 1956 ) is the sonic model commonly assumed in equations 1-6. This formula is not accurate in soft and unconsolidated sediments, organic shale, and fractured formations to name but a few important cases. Specialized effective-medium theories need to be invoked to reliably relate sonic transient times with fluids and mineral compositions (Mavko et al., 2009) .
It is also known that linear inversion methods can break down under conditions such as the presence of iron in the rock matrix or in gas-bearing formations. More importantly, linear inversion methods are implemented depth-by-depth and hence do not explicitly account for shoulder-bed effects on the well logs included in the estimation.
Joint inversion of electrical resistivity, gamma-ray (GR), and density logs was previously implemented to improve the petrophysical assessment of thinly bedded siliciclastic formations (Liu et al., 2007; Sanchez-Ramirez et al., 2010) . The task remaining is to implement similar methods and to include additional well logs in the estimation of volumetric mineral/fluid concentrations in carbonate and complex mixed sedimentary sequences that include thin beds and in formations that are subject to invasion.
The objective of this paper is to introduce, cross validate, and benchmark new, automatic nonlinear methods to estimate volumetric mineral/fluid concentrations from multiple well logs in the presence of complex matrix composition, mud-filtrate invasion, and bed-boundary effects. These new methods are possible because of the availability of newly developed algorithms for the rapid numerical simulation of nuclear logs . Such well-log simulation methods explicitly quantify the generally nonlinear relationship between rock/fluid properties and nuclear logs, thereby accounting for differences in the volume of investigation of the measurements involved in the estimation, as well as the presence of shoulder beds and invasion.
We introduce three methods for the assessment of petrophysical and compositional properties of hydrocarbon-bearing formations exhibiting complex lithology. The first method takes into account the effects of radial variations of fluid saturation (in cases of waterbase mud [WBM] or oil-base mud [OBM] ) and salt concentration (in cases of WBM) on well logs due to mud-filtrate invasion. It also accounts for shoulder-bed effects on well logs and nonlinear deterministic relationships between volumetric concentrations of mineral/fluid constituents. This method assumes a multilayer reservoir model previously constructed with the detection of bed boundaries from density, PEF, and GR logs. Subsequently, nonlinear inversion is initialized with a multilayer petrophysical model that consists of volumetric mineral/fluid concentrations combined with resistivitysaturation equations. Nonlinear inversion combined with numerical simulation of mud-filtrate invasion minimizes the difference between well logs and their numerical simulations across the depth zone of interest by making progressive adjustments to fluid and mineral concentrations in each layer.
The second method quantifies petrophysical/compositional properties in thinly bedded formations exhibiting complex lithology, where the effect of mud-filtrate invasion is negligible. This method estimates bed physical properties (layer-by-layer density, neutron migration length, PEF, conductivity/resistivity, and uranium (Ur), thorium (Th), and potassium (K) concentrations) based on the separate inversion of well logs. Separate linear inversion of density, PEF, and GR-spectroscopy logs is implemented with a recently introduced method for fast modeling of nuclear logs, which uses precalculated flux sensitivity functions (FSFs). The final step of the second method implements joint inversion of estimated properties to assess mineral and fluid concentrations.
The third method estimates petrophysical/compositional properties in formations with complex lithology and thick beds, where the effect of mud-filtrate invasion is negligible. We quantify the nonlinear deterministic relationship between volumetric concentrations of mineral/fluid constituents and well logs via Schlumberger's commercial software, SNUPAR (McKeon and Scott, 1989) to assess neutron migration length and PEF. Chemical formulas and volumetric/weight concentrations of mineral/fluid constituents are input to SNUPAR. Similar to conventional petrophysical/compositional interpretation, however, this method does not account for either shoulder-bed or mud-filtrate invasion effects on well logs.
The construction of three nonlinear inversion methods is necessary to perform estimation in an efficient and stable way; the choice of method depends on the assumed degree of complexity in the formations under consideration. In the following sections, we describe and successfully implement the three nonlinear inversion methods. Examples of application consider three challenging synthetic formations constructed to replicate actual field situations.
METHOD
Inputs to the three estimation methods introduced in this paper are conventional well logs such as density, neutron porosity, PEF, GR/GR-spectroscopy, and electrical resistivity/conductivity logs. The possibility also exists of considering subsets of these logs. For instance, one could ignore PEF in cases where it is not reliable due to presence of barite in the mud. The methods described in this paper are intended for estimating volumetric concentrations of mineral and fluid constituents. However, they are reliable in assessing weight concentrations of mineral constituents as well.
Depending on the number of minerals in the formation, the number of equality constraints, and the number of reliable well logs, the estimation problem could be overdetermined or underdetermined. Most well-logging problems involve underdetermined estimations, in which the number of unknowns is greater than the number of logs and equality constraints, whereby there are multiple solutions that honor well logs and petrophysical constraints. In under determined estimations, the choice of initial guess is important. The following sections detail the assumed rock model, the three nonlinear interpretation methods, and the strategies adopted for initial-guess construction. Figure 1 is a flowchart describing the processes of numerical simulation of well logs and nonlinear inversion to estimate multilayer petrophysical properties and volumetric/weight concentrations of mineral constituents.
Rock model
The rock model consists of different mineral components in the matrix, shale, and nonshale porosity (which includes water and hydrocarbon). Water in nonshale porosity can be movable or irreducible. Hydrocarbon may also be movable or residual. Even though the specific application considered in this paper assumes dispersed shale (Poupon et al., 1970) , the formulation can be easily modified for the case of laminated shale.
The relationship among the volumetric concentrations of all matrix components is expressed as (Mezzatesta et al., 2006) 
with volumetric concentration of shale defined as Figure 1 . Workflows for the three nonlinear joint inversion methods introduced in this paper. Inversion methods estimate unknown petrophysical properties and volumetric/weight concentrations of rock mineral constituents in the presence of mud-filtrate invasion, thin beds, and complex lithology. Nonlinear inversion progressively improves the agreement between well logs and their numerical simulations.
where V r is rock volume including fluids and V sh is volume of wet shale. Figure 2 illustrates the assumed volumetric description of matrix, shale, and matrix fluids. We calculate bulk density ρ b based on volumetric concentrations of mineral components via the equation
where ρ i is density of the corresponding mineral, ρ f is fluid density, and ρ sh is shale density. Wet shale consists of clay and silt, which includes clay-bound water. Fluid density and shale density are given by
and
respectively, where S w is total water saturation, ϕ sh is shaleporosity, ρ w is water density, ρ h is hydrocarbon density, ρ cl is clay density, ρ silt is silt density, and C cl is volumetric concentration of dry clay, defined as
where V cl is clay volume. A pertinent mixing law can be used to define the physical relationship between compressional-and shear-wave sonic logs and mineral concentrations and their dry bulk moduli (compressional and shear), as well as the corresponding effect of fluid components and their saturations (Mavko et al., 2009) . Such an approach enables the input of sonic measurements in the inversion, in addition to resistivity and nuclear logs.
Method 1: Nonlinear multilayer joint inversion of well logs in the presence of mud-filtrate invasion This method accounts for the effects of mud-filtrate invasion and shoulder beds on well logs. After data quality control, applying necessary corrections for depth shift, defining bed boundaries, and constructing the multilayer reservoir model, the first step of nonlinear inversion is the construction of an initial guess of layerby-layer petrophysical properties. Such initial guess can be selected from (1) results obtained from conventional/linear multimineral solvers, (2) core/X-ray diffraction (XRD) data, or (3) results obtained from depth-by-depth nonlinear inversion of well logs (method 3).
Nonlinear inversion is performed by minimizing the quadratic cost function
where W d is a data weighting matrix, dðxÞ is the vector of numerically simulated well logs, d m is the vector of available well logs, α is a regularization (stabilization) parameter, and x is the vector of petrophysical properties and volumetric concentrations of mineral constituents for all beds, given by
x ¼ ½x 1 ; x 2 ; : : : ; x n b T ;
where the superscript T indicates transposition and x i is given by x i ¼ ½C 1;i ; C 2;i ; : : : ; C n c ;i ; C sh;i ; ϕ s;i ; S w;i T ;
where n b is the number of beds. The vector of numerically simulated logs is given by
where vectors ϕ N , ρ b , PEF, GR, σ, Ur, Th, and K include n sp measurement points for neutron porosity, density, PEF, GR, apparent conductivity, Ur, Th, and K logs; σ is a vector that includes all the available apparent electrical conductivity logs (i.e., inverse of apparent resistivity logs with variable radial lengths of investigation). The size of vector d depends on the sampling interval and number of well logs included in the inversion. Appendix A provides additional details about the approach used in this paper to minimize equation 16. Volumetric concentration of shale consists of shale porosity, volumetric concentration of clay, and volumetric concentration of silt, which are obtained from inversion results applied to pure shale zones and thereafter set constant or assumed to be known in synthetic cases. We assume that shale porosity and volumetric concentration of clay in shale within permeable zones are equal to those of adjacent shale zones. This is a customary Figure 2 . Petrophysical rock model assumed in this paper. Volume of rock V r consists of solid matrix, wet shale V sh , and nonshale porosity ϕ s . Nonshale porosity includes matrix, water, and hydrocarbon. assumption made in well-log interpretation when detailed knowledge of clay type and concentration is not available.
Experience shows that, for this application, the cost function defined by equation 16 is often flat around the minimum, thereby giving rise to nonunique results. Moreover, there might be several minima due to having more unknown properties than well logs and equality constraints (underdetermined estimation problem). Accordingly, the stabilization parameter σ included in the quadratic cost function is intended to reduce nonuniqueness in the presence of noisy, inadequate, and/or incomplete data; it controls the relative importance between fitting the data (first additive in the cost function) and finding a stable and smooth solution (second additive term in the cost function, here defaulted to the quadratic norm of the solution). During the first iterations, a large value of α expedites the convergence by giving more importance to the agreement between well logs (data) and their numerical simulations. The value of α decreases gradually to guarantee a stable (nonoscillatory) solution at the end of the estimation. In the presence of thin beds, α controls the degree of smoothness of estimated properties between adjacent beds; high and low values of α give rise to smooth and highly oscillatory variations of properties between adjacent beds, respectively.
The data weighting matrix W d is included in equation 16 to control the importance of each well log in the joint inversion. If all well logs are assigned the same importance, then the data weighting matrix scales the well logs to the same order of magnitude. The data weighting matrix W d is given by
; (22) where I is the unity matrix, n l is the number of well logs, and n sp is the number of sampling points in each well log. In the presence of noisy well logs, the influence of a given log on inversion results can be reduced by assigning a relatively small value to the corresponding entry of the data weighting matrix.
We minimize the cost function defined in equation 16 with Levenberg-Marquardt's method (Marquardt, 1963) . Accordingly, entries of the Jacobian matrix are calculated numerically (finite differences) at every linear iteration, and the stabilization parameter is selected with Hansen's (1994) L-curve strategy. At every iteration, unknown properties are updated based on the calculated Jacobian matrix and the difference between well logs and their numerical simulations. The minimization comes to a halt when (1) the relative difference between the norms of data residuals yielded by two subsequent iterations is less than 0.01% or (2) after reaching a prescribed maximum number of iterations.
The entries of the Jacobian matrix for this problem are given by where n u is the number of unknowns in the assumed multilayer formation. For the specific situation in which input well logs include density, neutron porosity, deep electrical conductivity, PEF, and GR (five well logs), the logging sampling rate is 0.08 m (0.25 ft), and there are six unknown petrophysical properties in each bed. Then in a 30.48 m (100 ft) reservoir with approximately 50 beds, the dimensions of the Jacobian matrix will be 2000 × 300. This large matrix is usually ill-conditioned. Furthermore, accurate numerical calculation of the entries of the Jacobian matrix requires 1 þ n u × n b forward numerical simulations for each well log. For instance, in the example of a 30.48-m (100-ft) multilayer formation, 300 forward numerical simulations will be required for each log. In reality, however, many of the entries of the Jacobian matrix are negligible or extremely small because well logs originate from highly localized volumes of investigation. Thus, the Jacobian matrix can be calculated locally to avoid unnecessary calculations. On a related subject, Wang et al. (2009) introduced a domain decomposition method for fast 2D resistivity inversion. They divided the entire depth interval into overlapping depth subdomains, assuming that variations of formation resistivity in each subdomain did not affect resistivity measurements acquired in other depth subdomains. The inverse problem was then solved in each subdomain separately, with a smaller Jacobian matrix. In addition to electrical resistivity measurements, we include nuclear logs and numerical simulation of mud-filtrate invasion as part of the inverse problem. CPU time in such a problem increases compared to the case described by Wang et al. (2009) . Thus, to approach the inverse problem in a time-efficient manner, in this paper we approximate the Jacobian matrix by assuming that the effect of small perturbations on formation physical properties in each bed is relatively small on well logs acquired in other beds. This assumption remains an efficient approximation for the calculation of the Jacobian matrix because it invokes the minimum possible perturbation on formation petrophysical properties that affects well logs. Such an approximation of the Jacobian matrix reduces the required number of forward numerical simulations for each well log to 1 þ n u . The remaining entries of the Jacobian matrix are set to zero. Consequently, we decompose the original inverse problem into depth-by-depth inverse problems during each iteration. Then we average the estimated depth-by-depth updated formation petrophysical properties in each bed to calculate the entry for the next iteration of nonlinear inversion.
The following sections describe the specific strategies adopted for simulation of mud-filtrate invasion and numerical simulation of nuclear and electrical resistivity logs.
Mud-filtrate invasion
Mud-filtrate invasion is simulated with a 1D radial compositional fluid-flow algorithm included in UTAPWeLS software (developed by The University of Texas at Austin's Joint Industry Consortium on Formation Evaluation; Abdollah Pour, 2008) . This algorithm simulates WBM and OBM invasion and calculates rates of mudfiltrate invasion resulting from mud-cake buildup. We assume that vertical variations of fluid saturation due to capillary equilibrium are negligible across short depth intervals and simulate invasion separately within each petrophysical layer. Petrophysical layers include radial numerical grids used for finite-difference simulation of fluid-flow equations. Inputs to the simulation of mud-filtrate invasion are in situ fluid and mud properties, rock-fluid properties, nonshale porosity, absolute permeability, initial fluid saturation, mud-cake properties, and invasion properties such as time of mud-filtrate invasion and overbalance pressure (or rate of mudfiltrate invasion). Rocks are assumed to be water-wet. In the case of OBM invasion, mud filtrate can cause partial wettability alteration that formally should be taken into account in the simulation of invasion (Salazar et al., 2011) . Saturation-dependent capillary pressure and relative permeability, referred to as rock-fluid properties, are described with Brooks-Corey's parametric equations (Corey, 1994) . Outputs from the fluid-flow simulator are layer-by-layer radial distributions of fluid saturation.
We emphasize that simulating the process of mud-filtrate invasion is optional in the nonlinear inversion method. Experience shows that this option is necessary in cases where the radial profile of fluid saturation due to invasion is smooth and apparent resistivity logs with different radial lengths of investigation do not "stack."
Numerical simulation of well logs
Numerical simulation of well logs requires the construction of numerical grids used for assimilation of radially varying properties within invaded rock formations (such as water saturation and salt concentration resulting from the process of mud-filtrate invasion) in the estimation. We then calculate grid-by-grid electrical conductivity values for simulation of electrical resistivity logs, density values for density logs (equation 12), migration length for neutron porosity logs, photoelectric factor for PEF logs, and volumetric concentrations of Ur, Th, and K for the numerical simulation of GR/GRspectroscopy logs.
Neutron porosity and PEF logs are simulated from neutron migration length and photoelectric factor, respectively, defined at each finite-difference grid. We use SNUPAR commercial software (McKeon and Scott, 1989) to calculate migration length and photoelectric factor from chemical compositions and their corresponding volumetric concentrations. Volumetric concentrations of Ur, Th, and K are also calculated based on volumetric concentrations of mineral components in the formation.
Nuclear logs are simulated with the fast linear iterative refinement method developed by Mendoza et al. (2010) , which explicitly incorporates borehole and environmental conditions as well as geometric configuration of nuclear tools. The CPU time required by the linear iterative refinement method to simulate nuclear logs is hundreds of times shorter than the CPU time required by alternative Monte-Carlo simulation methods. This unique advantage of Mendoza et al.'s (2010) method over Monte-Carlo simulation methods makes it feasible to implement nonlinear inversion of nuclear logs within practical CPU times.
For calculation of the spatial distribution of electrical resistivity from the spatial distributions of water saturation and salt concentration, we adopt pertinent shaly-sand descriptions such as the dual-water model (Clavier et al., 1977) . The calculated distributions of electrical resistivity (radial and vertical directions) are then used as input for the numerical simulation of array-induction and/or dual laterolog resistivity logs (AIT and DLT, marks of Schlumberger).
We emphasize that the well-log interpretation techniques introduced in this paper explicitly take into account tool geometric configurations in the numerical simulation of well logs. This strategy effectively accounts for differences in the volume of investigation of each log involved in the interpretation.
Method 2: Fast nonlinear joint inversion of bed physical properties
Even though method 1 is accurate in the presence of mud-filtrate invasion and thin beds, it is not always computationally efficient. To quantify the effects of mud-filtrate invasion and shoulder beds on the Jacobian matrix, one needs to simulate mud-filtrate invasion and its effect on well logs for every unknown formation property. Repeating this process at every iteration renders the inversion extremely slow. If the effect of mud-filtrate invasion on well logs is negligible, then the correction for shoulder-bed effects can be implemented in a more efficient manner.
The second inversion method was designed to exclusively take into account the effect of shoulder beds on logs when performing the estimation of layer-by-layer mineral and fluid constituents, thereby improving the interpretation of thinly bedded formations. This method consists of five sequential steps: (1) preanalysis of available well logs and correction of depth shifts; (2) detection of bed boundaries based on all the available well logs or borehole images; (3) separate inversion of density, neutron porosity, electrical resistivity, PEF, and GR-spectroscopy logs to estimate layerby-layer physical properties such as density, migration length, PEF, electrical conductivity, and Ur, Th, and K concentrations, respectively; (4) construction of a multilayer petrophysical model based on an initial guess of petrophysical properties and volumetric concentrations of minerals and fluids; and (5) implementation of a nonlinear joint inversion algorithm on the estimated bed petrophysical properties to estimate layer-by-layer petrophysical and compositional properties. This latter step is approached with SNUPAR commercial software (McKeon and Scott, 1989) .
Method 2 only requires specific chemical mineral/fluid constituents in addition to well logs to estimate volumetric/weight concentrations of mineral and fluids. Mineral properties are calculated using SNUPAR based on input chemical formulas for minerals/ fluids. However, most of conventional lithology evaluators require calibration with XRD data for pure mineral properties. The following sections describe the techniques implemented for separate inversion of well logs and nonlinear joint inversion of bed physical properties via method 2.
Separate inversion of well logs to estimate bed physical properties
The first step in well-log inversion algorithms is the detection of bed boundaries. PEF and density logs are good candidates for bedboundary detection because of their relatively high vertical resolution. Inflection points in well logs are assumed to be indicative of bed boundaries. Conventional methods usually assume center-bed or average log values within each petrophysical bed as the actual bed physical property. These approaches are not reliable in the presence of thin beds wherein shoulder-bed effects are not negligible. For the case of density and PEF measurements acquired in beds thicker than 0.30 m (1 ft), shoulder-bed effects are usually negligible at the center of the bed, whereby one can safely use the centerbed value as the actual bed property.
For separate inversion of density, PEF, and GR-spectroscopy logs, we make use of a linear inversion algorithm based on precalculated, Monte-Carlo-derived FSFs for density, PEF, and GR measurements. Mendoza et al. (2010) successfully applied the same approach to logging-while-drilling (LWD) density measurements acquired in high-angle wells to estimate bed densities. Appendix B provides additional details about the linear inversion of density, PEF, and GR-spectroscopy logs. The main assumption in the FSF-based linear inversion algorithm is that the precalculated FSFs remain constant across different formation properties. Although this assumption is usually valid for density, PEF, and GR logs, sensitivity functions for neutron porosity and resistivity measurements vary with formation properties. Consequently, the linear inversion algorithm is applicable to neither neutron porosity nor electrical resistivity measurements.
Inversion of GR-spectroscopy, density, and PEF is performed in one-step linear inversion. For separate inversion of neutron porosity and electrical resistivity measurements, we introduce a nonlinear numerical inversion method detailed in Appendix C. The method iteratively updates estimates of layer-by-layer migration length and electrical conductivity. Inputs to the inversion algorithm are migration length and apparent-conductivity logs instead of neutron porosity and apparent-resistivity logs to improve the sensitivity of measurements to bed physical properties, and thereby to improve the rate of convergence of nonlinear inversion. Nonlinear inversion is initialized with readings of well logs taken at the center of the corresponding bed.
Joint inversion of bed physical properties to estimate porosity and volumetric/weight concentrations of mineral/fluid constituents After separate inversion of well logs, estimating bed physical properties, and constructing an initial multilayer petrophysical model, SNUPAR is used for the layer-by-layer joint inversion of bed physical properties to assess total porosity, fluid saturations, and volumetric concentrations of mineral constituents. The inversion is initialized with guess values for porosity and volumetric concentrations of minerals/fluids at each depth. SNUPAR then calculates corresponding values of migration length and PEF. Electrical conductivity is calculated separately using a porosity-saturationresistivity model, which is assumed valid in the formation of interest (e.g., dual water, Waxman-Smits, etc.). Density (equation 12) and Ur, Th, and K concentrations are also calculated based on linear correlations between volumetric concentrations of minerals with density and Ur, Th, and K concentrations of pure minerals. The inversion iteratively reduces the difference between numerically calculated and previously estimated values of migration length, density, PEF, electrical conductivity, and concentrations of Th, Ur, and K by updating the volumetric/weight concentrations of minerals/ fluids. Appendix D provides additional details about the nonlinear joint inversion algorithm.
Method 3: Nonlinear joint inversion of individual layer properties
Method 3 does not take into account shoulder-bed effects on well logs and assumes that physical properties are equal to center-bed readings of well logs. This assumption is reliable in formations with thick beds and significantly decreases CPU time in the estimation. This method assumes that bed physical properties (density, migration length, PEF, electrical conductivity, and Ur, Th, and K WA86 concentrations) are equal to center-bed values obtained from well logs. Subsequently, similar to method 2, SNUPAR is used for the layer-by-layer joint inversion of bed physical properties to assess total porosity, fluid saturations, and volumetric concentrations of mineral constituents in every bed, wherein each bed is treated separately and independently. The main difference between the layer-by-layer nonlinear joint inversion approaches in methods 2 and 3 are the values input to the inversion. In method 2, inputs to the inversion are the results from separate inversion of well logs, whereas in method 3, inputs are center-bed property values calculated from well logs. Method 3 can also be applied at every logsampling point instead of at every layer. Appendix D provides additional details about the nonlinear joint inversion algorithm used to estimate bed petrophysical and compositional properties.
Initial guess of layer-by-layer unknown properties
The joint inversion algorithms described above are implemented with three possible choices of initial guess: (1) parsimonious (depth constant) initial guess, (2) initial guess based on results obtained from conventional petrophysical interpretation of well logs and conventional/linear multimineral solvers, and (3) initial guess based on XRD/core data. Results obtained from depth-by-depth nonlinear inversion of well logs can also be used as initial guess for method 2, whereas results obtained from method 2 become suitable to initialize method 3. The latter choices of the initial guess expedite the convergence rate and decrease CPU times for methods 2 and 3. We suggest choosing XRD/core data as an initial guess in formations where mineral compositions are complex and/or nonuniqueness of results is prevalent. Results obtained from depth-by-depth nonlinear inversion of well logs or from conventional/linear multimineral solvers are good choices for an initial guess when XRD/ core data are not available.
Synthetic case 1: Comparison of porosity estimates obtained with nonlinear and conventional linear inversion methods
The first synthetic case is intended to quantify the reliability and accuracy of nonlinear inversion to estimate petrophysical properties in gas-and water-saturated beds in the absence of mud-filtrate invasion. We assume that formations are clay-free, comprised of thick layers of pure limestone, pure dolomite, and pure quartz. First, we assume that the formation is fully saturated with saline water. Input well logs for nonlinear and linear inversion methods are array-induction apparent resistivity, neutron porosity, density, PEF, and GR logs sampled at 0.08 m (0.25 ft). Table 1 summarizes the assumed matrix and petrophysical properties.
This estimation problem is evendetermined because the number of unknown properties (porosity, saturation, volumetric concentrations of shale, quartz, limestone, and dolomite) is equal to the number of well logs (density, neutron porosity, GR, PEF, and apparent electrical resistivity) plus the number of equality constraints (equation 18). We use method 3 (individual layer-by-layer estimation) for estimation in this case due to the presence of thick beds and negligible shoulder-bed effects in the center of beds. The initial guess for inversion is chosen close to shale properties to test the stability of the method. We invoke a dual-water porosity-saturationresistivity model (Clavier et al., 1977) in nonlinear and linear inversion methods applied to this example. Figure 3 compares input electrical resistivity and nuclear logs to those used to initialize the inversion (calculated from the initial guess of properties) and simulated from final inversion products. The separation between neutron porosity and density logs in the water-saturated limestone zone is due to connate water salinity. Panels in the same figure describe estimates of volumetric concentrations of mineral constituents, nonshale porosity, and fluid saturations obtained with both nonlinear and conventional linear estimation methods. In the case of fully water-saturated beds, both linear and nonlinear inversion methods yield accurate estimates of porosity and volumetric concentrations of mineral constituents. However, we observe small discrepancies between results obtained with conventional linear and nonlinear inversion methods near bed boundaries. The reason for this behavior is that commercial software does not explicitly account for shoulder-bed effects in the estimation when performing depthby-depth inversion.
Next, we replace water with gas in the same formations to investigate the effect of gas on nonlinear inversion and conventional linear results. Figure 4 compares input electrical resistivity and nuclear logs to those used to initialize the inversion and simulated from final inversion products. Panels in the same figure describe the final estimates of volumetric concentrations of mineral constituents, nonshale porosity, and fluid saturations obtained with both nonlinear and linear methods. For conventional linear mineralogy evaluation, we adopt the same matrix for pure-component responses calibrated for the water-saturated example.
We remark that, to obtain accurate estimations from commercial software in the presence of gas, it was necessary to set the volumetric concentration of shale fixed and equal to its actual value (without this setting, results obtained with linear commercial software remained inaccurate in the presence of gas). Furthermore, apparent resistivity measurements were not explicitly included in the linear joint inversion of well logs, but rather used to estimate water saturation after concluding the inversion. Conversely, volumetric concentration of shale remained unknown, and apparent resistivity logs were explicitly included in the estimation of properties with nonlinear joint inversion. When setting volumetric concentration of shale as unknown in both methods, linear inversion does not properly resolve mineral concentrations in the dolomite layer. Estimates for volumetric concentration of quartz, calcite, and shale in the pure dolomite layer obtained with commercial software are 0.28, 0.58, and 0.06, respectively. We also observe relative errors of 43% and 55% in the assessment of porosity and water saturation, respectively. The main reason for such relatively high errors is the nonuniqueness of results. Indeed, by eliminating volumetric concentration of shale in the set of unknown variables, we decrease nonuniqueness of results with commercial software and, consequently, decrease the corresponding errors.
Synthetic case 2: Effect of layer thickness on inversion results in a gas-bearing formation
The second synthetic case is intended to appraise the reliability and accuracy of nonlinear inversion when estimating formation properties in the presence of thin beds. Target layers include in situ gas and irreducible water, which have been subject to WBM filtrate invasion for three days. Solid constituents of permeable beds include quartz, limestone, dolomite, and shale and are separated by intermediate pure-shale layers. Inversion results are obtained for bed thicknesses of 3.05, 0.61, 0.30, and 0.15 m (10, 2, 1, and 0.5 ft, respectively). Well logs are sampled at a rate of 0.08 m (0.25 ft). The porosity-saturation-resistivity model used in this synthetic case is the dual-water model. Table 2 summarizes the matrix and petrophysical properties assumed for this synthetic case, whereas Table 3 describes the corresponding assumed rockfluid properties. Clay composition is exclusively chlorite.
Synthetic case 2 involves an evendetermined estimation problem. Method 1 is used in this case due to the presence of thin beds and mud-filtrate invasion. Nonlinear inversion is initialized with shale properties assigned to all beds to evaluate the stability and reliability of results. In this synthetic case, we assume that formation properties are known in pure-shale beds. Final inversion products are compared to equivalent results obtained with linear inversion implemented with commercial software. Figure 5 describes estimates of total porosity, total fluid saturation, and volumetric concentrations of quartz, limestone, dolomite, and shale for all permeable layers obtained with nonlinear inversion. Error (uncertainty) bars for inverted properties in each layer were calculated by adding 5% zero-mean Gaussian random noise to all well logs input to the inversion. We observe that the uncertainty of inversion products due to noisy data increases with decreasing layer thickness. Figure 6 compares input apparent resistivity and nuclear logs to those used to initialize the inversion and simulated from final inversion products. The same figure compares porosity, water saturation, volumetric concentration of shale, and volumetric concentrations of mineral constituents estimated with both nonlinear and conventional linear inversion methods. Table 4 summarizes the results obtained from nonlinear and conventional linear inversion methods for formations with different thicknesses but similar petrophysical properties. Table 5 describes the relative errors of inversion products obtained with both nonlinear and conventional linear inversion methods with respect to actual values. Differences between nonlinear inversion results and actual values are negligible. On the other hand, the discrepancy between inversion products obtained with conventional linear inversion and actual values increases with decreasing bed thickness. Additionally, conventional linear inversion underestimates hydrocarbon pore volume in all the beds due to mud-filtrate invasion effects. Conversely, inverted products obtained with nonlinear inversion differ by less than 3% with respect to actual values when bed thickness is larger than 0.15 m (0.5 ft). Prior to mud-filtrate invasion, permeable beds are saturated with gas and irreducible water. Even though, in this case, nonlinear inversion still provides accurate estimates of unknown properties, uncertainty bars calculated with 5% Gaussian noise increase by more than 100% when compared to the case of no invasion. Indeed, presence of mud-filtrate invasion decreases the uncertainty of estimated formation petrophysical properties as long as the estimation includes the simulation of the process of invasion. Neglecting the effect of mud-filtrate invasion in the inversion, however, seriously increases estimation errors (which is also the case with linear inversion results obtained with commercial software).
Next, we compare estimations obtained with both nonlinear and conventional linear inversion methods, assuming the same bed sequence but with permeable beds fully saturated with saline water. Figure 7 compares inversion products obtained with linear and nonlinear inversion to actual properties. Nonlinear inversion yields results with errors smaller than 1%. On the other hand, conventional linear inversion correctly identifies mineral constituents for the case of water-saturated beds. However, due to the presence of salty connate water, volumetric mineral concentrations obtained with linear inversion exhibit errors above 20% for the thickest bed. Even though gas is no longer present in target beds, shoulder-bed effects on well logs increase the error in the volumetric mineral concentrations estimated with conventional linear inversion.
To investigate the effect of bed-boundary locations in the estimation of unknown properties, we perturbed bed boundaries by AE one log-sampling interval (i.e., 0.08 m [0.25 ft]) in synthetic case 2. In the thickest bed, estimation errors due to bed-boundary perturbation are below 5%. However, in beds thinner than 0.61 m (2 ft), errors increase to 30% or higher. These exercises emphasize the importance of proper selection of bed boundaries and depth-matching of well logs to secure reliable inversion results across thin beds.
Synthetic case 3: Thinly bedded gas-bearing formation
The third synthetic case was constructed based on actual field measurements and is intended to appraise nonlinear inversion results for the case of successive thin beds. It comprises a thinly bedded and shaly carbonate formation and two hydraulically separated depth intervals. The top zone is a gas-bearing formation, while the bottom zone is water-saturated with the same volumetric concentrations of mineral constituents and petrophysical properties as the top zone. Drilling mud is WBM and well logs are sampled at a rate of 0.08 m (0.25 ft). The porosity-saturation-resistivity model used in this synthetic case is the dual-water model. Table 6 describes the assumed matrix and petrophysical properties. Rock-fluid properties and clay type are similar to those of synthetic case 2 (Table 3) . Table 7 summarizes the assumed values of porosity, water saturation, volumetric concentration of shale, and volumetric concentrations of mineral constituents. We assume that shale properties are reliable because they were obtained from inversion performed across pure-shale depth intervals.
Synthetic case 3 also involves an evendetermined estimation problem. We initialize the nonlinear inversion with a parsimonious guess close to shale properties and compare the results of nonlinear inversion to those of conventional linear inversion implemented with commercial software. Figures 8 and 9 describe the spatial distribution of water saturation, actual model properties, and final estimates obtained with nonlinear inversion after and before mud-filtrate invasion, respectively. We use methods 2 and 1 in the cases of estimation before and after mud-filtrate invasion, respectively. The same figures compare final layer-by-layer porosity, water saturation, volumetric concentration of shale, and volumetric concentrations of mineral constituents obtained with nonlinear and conventional linear inversion methods to those of the actual model. We also tested a depth-by-depth implementation of method 3 to the case of before invasion. Figure 10 compares the actual model and the corresponding estimates of volumetric concentrations of mineral constituents, porosity, and water saturation obtained from commercial software, method 2, and the depth-by-depth implementation of method 1 for synthetic case 3 before mud-filtrate invasion.
Prior to mud-filtrate invasion, array-induction apparent resistivity logs overlap ("stack") and there is crossover between neutron porosity and density logs in the gas-bearing zone (Figure 9 ). However, shoulder-bed effects in thin beds occasionally mask the crossover, which may lead to underestimation of gas reserves. After three days of mud-filtrate invasion, a smooth radial variation of water saturation ensues, which gives rise to separation between arrayinduction resistivity logs with different radial lengths of investigation (Figure 8 ). Because radial length of invasion is deeper than 0.61 m (2 ft) and larger than the volume of investigation of nuclear logs, the crossover between neutron porosity and density logs vanishes. The first advantage of nonlinear over conventional linear inversion is its ability to correct for magnified shoulder-bed effects due to successive thin beds. Another advantage of nonlinear inversion is the explicit assimilation of invasion effects on well logs in the estimation of properties. The effect of invasion on apparent resistivity logs becomes important when the radial invasion front is either smooth or shallow.
Nonlinear inversion yields errors lower than 5% for porosity and lower than 3% for water saturation in the gas-saturated zone prior to mud-filtrate invasion. After mud-filtrate invasion, errors decrease to 2% for porosity, and 3% for water saturation. Overall, the corresponding errors in the water-saturated zone decrease compared to those in gas-saturated zones.
Conventional linear inversion yields acceptable estimates of porosity, water saturation, and volumetric concentrations of mineral constituents in the water-saturated zone (errors lower than 30% for water saturation). In the presence of thin beds, however, we Table 4 . Synthetic case 2: Model (actual) properties, nonlinear inversion (NL, Method 1), and conventional linear inversion L results for nonshale porosity ϕ s , nonshale water saturation S ws , and volumetric concentrations of shale C sh , quartz C Q , limestone C L , and dolomite C D for each layer. Table 5 . Synthetic case 2: Relative errors % for estimations obtained with conventional linear L and nonlinear inversion (NL, method 1) algorithms for nonshale porosity ϕ s , nonshale water saturation S ws , and volumetric concentrations of shale C sh , quartz C Q , limestone C L , and dolomite C D for each layer. observe significant errors due to shoulder-bed effects. Furthermore, errors as high as 40% arise when quantifying mineral composition across the gas-bearing zone, which deleteriously influence estimates of porosity and water saturation. Both shoulder-bed and gas effects give rise to errors as high as 70% in estimates of water saturation prior to mud-filtrate invasion. To obtain acceptable results from commercial software, we assumed that volumetric concentration of shale was known. Unknown parameters were then limited to volumetric concentrations of quartz, calcite, and dolomite, porosity, and water saturation, whereas in other inversion methods the volumetric concentration of shale was assumed to be unknown.
Results from depth-by-depth nonlinear inversion are also accurate in thick beds (Figure 10 ). Even though errors corresponding to estimates of porosity, water saturation, and volumetric concentration of shale obtained from depth-by-depth inversion are generally lower than 20%, we observe errors higher than 50% in estimates of dolomite and calcite. These significant errors are due to shoulder-bed effects. In general, in the presence of successive thin beds, method 2 provides the most accurate results among all the inversion methods.
After mud-filtrate invasion, conventional linear inversion yields results with increased errors, as high as 90% and 25% in the estimates of water saturation in the gas-and water-bearing zones, respectively. Increased errors in estimates of water saturation after mud-filtrate invasion are due to limitations of commercial software to take into account invasion effects in a quantitative manner. We also observe error increase in the assessment of volumetric concentrations of mineral constituents after mud-filtrate invasion.
DISCUSSION
This paper introduced three new methods to estimate porosity, fluid saturation, and volumetric concentrations of mineral constituents from conventional well logs. The main objective of our work was to introduce inversion methods that can rigorously take into account shoulder-bed and invasion effects on well logs when performing the estimations. Method 1 is the most general, applicable to the evaluation of invaded and thinly bedded formations. Method 2 explicitly accounts for shoulder-bed effects on well logs but does not account for mud-filtrate invasion. Method 3 is only recommended for evaluation of formations where shoulder-bed and mud-filtrate invasion effects on well logs are negligible. Associated CPU times for a 15.24-m (50-ft) formation with 25 beds are five hours, one hour, and 10 minutes for methods 1, 2, and 3, respectively, when implemented on a PC with a 3 GHz processor and 4 GB RAM. Compared to conventional petrophysical interpretation methods, the advantages of the inversion methods introduced in this paper are the explicit assimilation of shoulder-bed and invasion effects on well logs, and the accurate numerical simulation of well logs for arbitrary perturbations of petrophysical and mineral/fluid compositional properties of rock formations. Such advantages are most clearly evident in cases of thinly bedded formations, complex mineral compositions that include shale, presence of invasion, and presence of gas, or else combinations of all of the above.
Input data and parameters for the evaluation of invaded formations include: (1) conventional well logs such as density, neutron porosity, PEF, GR/GR-spectroscopy, and electrical resistivity; (2) number, type, and chemical formula for mineral and fluid constituents; (3) porosity-saturation-resistivity model and associated parameters (e.g., dual-water model, electrical resistivity of connate water, tortuosity factor, cementation exponent, saturation exponent, etc.); (4) formation and fluid properties such as density, permeability, and saturation-dependent relative permeability and capillary pressure; (5) invasion parameters such as overbalance pressure, time of invasion, and mud/mud-cake properties; and (6) bed-boundary locations. Invasion parameters and dynamic petrophysical properties are not needed in the estimation when invasion is negligible or radially deep. Inversion results consist of porosity, hydrocarbon saturation, and volumetric/weight concentrations of mineral constituents. Uncertainty in any of the input parameters affects inversion results. For instance, uncertainty of four orders of magnitude in permeability in synthetic case 2 (i.e., permeability of 0.005 mD instead of 50 mD) causes 37% uncertainty in estimates of water saturation for the thickest bed (3.05 m [10 ft]). This uncertainty increased to 55% in the thinnest bed (0.15 m [0.5 ft]). Estimates of porosity and volumetric concentrations of mineral constituents, however, exhibited less sensitivity to uncertainty in permeability (uncertainty lower than 20% in the assessment of volumetric concentrations of mineral constituents and lower than 5% in the assessment of porosity). In synthetic case 1, however, it was found that the sensitivity of estimated parameters to one order of magnitude uncertainty in permeability was negligible.
Another cause of uncertainty of inversion results is noisy well logs. We showed that this uncertainty increases across thin beds. The regularization parameter included in the three inversion algorithms is intended to stabilize the estimations in the presence of Table 7 . Synthetic case 3: Values assumed for nonshale porosity ϕ s , nonshale water saturation S ws , and volumetric concentrations of shale C sh , quartz C Q , limestone C L , and dolomite C D for each layer. noisy and/or inadequate data. Large regularization parameter values provide a smooth solution, whereas small values cause oscillatory solutions. Hansen's (1994) L-curve method estimates the regularization parameter in each iteration based on the difference between actual measurements and their numerical simulations. Consequently, the regularization parameter takes large values at the initial iterations to guarantee convergence to actual properties; it gradually decreases to secure stable convergence to the solution, especially in close proximity to the minimum of the quadratic cost function. When the total number of unknown properties and equality constraints is equal or less than the number of available well logs, the inversion is rendered evendetermined or overdetermined. Accurate and reliable estimates of petrophysical/compositional properties are possible in evendetermined or overdetermined inversions when input parameters are reliable. We showed that inversion results for such cases were stable and independent of the initial guess. In the case of evendetermined or overdetermined inversions, results remained accurate even when assuming mineral components which were not present in the examined rock formations.
When the total number of unknown properties and equality constraints are greater than the number of available well logs, the inversion is rendered underdetermined. In those cases, nonuniqueness of results is a significant concern and, consequently, the choice of initial guess becomes critical to secure accurate and reliable results. Two approaches to overcome this problem are: (1) choosing an initial guess close to actual values and (2) performing the inversion with different initial guesses. We suggested different choices for initial guess close to actual formation properties to avoid trapping into local minimums as well as to expedite convergence. In the case of underdetermined inversion, a wrong choice of assumed mineral components caused significant errors in inversion results. Experience shows that the corresponding error is smaller for porosity, water saturation, and volumetric concentration of shale, than for volumetric concentrations of mineral constituents. The uncertainty of inversion products depends on the type and properties of assumed minerals, petrophysical properties, and on the initial guess.
To secure reliable petrophysical and compositional results, we suggest inputting the maximum number of available well logs to the inversion. However, it is possible that some well logs are not reliable due to noise (e.g., PEF in the presence of barite in mud). The effect of unreliable well logs on inversion results can be controlled by the data weighting matrix. Absence of PEF, GR, or density in underdetermined problems can change estimated properties by more than 50% but does not affect estimates of porosity and water saturation significantly (synthetic case 1). Absence of electrical resistivity measurements, however, has a significant influence on estimates of porosity and water saturation (changes of 25% for porosity and 200% for water saturation). Among all mineral constituents, shale concentration is the most stable outcome of inversion whenever GR is available.
We quantified the accuracy of the introduced inversion methods when interpreting petrophysical and compositional properties of thinly bedded formations. It was shown that inversion methods yielded accurate results only when beds were thicker than twice the log-sampling interval. Furthermore, uncertainty in bedboundary locations significantly affected inversion results for thin beds. For instance, it was found that bed-boundary uncertainty equal to one log-sampling interval in beds as thick as four times a log-sampling interval affected inversion results by more than 30%.
CONCLUSIONS
We introduced and successfully tested new nonlinear inversion methods to estimate porosity, fluid saturation, and volumetric mineral concentrations from combinations of well logs. The estimation was made possible by a recently developed algorithm to rapidly simulate nuclear logs. Synthetic examples indicate that the new nonlinear inversion methods are effective to reduce shoulder-bed and invasion effects on logs in the estimation compared to commercial software based on linearized well-log responses. Moreover, we showed that nonlinear inversion is reliable when permeable beds include gas saturation and complex mineralogy because the simulation of well logs accurately reproduces the generally nonlinear relationship between formation and fluid properties and measurements. It was also shown that the integration of the process of mud-filtrate invasion in the estimation of petrophysical properties is important when electrical resistivity logs indicate a relatively smooth radial invasion profile. Even though commercial software based on linearized inversion is fast and accurate in siliciclastic sequences with clean and thick beds, it does not perform well in invaded and/or thinly bedded formations, which include complex mineral compositions and light hydrocarbons.
The number and type of available well logs, location of bed boundaries, and the number of unknown properties influence the results obtained with nonlinear inversion. Results are stable and accurate when noise-free density, neutron porosity, PEF, GR, and electrical resistivity logs are available for the estimation. Sensitivity analysis indicated that perturbations of bed-boundary locations equal to one log-sampling interval could cause relative errors higher than 30% when estimating unknown properties of beds thinner than 0.61 m (2 ft). This error becomes negligible in thick beds. Results indicate that proper estimation of bed boundaries and correction of depth-matching errors on well logs are important to secure reliable inversion results in thin beds.
Combining the nonlinear inversion methods with neutron spectroscopy measurements is a good alternative to improve the detection and estimation of mineral volumetric concentrations. We anticipate that nonlinear inversion could be effective in the petrophysical interpretation of carbonate formations and unconventional plays such as tight-gas sands and gas/oil shales, where mineral/fluid constituents exhibit significant spatial variability. 
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APPENDIX A DEFINITION OF UNKNOWN PARAMETERS ESTIMATED WITH JOINT INVERSION OF WELL LOGS
To enforce the constraints expressed in equations 17 and 18, we invoke volumes/weights instead of volumetric/weight concentrations of minerals and fluids. Additionally, working in logarithmic space ensures nonnegative estimates of unknown properties. Consequently, we transform the unknown variable vector x i to vector x 0 i , given by x 0 i ¼ ½log V 1;i ; log V 2;i ; : : : ; log V n c ;i ; log V sh;i ; log V ps;i ; log S w;i T ;
(A-1)
where V j;i is volume of the jth mineral in the ith bed, V sh;i is volume of shale in the ith bed, S w;i is total water saturation in the ith bed, and V ps;i is volume of nonshale pore space in the ith bed. The relationships between volumes and volumetric concentrations of minerals and fluids are given by where C j;i is volumetric concentration of the jth mineral in the ith bed, ϕ s;i is nonshale porosity in the ith bed, and C sh;i is volumetric concentration of shale in the ith bed. There is no need to enforce an explicit constraint on the summation of volumes when volumetric concentrations are transformed to volumes in the minimization process. However, we implicitly satisfy the constraint in equation 18 by applying equations A-2-A-4 to the estimated volumes. Normalized volumes are then used as inputs to the forward simulation of well logs at each iteration of the nonlinear minimization process.
( B-5) where I is the unity matrix.
APPENDIX C SEPARATE NONLINEAR INVERSION OF NEU-TRON AND APPARENT RESISTIVITY LOGS
The functional relationships between (1) neutron porosity measurements and layer-by-layer neutron migration length, and (2) electrical resistivity measurements and layer-by-layer resistivity are not linear. Thus, equation B-4 is not valid for electrical resistivity and neutron porosity measurements. To circumvent that problem, we minimize the quadratic cost function (equation B-1) using a nonlinear approach. This is accomplished by calculating numerically (finite differences) the entries of the Jacobian matrix at every linear iteration and by implementing the LevenbergMarquardt minimization method (Marquardt, 1963) . In doing so, linear iterative refinement ) is used for the rapid numerical simulation of neutron porosity logs. For the case of inversion of AIT resistivity logs, the corresponding entries of the Jacobian matrix are obtained via finite-difference calculations of apparent resistivity logs. A similar approach could be implemented with raw borehole-corrected electrical conductivity measurements.
To improve the convergence rate of the minimization method, we transform neutron porosity logs into migration-length logs, and perform the inversion to yield layer-by-layer values of migration length. Likewise, the inversion of apparent resistivity logs is implemented with apparent conductivity logs (inverse of apparent resistivity logs) to yield layer-by-layer values of electrical conductivity.
APPENDIX D NONLINEAR JOINT INVERSION OF INDIVIDUAL LAYER PROPERTIES
The objective of joint inversion of layer-by-layer density, migration length, electrical conductivity, PEF, and GR-spectroscopy values is to estimate porosity, water saturation, and volumetric/weight concentrations of mineral constituents. The inversion is performed from layer-by-layer properties obtained from the separate inversion of well logs described in Appendices B and C.
Physical properties for each layer are estimated by minimizing the layer-by-layer quadratic cost function given by where W d is a data-weighting matrix, pðxÞ is the vector of physical properties in each bed (e.g., density, PEF, Ur, Th, and K concentrations, neutron migration length, and electrical conductivity), p m is the vector of model physical properties estimated from well logs in each bed, α is a regularization (stabilization) parameter, n c is the predefined number of mineral constituents, C i is volumetric concentration of the assumed mineral constituents, C sh is volumetric concentration of shale, ϕ s is nonshale porosity, and x is the vector of unknown formation properties, given by
x ¼ ½C 1 ; C 2 ; : : : ; C n c ; C sh ; ϕ s ; S w T ; (D-4)
where S w is total water saturation. The vector of numerically simulated layer-by-layer properties is given by p ¼ ½L m ; ρ b ; PEF; σ; Ur; Th; K T ;
where L m is neutron migration length, ρ b is bulk density, and σ designates apparent electrical conductivity logs with variable radial lengths of investigation (multiple logs depending on the type of logging tool used to acquire resistivity measurements). The data-weighting matrix in equation D-1 controls the importance of each physical property included in the inversion; it is given by where n l is the number of available well logs. We minimize the cost function defined in equation D-1 with the Levenberg-Marquardt method (Marquardt, 1963) and use SNUPAR commercial software (McKeon and Scott, 1989) to estimate neutron migration length and PEF and for the numerical calculation (finite differences) of the corresponding entries of the Jacobian matrix (partial derivatives of the entries of vector p with respect to entries of vector x). The stabilization parameter α included in equation D-1 is selected via Hansen's (1994) L-curve method.
