We consider iterative methods for the minimal nonnegative solution of the matrix equation
Introduction
Consider the infinite block matrix
where A i , B i ∈ R m×m (i = 0, 1, . . .) are (elementwise) nonnegative, ∞ i=0 A i and ∞ i=0 B i are stochastic matrices. A nonnegative matrix A is called stochastic if Ae = e, with e being the column vector with all components equal to one. Matrices of the structure (1) are known in the literature as stochastic matrices of M/G/1 type and arise in a wide variety of queueing problems modelled by an irreducible Markov chain, where P is the transition matrix associated with the Markov chain.
The matrix equation
plays an important role in the study of the Markov chain. It is known that (2) has at least one solution in the matrix set {G ≥ 0 | Ge ≤ e}. The desired solution G is the minimal nonnegative solution.
Assume that A = ∞ i=0 A i is irreducible. Then, by the Perron-Frobenius Theorem (see [14] ), there exists a unique vector α > 0 with α T e = 1 and α T A = α T . A natural assumption for the Markov chain is that
The Markov chain is called transient if σ = α
T β > 1, where β = ∞ i=1 iA i e. In this case, the matrix G is substochastic (i.e., Ge ≤ e) and its spectral radius ρ(G) is strictly less than one. The Markov chain is called positive recurrent if σ < 1, and null recurrent if σ = 1. In both cases, G is stochastic and ρ(G) = 1. For more details, see [11] .
In [2] and [8] , the equation (2) was considered in a transposed form, i.e., they considered the equation
Their results can easily be restated for (2) .
A i e = e is called the dual equation of (2) (see [12] ). We will consider equation (2) only. The discussion of its dual equation is similar.
Several algorithms have been proposed in the literature for the numerical solution of (2) . For example, the minimal nonnegative solution of (2) can be found by any of the following three fixed point iterations (see [9] , [6] and [7] ):
or
The infinite series in these iterations will be truncated in numerical computations. Among the three iterations, the iteration (5) is the fastest and also the most expensive. A new linear system (with multiple right hand sides) has to be solved in each iteration. The linear system may be solved by Gaussian elimination with partial pivoting. However, when m is large, there may be difficulty in maintaining the accuracy of the solution of the linear systems during a large number of iterations.
In [1] , Bai noted that inversion can be avoided by incorporating the Schulz algorithm for the inverse of a matrix into the iteration (5), as follows:
Given a proper nonnegative matrix B 0 , compute for n ≥ 0
where for n = 1, 2, . . . ,
Some choices of the matrix B 0 will be given later. Algorithm 1 is particularly useful on a parallel computing system, since matrix-matrix multiplication can be carried out in parallel very efficiently (see [4] ). The main purpose of this note is to show that the convergence rate of Algorithm 1 is competitive with the iteration (5) .
In Section 2, we give some convergence results for the iterations (3)-(5). Convergence results for Algorithm 1 are then established in Section 3. Numerical results for two simple examples are reported in Section 4 to illustrate the theoretical results established.
Convergence results for the fixed point iterations
The convergence rate of iterations (3)- (5) has been studied in detail in [8] when the Markov chain is positive recurrent. The next result is valid no matter whether the Markov chain is transient, positive recurrent or null recurrent.
Theorem 2 Let G be the minimal nonnegative solution of the matrix equa-
Then we have the following convergence rate estimates: For iteration (3), lim sup
where the operator T 1 : R m×m → R m×m is given by
For iteration (4), lim sup
where the operator T 2 : R m×m → R m×m is given by
For iteration (5), lim sup
where the operator T 3 : R m×m → R m×m is given by
Proof. The results can be proved using the arguments in the proof of Theorem 7 of the next section. 2 Using the Kronecker product (for basic properties of the Kronecker product, see [5] , for example), we have
and
To compare the spectral radii of the matrices M 1 , M 2 and M 3 , we need the following lemma.
If the Markov chain is transient or positive recurrent, then ρ(T * ) < 1. If the Markov chain is null recurrent, then ρ(T * ) = 1.
It is easy to see that the matrix M 1 in Proposition 3 is precisely the matrix T * in the above lemma.
Theorem 5 If the Markov chain is transient or positive recurrent, then
Proof. If the Markov chain is transient or positive recurrent, then ρ(M 1 ) = ρ(T * ) < 1 by Lemma 4. Thus C = I ⊗ I − M 1 is an M -matrix (see [14] ). Let N 2 = I ⊗ (I − A 1 ) − C and N 3 = I ⊗ (I −Ā 1 ) − C. We then have two regular splittings of C: [14] ). If the Markov chain is null recurrent, then ρ(M 1 ) = 1 by Lemma 4. Thus
From the above results we know that the convergence of the iterations (3)- (5) is linear when the Markov chain is transient or positive recurrent. If the Markov chain is null recurrent, the convergence of these iterations is typically sublinear.
Convergence results for Algorithm 1
The convergence of Algorithm 1 has been discussed in [1] and includes a monotone convergence result. There are, however, some inaccuracies in the statement and proof of that result. We will first give a restatement of the result and a brief revised proof.
Theorem 6 (cf.
Proof.
It can be proved by induction that for all n ≥ 1,
Let lim n→∞ G n =G, and lim n→∞ B n = B. We have lim n→∞
From the second equality in (12), we get B(I −QB) = 0. Since I −QB ≥ 0 and B ≥ B 0 is nonnegative with no zero columns, we conclude that I −QB = 0. Therefore,G = BA 0 =Q −1 A 0 , which means thatG is a nonnegative solution of (2). SinceG ≤ G and G is the minimal nonnegative solution, we haveG = G. 2
Note that any matrix B 0 satisfying the conditions in the theorem must be nonsingular. If B 0 were singular, all matrices B n would be singular by (7) . This contradicts the fact that {B n } converges to a nonsingular matrix. Some common choices of B 0 have already been given in [1] , e.g.,
. Of course, we can also take B 0 = (I − A 1 ) −1 . This latter choice gives the best G 1 , but requires an inversion in this initial step.
A convergence rate result is given in [1] for Algorithm 1. However, the conditions needed there for the linear convergence of the algorithm are never satisfied when the solution G is stochastic. When G is stochastic, we have
Thus Q −1 A 0 e = e. In [1, Theorem 2], it is required that, among several other conditions, Q −1
A 0 e ∞ = e ∞ = 1. Since the solution G is involved in the conditions of [1, Theorem 2], there is no easy way to see whether those conditions can be consistent when the solution G is substochastic. Consequently, the convergence rate of Algorithm 1 has not been determined.
We will now give a fairly complete analysis for the convergence rate of Algorithm 1.
Theorem 7 Let M = {X ∈ R m×m | X = P A 0 for some P ∈ R m×m }. If the conditions in Theorem 6 are satisfied, then for Algorithm 1, lim sup
where the operator T : M → M is given by
where X + denotes the Moore-Penrose generalized inverse of a matrix X.
Proof. For Algorithm 1, we have for n = 0, 1, . . . ,
where B n = G n+1 A + 0 is obtained from (6) (for basic properties of the MoorePenrose inverse, see [5] , for example). Therefore, for n = 1, 2, . . ., G n+1 = F (G n ) with the map F : D ⊂ M → M defined by
where D is the set of all substochastic matrices. Note that all stochastic matrices are boundary points of D. 
where o( H ) denotes a term W (H) such that lim H→0 W (H) / H = 0 for any norm · . Since
we have
Now for any > 0, we choose a norm on M such that the induced operator norm · of T satisfies T ≤ ρ(T ) + . Note that this can be done even for an operator from a general Banach space into itself (see [3, p. 77] ). By (13), we have for n ≥ n 0
This implies lim sup n→∞
The conclusion in the theorem follows since > 0 is arbitrary. 2
The matrix A 0 is often nonsingular in applications. For example, for a class of Markov chains considered in [10] , the matrix A 0 is an upper triangular Toeplitz matrix with a positive main diagonal. 
where the operator T 3 is defined by (10).
Proof. When A 0 is nonsingular, G is also nonsingular. Note also that GA
2 From the previous discussions, we conclude that the convergence of Algorithm 1 is linear whenever A 0 is nonsingular and the Markov chain is not null recurrent. The convergence rate is comparable with that of iteration (5), which is faster than iterations (3) and (4).
The next two results further confirm that the convergence of Algorithm 1 is often not slower than that of iteration (5) . The first result can be seen readily from the proof of Theorem 5 in [8] .
Theorem 9 If the matrix G is stochastic, then for iteration (5), lim sup
Equality holds in (14) if the matrix (I − A 1 )
−1 ∞
i=2 A i has no zero rows.
Proposition 10 If A 0 is nonsingular and G is stochastic, then for Algorithm 1, lim sup
Proof. In view of Corollary 8, we only need to show ρ(
. By a generalized Perron-Frobenius Theorem (see [13] ), we have
for some nonzero H ≥ 0. Since G is stochastic, we have
Since He = 0, ρ(T 3 ) is an eigenvalue of (I −Ā 1 )
Numerical results
We will perform some numerical experiments on two simple examples. The first one is given in [1] . The second one is a particular case of the Markov chains considered in [10] . Example 1. Consider the Markov chain of the M/G/1 type for which We will use Algorithm 1 and iterations (3), (4) and (5) to find the minimal nonnegative solution G of the matrix equation (2) for some values of p. For Algorithm 1, we take B 0 = I. All iterations will be stopped as soon as
In our numerical computations, the matrices A i are treated as zero matrix for i > 50 when p ≤ 0.6 and they are treated as zero matrix for i > 100 when p > 0.6. The numerical results are reported in Table 1 . Example 2. Consider the Markov chain of the M/G/1 type for which For Algorithm 1, we take B 0 = I + A 1 . For all iterations, we use the same stopping criterion as in Example 1. In our numerical computations, the matrices A i are treated as zero matrix for i > 20 when p ≤ 0.6 and they are treated as zero matrix for i > 50 when p > 0.6. The numerical results are reported in Table 2 .
From Tables 1 and 2 we can see that the convergence rate of Algorithm 1 is comparable with that of iteration (5), which is in general considerably faster than iterations (3) and (4). These observations are consistent with the theory in Sections 2 and 3. We note that all these iterations are very slow when the Markov chain is null recurrent or "nearly null recurrent". The cyclic reduction method proposed in [2] may offer significant improvement in these situations. 
