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Abstract—We study the problem of maximum-likelihood (ML)
estimation of an approximate common eigenstructure, i.e. an
approximate common eigenvectors set (CES), for an ensemble
of covariance matrices given a collection of their associated
i.i.d vector realizations. This problem has a direct application
in multi-user MIMO communications, where the base station
(BS) has access to instantaneous user channel vectors through
pilot transmission and attempts to perform joint multi-user
Downlink (DL) precoding. It is widely accepted that an efficient
implementation of this task hinges upon an appropriate design
of a set of common “virtual beams”, that captures the common
eigenstructure among the user channel covariances. In this
paper, we propose a novel method for obtaining this common
eigenstructure by casting it as an ML estimation problem. We
prove that in the special case where the covariances are jointly
diagonalizable, the global optimal solution of the proposed ML
problem coincides with the common eigenstructure. Then we
propose a projected gradient descent (PGD) method to solve
the ML optimization problem over the manifold of unitary
matrices and prove its convergence to a stationary point. Through
exhaustive simulations, we illustrate that in the case of jointly
diagonalizable covariances, our proposed method converges to
the exact CES. Also, in the general case where the covariances are
not jointly diagonalizable, it yields a solution that approximately
diagonalizes all covariances. Besides, the empirical results show
that our proposed method outperforms the well-known joint
approximate diagonalization of eigenmatrices (JADE) method in
the literature.
Index Terms—joint approximate covariance diagonalization,
virtual beam design, common eigenvectors set, maximum likeli-
hood, projected gradient descent.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) communica-
tion systems have recently received considerable attention by
promising unprecedented data rates, network coverage and link
reliability [1, 2]. This technology makes use of a large number
(M  1) of antennas at the base station (BS), enabling
the spatial multiplexing of several data streams to a number
of users K that share the same time-frequency transmission
resource [3]. Massive MIMO can be implemented for both
narrow-band and wide-band signaling and is compatible with
new trends such as millimeter wave (mmWave) communica-
tions [4].
In order to precode effectively the Downlink (DL) data
streams to the users, massive MIMO requires some level of
channel state information at the transmitter side (CSIT). This
can be easily obtained in TDD systems owing to channel
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reciprocity and calibrated RF front-ends [5, 6]. However,
in the case where the computation of the precoder is too
complex for real-time operations, or in the FDD case, where
obtaining accurate and timely CSIT is very difficult, several
schemes have been proposed in order to exploit the statistical
structure of the massive MIMO channels, and in particular to
decompose them into “virtual beam directions”, such that the
precoding and channel estimation can be performed in a virtual
beam domain of reduced dimension [7–10]. In particular,
in many typical propagation environments the number of
scatterers is much less than the number of array elements, the
BS is connected to a user through a narrow angular aperture.
Therefore, by a careful choice of the beam-space, the BS can
use a variety of sparse signal processing tools to efficiently
perform its tasks [11–14].
Defining the array response vector as a(ξ) =
[ej
2pi
λ 〈r1,ξ〉, . . . , ej
2pi
λ 〈rM ,ξ〉, ]T, the MIMO channel
covariance can be written as [10]
Σ˜ = E
[
hhH
]
=
∫
Ξ
γ(ξ)a(ξ)a(ξ)Hdξ, (1)
where λ is the wavelength, {rm}Mm=1 denotes antenna lo-
cations, ξ ∈ Ξ is the angle of arrival (AoA) and γ(ξ)
is the angular power spread function. The beam-space for
a user is characterized by a set of vectors, called virtual
beams that span the column space of Σ˜. The “best” choice
for such vectors is given by the eigenvectors of Σ˜ denoted
as columns of the matrix U = [u1, . . . ,uM ], which also
comprise the basis for the Karhunen-Lo`eve (KL) expansion of
h as h =
∑M
m=1 wmum, where wm ∈ C, m = 1, . . . ,M are
uncorrelated random variables. The KL expansion provides
the best k-term approximation for h and has, exclusive to
itself, the property of decorrelating h into orthonormal vectors
{um}Mm=1 with uncorrelated coefficients {wm}Mm=1 [15]. For
Gaussian channels, widely assumed in wireless multipath
channel models, this property is even more pronounced as the
coefficients become statistically independent. The variance of
a coefficient σ2m = E[|wm|2] represents the channel “power”
along virtual beam um and reveals the channel angular spar-
sity, such that if the power along a beam is less than a threshold
(σ2m < ), one can assume that the BS receives almost no
energy from that beam.
While obtaining the set of virtual beams is easy for a single
user, it is not straightforward when one deals with multiple
users, since in general the users do not share the same set
of eigenvectors. On the other hand, having a suitable set
of common virtual beams (CVB) is highly desirable for DL
channel training and multi-user precoding [10, 16]. Most of
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the works in the literature assume the existence of a common
basis of orthogonal beam directions that (approximately) diag-
onalizes all user covariances and represents a sort of common
eigenvectors set (CES) [4]. For the simplest case of a uniform
linear array (ULA), it is typically taken for granted that the
CVB is given by a uniform sampling of the array response
vector, which in turn is equivalent to the DFT basis. The
implicit (and seldom mentioned) reason for this assumption
comes from an asymptotic (M → ∞) equivalence between
Toeplitz and circulant matrices according to the Szego¨ theorem
(see [7] and references therein). Since the covariance of the
channel associated with a ULA is Toeplitz, and since circulant
matrices are diagonalized by the DFT matrix, it holds that
DFT columns form an approximate set of eigenvectors for
any ULA covariance. As this theoretic result holds for large
ULAs, the choice of a suitable set of virtual beams for small or
moderate-sized arrays is unclear. Besides, for array geometries
other than the ULA, such as circular, planar and cylindrical
arrays, no universal virtual beam design is known.
This paper provides a solution for the problem above. Given
random channel realizations h(1)k , h
(2)
k , . . . , h
(N)
k of a set of
users k = 1, . . . ,K and without knowing the array geometry
we propose a rigorous method for obtaining an orthogonal
CVB set. Note that this problem is more general compared
to the case in which we have user covariances Σ˜k, k =
1, . . . ,K. Our method is based on the maximum-likelihood
(ML) estimation of the postulated CES given random channel
realizations. We formulate the ML problem as an optimization
over the unitary manifold and proposed a projected gradient
descent (PGD) method to solve it. We prove the convergence
of this algorithm to a stationary point of the likelihood function
with arbitrary initialization. We also show that, with jointly
diagonalizable covariances, the CES coincides with the global
maximizer of the likelihood function. Finally, we compare
our method to the classic joint approximate diagonalization
of eigenmatrices (JADE) algorithm [17] to show its superior
performance.
II. SYSTEM SETUP
Consider the following scenario: we observe N random real-
izations for each of the K independent, stationary, zero-mean
vector Gaussian processes as
Hk =
[
h
(1)
k , . . . ,h
(N)
k
]
∈ CM×N , k = 1, . . . ,K. (2)
The covariance matrix of process k is denoted by Σ˜k =
E[hkhHk ]. The random vector hk can represent, for instance,
the channel vector of a user k communicating with a base sta-
tion (BS) equipped with M antennas. The eigendecomposition
of Σ˜k is given as
Σ˜k = UkΛ˜kU
H
k , (3)
where Uk is the unitary matrix of eigenvectors (UHkUk = IM )
and Λ˜k is the diagonal matrix of eigenvalues.
We are interested in obtaining a (approximate) common
eigenstructure1 among all covariances {Σ˜k}Kk=1 given random
samples {Hk}Kk=1. If the covariance matrices are jointly
1We use the terms “common eigenstructure”, “common eigenvectors set”,
and “common virtual beams set” interchangeably.
diagonalizable, i.e. if there exists a unitary matrix Uc such
that U1 = U2 = . . . = UK = Uc, then it is desirable to
obtain Uc as the common eigenstructure. If the covariances
are not jointly diagonalizable, then we want to obtain a unitary
matrix U? as the common eigenstructure that best diagonalizes
the covariances.
To have a systematic way of estimating the common eigen-
structure, we first impose the joint diagonalizability criterion
on the estimation model, in which each covariance is decom-
posed as
Σk = UΛkU
H, (4)
where U = [u1, . . . ,uM ] ∈ CM×M is a unitary matrix
(UHU = IM ) representing the to-be-estimated common
eigenstructure (or CVB set) and, assuming non-singular co-
variances for simplicity, Λk = diag(λk) is a diagonal matrix
with positive diagonal elements given in the vector λk for
k = 1, . . . ,K. Note the difference between the true covariance
Σ˜k in (3) and the hypothetical covariance Σk in (4). Then,
given random samples as in (2), we solve a maximum-
likelihood optimization to estimate U. This approach can be
seen as a deliberately mismatched ML estimation method: the
covariances do not generally share the same set of eigenvec-
tors, but we impose this property by adopting the model in
(4). Notice that by imposing such model mismatch, we look
for the common unitary matrix U that best fits the sample
data H1, . . . ,HK , where “best fit” is to be interpreted in the
Maximum Likelihood sense.
Observing the random samples {Hk}Kk=1, one can write the
likelihood function as a function of the hypothetical covariance
matrices according to
p
({Hk}Kk=1|{Σk}Kk=1) =
K∏
k=1
1
(2pi)
M
2 det(Σk)
N
2
exp
(
− 1
2N
trace(HHkΣ
−1
k Hk)
)
=
K∏
k=1
1
(2pi)
M
2 det(Σk)
N
2
exp
(
−1
2
trace(Σ−1k Σ̂k)
)
,
(5)
where we have defined Σ̂k := 1NHkH
H
k , as the sample covari-
ance of the k-th process. Taking the − log(·) of the likelihood
function, scaling it, omitting constant terms, and replacing Σk
with UΛkUH from (4), one can show that maximizing the
likelihood function is equivalent to minimizing the following
ML cost as a function of the parameters U and {λk}Kk=1:
C (U, {λk}Kk=1) =∑K
k=1 log det (Udiag(λk)U
H) + trace
(
(Udiag(λk)UH)−1Σ̂k
)
.
(6)
Since det (Udiag(λk)UH) = det (diag(λk)), and
trace
(
(Udiag(λk)UH)−1Σ̂k
)
= trace
(
diag(λk)−1UHΣ̂kU
)
,
we have
C (U, {λk}Kk=1) =∑
m,k
logλk,m +
uHmΣ̂kum
λk,m
, (7)
where λk,m > 0 is the m-th element of λk. The ML
optimization problem then can be formulated as
minimize
{um}Mm=1,{λk}Kk=1
∑
m,k
logλk,m +
uHmΣ̂kum
λk,m
subject to uHmun = δm,n
(8)
For simplicity we assume that all sample covariance matrices
are non-singular, such that uHmΣ̂kum > 0 for any um. As a
result, it is easy to show that, for given {um}Mm=1, the function
g(x) = log x +
uHmΣ̂kum
x , x > 0 achieves its minimum at
x = uHmΣ̂kum. Therefore, we take the minimization in (8)
first with respect to λk,m, k ∈ [K], m ∈ [M ] (for an integer
n, we define [n] := {1, . . . , n}) and transform (8) to
minimize
{um}Mm=1
f(U) =
∑
m,k
log
(
uHmΣ̂kum
)
subject to uHmun = δm,n
(PML)
This presents an optimization problem over the manifold of
unitary matrices U = {U ∈ CM×M : UHU = IM}. To solve
PML, we propose a gradient projection method and show that
it converges to a stationary point of the cost function f(U).
A. Intermezzo: Jointly Diagonalizable Covariances and
Global Optimality of the CES
In the discussion above, we said that for jointly diago-
nalizable covariances, we with to obtain the CES Uc as a
result of our estimation method. In order to show that the
ML problem (PML) gives a reasonable framework to satisfy
this property, here we prove that for jointly diagonalizable
covariances and by assuming sample covariances to have
converged (Σ̂k = Σk), the CES Uc is in fact a global
minimizer of PML. Let the set of covariances Σk, k ∈ [K]
to be decomposed as
Σk = U
cΛkU
cH, (9)
where Uc ∈ CM×M denotes the CES. Assume Σ̂k = Σk, and
consider the following definition.
Definition 1 (Majorization): For x ∈ RM , define x↓ as the
vector containing the elements of x in descending order. Let
y ∈ RM be another vector such that ∑Mi=1 xi =∑Mi=1 yi. We
say x majorizes y (x  y) iff
m∑
i=1
x↓i ≥
m∑
i=1
y↓i ,
for all m ∈ [M ].
We have the following theorem on global optimality of Uc.
Theorem 1: Let Σk, k = 1, . . . ,K be a set of jointly
diagonalizable covariance matrices as in (9) and consider the
optimization problem
minimize
U
f(U) =
∑
m,k
log
(
uHmΣkum
)
s.t. uHmun = δm,n.
(10)
Then U? = Uc is a global solution of (10).
Proof: For any unitary U, define the vector σk(U) ∈ RM
where [σk(U)]m = uHmΣkum. In particular σk(U
c) is
the vector of eigenvalues of Σk. Using the properties of
eigenvalue decomposition one can show σk(Uc)  σk(U)
for all U ∈ U and all k ∈ [K]. In addition, the func-
tion h(x) =
∑
i log(xi) is Schur-concave [18] and there-
fore
∑
m log([σk(U
c)]m) ≤
∑
m log([σk(U)]m). Hence,
f(Uc) ≤ f(U) for all U ∈ U , proving Uc to be the global
minimizer of f(U) over U .
III. ML VIA PROJECTED GRADIENT DESCENT
The projected gradient descent method (PGD) is a well-known
iterative optimization algorithm [19]. Starting from an initial
point U(0), this method consists of the two following steps
per iteration:
U˜(t) = U(t) − αt∇f(U(t)) (Gradient Step)
U(t+1) = PU (U˜(t)) (Projection Step)
where αt > 0 is a step size, ∇f(U(t)) ∈ CM×M is the
gradient of f at U(t) and PU : CM×M → U denotes the
orthogonal projection operator onto the set of unitary matrices.
The explicit expression of this operator is given in [20];
Nevertheless, we derive it here through the following lemma
for the sake of completeness.
Lemma 1: Let V ∈ CM×M be a matrix with singular
value decomposition V = SDTH where S and T are unitary
matrices of left and right eigenvectors and D = diag(d) is
non-negative diagonal. Then, the orthogonal projection of V
onto the set of unitary matrices is given by PU (V) = STH.
Proof: The orthogonal projection of V is given by the
minimizer of g(U) = ‖V−U‖2F over the set of unitary ma-
trices, where ‖ · ‖2F denotes Frobenius norm and UHU = IM .
We can write
g(U) = ‖V −U‖2F = ‖U‖2F + ‖V‖2F − 2Re{〈V,U〉}
=M + ‖V‖2F − 2Re{〈V,U〉},
(11)
where the inner product is defined as 〈V,U〉 = trace(UHV)
and we used the fact that trace(UUH) = trace(IM ) =
M . According to Von Neumann’s trace inequality we have
|〈V,U〉| = |trace (UHV) | ≤ 〈sU,d〉,[21], where s denotes
the singular values vector of U. In the special case where U is
unitary, we have sU = [1, . . . , 1]T and |〈V,U〉| ≤ 〈sU,d〉 =∑
i di. Now, using (11) we have g(U) ≥M+‖V‖2F−2
∑
i di,
where the right hand side of the inequality is independent of
U. We show that the lower bound on g(U) is achieved by
U? = STH. This is seen by the fact that
g(STH) =M + ‖SDTH‖2F − 2Re{〈SDTH,STH〉}
=M + ‖SDTH‖2F − 2trace(D)
=M + ‖V‖2F − 2
∑
i
di, .
(12)
This completes the proof.
This lemma provides an explicit formula for the orthogonal
projection of a matrix into the unitary set as
PU : CM×M → U , V = SDTH → STH. (13)
The following theorem presents the main result of this work.
Theorem 2: Let U(0) ∈ U be an initial point and consider
the gradient projection update rule
U(t+1) = PU
(
U(t) − αt∇f(U(t))
)
, t = 0, 1, . . . , (14)
with αt ∈ (0, 1L ) for all t, where L is the Lipschitz constant
of ∇f(U). Then the sequence {U(t), t = 0, 1, . . .} converges
to a stationary point of f(U).
In order to prove Theorem 2, we need to first prove some
useful properties of the ML optimization problem.
A. Lipschitz Continuity of the Cost Gradient
As a first step, we prove that the cost gradient ∇f(U) is
Lipschitz continuous over U . Note that the manifold U is
a subset of the closed convex ball B (U ⊂ B) where B =
{U : ‖U‖F ≤
√
M}. One can show that f(U) has Lipschitz
continuous gradient over B, i.e. there exists a constant L, such
that ‖∇f(U)−∇f(U′)‖F ≤ L‖U−U′‖F, for all U,U′ ∈ B.
One way to prove this is by showing that the Hessian of
f(U) has bounded operator norm over B. Define the complex
Hessian as the M2 ×M2 square matrix ∇2f(U) whose ele-
ments are given as [22] [∇2f(U)]m,n = ∂
2 f(U)
∂[vec(U)]m∂[vec(U)]∗n
,
for m,n ∈ [M2], where vec(U) = [uT1 , . . . ,uTM ]T is the
vectorized version of U. Simple calculations show that the
Hessian is a block-diagonal matrix with its m-th diagonal
block given as
D
(m)
f =
K∑
k=1
Σ̂
T
k
uHmΣ̂kum
−
K∑
k=1
(
Σ̂kumu
H
mΣ̂k
)T
(
uHmΣ̂kum
)2 , (15)
so that we have ∇2f(U) = blkdiag
(
D
(1)
f , . . . ,D
(M)
f
)
. Note
that both terms on the right-hand-side of (15) are PSD and
therefore D(m)f is the difference of two PSD matrices.
Lemma 2: The Hessian matrix ∇2f(U) is bounded in
operator norm.
Proof: Define the operator norm of a matrix A ∈
CM
2×M2 as ‖A‖op = sup
‖x‖=1
‖Ax‖
‖x‖ , where ‖ · ‖ is the `2 norm.
For a block-diagonal matrix such as ∇2f(U), the operator
norm is equal to the maximum of the operator norms of
each individual block, i.e. ‖∇2f(U)‖op = max
m
‖D(m)f ‖op.
Using (15), the operator norm of block m is bounded
as ‖D(m)f ‖op ≤ max
{∑
k
‖Σ̂k‖op
uHmΣ̂kum
,
∑
k
‖Σ̂kum‖2
(uHmΣ̂kum)2
}
where
we used the fact that D(m)f is the difference of two PSD
matrices and therefore its operator norm is bounded by the
maximum of the operator norms of the two. Also, since the
matrix Σ̂kumuHmΣ̂k is of rank one, its operator norm is equal
to ‖Σ̂kum‖2. Finally, since sample covariances are assumed to
be non-singular, both arguments in max{·} are finite. Taking
the maximum over all M bounds also results in a finite value
and the proof is complete.
Next we show that the Lipschitz constant of ∇f(U) is
related to the operator norm of ∇2f(U).
Lemma 3: For a twice differentiable function f(U) with
Hessian bounded in operator norm as ‖∇2f(U)‖op ≤ L for all
U, the gradient ∇f(U) is Lipschitz continuous with Lipschitz
constant L.
Proof: We show that the Lipschitz continuity condition
‖∇f(U) − ∇f(U′)‖F ≤ L‖U −U′‖F holds for any U, U′
via the following sequence of inequalities:
‖∇f(U)−∇f(U′)‖F
(a)
≤ sup
‖B‖F=1
|〈B,∇f(U)−∇f(U′)〉|
= sup
‖B‖F=1
∣∣∣〈vec(B), ∫ 10 ∇2f (U′ + t(U−U′)) vec(U−U′) dt〉∣∣∣
≤ sup
‖B‖F=1
∫ 1
0
∣∣〈vec(B),∇2f (U′ + t(U−U′)) vec(U−U′) 〉∣∣ dt
(b)
≤ sup
‖B‖F=1
sup
t∈[0,1]
‖∇2f (U′ + t(U−U′)) ‖op‖vec(U−U′)‖‖vec(B)‖
= sup
t∈[0,1]
‖∇2f (U′ + t(U−U′)) ‖op‖vec(U−U′)‖
(c)
≤ L‖U−U′‖F.
(16)
Inequality (a) holds by taking into account the fact that for
the particular value of B as B0 =
∇f(U)−∇f(U′)
‖∇f(U)−∇f(U′)‖F we have〈B0,∇f(U)−∇f(U′)〉 = ‖∇f(U)−∇f(U′)‖F. Inequality
(b) comes from an application of the Cauchy-Schwarz inequal-
ity and the definition of the operator norm. Finally, inequality
(c) holds due to the assumption on the boundedness of the
Hessian operator norm, i.e. ‖∇2f(U)‖op ≤ L for all U, and
the proof is complete.
The next lemma emerges as a consequence of the discussion
above.
Lemma 4: For any pair of matrices U,U′ ∈ B we have
f(U) ≤ f(U′) + 〈∇f(U′),U−U′〉+ L
2
‖U−U′‖2F, (17)
where L is the gradient Lipschitz constant.
Proof: See [19], proposition 6.1.2.
This lemma is used as a tool to prove the convergence of PGD
to a stationary point, as outlined by Theorem 2.
B. Proof of Theorem 2
We start by replacing U′ with U(t) in (17) and defining the
RHS of (17) as the proxy function
f
(t)
proxy(U) = f(U(t)) + 〈∇f(U(t)),U−U(t)〉+ L2 ‖U−U(t)‖2F,
(18)
at point U(t), such that we have
f(U) ≤ f (t)proxy(U) (19)
for all U ∈ U and f(U(t)) = f (t)proxy(U(t)). Now let us
show that the point U(t+1) = PU
(
U(t) − αt∇f(U(t))
)
is
indeed a minimizer of f (t)proxy(U) over U with αt = 1L . To
see this, note that we can expand f (t)proxy(U) as f
(t)
proxy(U) =
〈∇f(U(t)),U〉−L〈U(t),U〉+const., for all unitary U. Then,
minimizing f (t)proxy(U) is equivalent to the maximization prob-
lem: maximize
UHU=IM
〈U(t)− 1L∇f(U(t)),U〉. But the maximum of
this objective is achieved at the point U? = StTHt , where
St and Tt are matrices of left and right eigenvectors in the
SVD form U(t) − 1L∇f(U(t)) = StDtTHt . But this implies
that U? = StTHt = PU
(
U(t) − 1L∇f(U(t))
)
= U(t+1) and
U(t+1) is a minimizer of f (t)proxy(U). The chain of inequalities
below immediately follows:
f(U(t+1))
(a)
≤ f (t)proxy(U(t+1))
(b)
≤ f (t)proxy(U(t)) (c)= f(U(t)), (20)
where (a) follows from (19), (b) follows from the fact that
U(t+1) is aminimizer of f (t)proxy(U), and (c) is a result of
f(U(t)) = f
(t)
proxy(U(t)). Therefore we have f(U(t+1)) ≤
f(U(t)), for t = 0, 1, . . . and since f(U) is bounded from
below, the gradient projection sequence {U(t), t = 0, 1, . . .}
converges to a stationary point of f(U).
IV. SIMULATION RESULTS
To study the performance of our proposed method, in this
section we provide some empirical results.
A. Jointly Diagonalizable Covariances
The case of jointly diagonalizable covariances is especially
interesting, as we know by Theorem 1 that the global optimum
of the ML problem is given by the shared CES Uc (see (9)).
In order to assess the performance of our method, we compare
the ML cost as a function of the number of random samples
101 102 103 104 105
−400
−395
−390
N
E[f (U?(N))]
E[f (Uc)]
Fig. 1: The average cost f(U) as a function of the number
of samples, for the solution of PGD U?(N) and the global
optimum Uc. We have set M = 16 and K = 8.
per process N , to the cost at the global minimum. Consider a
signal dimension (number of antennas) M = 16 and a number
of processes (number of users) K = 8. We generate a random
unitary matrix as the CES Uc by calculating the eigenvectors
of a random matrix of size M×M with i.i.d complex Gaussian
elements. Also, for each process k ∈ [K], we generate a
random vector of eigenvalues λk with i.i.d, positive elements
given as λk,m = |ρm| where ρm ∼ N (0, 1). Then we form
the covariance matrix of user k as Σ˜ = Ucdiag(λk)UcH. We
also normalize the covariances to have trace equal to one.
This way we have randomly generated covariances with a
shared CES. Now, having the covariances, we can generate
random realizations for each process for different sample sizes
N . We run a Monte Carlo simulation with 1000 iterations,
at each iteration generating covariances as stated above, then
for each sample size N we run our proposed PGD method
which converges to a point U?(N) (explicitly noting the
dependence on N ). Then, we average the cost function U?(N)
in (PML) over the Monte Carlo iterations for each value of
N and compare it to the average cost at the global optimum
f(Uc). Note that the latter of course is not a function of N .
The PGD method is initialized with a random unitary matrix.
Theorem 2 guarantees convergence to a stationary point when
the step size is chosen as αt ∈ (0, 1/L). However, practically
we can be more ambitious by choosing larger step sizes as
αt =
α0
t , t = 1, 2, . . . with α0 = 2 and our simulation results
show that even with this choice, PGD converges.
Fig. 1 illustrates the result. We denote the solution of our
method with U?(N), to explicitly highlight its dependence
on the number of samples N . The interesting fact about
this result is that, as the number of samples gets larger, the
PGD with random initialization always converges to the global
optimum, as its cost value is the same as that in the optimal
point Uc. This is an empirical evidence for the convergence
of our proposed method to the global solution for jointly
diagonalizable covariances.
B. Non-Jointly Diagonalizable Covariances
As a different scenario, we consider covariances that are not
jointly diagonalizable. This is done by generating a different
random unitary eigenvector matrix for each process separately
1 2 3 4 510
−3
10−2
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η
(U
?
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Fig. 2: The average diagonalization metric as function of the
sampling ratio N/M , for the solution of our proposed PGD
method vs the JADE method. We set M = 16 and K = 8.
as Σ˜ = Ukdiag(λk)UHk . The eigenvalue vectors λk are
generated as before and we normalize the covariances to have
unit trace. So, in this case we do not have a CES and the
PGD method yields a unitary matrix that approximately jointly
diagonalizes the covariances. Since we do not have the global
optimum in this case, we compare our method to the JADE
algorithm, which is a classic Jacobian-based method for joint
covariance diagonalization (we do not explain the details of
this method here due to space limitations and refer the reader
to [17] for a full account).
One way to measure the performance of joint diagonaliza-
tion methods is by defining the metric η : CM×M → [0, 1]:
η(U) = 1− 1
K
K∑
k=1
‖diag(UHΣkU)‖
‖Σk‖F , (21)
where diag(·) with a matrix argument as in (21) denotes the
M -dim vector of the diagonal elements of its argument. The
smaller the value of η(U) is, the better U jointly diagonalizes
the covariances. In the extreme case, If U diagonalizes all
covariance matrices, we have η(U) = 0.
The joint diagonalization metric is empirically averaged
over 1000 Monte Carlo simulations and for different sample
sizes for the solutions of our proposed PGD method and
the JADE method. Fig. 2 illustrates the results. It clearly
shows that for the ranges of sample sizes considered here,
the proposed PGD method outperforms the classic JADE
method, yielding smaller values of the diagonalization metric
on average, and hence achieving a better joint diagonalization
of the covariances.
C. CES for ULA: PGD vs the Fourier Basis
For a ULA it is usually taken for granted that the CES
is given by the Fourier basis vectors. While this is true in
an asymptotic sense thanks to the Szego¨ theorem, it does
not hold for small to moderate array sizes. We conclude our
simulations by showing that, in fact the unitary basis produced
by our proposed method better diagonalizes ULA covariances,
compared to the DFT basis.
We consider K = 5 M -dimensional ULA covariances,
generated randomly according to (1) (see [10] on randomly
generating ULA covariances). Since each covariance is asso-
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Fig. 3: The average diagonalization metric as function of the
number of antennas M , for the solution of our proposed PGD
method vs the Fourier basis. Here we have set K = 5.
ciated with a user that occupies a limited angular range as
seen from the BS, we generate the covariances such that each
of them has an “effective” rank of rk = effrank(Σ˜k) = dM2 e.
The effective rank is equivalent to the number of significant
covariance eigenvalues as well as channel angular sparsity.
We plot the expected joint diagonalization metric E[η(·)]
as a function of the number of antennas for the unitary
matrix yielded by our method as well as for the Fourier
basis F where [F]m,n = 1√M e
j2pi
(m−1)(n−1)
M , m, n ∈ [M ].
We assume that the sample covariance has converged, i.e.
Σ̂k = Σ̂k for all k. The expectation E[η(·)] is taken over
random covariance realizations and is calculated empirically
over 100 Monte-Carlo loops. Fig. 3 illustrates the result. As
we can see, the basis given by the PGD method achieves
better diagonalization (smaller η values) than the Fourier basis,
which shows that using our method is in fact preferable
even for the diagonalization of ULA covariances. Also, as M
increases, the two bases have closer diagonalization metrics
since we are approaching the asymptotic regime in which the
Fourier basis approximately diagonalizes the Toeplitz ULA
covariances.
V. CONCLUSION
We presented a framework for estimating the common eigen-
structure for a set of covariance matrices. Our approach was
based on maximizing the likelihood function of the postulated
common eigenvectors set, given random vector realizations.
We proposed the PGD method and proved its convergence to
a stationary point of the likelihood function. Our empirical
results illustrated that the proposed method converges to the
global optimum when the covariances indeed share a common
eigenvectors set. It outperforms the classic JADE method in
all ranges of sample sizes. It also performs better than the
Fourier basis in diagonalizing covariances generated by a ULA
geometry in a multi-user MIMO setup.
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