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ABSTRACT
Asymptotic comparisons of ergodic channel capacity at high and low
signal-to-noise ratios (SNRs) are provided for several adaptive transmission
schemes over fading channels with general distributions, including optimal
power and rate adaptation, rate adaptation only, channel inversion and its
variants. Analysis of the high-SNR pre-log constants of the ergodic capacity
reveals the existence of constant capacity dierence gaps among the schemes
with a pre-log constant of 1. Closed-form expressions for these high-SNR
capacity dierence gaps are derived, which are proportional to the SNR loss
between these schemes in dB scale. The largest one of these gaps is found to
be between the optimal power and rate adaptation scheme and the channel
inversion scheme. Based on these expressions it is shown that the presence of
space diversity or multi-user diversity makes channel inversion arbitrarily close
to achieving optimal capacity at high SNR with suciently large number of
antennas or users. A low-SNR analysis also reveals that the presence of fading
provably always improves capacity at suciently low SNR, compared to the
additive white Gaussian noise (AWGN) case. Numerical results are shown to
corroborate our analytical results.
This dissertation derives high-SNR asymptotic average error rates over
fading channels by relating them to the outage probability, under mild assump-
tions. The analysis is based on the Tauberian theorem for Laplace-Stieltjes
transforms which is grounded on the notion of regular variation, and applies to
a wider range of channel distributions than existing approaches. The theory
of regular variation is argued to be the proper mathematical framework for
nding sucient and necessary conditions for outage events to dominate high-
SNR error rate performance. It is proved that the diversity order being d and
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the cumulative distribution function (CDF) of the channel power gain having
variation exponent d at 0 imply each other, provided that the instantaneous
error rate is upper-bounded by an exponential function of the instantaneous
SNR. High-SNR asymptotic average error rates are derived for specic instan-
taneous error rates. Compared to existing approaches in the literature, the
asymptotic expressions are related to the channel distribution in a much sim-
pler manner herein, and related with outage more intuitively. The high-SNR
asymptotic error rate is also characterized under diversity combining schemes
with the channel power gain of each branch having a regularly varying CDF.
Numerical results are shown to corroborate our theoretical analysis.
This dissertation studies several problems concerning channel inclusion,
which is a partial ordering between discrete memoryless channels (DMCs) pro-
posed by Shannon. Specically, majorization-based conditions are derived for
channel inclusion between certain DMCs. Furthermore, under general condi-
tions, channel equivalence dened through Shannon ordering is shown to be
the same as permutation of input and output symbols. The determination
of channel inclusion is considered as a convex optimization problem, and the
sparsity of the weights related to the representation of the worse DMC in
terms of the better one is revealed when channel inclusion holds between two
DMCs. For the exploitation of this sparsity, an eective iterative algorithm
is established based on modifying the orthogonal matching pursuit algorithm.
The extension of channel inclusion to continuous channels and its application
in ordering phase noises are briey addressed.
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Chapter 1
Introduction
1.1 Background and Literature Review
In order to perform spectrally ecient communications over fading channel-
s, adaptive transmission schemes are usually employed, which use variable
transmission power or rate according to the instantaneous channel condition,
possibly along with channel coding. Determining the capacity of an adaptive
transmission scheme under a given fading channel distribution is of fundamen-
tal importance. Specically, ergodic capacity is usually used as a performance
benchmark for schemes over stationary ergodic channels. In [1] the authors
derive the optimal capacity with channel state information (CSI) available
at both the transmitter and the receiver, which yields water-lling in time,
and compare it with two sub-optimal channel inversion (CI) and truncated
channel inversion (TCI) schemes. The water-lling algorithms for optimiz-
ing ergodic capacity in multi-antenna systems are derived in [2]. In [3] and [4]
ergodic capacity is derived for fading channels modeled with generalized-k dis-
tribution, and G-distribution respectively. Both fading models are parametric
and describe practical composite multi-path fading together with shadowing.
Reference [5] addresses ergodic capacity with multi-user diversity, while [6, 7]
analyze capacity under dierent diversity combining schemes. Capacity under
diversity combining in the presence of spatial correlation and channel estima-
tion error are analyzed in [8{11] and [12] respectively. For implementation
issues, [13] presents a class of adaptive uncoded M -ary quadrature amplitude
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modulation (MQAM) schemes, and [14] presents a class of adaptive turbo-
coded modulation schemes.
The concept of diversity plays a critical role in communications over
fading channels by quantifying the decrease of the average error rate as a
function of the average SNR [15]. In [16], the authors show analytically that if
the channel power gain has a probability density function (PDF) which behaves
asymptotically like a multiple of its (d 1)-th power near 0, the diversity order
is d. The approach employed in [16] is also utilized in [17] to analyze the SNR
shift in more complicated systems with the same diversity order, and in [18] to
derive the optimal diversity and multiplexing trade-o for generalized fading
channels. A similar denition for diversity order is also established in [19],
and used to determine the diversity order associated with some lattice-based
multiple-input multiple-output (MIMO) detection schemes [20,21].
Regular variation is a concept in real analysis which describes functions
exhibiting power law behavior asymptotically near zero, or innity, and is
applied to several dierent areas including probability theory [22, 23]. The
Tauberian theorem for Laplace-Stieltjes transforms [23, p.37] asserts that if
a function with the non-negative support is regularly varying at the origin
(innity), then its Laplace-Stieltjes transform must be regularly varying at
innity (origin). The applications of this in communications and networking
are primarily seen in asymptotic queueing analysis [24,25]. In addition, fading
channel distributions with properties related to regular variation have been
studied with emphasis on scaling properties of ergodic channel capacity, under
several communication scenarios involving channels with heavy tail behavior
in [26], where capacity scaling of systems rather than diversity analysis is
considered.
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The comparison between dierent communication channels has been a
long-standing problem since the establishment of Shannon theory. Such com-
parisons are usually established through partial ordering between two chan-
nels. Channel inclusion [27] is a partial ordering dened for DMCs, when one
DMC is obtained through randomization at both the input and the output
of another, and the latter is said to include the former. Such an ordering
between two DMCs implies that for any code over the worse (included) DMC,
there exists a code of the same rate over the better (including) one with a
lower error rate. This enables ordering functions such as the error exponent or
channel dispersion. Channel inclusion can be viewed as a generalization of the
comparisons of statistical experiments established in [28,29], in the sense that
the latter involves output randomization (degradation) but not input random-
ization. There are also other kinds of channel ordering. For example, more
capable ordering and less noisy ordering [30] enable the characterization of ca-
pacity regions of broadcast channels. The partial ordering between nite-state
Markov channels is analyzed in [31, 32]. Our focus in this dissertation will be
exclusively on channel inclusion as dened by Shannon [27].
1.2 Contributions of the Dissertation
To the best of our knowledge, analytical comparisons of ergodic channel capac-
ity among adaptive transmission schemes for general non-parametric channel
distributions at high and low SNRs have not yet been explored. In this dis-
sertation, we provide asymptotic capacity analysis at high and low SNRs for
several schemes. We consider optimal, and low-complexity sub-optimal adap-
tive transmission schemes including CI and its variants, and compare them
with the corresponding AWGN capacity. By analyzing the high-SNR pre-log
constants (i.e. the limiting ratio of channel capacity to the logarithm of the
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average SNR) of all the capacity curves, we discover the existence of constant
capacity dierence gaps among dierent schemes, and express these in closed
form. Based on these results, it is shown that fading always results in worse
capacity than AWGN at suciently high SNR regardless of the fading distri-
bution and the scheme used. Perhaps more surprising is that arbitrary fading
always improves ergodic capacity of the optimal scheme at suciently low S-
NR, compared to the equivalent AWGN channel. In addition, we conrm that
the largest capacity dierence gap among all the schemes is the one between
the CI scheme and the optimal power and rate adaptation scheme.
Having expressions of gaps at high SNR between optimal and sub-
optimal schemes for general channel distributions, we consider examples of
when these sub-optimality gaps are reduced in the presence of diversity. Clear-
ly, the presence of diversity improves channel capacity. What is less clear is
whether the presence of diversity closes the capacity dierence gap at high
SNR between optimal and sub-optimal schemes. We provide the example of
space diversity in which it is proved that CI comes arbitrarily close to the op-
timal capacity at high SNR, with suciently large number of transmit/receive
antennas. Another example proves the same with suciently large number
of users for the case of multi-user diversity. The rate with which the sub-
optimality gap reduces with the number of antennas or users is also quantied,
and it is shown that antennas are more ecient than users in reducing this
gap. We also include comparisons among selected schemes which apply to the
low SNR region, showing analytically that AWGN capacity is always exceeded
by the optimal power and rate adaptation scheme under fading at suciently
low SNR, which is opposite to the high SNR case already mentioned. Anoth-
er interesting result establishes that the presence of outage deteriorates the
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high-SNR capacity, exhibiting a pre-log constant less than 1. Ultimately these
results help to identify the trade-o between capacity and complexity, since CI
and TCI are known to require less complex coding schemes than optimal pow-
er and rate adaptation [1] to achieve the ergodic capacity. Our main novelties,
therefore, are in the consideration of general fading distributions at high and
low SNR regimes, and in identifying the presence of diversity as a mechanism
by which low-complexity CI schemes are near-optimal.
To the best of our knowledge, diversity-related performance analysis
over fading channels has never been addressed using the Tauberian theorem
together with the theory of regular variation. In this dissertation, we per-
form analysis of diversity, and more generally the high-SNR asymptotic error
rate for a wide range of channel distributions and modulation types under
mild assumptions on the instantaneous error rate and channel distribution
functions. We prove that the diversity order is d if and only if the CDF
of the channel power gain has variation exponent d at the origin, provided
that the instantaneous error rate is upper bounded by an exponential function
of the instantaneous SNR. Furthermore, we derive more explicit closed-form
expressions of the asymptotic error rates for the special cases of practical in-
stantaneous error rates that capture systems including, but not limited to,
M -ary phase shift keying (M -PSK) and square M -ary quadrature amplitude
modulation (M -QAM). We also establish a unied approach to characterize
asymptotic error rate performance for diversity combining schemes, with the
channel power gain of each diversity branch having a regularly varying CDF.
The results in this dissertation establish a mathematical framework for de-
termining the conditions under which the outage event dominates the error
rate performance. Compared to existing approaches, our asymptotic average
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error rate characterization applies to a more general set of channel distribu-
tions, is related to the channel CDF in a simple manner, is intuitively linked
with outage, and draws from the well-established mathematical theory of reg-
ular variation. Furthermore, numerical results illustrate improved accuracy
compared to [16].
It is of interest to know how it can be determined if one DMC includes
another either analytically, or numerically. To the best of our knowledge, re-
garding the conditions for channel inclusion, the only results beyond Shannon's
dissertation [27] are provided in [33, 34], and there is not yet any discussion
on the numerical characterization of channel inclusion in existing literature.
In this dissertation, we derive conditions for channel inclusion between DMCs
with certain special structure, as well as channel equivalence, which comple-
ments the results in [33] in useful ways, and relate channel inclusion to the
well-established majorization theory. In addition, we delineate the compu-
tational aspects of channel inclusion, by formulating a convex optimization
problem for determining if one DMC includes another, using a sparse rep-
resentation. For the purpose of obtaining a sparse solution, we develop an
iterative algorithm based on modifying orthogonal matching pursuit (OMP)
and demonstrate its eectiveness. Moreover, we also nd necessary and suf-
cient conditions for channel equivalence. The extension of channel inclusion
to continuous channels and its application in ordering phase noises are briey
addressed.
1.3 Outline of the Dissertation
The rest of the dissertation is organized as follows. Chapter 2 analyzes high-
and low-SNR asymptotic properties of several adaptive transmission schemes
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under fading channels, and reveals the viability of sub-optimal schemes through
such properties. Chapter 3 relates the diversity order and asymptotic average
error rate under fading channels to the asymptotic properties of the fading
channel distribution at deep fading, through the mathematical framework of
regular variation together with Tauberian theorem. Chapter 4 derives several
analytical conditions for channel inclusion ordering, and addresses several is-
sues regarding its computational aspects, with OMP-like algorithms proposed
for the purpose of obtaining a sparse representation of inclusion. Chapter 5
concludes the dissertation.
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Chapter 2
Asymptotic Capacity Analysis under General Fading Distributions
This chapter is organized as follows. Section 2.1 establishes the channel and
system model. Section 2.2 reviews the capacities of dierent adaptive trans-
mission schemes. Section 2.3 provides asymptotic analysis of these schemes,
for both high and low SNR regions. Section 2.4 analyzes how the high-SNR
capacity dierence gaps behave under certain situations of diversity, and re-
veals possible near-optimality of CI in the presence of diversity. Simulation
results are shown in Section 2.5.
2.1 Channel and System Model
Consider the following model:
y =
p
s+  (2.1)
where  is the instantaneous channel power gain satisfying E[] =  < 1,
s is the transmitted sample, y is the received sample, and  is AWGN with
variance N0. Note that (2.1) represents an equivalent fading channel model
capturing many situations other than single-input single-output (SISO) sys-
tems with equivalent SISO characterizations, such as multi-input single-output
(MISO) and single-input multi-output (SIMO) systems. Assume the average
transmission power is xed to be E[jsj2] = S. In this case, the received instan-
taneous SNR becomes jsj2=E[jj2] = D, where D , jsj2=S denotes the in-
stantaneous power ratio, and  = S=N0 denotes the instantaneous SNR with
constant power S. We assume  has probability density function (PDF) f(x)
and cumulative distribution function (CDF) F(x). Notice that for adaptive
transmission schemes, D may become a function of  since the instantaneous
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power can be adapted to the channel. The ergodic channel capacity is given
by
C =
Z 1
0
log(1 +D(x)x)f(x)dx = E[log(1 +D())] (2.2)
per unit bandwidth, where the logarithm is natural so that C is in nats per
channel use. Note that C depends on the average transmit power S through
f(x).
The distribution of the instantaneous SNR random variable  is not
assumed to be of any specic parametric form for our high and low SNR
results. We do however have some regularity conditions and make one or both
of the following assumptions on  for the dierent results in the sequel:
 A1: F(x) is regularly varying at 0 [22, VIII.8]: F(x) = xd l(x), where
0 < d <1 and l(x) is a slowly varying function at 0, which by denition
satises limx!0 l(x)=l(x) = 1 for  > 0;
 A2: 0 < E[ 1] <1 (when A1 holds, this occurs if d > 1).
Assumption A1 implies that F(x) behaves like x
d near x = 0, which can be
shown to yield a diversity order of d (for a similar result please see [16]). We
also have the following proposition.
Proposition 2.1.1. Assumption A1 implies that F(0) = 0 and jE[log ]j <
1.
Proof. Since F(x) is regularly varying at the origin, we have limx!0 F(x)=F(x) =
 d for  > 0. Clearly, as  ! 0 it is required that F(0)=F(x) = 0 since d > 0.
Moreover since 0  F(x)  1, we obtain F(0) = 0.
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We next prove that E[j log j] < 1, which implies that jE[log ]j <
E[j log j] < 1. Dene  = supfx : F(x) < 1g. We consider the cases of
0 <   1 and  > 1. We will use for both cases, since log x is slowly varying
at x = 0, log xF(x) is regularly varying with exponent d > 0 similar to F(x),
thus limx!0 log xF(x) = 0.
If 0 <   1, we have E[j log j] =   R 
0
log xf(x)dx =
R 
0
x 1F(x)dx 
log  using integration by parts and limx!0 log xF(x) = 0. Let y = x 1,
l(x) = r(x 1) = r(y) and F(x) = G(x 1) = G(y), we have
R 
0
x 1F(x)dx =R1
1=
y 1G(y)dy =
R1
1=
y 1 dr(y)dy, and r(y) varies slowly at1. Consequently,
we have
R 
0
x 1F(x)dx =
R1
1=
y 1 dr(y)dy < 1, which can be justied by a
modication of the Lemma in [22, pp.280] given  1  d <  1. It follows that
E[j log j] = R 
0
x 1F(x)dx  log  <1.
If  > 1, similar to the previous case, we have E[j log j] = R 1
0
x 1F(x)dx+R 
1
log xf(x)dx, and it can be proved that
R 1
0
x 1F(x)dx <1. Furthermore,
since log x  x 1, R 
1
log xf(x)dx 
R 
1
(x 1)f(x)dx < E[]+F(1) 1 <1.
It follows that E[j log j] <1.
Note that F(0) = 0 requires that the fading distribution has no point
of mass at the origin which means that the PDF cannot have impulses at the
origin. A1 is satised by all channel distributions considered in the literature
and will be used in the sequel. Assumption A2 ensures that the capacity of
CI is nonzero and holds in the presence of space or multi-user diversity. In
the sequel, A1 is necessary for most results, while A2 is necessary for results
pertaining to CI and TCI and not needed for other results.
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2.2 Adaptive Transmission Schemes
In this section, we briey review dierent adaptive transmission schemes, since
their expressions will be needed to derive our asymptotic results. We begin
with the capacity of the AWGN channel with the same SNR as the average
SNR of the fading channel in (2.1) which is E[] = S=N0,
CAWGN = log

1 +
S
N0

: (2.3)
In what follows, we describe several schemes and formulate their ergodic ca-
pacities, based on which we will perform asymptotic analysis at high and low
SNRs.
2.2.1 Optimal Power and Rate Adaptation (OA)
We rst consider the optimal power and rate adaptation scheme subject to
normalized average power constraint E[D()] = 1. As per [1], the optimized
D() is given by
D() =

1
t
  1


I[ > t] (2.4)
where t is a threshold determined by the average power constraintZ 1
t

1
t
  1
x

f(x)dx = 1 (2.5)
and I[] is the indicator function. Clearly t is uniquely determined, since
the left hand side of (2.5) is monotonically decreasing with t. The optimal
capacity becomes [1]
COA =
Z 1
t
log

x
t

f(x)dx (2.6)
with the associated coding theorem also proved therein.
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2.2.2 Rate Adaptation with Receive CSI only (RA)
We now consider another scheme in which the instantaneous power is indepen-
dent of the channel (i.e. D() = 1 for any channel realization). The capacity
is simply given as
CRA =
Z 1
0
log(1 + x)f(x)dx: (2.7)
As pointed out in [1], (2.7) is applicable as a benchmark capacity for schemes
with receiver side CSI only, provided that the input distribution which maxi-
mizes mutual information is the same regardless of the channel state [35]. This
property is called \compatibility constraint" therein, and it holds for fading
channels with AWGN [1]. Note that CRA  CAWGN due to Jensen's inequality,
while no such relation can be easily established between COA and CAWGN for
all S.
2.2.3 Channel Inversion (CI) with Variable Power and Constant Rate
As its name indicates, CI is a scheme under which the transmission power is
adapted according to the channel so that the instantaneous received SNR is
kept constant. If A2 holds so that E[ 1] <1, we dene D() = (E[ 1]) 1
so that E[D()] = 1, which yields the constant instantaneous received SNR,
E 1[ 1], with the corresponding capacity
CCI = log(1 + E
 1[ 1]): (2.8)
Since CI eectively turns a fading channel into an AWGN channel, any coding
scheme that is suitable over AWGN channels would be appropriate for CI,
which is not the case for OA or RA. Therefore CI is considered to be a viable
sub-optimal scheme due to its low complexity [1].
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2.2.4 Truncated Channel Inversion (TCI)
For the CI scheme we have described, A2 is needed for it to have non-zero
capacity. We now consider a variant of CI which is applicable without A2 and
has instantaneous power ratio given by
D() =
8><>: 0 if  < tDmaxt= if   t : (2.9)
In (2.9) the transmission is ceased when  is below the threshold t, and Dmax
is related to the threshold t through the average power constraintZ 1
t
Dmaxt
x
f(x)dx = 1: (2.10)
From (2.10), we obtain Dmax as a function of t,
Dmax(t) =
Z 1
t
t
x
f(x)dx
 1
(2.11)
and the capacity is given by
CTCI = [1  F(t)] log(1 +Dmaxt): (2.12)
2.2.5 Continuous-power Truncated Channel Inversion (CTCI)
We now consider another variant of CI which, like TCI, is applicable without
A2:
D() =
8><>: Dmax if  < tDmaxt= if   t : (2.13)
Unlike (2.9), (2.13) is a continuous function of  and does not exhibit outage.
In Section 2.3 the eect of outage on capacity at both high and low SNRs will
be clearly delineated. CTCI generalizes RA (t = 1) and CI (t = 0), and
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will be useful in our subsequent analysis to compare these schemes. Similar to
TCI, Dmax is related to the threshold t through the average power constraint
DmaxF(t) +
Z 1
t
Dmaxt
x
f(x)dx = 1: (2.14)
From (2.14), we obtain Dmax as a function of t given by
Dmax(t) =

F(t) +
Z 1
t
t
x
f(x)dx
 1
: (2.15)
Consequently, the capacity is given by
CCTCI =
Z t
0
log(1 +Dmaxx)f(x)dx
+ [1  F(t)] log(1 +Dmaxt):
(2.16)
2.3 Asymptotic Comparisons
We now compare the ergodic capacities of dierent schemes based on their
asymptotic properties at both high and low average SNRs. We start by an-
alyzing their high-SNR pre-log constants, and then determine the constant
capacity dierences among those schemes that have a high-SNR pre-log con-
stant of 1. We also provide comparisons of selected schemes for low average
SNR. In order to perform the subsequent asymptotic analysis, we need to sep-
arate the channel-dependent and channel-independent parameters which are
involved in the capacity formulae. Since  is a linear function of S, we dene
the eective channel gain zeff := =S whose PDF fzeff (z) and CDF Fzeff (z)
are only related to the channel distribution, so that zeff does not depend on
the average power S. Similarly, we dene the threshold zt := t=S to facilitate
our analysis.
2.3.1 Asymptotic Slopes and Pre-log Constants of Capacity Curves
We now consider each of the schemes in Section 2.2 to determine how their
capacities behave at both high and low SNRs. For any capacity expression
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of the form C = E[log(1 + SD(zeff )zeff )] we analyze the pre-log constant
limS!1 dC=d(logS) as dened e.g. in [36]. We also examine the low-SNR
slope limS!0 dC=dS since in most cases C becomes approximately linear with
S as S ! 0. For the AWGN capacity given by (2.3), we have the well-known
lim
S!0
dCAWGN
dS
=

N0
= E[zeff ] (2.17)
lim
S!1
dCAWGN
d(logS)
= 1 (2.18)
as a benchmark, where E[zeff ] is nite in (2.17) since we have assumed  <1.
We proceed with the fading case starting with the optimal power and rate
adaptation.
2.3.1.1 Optimal Power and Rate Adaptation
For the case of OA, we rewrite (2.5) and (2.6) asZ 1
zt
1
S

1
zt
  1
z

fzeff (z)dz = 1 (2.19)
COA =
Z 1
zt
log

z
zt

fzeff (z)dz: (2.20)
We express the slope and pre-log constant in terms of zt since COA is implicitly
related to S through zt in (2.19). Dierentiating (2.20) with respect to zt, we
obtain
dCOA
dzt
=
Fzeff (zt)  1
zt
: (2.21)
Solving for S from (2.19) as a function of zt, we obtain
Szt = 1  Fzeff (zt)  zt
Z 1
zt
1
z
fzeff (z)dz (2.22)
and
dzt
dS
=
z2t
Fzeff (zt)  1
: (2.23)
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Consequently we have
dCOA
dS
=
dCOA
dzt
dzt
dS
= zt (2.24)
and
dCOA
d(logS)
= S
dCOA
dS
= Szt
= 1  Fzeff (zt)  zt
Z 1
zt
1
z
fzeff (z)dz:
(2.25)
To determine the limits of (2.24) and (2.25), we have the following lemma.
Lemma 2.3.1. The function S 7! zt dened implicitly through (2.19) has
limits limS!0 zt = supfz : Fzeff (z) < 1g and limS!1 zt = 0.
Proof. We rst show that lim supS!0 zt = supfz : Fzeff (z) < 1g. If instead,
there exists  such that zt   < supfz : Fzeff (z) < 1g for all S then
1
S
Z 1


1

  1
z

fzeff (z)dz 
Z 1
zt
1
S

1
zt
  1
z

fzeff (z)dz (2.26)
since the left hand side of (2.19) is monotonically decreasing with zt for a xed
S. However, (2.26) cannot hold since as S ! 0 it violates (2.19). Moreover
since from (2.23) zt is monotonically decreasing with S, we have limS!0 zt =
supfz : Fzeff (z) < 1g. It can be seen from (2.22) that 0  zt < 1=S, and
consequently limS!1 zt = 0.
Note that for commonly considered fading channels, including Nakagami-
m, Ricean and log-normal, zeff has an innite support and thus supfz :
Fzeff (z) < 1g =1. Using Lemma 2.3.1 and (2.25) we have
lim
S!1
dCOA
d(logS)
= lim
zt!0+

1  Fzeff (zt)  zt
Z 1
zt
1
z
fzeff (z)dz

:
(2.27)
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Clearly limzt!0+ zt
R1
zt
z 1fzeff (z)dz = 0 whenA2 is satised; otherwise, based
on L'Ho^pital's rule
lim
zt!0+
zt
Z 1
zt
z 1fzeff (z)dz = lim
zt!0+
ztfzeff (zt) = lim
zt!0+
Fzeff (zt)  Fzeff (0) = 0
(2.28)
Consequently, limS!1 dCOA=d(logS) = 1  Fzeff (0). Knowing that A1 holds
and zeff = =S we have Fzeff (0) = 0. The asymptotic slope and pre-log
constant are given by
lim
S!0
dCOA
dS
= supfz : Fzeff (z) < 1g (2.29)
lim
S!1
dCOA
d(logS)
= 1 (2.30)
by taking the limits of (2.24) and (2.25). As we will see from subsequent deriva-
tions, (2.29) and (2.30) are the largest possible for any scheme in the presence
of fading, which is expected since OA is the optimal scheme for all S. Typically
when zeff has innite support, limS!0 dCOA=dS = supfz : Fzeff (z) < 1g =1
and thus OA becomes better than AWGN at low average SNR given (2.17).
We will include further discussions of this issue in Subsection 2.3.4.
2.3.1.2 Truncated Channel Inversion
For TCI, we rewrite (2.11) and (2.12) as
Dmax(zt) =
Z 1
zt
zt
z
fzeff (z)dz
 1
(2.31)
CTCI = [1  Fzeff (zt)] log(1 + SDmax(zt)zt): (2.32)
Equation (2.31) indicates that Dmax does not depend on S given zt. By dif-
ferentiating (2.32) with respect to S, we obtain
dCTCI
dS
=
Dmaxzt
1 + SDmaxzt
[1  Fzeff (zt)]: (2.33)
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Setting S = 0 and substituting (2.31) in (2.33), we obtain the asymptotic
slope at low average SNR
lim
S!0
dCTCI
dS
= ztDmax[1  Fzeff (zt)] =
1  Fzeff (zt)R1
zt
1
z
fzeff (z)dz
(2.34)
which can be veried to be monotonically increasing with zt in the support of
fzeff (z) and has a maximum value of supfz : Fzeff (z) < 1g. At high average
SNR we have
lim
S!1
dCTCI
d(logS)
= lim
S!1
SdCTCI
dS
= 1  Fzeff (zt) (2.35)
which is monotonically decreasing with zt in the support of fzeff (z).
Recall that (2.34) and (2.35) are derived assuming zt to be a xed
threshold, independent of S. This is unlike our discussion of the OA scheme
where zt is optimized for each S. Such an optimization can also be adopted
in this TCI context by maximizing (2.32) with respect to zt. To distinguish it
from a xed threshold we will denote the maximizer of (2.32) by zt (S). Even
though it is not possible to express zt (S) in closed form, one can still analyze
asymptotic expressions for a TCI scheme with optimal threshold. In the case
of the pre-log constant, it is clear that the optimized TCI should outperform
any TCI scheme with xed zt. From (2.35) we see that the pre-log constant of
the optimized TCI should be at least supzt(1  Fzeff (zt)) = 1 when A1 holds
which is the best achievable pre-log constant over fading channels in (2.30).
Similarly, zt (S) should approach supfz : Fzeff (z) < 1g as S ! 0 since (2.34)
is monotonically increasing with zt.
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2.3.1.3 Continuous-power Truncated Channel Inversion
We next consider the case of CTCI which unies RA (with zt = 1) and CI
(with zt = 0). Equations (2.15) and (2.16) can be rewritten as
Dmax(zt) =

Fzeff (zt) +
Z 1
zt
zt
z
fzeff (z)dz
 1
(2.36)
CCTCI =
Z zt
0
log(1 + SDmaxz)fzeff (z)dz
+ [1  Fzeff (zt)] log(1 + SDmaxzt):
(2.37)
Equation (2.36) indicates that Dmax does not depend on S given zt. By dif-
ferentiating (2.37) with respect to S, we obtain
dCCTCI
dS
=
Z zt
0
Dmaxz
1 + SDmaxz
fzeff (z)dz
+
Dmaxzt
1 + SDmaxzt
[1  Fzeff (zt)]:
(2.38)
Setting S = 0 and substituting (2.36) in (2.38), we obtain the asymptot-
ic slope at low average SNR limS!0 dCCTCI=dS = (
R zt
0
zfzeff (z)dz + zt[1  
Fzeff (zt)])=(Fzeff (zt) +
R1
zt
ztz
 1fzeff (z)dz), where we exchange the limit and
integral in the rst term, since the absolute value of the integrand is upper
bounded by Dmaxzfzeff (z) which is an integrable function, and the condition
for dominated convergence is satised. Notice that this general formula for
limS!0 dCCTCI=dS is suitable for 0 < zt < 1 only, while for the cases of RA
(zt =1) and CI (zt = 0), we can simply rewrite (2.7) and (2.8) as
CRA =
Z 1
0
log(1 + Sz)fzeff (z)dz (2.39)
CCI = log(1 + SE
 1[z 1eff ]) (2.40)
and obtain
lim
S!0
dCRA
dS
= E[zeff ] (2.41)
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lim
S!0
dCCI
dS
= E 1[z 1eff ]: (2.42)
For the analysis at high average SNR, based on (2.38) we obtain
lim
S!1
dCCTCI
d(logS)
= lim
S!1
SdCCTCI
dS
=
Z zt
0
fzeff (z)dz + 1  Fzeff (zt) = 1
(2.43)
which is independent of the threshold. Here we exchange the limit and integral
since the integrand is upper bounded by an integrable function, fzeff (z), and
the condition for the dominated convergence theorem is satised. Notice that
(2.43) also applies to RA and CI since they are special cases of CTCI. By
comparing (2.35) and (2.43), we notice that TCI has a smaller pre-log constant
than CTCI at high average SNR and thus has a worse capacity in that regime.
We will also give their capacity comparison at low average SNR in Subsection
2.3.4, where the opposite will be seen to hold.
Similar to OA and TCI one can seek to optimize zt in (2.37) for each
S instead of using a xed zt. Interestingly, unlike the cases of OA and TCI,
maximizing (2.37) over zt yields the trivial answer of zt =1, as stated in the
following theorem.
Theorem 2.3.1. CCTCI as given by (2.37) is monotonically increasing with
zt for any value of S.
Proof. Dierentiating (2.37) with respect to zt, we obtain
dCCTCI
dzt
=
Z zt
0
 SD2maxz
1 + SDmaxz
Z 1
zt
1
z
fzeff (z)dz

fzeff (z)dz
+
1  Fzeff (zt)
1 + SDmaxzt

SDmax   SD2maxzt
Z 1
zt
1
z
fzeff (z)dz

= Fzeff (zt)[1  Fzeff (zt)]
SD2max
1 + SDmaxzt
 
Z 1
zt
1
z
fzeff (z)dz
Z zt
0
SD2maxz
1 + SDmaxz
fzeff (z)dz

(2.44)
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Notice that we take Dmax as a function of zt given by (2.36) in (2.44). It is
easy to prove that SD2maxz=(1 + SDmaxz) is monotonically increasing with z,
and 1=z is monotonically decreasing with z, thereforeZ zt
0
SD2maxz
1 + SDmaxz
fzeff (z)dz <
Z zt
0
SD2maxzt
1 + SDmaxzt
fzeff (z)dz
=
SD2maxzt
1 + SDmaxzt
Fzeff (zt)
(2.45a)
Z 1
zt
1
z
fzeff (z)dz <
Z 1
zt
1
zt
fzeff (z)dz =
1  Fzeff (zt)
zt
(2.45b)
Multiplying (2.45a) with (2.45b) then substituting the result into (2.44), we
obtain dCCTCI=dzt > 0, i.e. CCTCI is monotonically increasing with zt regard-
less of S.
Since RA and CI are obtained as special cases of CTCI when zt = 1
and zt = 0 respectively, Theorem 2.3.1 indicates that CCI  CCTCI  CRA
regardless of average SNR.
2.3.2 Eect of Outage on the Pre-log Constant
Recall that TCI involves outage while CTCI does not. The pre-log constant of
CTCI is 1 whereas that of TCI is strictly less than 1. Without being restricted
to the parametric forms of D(z) in (2.9) and (2.13), we now generalize this
result and show that the presence of outage reduces the pre-log constant for
any instantaneous power ratio D(z).
Theorem 2.3.2. Let D(z) be independent of S, dene O = fzjD(z) = 0g,
and assume A1 is satised. Then the pre-log constant of the scheme with
instantaneous power ratio D(z) is given by
lim
S!1
dE[log(1 + SD(zeff )zeff )]
d(logS)
= 1  Pr(O): (2.46)
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Proof. Let C = E[log(1+SD(zeff )zeff )] =
R1
0
log(1+SD(z)z)fzeff (z)dz and
denote the complementary set of O = fzjD(z) = 0g on [0;1) by O. We have
dC
d(logS)
= S
dC
dS
=
Z 1
0

SD(z)z
1 + SD(z)z

fzeff (z)dz (2.47)
Clearly, limS!1(SD(z)z)=(1 + SD(z)z) becomes 1 with D(z) 6= 0 and 0 with
D(z) = 0, and the limit and integral can be exchanged since the absolute value
of the integrand is upper bounded by fzeff (z), which is an integrable function.
Therefore the limit of (2.47) as S !1 becomes
lim
S!1
dC
d(logS)
=
Z
O
1  fzeff (z)dz +
Z
O
0  fzeff (z)dz
=
Z 1
0
fzeff (z)dz  
Z
O
fzeff (z)dz + 0 = 1  Pr(O):
(2.48)
Theorem 2.3.2 claries that the pre-log constant being 1 or strictly less
than 1 is related to the absence or presence of outage. Applying Theorem 2.3.2,
it is easy to see that the pre-log constants of RA, CI and CTCI are 1, provided
that A1 is satised. In contrast, the pre-log constant of TCI is given by
1 Fzeff (zt). Therefore, we expect constant capacity dierence gaps among the
capacity curves of AWGN, OA, RA, CI and CTCI at suciently high average
SNR. In what follows, we use the term \gap" to denote limS!1(C1   C2) for
schemes 1 and 2 satisfying limS!1 dC1=d(logS) = limS!1 dC2=d(logS) = 1.
The corresponding gap in average SNR in dB can be derived to be simply
10= log 10 times the capacity dierence gap above.
2.3.3 Asymptotic Gaps among AWGN, OA, RA and CI at High Average
SNR
To derive the high-SNR asymptotic capacity gaps, we introduce the following.
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Lemma 2.3.2. For a constant  > 0 and a non-negative random variable zeff
having nite E[log zeff ], we have
lim
S!1
Z 1
0
log

1 + S
S

fzeff (z)dz = 0 (2.49)
lim
S!1
Z 1
0
log

1 + Sz
Sz

fzeff (z)dz = 0 (2.50)
Proof. With  being a positive constant, log((1 + S)=(S)) is independent
of z, therefore
lim
S!1
Z 1
0
log

1 + S
S

fzeff (z)dz
= lim
S!1
log

1 + S
S


Z 1
0
fzeff (z)dz = log 1  1 = 0
(2.51)
Since log((1 + Sz)=S) = log(1=S + z) is monotonically decreasing with S, it
is easy to show that
R1
0
log((1+Sz)=S)fzeff (z)dz is monotonically decreasing
with S and has an inmum of
R1
0
log zfzeff (z)dz as S ! 1. Consequently,
due to monotone convergence theorem, which indicates that the limit of a
sequence of real numbers is its inmum if it is decreasing and bounded below,
we have
lim
S!1
Z 1
0
log

1 + Sz
S

fzeff (z)dz
= inf
Z 1
0
log

1 + Sz
S

fzeff (z)dz : S > 0

=
Z 1
0
log zfzeff (z)dz
(2.52)
and therefore
lim
S!1
Z 1
0
log

1 + Sz
Sz

fzeff (z)dz
= lim
S!1
Z 1
0
log

1 + Sz
S

fzeff (z)dz
 
Z 1
0
log zfzeff (z)dz = 0
(2.53)
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Notice that the assumption  1 < E[log zeff ] <1 we have in Lemma
2.3.2 follows from A1 and is weaker than A2, while A2 can also be assumed
to prove Lemma 2.3.2. Consequently we have the following theorem
Theorem 2.3.3. The following high-SNR capacity dierence gaps among the
OA, RA, CI schemes and AWGN capacity are given by
lim
S!1
(COA   CRA) = 0 (2.54)
lim
S!1
(CAWGN   COA) = log(E[zeff ])  E[log zeff ]  0 (2.55)
lim
S!1
(COA   CCI) = E[log zeff ] + log(E[z 1eff ])  0 (2.56)
Moreover, (2.55) is nite when A1 holds, and (2.56) is nite when A2 holds.
Proof. We rst prove (2.54), which will be useful for subsequent derivations
since the gaps of OA and RA with respect to a third scheme become equivalent.
From (2.39) and (2.20) we obtain
COA   CRA

Z 1
zt
log

z
zt

fzeff (z)dz  
Z 1
zt
log(1 + Sz)fzeff (z)dz
=
Z 1
zt
log

z
zt + Sztz

fzeff (z)dz
<
Z 1
zt
log

z + S 1
zt + Sztz

fzeff (z)dz
=
Z 1
zt
log

1
Szt

fzeff (z)dz =   log(Szt)(1  Fzeff (zt))
(2.57)
Since the OA threshold satises limS!1 zt = 0 by Lemma 2.3.1, limS!1 Szt =
limS!1 dCOA=d(logS) = 1 based on (2.25). Furthermore, COA CRA  0 due
to the optimality of OA. Taking the limit in (2.57), we obtain (2.54). This
indicates that RA is asymptotically optimal with suciently high average
SNR.
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We now use Lemma 2.3.2 and (2.54) to show (2.55)
lim
S!1
(CAWGN   COA) = lim
S!1
(CAWGN   CRA)
= lim
S!1
Z 1
0
log

1 + SE[zeff ]
1 + Sz

fzeff (z)dz
=y lim
S!1
Z 1
0
log

1 + SE[zeff ]
1 + Sz

fzeff (z)dz
+ lim
S!1
Z 1
0
log

1 + Sz
Sz

fzeff (z)dz
+ lim
S!1
Z 1
0
log

SE[zeff ]
1 + SE[zeff ]

fzeff (z)dz
=
Z 1
0
log

E[zeff ]
z

fzeff (z)dz = log(E[zeff ])  E[log zeff ]
(2.58)
where we use (2.50) in the second term, and (2.49) with  = E[zeff ] in the
third term following the third equality (marked \y"). Notice that (2.55) is
guaranteed to be nite when A1 holds, since it ensures CAWGN and COA have
the same high-SNR pre-log constant, and also a nite E[log zeff ]. Moreover,
we have log(E[zeff ])  E[log zeff ] based on Jensen's inequality and thus (2.55)
is non-negative.
To show (2.56), using a similar approach as in (2.58), we obtain
lim
S!1
(COA   CCI) =y lim
S!1
(CRA   CCI)
= lim
S!1
Z 1
0
log(1 + Sz)fzeff (z)dz   log(1 + SE 1[z 1eff ])

= lim
S!1
Z 1
0
log
 
1 + Sz
1 + SE 1[z 1eff ]
!
fzeff (z)dz
=z
Z 1
0
log
 
z
E 1[z 1eff ]
!
fzeff (z)dz
=E[log zeff ] + log(E[z
 1
eff ])
(2.59)
where the rst equality (marked \y") is based on (2.54), and the fourth equality
(marked \z") is based on Lemma 2.3.2 with  = E 1[z 1eff ]. Similar to (2.55),
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(2.56) is non-negative due to Jensen's inequality, and it is nite since both
E[log zeff ] and log(E[z
 1
eff ]) are nite given A2.
Theorem 2.3.3 indicates that the AWGN capacity exceeds the optimal
capacity under any fading channel distribution at high SNR. However, in 2.3.4
we will show the exact opposite at low SNR. We have thus established that
OA and RA exhibit zero gap at high average SNR, and that (2.55) yields the
(non-negative) gap between AWGN and OA. We recall that as a consequence
of the discussion after Theorem 2.3.1,
CCI  CCTCI  CRA  COA (2.60)
for any S, and therefore the gap between COA and CCI , given by (2.56), is
the largest constant gap among all the schemes over fading channels we have
addressed.
2.3.4 Asymptotic Comparisons at Low Average SNR
From the asymptotic analysis at high average SNR, we recall that the presence
of outage in adaptive transmission schemes tends to result in worse capacity
than no outage (Theorem 2.3.2) and AWGN capacity is better than all the
capacities under fading based on (2.55). However, capacity comparisons at low
average SNR are sharply dierent. We have the following results for selected
schemes at low average SNR.
Theorem 2.3.4. The low-SNR slopes of capacities satisfy the following:
CTCI: E 1[z 1eff ] = lim
S!0
dCCI
dS
 lim
S!0
dCCTCI
dS
 lim
S!0
dCRA
dS
= E[zeff ]
(2.61)
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OA: lim
S!0
dCOA
dS
= supfz : Fzeff (z) < 1g
 E[zeff ] = lim
S!0
dCAWGN
dS
(2.62)
TCI: E 1[z 1eff ]  lim
S!0
dCTCI
dS
 supfz : Fzeff (z) < 1g; (2.63)
where, in (2.61) the two inequalities become equalities when the threshold satis-
es zt = 0 and1 respectively; in (2.62) the equality holds only when the fading
channel is deterministic and reduces to AWGN; in (2.63) the two inequalities
become equalities when the threshold zt = 0 and supfz : Fzeff (z) < 1g respec-
tively. Also for TCI with a threshold zt, zt  E[zeff ] is a sucient condition
for limS!0 dCTCI=dS  limS!0 dCAWGN=dS.
Proof. Since CCI  CCTCI  CRA for any S, and all capacities are zero at S =
0, the inequalities in (2.61) hold, and the rst and last equalities follow from
(2.41) and (2.42). (2.62) can be obtained based on the derivation after Lem-
ma 2.3.1 in 2.3.1, and the fact that the least upper bound is no less than the
mean. (2.63) holds since (2.34) indicates that limS!0 dCTCI=dS is monotoni-
cally increasing with zt. In addition, limS!0 dCTCI=dS  zt as can be obtained
through upper-bounding the denominator in (2.34) by
R1
zt
z 1t fzeff (z)dz, there-
fore zt  E[zeff ] is a sucient condition for limS!0 dCTCI=dS  limS!0 dCAWGN=dS.
Theorem 2.3.4 indicates that OA gives larger capacity than AWGN
at low SNRs for any fading distribution, and the presence of fading always
improves capacity when the average SNR is suciently low. To the best of our
knowledge, this is proved analytically here for the rst time, even though it has
been briey mentioned in [1] and addressed in [37] with a numerical example
for specic distributions without an analytical proof and addressed in [38]
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through approximations. Also, with the choice zt  E[zeff ], TCI can also give
larger capacity than AWGN at low average SNRs, which to our knowledge
was never mentioned in existing literature. It follows that with a suciently
low average SNR, the presence of fading can result in better capacity than the
equivalent AWGN channel. Furthermore, the comparison between (2.61) and
(2.63) suggests that outage can be helpful to improve the low-SNR capacity
by exploiting the aforementioned benet of fading.
2.4 Asymptotic Optimality of CI with Diversity
It is clear that the presence of diversity will improve the ergodic capacity of
all the schemes discussed. However, the high-SNR capacity gap between OA
and the sub-optimal CI also reduces in the presence of diversity rendering
CI near-optimal in some cases. In this section, we give examples of space
diversity and multi-user diversity to show that the gap given by (2.56) between
CI and OA can be made arbitrarily small with suciently large number of
antennas or users. Since (2.55) is non-negative, limS!1(CAWGN   CCI) 
limS!1(COA   CCI), it will also be convenient to investigate
lim
S!1
(CAWGN   CCI) = lim
S!1
(CAWGN   COA)
+ lim
S!1
(COA   CCI) = log(E[zeff ]E[z 1eff ])
(2.64)
in the presence of diversity. Clearly, showing that the gap in (2.64) can be
made arbitrarily small in the presence of diversity would establish the same
for (2.56).
2.4.1 Example of Space Diversity
For space diversity, we consider the case in which the system consists of a
transmitter with N  2 antennas and a receiver with a single antenna, and
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the instantaneous SNR is to be maximized through beamforming. We assume
the components fhngNn=1 of the N  1 channel vector are independently and
identically distributed (i.i.d.) circularly symmetric CN (0; 1) random variables,
and the noise term is also circularly symmetric CN (0; 1). It is well-known
that the maximized eective channel gain is zeff =
PN
n=1 jhnj2, whose PDF is
given by fzeff (z) = z
N 1e z= (N). Here  (x) :=
R1
0
tx 1e tdt is the Gamma
function and for integer N it becomes  (N) = (N   1)!. It can easily be
veried that A1 is satised with d = N . The gaps in (2.56) and (2.64) become
lim
S!1
(COA   CCI)
=
Z 1
0
log zfzeff (z)dz + log
Z 1
0
1
z
fzeff (z)dz

= (N)  log(N   1)
(2.65)
lim
S!1
(CAWGN   CCI)
= log
Z 1
0
zfzeff (z)dz

+ log
Z 1
0
1
z
fzeff (z)dz

= logN + log

1
N   1

= log

1 +
1
N   1
 (2.66)
where  (x) = d log  (x)=dx is the digamma function. In [39] CCI was derived
for N > 1 and termed delay-limited capacity, and is given by log(1 + (N  
1)S=N). The result in (2.66) can also be obtained using the expression for
CCI in [39]. However, the gap in (2.65) was never addressed therein. We
observe from (2.65) and (2.66) that the gaps can be made arbitrarily small
for suciently large number of antennas. Therefore, CI provides near-optimal
capacity at high average SNR with space diversity. Moreover, for large N we
have
 (N)  log(N   1) = 1
2(N   1) +O
 
N 2

(2.67)
log

1 +
1
N   1

=
1
(N   1) +O
 
N 2

: (2.68)
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It can be seen that (2.65) is approximately half of (2.66) and they both behave
inversely proportional to N   1 with N being suciently large. We note
that a similar result can be obtained for receive diversity instead of transmit
beamforming.
2.4.2 Example of Multi-user Diversity
For multi-user diversity, we consider the case in which the transmitter selects
the user (receiver) among K  2 users with the best channel for transmission
at any given time instant. Specically, the eective channel gain becomes
zeff = maxk=1;2;:::;Kfzkg where zk is the individual channel gain when the k-th
user is selected for transmission. In general, the problem is more complicated
than space diversity since we are unable to get closed-form results of the gaps
in (2.56) and (2.64) for the commonly considered wireless channels. However,
as we now see it is possible to quantify how the gap given by (2.64) scales with
the number of users K.
We investigate the case in which zk has exponential CDF F (z) =
1   e z, corresponding to a single-antenna system under Rayleigh fading
with K users. In this case, zeff has CDF Fzeff (z) = (1   e z)K and PDF
fzeff (z) = Ke
 z(1   e z)K 1, with d = K in A1. It is well-known that
E[zeff ] =
PK
k=1 1=k. Adapting Lemma 3.1 in [40], it can be shown that
E[z 1eff ]  1= logK (here \" denotes asymptotical equality) as K ! 1.
Moreover since limK!1(
PK
k=1 1=k   logK) = em where em  0:5772 is the
Euler-Mascheroni constant, for K ! 1 the high-SNR gap between CAWGN
and CCI given by (2.64) becomes
log(E[zeff ]E[z
 1
eff ])  log

logK + em
logK

= log

1 +
em
logK

 em
logK
:
(2.69)
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Due to the limitation of mathematical tools, we are unable to derive any
asymptotic expression of limS!1(COA   CCI) rigorously under multi-user di-
versity, however we conjecture limS!1(COA CCI) = E[log zeff ]+log(E[z 1eff ]) 
em=(logK(1 + logK)) for suciently large K based on a non-rigorous ap-
proach, which evaluates E[log zeff ] and log(E[z
 1
eff ]) directly based on the ex-
treme distributions of log zeff and z
 1
eff without verifying the condition of u-
niform integrability [41, ch.6]. Clearly (2.69) converges very slowly to zero as
the number of users increases, and consequently so does the gap between OA
and CI as per the discussion after (2.64). Therefore, multi-user diversity can
also render CI achieve near-AWGN capacity, but the number of users needed
to close the gap given by (2.69) is much larger than the number of antennas
needed for (2.66).
It is interesting to note that for the multi-user diversity example, (2.56)
and (2.64) do not always converge to zero asK !1 if the SNR distribution of
a single user is not exponential. For example, when zk is of Frechet distribution
with CDF F (z) = exp( z ), it can be shown that (2.56) and (2.64) are given
by
E[log zeff ] + log(E[z
 1
eff ]) =
em

+ log  

1 +
1


(2.70)
log(E[zeff ]E[z
 1
eff ]) = log

 

1  1


 

1 +
1


(2.71)
which do not depend on K! In such cases, it becomes impossible for CI
to achieve the optimal or AWGN capacity by simply increasing the number
of users. Frechet distribution is known to arise from the extreme signal-to-
interference ratio distribution in interference-limited MIMO wireless channels
with suciently large number of users [42].
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2.5 Simulation Results
In this section, we provide simulation results to corroborate our theoreti-
cal analysis. In all simulations we model the system as a multi-antenna
and/or multi-user MISO system with N antennas at the base station (trans-
mitter) and a single antenna at each of the K users (receivers). Only the
user with the best channel condition is selected for transmission at each
time instant. Specically, we assume the channel coecients between an-
tenna n and user k, hnk, are i.i.d. circularly symmetric CN (0; 1) random
variables and so are the noise terms. Then the maximized eective chan-
nel gain becomes zeff = maxk=1;2;:::;Kf
PN
n=1 jhnkj2g, whose PDF is given by
fzeff (z) = K( (N))
 K [(N; z)]K 1zN 1e z. It can be proved that A2 holds
if and only if max(N;K)  2, i.e. at least one kind of diversity is present.
Recall that the average SNR is the average power S in linear scale since the
channel noise has normalized variance. In the plots, we exhibit our results
using base-2 logarithm instead of natural logarithm, so that all the capacity
values and gaps are in bits per channel use.
Figure 2.1 shows the capacity curves of OA, RA, CI and AWGN for
(N;K) = (2; 2). We observe that RA achieves almost the same capacity as
OA. In addition, all three schemes seem to have the same pre-log constant as
the AWGN capacity at high average SNR. All these observations corroborate
our analysis in Section 2.3. Figure 2.2 shows the capacity dierences at nite
average SNRs. We observe that for average SNR higher than 6 dB, the gap
between OA and CI becomes almost steady at the value 0:24928 (bits) also
predicted by our analytical results in (2.56). However, the value 0:45943 ob-
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tained through (2.64) which is the asymptotic gap between AWGN and CI
requires signicantly higher average SNR (about 40 dB) to become visible.
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Figure 2.1: Capacities of AWGN, OA, RA and CI for (N;K) = (2; 2)
Figure 2.3 shows the capacity curves of two TCI schemes with dierent
xed thresholds as well as CI for the case of (N;K) = (2; 2). We observe
that TCI exhibits a smaller pre-log constant than CI at high average SNR,
and a larger threshold results in a smaller pre-log constant. Consequently,
TCI has worse capacity than CI at high average SNR, as expected. However,
the conclusion is reversed at suciently low average SNR: TCI gives better
capacity than CI, and a larger threshold is more favorable. This corroborates
our analysis in Subsections 2.3.1 and 2.3.4. In Figure 2.4 we compare TCI with
optimal threshold and CI for (N;K) = (1; 4) and (2; 2). Figure 2.5 shows the
optimal thresholds of TCI at dierent average SNRs for (N;K) = (1; 4) and
(2; 2). We observe that as the average SNR increases, the optimal threshold
of TCI becomes smaller from Figure 2.5. Consequently, the capacity of TCI
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Figure 2.2: Capacity dierences from OA and AWGN to CI at dierent average
SNRs for (N;K) = (2; 2)
becomes closer to the capacity of CI at higher average SNR in both choices of
(N;K), as can be observed from Figure 2.4. These observations corroborate
our analysis in 2.3.1.
In Figure 2.6 we give comparisons of TCI, OA and AWGN, at low av-
erage SNR. We observe that both OA and TCI can provide better capacity
than the AWGN case, which veries our analysis in Subsection 2.3.4. In addi-
tion, we mentioned in Subsection 2.3.4 that zt  E[zeff ] is sucient for TCI
to have better capacity than AWGN. However for (N;K) = (2; 2) we have
E[zeff ] = 2:75 > 2:5, which indicates that zt  E[zeff ] is not actually neces-
sary. Since TCI has signicantly less implementation complexity than OA, it
is shown to be a viable adaptive transmission scheme at low average SNR.
Figure 2.7 shows the asymptotic gap between OA and CI obtained from
(2.56) and the asymptotic gap between AWGN and CI obtained from (2.64),
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Figure 2.3: Capacities of CI and TCI for (N;K) = (2; 2)
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36
for K = 1 and dierent values of N . We observe that the gaps are both
decreasing and converging to zero with the increase of diversity order, and
appear to be inversely proportional to N   1 since the plots become almost
straight lines with slope  1, as suggested by (2.67) and (2.68). Figure 2.8
shows the same thing depicted by Figure 2.7 for N = 1 and dierent values of
K. It also displays the fact that the gaps become smaller and converge to zero
as the number of users increases, but the decrease is much slower than the case
of Figure 2.7 since the gap between AWGN and CI is inversely proportional
to logK.
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Figure 2.7: limS!1(COA CCI) and limS!1(CAWGN  CCI) with transmit or
receive diversity between two points
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Chapter 3
High-SNR Analysis of Error Rate Performance over Fading Channels
In Section 3.1, the mathematical preliminaries regarding regular variation and
Tauberian theorem are presented. In Section 3.2 we establish the channel
and system model through the assumptions on the instantaneous error rate
function and the channel distribution. Section 3.3 establishes a denition of
diversity order based on regular variation, which, under general conditions, is
proved to be equivalent to the most general denition used in the literature.
In Section 3.4 we go beyond diversity analysis and establish the asymptotic e-
quivalence between the average error rate and outage. The asymptotic average
error rate expressions for diversity combining schemes are derived in Section
3.5.
3.1 Mathematical Preliminaries
Before the mathematical preliminaries, we have a few remarks about notations.
Asymptotic equalityH1(x)  H2(x) as x! ameans that limx!aH1(x)=H2(x) =
1, and H1(x) = o(H2(x)) as x ! a means that limx!aH1(x)=H2(x) = 0. E[]
denotes the expectation over the channel distribution, log() denotes natu-
ral logarithm, and := denote equivalence by denition. Finally, (a; b) :=R b
0
ta 1e tdt,  (a) := (a;1), Q(x) = (2) 1=2 R1
x
exp( u2=2)du, and K()
denotes modied Bessel function of the second kind of order .
We next provide a brief sketch of the mathematical concepts (namely
slow/regular/rapid variation) and theorems (a representation theorem and the
Tauberian theorem), as well as related propositions, which are drawn from
standard mathematical references such as [22,23].
39
Denition 3.1.1. A real valued function H(x): R+ ! R+ is called a Karama-
ta function (at 1 or 0), if limx!1H(tx)=H(x) or limx!0H(tx)=H(x) exists
for t > 0. Specically, the limit must be in the form of tm, where m 2 [ 1;1]
is called the variation exponent of H(x).
Throughout the chapter we interpret t 1 = 0 and t1 = 1 for t > 1,
and vice versa when t < 1. Specically,H(x) is termed slowly/regularly/rapidly
varying if m = 0, 0 < jmj < 1, and jmj = 1, respectively. By denition,
G(x) = H(x 1) is slowly/regularly/rapidly varying at 0 if and only if H(x) is
slowly/regularly/rapidly varying at 1. For example, with 0 < m < 1, xm
is regularly varying with exponent m at both 0 and 1; xme x is regularly
varying with exponent m at 0 and rapidly varying with exponent  1 at 1;
log(1 + xm) is regularly varying with exponent m at 0 and slowly varying at
1.
For H(x) being slowly varying at 1, there is a representation theorem
[23, Theorem 1.3.1, p.12] with the proof available therein. More generally,
this theorem can be extended to handle the cases of regular/rapid variation,
as described briey in [23, p.21] and summarized in [43]. We express it in our
notations as the following, which will be useful in establishing the relations
among the dierent denitions of diversity order in Section 3.3.
Theorem 3.1.1. H(x) has variation exponentm at1, i.e. limx!1H(tx)=H(x) =
tm for m 2 [ 1;1], if and only if H(x) = c(x) expR x
a
((u)=u)du
	
for some
a > 0, c(x)! c 2 (0;1), and (x)! m, as x!1.
It is well-known that the moment generating function (MGF) of the
channel random variable (RV) is central in average performance over fading
channels [44]. Instead of MGF, Laplace-Stieltjes transform can also be con-
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sidered, and the theory behind this transform can be brought to bear. The
primary tool we use here is the Tauberian theorem for Laplace-Stieltjes trans-
forms, which relates the asymptotic properties of a function and of its Laplace-
Stieltjes transform, with the properties characterized by slow/regular/rapid
variation. This function will often (but not always) be the CDF of the channel
power gain in the sequel. We summarize [22, Theorem 1, p.443] and [22, The-
orem 2, p.445] into the following, with the proofs available therein.
Theorem 3.1.2. If a function H(x)  0 dened on x  0 has a Laplace-
Stieltjes transform L(s) = R1
0
e sxdH(x) for s  0, then for jmj 2 [0;1],
H(x) having variation exponent m at 1 (or 0) and L(s) having variation
exponent  m at 0 (or 1) imply each other. In addition, for jmj < 1 and
l(x) being slowly varying at 0 (or 1), the relations H(x)  xml(x) as x ! 0
(or x!1) and L(s)   (m+ 1)s ml(s 1) as s!1 (or s! 0) imply each
other.
We also have the following proposition which follows from [23, p.27],
and will be used to establish the equivalence of the CDF- and PDF-based
assumptions on the channel.
Proposition 3.1.1. If H(x) is dierentiable with h(x) = dH(x)=dx, and
h(x) = mxm 1l(x) for some function l(x) slowly varying at 0, then H(x) 
xml(x) as x! 0.
The next proposition will be useful to link the average error rate and
outage.
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Proposition 3.1.2. If H(x) is slowly varying at 1 (or 0), and bounded be-
tween two constants h1 and h2 (where 0  h1 < h2 <1) for suciently large
(small) x, then it converges to a constant in [h1; h2] as x!1 (or x! 0).
Proof. We prove this for H(x) being slowly varying at 1 only, since the case
of slow variation at 0 can be obtained by considering H(x 1). By denition
we have limx!1H(tx)=H(x) = 1 for t > 0, which implies that for any 1 > 0,
there exists suciently large s1 such that for all x > s1, jH(tx)=H(x) 1j < 1.
Without loss of generality we assume t > 1, and since 0  h1  H(x)  h2 <
1 for suciently large x (say x > s2), it follows that for any 2 = 1h2, there
exists suciently large s3 = maxfs1; s2g such that for all x1 > s3 and x2 > s3,
jH(x2)   H(x1)j < 2. This follows from multiplying jH(tx)=H(x)   1j < 1
by H(x). Therefore the Cauchy criteria for the existence of limit is satised,
and H(x) should converge to a constant in [h1; h2] as x!1.
3.2 Channel and System Model
We consider average performance for systems over fading channels where the
channel can be captured by an instantaneous SNR RV. These include single-
input single-output (SISO) systems, SIMO systems with diversity combining,
and MISO systems with beamforming. To facilitate subsequent derivations, we
factor the received instantaneous SNR into channel-independent and channel-
dependent components by expressing it as a product z, where the average
SNR (per symbol)  is deterministic, and z is the channel power gain RV
having CDF F (z), resulting from both the channel and the system setup (e.g.
beamforming or diversity combining). The instantaneous error rate Pe(z),
as a function of z, is determined by the modulation type together with the
noise distribution and represents bit, or symbol error rate (BER/SER).
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In this chapter, we focus on analyzing the average error rate
PAV Ee () := E[Pe(z)] =
Z 1
0
Pe(z)dF (z) (3.1)
for large . We make one of the following assumptions on the instantaneous
error rate in our subsequent derivations
 AS1a Pe(z)  e z 8 , where ;  2 (0;1) are constants. In other
words, Pe(z) is upper-bounded by an exponential function of z;
 AS1b Pe(z) = e z, where ;  2 (0;1) are constants;
 AS1c Pe(z) =
R t
0
g2() exp( z=g1())d, where t 2 (0; ), and the
corresponding g1() and g2() are both nite non-negative. In other
words, Pe(z) is a positive mixture of decreasing exponential functions
of z.
It can be easily shown that AS1b ) AS1c ) AS1a. We will have result-
s of diering generality corresponding to these assumptions. AS1a hold-
s for all modulation types with the additive noise being Gaussian. AS1b
is a special case of AS1a typically applying to non-coherent modulation-
s, e.g. Pe(z) = (1=2)e
 z is the BER for DPSK. AS1c applies to many
practical settings with appropriate choices of t, g1() and g2(). Specif-
ically, the SER of M -PSK [44, (8.22)] ts AS1c with t = (1   M 1),
g1() = sin
2 = sin2(M 1) and g2() =  1; by making use of Q(x) =
 1
R =2
0
exp( x2=(2 sin2 ))d for  = 1; 2 [44, (4.2) and (4.9)], it is pos-
sible to express the BER Pe(z) = Q(
p
2z) for BPSK and the SER Pe(z) =
4(1 M 1=2)Q(p3z=(M   1)) 4(1 M 1=2)2Q2(p3z=(M   1)) [44, (8.10)]
for square M -QAM in the form of AS1c. For an arbitrary two-dimensional
signal constellation with polygon-shaped decision regions over AWGN, Pe(z)
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can be treated as linear combination of the error rates associated with indi-
vidual constellation points given by [44, (5.71)], which is also in the form of
AS1c.
We make one of the following assumptions on the channel in terms of
the CDF F (z), which is assumed not to depend on the average SNR :
 AS2a limz!0 F (z)=F (z) =  d, where ; d > 0. In other words, F (z) is
a Karamata function of z at 0 with variation exponent d 2 (0;1];
 AS2b Same as AS2a with d 2 (0;1), in which case one can write
F (z) = zdl(z) with l(z) slowly varying at 0;
 AS2c The PDF f(z) := dF (z)=dz exists and f(z) = dzd 1l1(z), where
d 2 (0;1) and l1(z) is slowly varying at 0.
Based on Proposition 3.1.1, AS2b is implied by AS2c. Therefore the assump-
tions, as listed, get stronger, i.e., AS2c ) AS2b ) AS2a. The dierence
between AS2a and AS2b is the allowance of d =1, which is equivalent to the
rapid variation of F (z) at the origin. This holds, for example, for log-normal
shadowing. When d =1 is ruled out, we have AS2b, which will be seen to of-
fer sharper results than oered by AS2a. When the PDF of the channel power
gain exists and is in a simpler form than the CDF, AS2c can be employed.
This assumption is similar to (but more general than) that of [16], which is
also based on the PDF.
As mentioned, it can be veried that log-normal shadowing for which
log z is Gaussian has a CDF F (z) satisfying AS2a with d =1. Also, it is easy
to see that Rayleigh, Nakagami-K (Ricean) and Nakagami-q (Hoyt) fading
channels satisfy all three assumptions with d = 1. Furthermore, Nakagami-m
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fading with f(z) = ( (m)) 1mmzm 1 exp( mz) and F (z) = (m;mz) can be
veried to satisfy all three assumptions with d = m; Weibull fading dened by
f(z) = kzk 1 exp( zk) or by F (z) = 1   exp( zk) has d = k. Consider also
generalized-K fading which models composite multi-path fading and shadow-
ing [45]. For such fading with f(z) = 2(km)(k+m)=2z(k+m 2)=2Kk m[2(kmz)1=2]
( (m) (k)) 1 [45, eqn. (2)], m; k > 0, based on K0(x)    log(x=2)   em
(em  0:5772 is the Euler-Mascheroni constant) andK(x)   (jj)(2x 1)jj=2
for  6= 0 near x = 0, it can be veried that AS2c holds with d = min(m; k).
3.3 Three Denitions of Diversity Order and Their Relations
Consider the following denitions of diversity order:
PAV Ee () = (G)
 d + o( d) (3.2a)
lim
!1
PAV Ee ()
PAV Ee ()
=  d (3.2b)
lim
!1
log PAV Ee ()
log 
=  d (3.2c)
where G;  2 (0;1) are constants. As mentioned in Chapter 1, (3.2a) and
(3.2c) are adopted in existing literature (e.g. in [16] and [19] respectively),
while (3.2b) is our preferred novel denition indicating that PAV Ee () is reg-
ularly varying at 1 with exponent  d when d < 1, and rapidly varying
with exponent  1 when d = 1. Note that the denition (3.2a) requires
d 2 (0;1), whereas (3.2b) and (3.2c) allows for d =1 as well. We interpret
the rapid variation (d =1) in (3.2b) or (3.2c) as an average error rate which
decays faster than  m, as !1 for any m 2 (0;1). In other words, d =1
can be interpreted as the PAV Ee () versus  plot on a log scale does not become
a straight line, but \curves down" as the average SNR increases.
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There has been some previous work on relating the channel PDF near
the origin to asymptotic error rates. The seminal work in [16] shows that if
f(z)  azm as z ! 0, then (3.2a) holds with diversity order d = m + 1 and
array gain G = ((2d 1a (d+1=2))=(
p
d)) 1=d. A relation between average
error rate and outage probability is also established by quantifying how the
respective diversity orders and array gains are related. The approach in [16]
assumes (i) the existence of the PDF and its Maclaurin expansion near the
origin, and is not naturally linked with outage; (ii) the instantaneous error
rate is in the form of a Q function (a special case of assumption AS1c); (iii)
the average error rate is of the form in (3.2a) with d <1.
As an example, it can be veried that f(z)  2m2mzm 1(  log(mpz) 
em)= 
2(m) and limz!0 l(z) = 1 for generalized-K fading with m = k, and
f(z) does not admit a Maclaurin expansion, thus the approach in [16] is not
applicable to this kind of channel. We believe that the eective mathemati-
cal framework for studying high-SNR asymptotic error rates is the Tauberian
theorem, with a distinct advantage of characterizing when outage events dom-
inate error rate performance by linking the CDF F () with PAV Ee () at high
average SNR. Our approach for high-SNR analysis enables less restrictive as-
sumptions on both the instantaneous error rate and the channel distribution
compared to [16], as we will highlight in the sequel.
The following result establishes that, under general conditions, diversity
order dened through (3.2c), is equivalent to our denition (3.2b) when the
limit in (3.2b) exists.
Proposition 3.3.1. If PAV Ee () is a Karamata function, (3.2b) is equivalent
to (3.2c) for 0 < d  1. Moreover, denition (3.2a) is a special case of (3.2b)
and (3.2c) (for 0 < d <1).
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Proof. We use Theorem 3.1.1 to prove the relation between (3.2b) and (3.2c),
starting from the claim that (3.2b) implies (3.2c). For 0 < d  1, (3.2b)
implies that PAV Ee () has a variation exponent  d at 1, and thus can be
represented as
PAV Ee () = c() exp
Z 
a
(u)
u
du

(3.3)
for some a > 0, c() ! c 2 (0;1) and () !  d as  !1, using Theorem
3.1.1. Therefore
lim
!1
log PAV Ee ()
log 
= lim
!1
log c() +
R 
a
(u)
u
du
log 
= lim
!1
R 
a
(u)
u
du
log 
= lim
!1
()

( 1) 1 = lim
!1
() =  d
(3.4)
where in the second equality we used () !  d, and in the third equality
L'Ho^pital's rule. We have thus shown that (3.2b) implies (3.2c).
We next prove that (3.2c) implies (3.2b) given the mild additional as-
sumption that the limit in (3.2b) exists. The existence of the limit in (3.2b)
implies that lim!1 PAV Ee ()=P
AV E
e () = 
m1 for some m1 2 [ 1;1] [22,
Lemma 1, p.275]. We would like to show that m1 =  d. Clearly, PAV Ee () can
be represented by (3.3) for some a > 0, c() ! c 2 (0;1) and () ! m1 as
!1. Similar to (3.4), it can be derived that lim!1(log PAV Ee ())=(log ) =
m1. Given the condition that (3.2c) holds, it follows that m1 =  d, and thus
(3.2b) also holds.
To show that (3.2a) is a special case of (3.2b), from (3.2a) we get
PAV Ee () = G
 d d d + o( d), then
lim
!1
PAV Ee ()
PAV Ee ()
= lim
!1
G d d + o( d)= d
G d + o( d)= d
=  d (3.5)
i.e. (3.2b) holds. An example for why (3.2b) does not imply (3.2a) can be seen
for the case PAV Ee ()  c1(log )c2 d with c1; c2 > 0, as brought up in [20,21].
Hence (3.2b) is more general than (3.2a).
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Since all average error rate expressions in existing literature are Kara-
mata functions, the novel denition in (3.2b) is equivalent to the general one
in (3.2c), and subsumes (3.2a).
3.4 Asymptotic Analysis based on the Tauberian Theorem
In this section, we prove the asymptotic equivalence between the high-SNR
average error rate and the channel distribution at deep fading (i.e. outage with
small threshold), through the Tauberian theorem. In Section 3.4.1, we rst
establish a necessary and sucient condition for PAV Ee () =
R1
0
Pe(z)dF (z)
to exhibit diversity order of d for Pe(z) satisfying AS1a. Furthermore, the
relation between the asymptotic expressions of PAV Ee () and F (z) is also char-
acterized through regular variation for nite d. In Section 3.4.2, we derive
the high-SNR asymptotic average error rates for the instantaneous error rate
satisfying AS1b or AS1c, together with F (z) satisfying AS2b or AS2c. These
results reveal a convenient and eective way to characterize asymptotic er-
ror rate performance. Although the relation between error rate and outage is
addressed in several ways like in [16] and [46], we present brand new way to
relate average error rate to outage probability by expressing the asymptotic
average error rate in terms of a scaled version of outage probability.
3.4.1 Exponentially Bounded Instantaneous Error Rate
For the general case with Pe(z) satisfying AS1a, we have the following the-
orem which links the notion of regular/rapid variation with diversity order,
and allows for d =1.
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Theorem 3.4.1. For Pe(z) satisfying AS1a, P
AV E
e () exhibits a diversity
order of d 2 (0;1] if the CDF F (z) of the channel power gain satises AS2a.
The converse holds if F (z) is a Karamata function (at 0).
Proof. We begin with assuming the regular/rapid variation of F (z) with expo-
nent d at 0, and proving the regular/rapid variation of PAV Ee () with exponent
 d at1, by analyzing the upper and lower bounds of PAV Ee (). Due to AS1a
we have
PAV Ee () =
Z 1
0
Pe(z)dF (z) 
Z 1
0
e zdF (z)
=PAV Ee;UB()
(3.6)
and since Pe() is non-negative and monotonically decreasing,
PAV Ee () 
Z =
0
Pe(z)dF (z) 
Z =
0
Pe()dF (z)
=Pe()F (=) = P
AV E
e;LB ()
(3.7)
for any constant  > 0. It follows from (3.6) and (3.7) that
log PAV Ee;LB ()
log 
 log P
AV E
e ()
log 
 log P
AV E
e;UB()
log 
(3.8)
For d =1, it can be easily seen that PAV Ee;LB () has variation exponent
 1 at  = 1 and thus satises (3.2c). Also, based on Tauberian theorem
(Theorem 3.1.2) with the correspondences F (z)  H(x) and   s, PAV Ee;UB()
has variation exponent  1 at  =1 and thus satises (3.2c). By taking the
limit of (3.8) as  ! 1 and using Squeeze theorem (a well-known theorem
stating that if limx!aH1(x) = limx!aH3(x) = h and H1(x)  H2(x)  H3(x)
in some neighborhood of a, then limx!aH2(x) = h), it follows that PAV Ee ()
should satisfy (3.2c).
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For 0 < d < 1, let F (z) = zdl(z) with l(z) being slowly varying at 0.
Based on (3.6) and Tauberian theorem (Theorem 3.1.2) we have
PAV Ee;UB()   (d+ 1)() dl( 1 1): (3.9)
Also, it follows from (3.7) that
PAV Ee;LB () = 
d dPe()l(=): (3.10)
It is easy to verify that both PAV Ee;UB() and P
AV E
e;LB () satisfy (3.2b), thus also
satisfy (3.2c) due to Proposition 3.3.1, then PAV Ee () should satisfy (3.2c) due
to (3.8). This completes the suciency part.
We now show PAV Ee () being regularly/rapidly varying with exponent
 d at 1 implies F (z) being regularly/rapidly varying with exponent d at 0
provided that F (z) is a Karamata function (at 0). Based on [22, Lemma 1,
p.275], it can be conrmed that limz!0 F (z)=F (z) = m2 with m2 2 (0;1]
being the variation exponent of F (z). Like in the suciency part of the proof,
it can be derived that both PAV Ee;UB() and P
AV E
e;LB () have variation exponent
 m2, then (3.8) becomes  m2   d   m2, leading to m2 = d. Therefore
F (z) is regularly/rapidly varying with exponent d at 0.
Theorem 3.4.1 fundamentally characterizes, with sucient and neces-
sary conditions, the diversity order in terms of the CDF (outage) for small
arguments. This is unlike [16] which only provides sucient conditions on the
channel distribution to achieve a certain diversity order. We now have the
following theorem which, unlike Theorem 3.4.1, rules out d =1 and assumes
d <1, but in return provides stronger results about how the asymptotic ex-
pressions of PAV Ee () and F (z) are related, thereby characterizing when the
outage event dominates the error rate performance.
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Theorem 3.4.2. For Pe(z) satisfying AS1a, if the CDF of the channel power
gain satises either AS2b or AS2c, PAV Ee ()  c1 dl( 1) = c1F ( 1) as
!1 where c1 2 (0;1) is a constant. Conversely, if PAV Ee () =  dr() as
!1 where r() is slowly varying at 1, F (z)  c2zdr(z 1) = c2PAV Ee (z 1)
as z ! 0 where c2 2 (0;1) is a constant, assuming that F (z) is a Karamata
function (at 0).
Proof. We rst derive the asymptotic expression for PAV Ee () assuming AS2b,
F (z) = zdl(z). Theorem 3.4.1 implies that PAV Ee () = 
 dr() where r()
is slowly varying at 1. Let l1() := PAV Ee ()=( dl( 1)). It is easy to
show that l1() is slowly varying at 1. On the other hand, from (3.6)
and (3.7) we have PAV Ee;LB ()=(
 dl( 1))  l1()  PAV Ee;UB()=( dl( 1)); al-
so, based on (3.9) and (3.10) as well as the denition of slow variation, we have
lim!1 PAV Ee;UB()=(
 dl( 1)) =  d (d+1) and lim!1 PAV Ee;LB ()=(
 dl( 1)) =
Pe()
d respectively. It follows that for suciently large , l1() is bounded
between two nite positive constants. Based on Proposition 3.1.2, l1() con-
verges to a nite positive constant as  ! 1, say l1()  c1 2 (0;1), and
hence PAV Ee ()  c1 dl( 1).
Consider now the derivation for the asymptotic expression of F (z) as-
suming PAV Ee () = 
 dr() and that limz!0 F (z)=F (z) exists for  > 0. It fol-
lows directly from Theorem 3.4.1 that F (z) must be in the form F (z) = zdl(z)
with l(z) slowly varying at 0. Based on the suciency part of the proof (i.e.
the asymptotic expression of PAV Ee () given F (z) = z
dl(z)), we must have
PAV Ee ()=(
 dl( 1)) = r()=l( 1)  c1 as !1, with constant c1 2 (0;1).
Consequently, l(z)=r(z 1)  c 11 as z ! 0, and F (z)  c2zdr(z 1) where
c2 = c
 1
1 2 (0;1) is a constant.
51
Theorem 3.4.2 goes beyond characterizing diversity order and points
out the asymptotic proportionality of PAV Ee () with F (
 1) as  ! 1, for
general Pe(z) satisfying AS1a. This naturally establishes sucient and nec-
essary conditions on the asymptotic equivalence between average error rate
and outage. An implication of Theorem 3.4.2 is that for two dierent commu-
nication systems over the same channel, there always exists a constant SNR
oset between their error rate performance at suciently high average SNR,
as long as their instantaneous error rates are both exponentially bounded.
3.4.2 Specic Instantaneous Error Rates
We have already established the regular variation of the CDF of the channel
power gain at 0 as a necessary and sucient condition for a specic diversity
order, under general modulation types with Pe(z) satisfying AS1a, using the
Tauberian theorem. We now oer the sharper results when Pe(z) satises
AS1b or AS1c, with the channel distribution satisfying either AS2b or AS2c.
The following results make stronger assumptions about the instantaneous error
rate (AS1b, AS1c) but oer closed-form expressions for constants c1 and c2
in Theorem 3.4.2.
For Pe(z) satisfying AS1b, the asymptotic expression of the average
error rate follows directly from Tauberian theorem (Theorem 3.1.2) since the
average error rate is in the form of a Laplace-Stieltjes transform. Given AS2b
or AS2c, the asymptotic average error rate is given by
PAV Ee;AS1b() := 
Z 1
0
e zdF (z)
 (d+ 1)() dl( 1 1) =  (d+ 1)F ( 1 1)
(3.11)
as  ! 1, where the asymptotic equality holds due to Tauberian theorem
(Theorem 3.1.2) with F (z) corresponding to H(x), and  corresponding to
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s. The last equality in (3.11) holds since F (z) = zdl(z). Equation (3.11)
shows the high-SNR asymptotic average error rate in terms of the CDF F ().
Conversely, given the average error rate PAV Ee;AS1b() with diversity order d, the
asymptotic CDF of the channel power gain with small argument can be ob-
tained through the substitution  =  1z 1, based on Tauberian theorem
(Theorem 3.1.2).
For Pe(z) satisfying AS1c, the asymptotic expression of the average
error rate
PAV Ee;AS1c() :=
Z 1
0
Z t
0
g2() exp

  z
g1()

ddF (z)
=
Z t
0
Z 1
0
g2() exp

  z
g1()

dF (z)d
(3.12)
can be obtained by evaluating lim!1 PAV Ee;AS1c()=F (
 1). Note that in (3.12)
we exchange the order of integrations due to the positiveness of the inte-
grand and the niteness of the integral [47, p.457, C.9]. Like in (3.11), due
to Tauberian theorem (Theorem 3.1.2) we have G() =
R1
0
exp( z)dF (z) 
 (d+ 1)F ( 1) as !1 and has variation exponent  d at 1, then
lim
!1
PAV Ee;AS1c()
F ( 1)
= lim
!1
G()
F ( 1)
 lim
!1
PAV Ee;AS1c()
G()
= (d+ 1) lim
!1
1
G()
Z t
0
g2()G


g1()

d
= (d+ 1)
Z t
0
lim
!1
g2()
G(=g1())
G()
d
= (d+ 1)
Z t
0
g2()g
d
1()d
(3.13)
where we changed the order of limit and integral in the third equality based
on the uniform convergence condition following from [23, Theorem 1.5.2], and
consequently we obtain
PAV Ee;AS1c()   (d+ 1)
Z t
0
g2()g
d
1()d

F ( 1) (3.14)
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as  ! 1. Like for (3.11), the converse of the result in (3.14) (from av-
erage error rate to asymptotic CDF) is obtainable through the substitution
 = z 1. For many practical cases, the closed-form expression of the integralR t
0
g2()g
d
1()d as a function of d can be worked out without an integral. For
example, by knowing the instantaneous error rates discussed in Section 3.2,
we can obtain PAV Ee;BPSK()   (d+ 1=2)F ( 1)=(2
p
) as !1 for BPSK.
In summary, for the two cases analyzed above, the asymptotic error
rate expressions in (3.11) and (3.14) are given by C1F (C2
 1)  C1Cd2F ( 1)
with constants C1 and C2. Knowing that outage event occurs when the instan-
taneous SNR z falls below certain threshold, and since F (C2
 1) is the proba-
bility that z falls below C2, the asymptotic error rate expression C1F (C2
 1)
represents a scaled version of the outage probability. Furthermore, C1 and C2
depend only on the system specications (, , t, g1() and g2()) and the
variation exponent d of F (z). As a result, we only need to know d in addition to
F (z) to obtain the asymptotic error rate and do not need to express F (z) or the
corresponding PDF f(z) in series expansion form. For simple practical chan-
nels like Nakagami-m, d = m can be seen by inspection of F (z) or f(z). For
many channel distributions, the diversity order can also be obtained by solv-
ing limz!0 F (z)=F (z) =  d or limz!0 f(z)=f(z) =  d 1 using L'Ho^pital's
rule, or approximated numerically by evaluating limz!0 logF (z)= log z = d or
limz!0 log f(z)= log z = d   1. Therefore, the asymptotic error rate is relat-
ed to the channel distribution in many useful ways which complement the
PDF-based approach in [16]. In Figures 3.1 and 3.2, we compare the BERs of
DPSK and BPSK under Nakagami-m fading obtained through Monte Carlo
simulation, with their approximations given by (3.11) and (3.14). We observe
that the results given by (3.11) and (3.14) match their corresponding simula-
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tion results within 0:1 dB at error rates of 10 6. In addition, it can be seen
that our approach gives better approximation to the Monte Carlo simulation
results than [16], most noticeably for moderate values of average SNR. From
an empirical point of view, we can choose a proper positive constant c, and re-
arrange the coecients in (3.11) and (3.14) by using cdF ((c) 1)  F ( 1), to
make them upper or lower bounds, or just close approximations of the actual
performance, for a specic SNR range.
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Figure 3.1: BERs of BPSK and DPSK under Nakagami-m fading with m = 2
There are some practical cases of instantaneous error rate Pe(z), which
do not t AS1c but can be expressed as linear combinations of exponential-
mixture functions of z in the form
R t
0
g2() exp( z=g1())d given in AS1c,
such as the instantaneous BER of Gray-coded M -PSK [44, Section 8.1.1.3].
There are also practical Pe(z) which ts AS1c, but can be expressed as a
linear combination of exponential-mixture functions, each with a much sim-
pler g2() function than that of Pe(z) itself, such as the instantaneous SER
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Figure 3.2: BERs of BPSK and DPSK under Nakagami-m fading with m = 3
of square M -QAM. For these cases, asymptotic characterization of PAV Ee ()
through linear combination becomes necessary. Specically, for an instanta-
neous error rate given by Pe(z) =
PJ
j=1 ajPe;j(z) where fajgJj=1 are con-
stants and fPe;j(z)gJj=1 are (simpler) expressions satisfying AS1b or AS1c,
we rst determine E[Pe;j(z)]  C1jF (C2j 1) using the methods in this sec-
tion. If fajgJj=1 are all positive, we have PAV Ee () 
PJ
j=1 ajC1jF (C2j
 1);
if any of fajgJj=1 is negative, PAV Ee () 
PJ
j=1 ajC1jC
d
2jF (
 1) can be estab-
lished. We omit the derivations due to lack of space.
3.5 Asymptotic Error Rate Performance under Diversity Combining
In this section, we establish an extension and application of the results derived
in Section 3.4.2, by analyzing the asymptotic error rate performance at high
average SNR for several diversity combining schemes. The results are especial-
56
ly useful when the diversity branches have non-identical fading distributions
and when the average error rate expression is not available in closed form.
We consider a system in which the receiver has the channel state in-
formation (CSI), and employs N diversity branches with independent but not
necessarily identical fading distributions. Particularly, the n-th branch is as-
sumed to have a channel power gain zn with CDF Fn(z) = z
dnln(z) where ln(z)
is slowly varying at 0. We derive asymptotic expressions for E[e zc ] and
E[
R t
0
g2() exp( z=g1())d] for large  in terms of the system specications
(, , t, g1() and g2()), , fdngNn=1 and fln()gNn=1, where zc is the channel
power gain after combining. In order to address this problem with a unied
approach, we rst determine the asymptotic CDF of zc near the origin in the
form Fc(z)  zdclc(z) with lc(z) being slowly varying at 0 for each specic
diversity combining scheme by expressing dc and lc() in terms of fdngNn=1 and
fln()gNn=1 respectively. Moreover, we express the CDF of the combined chan-
nel Fc(z) in terms of fdngNn=1 and fFn()gNn=1. This will lead to characterizing
E[e zc ] and E[
R t
0
g2() exp( z=g1())d] in terms of the system speci-
cations, , dc and lc() (and alternatively Fc()) using the same method as in
Section 3.4.2.
3.5.1 Maximum Ratio Combining (MRC)
For MRC with independent branches as well as a number of cooperative relay
systems [48], the channel power gain can be expressed as the sum of inde-
pendent RVs: zc =
PN
n=1 zn. Dene Ln(s) :=
R1
0
e szdFn(z) and Lc(s) :=R1
0
e szdFc(z) to be the Laplace-Stieltjes transforms of the respective distri-
butions. Based on the convolution property of Laplace transform, we have
Lc(s) =
QN
n=1 Ln(s). On the other hand, it follows from Tauberian theorem
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(Theorem 3.1.2) that Ln(s)   (dn + 1)s dnln(s 1) as s ! 1, and there-
fore Lc(s) 
QN
n=1  (dn + 1)  s 
PN
n=1 dn
QN
n=1 ln(s
 1). It is easy to verify thatQN
n=1  (dn + 1) 
QN
n=1 ln(s
 1) is slowly varying at 1 as a function of s. It
follows from Tauberian theorem (Theorem 3.1.2) that
Fc(z) 
"
 
 
NX
n=1
dn + 1
!# 1 NY
n=1
 (dn + 1) 
NY
n=1
Fn(z) (3.15)
near the origin, where we have simplied z
PN
n=1 dn
QN
n=1 ln(z) as
QN
n=1 Fn(z),
and the rst factor on the right hand side is due to the variation exponent
 PNn=1 dn of Lc(s) at 1. We will relate the outage of the combined channel
in (3.15) to the average error rates in Section 3.5.4.
3.5.2 Equal Gain Combining (EGC)
For EGC with independent branches we have zc = (
PN
n=1
p
zn)
2=N . Dene
yn =
p
zn and yc =
PN
n=1 yn. It is easy to derive that yn has a CDF given
by Gn(y) = y
2dnl(y2), and show that l(y2) is slowly varying as a function of
y at 0. Consequently, by using the same method as in Section 3.5.1, we can
derive the asymptotic CDF Gc(y)  [ (2
PN
n=1 dn + 1)]
 1QN
n=1  (2dn + 1) 
y2
PN
n=1 dn
QN
n=1 ln(y
2) of yc near yc = 0, then using zc = y
2
c=N , we get the
asymptotic CDF
Fc(z) 
"
 
 
2
NX
n=1
dn + 1
!# 1 NY
n=1
 (2dn + 1) 
NY
n=1
Fn(Nz) (3.16)
of zc near the origin, which will be related to the asymptotic error rates in
Section 3.5.4.
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3.5.3 Selection Combining (SC)
For SC with independent branches we have zc = maxn=1;2;:::;Nfzng, then it
follows that
Fc(z) =
NY
n=1
Fn(z) = z
PN
n=1 dn
NY
n=1
ln(z); (3.17)
which will be used to derive the asymptotic error rates next.
3.5.4 Asymptotic Error Rate Expressions
For all three cases analyzed above, we can verify that Fc(z) is regularly varying
at 0 with exponent dc =
PN
n=1 dn > 0, since the same holds for Fn(z) with
exponent dn > 0. In Section 3.4.2 we established the asymptotic average
error rates in terms of the CDF F (z) in closed-form. We can directly apply
these results here to the combined CDFs of the respective diversity combining
schemes, and obtain
E[e zc ]   (dc + 1)Fc( 1 1) (3.18)
E
Z t
0
g2() exp

  z
g1()

d



 (dc + 1)
Z t
0
g2()g
dc
1 ()d

Fc(
 1)
(3.19)
as  ! 1, where dc is the same for all three combining schemes, and Fc()
is given by (3.15), (3.16) or (3.17) for MRC, EGC and SC respectively. We
have thus established a unied approach to evaluate the asymptotic error rate
at high average SNR for MRC, EGC and SC, given the conditions that the
channel power gain of each branch has a CDF which is regularly varying at
0 and the instantaneous error rate can be expressed as linear combination of
exponential or exponential-mixture functions. Figures 3.3 and 3.4 show the
BERs of BPSK under dierent diversity combining schemes obtained through
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Monte Carlo simulation, as well as their approximations obtained through
(3.19) together with (3.15), (3.16) and (3.17). The accuracy of our approach is
corroborated by the closeness (within 0:2 dB at error rate of 10 6) between the
simulation results and analytical asymptotic approximations. Like observed
in Figures 3.1 and 3.2, our approach gives better approximation than [16] to
the simulation results, especially when the average SNR is not signicantly
high.
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Figure 3.3: BERs of BPSK under MRC and SC involving three Nakagami-m
fading branches with m = 0:5, 1 and 1:5
In addition to the simple relation between the asymptotic error rate and
the channel distribution, it can be seen that our approach based on Taube-
rian theorem enables analysis of the performance of a communication system
involving multiple channels, in which the regular variation property of the
distribution of the overall eective channel is inherited from the channel dis-
tributions corresponding to the constituent parts of the system. Also, the
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Figure 3.4: BERs of BPSK under EGC involving three Nakagami-m fading
branches with m = 0:5, 1 and 1:5
asymptotic CDFs given by (3.15) and (3.16) can make high-SNR substitutes
of the numerical inversion method in [49] to compute outages in fading chan-
nels, as long as dierent diversity branches are independent.
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Chapter 4
Analytical and Numerical Characterizations of Partial Ordering for Discrete
Memoryless Channels
This chapter is organized as follows. Section 4.1 establishes the notation and
describes existing literature. Section 4.2 derives conditions for channel inclu-
sion between DMCs with special structure. Computational issues regarding
channel inclusion are addressed in Section 4.3, followed by Section 4.4 estab-
lishing a sparsity-inducing algorithm for establishing channel inclusion. The
extension of channel inclusion to continuous channels is addressed in Section
4.5, with its application in ordering phase noises addressed in Section 4.6.
4.1 Notations and Preliminaries
Throughout this chapter, a DMC is represented by a row-stochastic matrix,
i.e. a matrix with all entries being non-negative and each row summing up
to 1. All the vectors involved are row vectors unless otherwise specied. The
entry of matrix K with index (i; j) and the entry of vector a with index i
are denoted by [K](i;j) and a(i) respectively. The maximum (minimum) entry
of vector a is denoted by maxfag (minfag), and a  0 species entry-wise
non-negativity. The i-th row and j-th column of K are denoted by [K](i;:) and
[K](:;j) respectively. The set of indices from n1 to n2  n1 is denoted by n1 : n2.
The n m matrix with all entries being 0 (or 1) is denoted by 0nm (1nm).
Also for convenience, we identify a DMC and its stochastic matrix, and apply
the terms \square", \doubly stochastic" and \circulant" for matrices directly
to DMCs. We next reiterate some of the denitions and results in the literature
related to this chapter. We have the following denitions.
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Denition 4.1.1. A DMC described by n1 m1 matrix K1 is said to include
[27] another n2m2 DMC K2, denoted by K1  K2 or K2  K1, if there exists
a probability vector g 2 R+ and  pairs of stochastic matrices fR; Tg=1 such
that
X
=1
g()RK1T = K2: (4.1)
K1 and K2 are said to be equivalent if K1  K2 and K2  K1. We say
K2 is strictly included in K1, denoted by K2  K1, if K2  K1 and K1 *
K2. Intuitively, K2 can be thought of as an input/output processed version of
K1, with g() being the probability that K1 is processed by R (input) and T
(output). An operational interpretation of this denition is given in Figure
4.1, where, to \simulate" K2, the channel RK1T is used with probability
g().
Figure 4.1: Operational interpretation of K2  K1, with K1 of size n1 m1
and K2 of size n2 m2
Denition 4.1.2. A DMC K2 is said to be a (output) degraded version [28,29]
of another DMC K1, if there exists a stochastic matrix T such that K1T = K2.
Note that output degradation in Denition 4.1.2 is stronger than in-
clusion in Denition 4.1.1. There are several analytical conditions for channel
inclusion derived in [33] for a special case of Denition 4.1.1 with  = 1. Ref-
erence [33] considers two kinds of DMCs, given by a 2 2 full-rank stochastic
matrix P , and an n  n stochastic matrix with identical diagonal entries p
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and identical o-diagonal entries (1  p)=(n  1), respectively. Necessary and
sucient conditions for K2 = RK1T where R and T are stochastic matrices,
are derived for the cases in which K1 and K2 are of either of the two kinds.
Note that this assumes  = 1 in (4.1) and is with loss of generality. Conditions
of inclusion for the general  > 1 case have not yet been considered in the
literature.
Channel inclusion can be equivalently dened with R's and T's in
Denition 4.1.1 being stochastic matrices in which all the entries are 0 or 1,
as stated in [27], where R's and T's of this kind are called pure matrices
(or pure channels). This is easily corroborated based on the fact that every
stochastic matrix can be represented as a convex combination of such pure
matrices. This is due to the fact that the set of stochastic matrices is convex
and that (0; 1) stochastic matrices are extremal points of this set [50, Theorem
1]. When R and T are pure matrices, the product RK1T can be interpreted
as a DMC whose input labels and output labels have been either permuted or
combined. Therefore channel inclusion implies that the included DMC K2 is
in the convex hull of all such matrices, as seen in (4.1).
By considering N uses of a DMC K, we equivalently have the DMC
K
N which is the N -fold Kronecker product of K. We have the following
theorem, which was mentioned in [27] without a detailed proof.
Theorem 4.1.1. K2  K1 implies K
N2  K
N1 .
Proof. Given (4.1), it follows that 
X
=1
g()RK1T
!
N
= K
N2 (4.2)
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Based on the bilinearity of Kronecker product, the left hand side of (4.2) can
be expanded into the summation of N terms, which are all in the form of
j(i):f1;:::;Ng!f1;:::;g(
QN
i=1 gj(i))[(Rj(1)K1Tj(1))
  
 (Rj(N)K1Tj(N))] where the
summation is over all possible functions j(i): f1; : : : ; Ng ! f1; : : : ; g. Based
on the mixed-product property of Kronecker product, we have
(Rj(1)K1Tj(1))
 (Rj(2)K1Tj(2)) = (Rj(1)K1)
 (Rj(2)K1)(Tj(1) 
 Tj(2))
= (Rj(1) 
Rj(2))K
21 (Tj(1) 
 Tj(2))
(4.3)
By applying (4.3) repeatedly, it follows that (
QN
i=1 gj(i))[(Rj(1)K1Tj(1))
    

(Rj(N)K1Tj(N))] = (
QN
i=1 gj(i))(Rj(1) 
    
 Rj(N))K
N1 (Tj(1) 
    
 Tj(N)),
which in turn implies that the left hand side of (4.2) expands into N terms in
the form of (
QN
i=1 gj(i))(Rj(1) 
    
Rj(N))K
N1 (Tj(1) 
    
 Tj(N)), and thus
K
N2  K
N1 by Denition 4.1.1.
As shown in [27], K2  K1 has the implication that if there is a set of
M code words fwlgMl=1 of length N , such that an error rate of Pe is achieved
with the code words being used with probabilities fplgMl=1 under K2, then
there exists a set of M code words of length N , such that an error rate of
P0e  Pe is achieved underK1 with the code words being used with probabilities
fplgMl=1. In [51, p.116], this implication is stated as one DMC being better in
the Shannon sense than another (dierent from channel inclusion ordering
itself), and it is pointed out that K1  K2 is a sucient but not necessary
condition for K1 to be better in the Shannon sense than K2, with the proof
provided in [52]. This ordering of error rate in turn implies that the capacity
of K1 is no less than the capacity of K2, and the same ordering holds for their
error exponents.
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Channel inclusion, as dened, is a partial order between two DMCs: it
is possible to have two DMCs K1 and K2 such that K1 + K2 and K2 + K1.
For the purpose of making it possible to compare an arbitrary pair of DMCs,
a metric based on the total variation distance, namely Shannon deciency is
introduced in [34]. In our notation, the Shannon deciency of K1 with respect
to K2 is dened as
S(K1; K2) , inf
2N
inf
g;R;T

 
X
=1
g()RK1T  K2
!T
1
(4.4)
where g 2 R+ is a probability vector, R's and T's are stochastic matrices,
kAk1 , maxi k[A](i;:)k1 = kATk1 is the 1-norm of matrix A, and we impose
matrix transpose since we treat channel matrices as row-stochastic instead of
column-stochastic. Intuitively, the above Shannon deciency quanties how
far K1 is from including K2. Other useful deciency-like quantities are estab-
lished in [34] by substituting the total variation distance with divergence-based
metrics obeying a data processing inequality between probability distributions.
4.2 Analytical Conditions for Channel Equivalence and Inclusion
In general, given two DMCs K1 and K2, there is no straightforward method
to check if one includes the other based on their entries. Nevertheless, it is
possible to characterize the conditions for channel inclusion, for the cases in
which both K1 and K2 have structure. In this section, we derive conditions for
the cases of doubly stochastic and circulant DMCs. For the case of equivalence
between two DMCs, we establish a necessary and sucient condition which is
eectively applicable to any DMCs. We rst dene some useful notions.
Denition 4.2.1. For two vectors a;b 2 Rn, a is said to majorize (or domi-
nate) b, written a  b, if and only ifPki=1 a#(i) Pki=1 b#(i) for k = 1; : : : ; n 1
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and
Pn
i=1 a(i) =
Pn
i=1 b(i), where a
#
(i) and b
#
(i) are entries of a and b sorted in
decreasing order.
Denition 4.2.2. A circulant matrix is a square matrix in which the i-th row
is generated from cyclic shift of the rst row by i  1 positions to the right.
Denition 4.2.3. An n  n matrix P is said to be doubly stochastic if the
following conditions are satised: (i) [P ](i;j)  0 for i; j = 1; : : : ; n; (ii)P
i[P ](i;j) = 1 for j = 1; : : : ; n; (iii)
P
j[P ](i;j) = 1 for i = 1; : : : ; n.
Denition 4.2.4. A DMC is called symmetric if its rows are permutations of
each other, and its columns are permutations of each other [53, p.190].
It is easy to verify that if a symmetric DMC is square, then it must be
doubly stochastic. In the next section, we will focus mostly on square DMCs
(i.e. DMCs with equal size input and output alphabets), and we assume this
condition unless otherwise specied.
4.2.1 Equivalence Condition between DMCs
We address the general condition for two DMCs to be equivalent, which has
not been considered in the literature. By imposing some mild assumptions,
we have the following theorem which gives the equivalence condition between
two DMCs.
Theorem 4.2.1. Let two DMCs K1 and K2 satisfying the following three
assumptions
 AS1 Capacity-achieving input distribution(s) contain no zero entry; That
is, the capacity is not achieved if some of the input symbols is not used;
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 AS2 There is no all-zero column, and no column being a multiple of
another;
 AS3 If K1 = P1K1P2D with permutation matrices P1, P2 and diagonal
matrix D, then it is required that P1, P2 and D are identity matrices;
That is, by permuting the rows and columns of K1, it is not possible to
obtain a DMC whose columns are proportional to K1. This property also
applies for K2.
Then a necessary and sucient condition of K1 being equivalent to K2 is that
K2 = RK1T with R and T being permutation matrices (thereby requiring K1
and K2 being of the same size nm).
Proof. Consider K1 of size n1  m1 and K2 of size n2  m2. By Denition
4.1.1 we have
K1 =
1X
1=1
g1(1)R1;1K2T1;1 (4.5a)
K2 =
2X
2=1
g2(2)R2;2K1T2;2 (4.5b)
with R1;1 's of size n1  n2, T1;1 's of size m2  m1, R2;2 's of size n2  n1,
T2;2 's of size m1m2, all of which are \pure" DMCs. By plugging (4.5b) into
(4.5a), it can be seen that
K1 =
1;2X
1=1;2=1
g1(1)g2(2)R1;1R2;2K1T2;2T1;1 (4.6)
is expressed as a convex combination involving the termsR1;1R2;2K1T2;2T1;1 .
We rst establish the following lemma as an intermediate step.
Lemma 4.2.1. There should be only one term of the form R1;1R2;2K1T2;2T1;1
in the right hand side of (4.6), i.e. 1 = 2 = 1, with full-rank R1;1R2;2 and
T2;2T1;1.
68
Proof. Let C1 be the capacity ofK1, C1;2 be the capacity ofR1;1R2;2K1T2;2T1;1 .
Let I(K;p) denote the mutual information of DMC K with the input distri-
bution represented by row vector p. Let pX be the capacity-achieving input
distribution of K1. We also denote this distribution in terms of the probability
mass function (PMF) pX(x) of x = 1; : : : ; n1 as needed. Denote the entry of
R1;1R2;2K1T2;2T1;1 with index (x; y) by p1;2(yjx), considering that they
describe transition probabilities. Based on [53, Theorem 2.7.4], we have
C1 
1;2X
1=1;2=1
g1(1)g2(2)I1;2 (4.7)
Note that I(R1;1R2;2K1T2;2T1;1 ;p
X)  C1;2 , and C1;2  C1 = I(K1;pX).
It is clear that if I(R1;1R2;2K1T2;2T1;1 ;p
X) < I(K1;p
X) for any f1; 2g,
it will follow from (4.7) that C1 < C1 which is contradictory. Therefore, it is
required that I(R1;1R2;2K1T2;2T1;1 ;p
X) = I(K1;p
X) for all f1; 2g. In
what follows, we show that I(R1;1R2;2K1T2;2T1;1 ;p
X) < I(K1;p
X) holds
for the cases in which R1;1R2;2 or T2;2T1;1 is not full-rank, thereby ruling
them out.
We rst consider what happens if R1;1R2;2 is not full-rank, by compar-
ing I(R1;1R2;2K1;p
X) with I(K1;p
X). Given the formula [53, eq. (2.111)]
of mutual information
I(X;Y ) = H(Y ) 
X
x
p(x)H(Y jX = x) (4.8)
it is easy to see that I(R1;1R2;2K1;p
X) = I(K1;p
XR1;1R2;2), sinceR1;1R2;2K1
with input distribution pX and K1 with input distribution p
XR1;1R2;2 re-
sult in the same output (Y ) distribution, as well as the same row entropy
(H(Y jX = x)) distribution. With R1;1R2;2 being not full-rank, there should
be at least one zero entry in the probability vector pXR1;1R2;2 , and p
XR1;1R2;2
cannot be a capacity achieving distribution for K1, given assumption (I).
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On the other hand, based on data processing inequality [53, Th. 2.8.1],
we have I(R1;1R2;2K1T2;2T1;1 ;p
X)  I(R1;1R2;2K1;pX). Consequently,
I(R1;1R2;2K1T2;2T1;1 ;p
X)  I(R1;1R2;2K1;pX) = I(K1;pXR1;1R2;2) <
I(K1;p
X), which leads to contradiction as discussed above, and thusR1;1R2;2
must be full-rank for all f1; 2g.
Second, we show that with R1;1R2;2 being full-rank,
I(R1;1R2;2K1T2;2T1;1 ;p
X) < I(K1;p
X) (4.9)
holds if T2;2T1;1 is not full-rank, by comparing I(R1;1R2;2K1T2;2T1;1 ;p
X)
with I(R1;1R2;2K1;p
X). We use p(yjx) and p0(yjx) to denote the entries of
R1;1R2;2K1 and R1;1R2;2K1T2;2T1;1 with index (x; y) respectively, consid-
ering that they describe transition probabilities. It is clear that with T2;2T1;1
being full-rank (and thus a permutation) matrix, I(R1;1R2;2K1T2;2T1;1 ;p
X) =
I(R1;1R2;2K1;p
X), so we just consider a representative case of T2;2T1;1 be-
ing not full-rank: T2;2T1;1 is obtained from switching the 1 entry at index
(y1; y1) with the 0 entry at index (y1; y2) in the m1m1 identity matrix. This
results in the relation between p(yjx) and p0(yjx) (for all x = 1; : : : ; n1) given
by: p0(y2jx) = p(y1jx)+p(y2jx), p0(y1jx) = 0, and p0(yjx) = p(yjx) for all other
values of y from 1 through m1. Based on log sum inequality [53, Th. 2.7.1],
for all x = 1; : : : ; n1 we have
p0(y2jx)pX(x) log p
0(y2jx)Pn1
x=1 p
0(y2jx)pX(x)
p(y2jx)pX(x) log p(y2jx)Pn1
x=1 p(y2jx)pX(x)
+ p(y1jx)pX(x) log p(y1jx)Pn1
x=1 p(y1jx)pX(x)
(4.10)
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and consequently
n1X
x=1
p0(y2jx)pX(x) log p
0(y2jx)Pn1
x=1 p
0(y2jx)pX(x)

n1X
x=1

p(y2jx)pX(x) log p(y2jx)Pn1
x=1 p(y2jx)pX(x)
+ p(y1jx)pX(x) log p(y1jx)Pn1
x=1 p(y1jx)pX(x)

(4.11)
Note that the left hand side of (4.11) makes part of I(R1;1R2;2K1T2;2T1;1 ;p
X),
and the right hand side of (4.11) makes part of I(R1;1R2;2K1;p
X), and the
remaining terms in the two mutual informations are the same since there is no
change made on the output symbols other than y1 and y2, and consequently
I(R1;1R2;2K1T2;2T1;1 ;p
X)  I(R1;1R2;2K1;pX) (4.12)
It is clear that for the equality to hold in (4.12), the equality needs to hold in
(4.10) for x = 1; : : : ; n1. Given assumption (I) which species that p
X(x) > 0
for x = 1; : : : ; n1, it follows that, the equality holds in (4.12) only when
p(y2jx)=p(y1jx) is constant for x = 1; : : : ; n1, or one of p(y1jx) and p(y2jx)
is zero for x = 1; : : : ; n1. This leads to the requirement that K1 has a column
which is a multiple of another column, or an all-zero column, thereby contra-
dicting assumption (II). Therefore with T2;2T1;1 being not full-rank, strict in-
equality holds in (4.12), which in turn leads to I(R1;1R2;2K1T2;2T1;1 ;p
X) <
I(K1;p
X) and C1 < C1 which is contradictory. We have now completed the
proof for that R1;1R2;2 and T2;2T1;1 need to be full-rank (and consequently
permutation matrices) for all f1; 2g.
Following from the above conclusion, we consider what are further re-
quired for equality to hold in (4.7), based on log sum inequality [53, Th.
2.7.1]. It follows easily from this inequality that, for any x = 1; : : : ; n1 and
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y = 1; : : : ;m1, 
1;2X
1=1;2=1
g1(1)g2(2)p1;2(yjx)pX(x)
!
log
P1;2
1=1;2=1
g1(1)g2(2)p1;2(yjx)Pn1
x=1
P1;2
1=1;2=1
g1(1)g2(2)p1;2(yjx)pX(x)

1;2X
1=1;2=1
g1(1)g2(2)p1;2(yjx)pX(x) log
p1;2(yjx)Pn1
x=1 p1;2(yjx)pX(x)
(4.13)
It is clear that the summation of (4.13) over x = 1; : : : ; n1 and y = 1; : : : ;m1
leads to (4.7), therefore, for the equality to hold in (4.7), it is required that
the equality holds in (4.13) for all x = 1; : : : ; n1 and y = 1; : : : ;m1, which is
satised only when the y-th column of one R1;1R2;2K1T2;2T1;1 term is a
multiple of the y-th column of another such term, for all y = 1; : : : ;m1. This
in turn requires that \dierent" such terms must be related through diagonal
matrices, e.g. it is required that
R1;1R2;1K1T2;1T1;1 = R1;1R2;2K1T2;2T1;1D (4.14)
with D being a diagonal matrix with the diagonal entries being positive. Con-
sidering that R1;1R2;1, T2;1T1;1, R1;1R2;2 and T2;2T1;1 are permutation matrices,
it follows that K1 = P1K1P2D with P1, P2 being permutation matrices. Given
assumption (III), it is required that both P1 and P2 are identity matrices, and
also required that D is identity, and fR1;1R2;2 ; T2;2T1;1g are the same for
all f1; 2g. Consequently, there should be only one term in the right hand
side of (4.6). Thus we have proved that 1 = 2 = 1, which in turn implies
that we can simplify the notations through R1;1 = R1, R2;2 = R2, T1;1 = T1,
T2;2 = T2.
Now that we have established rank(R1R2) = n1 and rank(T2T1) = m1,
we consider what implications they have on R1, R2, T1, T2. Given the fact
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that rank(AB)  minfrank(A); rank(B)g, it is further implied that
rank(R1)  n1; rank(R2)  n1; rank(T1)  m1; rank(T2)  m1 (4.15)
Similarly, by substituting (4.5a) into (4.5b), it can be derived that
rank(R1)  n2; rank(R2)  n2; rank(T1)  m2; rank(T2)  m2 (4.16)
On the other hand, for R1 of size n1n2, R2 of size n2n1, T1 of size m2m1,
T2 of size m1 m2, the ranks should satisfy
rank(R1)  min(n1; n2); rank(R2)  min(n1; n2);
rank(T1)  min(m1;m2); rank(T2)  min(m1;m2)
(4.17)
Given (4.15), (4.16) and (4.17), it follows that rank(R1) = rank(R2) = n1 = n2
and rank(T1) = rank(T2) = m1 = m2. Since square full-rank (0; 1) matrices
are permutation matrices, these four matrices must be permutation matrices,
and in turn it is necessary to have K2 = RK1T with R and T being permu-
tation matrices for K1 and K2 to be equivalent. It is easy to see that this
condition is also sucient for the equivalence between K1 and K2, and the
proof is complete.
We have the following remarks about Theorem 4.2.1. AS1 is veriable
through Blahut-Arimoto Algorithm [53, ch. 13]. Specically, capacities can
be obtained for the nm DMC K itself and the ones obtained by removing
the k-th row from K for k = 1; : : : ; n, and if the capacity is always reduced by
removing a row, then the capacity-achieving input distribution of K should
have no zero entry. AS2 can be veried simply by inspection. Also, since
DMCs are usually of small sizes in practice, it is viable to verify AS3 by
inspection. For example, no column being a multiple of some entry-permuted
version of another column makes a sucient condition for AS3 to hold.
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If two DMCs satisfying the above three assumptions are equivalent,
there is an eigenvalue-based approach for nding the permutation matrices
without searching for all n!m! such permutations. Starting from K2 = RK1T ,
and RT = R 1, T T = T 1 which is a property of permutation matrices,
we have K2K
T
2 = RK1K
T
1 R
 1 which leads to the determination of R. In
order to do this, the rst step is to perform the eigenvalue decomposition:
K1K
T
1 = Q1Q
 1
1 and K2K
T
2 = Q2Q
 1
2 , where  is a diagonal matrix, Q1
and Q2 are both unitary matrices. Notice that it is necessary for K1K
T
1 and
K2K
T
2 to have the same set of eigenvalues, otherwise K1 and K2 cannot be
equivalent. Once we have these decompositions, we can immediately obtain
R = Q2Q
 1
1 , which is required to be a permutation matrix for K1 and K2
to be equivalent. The determination of T can also be made using the same
approach based on KT2 K2 = T
 1KT1 K1T , i.e. following from the eigenvalue
decompositions KT1 K1 = Q3Q
 1
3 and K
T
2 K2 = Q4Q
 1
4 , T = Q4Q
 1
3 can be
obtained.
4.2.2 Inclusion Conditions for Doubly Stochastic and Circulant DMCs
Considering that doubly stochastic matrices have signicant theoretical im-
portance, and doubly stochastic DMCs can be thought of as a generalization
of square symmetric DMCs, we rst introduce the following theorem
Theorem 4.2.2. Let K1 and K2 be nn doubly stochastic DMCs, with w1 and
w2 being the n
21 vectors containing all the entries of K1 and K2 respectively.
Then w2  w1 is a necessary condition for K2  K1.
Proof. We start from (4.1) with R's and T's being pure channels, as equiv-
alent to Denition 4.1.1. It is clear that entries of K2 are linear combinations
of the entries of K1. Considering the fact that there is a one-to-one mapping
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between the entries of K1 and the entries of w1, as well as the same situation
for K2 and w2, it follows that there is a matrix P such that w2 = Pw1, and
the conditions for K2  K1 can be related to what properties the combining
coecients [P ](i;j)'s have. Based on Birkho's Theorem [54, p.30], both K1
and K2 are inside the convex hull of n n permutation matrices, therefore it
is sucient for R's and T's to contain only permutation matrices; otherwiseP
=1 g()RK1T will fall out of the convex hull of n n permutation matri-
ces, which contradicts with the doubly stochastic assumption. Consequently,
for each , RK1T gives a matrix having exactly the same set of entries as
K1, generated by permuting the columns and rows of K1. As a result, R's
and T's do not replace any row of K1 with the duplicate of another row, or
merge any column into another column and then replace it with zeros.
We now consider the properties of [P ](i;j)'s based on the structure of
RK1T. We have
P
j[P ](i;j) =
P
=1 g() = 1 for i = 1; : : : ; n
2 since each entry
of K1 is contained in RK1T exactly once, for  = 1; : : : ; . On the other
hand, since each entry [K2](i;j) of K2 is the convex combination of the entries
with the same index (i; j) of RK1T's, while each entry of RK1T is exactly
an entry of K1, it follows that
P
i[P ](i;j) =
P
=1 g() = 1 for j = 1; : : : ; n
2.
Also, it is straightforward to see that [P ](i;j)  0 for i; j = 1; : : : ; n2 due
to the non-negativeness of g()'s. Consequently, P is doubly stochastic, and
w2 = Pw1 implies that w2  w1 [54, p.155], completing the proof.
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It should be pointed out that the above mentioned condition is not
sucient. Otherwise, consider
K1 =
266666666664
1 2 3 4 5
5 1 2 3 4
4 5 1 2 3
3 4 5 1 2
2 3 4 5 1
377777777775
=15; K2 =
266666666664
1 2 3 4 5
5 1 2 3 4
3 4 1 5 2
2 5 4 1 3
4 3 5 2 1
377777777775
=15 (4.18)
it would be implied that K1 and K2 are equivalent. However, based on The-
orem 4.2.1, it can be veried that K1 and K2 are not equivalent since there
do not exist permutation matrices R and T such that K2 = RK1T due to
dierent sets of singular values of K1 and K2, thereby implying that w2  w1
is not sucient for K2  K1.
Consider the case of both K1 and K2 being n n circulant, which are
used to model channel noise captured by modulo arithmetic and has applica-
tions in discrete degraded interference channels [55]. We have the following
result:
Theorem 4.2.3. Let K1 and K2 be n  n circulant DMCs, with vectors v1
and v2 being their rst rows, respectively. Then for K2  K1, a necessary
condition is v2  v1. A sucient condition is that v2 can be represented
as the circular convolution of v1 and another probability vector x such that
v1 ~ x = v2, which is also sucient for output degradation.
Proof. Let w1 and w2 be the n
2  1 vectors containing all the entries of K1
and K2 respectively. It is easy to see that w1 and w2 contain the entries of
v1 and v2 each duplicated n times respectively. Given K2  K1, based on
Theorem 4.2.2 we know that w2  w1, thus
Pk
i=1 n  v#1(i) 
Pk
i=1 n  v#2(i)
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for k = 1; : : : ; n, and it follows that
Pk
i=1 v
#
1(i) 
Pk
i=1 v
#
2(i) for k = 1; : : : ; n.
In addition,
Pn
i=1 v1(i) =
Pn
i=1 v2(i) = 1 as required for stochastic matrices,
therefore v2  v1 is necessary for K2  K1.
We next prove that the existence of a probability vector x 2 Rn+ such
that v1 ~ x = v2 is sucient for K2  K1. Let P be the n  n permutation
matrix such that xP is cyclic shifted to the right by 1 with respect to x, and
let X be the n  n matrix with the i-th column being P i 1xT . It is easy
to see that both P i 1 and X are circulant. Given v1 ~ x = v2, it follows
that v1X = v2 due to the denition of circular convolution. Also, notice
that P i 1X = XP i 1 since the multiplication of two circulant matrices are
commutative. Consequently, the i-th row of K1, given by v1P
i 1, and the i-th
row of K2, given by v2P
i 1, are related through (v1P i 1)X = v1XP i 1 =
(v2P
i 1). It then follows that K1X = K2 with a stochastic matrix X, i.e.
Denition 4.1.1 is satised, and the proof is complete.
An alternative proof based on FFT: Let U be the n  n FFT matrix.
Then v1~x = v2) FFT (v1)FFT (x) = FFT (v2)) diag(FFT (v1))diag(FFT (x)) =
diag(FFT (v2))) Udiag(FFT (v1))UUdiag(FFT (x))U = Udiag(FFT (v2))U
) K1X = K2, and the proof is complete.
It is clear that a 2  2 doubly stochastic DMC (also known as bina-
ry symmetric channel) is circulant and characterized solely by the cross-over
probability, thus the condition for the inclusion between two 22 such DMCs
boils down to the comparison between their cross-over probabilities. Further-
more, for n = 3; 4, it is easy to verify that if an n n symmetric DMC is not
circulant, there is a circulant DMC equivalent to it (for n  5 there is no such
guarantee as seen in (4.18)), therefore we can conclude that
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Corollary 4.2.1. For n = 3; 4, let K1 and K2 be n  n symmetric DMCs,
which are equivalent to circulant DMCs K 01 and K
0
2 respectively. Let v1 and
v2 be the rst rows of K
0
1 and K
0
2 respectively. Then for K2  K1, a neces-
sary condition is that v2  v1, while a sucient condition is that v2 can be
represented as the circular convolution of v1 and another probability vector in
Rn+.
Proof. It is clear that 33 symmetric DMCs which are not circulant can have
only the following layout: 266664
1 2 3
2 3 1
3 1 2
377775 (4.19)
and it can be made circulant by permuting the second and third rows. Also,
4  4 symmetric DMCs which are not circulant can have only the following
layouts: 266666664
1 2 3 4
2 1 4 3
3 4 1 2
4 3 2 1
377777775
;
266666664
1 2 3 4
2 1 4 3
3 4 2 1
4 3 1 2
377777775
;
266666664
1 2 3 4
3 1 4 2
2 4 1 3
4 3 2 1
377777775
; (4.20)
together with other layouts obtained by permuting their rows. For each of
these layouts, it is easy to check with MATLAB that there exists column per-
mutations which can make each of its rows cyclic shift of the others. Therefore
for n = 3; 4, nn symmetric DMCs can be transformed into circulant DMCs.
Consequently, the results in Theorem 4.2.3 can be applied to circulant DMCs,
and the second statement of the corollary holds.
We nally make a few remarks about inclusion between the binary
symmetric channel (BSC) with cross over probability p  1=2 and the bina-
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ry erasure channel (BEC) with erasure probability . It is well-known that
BSC(p) is a degraded version of BEC() if and only if 0    2p [56, ch. 5.6].
It can further be shown that BSC(p)  BEC() if and only if 0    2p, while
BEC()  BSC(p) if and only if p = 0. The \if" part follows directly from
the fact that degradation implies channel inclusion. The \only if" part can
be justied by the fact that inclusion is absent between BEC() and BSC(p)
if  > 2p or p > 0.
4.3 Computational Aspects of Channel Inclusion
In Section 4.2, we have established analytical conditions for determining if a
DMC with structure includes another. It is also of interest to know how this
can be determined numerically when there is no structure. Furthermore, once
it has been determined that K2  K1, it is desirable for g() probabilities in
(4.1) to contain as many zeros as possible to get a concise representation.
In this section, we provide a linear programming approach to calculat-
ing Shannon deciency, which also enables checking if inclusion holds. For the
cases in which channel inclusion is known to hold, we prove that sparse solu-
tions exist and discuss how this sparse solution for g can be obtained through
sparse recovery techniques, such as orthogonal matching pursuit.
We rst take a look at determining if K2  K1 through convex opti-
mization. For K1 of size n1 m1 and K2 of size n2 m2, the problem can be
formulated as
minimize

X
=1
g()RK1T  K2

1
subject to
X
=1
g() = 1; g()  0
(4.21)
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with variables g 2 R, where R is n2  n1, and T is m1  m2 stochastic
matrices for  = 1; : : : ; , and K2  K1 is determined if the optimal value is
zero. As mentioned in Section 4.1, R's and T's can be equivalently treated
as pure channels, so there are at most nn21 m
m1
2 dierent fR; Tg pairs, and
consequently there are nitely many g()'s involved in the problem (4.21). It
is easy to see that (4.21) is a convex optimization problem, and it can be re-
formulated as a linear programming problem with variables g() and an n2 1
vector c
minimize 1Tc
subject to   c 
"
X
=1
g()RK1T  K2
#
(:;j)
 c; for j = 1; : : : ;m2;
X
=1
g() = 1; g()  0:
(4.22)
We also notice that the optimal value of (4.22) provides a way to evaluate the
Shannon deciency of K1 with respect to K2.
In the above analysis, the maximum number of fR; Tg pairs, given
by nn21 m
m1
2 (or (n!)
2 if both K1 and K2 are nn doubly stochastic), grows very
rapidly with the sizes of K1 and K2. With K2  K1 already determined, it is
natural to ask if (4.1) can hold with some reduced number of fR; Tg pairs.
In other words, we seek to have a sparse solution of g. We have the following
theorem regarding the sparsity of g given K2  K1, based on Caratheodory's
theorem [57, p.155].
Theorem 4.3.1. For two DMCs K1 of size n1 m1 and K2 of size n2 m2,
if K2  K1, there exist a probability vector g 2 R+ and  pairs of stochastic
matrices fR; Tg=1 such that (4.1) holds with   n2(m2   1) + 1. If both
K1 and K2 are nn doubly stochastic, the number of necessary fR; Tg pairs
in (4.1) can be improved as   (n  1)2 + 1.
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Proof. Since an n2m2 stochastic matrix is determined by its n2 rows and rst
m2 1 columns, the class of all n2m2 stochastic matrices can be viewed as a
convex polytope in n2(m2 1) dimensions. We apply Caratheodory's theorem
[57, p.155], which asserts that if a subset S of Rm is k-dimensional, then every
vector in the convex hull of S can be expressed as a convex combination of
at most k + 1 vectors in S, on (4.1) with K1 of size n1 m1 and K2 of size
n2m2. It is clear that RK1T and K2 are at most n2(m2  1)-dimensional.
Therefore if K2 is in the convex hull of fRK1Tg=1, it can be expressed as a
convex combination of at most n2(m2 1)+1 matrices in fRK1Tg=1, i.e. the
number of necessary fR; Tg pairs can be bounded as  = 1  n2(m2 1)+1
if (4.1) holds. A similar proof can follow for the case of both K1 and K2 being
n n doubly stochastic, in which they are at most (n  1)2-dimensional.
It is well-known that a typical approach to recover a sparse signal vector
from its linear measurements is compressed sensing with `1 norm minimization
(also known as basis pursuit). To apply this approach to our problem, we can
formulate it as
minimize
X
=1
jg()j
subject to
X
=1
g()RK1T = K2
(4.23)
with variables g 2 R. It is easy to prove that the optimal g always comes
out non-negative given K2  K1. However, (4.23) does not necessarily give a
sparse solution for g. As pointed out in [58] which addresses the solvability
of a sparse probability vector based on linear measurements through `1 norm
minimization, in order for the sparse probability vector to be solvable, the
number of independent measurements needs to be at least two times the spar-
sity level. In our case this is not satised, since the number of independent
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equations (n2(m2   1) or (n   1)2) in the constraints in (4.23) is usually less
than 2 (which can be up to 2n2(m2  1)+ 2 or 2(n  1)2+2). There are also
other sparsity-inducing numerical methods such as matching pursuit, which
will be addressed in the next section.
4.4 Channel Inclusion through OMP
Orthogonal matching pursuit (OMP) [59] and its variants are widely investi-
gated in the literature for sparse solutions of linear equations. OMP algorithm
gives a possibly sub-optimal solution to the following problem with vector g
being the variable
minimize Q(g) = kh  Agk22
subject to kgk0  s
(4.24)
through which the known upper bound s of sparsity level is exploited. Notice
that the standard OMP algorithm does not impose the constraint g  0. In
the context of the channel inclusion problem, A is a n2m2  nn21 mm12 matrix
with its -th column [A](:;) = vec(RK1T) (i.e. [A](:;) is the vectorized
version of RK1T by stacking its columns in a vector), and h = vec(K2).
Moreover, we have the additional constraint g  0 so that (4.24) becomes
minimize Q(g) = kh  Agk22
subject to kgk0  s; g  0
(4.25)
where s = n2(m2   1) + 1. Note that if inclusion is present the solution will
automatically satisfy kgk1 = 1, without adding this as an extra constraint.
The problem in (4.25) is related to (4.21) and (4.22) in the sense that if the
optimal value of (4.25) is zero, the solution of (4.25) is also the solution of
(4.21) and (4.22).
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To introduce briey, OMP algorithm nds a sparse solution of (4.24) by
selecting columns of A having inner products with the residue h Ag with a
large magnitude. This requires taking the absolute value of the inner products
in solving (4.24), followed by solving a least-square (LS) problem. However,
to solve (4.25) we require g to have non-negative entries. We will modify the
standard OMP to encourage this result by not taking the absolute value of the
inner products, which is shown in Theorem 4.4.1 to be a necessary condition
for the LS solution to be non-negative in each entry.
In this section, assuming channel inclusion is present, we introduce
OMP-like algorithms which solve for a sparse probability vector involved in
channel inclusion. The established algorithm is also applicable to other prob-
lems (e.g. solving for sparse probability vector based on moments of the dis-
crete random variable [58]) with the objective of solving for non-negative vec-
tors, and we will describe it in general terms. Unlike the standard OMP
algorithm which operates without positivity constraints on the solution, the
algorithms established here aim to nd a non-negative sparse solution of g
based on h and A. For this purpose, modications are needed in our algo-
rithms compared to the standard OMP algorithm which solves (4.24), in order
to solve the problem in (4.25). For example, standard OMP relies on choosing
the inner product with the largest absolute value, while our algorithms consid-
er the signed inner product; standard OMP makes one attempt per iteration
for the least-square solution, while it is possible for our algorithm to make
multiple attempts. This is because we insist that at each iteration the LS so-
lution yields non-negative entries, which depends on the column chosen at the
current iteration. If the LS solution provides some negative entries, instead of
projecting the solution to the non-negative orthant, we start over and select
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a new column with a positive inner product. This preserves the orthogonality
of the residue with all the selected columns. The details of our algorithm is
given as follows.
Algorithm 4.4.1. The modied OMP algorithm for retrieving non-negative
sparse vector g from Ag = h with known upper bound of sparsity level s consists
of the following
Inputs:
 An p q matrix A with p q
 An p 1 vector h which consists of noise-free linear measurements of g
 The known upper bound of sparsity level s of the non-negative vector g
(in general it is p; for the channel inclusion problem, it is as specied in
Theorem 4.3.1)
 Tolerance , for error being essentially zero
Outputs:
 A ag f for a solution being found (f = 1) or not found (f = 0)
 The number s1 of iterations for the residue to become essentially zero (if
f = 1)
 A set (vector) s1 of column indices for A, s1  f1; 2; : : : ; qg (if f = 1)
 An s1  1 vector gs1 (if f = 1)
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Procedure:
Initialize the residue to r0 = h, the set of indices to  = 01s, the
matrix containing the columns of A which are selected to Asel = 0ps, the inner
product vector to P = 01q, and the iteration counter t = 1. The remaining
steps are given in pseudo-code as follows:
01: while t  s and krt 1k1  
02: P = rTt 1A; . inner product generation
03: gt =  1t1; . initializing the sparse vector
04: while minfgtg < 0 and maxfPg > 0
05: t = argmaxj P(j); (t) = t; . locating the largest inner
product
06: [Asel](:;t) = [A](:;t); . selecting a new column of A
corresponding to t
07: gt = argming kh  [Asel](:;1:t)gk22; . solving a least-square
problem
08: P(t) =  1; . marking index t as attempted to avoid
multiple attempts
09: end;
10: rt = h  [Asel](:;1:t)gt; t = t+ 1; . updating residue for the
next iteration
11: end;
Finally, set f = 1 if minfgt 1g  0 and krt 1k1 < , otherwise f = 0.
With f = 1, the other outputs are s1 = t  1, s1 = (1:s1), and gs1 is as given
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at the termination of the iterations. The j-th entry of gs1 is the j-th entry of
g and all other entries of g are zero.
Notice that the \while" loop starting Line 4 in Algorithm 4.4.1 always
terminates because there are always nitely many positive inner products avail-
able for selection. Algorithm 4.4.1 inherits the keys steps directly from the
standard OMP algorithm, as seen from Lines 2, 6, 7 and 10. It diers from the
standard OMP algorithm in that it aims to nd a non-negative least-square
solution at each iteration unless all the positive inner products are depleted,
which is reected by Line 4. As seen from numerical simulations, it has a very
low rate of failure in the sense that it returns several f = 0 out of a very large
number of tests in which channel inclusion is present. An illustration of this
is given in Figure 4.2, which shows the rate of failure of Algorithm 4.4.1, with
 = 1; 2; 3; 4; 5 and randomly generated stochastic matrices K1, fR; Tg=1
as well as probability vector fgg=1. Specically, all matrix and vector entries
are generated according to uniform distribution in [0; 1] and then normalized
to satisfy probability constraint. We can also observe that the rates of failure
are very close for dierent values of .
Failures occur if the algorithm produces a vector gs1 that has negative
entries. It is natural to ask why Algorithm 4.4.1 produces failures. We rule
out the selection of a positive inner product (as reected in Lines 4 and 5)
from being the reason, as justied by the following theorem.
Theorem 4.4.1. In Algorithm 4.4.1, the selection of a positive inner product
(as reected in Lines 4 and 5) is necessary for the least-square solution (in
Line 7) to be non-negative. Moreover, at each iteration, vector P always has
86
1 2 3 4 5
1
1.5
2
2.5
3
3.5
4
x 10−6
β
ra
te
 o
f f
ai
lu
re
 
 
both K1 and K2 are 3 × 3
both K1 and K2 are 4 × 3
Figure 4.2: Rate of failure of Algorithm 4.4.1 with randomly generated s-
tochastic matrices K1 and K2  K1
at least one positive entry, so that a (not yet selected) column of A having a
positive inner product with the residue is always possible.
Proof. First, we prove that at the t-th iteration, the t-th entry of gt, denoted
by gt(t), has the same sign as


rt 1; [Asel](:;t)

(we use the notation < ;  > for
inner product in order to make it clearly identiable as a scalar), and therefore
selecting a negative inner product would never produce a gt  0, based on
the orthogonality property that rt 1 is perpendicular to all the columns of
[Asel](:;1:t 1). Suppose [Asel](:;t) is the selected column of A. Based on
h = rt 1 + [Asel](:;1:t 1)gt 1 = rt + [Asel](:;1:t)gt (4.26)
we have
[Asel](:;1:t)gt = [Asel](:;1:t 1)gt 1 + rt 1   rt (4.27)
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By taking the inner product of (4.27) with rt 1, we have


rt 1; [Asel](:;t)

gt(t) = hrt 1; rt 1   rti = krt 1k2

krt 1k2   hrt 1; rtikrt 1k2

(4.28)
Clearly, hrt 1; rti =krt 1k2 is the scalar projection of rt onto rt 1 and thus
hrt 1; rti =krt 1k2  krtk2. In addition, krtk2 < krt 1k2 due to the involvement
of an additional column in the least-square problem. Consequently, (4.28) is
positive, which implies that gt(t) has the same sign as


rt 1; [Asel](:;t)

and

rt 1; [Asel](:;t)

> 0 is necessary for gt  0.
Second, we prove that it is always possible to select a column [Asel](:;t)
from A, such that


rt 1; [Asel](:;t)

> 0, before the iterations terminate (i.e.
rt 6= 0p1). Dene three sets of p  1 vectors S1 = fvj hrt;vi > 0g, S2 =
fvj hrt;vi < 0g and S3 = fvj hrt;vi = 0g. It is clear that S1, S2 and S3 are
mutually exclusive and are all convex. It is also clear that all the columns of
[Asel](:;1:t) is in S3, and h 2 S1 based on (4.26). If there is no column of A
which is in S1, then h cannot be in the convex hull of the columns of A, hence
contradicting the fact that Ag = h with some probability vector g. Therefore
a positive inner product together with its corresponding column of A is always
available for selection, and the proof is complete.
Theorem 4.4.1 implies that no mistake is made by not considering the
negative inner products. Thus we believe that the failures produced by Al-
gorithm 4.4.1 are due to the fact that not all the possible selections of inner
products are attempted. Going one step further from Algorithm 4.4.1, it is
desirable to establish an improved algorithm which is always successful. We
now describe the algorithm which can be proved based on a forthcoming con-
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jecture to be always successful in solving for sparse probability vector involved
in channel inclusion, provided that inclusion is present.
Algorithm 4.4.2. The modied OMP algorithm for retrieving non-negative
sparse vector g from Ag = h with known upper bound of sparsity level s consists
of the following
Inputs:
 An p q matrix A with p q
 An p 1 vector h which consists of noise-free linear measurements of g
 The known upper bound of sparsity level s of the non-negative vector g
(in general it is p; for the channel inclusion problem, it is as specied in
Theorem 4.3.1)
 Tolerance , for error being essentially zero
Outputs:
 A ag f for a solution being found (f = 1) or not found (f = 0)
 The number s1 of iterations for the residue to become essentially zero (if
f = 1)
 A set (vector) s1 of column indices for A, s1  f1; 2; : : : ; qg (if f = 1)
 An s1  1 vector gs1 (if f = 1)
Procedure:
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Initialize the residue to r0 = h, the set of indices to  = 01s, the
matrix containing the columns of A which are selected to Asel = 0ps, the inner
product matrix to P = 0sq, and the iteration counter t = 1. For observation
purpose we also count the actual number of iterations tact, which is initialized
as zero. The remaining steps are given in pseudo-code as follows:
01: while 1  t  s and krt 1k1  
02: if maxf[P ](t;:)g  0 and minf[P ](t;:)g < 0
03: [P ](t;:) = 01q; t = t  1; . resetting inner product and
tracing back
04: else
05: if [P ](t;:) == 01q
06: [P ](t;:) = r
T
t 1A; . inner product generation
07: end;
08: gt =  1t1; . initializing the sparse vector
09: while minfgtg < 0 and maxf[P ](t;:)g > 0
10: t = argmaxj[P ](t;j); (t) = t; . locating the largest
inner product
11: [Asel](:;t) = [A](:;t); . selecting a new column of A
corresponding to t
12: gt = argming kh  [Asel](:;1:t)gk22; . solving a least-square
problem
13: [P ](t;t) =  1; . marking index t as attempted to avoid
multiple attempts
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14: end;
15: if minfgtg < 0
16: [P ](t;:) = 01q; t = t  1; . resetting inner product and
tracing back
17: else
18: rt = h  [Asel](:;1:t)gt; t = t+ 1; . updating residue for
the next iteration
19: end;
20: end;
21: tact = tact + 1;
22: end;
Finally, set f = 1 if t  1 and krt 1k1 < , otherwise f = 0. With
f = 1, the other outputs are s1 = t   1, s1 = (1:s1), and gs1 is as given at
the termination of the iterations. The j-th entry of gs1 is the j-th entry of g
and all other entries of g are zero.
Algorithm 4.4.2 diers from Algorithm 4.4.1 primarily in the following
two aspects: the inner product is changed from a vector into a matrix, as
reected in Line 6, for the purpose of recalling the values of inner products
involved in the past iterations. Moreover, the iteration may go backward,
as reected by Lines 3 and 16, in the sense that the most recently added
columns of Asel may be deleted in order to \backtrack". In Algorithm 4.4.2,
the iteration proceeds at t when a new column of A can be found, such that
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with [Asel](:;t) updated as this new column, it follows that gt = argming kh 
[Asel](:;1:t)gk22  0, i.e. the least-square solution of the sparse vector is non-
negative in each entry; otherwise, the iteration traces back and updates the
selection of [Asel](:;t 1), for the purpose of making it possible to nd [Asel](:;t)
such that gt = argming kh  [Asel](:;1:t)gk22  0. When the iteration proceeds,
the residue is updated for inner product generation in the next iteration; when
the iteration traces back, the inner product is reset, in order to enable its re-
generation when the iteration proceeds to this step a second time.
We now introduce the following conjecture which will lead to the eec-
tiveness (to be proved in Theorem 4.4.2) of Algorithm 4.4.2.
Conjecture 4.4.1. Let G be a matrix with all entries being non-negative and
all columns being linearly independent. There exists at least one column g of G
such that, with G obtained by excluding g from G, x^ := argminx kg Gxk22
has non-negative entries.
Conjecture 4.4.1 points out that among several linearly independent
non-negative vectors, there is at least one of them, whose orthogonal projection
onto the hyperplane dened by the other vectors is a conic combination of
those vectors. In the following, we show the eectiveness of Algorithm 4.4.2,
as stated in Theorem 4.4.2.
Theorem 4.4.2. If Conjecture 4.4.1 holds, then Algorithm 4.4.2 does not fail,
i.e. f = 1 is returned when inclusion is present.
Proof. We rst start with two preparatory lemmas which generalize Conjecture
4.4.1.
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Lemma 4.4.1. Let nm matrix G have all of its entries being non-negative
and all of its columns being linearly independent, and Gx1 = x2 with all entries
of vector x1 being non-negative, then there exists at least one column g of G
such that, with G obtained by excluding g from G,
x3 = argmin
x
kx2  Gxk22 = argmin
x
kGx1  Gxk22  0 (4.29)
Proof. According to Conjecture 4.4.1, there exists at least one column g of
G such that, with G obtained by excluding g from G,
GT (g  Gx4) = 0 (4.30)
holds with x4  0. Let y1 be the part of x1 corresponding to G and yg be
the part of x1 corresponding to g, i.e.
x2 = Gx1 = Gy1 + ygg (4.31)
The assertion in (4.29) is equivalent to the existence of x3  0 such that
GTGx3 = G
T
 x2 = G
T
Gx1. In order to prove this, according to Farkas'
lemma [60, Proposition 1.8] which states a sucient condition for such non-
negative vector to exist, it suces to prove that for any vector x5 such that
(GTG)
Tx5 = G
T
Gx5  0, (GTGx1)Tx5 = xT1GTGx5  0 holds. Based on
(4.30) and (4.31), it is clear that
xT1G
TGx5 = xT2Gx5 = (Gy1+ygg)
TGx5 = yT1G
T
Gx5+ygx
T
4G
T
Gx5  0
(4.32)
given the known conditions that GTGx5  0, x4  0, y1  0 and yg  0, and
we have proved (4.29) which generalizes Conjecture 4.4.1.
Lemma 4.4.2. There exists a set of matrices fGkgm 1k=1 , in which Gm 1 is
obtained by excluding one column from G and Gk is obtained by excluding one
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column from Gk+1 for k = 1; : : : ;m 2, such that (4.29) holds with G replaced
by any matrix in fGkgm 1k=1 , i.e. argminx kx2  Gkxk22  0 with x2 = Gx1.
Proof. Equation (4.29) implies that, for x2 = Gx1, there exists at least one
column g of G such that, with Gm 1 obtained by excluding g from G, the
orthogonal projection Gm 1x3 of x2 onto the column space of Gm 1 is inside
the convex cone generated by the columns of Gm 1. Furthermore, for any
matrix Gm 2 whose columns form a subset of the columns of Gm 1, it is
easy to notice that the orthogonal projection of Gm 1x3 onto the column
space of Gm 2 is identical to the orthogonal projection of x2 onto the column
space of Gm 2, i.e. argminx kx2  Gm 2xk22 = argminx kGm 1x3  Gm 2xk22.
Considering that x3  0 as proved for (4.29) above, it follows that there
exists a matrix Gm 2 obtained by excluding a column from Gm 1, such that
argminx kGm 1x3 Gm 2xk22  0, and thus argminx kx2 Gm 2xk22  0. This
in turn implies that by excluding the columns of G one by one, it is always
possible to guarantee that the orthogonal projection of x2 onto the linear space
formed by the remaining columns, is inside the convex cone generated by the
remaining columns, at each step, i.e. there exists fGkgm 1k=1 , in which Gm 1 is
obtained by excluding one column from G and Gk is obtained by excluding one
column from Gk+1 for k = 1; : : : ;m  2, such that argminx kx2   Gkxk22  0
for k = 1; : : : ;m  1.
Note that since argminx kx2   Gkxk22  0 is not aected by permut-
ing the columns of Gk, Lemma 4.4.2 can be alternatively stated as follows:
there exists at least one column permuted version of G, say Gm, such that
argminx kGx1   [Gm](:;1:k)xk22  0 holds for k = 1; : : : ;m   1. This will be
applied to prove that Algorithm 4.4.2 can successfully nd a sparse probability
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vector involved in channel inclusion. Here we use the notations in the descrip-
tion of Algorithm 4.4.2, and also new notations as needed. With the presence
of inclusion and the actual sparsity level being s1, there exists at least one
p  s1 matrix Asel with linearly independent columns, together with s1  1
vector gs1  0, such that Aselgs1 = h, where Asel is dened as a p s1 matrix
whose columns form a subset of the columns of A. Accordingly, there exists
at least one column permuted version of Asel, say As1 , such that
argmin
g
kh  [As1 ](:;1:k)gk22  0 (4.33)
holds for k = 1; : : : ; s1 1, and also for k = s1 since As1g0s1 = h with g0s1 being
some entry-permuted version of gs1 . This fact will be used in the following
to make categorization of the possible behaviors of Algorithm 4.4.2 in terms
of attempts made on the columns of A, from beginning (tact = 0, t = 1) to
termination (when either a sparse solution is found giving f = 1, t = s1 + 1,
or the algorithm declares no solution being found giving f = 0, t = 0), which
will lead to the conclusion that all possible behaviors of Algorithm 4.4.2 lead
to f = 1.
Mathematically, the behavior of Algorithm 4.4.2 in terms of attempts
made on the columns of A from beginning to termination is dened as this:
it is an ordered set B which has s1 elements, and the k-th element Bk itself
is a set with the elements being the columns of A that was attempted for the
selection of [Asel](:;k), for k = 1; : : : ; s1. Specically, if some column [A](:;j) of
A was attempted for the selection of [Asel](:;k), then [A](:;j) 2 Bk, otherwise
[A](:;j) 62 Bk. Before making the proposed categorization, we establish some
useful preliminaries. We refer to f = 1 as success and f = 0 as failure when
Algorithm 4.4.2 terminates. Note that t is a function of tact and will be denot-
ed by t(tact) as needed for clarication. The term \residue" will refer to the
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residue associated with the t columns [Asel](:;1:t) (which are already selected),
i.e. h  [Asel](:;1:t) argming kh  [Asel](:;1:t)gk22. We dene the notion of order-t
generalized failure with specied [Asel](:;1:t) (i.e. already selected t columns
satisfying argming kh   [Asel](:;1:t)gk22  0), as the situation in which all the
(remaining) columns of A having positive inner product with the residue are
attempted but not selected (or selected and removed later) as [Asel](:;t+1) and
backtracking has to be performed, i.e. t(tact + 1) = t(tact)  1, as reected by
Lines 3 and 16 in Algorithm 4.4.2. Here we allow t = 0 and treat [Asel](:;1:0)
as an empty (p  0) matrix accordingly, hence order-0 generalized failure is
equivalent to failure. Clearly, a generalized failure does not necessarily lead to
a failure, unless it is order-0, making it a necessary but not sucient condition
of failure. Therefore, with specied [Asel](:;1:t), by ruling out the possibility of
order-t generalized failure, it can be established that Algorithm 4.4.2 should re-
sult in success with such t columns specied. Also, notice that for some order-t
generalized failure to occur, a necessary condition is that all possible choices
for [Asel](:;t+1) (i.e. all remaining columns of A having positive inner product
with the residue) are attempted, and consequently this becomes a necessary
condition for failure to occur. Furthermore, due to the backtracking feature,
it is possible for Algorithm 4.4.2 to attempt any possible choice for [Asel](:;t+1)
(i.e. the columns of A having positive inner product with the residue). Based
on Theorem 4.4.1, if some choice of [Asel](:;t+1) appended to [Asel](:;1:t) results in
non-negative LS solution, then such choice should have positive inner product
with the residue. These further imply that with specied [Asel](:;1:t), if some
column [A](:;j) of A appended to [Asel](:;1:t) results in non-negative LS solution,
i.e. with [Asel](:;t+1) = [A](:;j), argming kh   [Asel](:;1:t+1)gk22  0, but [A](:;j)
has never been attempted for the selection of [Asel](:;t+1) after the termination
of Algorithm 4.4.2, then Algorithm 4.4.2 should result in success with such
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specied [Asel](:;1:t). With this implication utilized below, the possible behav-
iors of Algorithm 4.4.2 will be categorized into the ones that lead to success for
sure and the ones that may lead to generalized failures, in a recursive manner,
and we nally rule out the possibility of generalized failures.
Let P0 denote the set of all possible B's, i.e. all possible behaviors
in terms of column attempts of Algorithm 4.4.2. Dene Pk as the set of
possible behaviors of Algorithm 4.4.2 with [As1 ](:;1:k) specied as [Asel](:;1:k), for
k = 0; : : : ; s1, which is in accordance with what P0 represents and induction
will be enabled. Let Nk+1 denote the subset of Pk in which [As1 ](:;k+1) 62 Bk+1,
i.e. [As1 ](:;k+1) was never attempted for the selection of [Asel](:;k+1), for k =
0; : : : ; s1   1. For the base case, we consider the attempts made on selecting
the rst column of Asel, which happen at the instants with t = 1, regardless
of what tact is, as reected by B1. We categorize P0 into P0 = P1 [ N1 with
P1 \ N1 = ;, according to whether [As1 ](:;1) 2 B1 or not: P1 denotes the
subset of P0 in which [As1 ](:;1) 2 B1, i.e. [As1 ](:;1) was attempted at t = 1,
N1 denotes the subset of P0 in which [As1 ](:;1) 62 B1, i.e. [As1 ](:;1) was never
attempted at t = 1. Based on the above mentioned implication, since (4.33)
is satised with k = 1, N1 gives rise to success, and P1 gives rise to the
selection of [As1 ](:;1) as [Asel](:;1) (this can be justied based on Lines 9 and
12 in Algorithm 4.4.2). At this stage, we have some doubt if P1 will lead to
some generalized failure, while such possibility will eventually be ruled out
as we perform further categorization on P1. For the inductive step, consider
the attempts made on selecting the (k + 1)-th column of Asel (with [Asel](:;1:k)
already specied), which happen at the instants with t = k + 1, regardless of
what tact is. It can be easily veried that, the complimentary set of Nk+1 in
Pk is Pk+1, since based on (4.33), [As1 ](:;k+1) will be selected as [Asel](:;k+1) if it
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is attempted. Thus we now have Pk = Pk+1 [Nk+1 with Pk+1 \Nk+1 = ; for
k = 1; : : : ; s1   1, and eventually we have
P0 = [s1k=1Nk [ Ps1 (4.34)
with the individual sets on the right hand side being mutually exclusive. Sim-
ilar to the case of N1, each Nk in (4.34) gives rise to success. It is also clear
that Ps1 gives rise to success, since it has As1 specied as Asel, and As1g
0
s1
= h
holds with g0s1  0. It then follows that P0 gives rise to success, i.e. Algorithm
4.4.2 is able to nd a sparse probability vector successfully when inclusion is
present.
For Algorithm 4.4.2 to fail, Asel must have no column of A, and all the
columns of A have been attempted but none of them is selected eventually.
These possible multiple attempts all occur at t = 1, when Asel has no column
of A. Theorem 4.4.2 eectively rules out this possibility, and implies that
Algorithm 4.4.2 is guaranteed to work by searching for a non-negative least-
square solution at each iteration, in the sense that there exists a path of
iterations, in which an atom (a column of A) associated with a positive inner
product is selected at each iteration, eventually leading to a solution with all
entries of gs1 being non-negative. Essentially, Theorem 4.4.2 implies that by
only focusing on the selection of a new column which results in a non-negative
intermediate solution gt (as reected in Lines 9 and 15 of Algorithm 4.4.2),
we do not have the risk of driving Algorithm 4.4.2 into failure. If Algorithm
4.4.1 or 4.4.2 terminates with f = 1, the residue can be treated as zero. From
this, it can be shown that gs1 is a probability vector: consider the product
11n2m2([Asel](:;1:s1)gs1   h) = 0, we have n211s1gs1 = n2, which shows that
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the entries of gs1 sum up to 1, i.e. a sparse probability vector relating K1 and
K2 is obtained.
By performing the same numerical tests (i.e. for both K1 and K2 being
3 3 or 4 3, with randomly generated stochastic matrices K1, fR; Tg=1
as well as probability vector fgg=1) as performed on Algorithm 4.4.1, it is
observed that Algorithm 4.4.2 produces no failure in 5  106 tests for each
case. It is also seen that Algorithm 4.4.2 does not invoke many backtracks
in practice if inclusion is present, which is as expected given the fact that
Algorithm 4.4.1 has a very low rate of failure.
Furthermore, starting from two given DMCs K1 and K2 without know-
ing the presence or absence of inclusion, for the purpose of determining if
inclusion is present, the `1 minimization approach given by (4.22) should be
used since it provides guaranteed correctness about the presence or absence
of inclusion. Once the presence of inclusion is identied, for the purpose of
obtaining a sparse probability vector relating K1 and K2, Algorithm 4.4.1 can
be used rst, and if Algorithm 4.4.1 does not return a sparse probability vector
as desired, Algorithm 4.4.2 becomes the choice for this purpose. Although we
do not have a proof that Algorithm 4.4.2 does not incur a lot of backtracking,
we known empirically that it is the case, and thus Algorithm 4.4.2 is favor-
able in the sense that it makes a more eective and less complex approach for
obtaining a sparse solution than `1 minimization approach.
4.5 Extension of Channel Inclusion Ordering to Continuous Channels
In addition to exploring numerical approaches pertaining the inclusion between
DMCs, it also makes sense to establish the continuous counterpart of such
notion of channel inclusion. Specically, we consider some relation between
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two continuous channels that resembles the notion of channel inclusion in
[27], and has some similar implication on the ordering of coded error rate
performance. Here we use \continuous channel" to refer to any channel whose
output can take value from some continuous subspace of complex numbers
(tuples).
4.5.1 System Model
In an operational sense, we consider the following system model involving con-
tinuous channels with all the variables being complex: one continuous channel
K1: x1 ! y1 with conditional PDF f1(y1jx1), includes another continuous
channel K2: x2 ! y2 with conditional PDF f2(y2jx2), if x1 can be thought of
as generated from some random function of x2 and y2 can be thought of as
generated from some random function of y1. Here we assume K1 and K2 have
a common message set f1; 2; : : : ;mg. We interpret x1 2 CN and x2 2 CN as
input vectors (transmitted codewords of length N), y1 2 CN1 and y2 2 CN1
(where N1  N) as the vector variables based on which the decoder makes
decision about what has been transmitted. Depending on the availability of
CSI (realizations of specic channel variables known at the decoder, and used
in conjunction with the output by the decoder to make decision), y1 and y2
can be viewed as just the output vectors in CN , or the vectors containing the
output vectors and the corresponding CSI variables. Assume there is an en-
coder E(): f1; 2; : : : ;mg ! CN for K2 which encodes message c into x2, and
a decoder D(): CN1 ! f1; 2; : : : ;mg for K2 which decodes y2 into c^, i.e.
x2 = E(c); c^ = D(y2) (4.35)
The conditional probability of c^ on c associated with K2 can be expressed as
p2(c^jc) =
Z Z
f2d(c^jy2)f2(y2jx2)f2e(x2jc)dx2dy2 (4.36)
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where
f2d(c^jy2) = (c^ D(y2)); f2e(x2jc) = (x2   E(c)) (4.37)
are Dirac delta functions. Note that equation (4.36) can be simplied as
p2(c^jc) =
R
f2d(c^jy2)f2(y2jE(c))dy2 since E() is one-to-one whileD() is multiple-
to-one.
4.5.2 Analysis of Ordering Relation
We would like to establish that K1 is better than K2 in the Shannon sense.
Specically, this means if there is a set of m code words fwlgml=1 of length
n, such that an error rate of Pe2 is achieved with the code words being used
with probabilities fplgml=1 under K2, then there exists a set of m code words
of length N , such that an error rate of Pe1  Pe2 is achieved under K1 with
the code words being used with probabilities fplgml=1.
Toward the above objective, we rst consider what kind of expression
can serve as the continuous counterpart of equation (4.1), which denes the
inclusion between two DMCs. It is clear that a stochastic matrix represents a
conditional probability mass function (PMF), which has conditional PDF as
its continuous counterpart; and the product of two stochastic matrices, which
is essentially the calculation of discrete total probability through summation
in the form P(yjx) = Pn P(yj = n)P( = njx) (where the variables are
all discrete), can also be generalized straightforwardly to continuous cases
in which the formula of total probability is expressed in the form f(yjx) =R
f(yjz)f(zjx)dz (where the variables can be either discrete or continuous).
Therefore, what we propose to use as the denition of K2  K1 between the
two continuous channels K1 and K2, which is the continuous counterpart of
equation (4.1), can be established as the equivalence between two conditional
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PDFs
f2(y2jx2) =
X
=1
g()
Z Z
t(y2jy1)f1(y1jx1)r(x1jx2)dx1dy1 (4.38)
in which the pair of conditional PDFs ft(y2jy1); r(x1jx2)g can be thought
of as used with probability g(), and
P
=1 g() = 1. Note that the summa-
tion over  can be generalized straightforwardly to an integration. In addi-
tion, the notion of pure channel as dened in [27] represents deterministic
input and output operations, and its continuous counterpart should be de-
terministic operations on x2 and y1. Without loss of generality, we assume
ft(y2jy1); r(x1jx2)g to be resulted from specic functions y2 = Gy;(y1; y;)
and x1 = Gx;(x2; x;), i.e.
t(y2jy1) =
Z
(y2  Gy;(y1; y;))y;(y;)dy; (4.39)
r(x1jx2) =
Z
(x1  Gx;(x2; x;))x;(x;)dx; (4.40)
together with some random vectors y; having PDF y;(y;) and x; having
PDF x;(x;), for each value of . Note that y; and x; can be random
vectors of arbitrary dimension, e.g. y; contains only h for y2 = hy1, while
it contains h and  for y2 = hy1 + . Here we assume all the functions
x1 = Gx;(x2; x;) preserve the power constraint.
We next prove its implication on the ordering of error rate performance
under the same length of codes. For this purpose, we establish the following
representation of error rate, which will be utilized to relate the error rates of
K1 and K2, and in turn to establish the ordering between them.
It is clear that each fc^; cg pair is associated with a certain error rate
e(c^; c). Here e(c^; c) 2 [0; 1] can represent bit, symbol, or codeword (message)
error rate, which are all deterministic functions of (c^; c) independent of the
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channel. Consequently, the (average) error rate of K2 can be expressed as
Pe2(E(); D()) =
X
c^;c
e(c^; c)p2(c^jc)p(c) (4.41)
where p2(c^jc) is the conditional probability of c^ on c associated with K2 given
by (4.36), and p(c) denotes the probability of c. A similar expression
Pe1(E;x;(); D;y;()) =
X
c^;c
e(c^; c)p;x;;y;(c^jc)p(c) (4.42)
of the error rate as positive linear combination of the pair-wise message (code-
word) error probabilities can be established for K1.
We now establish the relations between such probabilities p;x;;y;(c^jc)
and p2(c^jc) pertaining K1 and K2 based on equations (4.36) and (4.38), by
using a similar method as used in [34, Theorem 1], i.e. by associating the input
and output operations into the specic encoder and decoder respectively, as
their randomization. By plugging (4.37) and (4.38) into (4.36), we obtain
p2(c^jc) =
Z Z
(c^ D(y2))"
X
=1
g()
Z Z
t(y2jy1)f1(y1jx1)r(x1jx2)dx1dy1
#
(x2   E(c))dx2dy2
(4.43)
By plugging (4.39) and (4.40) into (4.43), and considering thatZ
(c^ D(y2))(y2  Gy;(y1; y;))dy1 = (c^ D(Gy;(y1; y;))) (4.44)
andZ
(x2   E(c))(x1  Gx;(x2; x;))dx1 = (x1  Gx;(E(c); x;)) (4.45)
we obtain
p2(c^jc) =
X
=1
g()
Z Z
p;x;;y;(c^jc)y;(y;)x;(x;)dx;dy; (4.46)
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where
p;x;;y;(c^jc)
=
Z Z
(c^ D(Gy;(y1; y;)))f1(y1jx1)(x1  Gx;(E(c); x;))dx1dy1
(4.47)
is the conditional probability of c^ on c associated with K1, together with some
encoder and decoder pair determined by , x; and y;. Furthermore, the
encoder E;x;() and the decoder D;y;(), as involved in (4.42), are thus
specied as
E;x;(c) = Gx;(E(c); x;) (4.48)
and
D;y;(y1) = D(Gy;(y1; y;)) (4.49)
By multiplying (4.46) with e(c^; c)p(c) and taking summations over c^ and c,
and also considering (4.41) and (4.42), we have
Pe2(E(); D())
=
X
=1
g()
Z Z
Pe1(E;x;(); D;y;())y;(y;)x;(x;)dx;dy;
=E;x;;y; [Pe1(E;x;(); D;y;())]
(4.50)
where Pe1(E;x;(); D;y;()) denotes the error rate ofK1 with encoder E;x;()
corresponding to input operation Gx;(x2; x;) on x2, and decoder D;y;()
corresponding to output operation Gy;(y1; y;) on y1; the expectation is taken
over all the possible f; x;; y;g.
With (4.50) established above, we are able to identify how K1 and K2
can be ordered in a similar manner as the Shannon ordering of DMCs. Clearly,
it is seen from (4.50) that Pe2(E(); D()) is the mean ofZ Z
Pe1(E;x;(); D;y;())y;(y;)x;(x;)dx;dy; (4.51)
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over the distribution of , and it follows that there exists some 1 in the
support of g() such thatZ Z
Pe1(E1;x;1 (); D1;y;1 ())y;1(y;1)x;1(x;1)dx;1dy;1
Pe2(E(); D())
(4.52)
Similarly, since y;1(y;1) and x;1(x;1) are PDFs, there exists some 
(1)
y;1
in the support of y;1(y;1) and some 
(1)
x;1 in the support of x;1(x;1),
such that
Pe1(E1;(1)x;1
(); D
1;
(1)
y;1
())

Z Z
Pe1(E1;x;1 (); D1;y;1 ())y;1(y;1)x;1(x;1)dx;1dy;1
(4.53)
Consequently, it follows from (4.52) and (4.53) that, there exists some 1, 
(1)
y;1
and 
(1)
x;1 , which are realizations of , y; and x; respectively, such that
Pe1(E1;(1)x;1
(); D
1;
(1)
y;1
())  Pe2(E(); D()) (4.54)
In (4.54), the left hand side is the error rate of K1 with the encoder E1;(1)x;1
()
and the decoder D
1;
(1)
y;1
(), and the right hand side is the error rate of K2
with the encoder E() and the decoder D(). Based on how the two encoders
are related, given by (4.48), together with the assumptions that x1 2 CN ,
x2 2 CN , and any function x1 = Gx;(x2; x;) preserve the power constraint,
it is seen that the two encoders have the same power constraint and length
of codewords. Therefore we have proved that K1 is better than K2 in the
Shannon sense, i.e. there exists a code for K1 with the same length as the one
for K2, such that an error rate of K1 which is no more than the one of K2 is
achievable.
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4.5.3 Orderings of Generalized Metrics
Taking one step further from error rate ordering, it is natural to ask if similar
orderings can be established for generalized metrics pertaining some inference
problem through noisy channels, given the condition that two channels exhibit
inclusion relation, since other distortion metrics are also used in practice [53].
Compared to Section 4.5.2, the dierences involved here are generalized in-
ference problem and generalized metric. Specically, c can be any value of
interest which is mapped into the channel input, and c^ is the estimation of c
based on the channel output; the error metric e(c^; c) can be changed into any
metric which is a non-negative deterministic function of (c^; c).
We rst notice that many kinds of distortion metric can be expressed
as positive linear combinations of conditional probabilities, like the error rate
described by equation (4.41). Starting from this, we think that for some
performance metric
P =
X
c^;c
e(c^; c)p(c^jc)p(c) (4.55)
which is expressed in the form of a positive linear combination of certain
conditional probabilities p(c^jc), it is possible to establish the ordering of such
metrics pertaining two channels which exhibit inclusion relation, following a
similar approach as intended for the ordering of error rate performance.
Since we have already established the proof for the error rate ordering
between K1 and K2 in Section 4.5.2, the relations between the involved condi-
tional probabilities p(c^jc) pertaining two channels can be established using the
same approach, based on the relation between f1(y1jx1) and f2(y2jx2) given
by (4.38), leading to ordering relation between K1 and K2 on the metrics hav-
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ing the above mentioned property. Specically, it is clear that the derivation
through (4.41), (4.42) and (4.50) are also applicable to generalized metrics
which can be represented in the form of (4.55), and thus the ordering between
such metrics of K1 and K2 follows the same manner as error rate ordering.
4.6 Application of Inclusion between Continuous Channels to Comparisons
of Phase Noises
Following the results in Section 4.5.2, we intend to apply it in comparing
dierent phase distributions involved in multiplicative noises.
4.6.1 System Model
It is well-known that some fading distributions like Nakagami distribution are
dened only based on the distribution of the amplitude, therefore it is of inter-
est to establish some meaningful comparison between dierent distributions
of the phase. We assume the system model in this section as inherited from
the one in Section 4.5, with the additional conditions jx1(n)j = jx2(n)j and
jy1(n)j = jy2(n)j for n = 1; 2; : : : ; N . Here x1(n) denotes the n-th entry of the
input vector x1, y1(n) denotes the entry of y1 corresponding to x1(n), and the
same indexing applies for K2. Specically, we focus on a typical situation of
interest, which is the comparison between two channels K1:
y1 = jhjej1x1 + jjej1 (4.56)
and K2:
y2 = jhjej2x2 + jjej2 (4.57)
with K2 possibly included in K1 through the randomization
x1 = e
jxx2; y2 = e
jyy1 (4.58)
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Here jhj and jj are both scalar non-negative random variables, 1, 1, 2, 2,
x and y are all scalar real random variables, x and y are independent of
the random variables involved in K1, and the index (n) is dropped without
loss of generality. The comparisons between this kind of K1 and K2 are made
possible based on established results regarding distributions on a circle which
can be found in references like [61].
4.6.2 Orderings between Dierent Phase Distributions in Multiplicative
Noises
Here we describe some results of this kind. Wrapped normal distribution
WN (; ), by denition, is obtained by wrapping the normal distribution
N (; 2) with 2 =  2 log  onto the circle. It has the property that the sum
of two independent random variables, 1  WN (1; 1) and 2  WN (2; 2),
has the distribution WN (1 + 2; 12). Another similar case to this is the
wrapped Cauchy distribution WC(; ), obtained by wrapping the Cauchy
distribution C(; 2) with 2 =  2 log  (with PDF f(x;; a) = a=[(a2 +
(x  )2)] and  = e a) onto the circle, and having the property that the sum
of two independent random variables, 1  WC(1; 1) and 2  WC(2; 2),
has the distribution WC(1 + 2; 12). Uniform distribution on the circle,
dened through the PDF f() = (2) 1, has the property that +  is always
uniform on the circle as long as  is of some distribution independent of  on
the circle. With the help of this kind of results, we are able to identify certain
orderings between dierent phase distributions.
For example, consider the ordering between K1 and K2 as modeled
above. By making use of relevant properties of circular distributions, we think
it is possible to tell what kind of known circular distributions of 1, 2, 1
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and 2 are related in such a manner, so that we can obtain ordering results
between dierent phase distributions. Recalling the above mentioned proper-
ties of wrapped normal distribution and circular uniform distribution, some
simple results can be obtained, based on our results in Section 4.5.2: with 1
and 2 both having uniform distribution on the circle, K1 is better than K2
in the Shannon sense if 1  WN (0; 1) and 2  WN (0; 2) with 2  1,
or if 2 is of circular uniform distribution and 1 is of any other circular dis-
tribution. Similarly, for wrapped Cauchy distribution, if 1  WC(0; 1) and
2  WC(0; 2) with 2  1, it follows that K1 is better than K2 in the
Shannon sense. These results are somewhat non-obvious in the sense that K1
and K2 have the same instantaneous SNR but perform dierently.
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Chapter 5
Conclusions
In Chapter 2 of this dissertation we investigate asymptotic properties at both
high and low average SNRs of the ergodic capacities for several adaptive trans-
mission schemes and a wide class of channel distributions. We show that at
high average SNR, both CI and CTCI exhibit the same capacity pre-log con-
stant of 1, while TCI exhibits a pre-log constant which is strictly less than 1.
This is a special case of a more general result (Theorem 2.3.2) which shows
that the presence of outage in the high-SNR instantaneous power ratio reduces
the pre-log constant. Consequently, with the average SNR being suciently
high, both CI and CTCI outperform TCI. In addition, we prove that the ca-
pacity of CTCI is monotonically increasing with the threshold for any value of
average SNR, which is used to show that the largest asymptotic capacity gap
among all the schemes under fading is the one between CI and OA. We have
derived closed-form expressions for asymptotic gaps between CI and OA as
well as CI and AWGN. For the case of low average SNR, we show that AWGN
capacity can be exceeded by OA and TCI. Consequently, TCI is a favorable
scheme at low average SNR since it has signicantly less complexity than OA.
We also study the behavior of the derived high-SNR gaps among CI,
OA and AWGN in the presence of diversity. Through the examples of space
diversity and multi-user diversity, we point out that the high-SNR gaps can
be made arbitrarily small with suciently large number of antennas or users.
Based on our expressions for rates of convergence, it is shown that antennas
are more ecient than users in reducing the gaps. An example of a chan-
nel distribution under which the sub-optimality gaps are independent of the
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number of users K is also given to illustrate that the gaps need not always
reduce with K. It is implied that CI can be made asymptotically optimal with
suciently large diversity order.
In Chapter 3 of this dissertation, we investigate the relationship be-
tween the high-SNR asymptotic average error rate and outage by establishing
that the instantaneous error rate being upper bounded by an exponential func-
tion of the instantaneous SNR is sucient for outage events to dominate error
rate performance. We do this by establishing the regular/rapid variation of
the CDF of the channel power gain with exponent d at 0 to be a necessary
and sucient condition for the error rate to exhibit a diversity order of d.
This implies the equivalence between the error-rate-based diversity order and
the outage-based diversity order, thereby characterizing the conditions under
which the outage event dominates high-SNR error rate performance. For the
case of nite d, the constant SNR oset between dierent communication sys-
tems over the same fading channel with exponentially bounded instantaneous
error rates is revealed. For instantaneous error rates given by a mixture of
exponential functions of the instantaneous SNR (AS1c), we express the high-
SNR asymptotic error rates directly as multiples of the outage probability
(channel CDF for small arguments). Furthermore, we derive the asymptotic
error rate for instantaneous error rate satisfying AS1c, considering dieren-
t diversity combining schemes with the CDF of the channel power gain of
each diversity branch being regularly varying at 0. All these results exhibit
the convenience and eectiveness of Tauberian theorem as a tool to analyze
the asymptotic error rate performance related to diversity under fading, thus
conveniently generalizing and complementing the PDF-based approach in [16].
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Numerical results show that our approach gives more accurate approximations
than [16].
In Chapter 4 of this dissertation, we investigate the characterization of
channel inclusion between DMCs through analytical and numerical approach-
es. We have established several conditions for equivalence between DMCs,
and for inclusion between DMCs with structure including doubly stochastic,
circulant, and symmetric DMCs. We formulate a linear programming problem
leading to the quantitative result on how far is one DMC apart from including
another, which has an implication on the comparison of their error rate perfor-
mance. In addition, for the case in which one DMC includes another, by using
Caratheodory's theorem, we derive an upper bound for the necessary number
of pairs of pure channels involved in the representation of the worse DMC in
terms of the better one, which is signicantly less than the maximum possible
number of such pairs. This kind of sparsity implies reduced complexity of
nding the optimal code for the better DMC based on the code for the worse
one. By modifying the standard OMP algorithm, an iterative algorithm that
exploits this sparsity is established, which is seen to be signicantly less com-
plex than basis pursuit and produces no failure in determining the presence or
absence of channel inclusion. Such eectiveness in determining the presence
or absence of channel inclusion is proved with the help of a conjecture. The
extension of channel inclusion to continuous channels and its application in
ordering phase noises are briey addressed.
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