Generalized Newton Complementary Duals of Monomial Ideals by Ansaldi, Katie et al.
GENERALIZED NEWTON COMPLEMENTARY DUALS
OF MONOMIAL IDEALS
KATIE ANSALDI, KUEI-NUAN LIN AND YI-HUANG SHEN
Abstract. Given a monomial ideal in a polynomial ring over a field, we define the general-
ized Newton complementary dual of the given ideal. We show good properties of such duals
including linear quotients and isomorphisms between the special fiber rings. We construct
the cellular free resolutions of duals of strongly stable ideals generated in the same degree.
When the base ideal is generated in degree two, we provide an explicit description of cellular
free resolution of the dual of a compatible generalized stable ideal.
1. Introduction
Given a polynomial ring R “ Krx1, . . . , xns over a field K and a graded ideal I in R,
one would like to understand various algebraic properties of the ideal. For instance, the
Castelnuovo-Mumford regularity, the projective dimension, and the Cohen-Macaulayness of
R{I, are of great importance. Finding the minimal free resolution of the ideal is the key to
those properties. This has been an active area among commutative algebraists and algebraic
geometers. Another central topic in algebraic geometry is the blow up algebras defined by
the given ideal.
When I is a monomial ideal, one can associate to its combinatorial objects such as (hy-
per)graphs, and use combinatorial methods to recover algebraic properties; see, for example,
the surveys [11] and [18]. However, describing the precise minimal free resolution of a square-
free monomial ideal is not easy; see, for instance, [1], [12] and [14]. There are even fewer
results on finding the minimal free resolution for non-squarefree monomial ideals. The first
non-trivial class to consider is that of stable ideals, studied by Eliahou and Kervaire in [8].
When I is a monomial ideal generated in the same degree, its special fiber ring is the asso-
ciated toric ring. Hence understanding the defining equations of the special fiber ring of the
ideal is very important. Villarreal [22] found the explicit description of the defining equations
of the special fiber ring of edge ideals, i.e., squarefree monomial ideal generated in degree
two. There are some other work on this subject, but they are almost always centered around
squarefree monomial ideals.
The motivation of this work comes from the paper [3] of Corso and Nagel, where they
studied the specialization of generalized Ferrers graphs (see Definitions 2.9 and 2.11). They
showed that every strongly stable ideal of degree two can be obtained via a specialization. The
authors later explicitly described the minimal free resolutions of Ferrers ideals and the defining
equations of the special fiber ring in [4]. For this purpose, they used cellular resolutions as
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introduced by Bayer and Sturmfels in [2]. This construction provides a characteristic-free
context. Note that the special fiber ring is a determinantal ring in this case.
Meanwhile, the Newton complementary duals of monomial ideals were first introduced by
Costa and Simis in [6]. There, the dual operation was applied to study the rational maps
between the base ideals and the dual ideals. In this work, we will extend the dual operation
to get the generalized Newton complementary duals of monomial ideals, as introduced in
Definition 2.1. The generalized (Newton complementary) dual operation is indeed a dual op-
eration, since the double dual will bring back the base ideal to itself (Remark 2.4). Properties
of generalized Newton complementary duals were investigated in this work.
In Section 3, we establish an isomorphism of special fiber rings between the base ideal and
the generalized dual ideal (Theorem 3.1), generalizing the corresponding result of Costa and
Simis. In other words, we will prove that the base ideal defines a birational map if and only
if its generalized dual ideal defines a birational map. We then focus on the generalized duals
of monomial ideals that are related to classical Ferrers graphs. The ideals that we consider
are duals of specializations of generalized Ferrers ideals. As a corollary of Theorem 3.1 and
the work of Corso, Nagel, Petrovic´, and Yuen in [5], we describe the special fiber rings of the
generalized duals of specializations of generalized Ferrers ideals. In other words, we describe
the toric rings associated to the generalized duals of such ideals (Corollary 3.3). Those toric
rings are Koszul normal Cohen-Macaulay domains. In particular, we establish a new class of
Koszul ideals.
In Section 4, we focus on the basic properties of duals of monomial ideals generated in the
same degree. Whence, the generalized duals are also generated in the same degree. This class
of monomial ideals has the nice property that it is closed under the ideal products. Moreover,
when the base ideals are stable of degree two or strongly stable, the generalized duals have
linear quotients (Theorem 4.2); in particular, their regularities coincide with the common
degrees of the minimal monomial generators. We further show that Newton complementary
duals of an ideal defined by a bipartite graph is the Alexander dual of the edge ideal of
the complement of the base bipartite graph (Theorem 4.4). Notice that this property does
not hold when the base ideal is not coming from a bipartite graph. This also shows that
the Newton complementary dual is quite different from the Alexander duality functor in [16]
(Example 4.5). Moreover, even for bipartite graphs, generalized Newton complement dual
and generalized Alexander dual do not agree in general (Remark 4.6).
In Section 5, we find a cellular complex which supports the minimal free resolution for the
generalized duals of strongly stable ideals generated in degree d (Theorem 5.3). Consequently,
we can easily recover the Betti numbers and projective dimensions of such ideals (Remark
5.4). The construction involved is inspired by the works of Corso and Nagel [3] and [4] as well
as the work of Mermin [15]. To be more precise, we use the technique of iterated mapping
cones for the proof. This provides a geometric description of the free resolution and hence is
characteristic-free. One also notices that, in some sense, our results provide the dual version
of the work of Dochtermann and Engstro¨m in [7] or Nagel and Reiner in [19], where they
found cellular resolutions of the edge ideals of cointerval hypergraphs or squarefree strongly
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stable ideals generated in a fixed degree. It is worth pointing out that the generalized dual
ideals are usually non-squarefree, whereas they focused on squarefree cases.
In the last section, inspired by the work of Nagel and Reiner in [19], we consider a type of
monomial ideals of degree 2 that generalizes the concept of stable ideal. When the base ideal
is compatible in the sense of Definition 6.6, we can describe explicitly a cellular free resolution
of the generalized dual. The construction uses the quasi-Borel move which is similar to the
Borel move introduced in [9]. And the proof uses the properties of linear quotients and
iterated mapping cones (Proposition 6.4 and Theorem 6.11). In the special case when the
base ideal is stable, one has a very neat formula for the Betti numbers of the generalized dual
ideal (Remark 6.13). This construction offers a quick and computationally efficient way to
obtain the minimal free resolution from a graphical investigation.
2. Preliminary
Let R “ Krx1, . . . , xns be a polynomial ring over a field K. We give R a standard graded
structure, where all variables have degree one. We write Ri for the K-vector space of homo-
geneous degree i forms in R so that R “ Àiě0Ri. We use the notation Rp´dq to denote a
rank-one free module with the generator in degree d so that Rp´dqi “ Ri´d.
Analogously, the ring R is endowed with a multigraded (Nn-graded) structure. Whence,
if a P Nn, following [20, Section 26], we will usually say “multidegree xa” instead of “Nn-
degree a”. Meanwhile, Rpxaq “ Rp´aq means the free R-module with one generator in the
multidegree xa.
Let M be a finitely generated graded R-module. We can compute the minimal graded free
resolution of M :
0 Ñà
j
Rp´jqβpjpMq Ñ ¨ ¨ ¨ Ñà
j
Rp´jqβ2jpMq Ñà
j
Rp´jqβ1jpMq Ñà
j
Rp´jqβ0jpMq Ñ 0.
The minimal graded free resolution of M is unique up to isomorphism. Hence, the numbers
βijpMq, called the graded Betti numbers of M , are invariants of M . Two coarser invariants
measuring the complexity of this resolution are the projective dimension of M , denoted by
pdRpMq, and the Castelnuovo-Mumford regularity of M , denoted by regRpMq. They are
defined as
pdRpMq “ max t i | βijpMq ‰ 0 for some j u
and
regRpMq “ max t j ´ i | βijpMq ‰ 0 for some i u
respectively.
Now, we introduce the generalized Newton complementary dual of a given monomial ideal
I in the ring R. The Newton complementary dual was first introduced by Costa and Simis
in [6]. Here, rns with n P N stands for the set t 1, 2, . . . , n u.
Definition 2.1. Let GpIq “ tf1, . . . , fνu be the minimal monomial generating set of I. Let
a “ pap1q,ap2q, . . . ,apnqq P Nn. If for each fi “ xαi :“ śk xαipkqk P GpIq and j P rns, one
has αipjq ď apjq, we say I is a-determined. The generalized Newton complementary dual of
4 KATIE ANSALDI, KUEI-NUAN LIN AND YI-HUANG SHEN
I determined by a is the monomial ideal Îras with GpÎrasq “
!
f̂i :“ xa{fi
ˇˇˇ
fi P GpIq
)
. We
simply call Îras the a-dual of I. When the vector a is clear from the context, we also call Îras
the generalized dual of I.
We illustrate the concept of the generalized dual with a simple example.
Example 2.2. Consider the ideal I “ px3, x2y2, y4q Ď Krx, ys. Let a “ p5, 6q. The general-
ized Newton complementary dual of I determined by a is Îras withGpÎrasq “ tx2y6, x3y4, x5y2u.
Remark 2.3. In Definition 2.1, when apjq “ maxitαipjqu for each j, the ideal Îras is exactly
the Newton complementary dual of I defined in [6]. We will write ÎrN s for the Newton
complementary dual of I.
Remark 2.4. Two easy observations:
(a) double applications of the generalized dual bring back the base ideal:
´̂
Îras
¯ras
“ I;
(b) when I and J are two a-determined monomial ideals generated in degrees i and j
respectively, one has ÎJ
r2as “ ÎrasĴ ras where 2a “ p2ap1q, 2ap2q, . . . , 2apnqq.
Next, we recall some of the definitions and theorems regarding the cellular resolution of a
monomial ideal from [17]. One of the main goals of this work is to establish a cellular complex
that provides the minimal free resolution of the a-dual of an ideal. This topic will be further
investigated in later sections.
Definition 2.5 ([17, Section 4.1]). A (polyhedral) cell complex X is a finite collection of finite
polytopes (in Rn) called the faces or cells of X, satisfying the following conditions.
(a) If P P X is a polytope in X and F is a face of P then F P X.
(b) If P,Q P X, then P XQ is a common face of P and Q.
The maximal faces are called facets. The dimension of X is determined by the maximal
dimension of its facets. When Q Ă P are two faces, Q is called a facet of P whenever Q
is one dimensional less than P . A cell complex X is labeled if we can associate to each
vertex a vector αi P Nn. The induced label αF of any face F of X is the exponent vector of
lcm t xαi | i P F u.
Since each vector α P Nn can be identified with the monomial xα P Krx1, . . . , xns,
for simplicity, we will also say that the above face F is labeled by the monomial xαF “
lcm t xαi | i P F u.
Let FkpXq be the set of faces of X of dimension k. Note that the empty set is the unique
p´1q-dimensional face. A cell complex X has an incidence function ε, where εpQ,P q P t1,´1u
if Q is a facet of P . Note that the sign is determined by whether the orientation of P induces
the orientation of Q where the orientation is determined by some ordering of the vertices.
Let X be a cellular complex of dimension d. The cellular free complex FX supported on X
is the complex of Nn-graded R-modules
(1) FX : 0 Ñ RFdpXq BdÝÑ RFd´1pXq Bd´1ÝÝÝÑ ¨ ¨ ¨ B2ÝÑ RF1pXq B1ÝÑ RF0pXq B0ÝÑ R “ RF´1pXq Ñ 0,
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where RFkpXq :“ ÀPPFkpXqRp´αP q, and the differential map Bk is defined on the basis
element P of Rp´αP q in RFkpXq as
BpP q “
ÿ
Q is a facet of P
εpQ,P qxαP´αQQ.
We may consider the componentwise comparison partial order on Nn defined by α ď β
whenever β ´ α P Nn. If β P Nn, we define a subcomplex Xďβ, namely the subcomplex of
faces whose labels are less than or equal to β.
A common procedure to determine whether FX in (1) is a resolution is by applying the
following criteria of Bayer and Sturmfels. This criteria is useful because it reduces the question
of whether a cellular free complex is acyclic to a question of the geometry of the polyhedral
cell complex.
Lemma 2.6 ([2]). The complex FX is a cellular resolution if and only if for each β the
complex Xďβ is acyclic over the base field K.
However, we will take a different approach by applying iterated mapping cones. Let us
recall some of the basic constructions in [20].
Definition 2.7 ([20, Section 27]). Let ϕ : pU , dq Ñ pU 1, d1q be a map of complexes of finitely
generated R-modules. The map ϕ is also called a comparison map. The mapping cone of ϕ
is the complex W with the differential B, defined as follows:
Wi “ Ui´1 ‘ U 1i as a module,
B|Ui´1 “ ´d` ϕ : Ui´1 Ñ Ui´2 ‘ U 1i´1,
B|U 1i “ d1 : U 1i Ñ U 1i´1,
for each i.
Remark 2.8 ([20, Construction 27.3 and the discussion before it]). Suppose that U and U 1
above are free resolutions of finitely generated modules V and V 1 respectively, while ϕ : V Ñ
V 1 is an injective homomorphism of modules. Then, there is a lifting of ϕ to U Ñ U 1, which
will also be denoted by ϕ. The mapping cone of ϕ provides a free resolution of the quotient
module V 1{ϕpV q. We are interested in the case when monomial ideals I “ pm1, . . . ,mvq and
I 1 “ pm1, . . . ,mv´1q, while V 1 “ R{I 1 and V “ R{pI 1 : mvq. Notice that there is a short exact
sequence here:
0 Ñ R{pI 1 : mvq ¨mvÝÝÑ R{I 1 Ñ R{I Ñ 0.
In later sections, we will work on duals relative to Ferrers ideals, stable ideals and strongly
stables. We recall some definitions first. For a monomial m P R “ Krx1, . . . , xns, we write
supppmq for the set t i P rns | xi divides m u and supp1pmq for the subset supppmqzt1u. We
also write maxpmq for max supppmq. A monomial ideal I is called stable if for each monomial
m P I, for each i ă maxpmq, one has mxi{xmaxpmq P I. The ideal I is called strongly stable
if for each monomial m P I, for each xi dividing m and j ă i, one has mxj{xi P I. For both
types, it is easy to see that when the ideal I is generated in the same degree, it suffices to
check the monomials in GpIq. Throughout this paper, we will assume that all the monomials
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in GpIq have degree d. The definition below is defined in [3] and we will use a similar concept
on the duals later.
Definition 2.9 ([3, Definition 3.1]). Let S “ Krx1, . . . , xm, y1, . . . , yns be a polynomial ring
over a field K and I be a monomial ideal in S. Let σ : ty1, . . . , ynu Ñ tx1, . . . , xku be a map
that sends yi to xi where k “ maxtm,nu and xm`1, . . . , xk are (possibly) additional variables.
By abuse of notation, we use the same symbol to denote the substitution homomorphism
σ : S Ñ R “ Krx1, . . . , xks, given by xi ÞÑ xi and yi ÞÑ σpyiq. We call σ a specialization map
and the monomial ideal I :“ σpIq Ď R the specialization of I.
Here is an example of the specialization of an ideal.
Example 2.10. Let S “ Krx1, x2, y1, y2, y3s. Consider the monomial ideal I generated by
x1y1, x1y2, x1y3, x2y1, x2y2
in S. The specialization of I is the ideal
I “ px21, x1x2, x1x3, x22q Ď Krx1, x2, x3s.
Since the specialization map sends both x1y2 and x2y1 to the same element, I has 4 minimal
generators while I has 5.
Motivated by this example, we consider the following class of monomial ideals of degree 2.
Definition 2.11 ([3, Definition 3.4]). Let λ “ pλ1, . . . , λmq be a partition with λi P Z`, and
λm ď λm´1 ď ¨ ¨ ¨ ď λ1. Let µ “ pµ1, . . . , µmq P Zm be a vector with
0 ď µ1 ď ¨ ¨ ¨ ď µm ă λm.
Since λm ď λm´1 ď ¨ ¨ ¨ ď λ1, in particular, µi ă λi. The ideal
Iλ´µ :“ pxiyj | 1 ď i ď m, µi ă j ď λiq
is called a generalized Ferrers ideal.
When µ is the zero vector, we get back the original Ferrers ideal Iλ. On the other hand,
when µi ě i ´ 1 for i “ 1, . . . ,m, the generalized Ferrers ideal and its specialization have
the same number of minimal generators, since no colliding phenomenon as in Example 2.10
will ever happen. The common number of minimal generators is simply pλ1 ` ¨ ¨ ¨ ` λmq ´
pµ1 ` ¨ ¨ ¨ ` µmq. We will investigate similar patterns in Section 3 and 6. Notice that the
most interesting case is when µi “ i´ 1 for each i. In this situation, the specialization of the
generalized Ferrers ideal is a strongly stable ideal, as observed in [3].
Example 2.12. Let S “ Krx1, x2, x3, y1, y2, y3, y4s and I be the Ferrers ideal for λ “ p4, 4, 3q,
that is,
Iλ “ px1y1, x1y2, x1y3, x1y4, x2y1, x2y2, x2y3, x2y4, x3y1, x3y2, x3y3q.
Let µi “ i´ 1 for i “ 1, 2, 3. The generalized Ferrers ideal is
Iλ´µ “ px1y1, x1y2, x1y3, x1y4, x2y2, x2y3, x2y4, x3y3q.
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Then the specialization map yields the ideal
Iλ´µ “ px21, x1x2, x1x3, x1x4, x22, x2x3, x2x4, x23q.
Note that Iλ´µ is a strongly stable ideal in R “ Krx1, x2, x3, x4s.
3. Toric rings associated to dual ideals
Given I “ pf1, . . . , fνq, a monomial ideal generated in the same degree, we can define a
toric ring, Krf1, . . . , fνs, which is isomorphic to the special fiber ring of I. Recall that the
special fiber ring of I is the subring FpIq “ Krf1t, . . . , fνts Ă Rrts where t is a new variable.
Geometrically, the special fiber ring FpIq is the homogeneous coordinate ring of the image of
a map Pn´1 Ñ Pν´1. There is a natural surjective map φ : KrT1, . . . , Tνs Ñ Krf1t, . . . , fνts.
Consequently, we have a short exact sequence
0 Ñ J Ñ KrT1, . . . , Tνs Ñ Krf1t, . . . , fνts Ñ 0,
where J “ kerpφq is generated by all forms F pT1, . . . , Tνq such that F pf1, . . . , fνq “ 0. Note
that J is graded. In this section, we work on finding the defining equations of J where I is
the a-dual of a monomial ideal generated in the same degree.
The following theorem shows that the special fiber rings of the generalized Newton com-
plementary duals and the given monomial ideals are isomorphic. This is a straightforward
generalization of Costa and Simis [6, Lemma 1.7].
Theorem 3.1. Let R “ Krx1, . . . , xns be a polynomial ring in n variables over a field K. Let
I be an a-determined monomial ideal such that I is generated in the same degree. Then the
special fiber ring of I and that of Îras are isomorphic:
FpIq “ KrIts – KrÎrasts “ FpÎrasq.
We give a proof for completeness.
Proof. For the given vector a, we write Î instead of Îras to simplify the notation. Suppose
GpIq “ tf1, . . . , fνu. Let Jr be the degree r piece of the kernel ideal J above. If α “ pi1, . . . , irq
is a non-decreasing sequences of integers in rνs, we write Tα “ śk Tik and fα “ śk fik . By
[21], Jr is generated by polynomials of the form
(2) t Tα ´ Tβ | α “ pi1, . . . , irq and β “ pj1, . . . , jrq with fα “ fβ u .
Since Î is again a monomial ideal, there is a surjective map ψ : KrS1, . . . , Sνs Ñ KrÎts
given by ψpSiq “ f̂it. Let J 1 be the kernel of ψ. Likewise, its degree r piece J 1r is generated
by polynomials of the form!
Sα ´ Sβ | α “ pi1, . . . , irq and β “ pj1, . . . , jrq with f̂α “ f̂β
)
,
where Sα “śk Sik and f̂α “śk f̂ik . One notice immediately that for α “ pi1, . . . , irq,
(3) f̂α “ x
a
fi1
xa
fi2
¨ ¨ ¨ x
a
fir
“ px
aqr
fα
.
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To show that the two special fiber rings are isomorphic, we define the natural map
w1 : KrT1, . . . , Tνs Ñ KrS1, . . . , Sνs
Ti ÞÑ Si.
For each h P kerpφq, we may indeed assume that h “ Tα ´ Tβ P Jr as in (2). Now, using (3),
we have
ψpw1phqq “ ψpSα ´ Sβq “ f̂α ´ f̂β “ px
aqr
fα
´ px
aqr
fβ
“ 0,
since fα “ fβ. Thus, w1phq P kerψ “ J 1 and in turn w1pJq Ď J . This also induces a map
w : KrIts Ñ KrÎts
fit ÞÑ f̂it,
which is well-defined.
Since
̂̂
I “ I, we can define similar maps v : KrÎts Ñ Kr̂̂Its “ KrIts and v1 : KrS1, . . . , Sνs Ñ
KrT1, . . . , Tνs as above. By the same argument, we have that v1pJ 1q Ď J . Since w1 and v1 are
obviously inverse maps, we have J “ v1pw1pJqq Ď v1pJ 1q Ď J . Thus v1pJ 1q “ J . Similarly,
w1pJq “ J 1. Thus we have
KrIts – KrT1, . . . , Tνs
J
– KrS1, . . . , Sνs
J 1 – KrÎts. 
The work of Corso, Nagel, Petrovic`, and Yuen [5] considered the special fiber ring FpIλ´µq
of the specialization of the generalized Ferrers ideal Iλ´µ with λ “ pλ1, . . . , λmq and µ “
pµ1, . . . , µmq, such that µi ě i´ 1 for each i. For this purpose, consider the polynomial ring
KrTλs :“ KrTij | xiyj P Iλ´µs “ KrTij | 1 ď i ď m, µi ă j ď λis.
Let n “ λ1. Thus, we can think of Tλ as an mˆ n matrix with the variable Tij as the pi, jq
entry, when xiyj P I; otherwise, the entry is 0. The symmetrized matrix Sλ is the n ˆ n
matrix obtained by reflecting Tλ along the main diagonal. Notice that n ě m and Tλ is
upper-triangular.
Theorem 3.2 ([5, Theorem 4.2 and Proposition 4.1]). Let I Ď Krx1, . . . , xns be a specializa-
tion of generalized Ferrers ideal. The special fiber ring of I is a determinantal ring arising
from the 2ˆ 2 minors of a symmetric matrix. More precisely, there is a graded isomorphism
FpIq – KrTλs{I2pSλq,
by using notations above. Furthermore, the ring FpIq is a Koszul normal Cohen-Macaulay
domain of Krull dimension n.
By the above theorem and Theorem 3.1, we can describe the special fiber rings of generalized
Newton complementary duals of specialization of generalized Ferrers ideals.
Corollary 3.3. Let I be an a-determined specialization of generalized Ferrers ideal, and let
Îras be the a-dual of I. The special fiber ring of Îras is a determinantal ring arising from the
2ˆ 2 minors of a symmetric matrix. More precisely, there is a graded isomorphism
FpÎrasq – KrTλs{I2pSλq,
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by using notations above. Furthermore, FpÎrasq is a Koszul normal Cohen-Macaulay domain
of Krull dimension n.
4. Properties of the generalized Newton complementary dual
In this section, we provide additional nice properties of the generalized Newton comple-
mentary dual. Within this section, we will always consider the co-lexicographic total order
ă on the monomials in R of degree d: we will say xα ă xβ if there is a k P rns such that
αpkq ă βpkq, while αpjq “ βpjq for k ` 1 ď j ď n. For our monomial ideal I generated in
degree d, we will always assume that GpIq “ t f1 ă f2 ă ¨ ¨ ¨ ă fν u. The following observation
is easy to verify.
Lemma 4.1. Let I be a (strongly) stable ideal generated in the same degree as above. Then
the sub-ideal I 1 :“ pf1, . . . , fν´1q is also (strongly) stable.
Theorem 4.2. Let R “ Krx1, . . . , xns be a polynomial ring in n variables over a field K.
Let I be an a-determined monomial ideal such that I is generated in the same degree d. If
I is stable with d “ 2, or I is strongly stable, then the a-dual Îras has linear quotients. In
particular, Îras has a linear resolution.
Proof. Without loss of generality, we assume that d ě 2. Write I 1 :“ pf1 ă ¨ ¨ ¨ ă fν´1q as
above. By induction, it suffices to show that the colon ideal
J :“ Î 1ras : Îras “ Î 1ras : f̂ν
is linear. Since degpfνq “ d, we may write fν “ xt1xt2 ¨ ¨ ¨xtd with t1 ď t2 ď ¨ ¨ ¨ ď td “
maxpfνq. Write
Xν :“ t xj | there exists i ă j such that fνxi{xj P GpIq u .
Notice that I is stable. Thus fνxtd´1{xtd P GpIq. This means that xtd P Xν ‰ ∅. We want
to show that J “ pXνq. This, in particular, implies that J is linear.
Notice that for each xj P Xν with i ă j and f 1 :“ fνxi{xj P GpI 1q, it can be translated
into xj f̂ν “ xif̂ 1. Thus xj P J . In turn, pXνq Ď J .
Now, take a minimal monomial generator y of J . By definition, yf̂ν “ wf̂k for some integer
k ă ν and some monomial w P R. This is equivalent to saying that yfk “ wfν . By the
minimality of y, one has gcdpy, wq “ 1. Thus, y divides fν .
(i) Suppose that I is stable with d “ 2. If y is not linear, this reduces to y “ fν “ xt1xt2 .
But we already have xt2 P J . This contradicts the minimality of y.
(ii) Suppose that I is strongly stable with d ě 2. Whence, supppXνq “ supp1pfνq. As
y ‰ x1 divides fν , for any j P supp1pyq Ď supp1pfνq, we have xj P J . Thus, by the
minimality of y, we have y “ xj , unless y “ xt1 for some t ě 1. In the latter case, as
yfk “ wfν and gcdpy, wq “ 1, we will have fk ą fν , which is a contradiction.
Therefore, we have shown that J Ď pXνq.
The “in particular” part follows from [13, Proposition 8.2.1]. 
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The following example shows that for ideals generated by elements of degree greater than
2, the strongly stable condition is necessary.
Example 4.3. Let I be the ideal generated by
x31, x
2
1x2, x1x
2
2, x
3
2, x
2
1x3, x1x2x3, x
2
2x3, x1x
2
3, x2x
2
3, x
3
3, x1x2x4, x
2
3x4
in R “ Qrx1, x2, x3, x4s. It is not difficult to verify that I is stable, but not strongly stable.
The Newton complementary dual of I does not have linear quotients. Indeed, computation
by Macaulay2 [10] suggests that ÎrN s does not have a linear resolution.
Next, we examine the a-duals of edge ideals associated to bipartite graphs. More precisely,
we focus on the Newton complementary dual ÎrN s when I is such an edge ideal; whence,
xa “ lcmGpIq. For simplicity, we say Newton-dual instead of Newton complementary dual.
We begin by recalling several definitions and results about edge ideals and graphs, and then
consider a connection among squarefree monomial ideals, Alexander Duals and Newton-duals.
Let R “ Krx1, . . . , xns be the polynomial ring on n variables. Suppose that G is a finite
simple graph (that is, a graph that does not have loops or multiple edges) with vertices
labeled by x1, . . . , xn. The edge ideal of G, denoted by IpGq, is the ideal of R generated by
the squarefree monomials xixj such that txi, xju is an edge of G. This gives a one-to-one
correspondence between finite simple graphs and squarefree monomial ideals generated in
degree 2.
The complement of a graph G, is the graph with identical vertex set such that its edge set
contains the edge txi, xju if and only if txi, xju is not an edge of G.
For a subset σ Ď rns, let xσ “
ź
iPσ
xi. Note that any squarefree monomial in Krx1, . . . , xns
can be written in this way. Let pσ be the prime ideal pσ “ pxi | i P σq. For any squarefree
monomial ideal I “ pxσ1 , . . . ,xσrq Ă Krx1, . . . , xns, the Alexander dual of I is
I‹ “ pσ1 X ¨ ¨ ¨ X pσr .
In Theorem 4.4, we will study the relation between the Alexander dual and the Newton-
dual for bipartite graphs. Let G be a bipartite graph with respect to vertex partition X \Y .
Let I “ IpGq be the edge ideal. To remove isolated vertices, let
XI “ t x P X | degGpxq ě 1 u ,
and we similarly define YI . Let G
c be the complement graph of G|XI\YI with respect to the
vertex set XI \ YI . We may think of it as the essential complement of G. Meanwhile, we
sometimes write Ic “ IpGcq for the edge ideal of Gc.
Theorem 4.4. Let G be a finite bipartite graph corresponding to the vertex partition X \ Y ,
and IpGq the associated edge ideal in the polynomial ring R “ Krx, y | x P X, y P Y s. Then
(4) ÎpGqrN s “ pIpGcqq‹.
Proof. Without loss of generality, we may assume that XI “ t x1, . . . , xm u, and YI “
t y1, . . . , yn u. By the definitions of Gc and the Alexander dual, it suffices to show that a
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primary decomposition for ÎpGqrN s is given by
ÎpGqrN s “
č
1ďiăjďm
pxi, xjq X
č
1ďiăjďn
pyi, yjq X
č
1ďiďm
1ďjďn
xiyjRIpGq
pxi, yjq.
We proceed by induction on µpIq, the minimal number of generators of I.
The base case when µpIq “ 1 is trivial. For the general case when µpIq ě 2, we remove
one edge from G. Without loss of generality, we may assume the edge is txm, ynu. After this
removal, we obtain the subgraph G1 and its associated edge ideal I 1 “ IpG1q. Now, XI 1 “ XI
or XI 1 “ t x1, . . . , xm´1 u, and YI 1 “ YI or YI 1 “ t y1, . . . , yn´1 u. Consequently, we have the
following four cases.
(i) If XI 1 “ t x1, . . . , xm´1 u and YI 1 “ t y1, . . . , yn´1 u, I “ I 1 ` pxmynq while lcmpIq “
xmyn lcmpI 1q. Consequently,
ÎrN s “ xmynÎ 1rN s ` px1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q.
By the induction hypothesis, we have
Î 1
rN s “
č
1ďiăjďm´1
pxi, xjq X
č
1ďiăjďn´1
pyi, yjq X
č
1ďiďm´1
1ďjďn´1
xiyjRI 1
pxi, yjq.
Write g “ x1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1. This monomial belongs to every component in the
above decomposition. Thus, we have
ÎrN s “ xmynÎ 1rN s ` pgq “
´
pxmynq X Î 1rN s
¯
`
´
pgq X Î 1rN s
¯
“ pxmyn, x1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q X Î 1rN s
“
č
1ďiďm´1
pxi, xmq X
č
1ďjďn´1
pxm, yjq X
č
1ďiďm´1
pxi, ynq X
č
1ďiďn´1
pyi, ynq X Î 1rN s
“
č
1ďiăjďm
pxi, xjq X
č
1ďiăjďn
pyi, yjq X
č
1ďiďm
1ďjďn
xiyjRIpGq
pxi, yjq.
(ii) If XI 1 “ t x1, . . . , xm´1 u and YI 1 “ YI , I “ I 1 ` pxmynq while lcmpIq “ xm lcmpI 1q.
Consequently,
ÎrN s “ xmÎ 1rN s ` px1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q.
By induction hypothesis, we have
Î 1
rN s “
č
1ďiăjďm´1
pxi, xjq X
č
1ďiăjďn
pyi, yjq X
č
1ďiďm´1
1ďjďn
xiyjRI 1
pxi, yjq.
Write g “ x1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1. This monomial still belongs to every component in
the above decomposition. Thus, a similar technique as above will generate the desired
decomposition.
(iii) The case when XI 1 “ XI while YI 1 “ t y1, . . . , yn´1 u is similar.
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(iv) In the last case, XI “ XI 1 and YI “ YI 1 . Whence,
lcmpIq “
mź
i“1
xi
nź
j“1
yj “ lcmpI 1q,
giving
ÎrN s “ Î 1rN s ` px1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q.
By induction hypothesis, we have
Î 1
rN s “
č
1ďiăjďm´1
pxi, xjq X
č
1ďiăjďn
pyi, yjq X
č
1ďiďm
1ďjďn
xiyjRI 1
pxi, yjq.
Write g “ x1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1. This monomial still belongs to every component in
the above decomposition, except for pxm, ynq. Write
J “
č
1ďiăjďm
pxi, xjq X
č
1ďiăjďn
pyi, yjq X
č
1ďiďm
1ďjďn
xiyjRI
pxi, yjq.
Then
Î 1
rN s “ J X pxm, ynq.
We claim that J provides the primary decomposition of ÎrN s, which would in turn
establish our claim. Note that g P J . Hence,
ÎrN s “ Î 1rN s ` pgq “ pJ X pxm, ynqq ` pgq
“ pJ X pxm, ynqq ` pJ X pgqq “ J X ppxm, ynq ` pgqq
“ J X pxm, yn, x1 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q.
Moreover, we notice that
pxm, yn, x1x2 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q “
č
1ďiďm´1
pxm, yn, xiq X
č
1ďjďn´1
pxm, yn, yjq.
Thus, pxm, yn, xiq Ě pxi, xmq Ě J and pxm, yn, yjq Ě pyn, yjq Ě J . Consequently,
J X pxm, yn, xiq “ J “ J X pxm, yn, yjq,
giving
ÎrN s “ J X pxm, yn, x1x2 ¨ ¨ ¨xm´1y1 ¨ ¨ ¨ yn´1q
“ J X
č
1ďiďm´1
pxm, yn, xiq X
č
1ďjďn´1
pxm, yn, yjq
“ J. 
Unfortunately, the equality in (4) does not hold for arbitrary finite simple graphs.
Example 4.5. Consider the ideal I “ px1y1, x1y2, x2y1, x2y2, y1y2q Ă Krx1, x2, y1, y2s whose
underlying graph G is not a bipartite graph. The edge ideal of the complement graph Gc is
Ic “ px1x2q. The Alexander dual of Ic is given by
pIcq‹ “ px1, x2q.
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But the Newton-dual of I is given by
ÎrN s “ px2y2, x2y1, x1y2, x1y1, x1x2q.
Remark 4.6. One might be tempted to consider the generalized Newton complement dual and
the generalized Alexander dual as defined in [16] for Theorem 4.4. Using the notation in its
proof, we notice that the a-dual
ÎpGqras “ ÎpGqrN s ¨ xa{px1 ¨ ¨ ¨xmy1 ¨ ¨ ¨ ynq.
Meanwhile, if the component of a corresponding to xi is a
1
i and the component corresponding
to yj is a
2
j for i P rms and j P rns, let f : RÑ R be any ring homomorphism that sends xi to
x
a1i
i and yj to y
a2j
j for each i and j. Now, we observe that the generalized Alexander dual of
IpGcq with respect to a is
IpGcqras “ fppIpGcqq‹q,
since IpGcq is squarefree. Hence, in general, ÎpGqras does not agree with IpGcqras. For
instance, let IpGq “ px1y1, x1y2, x2y1, x2y2q be the edge ideal of a bipartite graph. Take
a “ r2, 2, 2, 2s. Then the generalized Newton complement dual is
ÎpGqras “ px1x22y1y22, x1x22y21y2, x21x2y1y22, x21x2y21y2q,
while the generalized Alexander dual is
pIpGcqqras “ px21y21, x22y21, x21y22, x22y22q.
5. Cellular resolutions for duals of strongly stable ideals
In this section, the ideal I will always be assumed to be a strongly stable ideal in R “
Krx1, . . . , xns of degree d. Every monomial in R will be identified with its exponent in Nn.
By abuse of notation, monomials and their exponents will be treated interchangeably
Let m P GpIq be a monomial and suppose that σ Ď supp1pmq Ď rns. We write mÑ σ for
the monomial
m
ź
iPσ
pxi´1{xiq.
As I is strongly stable, the monomial mÑ σ still belongs to GpIq. We denote by Cpm,σq the
convex hull of tmÑ τ | τ Ď σ u in Rn, and let XI “ t Cpm,σq | m P GpIq, σ Ď supp1pmq u.
Lemma 5.1. XI is a polyhedral cell complex.
Proof. Write e1, . . . , en for the canonical bases of Rn, and consider the non-degenerate linear
map L sending ei to e
1
i :“
ři
j“1 ej . Then, geometrically, the two vectors Lpm Ñ σq and
Lpmq differ by řiPσ ei. We observe the following facts.
(1) The image LpCpm,σqq is an |σ|-dimensional face of a unit cube in Rn with all corner
vertices being lattice points in Nn.
(2) Lpmq is the unique largest point in LpCpm,σqq with respect to the componentwise-
comparison partial order in Nn. In particular, m and σ uniquely determines LpCpm,σqq
and in turn Cpm,σq.
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(3) The intersection of two admissible LpCpm1, σ1qq and LpCpm2, σ2qq still takes the form
of LpCpm,σqq. In turn, the intersection of Cpm1, σ1q and Cpm2, σ2q still takes the
form Cpm,σq.
Therefore, XI is a polyhedral cell complex. 
Suppose that I is a-determined. To make the desired cellular resolution for Îras, we still
need some preparations.
(a) We label this complex. Each 0-cell corresponding to the monomial f P GpIq will be
labeled by f̂ “ xa{f P R. Consequently, the face Cpf, σq will be labeled by f̂xσ
where xσ denotes
ś
jPσ xj .
(b) We give explicitly the incidence function ε for XI . Let F1 “ Cpf, σq be an |σ|-cell and
F2 an p|σ| ´ 1q-dimensional face of F1.
(a) If F2 takes the form Cpf, τq, then we write σ “ t i1 ă i2 ă ¨ ¨ ¨ ă ik u and τ “
t i1, . . . , ij´1, ij`1, . . . , ik u. We choose εpF2, F1q “ p´1qj´1.
(b) Otherwise, there is a unique face F3 of F1 that is parallel to F2 with the same
dimension. We choose εpF2, F1q “ ´εpF3, F1q.
One checks with ease that ε is indeed an incidence function.
Now, the labeled XI gives a cellular complex FXI .
Example 5.2. Let I Ď Qrx1, x2, x3, x4s be the minimal strongly stable ideal that contains
the monomial x2x3x4. Thus, it has monomial generators
f1 “ x31, f2 “ x21x2, f3 “ x1x22, f4 “ x32, f5 “ x21x3, f6 “ x1x2x3, f7 “ x22x3, f8 “ x1x23,
f9 “ x2x23, f10 “ x21x4, f11 “ x1x2x4, f12 “ x22x4, f13 “ x1x3x4, f14 “ x2x3x4.
Its Newton-dual is
ÎrN s “ pf̂1 “ x32x23x4, f̂2 “ x1x22x23x4, . . . , f̂14 “ x31x22x3q.
The complex XI can be visualized as in Figure 1 and some of the labels are omitted for a
better reading. Notice that those 1-cells (edges) that point north-eastward, north-westward
or southward, are labeled as f̂ix2, f̂ix3 or f̂ix4, respectively. Similarly, all the 2-cells (squares)
are labeled as f̂ix3x4, f̂ix2x3 or f̂ix2x4, depending on the position of the 2-cell. Finally the
only 3-cell (cube) is labeled as f̂14x2x3x4 “ lcmpGpIqq since we take a “ lcmpGpIqq. One
can easily read from the picture that there are 14 vertices, 21 edges, 9 squares and 1 cube.
Meanwhile, one can check with Macaulay2 [10] that the Betti numbers of ÎrN s are 14, 21, 9
and 1 respectively.
Partially following the convention in [20, Section 26], we write Rpω,xαq for the free R-
module with one generator in multidegree xα, that corresponds to the cell ω P XI .
Theorem 5.3. Let I be an a-determined strongly stable ideal in R “ Krx1, . . . , xns, generated
in degree d. Then the complex FXI provides a minimal free resolution for R{Îras.
Proof. Let GpIq “ t f1 ă f2 ă ¨ ¨ ¨ ă fν u and I 1 “ pf1, . . . , fν´1q, as in the proof for Theorem
4.2. We prove by induction on the index ν. Notice that t Cpfν , σq | σ Ď supp1pfνq u are
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f̂1
f̂2
f̂3
f̂4
f̂5
f̂6
f̂7
f̂8
f̂9
f̂10
f̂11
f̂12
f̂13
f̂14
f̂2x2
f̂3x2
f̂4x2
f̂9x2
f̂7x3
f̂9x3
f̂12x2
f̂12x4
f̂14x2
f̂14x4
f̂10x4
f̂13x4
Figure 1. XI
the extra cells which fν contributes to XI compared to XI 1 . Meanwhile, all other faces in
Cpfν , supp1pfνqq already lie in XI 1 .
Suppose that supp1pfνq “ t i1 ă i2 ă ¨ ¨ ¨ ă ik u. The Koszul complex K “Kpxi1 , . . . , xikq
provides a multigraded minimal free resolution forR{pxi1 , . . . , xikq. Notice thatKj “
À
σ Rpxσq,
where σ ranges over all subsets of supp1pfνq with |σ| “ j. The restriction of the differen-
tial map dj : Kj Ñ Kj´1 to the direct summands Rpxσq and Rpxτ q is the multiplication by
p´1qt´1xwt , when σ “ t w1 ă w2 ă ¨ ¨ ¨ ă wj u and τ “ t w1 ă ¨ ¨ ¨ ă wt´1 ă wt`1 ă ¨ ¨ ¨ ă wj u;
otherwise, it is 0.
Now we shift the internal multigrading of K by f̂ν “ xa{fν to get K 1. Thus, above Kj
is modified to K 1j “
À
σ Rpxσf̂νq. Notice that Rpxσf̂νq corresponds to RpCpfν , σq,xσf̂νq in
FXI . And the differential maps agrees with the expected differentials in FXI up to a shift.
Next, we consider the comparison map ϕ from ´K 1r1s to FXI1 . Here, r1s indicates a
shift in homological degree, and the negative sign means replacing each differential map by
its negative. For ϕj : K
1
j`1 Ñ FpXI 1qj , we look at the restriction to the direct summands
RpCpfν , σq,xσf̂νq and RpCpf 1, τq,xτ f̂ 1q. Here, |τ | ` 1 “ |σ| “ j.
(a) If Cpf 1, τq is not a face of Cpfν , σq, this restriction is 0.
(b) Otherwise, τ Ă σ. Write ω “ σzτ . Then f 1 is fν Ñ ω. Now, we define the restriction
of ϕj here to be the multiplication by εpCpfν Ñ ω, τq, Cpfν , σqq ¨ xω, which agrees
with the corresponding differential map in FIX .
To verify that ϕ is a valid comparison map, i.e., the corresponding diagrams commute, it
suffices to notice that ε is an incidence function, as we have altered the signs of the differential
maps to get ´K 1r1s.
Finally, the mapping cone of ϕ gives a free resolution for R{pÎ 1ras, f̂νq “ R{Îras, as Î 1ras :
f̂ν “ supp1pfνq by Theorem 4.2. This resolution is minimal by checking the differentials
directly. It also agrees with the expected polyhedral cell resolution FXI . 
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Remark 5.4. With assumptions as in Theorem 5.3, let GpIq “ t f1, f2, . . . , fν u. If we write
rk “ | supp1pfkq| for each k P rνs, then
βi
´
Îras
¯
“
νÿ
k“1
ˆ
rk
i
˙
by Theorem 4.2 and [13, Corollary 8.2.2]. In particular, pdpÎrasq “ max t r1, r2, . . . , rν u.
6. Resolutions of duals of stable ideals of degree 2
In this section, the base ideal we consider is a type of monomial ideal of degree 2 that
generalizes the concept of stable ideal. Partially following [19, Definition 2.1], we will call the
set of lattice points  pi, jq P Z2` | 1 ď i ď j (
the shifted quadrant. Within this framework, a shifted partition
λ´ µ :“ pλ1, λ2, . . . , λh; µ1, µ2, . . . , µhq
will satisfy i ´ 1 ď µi ă λi for i P rhs. Corresponding to this shifted partition, one has a
shifted quasi-Ferrers diagram
Dλ´µ “
 pi, jq P Z2` | µi ă j ď λi (
that lies entirely in the shifted quadrant. Note that λi does not need to be greater than λj
when i ă j as in the classical Ferrers diagram (see Example 6.1).
The operation c1 “ pi1, j1q Ñ c2 “ pi2, j2q within the shifted quadrant is called a quasi-
Borel move if either i1 “ i2 or j1 “ j2. The geometric length of this move is simply the
Euclidean distance between these two lattice points; in this case, it is maxp|i1´ i2|, |j1´ j2|q.
A quasi-Borel move cÑ c1 is minimal (with respect to the given shifted quasi-Ferrers diagram
D) if there is no other lattice point in D that lies on the line segment from c to c1. Of course,
cÑ c1 is a minimal quasi-Borel move if and only if c1 Ñ c is so.
A quasi-Borel walk of length t (with respect to D) is a concatenation of t quasi-Borel moves:
c0 Ñ c1 Ñ ¨ ¨ ¨ Ñ ct with ci P D. The shifted quasi-Ferrers diagram D is called connected if for
every pair of lattice points c, c1 P D, there is a quasi-Borel walk c “ c0 Ñ c1 Ñ ¨ ¨ ¨ Ñ ct “ c1,
such that each quasi-Borel move has geometric length 1. Since each row of the shifted quasi-
Ferrers diagram D is connected, this condition simply means for each i P rh´ 1s, one has
t j P Z` | µi ă j ď λi u X t j P Z` | µi`1 ă j ď λi`1 u ‰ ∅.
Notice that each lattice point pi, jq in the shifted quadrant corresponds uniquely to the
monomial xixj of degree 2 in the polynomial ring R “ Krx1, . . . , xns whenever j ď n. By
abuse of notation, we also call the map σ sending the lattice point pi, jq in the shifted quadrant
to xixj the specialization map; it obviously bears a similar flavor as that in Definition 2.9. A
monomial ideal I of degree 2 is called shifted stable if
I “ Iλ´µ :“ pσptq | t P Dλ´µq
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for some connected quasi-Ferrers diagram Dλ´µ. It is easy to verify that stable ideals are
shifted stable with respect to some connected quasi-Ferrers diagram Dλ´µ, where µ takes the
form p0, 1, . . . , h´ 1q.
Example 6.1. In Figure 2, we have a connected shifted quasi-Ferrers diagram Dλ´µ with
λ “ p6, 5, 4, 7q and µ “ p1, 3, 2, 3q. The corresponding shifted stable ideal is
I “ px1x2, x1x3, x1x4, x1x5, x1x6, x2x4, x2x5, x3x4, x23, x24, x4x5, x4x6, x4x7q.
(1, 2) (1, 3)
(3, 3)
(1, 4)
(2, 4)
(3, 4)
(4, 4)
(1, 5)
(2, 5)
(4, 5)
(1, 6)
(4, 6) (4, 7)
Figure 2. λ´ µ “ p6, 5, 4, 7; 1, 3, 2, 3q with minimal quasi-Borel moves
Lemma 6.2. Let Dλ´µ be a connected shifted quasi-Ferrers diagram containing more than
one lattice point. Then, we can remove one such point from Dλ´µ and still get a connected
shifted quasi-Ferrers diagram D1.
Proof. We may assume that λ´ µ “ pλ1, λ2, . . . , λh; µ1, µ2, . . . , µhq. If h “ 1, we will remove
the rightmost point c “ p1, λ1q and the statement is clear. In the following, we will assume
that h ě 2. As Dλ´µ is connected, we will consider the index
t :“ min pt j P Z` | µh´1 ă j ď λh´1 u X t j P Z` | µh ă j ď λh uq .
(a) If µh “ t´ 1 and λh “ t, we will remove the only lattice point c “ ph, tq on the h-th
row. In this case, we will write λ1 “ pλ1, . . . , λh´1q and µ1 “ pµ1, . . . , µh´1q.
(b) If λh ą t, we will remove the rightmost lattice point c “ ph, λhq on the h-th row. In
this case, we will write λ1 “ pλ1, . . . , λh´1, λh ´ 1q and µ1 “ µ.
(c) If µh ` 1 ă t “ λh, we will remove the leftmost lattice point c “ ph, µh ` 1q on the
h-th row. In this case, we will write λ1 “ λ and µ1 “ pµ1, . . . , µh´1, µh ` 1q.
Now, the remaining diagram will be Dλ1´µ1 . It is easy to see that Dλ1´µ1 is still a connected
shifted quasi-Ferrers diagram. 
Taking the specialization, we immediately get
Corollary 6.3. Let I be a shifted stable ideal. Then, there is a linear order on the minimal
monomial generators of I: f1 ă ¨ ¨ ¨ ă fν , such that the sub-ideal pf1, . . . , fkq is still shifted
stable for each k P rνs.
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Notice that linear order in the above result is far from unique. However, for our argument
below, we will always assume that it comes from the induction proof of Lemma 6.2 via the
specialization. The order of the minimal monomial generators in Example 6.1 satisfies this
requirement. Notice that it is in general not the co-lexicographic order considered in Section
4.
Proposition 6.4. If I is an a-determined shifted stable ideal of the polynomial ring R, then
the generalized Newton complement dual Îras has linear quotients.
Proof. We may assume that I is the specialization of the connected shifted quasi-Ferrers
diagram Dλ´µ with λ ´ µ “ pλ1, λ2, . . . , λh; µ1, µ2, . . . , µhq. When h “ 1, the ideal I “
px1xµ1`1, x1xµ1`2, . . . , x1xλ1q. One can easily verify that the a-dual has linear quotients.
In the following, we will assume that h ě 2. Suppose that GpIq “ t f1 ă ¨ ¨ ¨ ă fν u, where
fν is the specialization of the lattice point c “ ph, h1q removed in the proof of Lemma 6.2. If we
write I 1 “ pf1, . . . , fν´1q, by induction, it suffices to show that the colon ideal J :“ Î 1ras : f̂ν
is linear.
Similar to the proof for Theorem 4.2, we will consider the set
Xν :“ t xj | there exists i ‰ j such that fνxi{xj P GpIq u .
In the three cases of the proof for Lemma 6.2, we have Xν “ t xh u, xh1“λh P Xν and
xh1“µh`1 P Xν respectively. In particular, Xν ‰ ∅. One also easily gets pXνq Ď J .
For the converse, take a minimal monomial generator y of J . By definition, yf̂ν “ wf̂k for
some integer k ă ν and some monomial w P R. This is equivalent to saying that yfk “ wfν .
By the minimality of y, one has gcdpy, wq “ 1. Thus, y divides fν . As fν has degree 2, if y is
not linear, this reduces to y “ fν “ xhxh1 . But we already have xh or xh1 P J by the previous
argument. This will contradict the minimality of y. Therefore, y is linear. In turn, we have
shown that J Ď pXνq. 
In the following, we will focus on a sub-class of shifted stable ideals of degree 2. Our aim
is to construct explicitly planar cellular minimal free resolutions for the dual of such ideals.
With respect to the linear order f1 ă ¨ ¨ ¨ ă fν of the minimal generators of the shifted
stable ideal I “ Iλ´µ, given in Corollary 6.3, let ck “ pik, jkq be the corresponding lattice
point for fk for each k P rνs. A minimal quasi-Borel move ck Ñ ck1 is called good if k1 ă k. The
arrows in Figure 2 indicate such moves. For simplicity, we will call good minimal quasi-Borel
moves as good moves.
Observation 6.5. (a) For each pair of minimal quasi-Borel moves c Ñ c1 and c1 Ñ c,
exactly one of them is a good move.
(b) Each vertical minimal quasi-Borel move is good if and only if it points northward.
(c) There are at most two good moves starting from ck for k ě 2. When it has 2 such
moves, one of them is a horizontal good move of geometric length 1 while the other
is a vertical good move.
(d) The following are equivalent:
(i) all horizontal good moves point westward;
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(ii) µ is non-decreasing: µ1 ď µ2 ď ¨ ¨ ¨ ď µh;
(iii) in the linear order f1 ă ¨ ¨ ¨ ă fν , if fk corresponds to ck “ pi, jq and fk1 corre-
sponds to ck1 “ pi1, j1q, then
k ă k1 ô i ă i1 or i “ i1 and j ă j1.
In particular, stable ideals of degree 2 satisfy these equivalent conditions.
(e) Suppose that all horizontal moves point westward. If pi, j ´ 1q, pi, jq, pi1, jq P D with
i1 ă i, then pi1, j ´ 1q P D as well since µi1 ď µi.
In the following, we will only consider those connected shifted quasi-Ferrers diagrams Dλ´µ
with westward horizontal good moves. With I “ Iλ´µ, for each k P rνs, let
Xk “ t xj | there exists i ‰ j such that fk1 “ fkxi{xj P GpIq with fk1 ă fk u .
The definition for Xν agrees with that defined in the proof for Proposition 6.4. If fk cor-
responds to the lattice point ck and there are 2 good moves in the diagram that start from
ck, then obviously |Xk| “ 2. However, the converse is not true. For instance, consider the
lattice point p2, 4q in Figure 2 after omitting the point p3, 3q (so that all remaining horizontal
good moves point westward). There is only one good move starting from p2, 4q. However, the
corresponding set X has cardinality 2, because of the existence of p1, 2q in the diagram.
Definition 6.6. A connected shifted quasi-Ferrers diagram Dλ´µ as discussed above is called
compatible if the following two conditions are satisfied:
(a) all horizontal good moves point westward;
(b) for each k P rνs, there are 2 good moves in the diagram that start from ck if and only
if |Xk| “ 2.
We want to point out that the “only if” part of (b) in Definition 6.6 is trivial, as observed
earlier.
Lemma 6.7. Let D “ Dλ´µ be a connected shifted quasi-Ferrers diagram with all horizontal
moves point westward. Then, Dλ´µ is compatible if and only if for every i1 ă i ă j in rνs,
(5) pi1, iq, pi, jq P D ùñ pi, j ´ 1q P D.
Proof. First, suppose that D is compatible and ck1 :“ pi1, iq, ck :“ pi, jq P D as above. Then
k ě 2 and |Xk| “ 1 or 2. Notice that all horizontal good moves has geometric length 1.
Thus, by Observation 6.5 (c), it suffices to consider the special case when there is only one
good move starting from ck which is vertical. This implies that xi P Xk. However, xj P Xk
because of the existence of ck1 P D. This forces Xk “ t xi, xj u, having cardinality 2. By the
compatibility assumption, there are 2 good moves starting from ck, a contradiction for the
existence of this special case.
Conversely, with the notations as above, it is enough to show that if Xk “ t xi, xj u, then
there are two good moves starting from ck.
(a) As xi P Xk, one has a ă i with pa, jq P D. Let a be the largest one satisfying this
property. Hence ck Ñ pa, jq is a good move.
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(b) As xj P Xk, one has i1 ă j with xi1xi P GpIq. If i1 ě i, then pi, i1q P D. As D is a
shifted quasi-Ferrers diagram, each row is connected. This implies that pi, j´ 1q P D.
If i1 ă i, by our assumption in Equation (5), we still have pi, j ´ 1q P D.
In short, there are two good moves starting from ck. As ck is arbitrary, this shows that D is
compatible. 
Since Equation (5) is obviously satisfied by the diagrams for stable ideals, we immediately
have
Corollary 6.8. If I “ Iλ´µ is stable, then the diagram Dλ´µ is compatible.
However, the converse is not true.
Example 6.9. Consider the shifted partition λ ´ µ “ p3, 3; 1, 1q. The shifted quasi-Ferrers
diagram illustrated in Figure 3 is compatible and the associated shifted stable ideal is Iλ´µ “
px1x2, x1x3, x22, x2x3q. However, this ideal is not stable, even after permutations of variables.
(1, 2) (1, 3)
(2, 2) (2, 3)
Figure 3. Compatible but not stable
From now on, we will only consider compatible diagrams. Suppose that D “ Dλ´µ satisfies
this requirement and I “ Iλ´µ is the specialization ideal. The good moves in D induce a
polyhedral cell complex XI of dimension at most 2 as follows.
(a) The 0-cells are the lattices points ck’s corresponding to the monomials in GpIq.
(b) The 1-cells correspond to the good moves. To define the orientation, horizontal 1-cells
point westward while vertical 1-cells point northward.
(c) The 2-cells come from the bounded rectangular components, cut in the plane by the
good moves. Each 2-cell is uniquely determined by the lattice point on its lower right
corner. This corner point c comes from Observation 6.5 (c) and provides exactly 2
good moves that start from it. It is the last corner with respect to the given linear
order. The width of this cell is always 1. It follows from Observation 6.5 (e) that on
the right side of this cell, there are exactly 2 lattice points from GpIq, which lie on the
corners. We endow this cell the orientation, so that the induced boundary orientation
is counterclockwise.
Suppose that I is a-determined. We will label the cells of XI as follows.
(a) We will label the 0-cell pi, jq of XI that corresponds to fi,j “ xixj P GpIq, by the dual
monomial f̂i,j “ xa{pxixjq.
(b) For a horizontal edge corresponding to the good move pi, jq Ñ pi, j ´ 1q, we label
it by lcmpf̂i,j , f̂i,j´1q “ xa{xi. For a vertical edge corresponding to the good move
pi, jq Ñ pi1, jq, we label it by lcmpf̂i,j , f̂i1,jq “ xa{xj .
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(c) All 2-cells will inevitably be labeled by xa.
Example 6.10. Let I “ Iλ´µ “ px1x2, x1x3, x22, x2x3q as in Example 6.9, then Iλ´µ is a-
determined when a “ p3, 4, 2q. We have Îras “ px21x32x23, x21x42x3, x31x22x23, x31x32x3q. The labels
of the cells of XI are illustrated in Figure 4.
x21x
3
2x
2
3 x
2
1x
4
2x3
x31x
2
2x
2
3 x
3
1x
3
2x3
x21x
4
2x
2
3
x31x
3
2x
2
3
x31x
3
2x
2
3 x
3
1x
4
2x3
x31x
4
2x
2
3
Figure 4. XI with I “ px1x2, x1x3, x22, x2x3q
With the orientations and the labels described above, we will have an induced cellular free
complex FXI . Our aim is to show that FXI provides a minimal free resolution for R{Îras.
Theorem 6.11. Let I “ Iλ´µ be an a-determined shifted stable ideal in R “ Krx1, . . . , xns,
generated in degree 2. If the diagram D “ Dλ´µ is compatible, then the complex FXI provides
a minimal free resolution for R{Îras.
Proof. As in Corollary 6.3, we assume that GpIq “ t f1 ă f2 ă ¨ ¨ ¨ ă fν u, and let I 1 “
pf1, . . . , fν´1q. Suppose that fν “ xt1xt2 with t1 ď t2.
(a) Assume that there are two good moves starting from pt1, t2q. This can only happen in
the case (b) of the proof for Lemma 6.2, as noticed by Observation 6.5 (c). Whence,
t1 ă t2 and we will remove the rightmost lattice point from the last row. The two
good moves are:
e1 : pt1, t2q Ñ pt1, t2 ´ 1q and e2 : pt1, t2q Ñ pt0, t2q.
Then fν contributes to XI the 0-cell pt1, t2q, the two edges corresponding to e1 and
e2, and the rectangular 2-cell Z with e1 and e2 as its two adjacent sides. We may
assume that the other two sides of Z are e3 : pt0, t2q Ñ pt0, t2 ´ 1q and
p0 :“ pt10 “ t1, t2 ´ 1q e
1
1Ñ p1 :“ pt11, t2 ´ 1q e
1
2Ñ ¨ ¨ ¨ e1sÑ ps :“ pt1s “ t0, t2 ´ 1q.
In the above quasi-Borel walk, we assume that each quasi-Borel move minimal. As a
result, they are good moves. Of course, e3 is also a good move. We will write q1 for
the point pt1, t2q and q2 for the point pt0, t2q. Now, the overall picture is illustrated in
Figure 5.
Notice that from the proof of Proposition 6.4, we know Î 1
ras
: Îras “ pxt1 , xt2q. This
colon ideal can be resolved minimally by the Koszul complex:
0 Ñ RpZ, xt1xt2q
˜´xt2
xt1
¸
ÝÝÝÝÝÝÑ Rpe2, xt1q ‘Rpe1, xt2q
´
xt1 xt2
¯
ÝÝÝÝÝÝÝÝÑ Rp∅, 1q.
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ps(t0 = t
′
s, t2 − 1)
p2(t
′
2, t2 − 1)
...
p1(t
′
1, t2 − 1)
p0(t
′
0 = t1, t2 − 1)
q2(t0, t2)
q1(t1, t2)
e1
e′1
e′2
e3
e2
Figure 5. The new 2-cell Z
Meanwhile, by induction, we may assume that FXI1 gives a minimal cellular free
resolution for Î 1
ras
:
0 Ñ pFXI1 q2 B2ÝÑ pFXI1 q1 B1ÝÑ pFXI1 q0 B0ÝÑ R.
We have the comparison map for the mapping cone as follows, induced naturally from
the polyhedral cell complex XI :
0 0 RpZ,xaq Rpe2, pfνxt1q ‘Rpe1, pfνxt2q Rp∅, pfνq
0 pFXI1 q2 pFXI1 q1 pFXI1 q0 R.
0
¨˝
´xt2
xt1
‚˛
ϕ2
pxt1 xt2 q
ϕ1 pfν
B2 B1 B0
Here, the minimal free resolution in the top is shifted in multidegree by f̂ν so that
the comparison map is of degree 0. For our homomorphisms ϕ1 and ϕ2, the essential
direct summands of pFXI1 q0 and pFXI1 q1 are
Rpq2,xa{pxt2xt0qq ‘Rpp0,xa{pxt2´1xt10qq ‘ ¨ ¨ ¨ ‘Rpps,xa{pxt2´1xt1sqq
and
Rpe3,xa{xt0q ‘Rpe11,xa{xt2´1q ‘ ¨ ¨ ¨ ‘Rpe1s,xa{xt2´1q
respectively. Written in matrix form, the submatrix for ϕ2 with respect to these
submodules is the column vector
pxt0 ,´xt2´1,´xt2´1, . . . ,´xt2´1qT.
The submatrix for ϕ1 is ˆ
xt0 0 0 ¨ ¨ ¨
0 xt2´1 0 ¨ ¨ ¨
˙T
.
The submatrix for B0 is the row vector`
xa{pxt2xt0q xa{pxt2´1xt10q ¨ ¨ ¨ xa{pxt2´1xt1sq
˘
.
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The submatrix for B1 is¨˚
˚˚˚˚
˚˚˚˚
˝
´xt2
0 ´xt1 “ ´xt10
xt11 ´xt11
xt12 ´xt12
. . .
. . .
xt1s´1 ´xt1s´1
xt2´1 xt1s “ xt0
‹˛‹‹‹‹‹‹‹‹‚
.
By an easy checking of the commutativity of the diagrams using matrices, we know
the claimed comparison map is valid. Therefore, the mapping cone of this comparison
map, as defined in Definition 2.7, provides a free resolution of R{Îras:
0 Ñ RpZ,xaq ‘ pFXI1 q2 Ñ Rpe2, f̂νxt1q ‘Rpe1, f̂νxt2q ‘ pFXI1 q1 Ñ Rp∅, f̂νq ‘ pFXI1 q0 Ñ R.
The resolution is minimal by checking the maps described above. One can also check
with ease that this resolution agrees with the cellular free resolution FIX with the
desired differentials.
(b) Assume that there is only one good move staring from the lattice point pt1, t2q. The
proof is similar and simpler. 
In the following, we will focus on classical stable ideals. Notice that if I “ Iλ´µ is stable,
the diagram D “ Dλ´µ is compatible.
Let T be a non-empty set of monomials in R “ Krx1, . . . , xns. We write StapT q for the
unique smallest stable ideal in R that contains T . If J is a stable ideal in R, we write StaGpJq
for the unique smallest set T of monomials in R with StapT q “ J . Figure 6 illustrates a stable
ideal of degree 2 in R “ Krx1, . . . , x7s with good moves.
(1, 1) (1, 2)
(2, 2)
(1, 3)
(2, 3)
(3, 3)
(1, 4)
(2, 4)
(3, 4)
(4, 4)
(1, 5)
(2, 5)
(4, 5)
(1, 6)
(4, 6) (4, 7)
Figure 6. Staptx2x5, x1x6, x4x7uq with good moves
Now, suppose that the stable ideal I coming from the diagram Dλ´µ satisfies
(6) StaGpIq “ tmk “ xk1xk2 | 1 ď k ď g with k1 ď k2 u .
Notice that h “ max t k1 | 1 ď k ď g u in λ ´ µ “ pλ1, . . . , λh;µ1, . . . , µhq. For each j P rns,
we define
Yj :“ t i P rjs | xixj P GpIq u .
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Observation 6.12. (a) For every x2i P GpIq with 2 ď i ď h, there exists exactly one good
move starting from the corresponding lattice point pi, iq. It points northward.
(b) For every xixj P GpIq with i ă j, there always exists a westward good move of
geometric length 1 that starts from the corresponding lattice point pi, jq. There exists
another good move starting from pi, jq precisely when the |Yj | ě 2 and i ą minpYjq.
This good move points northward.
(c) With StaGpIq as in Equation (6), we have the containment:
Y1 Ă Y2 Ă ¨ ¨ ¨ Ă Yh Ě Yh`1 Ě ¨ ¨ ¨ Ě Ye
with
e “ max t k2 | k P rgs u “ max t λi | i P rhs u .
To be more precise, for 1 ď j ď h, Yj “ t 1, 2, . . . , j u. For h ` 1 ď j ď e, Yj “
t k1 | 1 ď k ď g with k2 ě j u.
Remark 6.13. Using the notations in Observation 6.12 (c) and Theorem 6.11, if we check
backwards, then among the ν minimal monomial generators of I, there are
w2 :“ 0` 0` 1` 2` ¨ ¨ ¨ ` ph´ 2q ` p|Yh`1| ´ 1q ` ¨ ¨ ¨ ` p|Ye| ´ 1q
of them contribute 2-cells in the induction process in the proof for Theorem 6.11. There are
w1 :“ 0` 2ph´ 1q ` pe´ hq
of them only contribute 1-cells. The remaining initial point of course only contributes the
point itself. Combining the proof for Proposition 6.4 and [13, Corollary 8.2.2], we know the
Betti numbers of Îras satisfies the formula:
βipÎrasq “ w2
ˆ
2
i
˙
` w1
ˆ
1
i
˙
, i “ 1, 2.
Of course, these formulae can be computed directly with ease from the graph or by our
induction proof for Proposition 6.4.
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