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Abstract 
In this paper we have proposed a Q-learning approach for minutiae extraction from the fingerprint image. Traditional 
approaches for Minutiae extraction are extremely unreliable in the case of poor quality fingerprint image due to the 
involvement of image processing steps. This has been improved by using agent based approach SARSA in which agent 
learns to follow the ridges and stop at the minutiae. One Problem with this approach is that it requires exploring the policy 
which increases the convergence speed. So, we have proposed a Q-learning approach which is insensitive to the policy of 
exploration. Agent learns by calculating Q value on the basis of relation between neighbourhood gray scale values of ridges 
and find original minutiae by selecting maximum Q values. The proposed approach significantly reduces convergence 
speed due to insensitiveness to the policy exploration. 
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1. Introduction 
  Fingerprint identification is a physiological characteristics based technique used for biometric system 
.Fingerprint identification is the oldest technique which is widely using in biometric system for different 
security purpose. 
 
 
*Sandeep Tiwari. Tel.: +97-70-231-801; fax: +0-000-000-0000 . 
E-mail address: sandeep870612@gmail.com 
E-mail address: nehasharma.102125.cse@gmail.com 
Available online at www.sciencedirect.com
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Department of Computer 
Science & Engineering, National Institute of Technology Rourkela Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
83 Sandeep Tiwari and Neha Sharma /  Procedia Technology  6 ( 2012 )  82 – 89 
Uniqueness and permanence are the features made the fingerprint most popular and highly used technique 
for identification system. Fingerprint has useful information in the form of line structure.   This line structure 
has black and white lines. Black line is known as ridges which is having high gray scale values and white lines 
is known as valleys which is having low grayscale values. Fingerprint information has been classified by 
different features which are known as minutia. For our paper we have considered ridge ending and bifurcation 
as minutiae. Here ridge ending are the ending points of ridges and bifurcation is the point which is subdivided 
the ridge path in two parts as shown in Fig.1. 
 
 
 
 
 
 
 
 
 
 
 
Fig 1. Minutiae in fingerprint image 
 
 
 Traditional approaches [1] consist of a series of processing operation for extraction of minutia from the 
fingerprint : preprocessing, binarization, thinning, minutiae extraction and post-processing. Raymond thai[2] 
enhanced the fingerprint image by taking a mixture of both synthetic test images and real fingerprint images. 
The use of synthetic images has provided a more quantitative and accurate measure of the performance. 
Whereas real images rely on qualitative measures of inspection, but can provide a more realistic evaluation as 
they provide a natural representation of fingerprint imperfections such as noise and corrupted elements. Dario 
Maio and Davide Maltoni[3] have proposed an technique where the minutiae are extracted directly from the 
grayscale images. This technique is based on ridge line following algorithm that follows the image ridge lines 
until a termination or bifurcation occur. Xudong Jiang, Wei-Yun Yau and Wee Ser[4] presented a minutia 
detection procedure based on adaptive tracing the gray level ridge of the fingerprint images with piecewise 
linear lines of different length. The original fingerprint image is smoothed with an adaptive-oriented smoothing 
filter only at some selected points. This will greatly reduce the computational time. Each ridge in the skeleton is 
labeled with a number so that each detected minutia is associated with one or two ridge numbers, which is 
useful for post processing. These approaches require image processing steps to enhance the image quality 
which is highly sensitive to the noise.  
Asker M. Bazen and Martijn van Otterlo[5] has proposed  a agent based approach learnt by using sarsa 
learning technique in which an autonomous agent walks around in the fingerprint and learns how to follow 
ridges in the fingerprint and how to  recognize minutiae. The agent is situated in the environment, the 
fingerprint, and uses reinforcement learning to obtain an optimal policy. This approach requires policy 
exploration. Ariel Unanue, Adriana Zapico[6]  has proposed an agent based approach in which reactive agents 
are used over the thinned fingerprint image. They detect locations of interest that could be minutiae using an 
efficient coefficient, which we propose, and to our knowledge, it has not been applied before for minutiae 
detection. Then, several agents run through the image, starting at the locations of interest, to determine whether 
they are real minutiae or not. Having a more reliable method for minutiae detection would lead into a better 
performance of the whole recognition system. This approach consist several agents which can be a maintenance 
problem. In this paper we have proposed an agent based approach in which agent learnt by q-learning. 
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2. Reinforcement Learning 
Reinforcement learning is learning what to do--how to map situations to actions--so as to maximize a 
numerical reward signal. The learner is not told which actions to take, as in most forms of machine learning, but 
instead must discover which actions yield the most reward by trying them. 
In the standard reinforcement learning model an agent is connected to its environment via perception and 
action. On each step of interaction the agent receives as input I, some indication of the current state s of the 
environment. The agent then chooses an action a to generate as output. The action changes the state of the 
environment and the value of this state transition is communicated to the agent through a scalar reinforcement 
signal R as shown in Fig 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig2 .Reinforcement learning system 
 
A policy defines the learning agent's way of behaving at a given time. It is a mapping from perceived states of 
the environment to actions to be taken when in those states. The goal of the agent is to maximize its reward by 
learning the optimal policy. One of the challenges that arise in reinforcement learning and not in other kinds of 
learning is the trade-off between exploration and exploitation. To obtain a lot of reward, a reinforcement 
learning agent must prefer actions that it has tried in the past and found to be effective in producing reward. But 
to discover such actions, it has to try actions that it has not selected before. The agent has to exploit what it 
already knows in order to obtain reward, but it also has to explore in order to make better action selections in 
the future[7][8][9]. 
 
3. Q-Learning 
Q-learning is an active reinforcement technique, -
learning algorithm works by estimating the values of state-action pairs. The purpose of Q-learning is to 
generate  the Q-table, Q(s, a), which uses state-action pairs to index a Q-value, or expected utility of that pair. 
The Q-value is defined as the expected discounted future payoff of taking action a in state s, assuming the agent 
continues to follow the optimal policy[7][10]. 
Q-learning generates the Q-table by performing as many actions in the environment as possible. The update 
rule for setting values in the table is as follows in Eq. 1: 
 
Q(s, a s, a r s a - Q(s, a) )       (1) 
 
LEARNING INFORMATION=REWARD 
OUTPUT=ACTIONS 
 
ENVIRONMENT RL SYSTEM 
REWARD ACTION 
AGENT 
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are set through experimentation to affect the rate at which the agent attempts to learn the environment. 
3.1. Q-Learning Algorithm 
Initialize Q(s , a) arbitrarily 
Repeat (For each episode): 
Initialize s 
Repeat (For each step of episode): 
Choose a from s using policy derived from a 
 
- Q(s, a) ) 
 
Until s is terminal 
4. Extraction of  Minutiae using Traditional Method 
     Most of the existing automatic fingerprint verification systems are based on minutiae features. Such systems 
first detect the minutiae grayscale values along a direction normal to the local ridge direction. Minutiae are 
determined as points that have either one neighbor or more than two neighbors. However, the orientation 
estimation in a poor quality fingerprint image is extremely unreliable [11]. This leads to errors in precisely 
locating the fingerprint ridges and results in the detection of many false minutiae. Asker M. Bazen and Martijn 
van Otterlo[5] gave an agent based approach .In which agent learns by using Sarsa technique. Sarsa is an on 
policy learning approach of reinforcement learning. Agent can be trained by selecting a ridge choosing the 
initial position of the agent at some location on that ridge and defining the reward structure with respect to that 
ridge including the target minutiae that the agent should find. The goal of the agent is to follow a ridge and stop 
at a minutia.  
4.1. Problem With Traditional Methods 
       In traditional methods image processing steps involve. These steps are highly sensitive with the noise in 
case of poor quality image and in sarsa technique it requires to explore the policy, so it takes longer path for 
learning. Unlike Sarsa Q-learning is insensitive to the policy exploration, so, it takes optimal path due to the 
presence of max operator in Eq. 1. 
 
       We can differentiate sarsa and q-learning by following gridworld example as shown in Fig 3. Consider 
the gridworld  shown in the upper part of Figure (3).This is a standard undiscounted, episodic task, with start 
and goal states, and the usual actions causing movement up, down, right, and left.-1 Reward is on all transitions 
except those into the  region marked "The Cliff." Stepping into this region incurs a reward of -100 and sends 
the agent instantly back to the start. The lower part of the figure shows the performance of the Sarsa and Q-
learning methods with -greedy action selection, =0.1.In this comparison we can see Q learning learns value 
for optimal path [7]. 
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Fig 3. Comparison between SARSA and Q-Learning 
5. Proposed Method For  Minutiae Extraction 
We put an agent on to the fingerprint image. This agent will follow the ridge using gray scale values and 
select a state from the reward structure. For this state it selects action which is maximizing the Q value. 
For extraction of minutiae from the fingerprint by using Q- learning . First, we require the reward structure 
R. To get the reward structure we take a fingerprint image and apply thinning to the image up to one pixel 
value. We scan the image by using 3×3 filter and 
greyscale values. One neighbor of central is considering as a termination point, Two neighbor of central is 
consider as bifurcation. After scanning the whole image we get all the termination point (centerm) and 
bifurcation (centbif) than we calculate the Euclidean distance of these points(centerm,centbif) and take this 
distance as reward structure R. 
Now we need to select the states. We take the permutation of rows in reward structure and select the first 
state. For this state we find the all non-negative values from R and take the permutation of these non-negative 
values .These non negative values treated as actions. So we select an action which has maximum non negative 
value and calculate Q[state, action] .Now selected action will be our new state ,repeat the procedure for  new 
state until episodes ended.  
 
5.1. Proposed algorithm 
  Initialize Q[state, action] 
  Initialize gamma  
  Read image 
                 Thinning of image up to one pixel value 
   Scan image by using 3×3 filter 
    Find  
           centerm= one neighbour of central 
           centbif= two neighbour of central 
      Calculate reward R= Euclidian distance(centerm,  centbif) 
      Take permutation of rows in R 
      Repeat (for each episode) 
           select first state from the permutation 
           For this state find all non negative values in R 
           Take permutation of non negative values 
           Select action from the permutation  
           Q[state,action]=  R[state, action]+ gamma*Qmax (action)  
           State=action 
      Until episode ends 
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6. Experiment and Results 
     In this section we have experimented for scanned fingerprint image (left) and noisy scanned image (right) as 
shown in Fig 4.we added Gaussian noise on to the original scanned image. First, we read the fingerprint image 
and observe its gray scale values using an agent. This agent will learn by using Q-Learning. So ,we initialize  
Q[state, 
we want to maximize future reward. To get the reward structure first we apply thinning on to the ridges up to 
the 1 pixel value as shown in Fig 5 and observe neighborhood relationship by using 3×3 filter than find the 
termination and bifurcation point as shown in Fig 6 than get the reward structure by taking Euclidian distance 
between these termination and bifurcation point values now apply Q-Learning and calculate Q values . Update 
Q[state, action] until episodes ends so the original minutiae will be the values in Q[state, action] as shown in 
Fig 7. 
      
      
Fig 4.Original image (left) and original image with noise (right) 
 
            
                       
 
 
Fig 5 . Thinning for original (left) and noisy(right) image 
       
 
Fig 6. Termination and Bifurcation points for original(left) and noisy(right) image 
88   Sandeep Tiwari and Neha Sharma /  Procedia Technology  6 ( 2012 )  82 – 89 
 
 
 
Figure7. Minutiae before and after q-learning for original(left) and noisy(right) image 
   
        
Fig 8. Learning time graph for original image and noisy image 
 
 
 
Table 1 
 
     Fingerprint Image Processing Time(ms)           
1 158.0062 
2 158.0031 
3 158.0101 
4 158.0059 
5 158.0111 
6 158.0023 
7 158.0029 
8 158.0128 
 
Table 2 
89 Sandeep Tiwari and Neha Sharma /  Procedia Technology  6 ( 2012 )  82 – 89 
 
 Processing Time(s) 
[12] 1.8 sec. 
Ariel Unanue  and Adriana  
[6] 
0.3 sec. 
Asker M. Bazen and  Sabih 
H. Gerez  
Not provided 
Our Method 0.158 
 
    In Fig 8 we have episodes and learning time graph for fingerprint image (left) and noisy fingerprint image 
(right).  From these graph we observed that learning time become constant after some episodes it means that 
agent has learnt. We have calculated processing time for 8 images. Average processing time of these images is 
158.0068 ms in the case of noisy image as shown in Table 1 and comparable results are shown in Table 2.we 
have calculated processing time with Intel i3 processor, 3GB  RAM configuration. 
7. Conclusion and Future scope 
    In this paper we have shown that Q learning provide an optimal solution to calculate the values to extract the 
minutiae from the fingerprint as compare to SARSA approach. This approach made the procedure very simple 
due to the insensitiveness to the policy exploration and reduced the convergence speed due to the presence of 
max operator in Eq 1. This approach also has reduced the processing time in case of noisy image and has only 
one agent for learning which is easier to maintain . We have verified the results for 1000 episodes and got 
positive results. We have selected action randomly. So, extraction of minutiae using different action selection 
methods like softmax action method, -geedy etc. and experiment for these methods is remain as our future 
work.     
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