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The cosmological constant problem arises because the magnitude of vacuum energy density pre-
dicted by quantum mechanics is about 120 orders of magnitude larger than the value implied by
cosmological observations of accelerating cosmic expansion. Recently some of the current authors
proposed that the stochastic nature of the quantum vacuum can resolve this tension [1]. By treating
the fluctuations in the vacuum seriously and allowing fluctuations up to some high-energy cutoff at
which Quantum Field Theory is believed to break down, a parametric resonance effect arises that
leads to a slow expansion and acceleration. In this work we thoroughly examine the implications
of this proposal by investigating the resulting dynamics. Firstly, we improve upon numerical cal-
culations in the original work and show that convergence issues had overshadowed some important
effects. Correct calculations reverse some of the conclusions in [1], however the premise that para-
metric resonance can explain a very slowly accelerating expansion appears to remain sound. After
improving the resolution and efficiency of the numerical tests, we explore a wider range of cutoff
energies, and examine the effects of multiple particle fields. We introduce a simple model using the
Mathieu equation (a prototypical example of parametric resonance), and find that it closely matches
numerical results in regimes where its assumptions are valid. Using this model, we extrapolate to
find that in a Universe with 28 bosonic fields and a high-energy cutoff 40 times higher than the
Planck energy, the acceleration would be comparable to what is observed.
I. INTRODUCTION
One of the greatest challenges in modern physics is to
reconcile general relativity and quantum physics into a
unified theory. Perhaps the most dramatic clash between
the two theories lies in the cosmological constant problem
[2–7]. Naive predictions of vacuum energy from quantum
physics predict a magnitude so high that the expansion
of the Universe should have accelerated so quickly that
no structure could have formed. The predicted rate of
acceleration resulting from vacuum energy is famously
120 orders of magnitude larger than what is observed.
In a 2017 paper [1] some of the current authors pro-
posed a solution to the cosmological constant problem.
They proposed that rather than use the expectation value
of the quantum energy density in the Einstein equations,
which would lead to the overwhelmingly large prediction
for cosmic acceleration, one should instead treat the vac-
uum as an inhomogeneous stochastic field. Accounting
for the fluctuations in the density of the vacuum energy—
which are on the order of the magnitude of the vacuum
energy itself—can potentially explain a slow expansion.
Here we investigate that proposal with improved com-
putational methods. Our faster computational methods
allow us to make a more thorough investigation of the
behavior of the expansion of the Universe in the pres-
ence of a stochastic vacuum field by extending the model
to a greater number of particle fields. We find that the
original calculations had not sufficiently converged, and
a more thorough calculation reverses some of the trends
seen in the original paper. When these are remedied,
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the original proposal no longer explains the results when
there are just two massless scalar particle fields in the
Universe. However, given that the standard model has
dozens of particles, and 28 bosonic field components, a
realistic model should contain many fields. Our faster
computational methods allow us to extend the model to
a greater number of particle fields. With at least three
fields, the exponentially small acceleration predicted by
the original proposal is observed, and the magnitude of
the acceleration gets smaller as more fields are added
and the cutoff increased—meaning that with a sufficient
number of fields at a sufficiently high cutoff, the predicted
acceleration would match observation.
The paper is structured as follows. In Sec. II, we sum-
marize the aspects of the cosmological constant problem
that are relevant to this work. In Sec. III, we summa-
rize the model of cosmological dynamics in the presence
of a stochastic inhomogeneous vacuum that was intro-
duced in [1], and how it attempts to resolve the problem.
We also mention a caveat to the application of the adi-
abatic theorem in [1], which implies that the resultant
analytical description is only valid with three or more
scalar fields present. In Sec. IV, we describe our numeri-
cal methods, which are similar to those used in [1], before
testing the convergence of our new results across all rel-
evant parameters to demonstrate that they are robust to
all limits. In Sec. V, we provide corrections to numerical
findings of the original paper, before using our improved
methods to test greater numbers of particle fields, and
a larger range of choices of cutoff frequency for vacuum
oscillations. Finally, we conclude with the physical signif-
icance of the new results in Sec. VI. Throughout, we use
~ = G = c = 1, and a metric signature of (−,+,+,+).
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2II. THE COSMOLOGICAL CONSTANT
PROBLEM
In the Einstein equations of general relativity, a term
representing the curvature of spacetime (Rµν) is related
to a term describing the energy-momentum of matter
(Tµν), as well as the cosmological constant (λ) and metric
tensor (gµν) as follows:
Rµν − 1
2
Rσσgµν + λgµν = 8piTµν . (1)
Each element of the curvature tensor and metric tensor
are just classical fields, but the elements of the energy-
momentum tensor must be quantum operators in order
to account for known quantum effects of matter. A cur-
rently undiscovered theory of quantum gravity would pre-
sumably elevate the left-hand side to become quantum
operators. In the meantime it is common to treat both
sides as classical (known as “semiclassical” gravity). The
most common way of doing this is to replace Tµν with
〈Tˆµν〉 (the Moller-Rosenfeld approach) [8–10]. But this
approach fails in a number of ways: it allows faster-than-
light communication [11], it leads to a nonlinear Hamil-
tonian which contradicts the Born rule [12], and most
infamously, it predicts an overwhelming large accelerat-
ing expansion of the Universe.
Here we outline the traditional approach to the cos-
mological constant problem, see [2–4, 13–15]. The usual
argument states that the vacuum state |0〉 should be lo-
cally Lorentz invariant so that observers agree on the
vacuum state. This means that the expectation value of
the energy-momentum tensor on the vacuum, 〈0| Tˆµν |0〉,
must be a scalar multiple of the metric tensor gµν (which
is the only Lorentz invariant rank (0, 2) tensor). Be-
cause the Tˆ00 component is an energy density, we label
〈0| Tˆ00 |0〉 = ρvac, so that the vacuum contribution to the
right-hand side of Eq. (1) can be written
〈0| Tˆµν |0〉 = −ρvacgµν . (2)
Subtracting this from the right-hand side of Eq. (1) and
grouping it with the cosmological constant term replaces
λ with an “effective” cosmological constant:
λeff = λ+ 8piρvac. (3)
The meaning of Eq. (2) is revealed by noticing that in
flat spacetime (where gµν = diag(−1, 1, 1, 1)), it im-
plies ρvac = −Pvac, where Pvac = 〈0| Tˆii |0〉 (for any
i ∈ {1, 2, 3}) is the pressure. Importantly, this implies
that if the energy density is positive (as is usually as-
sumed) then the pressure must be negative, a conclusion
which extends to any metric gµν with a (1,3) signature.
Whereas gravity is attractive 1 for positive energy and
1 By “attractive”, we mean that the strong energy condition is
pressure, in conditions with strong negative pressure it
becomes repulsive, which leads to accelerating expansion.
The usual method of quantifying the accelerating ex-
pansion comes from describing the Universe with the
Friedmann-Robertson-Walker metric:
ds2 = −dt2 + a(t)2 (dx2 + dy2 + dz2) , (4)
in which the scale factor a represents the overall scale of
the Universe. This is the standard metric used in cosmol-
ogy, and is known to accurately represent the Universe
on large scales. Then the relative acceleration of the ex-
pansion of the Universe ( a¨a , where a dot denotes a time
derivative), is found to be directly proportional to the
effective cosmological constant, and is measured to be
about 10−122 in Planck units.
Now, we determine ρvac in the simplified case of a sin-
gle massless spin-0 particle field. For each 4-momentum
k = (ωk,k), the field acts like a simple harmonic oscil-
lator. The nth state, with energy
(
n+ 12
)
ωk (recalling
~ = 1), contains n particles with momentum k and en-
ergy ωk, and the ground state (with no particles) has
energy 12ωk. Combining the ground state energy of each
mode (i.e. the harmonic oscillator that corresponds to
each 4-momentum) yields an infinite value for the vac-
uum energy density. By restricting to modes with parti-
cle energy below a certain cutoff energy ωk ≤ Λ (not to
be confused with λ, the cosmological constant), a finite,
regularized result for the energy density can be obtained.
The result is proportional to Λ4, because the number
of allowed modes scales with Λ3, and the average en-
ergy of the allowed modes scales linearly with Λ. Any
other fields will contribute similarly, so that if there are
nf scalar fields, the density scales with nfΛ
4. Typically,
the cutoff is taken to be near Λ = 1 in Planck units (i.e.
the Planck energy), so the vacuum energy gives a con-
tribution to the cosmological constant on the order of at
least unity according to Eq. (3). Thus we see the extreme
fine-tuning problem: the original cosmological constant λ
must cancel this large vacuum energy density ρvac ∼ 1 to
a precision of 1 in 10120—but not completely—to result
in the observed value λeff ∼ 10−120.
III. COSMOLOGICAL DYNAMICS UNDER
SEMICLASSICAL STOCHASTIC GRAVITY
The energy density of the vacuum state fluctuates
wildly, with variations comparable to its magnitude.
satisfied (i.e. Ω2 > 0, where Ω2 is defined by Eq. (8)), and that
gravity has a tendency to pull things closer together. A more
specific example is this: given a small ball of freely falling test
particles initially at rest with respect to each other, gravity is
attractive if the second derivative of the volume of the ball is
negative, i.e. the ball tends to shrink (more details about this
picture are described in [16]).
3Thus, rather than ignoring these fluctuations by treat-
ing the vacuum energy density as constant, some of the
current authors [1] proposed treating it as an inhomoge-
neous stochastic field to better approximate a full quan-
tum description.
Three key changes are made to the traditional ap-
proach outlined above. First, in order to allow spatial
variations and inhomogeneity, Eq. (4) is replaced with
the following metric:
ds2 = −dt2 + a(t,x)2 (dx2 + dy2 + dz2) , (5)
i.e. the scale factor a(t,x) is now inhomogeneous, repre-
senting the relative “size” of spacetime at each point. It
was noted in [1] that solving one of the Einstein equations
for a(t,x) in this metric dooes not necessarily mean you
can solve the rest of them simultaneously. One degree of
freedom on the left-hand side of Eq. (1) will not capture
the complexities on the right-hand side. One could use
a more general inhomogeneous metric but the equations
become far more difficult to solve.
Secondly, the right-hand side of Eq. (1) is treated
not as an expectation value but as a stochastic inho-
mogeneous field that acts as a source for these inho-
mogeneities, in a manner that will be clarified shortly.
Other semiclassical stochastic gravity approaches have
been considered before [17, 18], but quite differently to
what is presented here. The main difference between our
work and theirs is that we couple both the huge expecta-
tion value and the fluctuations of the zero point energy
to gravity without trying regularization methods to make
them small; they consider the fluctuations in quantum
fields but they disregard the huge expectation value and
try regularization to make the fluctuations small.
Finally, we do not assume Lorentz invariance, so that
Eq. (2) no longer holds. Instead we assume an explicit
cutoff in frequency and, as above, we assume an explicitly
non-Lorentz invariant form of the metric. Both the en-
ergy density and the pressure are large and positive, and
the the matter gravitates attractively (as defined above).
The physical justification of this last assumption will be
discussed further in Sec. VI, but we will summarize this
discussion here:
• The high-energy cutoff Λ used to determine ρvac in
Sec. II inherently violates local Lorentz invariance
already, so using this in combination with Eq. (2)
is inconsistent [4, 19–21].
• Many proposals for quantum gravity suppose some
discrete spacetime structure arises at a small invari-
ant length scale. Such a length scale must violate
Lorentz invariance [22–25].
Because we do not require Eq. (2) to hold, our model
of the vacuum no longer has negative pressure when
energy density is positive, so gravity can be attractive
everywhere. It has been shown in [1] that even with
gravity being purely attractive, our model still predicts
apparent “repulsive” effects (a slow exponential expan-
sion) on large scales. This arises from attractive grav-
ity due to the parametric resonance effect—a harmonic
oscillator is always “attracted” towards its equilibrium
point but its swing amplitude (which represents the size
of space) grows exponentially. However on intermediate
scales (much larger than the cutoff scale but smaller than
the cosmological scale) fields act as though they are on a
Lorentz invariant spacetime, as shown in [1].
Now, by applying these assumptions we can use the
Einstein equations (which we assume still hold) to de-
termine the dynamics of the evolution of the Universe.
An alternative but equivalent expression to Eq. (1) is the
following:
Rµν − λgµν = 8pi
(
Tµν − 1
2
Tσσ gµν
)
. (6)
The key dynamical equation that we use in this work
arises from the µ = 0, ν = 0 equation (the “tempo-
ral” equation, because it contains only time derivatives
of a(t,x)), with λ = 0. It takes the following form:
a¨(t,x) + Ω2(t,x)a(t,x) = 0. (7)
We can recognize Eq. (7) as a harmonic oscillator equa-
tion for each x, with Ω playing the role of a frequency
(not to be confused with the usual use of Ω in cosmology
to mean energy density). The square of the frequency of
those oscillations is proportional to a linear combination
of components of the energy-momentum tensor, which we
treat as time and position dependent stochastic fields:
Ω2(t,x) =
4pi
3
(
ρ(t,x) +
3∑
i=1
Pi(t,x)
)
, (8)
where ρ(t,x) = T00(t,x) and Pi(t,x) = a(t,x)
−2Tii(t,x)
are both stochastic fields.
These stochastic fields are chosen according to the op-
erators Tˆµν and the vacuum state |0〉. The simple model
that we will use arises from choosing to use a number
nf of massless scalar fields (which was just one for most
of [1], but here we will extend this to a greater num-
ber of fields). For a massless scalar field φ, it happens
that Ω2 = 8pi3 φ˙
2 is independent of a and strictly positive.
This need not always be true for massive, or fermionic
fields, because they add negative terms to the expression
for Ω2. Ω2 being strictly positive means that Ω ≡
√
Ω2
is well defined, and that Eq. (7) will always act like a
harmonic oscillator, rather than yield an explicitly expo-
nential solution (like, for example, a¨ = a).
As in [1], we continue to use the high-energy cutoff
regularization approach that was introduced in Sec. II.
Although this method violates local Lorentz invariance,
there are other regularization methods that do not, and
their effects on this new proposal have been discussed
in [26–28] (namely that they do not always lead to a
positive definite expression for Ω2). We continue to use
the high-energy cutoff method here because we do not
4believe that the Lorentz-invariant methods are physical
representations of the huge vacuum energy implied by
zero-point fluctuations, and because the high-energy cut-
off has physical meaning as per the effective field theory
interpretation discussed in Sec. VI.
Once Tµν is defined according to the choice of fields
and regularization method, we determine the stochas-
tic properties of Ω (expecation value, variance, power
spectrum, etc.) by considering the Tµν components in
Eq. (8) as classical stochastic fields, whose statistical
properties are described by vacuum expectations (e.g.
variance 〈0|Ω4 |0〉−〈0|Ω2 |0〉2). Because we are only con-
sidering the vacuum, and no excitations, the cosmological
scenario being described is a simplified model consisting
only of vacuum energy. If Tµν contained contributions
from all the fields in our Universe, this would be approx-
imately equivalent to studying our own Universe in the
current, dark-energy-dominated epoch.
The vacuum state is not an eigenstate of the local
energy density and pressure operators in Eq. (8), so
measurements of these variables will fluctuate with a
predictable spectrum. By modeling these fluctuations
stochastically, Ω becomes a quasiperiodic function in
space and time—meaning that its statistical properties
are constant, but there is no fixed period T for which
Ω(t,x) = Ω(t+T,x) or X for which Ω(t,x) = Ω(t,x+X),
as would be the case for a strictly periodic function.
Solutions to harmonic oscillator equations with time-
dependent frequency, like this one, can exhibit long-term
growth or decay, a phenomenon known as parametric res-
onance [29, 30]. A common example of parametric reso-
nance occurs on a swing, when one straightens and bends
one’s legs to increase the amplitude. Because of the lin-
earity and symmetry of Eq. (7), it turns out that decaying
solutions will be suppressed unless the initial conditions
are fine-tuned, so that the long-term solution will either
grow exponentially or remain steady. This means that
the general solution can be written as,
a(t,x) ≈ eHtP (t,x), (9)
where H ≥ 0 is a constant and P is a quasiperiodic func-
tion, by which we mean that all its statistical properites
are time-independent, and it has time average P = 0.
Note that we use, for example, P to denote the time aver-
age of a variable, reserving 〈P 〉 to denote the expectation
of P as a quantum operator. Note that P˙P =
d log |P |
dt , so
since log |P | =const., ( P˙P ) = 0. This means that taking a
time average of a˙a = H+
P˙
P gives us H =
(
a˙
a
)
. This leads
to a natural interpretation of H as the Hubble parame-
ter, which is defined in cosmology as a˙a . If H is zero, then
there is no parametric resonance, because a = P and P
has no long-term growth or decay. Otherwise, it will re-
sult in an exponentially increasing scale factor, resulting
in observed distances scaling with L(t) = L(0)eHt, and
macroscopic acceleration obeying L¨(t)L(t) = H
2.
Thus, the key goal is to determine H2; if H2 ∼ 1, the
model has done nothing to remedy the problem of the
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FIG. 1. Normalized power spectrum of Ω2, showing that small
frequencies contribute negligibly, and only those on the order
of Λ are significant. Source: [1]
traditional approach, as it still predicts an acceleration
120 orders of magnitude too large. If H2 ∼ 10−120, then
this would indicate that the model predicts an appro-
priate order of magnitude for the acceleration, and has
potential to resolve the cosmological constant problem.
IIIa. Timescales of oscillation
Parametric resonance is usually strongest (i.e. growth
or decay is most rapid) when the timescale of frequency
oscillation and amplitude oscillation are similar—e.g.
when one bends one’s legs with a frequency close to the
frequency of the swing itself. It is, therefore, important
to assess the conditions under which the variations in
Ω are of a similar frequency to those of a, since that is
when accelerating expansion will be strongest. This will
also provide us with expectations of the limiting behavior
when the oscillations in Ω are much slower or faster than
those of a. Because Eq. (7) contains no spatial deriva-
tives, we will omit the label x and just consider a fixed
point in space from now on.
Although neither Ω(t) nor a(t) are strictly peri-
odic, their variations still occur on somewhat consistent
timescales, which we can use to test the strength of para-
metric resonance. a(t) will typically vary with a fre-
quency comparable to Ωrms =
√〈Ω2〉, and as shown in
[1],
〈
Ω2
〉
= nfΛ
4
6pi . This dependence agrees with Sec. II,
which gave justification that T00 = ρvac (and thus Ω
2)
should scale with nfΛ
4. Thus a typically varies with fre-
quency ∼ √nfΛ2, i.e. on a timescale of about 1/(√nfΛ2).
Analysis from [1] shows that the power spectrum of Ω2,
on the other hand, is given by Fig. 1 (independently of
the number of fields). The field amplitude oscillates at all
frequencies up to the cutoff, and Ω2 is proportional to the
energy of the vacuum, which scales with the square of the
field, so it will oscillate at up to twice the cutoff. With
the average energy of each mode scaling with frequency
as 12ω, we expect that the modes with larger frequencies
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FIG. 2. The probability distribution for Ω2 at any given time,
dependent on the number of particle fields nf. With one or two
fields, Ω2 is often arbitrarily small relative to its expectation,
but with more fields the fit approaches a Gaussian and the
adiabatic limit is more accurate, giving Eq. (10).
will dominate as they fluctuate the most violently—with
lower frequencies being less significant, as Fig. 1 confirms.
It follows that the typical timescale for oscillations of Ω2
(or Ω) will be on the order of 1/Λ.
As mentioned, parametric resonance is strongest when
these timescales are similar. For the sake of discussing
the parametric resonance strength, suppose that Ω2 only
oscillated at a single frequency γ. In that case, paramet-
ric resonance would be strongest when r ≡ 2Ωγ ≈ 1, with
smaller peaks occuring near higher integers r ∈ N [31].
Using the results of the previous discussions, r is approx-
imately 2
√
nfΛ4
6pi /2Λ =
√
nfΛ√
6pi
, so we expect a peak near
√
nfΛ ≈
√
6pi ≈ 4 (and weaker peaks at other integer
multiples of
√
6pi).
Away from this “sweet spot,” the oscillations in a are
typically much faster or slower than the oscillations in Ω
in the limits
√
nfΛ→∞ and √nfΛ→ 0, respectively.
For
√
nfΛ→ 0 (i.e. Λ→ 0, because nf must be at least
one), Ω oscillates much faster than a. Ω does not change
for long enough to make any one cycle of a(t) significantly
different to any other, so a(t) should approach a strictly
periodic function, and H → 0 [from Eq. (9)].
In the case of
√
nfΛ → ∞, Ω generally varies much
more slowly than a. If the oscillations are consistently
slower (known as the adiabatic limit), then a well-known
theorem [32] implies the conservation of the adiabatic in-
variant (defined as I(t) = E(t)/Ω(t)). However, although
a(t) typically varies on a timescale 1/Ωrms ∼ 1/√nfΛ2,
it can still vary much more slowly if Ω fluctuates to a
very small value. It becomes important to consider the
probability distribution of Ω2(t) values, which turns out
to follow a χ2nf distribution (a χ
2 distribution with nf de-
grees of freedom) as shown in Appendix A. As shown in
Fig. 2, Ω2 will frequently fluctuate to arbitrarily low val-
ues with one or two fields. However, with three or more
fields, the chance of Ω2 fluctuating to a very low value
decreases rapidly (exponentially with enough fields), and
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FIG. 3. The form of H(Λ) predicted by [1], in the limit of
Λ 1 and shown in normalized units. H, the expansion rate
of the Universe, increases with respect to the high-frequency
cutoff Λ before reaching a turning point at Λ = 1
β
, at which
it begins to decrease exponentially.
the timescale of fluctuations in a(t) is more consistently
on the order of 1/
√
nfΛ
2.
It was shown in [1] that in the adiabatic limit, the
asymptotic dependence of H on Λ is:
H = αΛe−βΛ, (10)
where α and β are constants. This relationship is de-
picted in Fig. 3. Although it was stated in [1] that this
equation is always valid at sufficiently large Λ, we have
seen here that this does not guarantee the adiabatic limit
in the cases of nf = 1 to 3. Nonetheless, with more fields,
we still expect an exponential decrease of H with respect
to Λ, providing a mechanism for H2 ∼ 10−120 as desired.
IV. NUMERICAL METHODS
In [1], numerical methods were employed to test
Eq. (10), which are also used here. We will outline the
approach used, emphasizing the role of resolution param-
eters with respect to which our results must converge,
before showing detailed convergence tests.
We follow the Wigner-Weyl description of quantum
mechanics as used in [1] to describe the vacuum energy-
momentum tensor, and by extension Ω2. Using this
method, we define a pair of coordinates xk and pk
for each mode of the field, indexed by momentum
k. These do not represent actual position and mo-
mentum coordinates (each mode has well-defined mo-
mentum and is completely unlocalized), but instead
represent the phase information of the simple har-
monic oscillator that describes the mode. A partic-
ular state is represented by a distribution over these
variables, W ({xk} , {pk} , t), where {xk} denotes the set
{xk1 , xk2 , . . .} with all possible momenta k. Any quan-
tum operator Aˆ can be represented by a function over
these variables, A ({xk} , {pk} , t), and its expectation for
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FIG. 4. The top two plots display the evolution of the scale factor at the cutoff values Λ used in [1]. The left uses time resolution
tres = 0.15 (i.e. the spacing between evaluations of Ω), which erroneously indicates that H decreases with Λ (as shown in the
bottom left). This is very similar to Fig 5 of [1]. On the right, a finer time resolution tres = 0.01 is used, showing the correct
relationship between H and Λ (which persists if time resolution is increased even further). This corrected relationship does
not exponentially decay to zero as originally claimed, meaning that the cosmological constant problem cannot be resolved by
simply taking the cutoff to be Λ ∼ 1000EP .
a state is given by integrating over the state’s correspond-
ing distribution:〈
Aˆ
〉
=
∫ ∏
k
(dxkdpk)A ({xk} , {pk} , t)W ({xk} , {pk} , t).
(11)
In the case of the vacuum state, and using the normal-
ized units from [1], the state distribution is a product of
Gaussians:
W ({xk} , {pk} , t) = 1
pi
∏
k
e−p
2
k−x2k . (12)
It is quite difficult to numerically perform the integral
in Eq. (11), because there can be a very large number
of modes (i.e. many values of k), meaning that this is
an integral over many dimensions. Fortunately, there
is an alternative method. If we randomly sample {xk}
and {pk} from the distribution given by Eq. (12), and
then perform an average over the resultant solutions of
A ({xk} , {pk} , t), the different regions of phase space will
be appropriately weighted by their likelihood of being
chosen. As the number of randomly sampled points N
increases, the resultant value will converge to the true
result from Eq. (11).
Now, we can choose an operator A to evaluate. We
wish to examine what happens on average to a(t,x) in
Eq. (7) at a single point in space over time. This means
we must describe Ω2 as a function Ω2 ({xk} , {pk} , t) us-
ing the above formulation, evaluate it for N different
choices for the sets of random numbers {xk} and {pk},
solve for a ({xk} , {pk} , t), and then average the results to
determine 〈a(t)〉. Alternatively, one could apply Eq. (11)
to H instead of a(t), to compute the expectation value
〈H〉 = 〈 a˙a 〉. We will discuss this further shortly.
The expression for Ω2 in terms of quantum operators
contains contributions from the infinite continuum of al-
lowed momenta values k. Even if a cutoff energy (or
equivalently, cutoff frequency) Λ is applied, there will still
be continuously infinitely many modes to consider. To
make it suitable for numerical calculation then, we need
to discretize it, which can be done by considering a cube
of width L in physical space, and restricting the allowed
modes of our field to be only harmonic modes of the box.
L is another parameter with respect to which our results
should converge to a consistent, physical solution, specif-
ically in the limit L → ∞. Harmonic modes in this box
are proportional to sin
(
nx2pix
L
)
sin
(
ny2piy
L
)
sin
(
nz2piz
L
)
, for
some set of integers (nx, ny, nz) (each of which can be
positive or negative) that we call n. The corresponding
frequency is ω = 2pi|n|L , so we can translate the cutoff
ω ≤ Λ to a cutoff on n by nmax = LΛ2pi . In [1], this cut-
off was applied to each component, i.e. nx,y,z ≤ nmax.
7Whereas this would signify a cube of allowed modes in
momentum space, with side length 2Λ and maximum fre-
quency
√
3Λ, we instead apply the cutoff as a sphere in
momentum space of radius Λ by choosing modes with
|n| < nmax. Now, our sets {xk} and {pk} are labeled
as {xn} and {pn}, and they each contain one random
number for every value of n = (nx, ny, nz) such that
|n| < nmax.
For a particular cutoff method, [1] shows that we can
write Ω2 for a single massless scalar field as
Ω2 ({xn} , {pn} , t) =
[∑
n
√
n (xn sin (nt)− pn cos (nt))
]2
.
(13)
The above just describes the process for a single massless
scalar field. To incorporate more, it is repeated for each
individual Ω2j and then the total is computed as Ω
2 =∑nf
j=1 Ω
2
j .
After randomly sampling {xn} and {pn} values for
each field and computing Ω2 at a number of points in time
(with spacing tres up to a maximum tf , two more param-
eters to test for convergence), the differential equation in
Eq. (7) is solved for a(t) by interpolating Ω2. Doing this
N times, either 〈a˙(t)〉〈a(t)〉 or
〈
a˙(t)
a(t)
〉
can be determined from
Eq. (11), and then a time average taken to find H.
IVa. Correction to previous results
When implementing these methods, we found substan-
tially different results to those of [1], as shown in Fig-
ure 4. Investigation showed that due to a combination
of factors, the original calculations did not properly cap-
ture the dynamics of Ω at fine enough timescales. When
computing Ω2 from Eq. (13), the spacing tres must be at
least as small as the timescale on which we expect oscil-
lations in Ω to occur; otherwise, the numeric description
of Ω will not display the high-frequency behavior of the
actual function (which is particularly significant for para-
metric resonance, as discussed in the previous section).
This was the key problem with the original calculations:
tres was too large to have sufficiently converged. Fur-
thermore, it was not made finer for higher Λ, so more
and more of the significant short-timescale behavior was
lost for higher Λ. Finally, a simple linear interpolation
method was used rather than a smooth method when de-
termining Ω, which exacerbated the resolution problem
(see Fig. 10). The impact of these differences on the re-
sultant scale factor is shown in Figure 4, which shows that
the relationship between H and Λ is drastically affected.
We discuss the implications of these changed results in
Sec. V.
IVb. Convergence tests
Having found that the discrepancy between our results
and those of [1] was due to different time resolution pa-
rameter values, we sought to validate that no other res-
olution parameters were being overlooked. Let us recap
the roles of the relevant parameters: we generate N in-
stances of the random sets {xn} and {pn}, which each
contain a random number for every integer vector n with
magnitude |n| < LΛ2pi , where L is the size of the box and Λ
is the maximum frequency permitted. These produce a
frequency function Ω(t) using Eq. (13), which we evaluate
at evenly spaced points between t = 0 and t = tf , with
spacing tres. Then, we interpolate between those points
to solve the differential equation a¨(t) = −Ω2(t)a(t) with
initial conditions (a(0), a˙(0)) = (1, 0). Averaging over
the N different samples, we then determine our average
expansion rate H.
There are five variables here with respect to which our
results should converge: the box width L, the final time
tf , the time resolution tres, the number of samples be-
ing averaged N , and the relative tolerance of the ODE
solver, which we will denote ε. There are also several
qualitative choices which may affect the results: whether
the cutoff should be implemented as a cube or sphere in
momentum space, how to interpolate Ω when solving the
differential equation Eq. (7), and how to determine H
given the solution a(t). We present discussions for each
of these in Appendix B, except for that of H which we
present now.
IVc. New method of determining H
In our new tests, we made a number of changes to the
implementation to improve the efficiency. Most of these
did not represent physical differences in what was being
computed, but one exception is the method of determin-
ing H. Physically, the Hubble Constant H is defined as
H = vd , in which v is the radial outwards velocity of a
remote astronomical object and d is its distance to the
earth. To determine v and d one needs to measure at
least two properties, the redshift of a galaxy as well as
an independent measure of its distance, such as the lumi-
nosity of a type Ia supernova, or the length of a standard
ruler. So in principle, we need to study the behavior of
a long wave photon field propagating on our wildly fluc-
tuating metric to determine H. Technically, we need to
solve the wave equation in our inhomogeneous “FLRW”
metric (23) in [1]:
∇µ∇µφ = 1√−g ∂µ
(√−ggµν∂νφ) = 0. (14)
Unfortunately, this is a nontrivial calculation which is
beyond the scope of this article. The usual definition of
H in cosmology, i.e. H = a˙/a depends on the validity
of the homogenous FLRW metric. For the generalized
8inhomoegenous FLRW metric (23) in [1], we can have a
similar definition as
H(t) =
L˙
L
=
∫ x2
x1
a˙
a (t,x)
√
a2(t,x)dl∫ x2
x1
√
a2(t,x)dl
. (15)
The macroscopic Hubble constant is acquired by taking
both the spatial and temporal average on both sides of
(15), as well as the average in the phase space using the
Wigner-Weyl representation to get its quantum expecta-
tion value.
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FIG. 5. Here (with Λ = 5 and L = 10), we compare methods
of determining H: that of averaging 〈a(t)〉 first, as done in
[1], and our approach which was to average H directly as
H =
〈
a˙(t)
a(t)
〉
.
In [1], the expectation value of the scale factor 〈a(t)〉 is
determined first by Wigner-Weyl formulation, and then
H is calculated as the time average of H(t) =
˙〈a(t)〉
〈a(t)〉 .
However, we can also change the sequence of averaging
and directly compute the expectation value of H, by using
Eq. (11) to calculate H(t) = 〈 ˙a(t)a(t) 〉. In this way, we
actually define H as the time average
H =
(
a˙(t)
a(t)
)
. (16)
It is more physical compared to the original case in [1]
since the scale factor a(t) (being an arbitrary distance
scale) is less fundamental than the actual distance be-
tween objects. Given that a˙/a is also equivalent to
d log |a|
dt , this choice means that an average is computed
in logarithmic space with respect to a, rather than linear
space. Not only does this method lead to a different value
for H which is physically better justified, but computa-
tion of this value is also much easier and more stable, as
shown in Fig. 5. This is because the linear method is
heavily biased towards the samples with the largest H,
resulting in high sensitivity to the occasional outlier, so
it has much slower convergence. Instead, the logarithmic
method (averaging H) quickly converges to a consistent
result about which the distribution of individual samples
appears to be roughly symmetric.
As we mentioned before, our new definition of H,
which is based on the distance definition (15), is not nec-
essarily equivalent to the observed Hubble constant in
astronomy. The observed Hubble constant should be ac-
quired by solving Eq. (14) for the actual redshift and in-
tensity damping of a macroscopic light signal. However,
we believe that the calculation of H based on Eq. (16) can
still provide useful insight about how the actual Hubble
Constant behaves in this metric.
V. NEW RESULTS
In Figure 6, we see that the relationship between Λ
and H is quite complex, with the behavior of the curve
depending significantly on the number of fields. Fig. 7
then shows the relationship between H and nf for several
choices of fixed Λ, to examine what happens to H if we
enforce an approximate Planck cutoff (Λ ∼ 1) and then
vary the number of fields. We will first compare the find-
ings of Fig. 6 to the proposed relationship Eq. (10), and
check that the limiting behaviors predicted in Sec. III
are satisfied. After this, we will introduce a model which
captures important features of the behavior of H vs nf,
shown in Figs. 7 and 8, and use it to estimate the number
of scalar fields required to achieve H ∼ 10−60, such that
λeff ∼ 10−120.
As explained in Sec. III, we expect that limΛ→0H = 0,
which seems to hold in all cases. Eq. (10) also predicts
that, for a given number of fields and at large-enough
Λ, there will be an exponentially decreasing relationship
H ∼ e−βΛ. On the left, in log-log space, such a relation-
ship appears as log(H) ∼ −βelog(Λ), which upon inspec-
tion, seems to match the large-Λ behavior for nf ≥ 4.
As discussed in Sec. III, this relied upon the adiabatic
theorem which is only valid when nf & 3. Indeed, this
trend does not seem to hold for nf < 4, (the behavior for
nf = 1 at large Λ appears to be linear, and for nf = 2
and 3 it appears to be logarithmic). While there may
be some turnaround at higher Λ (and the linear behavior
of nf = 1 may become logarithmic at some higher Λ),
this does not occur in the regime checked, which is up to
Λ ≈ 1500.
Note that there are peaks corresponding to those pre-
dicted in Sec. III, near
√
nfΛ ≈ 4, and a weaker one
near 8. These resonances draw a direct parallel with the
behavior of the Mathieu equation, a simple prototypical
example of parametric resonance [29, 33]. the Mathieu
equation takes the following simplified form, in which the
fluctuations to Ω2 are strictly periodic with constant am-
plitude:
a¨(t) = −Ω20 (1 +  cos(γt)) a(t). (17)
Solutions of the Mathieu equation take the following
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FIG. 6. Here we see the relationship between H and Λ with nf fields. On the left it is shown as a log-log plot, so that all the
regimes can be seen at once. On the right, the top shows more clearly the linear increase for one field and the logarithmic
increase for two (in linear space). The bottom right shows the beginning of the turning point for three fields, and exponential
decay for several higher nf cases (which Eq. (10) predicted for all numbers of fields). Note that we have used
√
nfΛ on the x-axis
for each of these rather than just Λ, because this is the term on which the adiabatic limit depends, as well as the resonances
described in Sec. III.
form, similar to the right-hand side of Eq. (9):
a(t) = eHtP (t), where P (t) = P
(
t+
2pi
γ
)
. (18)
H can either be real (an unstable solution with expo-
nentially growing solutions) or imaginary (representing
stable quasiperiodic solutions with no long-term growth
or decay). The stable and unstable regions depend on 
and r = 2Ω0γ , as shown in Fig. 9. Although no closed-form
expressions exist, there are efficient methods of comput-
ing both the region boundaries and the magnitude of the
exponents [33].
A novel idea of the current work is to approximate
Eq. (7) using the above form, to obtain an approximate
model in terms of the simpler, better-understood Math-
ieu equation. In Appendix C, we find that a sensible set
of choices for this approximation is to use Ω20 =
〈
Ω2
〉
=
nfΛ
4
6pi ,  =
√
Var(Ω2)/
〈
Ω2
〉
=
√
2/nf, and γ taking on a
range from 0 to 2Λ according to Fig. 1. With fixed ε and
r varying as r = 2Ω0γ =
2Λ2
γ
√
nf
6pi , each choice of nf and
Λ excites a range of resonances from γ = 0 to γ = 2Λ
as indicated by the dashed line in Fig. 9. Our approx-
imation is to select out the γ with the most significant
parametric resonance effect, weighted by the strength it
oscillates at according to Fig. 1.
Using these methods, we obtain the dotted lines shown
in Fig. 7, which capture many of the key properties (e.g.
existence and size of the “steps” that arise as a result
of resonance). This method explains the steplike behav-
ior of Fig. 7, because these “steps” occur when a res-
onance band leaves the region of allowed γ (e.g. when
the dashed black line in Fig. 9 moves high up enough
that it does not cover the second band). These methods
can also explain why we see divergence as Λ increases
for nf = 1 through 3. Looking at the top of Fig. 9, one
and two fields correspond to ε > 1, and in this region the
higher-order bands (further from the origin) have a larger
amplitude. In these cases, as Λ increases and the ratio
between frequencies of oscillation for a and Ω increases,
the parametric resonance effect gets stronger and H di-
verges. At lower numbers of fields, ε decreases and the
trend reverses: on the left of Fig. 9, increasing r leads to
exponentially weaker resonance, and H → 0. At high Λ,
the model predicts logarithmic divergence for 1 ≤ nf ≤ 3,
and an asymptotically uniform H for nf = 4.
In some regions this model clearly does not fit as well as
others. It approximates Ω2 as only oscillating at one fre-
quency, and simplifies a by ignoring any squared frequen-
cies outside of the range Ω2±ε. The latter approximation
explains why the model fails at low Λ and nf in Fig. 8, and
for low nf when Λ = 0.1 in Fig. 7: in these regimes, none
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FIG. 7. Here we see H against nf for fixed cutoff, which exhibits a decreasing step-like relationship. The dotted lines represent
the results of an approximation described in the text which allows an analytical prediction of the behavior of H. We see that
although they do not precisely match the results, these approximations do predict the existence and approximate size of the
periodic steps downward, and the relationship between the two curves. For low numbers of fields, the error is dramatic, but
the fit improves as nf increases, because the approximation that Ω
2 is roughly constant vastly improves.
of the frequencies that a oscillates at excite resonances,
and it is in fact oscillations outside this range which drive
the dominant resonances. On the other hand, when the
number of fields increases, the power spectrum for a (see
Fig. 2) becomes much narrower, and the Mathieu model
is a better description. This explains the very tight fit
for nf = 100 in Fig. 8. The approximation that Ω
2 oscil-
lates only at one frequency fails at low fields for the same
reason that the adiabatic limit does: in these cases, the
distribution of Ω2 values is too broad (see Fig. 2). This
is why the model does not fit as well for 1 and 4 fields in
Fig. 8 at high Λ.
The advantage of this model is that compared to the
full simulations, it is much easier to calculate for small
H. Even though these methods are still restricted by ma-
chine precision to H ∼ 10−16, the trends are consistent
and can be extended all the way down to H = 10−60 so
that we can test what cutoff and number of fields would
be required to match observation. If the trend for Λ = 1
continues as shown, then H = 10−60 will be achieved
with nf ≈ 6000. Similarly, extending the nf = 28 line
(because 28 is the number of bosonic field components in
the standard model), we get H = 10−60 (i.e. we match
observation) when Λ ≈ 40 (i.e. cutoff at 40 times the
Planck energy).
VI. DISCUSSION AND CONCLUSION
We will now review the typical assumptions that are
made in the usual formulation of the cosmological con-
stant problem (which we refer to as the “traditional ap-
proach”), in order to provide a framework with which
we can discuss the significance of our new findings. In
Sec. II, we described the problem using a simple case
with a single scalar field, but its conclusions hold in a
much broader range of contexts. We summarize the key
assumptions (as relating to calculations of vacuum en-
ergy) before discussing them in further detail:
Traditional assumptions:
1 The total effective cosmological constant λeff is on
at least the order of magnitude of the vacuum en-
ergy density generated by zero-point fluctuations of
particle fields.
2 QFT is an effective field theory description of a
more fundamental, discrete theory, which becomes
significant at some high-energy scale Λ.
3 The vacuum energy-momentum tensor is Lorentz
invariant.
4 The Moller-Rosenfeld approach to semiclassical
gravity (using an expectation value for the energy-
momentum tensor) is sound.
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FIG. 8. A similar model to that of Fig. 7 is shown in dashed lines, and some of the simulation results from Fig. 6 are shown
in solid lines. Again, the results are not matched precisely, but the fit is quite good as nf increases, because the approximation
that only one resonance contributes significantly becomes vastly more accurate. At low Λ, resonances no longer occur near the
mean of Ω2, and the approximation also worsens.
5 The Einstein equations for the homogeneous
Friedmann-Robertson-Walker metric accurately
describes the large-scale evolution of the Universe.
With these assumptions, one arrives at the usual value
of λeff ∼ 1 ∼ 10120λobs. However, it has been noted
[4, 19–21] that there is an inconsistency between As-
sumptions 2 and 3: the vacuum state cannot be Lorentz
invariant if modes are ignored above some high-energy
cutoff Λ, because a mode that is high energy in one ref-
erence frame will be low energy in another appropriately
boosted frame.
In the new approach proposed by [1], Assumption 3
is not used and this contradiction is avoided. Also,
Assumptions 4 and 5 is modified, which we denote as
Assumptions 4′ and 5′ respectively, and the simple toy
model also introduces Assumption 6:
Modified assumptions
4′ The semiclassical stochastic approach to
gravity (using a stochastic field for the energy-
momentum tensor) is sound.
5′ The temporal Einstein equation for the simple in-
homogeneous metric Eq. (5) is a reasonable approx-
imation to the dynamics of the Universe.
6 The Universe can be effectively modeled by a single
massless scalar field.
VIa. Different contributions to λeff
Assumption 1 is well justified in the case of the tradi-
tional problem, because the contribution from zero-point
fluctuations is on the order of 1 in Planck units and no
other known contributions are as large [4]—thus, assum-
ing no significant cancellation of terms (e.g. fine tuning
of the bare cosmological constant λ), the total λeff should
be at least on the order of the largest contribution. In
the case of the new approach introduced in [1] and used
here, this assumption is also reasonable: any other con-
tributions would also presumably fluctuate and result in
similar effects to what we have found here.
VIb. Effective field theory and Lorentz invariance
To prevent the vacuum energy density from diverging,
the traditional approach also assumes that performing
a high-energy cutoff is acceptable. This type of reg-
ularization is a common step in renormalization pro-
cedures, which aim to eventually arrive at a physical,
cutoff-independent result. However, in the case of the
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FIG. 9. The stability regimes of the Mathieu equation, a pro-
totypical example of parametric resonance. Colored regions
indicate instability, in which H > 0, with larger H repre-
sented by redder colors. For a given nf and Λ, the highest
frequencies at which the vacuum oscillates correspond to a
resonance point given by the lower graph. It also oscillates at
all frequencies below that value, which here means all points
directly to the right of that point. Even if the highest fre-
quency does not lie in any of the resonance bands and excite
resonance directly, as is the case for (Λ, nf) = (5, 3), the fluc-
tuations at lower frequencies can excite resonances directly to
the right of the point, as indicated by the dashed black line.
In this example, the second band dominates the growth, be-
cause no vacuum oscillations occur in the stronger first band.
vacuum energy density, the result is inherently cutoff de-
pendent, scaling quartically with the cutoff.
This is acceptable under the philosophy of Assump-
tion 2, which treats QFT as a low-energy effective field
theory and not a fundamental theory. This approach
draws parallels with the case of the ultraviolet catastro-
phe: the equipartition theorem (a key feature of classical
physics) made a rapidly divergent prediction when high-
energy modes were considered, but a new high-energy
theory (quantum mechanics) resolved this problem, and
showed classical mechanics to be only an effective low-
energy theory. Similarly, it is presumed here that a high-
energy discrete theory would not display the zero-point
fluctuations that are characteristic of QFT, and hence
that the divergence caused by oscillations above the cor-
responding cutoff frequency is unphysical. In this case,
the cutoff is no longer an intermediate mathematical con-
struct, but instead a physical scale at which the smooth,
continuous behavior of QFT breaks down.
Although it is naturally difficult to speculate about a
nonexistent theory, it is generally believed that such a
theory would emerge at a scale comparable to that of the
Planck energy [22]. Several theories describe a spacetime
made of “quantum foam” which violates Lorentz invari-
ance at very high energy scales [23–25], which would im-
ply that the vacuum (which is dominated by these high-
energy modes) need not be Lorentz invariant, justifying
the abandonment of Assumption 3.
This abandonment of Lorentz invariance is crucial to
the new approach: as discussed in Sec. II, Lorentz-
invariance would require T00 = −Tii for i = 1, 2, 3 (i.e.
if energy density is positive, pressure is negative), which,
from Eq. (8), would prevent Ω2 from being positive defi-
nite and exhibiting the harmonic oscillator behavior that
we describe.
VIc. Semiclassical gravity
Assumption 4 means that it is valid to replace the
right-hand side of the Einstein equation Tµν with its ex-
pectation 〈Tµν〉. It requires that either gravity is not
in fact quantum, and the Moller-Rosenfeld approach is
a complete description of reality (which is an unfavored
view, see [11, 12]), or a valid approximation in the weak-
field limit (which is also not favored [12]).
The key development of [1] is to replace Assumption 4
with Assumption 4′, i.e. replace the expectation value
〈Tµν〉 with a stochastic field Tµν (t,x). We consider this
an improved approximation to a full theory of quantum
gravity, as it incorporates some description of the fluc-
tuations that we know to exist in local measurements of
energy density. If such a theory does exist, and variables
like scale factor a can be treated as operators, then the
methods used in [1] show that the Wigner formulation
yields the approximate stochastic description used here.
Nonetheless, further work testing the rigor and applica-
bility of these methods is required.
VId. Choice of Metric and the Einstein equations
As mentioned in Sec. III, we use the simplified inhomo-
geneous metric (Eq. (5)) with just one degree of freedom,
a(t,x). This is a simplification of a more complete de-
scription, which would require a metric with ten degrees
of freedom. Our hope is that the findings presented here
may extend to these more general cases, an assumption
that we intend to test further in future investigations.
We also note that by using the Einstein equations
at all, we continue to use unmodified general relativity.
Thus we are also assuming that general relativity holds
at all distance scales down to our cutoff scale (in fact, we
assume it holds on the timescale of oscillations to a, i.e.
timescales on the order of Λ2), and that unlike some de-
scriptions, there is no modification to Newton’s constant
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G as one “zooms in”. We expect that varying G would
result in quantitative changes to our predicted value for
H, but the qualitative features of the model described
here would persist.
VIe. Number and Type of Fields
The traditional approach as presented in Sec. II used
only a single scalar field with no interactions. Adding
more fields does not change its conclusions significantly,
because an increase in the number of fields (and thus
uniform energy density) leads to a linear increase in cos-
mic acceleration, so the cosmic acceleration remains on a
similar order of magnitude. However, for this new model,
the energy density and acceleration rate are no longer lin-
early related. An important goal of the current work has
been to begin to relax Assumption 6 by testing the effects
of a greater number of fields.
A single field predicts a similar outcome in the new
approach as it did in the traditional approach: H ∼ 1
with a Planck scale cutoff, and it diverges as the cutoff is
increased (see Fig. 6). However, with the new approach,
adding more fields no longer worsens the problem, but in-
stead dramatically ameliorates it! As the number of fields
increases, the magnitude of the fluctuations to the energy
density tends to increase more slowly than the mean in-
creases, so that the relative magnitude of the fluctuations
decreases as the inverse root of the number of fields (as
per the central limit theorem). This causes parametric
resonance to weaken, and the resultant acceleration to
become smaller and smaller.
In our tests, numerical instability became more signif-
icant than the growth from H below about H ≈ 10−6,
i.e. when the acceleration H2 is about 12 orders of mag-
nitude smaller than the traditional approach. Because
of the exponential relationship between H and Λ (which
only begins past about
√
nfΛ ≈ 6), increasing the cutoff
or number of fields marginally beyond this point would
result in dramatically smaller acceleration, approaching
the observed value H2 = L¨L ∼ 10−120.
A key contribution from this work was to introduce
a simple model based on the Mathieu equation, which
captures many of the key features of the simulation re-
sults. We also found that if these trends continue then we
can expect H to match observation when (for example)
nf = 28 and Λ = 40, or when nf = 6000 and Λ = 1.
Of course, our description has still been restricted to
massless scalar fields, and is not a complete description
of the real Universe. Our description is actually suffi-
cient for bosonic fields, even if they are not scalar and
massless. Introducing a mass adds a term of the form
−mφ2 to Eq. (8) (where φ is the field operator), which
can result in Ω2 becoming negative. But the masses of
all observed particles are vastly smaller than the Planck
scale, meaning this correction will have an insignicant ef-
fect on the dynamics. Furthermore, even if a boson is
not a scalar, but rather, has polarization modes like the
photon, then each component still contributes to the vac-
uum in a manner like that of an individual scalar field.
Given the large number of bosonic field components in
the standard model 2, this amounts to a significant num-
ber of fields that our model is able to describe.
Nonetheless, this description is not sufficient for de-
scribing fermionic fields, or interactions between fields.
Fermionic fields contribute to the vacuum energy nega-
tively, with the same magnitude (but opposite sign) as
bosonic fields. With a number of fermionic fields nF
and bosonic fields nB , the mean
〈
Ω20
〉
would become
(nB−nF )Λ4
6pi , while the variance remains related to the to-
tal number of fields (as adding more fields cannot re-
duce variance): Var(Ω2) = (nB + nF )
Λ8
18pi2 . Thus the
effect of adding fermionic fields is to decrease the mean
and to increase the magnitude of fluctuations, increas-
ing the strength of parametric resonance and making it
harder to reach the observed H. However, so long as
there is only a small probability of Ω2 fluctuating be-
low Λ and violating the adiabatic condition, we can still
ensure weak parametric resonance rather than rapid ex-
ponential growth. Given large enough numbers of fields
and assuming nB > nF , the chance of Ω
2 fluctuating
below Λ decreases as exp
(
−k1 (nB−nF−k2Λ)
2
nB+nF
)
for some
constants k1 and k2.
With developments to our analytical description of
parametric resonance, one could relate nF and nB to
corresponding values of H, allowing a relationship be-
tween the observed H and the number of fields. Because
these numbers must obviously be integers, there would be
a kind of “quantization” of allowed H values, providing
both a test for this theory and a method of relating H to
the number of particle fields in the Universe—potentially
probing dark matter fields, supersymmetric fields, etc.
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2 1 from the Higgs, 2 from the photon, 9 from W and Z and 16 from gluons, for 28 total; see [4] Eq 401
14
[1] Q. Wang, Z. Zhu, and W. G. Unruh, Phys. Rev. D 95,
103504 (2017).
[2] S. Weinberg, Reviews of Modern Physics 61, 1 (1989).
[3] S. M. Carroll, W. H. Press, and E. L. Turner, ARA&A
30, 499 (1992).
[4] J. Martin, Comptes Rendus Physique 13, 566 (2012).
[5] A. D. Dolgov, in Proceedings of Paris (1997) pp. 161–175,
Phase transitions in cosmology, arXiv:astro-ph/9708045
[astro-ph].
[6] M. Dine, American Journal of Physics 75, 382 (2007).
[7] Ø. G. Grøn, Eur. J. Phys. 39, 043001 (2018).
[8] L. Rosenfeld, Nucl. Phys. 40, 353 (1963).
[9] L. Parker and D. Toms, Quantum Field Theory in
Curved Spacetime: Quantized Fields and Gravity (Cam-
bridge University Press, Cambridge, England, Cam-
bridge, 2009).
[10] N. Birrell and P. Davies, Quantum Fields in Curved
Space, Cambridge Monographs on Mathematical Physics
(Cambridge University Press, Cambridge, England,
1984).
[11] K. Eppley and E. Hannah, Foundations of Physics 7, 51
(1977).
[12] C. Anastopoulos and B. L. Hu, New Journal of Physics
16, 085007 (2014).
[13] N. Straumann, Eur. J. Phys. 20, 419 (1999).
[14] V. Sahni and A. Starobinsky, International Journal of
Modern Physics D 09, 373 (2000).
[15] T. Padmanabhan, Phys. Rep. 380, 235 (2003).
[16] J. C. Baez and E. F. Bunn, Am. J. Phys. 73, 644 (2005).
[17] B. L. Hu and E. Verdaguer, Living Rev. Relativity 11, 3
(2008).
[18] R. Mart´ın and E. Verdaguer, Phys. Rev. D 60, 084008
(1999).
[19] E. K. Akhmedov, arXiv:hep-th/0204048.
[20] J. F. Koksma and T. Prokopec, (2011),
arXiv:arXiv:1105.6296 [gr-qc] [gr-qc].
[21] G. Ossola and A. Sirlin, European Physical Journal C
31, 165 (2003).
[22] F. R. Klinkhamer, JETP Letters 86, 73 (2007).
[23] J. A. Wheeler, Phys. Rev. 97, 511 (1955).
[24] D. T. Crouse, Applied Physics A 122, 472 (2016).
[25] F. Caravelli and F. Markopoulou, Phys. Rev. D 86,
024019 (2012).
[26] F. D. Mazzitelli and L. G. Trombetta, Phys. Rev. D 97,
068301 (2017).
[27] Q. Wang and W. G. Unruh, Phys. Rev. D 97, 068302
(2018).
[28] E. Santos, https://arxiv.org/abs/1805.03018.
[29] L. D. Landau and E. M. Lifshitz, Mechanics, 3rd ed.
(Butterworth-Heinemann, Oxford, England, 1976).
[30] B. Van Der Pol and M. Strutt, The London, Edinburgh,
and Dublin Philosophical Magazine and Journal of Sci-
ence 5, 18 (1928).
[31] H. Nijmeijer and T. I. Fossen, Parametric Resonance in
Dynamical Systems (Springer, New York, 2012).
[32] M. Robnik and V. Romanovski, Open Systems and In-
formation Dynamics 13, 197 (2006).
[33] F. A. Alhargan, SIAM Rev. 38, 239 (1996).
Appendix A: Probability Distribution of Ω2
As explained in Sec. III, the probability distribution
of Ω2 is very important in determining the validity of
the adiabatic limit. To evaluate the probability distribu-
tion, we appeal to the Wigner formulation as described
in Sec. IV. To start with we will follow [1], for which
the calculations are just for one field. The Weyl trans-
form of the nondimensionalized Ω˜2 = 3L
4
8pi2 Ω
2 operator is
given by Eq. (B31) of [1]. In the chosen nondimension-
alized units used there, x˜ and p˜ are standardized nor-
mal random variables, X(0, 1) (we will use the notation
that X
(
µ, s2
)
is a random variable sampled from the
normal distribution with mean µ and variance s2 and
make use of the properties cX(0, s2) = X(0, c2s2) and
X(0, s2) +X(0, s′2) = X(0, s2 + s′2) where each variable
is independent). Then
Ω˜2 =
[
Λ∑
~n
√
n
(
x˜~n sinnt˜− p˜~n cosnt˜
)]2
(A1)
=
[
nmax∑
~n
√
n
(
X(0, 1) sinnt˜−X(0, 1) cosnt˜)]2 (A2)
=
[
nmax∑
~n
√
n
(
X(0, sin2 nt˜)−X(0, cos2 nt˜))]2 (A3)
=
[
nmax∑
~n
√
n
(
X(0, sin2 nt˜+ cos2 nt˜)
)]2
(A4)
=
[
nmax∑
~n
(X(0, n))
]2
(A5)
=
[
X
(
0,
nmax∑
~n
n
)]2
(A6)
=
(
nmax∑
~n
n
)
X(0, 1)
2
(A7)
Thus, generalizing to nf fields, we have
Ω˜2 =
(
nmax∑
~n
n
)
nf∑
i=1
X(0, 1)
2
(A8)
Ω˜2 =
(
nmax∑
~n
n
)
χ2nf (A9)
where we used the definition of χ2k as the sum of k stan-
dard normal random variables. To compute the sum
over ~n, we have (for a spherical cutoff, see next section)∑nmax
~n n ≈
∫ nmax
0
nd~n = pin4max = pi
(
LΛ
2pi
)4
. Computing
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Ω2 now (noting that L drops out, as it should):
Ω2 =
8pi2
3L4
Ω˜2 (A10)
Ω2 =
8pi2
3L4
pi
(
LΛ
2pi
)4
χ2nf (A11)
Ω2 =
Λ4
6pi
χ2nf (A12)
Appendix B: Convergence Tests
Before beginning discussion of convergence, we must
discuss our desired precision for determining H(Λ). Some
parameters resulted in relative uncertainty, while others
give absolute uncertainty values. In order to see overall
trends in H with confidence, we aimed for 1% uncertainty
in H from each parameter, or an absolute precision of
10−6t−1P , whichever was higher (here we reintroduce the
unit of the Planck time tP ).
1. Cutoff method
Whereas a cubic cutoff was used in [1], i.e. each com-
ponent i satisfies |ni| < nmax, we used a spherical cutoff
n = |n| < nmax. This difference does not affect the re-
sults greatly, except that it slightly modifies the effective
Λ being tested—with a cubic cutoff, the highest actual
frequency is
√
3Λ instead of Λ itself.
2. Interpolation method and tres
The method of interpolation turns out to be crucially
important for convergence, in particular when a larger
tres is being used. We found, as shown in Figure 10, that
of three inbuilt MATLAB interpolation methods (linear
method, pchip method, and spline method), a spline in-
terpolation converged most quickly. It appears that the
salient feature of the spline method which gives this ad-
vantage is that it extends past the upper and lower ex-
tremes of the sample points, increasing the magnitude of
fluctuations of Ω, as seen in the upper left panel of Fig-
ure 10. The other methods underestimate the deviations
to Ω, which typically results in a weaker parametric res-
onance effect, as seen in the lower left panel of Figure 10.
Because oscillations of Ω2 occur on a timescale of 1/Λ,
as discussed in Sec. III, tres should be fixed in proportion
to this time period. From Fig. 10, we see that setting
tres = 1/3Λ is sufficient for uncertainty to remain within
1%.
3. Dependence on ODE solver tolerance
The ODE solver being used, MATLAB’s ode45, ac-
cepts a choice of relative tolerance, which we denote ε.
This represents the acceptable relative error in the solu-
tion per unit time, relative to its own magnitude, so it
is another parameter we can tune to maximize accuracy
and computational efficiency. Within the accepted toler-
ance range, the amplitude of a(t) may deviate from its
true value (typically, it will decrease) by a fairly consis-
tent factor each cycle, which we call r (defined as a ratio,
i.e. a perfect solution would have r = 1). Thus log |a| is
misestimated by an increment of log(r) per cycle, which
means that as time goes on, our estimation of log |a| will
linearly deviate from its true value with time. Because
H is calculated as the slope of log |a|, the effect of this
numerical artifact will be to modify the observed H by
a constant ∆H compared to the correct result. As the
number of cycles increases, i.e. when
√
nfΛ
2 increases,
this will occur more quickly, so we need a smaller toler-
ance. For this reason, we choose the parametrization:
ε(Λ) =
10−ε0√
nfΛ2
(B1)
and investigate the dependence of H on ε0. In Figure 11,
in the lower right, this dependence is displayed for a num-
ber of cutoffs, and we see that ε0 = 4 (i.e. ε =
0.0001√
nfΛ2
) is
enough to constrain |∆H| < 10−6t−1P .
4. Dependence on duration of simulation and
number of samples
The duration of simulation and the number of sam-
ples are closely linked—both result in an approximate
linear increase in computational difficulty (in both parts
of the calculation: determining Ω, in which there will
be linearly more time steps or modes needed for calcu-
lation; and for determining a(t) from Ω, because of the
number and length of differential equations needing to be
solved increasing linearly). Furthermore, both result in
an inverse-square-root relationship between uncertainty
in H and size of N or tf , respectively. This is because the
total number of time steps being computed, “nt,” is pro-
portional to Ntf , and the uncertainty in estimating the
average H across all time steps can be computed using
the usual formula, ∆H = σ/
√
nt, where σ is the stan-
dard deviation. As shown in Fig. 11, 100 samples with
tf = 50000Λ
−1 is sufficient to constrain ∆HH < 1%.
5. Dependence on width of box
Finally, let us consider the dependence on the width
of the box L. The error for low L stems from the way in
which the modes are discretized in n space. The sphere
of allowed modes for a given field has volume given by
4pin3max
3 =
Λ3L3
6pi2 , and because the modes are spaced as an
integer lattice, the number of modes should approximate
this volume. At low nmax, the difference between the ac-
tual number of modes and the volume of the sphere in
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FIG. 10. Here we see the effects of three different interpolation methods for Ω. In the top left panel, the true variation in
Ω2 is contrasted with three interpolation methods: linear, pchip, and spline. Here Λ = 5, and the resolution is very coarse
(tres = 0.2) to exaggerate the effect. The resultant solutions of a(t) are shown in the bottom left. On the right, the resulting
error in H is shown for each interpolation method, for a range of time resolutions and two cutoff values (Λ = 5 above and
Λ = 10 below). For both cutoffs, the results converge much more quickly for the spline method, indicating that tres = 1/3Λ is
sufficient to constrain uncertainty within 1%.
n-space becomes significant, but the approximation im-
proves for larger nmax. This means that the accuracy
improves for both higher L and higher Λ, as is shown
in Figure 12, and LΛ = 50 is sufficient for convergence
within a few percent (note that this graph also includes
the error from tf and N , so it will not completely con-
verge as L→∞).
Appendix C: The Mathieu Equation
We wish to use Ω2 = Ω20 (1 + ε cos γt), from Eq. (17),
as an approximation to Eq. (8). There is obviously some
choice about how to implement this, but we will start by
ensuring that the variance and mean of the two Ω2 func-
tions agree. First, let us evaluate these for the Mathieu
equation 〈
Ω2
〉
= Ω20 (C1)
Var(Ω2) = Ω40
(
1 + 2ε 〈cos γt〉+ ε2 〈cos2 γt〉)− Ω40
(C2)
Var(Ω2) =
Ω40ε
2
2
(C3)
Thus, we can determine ε for our approximation by set-
ting ε =
√
2 Var(Ω2)
Ω20
. As shown in [1], with just one field,
Eq. (8) can be written in the form:
Ω21 = Ω
2
0,1
(
1 +
∫ 2Λ
0
f(γ) cos γt+ g(γ) sin γt dγ
)
,
(C4)
where Ω20,1 =
Λ4
6pi , and f and g are operator-valued func-
tions.
We can exploit the fact that the expectation values
and statistical properties of Ω2 are invariant under time
translations to select t = 0 for the sake of determining
variance, etc. Then we only need f(γ):
17
0.3
0.4
0.5
0.6
0.8
1
1.5
1.5
2
50 100 150 200 250 300
Number of Samples
10
20
30
40
50
(t f
)/1
00
0
0.3
0.30.3
0.3
0.4
0.5
0.60.8
0.8
1
1.5
1.5
2
2
2
2
50 100 150 200 250 300
Number of Samples
10
20
30
40
50
(t f
)/1
00
0
2 4 6 8
0
10 -9
10 -8
10 -7
10 -6
10 -5
10 -4
 
H
 (t
P)
FIG. 11. On the left, contour maps are shown for the percentage uncertainty in H dependent on the number of samples (N)
and duration of simulation (tf ). The top shows Λ = 5, with L = 10, and the bottom Λ = 10 and L = 5; this means that they
will have the same maximum |n| = LΛ
2pi
, and thus the same number of modes for consistency. Note that they have very similar
contours, indicating that the precision depends mainly on tfΛ (the y-axis), N (the x-axis), and LΛ = 2pinmax (which is the
same between the two). In the bottom right, we show the relationship between the absoluute uncertainty in H and the ODE
tolerance ε, parametrized by ε0 as described in Eq. (B1).
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FIG. 12. Here we examine the dependence of the simulations on the box length L, for Λ = 5 on the left and Λ = 10 on the
right. Notice that once L is multiplied by Λ, the convergence appears to occurs at a consistent rate between the two graphs,
with LΛ = 50 being sufficient for convergence within 1%.
f(γ) = −16pi
2
Λ4
∫ Λ
0
d3k1d
3k2
(2pi)3
√
ω1ω2
2
(
ak1ak2 + a
†
k1
a†k2
)
δ(γ − ω1 − ω2) (C5)
On the vacuum, 〈f(γ)〉 = 0 so 〈Ω21〉 = Ω20,1, and:
Var(Ω21) = Ω
4
0,1
(
〈1〉+
〈(∫ 2Λ
0
f(γ)2
)〉)
− Ω40,1
(C6)
= Ω40,1
〈(∫ 2Λ
0
f(γ)2
)〉
(C7)
This expectation value simplifies to exactly 2, i.e.:
Var(Ω21) = 2Ω
4
0,1 (C8)
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Now, this was for one field, but because multiple fields act
as multiple identical and independent variables identical
to Ω21, we get more generally:
Ω20 =
〈
Ω2nf
〉
= nfΩ
2
0,1 =
nfΛ
4
6pi
(C9)
Var(Ω2nf) = nf Var(Ω
2
1) (C10)
= 2nfΩ
4
0,1 (C11)
ε =
√
2
(
2nfΩ40,1
)
nfΩ20,1
=
2√
nf
(C12)
With these values set, then, we have r = 2Ω0γ =
2
√
nfΛ
2
γ
√
6pi
,
for a variety of γ values between 0 and 2Λ as per Fig. 1.
At the highest γ, this corresponds to r = Λ
√
nf
6pi . To
make it into the form of Eq. (17), we should choose the
“most important” γ∗ and then replace f(γ) with a Dirac
delta function δ(γ − γ∗). It is important to account for
two factors: the strength of the resonance (as we do not
want to select a γ with no resonance at all, i.e., a white
region of Fig. 9), and also the amplitude of Ω2’s oscilla-
tions at that frequency, as given by (see Fig. 1):
P (γ) =
〈
f(γ)2
〉
(C13)
=
{
2
35Λ
(
γ
Λ
)7
, 0 ≤ γ ≤ Λ
2
35Λ
(
− γ7Λ7 + 70 γ
3
Λ3 − 168 γ
2
Λ2 + 140
γ
Λ − 40
)
, Λ ≤ γ ≤ 2Λ
(C14)
We can quantify the resonance using the Mathieu expo-
nent H, which is computed according to [33] using:
H(γ) = H
(
r =
2Λ2
γ
√
nf
6pi
, ε =
2√
nf
)
(C15)
We then choose γ∗ such that it maximizes the product
F (γ) = P (γ)H(γ).
Now, we should consider the dimensions of these quan-
tities in order to normalize F (γ∗) and quantify the actual
growth of the H in the simulations. Because of the way
that the Mathieu functions are computed, H(γ) quan-
tifies the growth in nondimensionalized units of time,
specifically, eH is the growth factor per time unit 2/γ.
Given that our actual H is a frequency, to rescale it ap-
propriately we need to multiply by γ∗/2 to reinstate units
of frequency.
The units of P (γ∗) are inverse frequency, because it
is integrated to give a normalized total power. Thus we
should multiply by the width of frequencies which all
contribute to excite the resonance—i.e. multiply by the
width of the relevant resonance band from Fig. 9. For
example, if γmin and γmax denote the lowest and highest
γ which lie in the resonance band, then we multiply by
∆γ = γmax − γmin. All in all, we have
Hestimate = P (γ
∗)H (γ∗)
γ∗
2
∆γ (C16)
This is the estimate used in Fig. 7.
