ABSTRACT This paper proposes a support vector regression (SVR)-based model predictive control (MPC) for the volt-var optimization (VVO) of electrical distribution systems. First, measurement data from a few days of operation of a distribution system, gathered using advanced metering infrastructure (AMI), are used to train an SVR model of the system. The trained model is then employed by the MPC in a closed-loop control scheme to control capacitor banks and tap changers of the distribution system so that the power loss is minimized, and voltage profiles are maintained within a specific range. In contrast to the many existing VVO methods, the proposed scheme does not require any circuit-based simulations for its operation, nor does it assume that the distribution system is radial. The simulation results of applying the proposed SVR-based MPC to IEEE123 bus test feeder proves that despite its measurement-based feature, the proposed approach is capable of providing close to optimal solutions to the VVO problem. The simulation results also suggest a satisfactory outcome of the proposed approach in controlling meshed grids or in the presence of distributed energy resources (DERs).
I. INTRODUCTION
The main objectives of the Volt-Var Optimization (VVO) are to minimize power loss in the distribution system and keep voltage profiles at acceptable levels under different load conditions. The VVO has become an important feature of modern smart grids in which the VVO scheme monitors daily operation of the distribution system and generates proper control decisions. Those control decisions are then sent to capacitors and On-Load Tap Changing (OLTC) transformers in order to lower power loss and improve voltage levels.
Most of the existing VVO methods are either rule-based techniques or model-based approaches. Rule-based methods provide sub-optimal solutions to the VVO problem. In these methods, simple sets of rules are employed to decide the ON/OFF status of capacitors and tap ratios of OLTCs. For instance, the controller sends ON/OFF signals to capacitors or increment/decrement signals to OLTCs if for a certain amount of time, the measured voltage at the substation falls out of a predefined bandwidth [1] . In [2] , the sets of rules are
The associate editor coordinating the review of this manuscript and approving it for publication was M. Jahangir Hossain. improved; If the change in the measured current of the feeder is more than a pre-set threshold, a new voltage bandwidth is calculated based on current load levels, and the settings of OLTCs are updated according to the new voltage bandwidth. Also, a simple control strategy governs the switching of capacitors; they are turned on if reactive power consumption measured at the substation exceeds a certain level and switched out if the consumed reactive power falls below a certain threshold.
Thanks to the simple rules involved and minimum measurement requirements, the implementation of rule-based schemes is relatively easy. This, however, could result in control decisions far from optimal as these methods are not equipped with precise optimization strategies. Rule-based methods cannot effectively minimize power loss and most of them are only suitable for controlling radial distribution systems. Besides, these approaches are not designed to deal with the integration of Distributed Energy Resources (DERs) into distribution grids.
Model-based VVO techniques rely on a model of the distribution system to make control decisions. Here, ''Model'' refers to computer simulations based on power flow equations or their approximate versions. For example, simulations based on linearized power flow or using DistFlow [2] which can describe power flow equations for radial systems.
The model-based VVO has been extensively studied in literature. The VVO in [3] , [4] is described as a mixed-integer programming problem and solved using analytical optimization algorithms. A modified genetic algorithm is used in [5] to solve the VVO problem. Particle Swarm Optimization (PSO) is another example of a metaheuristic algorithm that is applied in [6] , [7] to solve the Volt-Var problem. Satisfactory results have been reported in both papers while [7] employs high-performance computing to parallelize PSO in order to speed up the optimization procedure and in turn, improve the scalability of the algorithm. Model Predictive Control (MPC) is an advanced closed-loop control method that predicts the future response of the system under control using an explicit model, and makes its control decisions by solving a constrained optimization problem [8] . The application of MPC in Volt-Var optimization is studied in [9] , [10] . Both mentioned papers use DistFlow for prediction, so it limits their application to only radial distribution grids. Both studies, however, have reported promising results in applying MPC to the VVO problem in the presence of renewable energy resources.
Difficulties in modeling unbalanced and voltage dependent loads are common in model-based VVO algorithms [11] . Some of these methods are not designed to control systems retrofitted with DERs. Moreover, most of these methods (for example [3] , [9] and [10] ) can only solve the VVO problem for radial distribution grids. However, the main obstacle for actual implementation of model-based VVO techniques is the unavailability of precise power flow models of distribution systems. The power flow model is built based on physical configuration of the distribution grid and its parameters with the assumption that such data is accurate. In many primary and secondary distribution grids this is not the case [12] , due to the fact that power utilities have limited information about their distribution networks. Vast numbers of distribution feeders, limited data on secondary networks and unbalanced loads are factors that contribute to such limited knowledge of distribution data [11] .
Advanced Metering Infrastructure (AMI) is a set of technologies including smart meters and communication networks that collect time-based data such as power consumption and voltage amplitude across distribution grid [13] . The availability of such data allows for another type of power system analytics called data-driven approaches in which measurement data is fed to statistical or machine learning algorithms to build a data-driven model of the distribution system. Data-driven models do not suffer from inaccuracy of the power flow model or limited data availability of grid topology as they are entirely measurement-based and do not require circuit-based computer simulations. An example of a data-driven approach is [14] where linear regression is used to build a linearized model of the distribution network. The effectiveness of Support Vector Regression (SVR) in modeling power flow equations of distribution systems is proven in [12] . The kernel trick [15] used in the mentioned study allows the SVR model to handle the nonlinearity of system power flow and to incorporate active controllers of DERs in the regression model. Data-driven models presented in [14] and [12] have a strong potential to be employed in the VVO problem. Such potential has been comprehensively reviewed in [16] from technical and security points of view. An example of a data-driven method for Volt-Var optimization is [11] where K-nearest neighbor alongside principal component analysis are utilized to build a model of radial distribution feeders and generate proper decisions for controlling their capacitors and OLTCs.
This paper proposes a novel data-driven approach for solving the VVO problem of distribution networks. The proposed method is based on MPC in which the predictive control predicts the future behavior of the distribution system employing an SVR model. The regression model is built using measurement data of a few days of operation of the system, collected from AMI. Once the model is trained, MPC employs it to control the system. SVR is less vulnerable to measurement outliers compared to regression algorithms. It also requires less training data compared to neural networks and deep learning. This makes SVR a perfect choice for building a data-driven model of the distribution system where training data has to be collected online via AMI and a limited number of measurements can be performed in a given day. In addition, an SVR with a nonlinear kernel seems to be a better choice than linear PCA and KNN algorithms used in [11] for modeling a nonlinear distribution system.
The main feature of the proposed algorithm is that it is entirely measurement-based, so there is no need for power flow simulations or any knowledge about the topology of the network. The SVR model can easily map unbalanced and voltage dependent loads and it can be trained to map any topology of the distribution system. The regression model is also capable of modeling DERs connected to the grid. Moreover, the parallel PSO employed as the optimization algorithm for MPC ensures the proposed controller is suitable for real-time applications. Our proposed method has several advantages over the data-driven VVO in [11] . The closed-loop feature of MPC allows for effectively compensating prediction errors due to inaccuracy of the model or errors caused by configuration changes in the distribution grid, while the VVO approach in [11] is basically open-loop. Capacitors in [11] can be only switched on or off, whereas the comprehensive optimization process in our proposed method allows for employing capacitor banks with different levels of VAR injection. In addition, the application of [11] is limited to radial systems, while our SVR-based approach can be applied to any type of distribution feeder including radial, ring and meshed.
The remainder of this paper is organized as follows: section II depicts the general idea behind the proposed scheme. Details about the proposed SVR-based MPC is described in section III where the MPC framework is discussed. Section III also depicts Support Vector Regression VOLUME 7, 2019 and how an SVR model of a power grid can be built based on AMI data. Additionally, the optimization method used for generating control decisions of MPC is elaborated. Section IV provides detailed simulation results to show the effectiveness of the proposed method and finally, section V concludes the paper.
II. THE PROPOSED VVO SCHEME
The power flow equations of a power system can be described as follows:
where N is the number of buses in the system and i = 1, . . . , N . P i and Q i are the active and reactive power injections at bus i. V i represents the amplitude of the voltage of bus i, and θ ik is the phase angle difference between buses i and k. G ik + jB ik is the element at the i th row and k th column of the admittance matrix. Knowing the amount of loads consumed in the grid at a given time t, along with having the total active power measured at the main feeder, one can calculate the total loss of the distribution system as follows:
in which P feeder (t) is the active power measured at the feeder and N L is the total number of phases with installed loads. The reason behind measuring each phase of a multi-phase bus separately is the presence of unbalanced loads in the system. Circuit-based methods employ (1)-(3) to optimize Volt-Var operation of distribution systems. Due to the reasons mentioned in the previous section, such circuit models could be inaccurate. Using inaccurate models results in poor solutions, far from optimal, for the VVO problem. This paper proposes an SVR-based MPC approach as an alternative for circuit-based VVO algorithms, in which a data-driven model replaces the circuit model (1)-(3). The SVR model is trained using measurement data from AMI. Building a model using online measurements allows the proposed algorithm to capture the most recent operational conditions of the distribution grid. Hence, it does not suffer from the inaccuracy caused by an outdated circuit model. The existing AMI technology allows for data collection intervals of about 15 minutes [13] . The collected data includes the amplitude of voltages as well as real and reactive powers of loads. This paper assumes that each load in the system is equipped with a smart meter, so the voltage amplitude and consumed power of all loads are sent to the proposed control algorithm at 15-minute intervals through AMI. AMI measurements are used for training an SVR model, as well as the operation of the SVR-based predictive controller. 1 represents the general scheme of the proposed SVR-based MPC. The first step in the proposed control scheme is to build an SVR model of the system. This is performed by the SVR builder unit in which the measurement data from AMI, tap positions of OLTCs and reactive power injections of capacitor banks are fed to the unit as the inputs. The output of the SVR builder unit is a nonlinear regression model that can predict the overall power loss and voltage amplitudes of load buses of the distribution grid. This regression model will then be utilized by MPC to predict the behavior of the system. MPC is a closed-loop controller that runs at periodic intervals T s (15 minutes in this research) and generates its control decisions by solving a constrained optimization objective function, aiming to reduce power loss and to keep voltage profiles of load buses close to the setpoint value V sp . These decision controls are then sent to capacitor banks and OLTCs. Fig. 2 shows the operational procedure of the proposed scheme in more detail. As can be seen, MPC uses AMI power and voltage measurements at the control step k (the minute t = kT s of the simulation) to generate control decisions for capacitors CAP j (k + 1) and tap changers TAP n (k + 1) for the next control step k + 1 (the minute (k + 1)T s ). Consumed power measurements and the operational status of capacitors 93354 VOLUME 7, 2019 FIGURE 2. Block diagram of MPC for the VVO of a distribution system. MPC generates control decisions for control step (k + 1) based on measurements at control step (k).
and OLTCs at the control step k are fed to the SVR model to predict voltages V i (k+1| k ) and power loss P loss (k+1| k ) of the system for the next control step. A parallel PSO is employed to solve the optimization problem required for generating control decisions. This high-speed optimizer ensures that the entire decision-making process is done in real-time.
Error feedback is an important feature of MPC which allows for compensating prediction errors of the model. Fig. 2 shows how voltage error feedback e i and power loss feedback e p are calculated and added to the output of the SVR model in order to enhance the prediction. This improves the quality of the generated control decisions significantly. Also, if short-term customer load forecasts are available, MPC can predict the behavior of the system over a longer horizon, therefore it can make more optimized control decisions. This, along with other operational aspects of the proposed scheme, is discussed in more depth in section III.
III. THE FRAMEWORK OF SVR-BASED MPC
The first part of this section describes Support Vector Regression and how an SVR model of the system is trained using measurement data. Details about the implementation of the MPC approach is provided in subsection III-B, while the last part of this section discusses the parallel PSO used as the optimizer for MPC. Fig. 3 illustrates the fundamental idea behind the linear SVR in which each square represents one pair of training data set (x i , y i ), i = 1, . . . , l. The objective is to find a regression function f (x) as smooth as possible, while the maximum deviation of the function from all training targets remains below ε [15] . Therefore, a maximum error ε is allowed, and the area between two dashed lines in Fig. 3 is called ε-insensitive zone. This, however, might be infeasible (depending on the chosen value for ε) and some outliers (the red square in Fig. 3 ) might exist. This problem can be solved by allowing for some error in order to make the problem feasible. The SVR model can then be obtained by solving the following optimization problem [15] :
A. BUILDING AN SVR MODEL OF THE DISTRIBUTION GRID
s.t.
and the regression model is:
In the above equations, C is a constant positive value, ξ i and ξ * i are slack variables, ., . denotes dot product, and b is the bias term. Training samples within the ε-insensitive zone add no error to the regression model (ξ i = ξ * i = 0). In contrast, ξ i and ξ * i are greater than zero for training data located outside of ε-insensitive zone. These outliers are called Support Vectors.
The regression model in (5) is linear. In order to have a nonlinear regression model, one can use the kernel trick. A kernel is a nonlinear function that transforms the training data set to a higher dimensional feature space in order to make linear regression possible [15] . Considering the nonlinear kernel function, the dual problem of (4)- (5) can be stated as:
where α i and α * i are Lagrange multipliers and k(x i , x j ) is the kernel function. The nonlinear SVR model can be expressed VOLUME 7, 2019 as:
in which α i − α * i is nonzero if x i is a support vector. The nonlinear SVR (9) can now map nonlinear power flow and loss equations (1)- (3), although it requires a proper kernel function. There are different choices for the nonlinear kernel such as polynomial, Gaussian, sigmoid, etc. which should be selected based on the application. It is suggested, in [12] , to use a polynomial function as the nonlinear kernel for mapping power flow equations. However, our simulation results that are presented in the next section showed that Gaussian function could predict voltage profiles with higher accuracy than polynomial kernel. Therefore, we have decided to employ Gaussian kernel in this study. The following is the definition of Gaussian kernel:
where γ is a positive constant. One needs to solve the quadratic programing problem (7)- (8) to train an SVR model. Depending on the size of training data, the size of this quadratic programing problem and memory requirements for saving it on a computer could become so immense that prohibits the use of standard quadratic solvers. To overcome this problem, several support vector learner algorithms are proposed to solve (7)- (8) . One of these algorithms is SVM light [17] which decomposes the original quadratic problem into a series of smaller working sets and solves those working sets sequentially. Therefore, memory consumption is curtailed considerably. SVM light is employed in this research to train SVR models.
The SVR builder unit is responsible for building an SVR model of the system. This unit uses active and reactive load consumptions measured by AMI, measured power of the main feeder, kVAR injections of capacitor banks, tap positions of OLTCs, and active and reactive DER generation (in case DERs are installed) as its input training data (vector x in (7)). The target training data (vector y in (7)) are total power loss calculated using (3) and the measured voltage amplitudes of phases with installed load. The SVR builder unit employs SVM light to train an SVR model. The outputs of the training are α i − α * i and x i for i = 1, . . . , l and b for power loss and the voltage of each load bus.
C, ε and γ are user-defined parameters that the accuracy of the trained model heavily depends on them. The SVR builder unit uses grid search for hyperparameter optimization of the mentioned parameters. In grid search hyperparameter optimization a set of values is assigned to each parameter (C, ε and γ ) and the SVR model is trained multiple times, each time using one combination of the values of parameters. Finally, the combination that results in the highest k-fold cross-validation accuracy is chosen. K -fold cross-validation is a common procedure for validating machine learning models in which the training dataset is partitioned into k randomly chosen subsets or folds. A single fold is held out for testing the accuracy while the rest of the folds are used for training. This procedure is repeated for all other folds and the overall accuracy of the model is calculated by averaging the accuracy of k folds. 10-fold cross-validation is used in this research (k = 10) for validating the SVR model.
To train an SVR model, data representing the behavior of the system is required. This means capacitor banks and OLTCs must be switched randomly during the training stage. Random selection of reactive injections of capacitors and tap positions of OLTCs, along with ever changing customer load and DER generation profiles, ensures good generalization of the model. This means the SVR model can adequately capture the underlying relationship between the input and target training sets. Of course, all operational constraints of capacitor banks and OLTCs must be satisfied when these random changes are happening. This guarantees the safe operation of the distribution system during the training period.
It is assumed that measurements across the distribution system are performed in 15-minute intervals. Therefore, AMI can send 96 measurement samples per day to the SVR builder unit. The number of samples (or the number of days) required for the training process must be chosen carefully to avoid underfitting or overfitting of the regression model. Section. IV provides analysis about how the selection of the size of the training set can affect the accuracy of the regression model.
The training process happens once at the beginning of the control procedure and the SVR model is then sent to MPC. This is an offline training, which means the algorithm waits for all required measurement samples to be collected, and then trains the SVR model. Therefore, MPC cannot control the system during the training stage. As mentioned earlier, varying input levels during the training stage ensure the generalization of the model. So, the trained model is able to accurately predict the output as long as the inputs vary in the same range as the training data. However, if a topology change such as adding a new DER or switch reconfiguration occurs, the model needs to be retrained. In this case the SVR builder unit can be recalled to generate a new regression model. The retraining procedure would be the same as the initial training of the SVR model. Fig. 4 shows the inputs and outputs of the SVR model. It is worth mentioning that the SVR model only predicts the voltages of load buses and omits the intermediate buses with no load or smart meter installed. This is not a problem because controlling the voltages of intermediate buses is not the objective of the VVO. However, if controlling the voltages of those buses is desired, SVR is able to estimate those voltages too as proven in [12] .
B. MODEL PREDICTIVE CONTROL
MPC is a finite-horizon optimal control scheme that runs at periodic intervals T s (15 minutes in this research), aiming to optimize the process behavior and keep the output variables close to their reference setpoints over the prediction horizon T p steps (T p * T s minutes). The prediction is done using a model of the system, and control decisions for the control horizon T c steps (T c * T s minutes) where T c ≤ T p are generated by solving a constrained objective function. Only the first control sequence (generated for the current control step) is sent to the system while the rest are discarded, and the entire control process is repeated in the next control interval [8] . MPC is very versatile in selection of the prediction model, optimization objectives, operational constraints, and the optimization algorithm. Such flexibility has resulted in introducing several variants of MPC. In [18] , [19] , for example, MPC approaches based on SVR models have been studied. A generic objective function that MPC employs for making control decisions is as follows:
where k is the current interval, y p (k + j| k ) is the prediction model output for the minute t = (k + j)T s , predicted at the current time t = kT s (k th control step), and u(k + j − 1) is the decision control made at the current control step, to be applied at the minute (k + j − 1)T s . The prediction error e(k) is equal to y(k) − y p (k| k−1 ) where y is the measured output. (w 1 , w 2 ) ≥ 0 and 0 ≤ β ≤ 1 are constants. The flexibility of MPC allows us to tailor an objective function suitable for the VVO problem. The aim of such objective function would be to minimize voltage deviations of load buses from a setpoint voltage as well as minimize power loss in the system. The VVO objective function is described below:
in which Cap i (k + j − 1) is the change in the injected power of the i th capacitor bank to be applied at t = (k + j − 1)T s , and Tap i (k + j − 1) is the tap ratio change of the i th OLTC for t = (k + j − 1)T s . Both of these control variables are integers. This means they represent step changes in the values of KVAR of capacitor banks and secondary tap ratios of OLTCs, respectively, not the actual KVAR or secondary ratio. N L is the total number of loads, N cap the total number of capacitor banks, and N tap is the total number of OLTCs in the grid. V i (k + j| k ) and P loss (k + j| k ) are the voltage of the i th bus (in p.u.) and the total power loss of the system respectively, both predicted by the SVR model for t = (k +
The VVO objective function would not be complete without operational constraints. The operational constraints considered in this study are as follows:
constraint (13) The optimization algorithm that solves (12) provides Cap i and Tap i for the SVR model (the optimization algorithm will be discussed later in this section). The rest of the inputs of the SVR model are measurements from AMI. Assuming that changes in load profiles of the system and generation profiles of DERs (if there are any) are not significant between two successive control intervals, one can use measurements at the minute t = kT s as the inputs of the SVR model to predict the output for the next control interval at t = (k + 1)T s . But this assumption does not hold if the prediction horizon is longer than one control step. Extending the prediction horizon requires short-term load forecast over the prediction horizon so that the SVR model can predict the output for t = (k + j)T s based on the forecasted load for t = (k + j − 1)T s . Short-term load forecasting is out of the scope of this paper and it is assumed that such forecasts are available if MPC needs them. A couple of studies for short-term load forecasting can be found in [20] , [21] . Choosing a long prediction horizon is not mandatory for good performance of MPC and the controller can actually do quite well with T p = 1 step (15 minutes). However, extended prediction and control horizons enable MPC to enforce constraints like (18)- (19) more effectively. Such constraints set a limit on the number of times control decisions can be made, and by predicting the response of the system over a longer horizon, MPC can find the best moments to activate control variables.
Voltage and power loss prediction errors are calculated as
. . , N L and e p (k) = P loss (k) − P loss (k| k−1 ), respectively. β 1 and β 2 (0 ≤ β 1 , β 2 ≤ 1) are coefficients that control how much error feedback is added to voltages and power loss predictions, respectively. For example, β 2 = 0 means no compensation while β 2 = 1 means full error compensation for power loss. Incorporating error feedbacks (error feedback and error compensation are used interchangeably in this paper) into the control procedure is a powerful feature of MPC as it allows for the compensation of model inaccuracy. Several simulations in Section IV demonstrate how this closed-loop feature can improve the performance of MPC.
C. THE OPTIMIZATION ALGORITHM FOR MPC
V i and P loss in the VVO objective function (12) are the outputs of the nonlinear SVR model (9)-(10). This means that (12) is nonlinear as well. A suitable optimization algorithm for our MPC implementation would be an algorithm able to solve the nonlinear objective function (12), capable of handling constraints (13)- (19) , and most importantly, able to provide a solution in a reasonable time, so that MPC can be implemented in a real-time manner.
The optimizer chosen in this study is based on the PSO proposed in [22] , which is parallelized for implementing on a Graphics Processing Unit (GPU), in order to speed up the optimization process and make sure our proposed MPC can keep pace with real-time applications. Parallel PSO has shown great performance in [7] for solving the VVO problem. Utilizing a GPU-based PSO has several advantages. One is that PSO does not require numerical differentiation while dealing with the SVR model, and the model is treated as a black box. The second advantage is that a parallel PSO increases the scalability of the control scheme. Thus, it makes the proposed algorithm capable of controlling large-scale distribution systems. This is important in real-time applications of the control algorithm as the controller is supposed to provide control decisions before the next control step arrives. Time delays associated with physical actuation of capacitors and OLTCs must be considered as well, and if security concerns are present, it is preferable that the VVO controller provides control decisions within one minute [6] .
The third advantage of employing a GPU-based optimizer lies in the nature of the mathematical operations required for calculating the output of the SVR model. Calculating (9)- (10) includes dot product, matrix-vector multiplication and reduction operations, all well-suited for GPU implementation. This adds another level of parallelism to a GPU-based optimizer, which ensures the proposed MPC is suitable for real-time applications.
The constraints (13)- (19) are mainly handled by rejecting infeasible solutions. PSO starts the optimization procedure with finding at least one feasible solution that satisfies all constraints. For the rest of the optimization procedure, only solutions that satisfy all constraints are kept, while the rest are discarded. In rare cases that there is a conflict between voltage constraint (13) and the rest of the constraints, finding a feasible solution is impossible. This means that voltage requirements for some nodes might not be met. To resolve such conflicts, penalty values are added to the objective function (12) for the voltage constraints of those nodes that cannot be fully satisfied. This makes finding a feasible solution possible, while it ensures those voltage constraints are satisfied as much as possible.
IV. SIMULATION RESULTS
The effectiveness of the proposed SVR-based MPC is evaluated by conducting several simulation studies. The test system chosen for this study is IEEE123 bus test feeder [23] as shown in Fig. 5 , in which NC stands for Normally-Closed switches while NO denotes Normally-Open switches. The secondary tap ratios of four OLTCs in the system can vary between 0.9 and 1.1. There are four capacitor banks in the system. The one in bus 83 is a 3-phase bank with a total capacity of 900 kVAR while the other three capacitor banks are singlephase, each has 200 kVAR rating. The rating of each capacitor unit in these banks is considered 50 kVAR. The information about seven DERs of the system is presented in Table 1 . These DERs are only turned on in the simulations that study the effects of DERs on performance of the proposed control method. IEEE123 is highly unbalanced as most of its loads are single-phase. It is assumed in this study that 70% of loads are residential with varying daily profiles while the rest have constant load profiles.
The power flow simulation is performed using OpenDSS connected to Visual Studio via COM interface. The control algorithm is developed using C++/CUDA programing 93358 VOLUME 7, 2019 
A. TRAINING THE SVR MODEL
During the training stage, the SVR builder unit collects operational data of the system via AMI for a few days. Capacitor banks and OLTCs are supposed to be switched randomly during this period. The sequential Monte Carlo load modeling, proposed in [24] , is used to generate load profiles for residential loads. Fig. 6 shows the generated active load profiles for a randomly chosen bus and the overall profile of residential loads for 5 days with 15-minute resolution. In order to evaluate the effect of the size of training data on the quality of the model, the SVR builder unit trained five models with different size of training data ranging from one day (96 samples) to five days (480 samples) using Gaussian kernel. The five generated models were evaluated by feeding a 24-hour load profile (different than the one used for training) to them and measuring the following indices:
where E loss is the percentage of average error in loss prediction during the simulation time and Table 2 shows loss and voltage prediction errors for the five trained models in which 1Day means the model trained with measurement data of one day, and so on. It can be observed that in both loss and voltage predictions the accuracy of models has direct relation with the size of training data. This is more prominent in loss prediction where E loss for 1Day is almost twice the prediction error of 5Days. SVR models show higher accuracy when it comes to voltage prediction so that E volt for all models is below 2%. Though 5Days model is the most accurate, E volt = 1.91% for 1Day, which is trained using only 96 samples, is still impressive. As the simulation results that are later provided in this section show, the error feedback feature of MPC can effectively compensate for the prediction errors of 5Days model. Therefore, we did not increase the size of training data to achieve a more accurate model. For higher accuracy, one can gather more AMI measurements to train a more accurate SVR model. For example, using measurement data of 10 days (960 samples) results in an SVR model with E volt = 1.76% VOLUME 7, 2019 and E loss = 4.46%. We also trained SVR models using polynomial kernel to evaluate the performance of that kernel. The results especially in voltage prediction were worse. For instance, E volt for 5Days model using polynomial kernel was 1.95%, which was even worse than the performance of Gaussian kernel in training 1Day model. So, for the rest of the simulations only models based on Gaussian kernel were used.
B. MPC CONTROL
In this section the effectiveness of the SVR-based MPC is validated under several operational scenarios, by comparing its performance to a model-based MPC. The following control approaches are considered:
• No Cont.: the system is not controlled If the circuit model is accurate, there will be no prediction error. Hence, there is no need for error feedback, and Cont. 5 and Cont. 6 can provide the optimal solution to the VVO problem (provided that their optimizers can converge to the global optimum). Therefore, their solutions can be used as a reference to evaluate the performance of SVR-based MPCs. In other words, the closer the solutions of Cont. 1 to Cont.4 to that of Cont. 5 (or Cont. 6), the better the SVR-based MPCs are performing. In case there are inaccuracies in the internal circuit and the SVR model, Cont. 5 delivers the best possible solution a closed-loop control method could offer. So again, it can be considered as the best possible reference to validate the effectiveness of an SVR-based MPC.
Several operational scenarios are considered to evaluate the proposed method. In all cases V sp is considered 1 p.u. and the acceptable voltage tolerance is set to ±0.05 p.u. E volt in (21) Scenario 1: IEEE123 system is tested under normal conditions for 24 hours. For all MPCs, T c = T P = 1 step (15 minutes) and β 1 = β 2 = 1. There is no limit on the number of times capacitor banks and OLTCs can be switched, or how much they can change. This means in (12) , w 3 and w 4 for all capacitors and tap changers are set to zero. w 1 for all load buses and w 2 are set to 5000 and 1, respectively. This puts more emphasis on minimizing voltage deviations than power loss as power utilities have obligations to keep voltage profiles within specified limits. The circuit model employed by model-based MPCs is accurate, so both Cont. 5 and Cont. 6 will generate the same results. Model inaccuracy, lack of error compensation and w 1 w 2 , all contribute to such poor performance. Cont. 1 delivers the best performance among SVR-based methods with the closest results to Cont. 5. This is not surprising as it takes advantage of the accurate 5Days model, along with error compensation. Equation (12) is a multi-objective optimization problem and the solution to that problem depends on the selected values for w 1 and w 2 . A better insight to the performance of the proposed methods can be obtained when only one of the objectives of the VVO problem is considered. (18)- (19) to the VVO objective function. The simulation results for this scenario is presented in Table 3 . Scenario 4: Similar to scenario 3, but both prediction and control horizons of all MPCs are extended to 1 hour (T p = 4 and T c = 4). It is also assumed that the short-term load forecast for the one hour ahead is provided for MPCs. Extended prediction and control horizons allow MPCs (both SVR-based and model-based) to better manage the switching constraints. Such improvement in performance can be observed in Fig. 9 where the simulation results of scenarios 3 and 4 are compared. Though only a slight improvement in loss reduction can be seen in Fig. 9 , the decrease of E volt for all controllers is significant. Therefore, working with an extended prediction horizon is recommended in case short-term load forecasts are available.
Scenario 5: In this scenario, all DERs shown in Fig. 5 are plugged in. 5Days SVR model is retrained to include DERs, Table 4 represents the simulation results for this scenario. The results show that the power injection of DERs has reduced power loss and voltage deviations in the system, compared to scenario 1. Cont. 1 has predicted the effects of DERs successfully, and using error compensation, it has been able to reduce L avg and E volt to values comparable to Cont. 5. Scenario 6: Similar to scenario 5, however the SVR and circuit models are not updated, so they do not include DERs. The reason to study this case is to figure out how a wrong regression model will affect the performance of the proposed method, and to what extent the error compensation can mitigate adverse effects of a wrong model. Fig. 10 provides a comparison between scenario 6 and scenario 5. It is obvious by looking at Fig. 10 that employing a wrong SVR model for Cont. 2 and a wrong circuit model for Cont. 6 while no error feedback is available, has dramatically exacerbated the performance of those two controllers. This performance deterioration is more evident in minimizing voltage deviation where E volt for both controllers jumps to more than 2%, far worse than E volt = 0.67% for the system under no control. On the other hand, Cont. 1 and Cont. 5 that take advantage of error compensation have been able to maintain their performance close the levels under scenario 5. The error feedback helps both MPCs to effectively compensate prediction errors even when an entirely wrong model is employed.
A closer insight on how the error feedback can improve the performance of the controllers can be obtained by observing the voltage profiles of the system for Cont. 1 and Cont. 2 under scenario 6. As can be seen in Fig. 11 , voltage profiles of most of the load buses are above 1 p.u. for Cont. 2. This is due to the fact that the SVR model of Cont. 2 does not include the active and reactive power injections of DERs. Therefore, Cont. 2 brings more capacitors online and increases secondary taps in order to level up voltage profiles. Cont. 1 does not do any better at the first control interval. This is because there is no error feedback at the beginning of the simulation. However, at the second control step when the prediction error is fed to the controller, the performance of Cont. 1 improves noticeably and the controller is able to maintain its good performance until the end of the simulation. This proves how useful the closed-loop feature of MPC is in controlling distribution systems. Distribution grids are subject to many topology changes such as adding DERs, switch reconfiguration, etc., and the closed-loop feature can, to some extent, compensate for prediction errors in case the controller is not aware of the occurrence of such changes. 
Scenario 7:
In this scenario T p = T c = 1 step, w 1 = 5000 for all nodes, and w 2 = w 3 = w 4 = 0. An SVR model for IEEE123 test system is trained while DERs are turned off. However, in the beginning of the simulation, the test system is reconfigured so that the switch between nodes 18 and 135 in Fig. 5 is opened, whereas the switch between nodes 151 and 300 is closed. As a result, the trained SVR model is no longer valid. Fig. 12 compares the performance of Cont. 1 and Cont. 2 with an SVR model trained before reconfiguration (wrong SVR model) to the performance of Cont. 1 with a correct model trained after reconfiguration. The figure also provides simulation results for Cont. 5 and Cont. 6 with circuit models before (wrong circuit model) and after (correct circuit model) reconfiguration. E volt for Cont. 2 and Cont. 6 that are using wrong models is substantially higher than E volt for Cont. 1 and Cont. 5 with correct models. This comes as no surprise as their models (SVR or circuit) are wrong and no error feedback is available. Feedback compensation, however, helps Cont. 1 and Cont. 5 with wrong models to maintain satisfactory performance. It can be observed in Fig. 12 that E volt for Cont. 1 and Cont. 5 with wrong models is considerably lower than that of Cont. 2 and Cont. 6. The advantage of error compensation studied in scenario 6 and scenario 7 proves that a closed-loop control approach like our proposed method can outperform the open-loop algorithm in [12] in the presence of prediction errors caused by changes in the distribution system. Scenario 8: Similar to scenario 1, but all switches shown in Fig. 5 are closed and the SVR model is retrained. This turns IEEE123 to a meshed system that many VVO methods such as the MPC methods in [9] , [10] or the data-driven algorithm in [11] that are designed for radial systems cannot control. Fig. 13 shows the power loss and average voltage deviation per bus for Cont. 1 and Cont. 5 under this scenario. The results show that while Cont. 1 delivers fair performance in minimizing power loss compared to Cont. 5, its ability to reduce voltage deviation is as good as its model-based counterpart. 
V. CONCLUSION
A new data-driven VVO scheme was introduced in this paper. The proposed approach is based on predictive control in which MPC predicts the response of the system employing an SVR model. The regression model is entirely built using measurement data from AMI. Therefore, unlike model-based methods, the proposed data-driven technique does not rely on circuit-based simulations. The effect of the size of the training dataset on the accuracy of the model was studied. Conducting several case studies on IEEE123 test feeder proved capabilities of the SVR-based MPC. The closed-loop nature of the predictive control was shown to be quite effective in compensating model prediction errors and helping the SVR-based MPC to deliver close to optimal results. Further studies also revealed the effectiveness of the proposed technique in optimizing the operation of the meshed grids as well as controlling systems in which DERs are plugged in.
MPC has a flexible structure. This allows for the expansion of its objective function to include additional operational or security constraints. Additional objectives like conservative voltage reduction can be readily added to the objective function of MPC. The effect of the active controllers of DERs was not studied in this paper. The nonlinear SVR is able to map those controllers. Therefore, the proposed method can be expanded in future to include such controllers as well.
In the current implementation of our proposed method, if there is a need for retraining the model, MPC needs to stop operation in order to collect a new set of training data. This could be a topic for further research to see if it is possible to collect training data while the controller is still in operation.
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