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Abstract
We propose a Dynamic Bayesian Network (DBN)
model for upper body tracking. We ﬁrst construct a
Bayesian Network (BN) to represent the human upper
body structure and then incorporate into the BN var-
ious generic physical and anatomical constraints on
the parts of the upper body. Unlike the existing upper
body models, ours aims at handling physically feasible
body motion rather than only some typical motion pat-
terns. We also explicitly model part self-occlusion in
the DBN model, which allows to automatically detect
the occurrence of self-occlusion and to minimize the ef-
fectofmeasurementerrorsonthetrackingaccuracydue
to occlusion. Moreover, our method can handle both
2D and 3D upper body tracking within the same frame-
work. Using the DBN model, upper body tracking can
be achieved through probabilistic inference over time.
1 Introduction
Human upper body tracking from 2D images is a
challenging problem in computer vision. To represent
the pose (i.e. position and orientation) of different parts
in the upper body, one may need a long list of state
variables. If one simply estimates these variables to-
gether, the high dimensionality of the state space leads
to the problem of intractable computational complex-
ity. Deutscher et al.[1], Sidenbladh et al.[10] and Mac-
Cormick et al.[4] attempt to handle this problem by an-
nealed sampling, importance sampling and partitioned
sampling, respectively. Their methods alleviate the high
dimensionality problem rather than solve it.
On the other hand, human body parts are physically
connected with joints and muscles. These anatomical
connections provide physical and geometric constraints
on the relationships among body parts. The feasible
poses of an upper body must satisfy these physical and
geometric constraints. Researchers have exploited the
relationships among human body parts for constraining
the body tracking problem. The tree structure model
captures the connective relationships between adjacent
body parts [2] [8] [9] and allows efﬁcient inference of
the poses due to the simple tree structure. However,
such models fail to capture other important constraints
such as symmetry on human body parts, as also pointed
out by [3]. Due to the human body anatomy, the hu-
man body is normally symmetric and proportional in
part sizes. The body parts on the left side have simi-
lar physical parameters as its counterparts on the right
side. The relative length ratio between adjacent body
parts tends to be constant [7]. These additional relation-
ships among the body parts should also be exploited for
improving human body tracking.
Self-occlusion is another factor that makes the upper
body tracking difﬁcult. When occlusion happens, the
image measurements of the body parts (e.g. the posi-
tion) become less accurate. We believe that if occlusion
occurs, we shall depend more on the image measure-
ments of the non-occluded parts and the relationships
among body parts to correctly infer the poses of the oc-
cluded parts. This requires to detect the occurrence of
self-occlusion, and to automatically reduce the conﬁ-
dence in the measurements of the occluded parts.
In this paper, we propose a framework for 2D and 3D
upper body tracking based on a Dynamic Bayesian Net-
work (DBN) [6]. The model captures both the spatial
and temporal relationships among different body parts.
Speciﬁcally, we encode various anatomical/geometric
constraints on the body parts into the Conditional Prob-
ability Distributions (CPDs) of the model. We also ex-
plicitly model the self-occlusion of the head and arm
into the model. For tracking, we use the DBN to in-
corporate the temporal relationships of the state vari-
ables. Robust and accurate tracking results are achieved
through a DBN inference process.
2 The Upper Body Model
Human upper body consists of several parts. We use
a Bayesian Network(BN) to explicitly model the upper-
bodystructurefortworeasons. First, humanupperbody
can be naturally seen as a directed tree structure, where
the limbs and the head are stretching out from the torso.
Given the position of a torso, one can infer the positions
of the head and the arms. Similarly, given the position
of an arm, one can infer the positions of the forearm.
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Second, due to human body anatomy, the torso controls
the global movements of the head and the arms. The
movement of an arm, in turn, controls the global move-
ment of the forearm and the hand. These natural phys-
ical relationships are causal in nature. Therefore, we
can conveniently use a BN to capture the upper body
structure and the relationships among various parts.
Our upper body model consists of 6 parts: the head
(HE), the torso (TO), the left arm (LA), the left fore-
arm including the hand (LF), the right arm (RA) and
the right forearm including the hand (RF). The com-
plete model is shown in Figure 1. For each part, its po-
sitional reference point is deﬁned as its proximal joint
to the torso. Each part corresponds to a hidden node in
the model. It has a directed link to its measurement (e.g.
MHE) that is resulted from an independent tracker.
For simplicity, we ﬁrst explain our model for 2D
pose tracking. Our model is later extended for 3D pose
tracking under the same framework. For the 2D track-
ing problem, we assume a planar motion of the upper
body. This assumption is not needed for the 3D body
tracking. The state of each part is a vector (x,y,l,θ),
as shown in Figure 2(a). x and y are the horizontal and
vertical image coordinates of the reference point. l is
the length of the part and θ is the orientation. We notice
that the movement of the upper body part normally has
a large degree of freedom in the orientation. For exam-
ple, one can rotate his forearm in a wide range when
he ﬁxes his arm. Therefore, there is no strong relation-
ship between the orientations of adjacent parts. In our
BN model, we actually encode the physical relationship
between the (x,y,l) states of adjacent parts.
The different parts of a human upper body are physi-
cally connected. The directed links between the hidden
nodes (e.g. RA and RF) represent their connective re-
lationships. Given the states of a parent node (e.g. RA),
the state distribution of the child node (e.g. RF) can be
inferred. This physically connective relationship is en-
coded by the CPD P(child|parent) (e.g. P(RF|RA)).
Figure 2(a) illustrates the physical relationship between
the right arm and the right forearm. Given the state vec-
tor of the right arm, the estimated position (ˆ xRF, ˆ yRF)
of the right forearm is derived as follows:
ˆ xRF = xRA − lRA · sin(θRA) (1)
ˆ yRF = yRA − lRA · cos(θRA)
(a) (b)
Figure 2. Calculate the estimated position
of a child node (e.g. RF), given the states
of its parent node (e.g. RA): (a) 2D (b) 3D.
Human body is also anatomically symmetric. The
length of each part on the left side and its counterpart
on the right side shall be the same. This symmetric re-
lationship is modeled as a constraint into our BN model.
In order to enforce this constraint, we introduce the
additional nodes C1,C2. These nodes are continuous
nodes. Their CPDs (e.g. for C1) are deﬁned as follows:
P(C1|RA,LA) ∼ N(µC1,ΣC1), µC1 = RA − LA (2)
where ΣC1 is the diagonal covariance matrix. In order
to enforce the symmetry constraint on the lengths, we
set the constraint node Ci as an evidence node. Its state
is set as (0,0,0). Since the variance of the length l is set
as a small value (0.01), the evidence Ci requires that the
lengths of its parent nodes to be the same. In this way,
we encode the symmetry constraint on the lengths. On
the other hand, there is no strong relationship between
xRA and xLA (or yRA and yLA). We therefore set their
variances as very large values.
Besides the symmetry constraint, we also encode an-
other important anatomical constraint. Anatomically,
the parts of a human body have proportional lengths,
i.e., the relative length ratio of adjacent body parts is
nearly a constant [7]. Such relationships can be ex-
ploited to ensure that the tracked upper body parts will
have compatible lengths. We directly model such length
ratio relationships into the CPD of each part. For ex-
ample, the CPD of the right forearm encodes both the
geometric relationships in Eq.(1) and the length ratio
relationship with the right arm, i.e.
P(RF
t|RA
t) ∼ N(µ
t
RF,Σ0) (3)
µ
t
RF =
 
xRAt − lRAt · sin(θRAt)
yRAt − lRAt · cos(θRAt)
kRF · lRAt
!
where Σ0 is the basic covariance matrix. The super-
script t denotes the frame index. kRF is the relative
ratio of the right forearm length to the right arm length.
It can be obtained from human anatomy data.
We also propose a new way to model the self-
occlusion of body parts. When occlusion happens, the
uncertainties of image measurements of the occluded
parts increase and their contribution to tracking should
be reduced accordingly. Based on this idea, we explic-
itly model the head occlusion caused by the left/rightforearm (including the hand) into the BN model. Other
occlusion can be modeled using exactly the same idea.
We introduce the occlusion nodes O1 and O2 for mod-
eling these self-occlusions. O1 = 1 means that the right
forearm occludes the head. O2 = 1 means the left fore-
arm occludes the head. The occlusion nodes O1 and O2
have their measurements MO1 and MO2. These mea-
surements are obtained from the independent trackers
of the head, the right forearm and the left forearm. For
example, when the distance between the estimated head
andtherightforearmissmallerthanthesizeofthehead,
the head is occluded (MO1 = 1).
The occlusion states of O1 and O2 inﬂuence the un-
certainties of the image measurements of the head, the
right forearm and the left forearm. If the head is oc-
cluded, its image data does not match the template well.
As a result, the head measurement becomes less accu-
rate and less reliable. The uncertainty of the head mea-
surement should therefore be increased. The CPD of
the head measurement is modeled as conditional Gaus-
sians [5]. Based on the states of O1 and O2, the vari-
ances of the Gaussians are changed, which modiﬁes the
uncertainty of the head measurement. We increase the
variances of the Gaussians when occlusion happens, i.e.
P(MHE|HE,O1,O2) ∼ N(µHE,ΣHE) (4)
µHE = HE, ΣHE =

k0 · Σ0, if O1 or O2 is 1;
Σ0, otherwise.
where k0 is a coefﬁcient greater than 1.0. The CPDs of
other measurement nodes are also deﬁned as Gaussians.
3 Upper Body Tracking with DBN
For the tracking problem, we need consider the tem-
poralsmoothnessofthemotion. Assumingthetemporal
relationship can be modeled as a ﬁrst order stationary
Markov network, we solve the tracking problem as an
inference problem in a DBN [6]. Each frame is mod-
eled as a BN upper body model. Let Xt denote all the
hidden variables in the t frame. Zt denotes all the mea-
surements in the t frame. Given all measurements Z1..t
up to the time t, the tracking problem is modeled as
X
∗
t = argmax
Xt
P(Xt|Z1..t) (5)
where P(Xt|Z1..t) can be decomposed based on the
DBN model and the likelihood of the measurements.
P(Xt|Z1..t) = α
QN
i=1 P(Zt,i|pa
t(Zt,i))× R QN
i=1 P(Xt,i|Xt−1,i;pa
t(Xt,i))P(Xt−1|Z1..t−1)dXt−1
(6)
where α is a normalization constant. N is the number
of hidden nodes in the t frame. pat(Xt,i) is the parent
of the ith hidden node Xt,i at the t frame. pat(Zt,i) is
the parent of the ith measurement Zt,i. The likelihood
P(Zt,i|pat(Zt,i)) are already deﬁned in the upper body
model. P(Xt−1|Z1..t−1) is the joint probability of all
hidden variables in the t − 1 frame, which results from
previous tracking results. P(Xt,i|Xt−1,i;pat(Xt,i)) is
modeled as a linear Gaussian. For example, the CPD of
the right forearm is deﬁned as:
P(RFt|RFt−1,RAt) ∼ N(µRFt,Σ0) (7)
µRFt = η · RFt−1 + (1 − η) · µ
t
RF
where η ∈ (0,1) balances the inﬂuence of the temporal
dynamics and the constraints among body parts.
4 Experiments
We have tested the upper body tracking model on
several image sequences, including 2D in-plane motion
and 3D motion. We ﬁrst compare our DBN tracker with
the independent tracker, which tracks the body parts in-
dependently using SSD template matching. In the test
sequence, the subject is waving his arms and the head
is occluded by the forearm in some frames. Some 2D
tracking results are shown in Figure 3. We can see that
in frames #5, #8 and #14, the cloth color of the right
arm is very similar to that of the torso, and the appear-
ance of the right arm changes very signiﬁcantly because
of the clothes wrinkles. For the independent tracker, the
tracking of the right arm will drift quickly to the torso.
In contrast, our DBN tracker tracks the upper body ro-
bustlywithoutthedriftproblem. Inframes#25and#26,
because the head is occluded by the forearm, the inde-
pendent tracker drifts quickly and cannot be recovered.
Our DBN tracker can still correctly track the head posi-
tion with the help of the occlusion nodes.
To demonstrate the effect of the occlusion nodes, we
study the performance of our model with and without
the occlusion nodes. Figure 4 shows some 2D track-
ing results when occlusion happens. When the head is
occluded by the right forearm, their measurements will
become inaccurate. The occlusion nodes will reduce the
inﬂuence of the measurements and estimate the body
states mostly based on the relationships among upper
body parts and other more accurate measurements. As
a result, the head position will not drift, and the tracker
can recover the head position as soon as the head ap-
pears again.
(a) without using the occlusion nodes
(b) using the occlusion nodes
Figure 4. Effects of the occlusion nodes.
We test our model on 3 monocular sequences with
different people in different clothes. The lengths of(a) Independent tracking results
(b) Tracking results with our DBN upper body tracking model
Figure 3. Comparison of our DBN upper body tracker with the independent tracker. (a) For the
independent tracker, the right arm starts to drift in frame #5, #8 and #14 and the head starts to
drift when it is occluded in frame #25 and #26. (b) The DBN tracker will not drift.
these sequences are 293, 1101, and 764 frames. To
quantitativelyevaluatetheresults, wecalculatetheaver-
age tracking errors (in pixel), as shown in Table 1. The
average error of all parts in all 2D experiments is 5.9
pixels using the occlusion nodes, which is pretty good.
Besides, there is no drift problem in all sequences.
Table 1. Average errors of 2D (in pixel) and
3D (in cm) tracking results. (O: with occlu-
sion nodes; N: No occlusion nodes).
Sequence Head Torso Arms Forearms
O N O N O N O N
2D-1 4.7 21.5 3.8 5.6 6.4 8.6 9.0 9.4
2D-2 6.3 7.2 4.6 4.6 6.9 7.1 8.7 9.6
2D-3 4.2 6.6 5.8 6.0 5.3 5.3 5.2 6.9
3D-1 5.2 6.6 3.7 3.6 6.4 7.2 5.6 10.27
3D-2 2.1 1.8 4.6 4.9 6.4 7.4 5.1 10.1
Our model has been extended to 3D upper body
tracking. For 3D tracking, the state of each body part
is increased to six parameters, i.e., (x,y,z,l,α,β), as
shown in Figure 2(b). (x,y,z) are the 3D position of
the reference point. l is the length of the body part.
α and β are the orientations of the part. The structure
of the upper body model remains the same as Figure 1.
Each node in the BN model has states (x,y,z,l). Given
the states of a parent node (e.g. RA), the state distribu-
tion of the child node (e.g. RF) is derived as
P(RF
t|RA
t) ∼ N(µ
t
RF,Σ0) (8)
µ
t
RF =



xRAt + lRAt · sin(βRAt)cos(αRAt)
yRAt + lRAt · sin(βRAt)sin(αRAt)
zRAt + lRAt · cos(βRAt)
kRF · lRAt



where the covariance matrix Σ0 is a 4 × 4 matrix now.
Other formulations are similarly deﬁned as before, with
the covariance matrix being changed to a 4 × 4 matrix.
We tested the model on two stereo sequences (310
frames and 381 frames), which capture different 3D up-
per body motions. The quantitative evaluations of these
sequences are performed by measuring the average 3D
distance (in cm) between the tracked points and the la-
beled points. The results are shown in Table 1, too. The
average tracking error is about 5 ∼ 6 cm, which is good
enough to reveal the true 3D upper body pose.
5 Summary
In this paper, we propose a single framework for
2D and 3D human upper body tracking. Our up-
per body model incorporates several generic geomet-
ric, physical and anatomical constraints on the upper
body parts. It also models the uncertainties of the im-
age measurements. Furthermore, we explicitly model
the self-occlusion of body parts and its impact on the
part measurements. By incorporating the temporal dy-
namics using a DBN, we solve the tracking problem as
a DBN inference problem. Compared with the existing
models, our model is generic and applicable to differ-
ent body motions and to different people. Preliminary
experiments demonstrate the promise of our model in
improving upper body tracking performance.
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