This paper introduces three different simulation algorithms of the shifted Poisson distribution. The first algorithm is the inverse transform method, the second is the rejection sampling, and the third is gamma-Poisson hierarchy sampling. Three algorithms have different regions of parameters at which they are efficient. We numerically compare those algorithms with different sets of parameters. As an application, we give a simulation method of the constant elasticity of variance model.
INTRODUCTION
A non-negative integer valued random variable N is said to be a shifted Poisson random variable with the shift parameter The shifted Poisson distribution arises naturally in the study of several diffusion processes including the squared Bessel processes and the constant elasticity of variance (henceforth, CEV) processes, see (Göing-Jaeschke and Yor, 2003) and (Makarov and Glew, 2010) . Particularly, simulation methods, developed in this paper, can be used in the generation of sample paths of CEV processes. Therefore, our methods would be building blocks for Monte Carlo pricing under the CEV model. This paper introduces three different simulation methods of shifted Poisson distributions. The first algorithm is the inverse transform method, the second is the rejection sampling, and the third is gamma-Poisson hierarchy sampling. We compare them from a computational point of view by analyzing the expected number of iterations, and we perform numerical experiments with different sets of parameters. As a result, we find that three algorithms have different regions of parameters at which they are efficient.
The rest of this paper is organized as follows. Section 2 studies basic properties of the shifted Poisson distribution. Section 3 introduces three simulation methods for the distribution. Section 4 presents an applica-tion to CEV model. Section 5 provides numerical results. Section 6 concludes this paper.
BASIC PROPERTIES
In this section, we investigate some basic properties of the shifted Poisson distribution. First, we recall the holomorphic expansion of the incomplete gamma function, e.g. see (Abramowitz and Stegun, 1964) Proof: We recall a series expansion of the incomplete gamma function, e.g. see (6.5.33) of (Abramowitz and Stegun, 1964) 
□
The next lemma gives an upper bound which will be used in our acceptance-rejection algorithm.
Lemma 2.5: Let n p and n q be the probability mass function of SP( ; ) v λ and Poisson( ), λ respectively. Then
We give another construction of the shifted Poisson distribution using a gamma random variable and a Poisson random variable. This lemma will be used to develop an algorithm for generating a shifted Poisson random number, namely Algorithm 3 in Section 3. 
SIMULATION METHODS
We shall introduce three simulation methods of the shifted Poisson distribution.
The first algorithm is the inverse transform method. We use the following recursion formula Our second algorithm is a rejection sampling using Lemma 2.5. We shall write (Fishman, 1996) for generating gamma random variables. The expected number of iterations is 1/ p where
Therefore, this algorithm is efficient when λ is sufficiently larger than v.
Data:
Result:
Algorithm 3. Gamma-Poisson hierarchy sampling

CEV MODEL
Several authors studied the exact simulation of the constant elasticity of variance model. For instance, (Makarov and Glew, 2010) provided a mixture sampling method with a shifted Poisson mixing variable, and (Lindsay and Brecher, 2012) suggested an inverse transform method based on a root-finding algorithm. In this section, we review the exact simulation method of (Makarov and Glew, 2010) .
The CEV model is an option pricing model which generalizes the celebrated Black-Scholes model. The stock price is described by the following stochastic differential equation where r > 0 is the instantaneous interest rate and
is the elasticity of variance. This model is in-troduced by (Cox and Ross, 1976) . According to (Delbaen and Shirakawa, 2002) , S t can be represented as follows The distribution of X t is well-known in the literature, e.g. see (Göing-Jaeschke and Yor, 2003) . For δ > 0 (or β ∈ (0, 1)), X t has a scaled non-central chi square distribution. Now, we consider the case δ < 0 (or (1, 2)).
β ∈
We shall write
In this case,
and the transition density of X t conditional on
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Χ ζ > has a gamma mixture distribution with a shifted Poisson mixing variable. We summarize these observations in Algorithm 4.
Data:
Result: t S from the CEV model 2 2 , 2 
NUMERICAL RESULTS
In Section 3, we introduced three different simulation methods and we gave the expected number of iterations for those methods. This section is devoted to numerical comparison of those algorithms. Table 1 shows the elapsed time in seconds to generate 10 5 samples from SP( 1; ) v λ = using three different algorithms. We find that Algorithm 2 is very inefficient for large values of .
λ As expected, the elapsed time for Algorithm 1 increases as λ increases. Algorithm 3 is almost uniformly fast for those values of .
λ The reason is that the expected number of iterations is 1/p, with
which is almost the same as 1. Table 2 We can estimate the price using the Monte-Carlo method, i.e. Table 3 shows Monte-Carlo estimates of the option under the CEV model. We found that prices of out-of-themoney (in-the-money) options under the CEV model are higher (lower) than those of the Black-Scholes model. Table 3 . Monte-Carlo estimates of discrete monitoring asian call option prices under the CEV model; parameters are set to r = 0.05, σ= 0.05, T = 1, K = 1, t j = j/10, j = 0, …, 10; 10 6 independent samples are used to estimate. 
CONCLUDING REMARKS
We introduced three different algorithms for generating shifted Poisson random variables. The first is the inverse transform, the second is the rejection sampling, and the third is gamma-Poisson hierarchy sampling. We provided the expected number of iterations for each method, and conducted numerical experiments to compare efficiency of three algorithms. We recommend the reader to use Algorithm 2 for small , λ say 1, λ ≤ and Algorithm 3 for large , λ say
. v λ ≥ Otherwise, the reader may use Algorithm 1.
As an application, we gave a simulation method for the CEV model with an example of discrete monitoring asian call option pricing. Numerical experiments revealed that the prices of out-of-the-money (in-the-money) options under the CEV model are higher (lower) than that of the Black-Scholes model.
