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In this paper, we give a lower bound guaranteeing exact matrix completion via singular
value thresholding (SVT) algorithm. The analysis shows that when the parameter in
SVT algorithm is beyond some ﬁnite scalar, one can recover some unknown low-rank
matrices exactly with high probability by solving a strictly convex optimization problem.
Furthermore, we give an explicit expression for such a ﬁnite scalar. This result in the paper
not only has theoretical interests, but also guides us to choose suitable parameters in the
SVT algorithm.
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1. Introduction
The matrix completion problem, which was pioneered by Candès, Recht [1] and Candès, Tao [2], has gained a rapidly
growing interest. Many results at an information theoretical level, a computational level and as well as of applications are
available in the literature. For more information, the interested readers should visit website: http://www.dsp.ece.rice.edu/cs/
and its link: Low-Rank Matrix Recovery via Convex Optimization.
Let M ∈ Rn1×n2 be a matrix which we would like to recover from a sampled set of its entries Mi, j, (i, j) ∈ Ω , where Ω
is a subset of the complete set of entries [n1] × [n2] (here and in the sequel, [n] denotes the list {1, . . . ,n}). Under some
reasonable conditions, the matrix completion problem can be modeled mathematically by
minimize ‖X‖∗ subject to PΩ(X) = PΩ(M), (1)
where ‖X‖∗ denotes the sum of singular values of the matrix X , and PΩ denotes an orthogonal projector on the set of
sampled entries, i.e. PΩ(X)i j = Mij when (i, j) ∈ Ω , otherwise equals to zero.
Various types of algorithms have been proposed to recover the solution of problem (1). An impressive method among
them is the singular value thresholding (SVT) algorithm [3]; it is a linearized Bregman method [4–6] in matrix form or
an application of Uzawa’s algorithm for problem (2). Compared with other algorithms of solving problem (1), it has two
remarkable features making itself attractable: one is that the soft-thresholding operation is applied to a sparse matrix, the
other is that the rank of the iterates is empirically nondecreasing. Both these facts allow the algorithm to make use of very
minimal storage space and keep the computational cost of each iteration low [3]. However, the analysis shows that the SVT
algorithm converges to Xτ , the unique solution of
minimize τ‖X‖∗ + 1
2
‖X‖2F subject to PΩ(X) = PΩ(M). (2)
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guarantee the exact recovery until we choose τ = +∞. Since in practice one can only choose a ﬁnite τ , can the SVT
algorithm give an exact recovery with some ﬁnite τ? In this paper, we give an aﬃrmative answer to this question. It shows
that, there exists a ﬁnite τ such that the solution of (2) is equivalent to solution of (1) with high probability under suitable
assumptions. Furthermore, we give an explicit expression of τ that can guarantee the exact matrix completion. Such a result
in the paper not only has theoretical interests, but also guides us to choose suitable parameters in the SVT algorithm.
2. Notations and preliminaries
Throughout the paper, we shall use three types of norm of a matrix X ∈ Rn1×n2 with its singular values {σk}. The
spectral norm, denoted by ‖X‖, is the largest singular value of X . The Euclidean inner product between two matrices
is 〈X, Y 〉 := trace(X∗Y ), and the corresponding Euclidean norm is called Frobenius norm and denoted by ‖X‖F ; that is,
‖X‖F = √〈X, X〉. The nuclear norm is denoted by ‖X‖∗ :=∑k σk the sum of singular values. Since the Frobenius norm can
also be written as ‖X‖F =
√∑s
k σ
2
k with s = min{n1,n2}, by the Cauchy–Schwarz inequality, the following relation
‖X‖∗ 
√
s‖X‖F (3)
is a standard equivalence of the 2 norm of a vector (σ1, . . . , σs)T and its 1 norm. The inverse inequality ‖X‖F  ‖X‖∗ is
obviously valid.
We shall also manipulate some linear operators which act on the space Rn1×n2 , and use calligraphic letters for these
operators as in A(X). In particular, I : Rn1×n2 → Rn1×n2 denotes the identity operator and I  A means that A − I is
symmetric positive semideﬁnite, and of course I ≺ A means that A − I is symmetric positive deﬁnite. We use the usual
asymptotic notation, for instance writing O (X) to represent a quality bounded in magnitude by C X for some absolute
constant C > 0. Let
M =
∑
k∈[r]
σkukv
∗
k
be the singular value decomposition of the matrix M with rank r, where σ1, . . . , σr > 0 are the singular values, and vectors
u1, . . . ,ur ∈Rn1 and v1, . . . , vr ∈Rn2 are the singular vectors. Let T be a linear space spanned by elements of the form ukx∗
and yv∗k , k ∈ [r], i.e. T = span{ukx∗, yv∗k | k ∈ [r]}, and let T⊥ be the orthogonal complement to T; then Rn1×n2 = T⊕ T⊥ . Let
PT denote the orthogonal projection onto T and PT⊥ the orthogonal projection onto T⊥ . Here and from now on, the matrix
M and its associations, such its rank, singular values, singular vectors, linear spaces T and T⊥ , projected operators PT and
PT⊥ are ﬁxed uniformly.
Deﬁnition 2.1. (See [1,7].) We say that matrix Λ is a dual certiﬁcate of the matrix M if it satisﬁes the following three
conditions:
• Λ = PΩ(Λ), i.e. Λ is supported on Ω;
• ‖PT⊥ (Λ)‖ 1, i.e. the spectral norm of PT⊥ (Λ) is not beyond one;
• PT(Λ) = E , where E :=∑k∈[r] ukv∗k being the sign pattern matrix.
The assumptions guaranteeing the existence of such dual certiﬁcates to M have been discussed in [2] at length. In that
paper, two groups of assumptions can provide the existence; both of them depend on the so-called strong incoherence prop-
erty. This property observed by Candès and Tao [2] is important for the exact matrix completion via convex optimization.
Before describing such a property, we denote PU (resp. PV) the orthogonal projection onto the singular vectors u1, . . . ,ur
(resp. v1, . . . , vr ).
• There exists μ1 > 0 such for all pairs (a,a′) ∈ [n1] × [n1] and (b,b′) ∈ [n2] × [n2],∣∣∣∣〈ea, PUea′ 〉 − rn1 1a=a′
∣∣∣∣μ1
√
r
n1
;∣∣∣∣〈eb, PVeb′ 〉 − rn2 1b=b′
∣∣∣∣μ1
√
r
n2
,
where ea is the a-th vector in the canonical basis of Rn1 , and eb is the b-th vector in the canonical basis of Rn2 ;
• There exists μ2 > 0 such for all pairs (a,b) ∈ [n1] × [n2], it holds |Eab| μ2
√
r
n1n2
, where Eab is the (a,b)-th entry of
the sign pattern E .
Then the matrix M obeys the strong incoherence property with parameter μ if one can take μ1 and μ2 both less than
equal to μ. The following theorem exhibits under what conditions there exist dual certiﬁcates to M .
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ter μ. Write n := max{n1,n2}. Suppose we observe m entries of M with locations sampled uniformly at random and there is a positive
numerical constant C such that
m Cμ2nr log6 n. (4)
Then there exists a dual certiﬁcate obeying ‖PT⊥ (Λ)‖  1/2 with probability at least 1 − n−3 . In addition, if p = m/(n1n2) is the
fraction of observed entries, the operator PTPΩ PT : T → T is one-to-one and obeys
p
2
I  PTPΩ PT 
3p
2
I. (5)
3. Main results
Before we describe our main results, we shall need the following two lemmas.
Lemma 3.1. Suppose there exists a dual certiﬁcate Λ obeying ‖PT⊥ (Λ)‖ < 1 and the mapping PΩ |T : T → PΩ(Rn1×n2 ) is injective.
Let us consider any matrix H obeying PΩ(H) = 0; then
‖M + H‖∗ − ‖M‖∗ 
(
1− ∥∥PT⊥(Λ)∥∥)∥∥PT⊥(H)∥∥∗. (6)
Moreover, it holds that PT⊥ (H) = 0 for any H obeying PΩ(H) = 0 and H = 0.
Proof. For the proof of the ﬁrst part, see [1,7]. We here only show the second part. Let H obey PΩ(H) = 0 and H = 0.
Assume that PT⊥ (H) = 0, we shall arrive at a contradiction. Indeed, PT⊥ (H) = 0 implies that H ∈ T. Since the mapping
PΩ |T : T → PΩ(Rn1×n2 ) is injective, PΩ(H) = 0 and H ∈ T imply that H = 0 which contradicts the assumption H = 0. 
From the inequality (6), we can conclude that under the same conditions of Lemma 3.1, for any H obeying PΩ(H) = 0
and H = 0, it holds
‖M + H‖∗ − ‖M‖∗ > 0. (7)
Lemma 3.2. Suppose that p2 I PTPΩ PT with p =m/(n1n2); then it holds∥∥PT(H)∥∥2F  2p
∥∥PT⊥(H)∥∥2F (8)
for any H obeying PΩ(H) = 0.
Proof. The derivation here is closely following Candès and Plan [7]. Note that the inequality (5) together with the property
of projected operator P2T = PT, P2Ω = PΩ , we derive that∥∥PΩ PT(H)∥∥2F = 〈PΩ PT(H), PΩ PT(H)〉
= 〈PΩ PT(H), PT(H)〉
= 〈PTPΩ PT(H), PT(H)〉
= 〈PTPΩ P2T (H), PT(H)〉
= 〈PTPΩ PT(PTH), PT(H)〉

〈
p
2
I PT(H), PT(H)
〉
= p
2
∥∥PT(H)∥∥2F . (9)
For any H obeying PΩ(H) = 0, we have
PΩ PT(H) = −PΩ PT⊥(H). (10)
Hence, the last inequality and equality give∥∥PT(H)∥∥2F  2p
∥∥PΩ PT(H)∥∥2F = 2p
∥∥PΩ PT⊥(H)∥∥2F  2p
∥∥PT⊥(H)∥∥2F (11)
which concludes the lemma. 
Now, we prove the main results in the paper.
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parameter μ. Write n := max(n1,n2). Suppose we observe m entries of M with locations sampled uniformly at random and there is a
positive numerical constant C such that m Cμ2nr log6 n. Then there is a ﬁnite scalar
τ∞ =
(
1+
√
4r
p
) ‖M‖
(1− ‖PT⊥(Λ)‖)
(12)
such that if τ > τ∞ the unique solution to problem (2) recovers the matrix M exactly with probability at least 1 − n−3 , where Λ is a
dual certiﬁcate obeying ‖PT⊥ (Λ)‖ < 1, and p =m/(n1n2).
Proof. Since the theorem above possesses the conditions of Theorem 2.1 which are suﬃcient to guarantee all the assump-
tions to be valid in Lemmas 3.1 and 3.2 with probability at least 1−n−3, we can directly use the conclusions of such lemmas
in the following arguments. Note Lemma 3.1, we have shown that ‖M + H‖∗ −‖M‖∗ > 0 for any H obeying PΩ(H) = 0 and
H = 0. Let
τ˜ = max
PΩ(H)=0, H =0
‖M‖2F − ‖M + H‖2F
2(‖M + H‖∗ − ‖M‖∗) . (13)
If τ > τ˜ , we will show that the unique solution to problem (2) recovers the matrix M exactly. Indeed, by the expression
of τ˜ , we have
τ > τ˜ 
‖M‖2F − ‖M + H‖2F
2(‖M + H‖∗ − ‖M‖∗) , (14)
for any H with constraints PΩ(H) = 0 and H = 0. Hence,
τ‖M + H‖∗ − τ‖M‖∗ > 1
2
‖M‖2F −
1
2
‖M + H‖2F , (15)
i.e.,
τ‖M‖∗ + 1
2
‖M‖2F < τ‖M + H‖∗ +
1
2
‖M + H‖2F . (16)
This is equivalent to
τ‖M‖∗ + 1
2
‖M‖2F < τ‖X‖∗ +
1
2
‖X‖2F , (17)
for any X obeying PΩ(X) = PΩ(M) and X = M . Additionally, the objective functional of problem (2) is strictly convex and
hence the solution is unique. Therefore, we can conclude that M is the unique solution to problem (2). The remainder is to
show that τ∞  τ˜ . By inequalities (6), (7), and relation
‖M + H‖2F − ‖M‖2F = 2〈M, H〉 + ‖H‖2F , (18)
we have
‖M‖2F − ‖M + H‖2F
2(‖M + H‖∗ − ‖M‖∗) =
−〈M, H〉
(‖M + H‖∗ − ‖M‖∗) −
‖H‖2F
2(‖M + H‖∗ − ‖M‖∗) (19)
 |〈M, H〉|
(‖M + H‖∗ − ‖M‖∗)
 |〈M, H〉|
(1− ‖PT⊥(Λ)‖)‖PT⊥(H)‖∗
. (20)
Hence,
τ˜  max
PΩ(H)=0, H =0
|〈M, H〉|
(1− ‖PT⊥(Λ)‖)‖PT⊥(H)‖∗
. (21)
By ‖PT⊥ (H)‖∗  ‖PT⊥ (H)‖F and Lemma 3.2 ‖PT⊥ (H)‖F 
√
p
2 ‖PT(H)‖F , we deduce that
∥∥PT⊥(H)∥∥∗ 
√
p
2
∥∥PT(H)∥∥F . (22)
Since the spectral and the nuclear norms are dual to one another, we have |〈M, H〉| ‖M‖‖H‖∗ . Due to T = span{ukx∗, yv∗k |
k ∈ [r]}, the rank of PT(H) is at most twice of rank(M) for any H ; so rank(PT(H))  2r. Repeating the arguments of
inequality (3) yields ‖PT(H)‖∗ 
√
2r‖PT(H)‖F . Together with the triangle inequality we derive that
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
∣∣〈M, PT⊥(H)〉∣∣+ ∣∣〈M, PT(H)〉∣∣
 ‖M‖ · ∥∥PT⊥(H)∥∥∗ + ‖M‖ · ∥∥PT(H)∥∥∗
 ‖M‖ · ∥∥PT⊥(H)∥∥∗ + √2r‖M‖ · ∥∥PT(H)∥∥F . (23)
From the inequalities (21), (22), (23), we derive that
τ˜  max
PΩ(H)=0, H =0
‖M‖ · ‖PT⊥(H)‖∗ +
√
2r‖M‖ · ‖PT(H)‖F
(1− ‖PT⊥(Λ)‖)‖PT⊥(H)‖∗
 ‖M‖
1− ‖PT⊥(Λ)‖
+ max
PΩ(H)=0, H =0
√
2r‖M‖
1− ‖PT⊥(Λ)‖
‖PT(H)‖F√
p
2 ‖PT(H)‖F
=
(
1+
√
4r
p
) ‖M‖
(1− ‖PT⊥(Λ)‖)
= τ∞. (24)
This completes the proof. 
Remark 3.1. Based on the expression of τ∞ , we can get a more practical estimator for exact matrix completion. At ﬁrst,
we can ﬁnd out a certiﬁcate obeying ‖PT⊥ (Λ)‖ 1/2 by Theorem 2.1. Secondly, we have ‖M‖ ‖M‖F by the deﬁnition of
the spectral norm. Finally, we observe that ‖M‖F ≈ 1√p ‖PΩ(M)‖F and hence ‖M‖ 1√p ‖PΩ(M)‖F with hight probability.
Therefore, we can choose
τ = 2√
p
(
1+
√
4r
p
)∥∥PΩ(M)∥∥F (25)
as a lower bound for exact matrix completion in practice.
At last, we give the following necessary condition for exact recovery.
Theorem 3.2 (Necessary condition). If M is the unique solution to problem (2), then
τ  max
PΩ(H)=0, H =0
〈M, H〉
‖H‖∗ . (26)
Proof. If M is the unique solution to problem (2), we have
τ‖M‖∗ + 1
2
‖M‖2F  τ‖X‖∗ +
1
2
‖X‖2F , (27)
for any X obeying PΩ(X) = PΩ(M). Equivalently, the inequality can be rewritten as
τ‖M‖∗ + 1
2
‖M‖2F  τ‖M + H‖∗ +
1
2
‖M + H‖2F , (28)
with H = 0 and PΩ(H) = 0. Note that by the triangle inequality of the nuclear norm, we have ‖M + H‖∗  ‖M‖∗ + ‖H‖∗ .
Thereby, the inequality (28) gives
1
2
‖M‖2F  τ‖H‖∗ +
1
2
‖M + H‖2F . (29)
Collecting the terms in above inequality yields τ‖H‖∗ > −〈M, H〉 − 12‖H‖2F and hence
τ >
−〈M, H〉 − 12‖H‖2F
‖H‖∗ 
−〈M, H〉
‖H‖∗ . (30)
Therefore,
τ  max
PΩ(H)=0, H =0
−〈M, H〉
‖H‖∗ = maxPΩ(H)=0, H =0
〈M, H〉
‖H‖∗ , (31)
which yields the conclusion. 
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〈M,H〉
‖H‖∗ is not beyond ‖M‖ since |〈M, H〉| ‖M‖‖H‖∗ . Therefore, there
is a gap being larger than (1 + 4
√
r
p )‖M‖ between the suﬃcient condition and necessary condition. But we still wonder
whether it is possible that these two conditions can be the same which will determine the lowest bound for exact matrix
completion via the SVT algorithm.
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