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Oh Don Quixote, it’s the Nothing that’s survived! And if we do not begin
to use our heads at last, do not get some grip on this vast expanding Nothing,
then... then what? speak up, don’t look so petrified! what’s about to happen...
we shall make such hell on earth for ourselves that Lucifer will look like an
angel, oh a fallen angel yes but not absolutely without a soul, prone to hubris
yet at least dense with longing for a lost heaven dense with melancholy with
sorrow... and politics will turn into kitsch, love into pornography, music into
pandemonium, sport into prostitution, religion into science, science into faith.
from Mother Departs by Tadeusz Różewicz, trans. Barbara Bogoczek
To my parents
abstract
The advent of wide-field galaxy surveys with high quality imaging provides
an opportunity tomap the darkmatter distribution in large parts of the visible
Universe. However, the available probes of the large-scale structure have
distinct properties. In particular, galaxies are a high resolution but biased
tracer of mass, while weak lensing avoids such biases but, due to low signal-
to-noise ratio, has poor resolution.
After reviewing the applications of maps in cosmology, I investigate the
relation between the Fourier phases of cosmological fields. By considering
Gaussian random fields, I take some steps in describing the statistics of phase
difference. Then I consider some simplemodels of realistic cosmological fields
– galaxies and weak gravitational lensing. I find that a linear bias evolving
in redshift leads to a scale independent phase difference, whereas shot noise
and stochasticity lead to a scale dependent phase difference.
I investigate reconstructing the projected density field using the com-
plementarity of weak lensing and galaxy positions. I propose a maximum-
probability reconstruction of the 2D lensing convergence with a likelihood
term for shear data and a prior on the Fourier phases constructed from the
galaxy positions. By considering only the phases of the galaxy field, the
method evades the unknown value of the bias and allows it to be calibrated
by lensing on a mode-by-mode basis.
iii
By applying this method to a realistic simulated galaxy shear catalogue,
I find that a weak prior on phases provides a good quality reconstruction far
into the noise domain of the lensing signal alone. I then extend this method
to include weak lensing magnification as estimated from galaxy sizes. As in
the case of shear I find that a weak prior on phases provides a good quality
reconstruction.
Finally, I show some preliminary results from applying the maximum-
probability mapping method to early Dark Energy Survey data.
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cosmology
introduction
Cosmology derives its name from the Greek word cosmos (κοσμος) – “order”.
It is the discipline concernedwith the scientific understanding of the physical
order of the Universe. Although the enquiry into the nature of the world at
large has a very long tradition within the history of human thought (Kragh,
2007), the origins of the modern scientific discipline of Cosmology can be
traced to two independent and relatively recent breakthroughs in theoretical
physics and in astronomy.
On the theoretical side the development of the General Theory of Relativ-
ity (GR) by Albert Einstein allowed the description of the gravitational field
of a universe in a consistent way. At the same time when first cosmological
models based on GRwhere being studied, astronomers where still debating, if
the MilkyWay, also called the Galaxy, encompasses all of the matter in the ob-
1
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servable Universe or is just one of a myriad island universes. The controversy
was focused on the nature of the so called spiral nebulæ.
The resolution came when Edwin Hubble found a Cepheid variable in the
spiral nebulaM31 in Andromedawhich allowed him to determine its distance.
This turned out to be very large, demonstrating that the spiral nebulæare in
fact independent systems comparable to the Galaxy. Hubble’s further studies
led him to estimate the distances to other nebulæwhich combined with the
spectra obtained by Vesto Slipher have suggested that the further a galaxy is
the faster it recedes from the observer.
As cosmology is defined as the science of the Universe, the concept of
a universe requires some careful thought. In many languages the word Uni-
verse is simply expressed as all-of-the-world (e.g. German Weltall or Polish
Wszechświat). If encompassing all of existence, it cannot be a subject of em-
pirical study. Indeed, it is very telling that Hubble himself restrained from
using the word, preferring a much more tangible realm of the nebulæ. Hence,
cosmology seeks to describe and explain the properties of the observable part
of the Universe1.
In the following chapter I will describe some of the main ideas used in cos-
mology. I will focus on the observational aspects of cosmology and the basic
theory required to describe the evolution of the Universe and the formation of
structures within it. In doing so I will focus on the general description of the
standard cosmological model, only briefly mentioning the details of the early
stages of the Universe’s history, in particular the Big Bang, nucleosynthesis
and the period of Inflation.
1There are however attempts to extend the domain of cosmological enquiry. Prime ex-
amples are the controversial multiverse theories and anthropic arguments (see for example
Carr and Ellis, 2008).
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1.1 the homogeneous universe
1.1.1 the cosmological principle and expansion of the
universe
Cosmology was initially built on two pillars. The first is the Cosmological
Principle, and the second is the expansion of space2.
1.1.1.1 The cosmological principle
The Cosmological Principle states that the Universe is isotropic and homoge-
neous on large scales. These two notions should not be confused. A universe
can be homogeneous but not isotropic, e.g. due to a large scale magnetic field
or rotation, but also inhomogeneous but isotropic, i.e. spherically symmet-
ric around some particular point. The isotropy around an observer can be
established observationally and indeed we observe a nearly isotropic distri-
bution of distant galaxies, and more importantly a highly isotropic cosmic
microwave background (CMB) radiation. However, verifying homogeneity
is considerably harder. Hence, we call upon the Copernican Principle which
stated that we do not occupy a special place within the Universe. Combined
with isotropy this justifies the use of the Cosmological Principle as the uni-
verse needs to be close to homogeneous to appear isotropic to observers in
different places.
2Initially, Einstein tried to construct a static cosmological model but discovered that it re-
quired modifying the field equations and adding the cosmological constantΛ. Later Georges
Lemaître has shown that this model suffers from instabilities and will expand or collapse
due to any disturbance.
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1.1.1.2 Cosmic expansion
Vesto Slipher discovered that the majority of nebulæ show a change in the
wavelength of their spectral lines comparedwith the laboratory value (Slipher,
1917; Peacock, 2013)
z =
λobs − λem
λem
, (1.1)
where z is the redshift, λobs is the observed wavelength, and λem is the labo-
ratory measured wavelength which is assumed to be the value at emission.
This can be interpreted as the (relativistic) Doppler shift
1+ z =
√
1+ v/c
1− v/c
(1.2)
which for v/c << 1 reduces to
v = cz. (1.3)
Hence, the redshift can be interpreted as a recession velocity.
After establishing distances to several spiral nebulæ, Edwin Hubble (1929)
proposed a linear relationship (see Figure 1.1) between the distance to a
galaxy and its recession velocity
v = HD (1.4)
where D is the distance to the galaxy and H is the Hubble parameter, also
called the Hubble constant.
1.1.2 the robertson-walker metric
The space-time of a universe consistent with the cosmological principle is
described by a Robertson-Walker metric of the form (Peacock, 1999)
ds2 = c2dt2 − a2(t)
[
dχ2 + S2K(χ)dψ
2
]
, (1.5)
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Figure 1.1: Original Hubble diagram. Despite the large scatter, a correlation
between the distances to galaxies and their recession velocities is clearly
visible. Image credit: Hubble (1936).
where χ is the comoving radial distance,dψ2 = dθ2+sin2 θdϕ2 is the angular
line element for the spherical polar coordinates θ and ϕ, and the function
SK(χ) describes the geometry of the universe and is given by
SK(χ) =

1√
K
sin
(
χ
√
K
)
if K > 0
χ if K = 0
1√
−K
sinh
(
χ
√
−K
)
if K < 0
(1.6)
for a closed, flat, and open geometry respectively. K is the Gaussian curvature
which is related to the curvature radius K = 1/R2 and has units of [length−2].
The only time dependent term in this metric is the dimensionless scale factor
a(t) such that a(t0) = 1.
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We can define the comoving angular diameter distance r = SK(χ), such
that a transverse comoving increment in distance dL takes the Euclidian form
dL = rdψ. The RW metric then is
ds2 = c2dt2 − a2(t)
[
dr2
1− Kr2
+ r2dψ2
]
. (1.7)
1.1.2.1 Redshift
Given the metric above we can see how the evolution of the scale factor a(t)
influences the light coming towards an observer. Considering a radial path
we can write
dχ =
c
a(t)
dt, (1.8)
which gives
χ =
∫ tobs
tem
dt
c
a(t)
, (1.9)
where tem is the time at emission and tobs is time at observation. We can then
add an incremental change to both tem and tobs
χ =
∫ tobs+δtobs
tem+δtem
dt
c
a(t)
, (1.10)
which we can expand as
χ =
∫ tobs
tem
dt
c
a(t)
+
∫ tobs+δtobs
tobs
dt
c
a(t)
−
∫ tem+δtem
tem
dt
c
a(t)
. (1.11)
As χ remains constant∫ tobs+δtobs
tobs
dt
c
a(t)
=
∫ tem+δtem
tem
dt
c
a(t)
. (1.12)
Assuming a changes slowly over δt, or more rigorously a/a˙ ≫ δt, we can
use the adiabatic approximation (Linder, 1997)
δtobs
a(tobs)
=
δtem
a(tem)
, (1.13)
cosmology 7
where a is evaluated at the lower bound of each interval. If we then equate
the time interval with inverse frequency of a photon δt = 1/ν = λ/c we can
write
λobs
λem
=
a(tobs)
a(tem)
, (1.14)
which, recalling the definition of a redshift z = (λobs − λem)/λem as given by
Equation 1.1, in turn gives
a(tem) =
1
1+ z
(1.15)
as a(tobs) = 1 for an observer today. This has simple interpretation – the
redshift of an object, assuming its peculiar velocity is negligible, informs us
about the size of the Universe at emission relative to today.
1.1.2.2 Hubble law
Given the discussion above we would like to recover the distance-velocity
relation v = HD. The physical radial distance between two objects in the
RW spacetime isD = aχ. Differentiating with respect to cosmic time we get
the velocity
v = D˙ = a˙χ+ aχ˙. (1.16)
Here we consider only the change of distance due to the evolution of the
scale factor so that χ˙ = 0. We can write the Hubble law as H = v/D or
H =
v
D
=
a˙χ
aχ
=
a˙
a
. (1.17)
We see that in general the Hubble constant H is a function of time. We will
denote itH0 = H(t0) for the current epoch – approximately valid in the local
Universe. Notice that here the redshift is not interpreted as due to a recession
velocity but rather related to the expansion of space-time.
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1.1.3 friedman equations
The RWmetric can be written down purely on symmetry grounds. However,
to find out how the scale factor a evolves with time, we need to solve Einstein
field equations
Gµν + gµνΛ =
8πG
c4
Tµν, (1.18)
where Gµν is the Einstein tensor describing the curvature of space-time, Λ
is the cosmological constant and Tµν is the energy-momentum tensor that
describes the energy content of the system. Assuming the Universe is filled
with a homogeneous and isotropic fluid makes the energy-momentum tensor
diagonal
diagTµν = (ρc2, p, p, p). (1.19)
If the metric gµν is then chosen to be RW we obtain Friedman equations
H2 =
(
a˙
a
)2
=
8πG
3
ρ+
Λc2
3
−
Kc2
a2
, (1.20)
a¨
a
= −
4πG
3
(
ρ+
3p
c2
)
+
Λc2
3
, (1.21)
where the second one is sometimes called the acceleration equation. These
were first derived byAlexander Friedman and later independently byGeorges
Lemaître. The equations can be combined into
ρ˙ = −3
a˙
a
(
ρ+
p
c2
)
. (1.22)
This is the adiabatic equation which can be written as
c2
d
dt
[
a3(t)ρ(t)
]
= −p(t)
d
dt
[
a3(t)
]
. (1.23)
This equation has a simple physical interpretation as the 1st law of thermo-
dynamics dE = −pdV noting that a3ρ is proportional to the energy in a
comoving volume.
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1.1.3.1 Equation of state
We can parametrise different contributions to the energy density in Universe
by their equation of state
w =
p
ρc2
. (1.24)
By plugging this relation to Equation 1.22 and solving for a we obtain
ρ ∝ a−3(1+w). (1.25)
Then from the Friedmann Equation 1.20 we can obtain
a ∝ t 23(1+w) , (1.26)
which is valid if w ̸= −1 and we assume a single component of energy.
1.1.4 energy contents of the universe
1.1.4.1 Radiation
Although radiation can be effectively ignored as contributing to ρ at the cur-
rent epoch, it has played a major role in the early evolution of the Universe.
It has w = 1/3 which makes ργ ∝ a−4. The interpretation of this relation is
as follows: the number density of photons goes as a−3. However there is an
additional factor of a−1 due to the redshifting of individual photon energies
E = hν/a. This equation of state is also valid for other relativistic particles
such as neutrinos. In a radiation dominated universe the scale factor evolves
as a ∝ t1/2.
1.1.4.2 Non-relativistic matter
Non-relativistic matter particles, i.e such that have thermal velocities vm ≪ c,
and ρm ≫ pm/c2, can be described as a pressure-less fluid (dust) with w = 0.
cosmology 10
Then, assuming such matter (for example Cold Dark Matter) dominates the
energy density of the Universe, ρm ∝ a−3 due to particle number conserva-
tion. The scale factor evolves as a ∝ t2/3.
1.1.4.3 Cosmological constant
The cosmological constantΛ has a constant energy density ρΛ = Λc
2
8πG
and an
equation of statew = −1. In a universe dominated by a positive cosmological
constant the scale factor evolves exponentially
a ∝ eHt (1.27)
and the expansion accelerates.
1.1.4.4 Accelerating solutions with w ̸= −1
From the acceleration equation (1.21) we see that any fluidwith aw < −1
3
and
a positive energy density will give an accelerating solution which provides
a simple, if slightly more complex, alternative to a cosmological constant.
1.1.5 cosmological parameters
The Friedman-Lemaître-Robertson-Walker cosmological model can be de-
scribed by a set of parameters with values we try to establish from obser-
vations.
The basic one, related to the expansion rate, is the value of the Hubble
parameter today H0. Its value is often shown in a dimensionless form
h ≡ H0
100 km s−1 Mpc−1
. (1.28)
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The geometry of space-time and its evolution depend or the energy content
of the Universe. By considering a universe with Λ = 0 and a flat geometry
we can define the critical density
ρcrit(t) ≡ 3H
2(t)
8πG
(1.29)
which allows us to define the density parameter
Ω(t) ≡ ρ(t)
ρcrit(t)
=
8πGρ(t)
3H2(t)
. (1.30)
Usually we refer to the current values of the parameter for different compo-
nents of density such as
Ωγ =
ργ0
ρcrit
(1.31)
Ωm =
ρm0
ρcrit
(1.32)
ΩΛ =
ρv
ρcrit
=
Λc2
3H20
, (1.33)
where the indices γ, m, and v stand for radiation,matter and the cosmological
constant respectively, and H0 is the current value of the Hubble constant.
The density parameters allow us to rewrite the Friedman equation as
H2(a) = H20
[
Ωγa
−4 +Ωma
−3 +ΩΛ +ΩKa
−2
]
, (1.34)
a form which is more convenient. ΩK describes the curvature contribution
ΩK = 1−Ω = −
Kc2
H20a
2
. (1.35)
1.1.6 distance measures
Because the cosmological space-time is evolving the notion of distance be-
comes ambiguous, and intuitions from Euclidean geometry might be mis-
leading. Below I review a few of the most common distance measures in
cosmology.
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1.1.6.1 Comoving radial distance
First we will consider a radial comoving distance Dc(z1, z2) between points
at two different redshifts z1 and z2. Such a distant remains constant with the
evolution of the scale factor a.
By considering a photon trajectory along a radial path in a RW metric,
and recalling that for light ds = 0, we can write
a(t)dχ = cdt, (1.36)
which yields
dχ =
c
a
dt =
c
aa˙
da =
c
a2H
da, (1.37)
and as z+ 1 = a−1
dχ =
cdz
H(z)
. (1.38)
We can then make use of the Friedman equation in the form derived above
(Equation 1.34) to obtain
Dc(z1, z2) =
∫z2
z1
dz
c
H(z)
(1.39)
=
c
H0
∫z2
z1
dz
[
Ωm(1+ z)
3 +ΩΛ +ΩK(1+ z)
2
]− 12 , (1.40)
which allows us to to express the comoving distance in terms of cosmological
parameters and observable redshifts.
1.1.6.2 Angular diameter distance
The angular diameter distance Da relates the transverse physical size of the
object δL at redshift z1 to its apparent angular size δψ for an observer at z2
such that it takes a Euclidean form
Da =
δL
δψ
. (1.41)
cosmology 13
Considering the spatial part of the RW metric we write
δL2 = a2(z2)S
2
K[χ(z1, z2)]δψ
2, (1.42)
from which it follows
Da(z1, z2) =
SK[χ(z1, z2)]
1+ z2
=
SK[Dc(z1, z2)]
1+ z2
. (1.43)
It is important to note that the angular diameter distance does not growmono-
tonically with redshift – after a certain point it starts to decrease again and
the objects of a given physical size appear larger on the sky in angle. Hence,
Da(z1, z3) ̸= Da(z1, z2) + Da(z2, z3). This property will become important
when discussing gravitational lensing in Chapter 2.
1.1.6.3 Luminosity distance
The luminosity distance relates the bolometric flux S of a source at z2 to the
observed bolometric luminosity L at z1
Dl =
√
L
4πS
, (1.44)
and is expressed in terms of the angular diameter and comoving distances as
Dl(z1, z2) =
(1+ z2)
2
(1+ z1)2
Da(z1, z2) =
1+ z2
(1+ z1)2
SK[Dc(z1, z2)], (1.45)
where the factor (1+z2)2/(1+z1)2 is due to redshift and a time delay caused
by the expansion of space.
1.2 the inhomogeneous universe
1.2.1 density perturbations
As predicted by the theory of inflation, and confirmed by CMB observations
the Universe is very close to being flat. From now on we will consider only
metrics with K = 0.
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Although the Universe is believed to be homogeneous on large scales,
on small scales a wealth of structures is visible showing deviations from
the smooth background. To study those we can consider a metric that is
perturbed. To make the calculations simpler we rewrite the RW metric in
terms of the conformal time:
η =
∫ t
0
cdt ′
a(t ′)
(1.46)
Then the scale factor a factorises out:
ds2 = a2(η)
[
dη2 − dχ2 − χ2dψ2
]
(1.47)
We can notice that the terms in the square bracket resemble the Minkowski
metric of Special Relativity in spherical coordinates. Then we perform a per-
turbation:
gµν = g¯µν + hµν (1.48)
Where gµν is the actual metric, g¯µν is the background SRmetric and hµν ≪ 1
is the perturbation. For matter moving slowly with respect to the coordinate
system, i.e. v/c ≪ 1, and with negligible pressure p ≪ ρc2, the energy-
momentum tensor is dominated by T00 = ρc2. By comparing it with the
Newtonian limit we can write
ds2 =
(
1+
2Φ
c2
)
dη2 −
(
1−
2Φ
c2
)[
dχ2 + χ2dψ2
]
, (1.49)
where we neglect a(η), andΦ is the usual Newtonian gravitational potential
which is related to the matter density field by Poisson’s equation
∇2comΦ = 4πGρ¯δa2 =
3Ωmδ
2H0a
(1.50)
Where δ = ρ/ρ¯ − 1 describes the perturbation around the mean density of
matter in the Universe. Plugging this result into the RW metric and going
back to cosmic time
ds2 =
(
1+
2Φ
c2
)
c2dt2 − a2(t)
(
1−
2Φ
c2
)[
dχ2 + χ2dψ2
]
. (1.51)
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1.2.2 linear structure formation
1.2.2.1 Linear perturbation theory
Using the perturbed metric above we can study how perturbations evolve in
the universe. In principle we need to use a full relativistic treatment, however,
here I will just outline the ideas behind cosmological perturbation theory
in the Newtonian limit. This is a valid approximation for scales below the
horizon, i.e. ≪ c/H0. A more detailed description of various effects can be
found in (Coles, 2001) and Peacock (2003).
Here, we will use x for the comoving, and r = a(t)x for the physical spa-
tial coordinates. Then the peculiar velocity, describing the departures from
the matter motion due to the Hubble flow, can be written as
v = ax˙ = r˙−Hr. (1.52)
Using these variables we can write down the Euler equation
∂(av)
∂t
+ (v · ∇x)v = −1
ρ
∇xp−∇xΦ (1.53)
where ∇xΦ is related to the peculiar gravitational force. Then, we can also
write down the continuity equation
∂ρ
∂t
+ 3Hρ+
1
a
∇x(ρv) = 0, (1.54)
which describes the conservation of matter. And again, we have the Poisson
equation
∇2xΦ = 4πGρ¯δa2 (1.55)
where δ = ρ/ρ¯−1. Perturbing and linearising the Euler and continuity equa-
tions we get
∂v
∂t
+
a˙
a
v = −
1
ρa
∇xp− 1
a
∇xΦ, (1.56)
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∂δ
∂t
= −
1
a
∇x · v. (1.57)
Assuming that |v|, |Φ|, |δ| ≪ 1, and ignoring pressure, we combine these
equations with the Poisson equation to obtain
δ¨+ 2
a˙
a
δ˙ = 4πGρ0δ, (1.58)
which can be also written as
δ¨+ 2Hδ˙−
3
2
ΩH2δ = 0, (1.59)
where Ω is the density parameter, and H is the Hubble parameter. For a flat
matter dominated universe this equation has two solutions
δ(x, t) = D±(t)δ(x), (1.60)
where D±(t) describes the time evolution of a fluctuation δ(x), and can be
separated into the growing mode
D+(t) ∝ a(t) ∝ t2/3, (1.61)
and decaying mode
D−(t) ∝ t−1. (1.62)
In the more general case Equation 1.58 has to be integrated numerically, but
we can seek an approximation of the form
δ(a) ∝ aδ(Ωm,ΩΛ)
δ(Ωm = 1)
= af[Ωm(a)], (1.63)
where f[Ωm(a)] describes the fractional change compared to the flat matter
dominated solution. A simple fitting formula can be found in Carroll et al.
(1992)
f[Ωm(a)] ≃ 5
2
Ωm
[
Ω4/7m −ΩΛ +
(
1+
1
2
Ωm
)(
1+
1
70
ΩΛ
)]−1
, (1.64)
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which simplifies further for flat universe withΩm+ΩΛ = 1,where it becomes
f[Ωm(a)] ≃ Ω0.23m . For an open universe withΩΛ = 0 it is f[Ωm(a)] ≃ Ω0.65m ,
hence the suppression of growth is more marked for an open universe due
to a steeper dependence on Ωm.
1.2.3 statistical description of fields
Before going into more detail about the evolution of perturbations it is nec-
essary to develop some basic statistical tools to describe them (Coles, 2001).
1.2.3.1 Gaussian random fields
A field of fluctuations δ can be expanded in a set of plane waves
δ(x) =
∑
i
δ˜(ki) exp(iki · x), (1.65)
where δ˜(k) are the Fourier modes
δ˜(k) =
∫
dx3 δ(x) exp(ik · x), (1.66)
which form a set of complex numbers
δ˜(k) = |δ˜(k)| exp(iϕk), (1.67)
with amplitude |δ˜(k)| and phase ϕk.
The simplest example of a field of fluctuations is the Gaussian random
fieldwhich has phases which are uniformly distributed in the interval [−π, π)
and amplitudes that follow a Rayleigh p.d.f.
f(|δ˜(k)|, σk) =
|δ˜(k)|
σ2k
exp
(
−
|δ˜(k)|2
2σ2k
)
, |δ˜(k)| ∈ [0,∞). (1.68)
This is equivalent to the real and imaginary components of δ˜(k) following
two independent Gaussian distributions with the same standard deviation
σk, i.e. δ˜Re(k) ∼ N(0, σk) and δ˜Im(k) ∼ N(0, σk). Hence, the name Gaussian
random field.
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1.2.3.2 Two-point statistics
To describe the clustering properties of a field δ we can construct its power
spectrum P(k) related to the variance of the Fourier amplitudes
⟨δ˜(k)δ˜∗(k′)⟩ = P(k)δD(k− k′). (1.69)
where δD is the Dirac delta function enforcing translation symmetry. Isotropy
is further expressed by P(k) = P(k), and hence
P(k) = ⟨|δ˜(k)|2⟩k. (1.70)
As the Fourier phases of a Gaussian random field are random, its statistical
properties are fully specified by the power spectrum as
σk ∝
√
P(k). (1.71)
This makes it a very important model of the density field, valid at early times
and on large scales today.
The real space equivalent of the power spectrum is the autocorrelation
function
⟨δ(x1)δ(x2)⟩ = ξ(|x1 − x2|) = ξ(r) = ξ(r), (1.72)
where the last two steps express translation symmetry and isotropy.
The power spectrum and the correlation function form a Fourier pair
P(k) =
∫
dr3 ξ(r) exp(ik · r), (1.73)
ξ(r) =
1
(2π)3
∫
dk3 P(k) exp(−ik · r), (1.74)
so in principle they provide the same information, although it might be easier
to measure one of them, e.g. ξ(r) in presence of a mask.
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1.2.3.3 Primordial density perturbation
The shape of the initial power spectrum is often assumed to follow a power
law
P(k) = Akns . (1.75)
Most inflation theories predict ns ≲ 1, where the particular case of ns = 1 is
the Harrison-Zeldovich spectrum (Coles, 2001).
Due to radiation domination in the early Universe and superhorizon
modes entering the horizon at later times the shape of the primordial power
spectrum will be altered. This is described by the transfer function T(k)
(Coles, 2001), which changes the initial power Pi as
P(k) = Pi(k)T
2(k). (1.76)
Given a power spectrum Pi(k) at some very early time ti we can calculate
the power spectrum at some later time t as
P(k, t) = Pi(k)T
2(k)
D2+(t)
D2+(ti)
(1.77)
where D+(t) is the growth rate given by Equation 1.61.
1.2.4 non-linear structure formation
1.2.4.1 Spherical collapse model
A simple model of non-linear evolution is the spherical collapse model in
which a spherically symmetric perturbation ismodelled as a closed sub-universe
obeying the Friedman equations. Initially the sphere expands with a ∝ t2/3
consistentwith linear theory for a flatmatter dominated universe (Ω = Ωm =
1). However, this approximation breaks down at later times. We can describe
the subsequent stages of the perturbations evolution and compare them with
the linear predictions for Ωm = 1:
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turnaround: At this stage the sphere reaches its maximal radius and
breaks away from the general expansion. The linear prediction for the
density contrast at this point is δlin ≃ 1.06.
collapse: The sphere will collapse to a singularity, if only gravity operates.
This happens when δlin ≃ 1.686.
virialisation: In practice, the collapse will not occur as dissipative pro-
cesses will convert the kinetic energy K into random motions. The
sphere will reach equilibrium at half-maximum radius when the poten-
tial energy U is twice the negative kinetic energy, i.e. U + 2K = 0, in
agreement with the virial theorem.
According to this result we can treat any fluctuation that grew to δ = 1.686
according to linear theory as forming a virialised halo. We can define the
linear extrapolated critical density for collapse
δcrit = 1.686
D+(z = 0)
D+(z)
, (1.78)
where D+(z) is the linear theory growth rate for Ω = 1.
1.2.4.2 Press-Schechter
We can use the results discussed above to make a complete simple model for
structure growth as a function of mass. Press and Schechter (1974) proposed
smoothing the density field with a filter of radius R which introduces a mass
scale
M =
4
3
πρ¯R3, (1.79)
where ρ¯ is the mean density. Smoothing a field with a power spectrum P(k)
produces a field with variance
σ2M =
1
2π
∫∞
0
dk P(k)W˜2(k, R)k2, (1.80)
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where W˜2(k, R) is the Fourier transform of a top-hat window function. Now
any fluctuation above δcrit will necessarily form a virialised halo which leads
to a distribution of haloes
f(> M) = 2
∫∞
δcrit
dδ
δcrit√
2πσM
2
exp
(
−
δ2
2σ2M
)
, (1.81)
called the mass function.
1.2.4.3 Numerical models
The models discussed above assume highly symmetrical scenarios and are
a necessarily crude approximation to the non-linear structure formation un-
der the influence of gravity. Hence, with the advent of powerful computers,
numerical simulations became a standard tool of cosmology.
Using the Poisson equation we can relate the gravitational potential to
the matter density – a quantity that is local and easy to calculate. The task
can be simplified further by switching to Fourier space where derivatives
simplify to wavenumbers
−k2Φ˜ = 4πGρ˜ (1.82)
where Φ˜ and ρ˜ are the Fourier transforms of the gravitational potential and
density respectively. This allows the use of very effective Fast Fourier Trans-
forms (FFT) in computing forces due to gravity rather than summing up the
contributions from all the particles in the simulation box for each particle
separately. Figure 1.2 shows an example of an output from an N-body sim-
ulation. High density haloes and filamentary structures are clearly visible.
Navarro et al. (1996) have shown that the haloes that form in the simulations
have a universal density profile independent of scale
ρ(r) =
ρc
(r/rs)(1+ r/rs)2
, (1.83)
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Figure 1.2: Dark matter structures in the MICE N-body simulation (Fosalba
et al., 2008).
where ρc is the critical density, and rs is the scale radius. Although the NFW
profile is a useful and realistic model of a dark matter halo, it is not the only
one used in research (e.g. see Keeton, 2001).
1.3 galaxies in the universe
When we turn our telescopes to the sky and take an image of the deep Uni-
verse (see Figure 1.3) we observe a myriad of galaxies – complicated struc-
tures that show great variety. To use them as probe of the underlying (mostly
dark) matter density field we need to understand their basic properties.
1.3.1 realm of the nebulæ
The galaxies can be classified into several different types based on their mor-
phology (Mo et al., 2010):
elliptical galaxies: have smooth elliptical isophotes. They are large,
red, devoid of star formation and gas, found predominantly in clusters.
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Figure 1.3: Hubble Ultra Deep Field – every object visible in this image is a
galaxy. Image credit: Beckwith et al. (2006).
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spiral galaxies: have thin disks with spiral arm structures and a central
bulge, and are divided into two sub-categories – normal and barred.
Barred spirals have a distinct bar-like structure visible in their central
parts. Spirals are found both in clusters and in the field. They are blue
starforming galaxies. However, they tend to be redder, if part of a clus-
ter.
lenticular galaxies: are an intermediate type between ellipticals and
spirals. They have a smooth appearance, and consist of a thin disk and
a bulge, but with no spiral arms. They can have a bar.
irregular galaxies: these starforming galaxies lack any visible symme-
try or structures such as bulges or spiral arms. However, currently they
are considered as an extension of spiral type galaxies.
Figure 1.4 shows the original classification of galaxies devised by Hubble
(1936) with examples of different types of galaxies from the Sloan Digital
Sky Survey (Masters, 2013). Hubble thought that spiral galaxies form from
elliptical ones, hence he referred to them as late and early types respectively,
a designation still in use today. However, the idea of hierarchical structure
formation (Baugh, 2006) suggests an exactly opposite image, in which mas-
sive elliptical galaxies, found mainly in clusters, form by merging of spiral
galaxies. This image is supported by a larger fraction of merging galaxies at
higher redshifts (Conselice, 2012).
1.3.2 galaxy bias
Weexpect galaxies to form preferentially in high density environmentswhich
leads to a bias in their clustering properties with respect to the underlying
matter density field.
cosmology 25
Figure 1.4: Hubble tuning fork – the original classification of galaxies devised
by Hubble (1936) with examples of different types of galaxies from the Sloan
Digital Sky Survey (Masters, 2013). It includes elliptical, lenticular, and barred
and unbarred spirals.
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The simplest large-scale biasmodel is the peak-background split biasmodel
(Kaiser, 1984; Cole and Kaiser, 1989). The large scale density modes will push
pieces of the density field δ above the critical threshold for galaxy formation
δcrit, as shown in Figure 1.5. Galaxies will form in places where the density
exceeds this threshold making the number density of galaxies biased with
respect to the overall matter density field. Hence, the correlation function:
ξgal(r) = b
2ξδ(r), (1.84)
where, ξgal(r) is the galaxy correlation function, ξδ(r) is the correlation func-
tion of peaks of the darkmatter density field, and b is the bias (note the square
power for the 2-point statistic).
Similarly, the power spectrum of the fluctuations in the galaxy number
density Pg will be related to the matter power spectrum Pδ simply by
Pg(k, z) = b
2(k, z)Pδ(k, z), (1.85)
where k and z express the scale and redshift dependence.
Hence, the relation between the observed galaxy number density n(x)
and the underlying matter density ρ(x) is often parametrised as
δn(x)
n¯
= b
δρ(x)
ρ¯
, (1.86)
where b is the linear bias parameter.
This is not exactly correct. From the definition of the over-density δ =
ρ/ρ¯ − 1 we see that the minimum value for δ is −1. The same is true in the
case of galaxies where δg = n/n¯ − 1. However, in the case of the simple
model, if b > 1, the minimum of δg will be < 1 which is unphysical. Hence,
whereas Equation 1.86 is sufficient for Equation 1.84, the inverse relation is
not necessarily true.
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Figure 1.5: Peak-background split. The large scale density modes will push
pieces of the density field δ above the threshold νσ. Galaxies will form in
places where the density exceeds this threshold making the number density
of galaxies biased with respect to the overallmatter density field. Image credit:
Peacock (1999).
It was shown by Coles (1993); Fry andGaztanaga (1993) that if the number
density of galaxies is a function of the local density only
ng = f(ρm), (1.87)
there will always be a leading linear bias term. This is the so called local bias
model. In reality, we expect some stochasticity due to complicated galaxy
formation and evolution processes to be present, for example
ng = f(ρm) + ϵ (1.88)
where ϵ is a random field uncorrelated with the density (Dekel and Lahav,
1999). Observationally, the galaxy counts will also be influenced by shot noise
due to Poissonian sampling
δˆg = δg + δPoisson. (1.89)
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Measurements of the bias relation (Figures 1.6 and 1.7) show that it is mainly
dependent on redshift, and luminosity and/or mass (Jullo et al., 2012, and
references therein). In general, the red sequence galaxies are biased more
than the blue ones, as they preferentially reside in high density environments
(Mo et al., 2010).
1.4 concordance cosmology
In this section I will describe the major probes used to study the Universe and
establish the parameters of the cosmologicalmodel. Then, I will briefly review
the current standard model – ΛCDM, and mention some possible extensions.
1.4.1 cosmological probes
1.4.1.1 Cosmic Microwave Background Radiation
The cosmic microwave background (CMB) radiation is a remnant from the
early stages of the Universe’s evolution. It was emitted when the Universe
expanded and cooled down to a point when the ionized baryonic plasma
formed neutral atoms and became transparent to photons. The CMB photons
have travelled through the Universe since then and got redshifted from the
initial tempreature of ∼ 3000K at decoupling to ∼ 2.7K today.
The CMB provides a wealth of information about the early Universe and
the properties of the Universe on large scales. The spectrum of the radiation
is nearly perfectly black-body. It is also highly isotropic (apart from the dipole
due to the Solar System’s motion with respect to the large scale matter dis-
tribution, see Kogut et al., 1993), with fluctuations of the order ∆T/T ∼ 10−5
(see Figure 1.9), thus justifying the use of the Cosmological Principle.
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Figure 1.6: Scale averaged evolution of bias with redshift for two stellar mass
selected galaxy samples. Source: Jullo et al. (2012).
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Figure 1.7: Top: Evolution of bias in comoving scale and redshift for a flux lim-
ited sample from the COSMOS survey (Jullo et al., 2012). Bias increases with
redshift because flux-selected galaxies reside in more massive halos. More-
over, halos of a given mass are more biased at higher redshift. The horizontal
lines mark b = 1. The scale dependence of bias is not significant. Bottom:
Bias dependence on luminosity. Source: Zehavi et al. (2005).
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Figure 1.8: The Cosmic Microwave background as seen by the Planck satelite.
Image credit: ESA.
The anisotropies in the CMB are due to small perturbations in matter
density and allow ameasurement of the primordial power spectrum. A power
spectrum of the form P(k) ∝ kns with ns ≃ 1 provides a very good fit to the
data (Planck Collaboration et al., 2013b).
Figure 1.9 shows the CMB temperature anisotropy power spectrum. Its
shape is due to a range of processes at different scales, but under the influ-
ence of matter fluctuations described by a power spectrum with ns ≃ 1. The
visible peaks are an imprint of acoustic waves in the photon-baryon plasma
at recombination (Dodelson, 2003). The peak at the largest scale – the funda-
mental mode – is related to the sound horizon scale at recombination.
1.4.1.2 Cepheid variables and supernovæ type Ia
Obtaining distances to objects in the Universe is a major difficulty in astro-
nomical research. Direct distance measurement methods such as the parallax
can be used only in the solar neighbourhood. Moving beyond that requires es-
tablishing the cosmological distance ladder where relative distance measures
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Figure 1.9: The measured angular power spectrum from Planck, the 9 year
WMAP data, the Atacama Cosmology Telescope (ACT), and the South Pole
Telescope (SPT). Image credit: Planck Collaboration et al. (2013a).
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are calibrated one against the other starting from the distances in the vicinity
of the Sun.
Many of those methods make use of standard candles and standard rulers
– objects in the Universe with a known luminosity and size respectively.
A classic example of standard candles are the Cepheid variables which
are pulsating stars that have evolved to the asymptotic giant branch. In 1912
Henrietta Leavitt discovered that the stars with a longer period of pulsation
have also higher peak brightness. This discovery allowed Edwin Hubble to
show that the spiral nebulæ are indeed other galaxies at large distances, and
later to establish the velocity distance relation3.
Unfortunately, Cepheid variables can be used only for the galaxies in the
local Universe. For more distant objects, a different class of more luminous
‘stars’ is used – supernovæ type Ia (SNæIa).
The SNæIa show in fact a spread in their maximum luminosity which is,
however, correlated with the characteristic width of their light curve. This
allows an empirical correction to be applied which makes them standard-
isable candles (Phillips, 1993). Observations of distant supernoæ lead to the
discovery that the expansion of the Universe is accelerating (Riess et al., 1998;
Perlmutter et al., 1999).
SNæIa are thought to originate during an explosion of a white dwarf
close to the Chandrasekhar mass ∼ 1.4M⊙ – a limit beyond which a stars
self gravity cannot be equalised by the pressure due to degenerate electron
gas. This leads to the supernovæ having very similar explosion energies – a
property that makes them good candidates for standard candles.
3The observation that most spiral nabulæ are redshifted was made earlier by Vesto
Slipher.
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Figure 1.10: Hubble diagram – a compilation of supernovæ datasets, with a
ΛCDM model fitted, from Suzuki et al. (2012).
However, the details of the model are still uncertain, and the luminosity-
spread relation remains observational. Figure 1.10 shows a recent compila-
tion of supernovæ datasets with a ΛCDM model fitted (Suzuki et al., 2012).
1.4.1.3 Galaxy clustering and Baryon Acoustic Oscillations
The linear power spectrum P(k, z), and its real space equivalent – the 2-point
correlation function ξ(r), summarise the statistical properties of the evolving
matter density field:
P(k, z) = b2(z, k)T2(k)G2(z)Pi(k), (1.90)
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where b(k, z) is the bias, T(k) the transfer function, G(z) = D+(z)/D+(zi)
is the growth factor, and Pi(k) is the primordial power spectrum. However,
further effects are imprinted on its shape:
redshift space distortions: The distances to objects are estimated
using the Hubble relation between redshift and distance. However, in
reality the redshift of a galaxy is due to a combination of the expansion
and peculiar velocity, which alters the shape of the correlation function
in the radial direction (Hamilton, 1998). This alters the bias pre-factor
in Equation 1.90
b(z, k)→ b(z, k) + f(z)µ2, (1.91)
where f(z) is the growth rate related to peculiar velocities, and µ is
the cosine of the angle to the line-of-sight. Figure 1.11 shows the ef-
fect of structure formation on the galaxy distribution in redshift space.
The central parts of the 2-dimensional galaxy correlation function are
squashed due the redshift space distortions. The centre of the image
shows stretching due the Fingers of God effect.
baryon acoustic oscillations: These are an imprint of the coupling be-
tween baryonic matter and radiation on the correlation function, and
cause a peak on large scales. Figure 1.11 shows the ring shaped en-
hancement due to the baryon acoustic oscillations in the outer regions
of the galaxy correlation function. As this is related to the horizon scale
at decoupling, it provides a standard ruler that can be used to study the
expansion of the Universe (Eisenstein et al., 2005).
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LINEAR REDSHIFT DISTORTIONS 5
R e a l s p a c e : 
L i n e a r r e g i m e 
R e d s h i f t s p a c e : 
S q u a s h i n g e f f e c t 
T u r n a r o u n d 
C o l l a p s e d 
C o l l a p s i n g F i n g e r - o f - g o d 
Figure 2. Detail of how peculiar velocities lead to the redshift distortions illustrated in
Figure 1. The dots are ‘galaxies’ undergoing infall towards a spherical overdensity, and
the arrows represent their peculiar velocities. At large scales, the peculiar velocity of an
infalling shell is small compared to its radius, and the shell appears squashed. At smaller
scales, not only is the radius of a shell smaller, but also its peculiar infall velocity tends
to be larger. The shell that is just at turnaround, its peculiar velocity just cancelling
the general Hubble expansion, appears collapsed to a single velocity in redshift space. At
yet smaller scales, shells that are collapsing in proper coordinates appear inside out in
redshift space. The combination of collapsing shells with previously collapsed, virialized
shells, gives rise to fingers-of-god.
with radius, δ ∝ r−1, located in an expanding Universe with critical mean
density, Ω = 1. The free-fall gravitational collapse of such a spherical pres-
sureless overdensity can be computed analytically (Peebles 1980, §18). The
dots (galaxies) started out uniformly distributed in the initial conditions,
being uniformly placed around a series of uniformly spaced concentric shells.
Thus the density of dots in Figure 1 indicates the density of galaxies in the
collapsing overdensity, as observed in redshift space. Figure 1 omits shells
that have collapsed to less than half their radius at turnaround, which shells
may be expected to scatter oﬀ previously collapsed shells, and to virialize.
Figure 2 shows how peculiar velocities produce the pattern illustrated
in Figure 1. On large scales, peculiar infall towards the overdensity causes
it to appear squashed along the line of sight. The squashing increases to
Figure 1.11: Top: The effect of structure formation on the galaxy distribution
in redshift space. Image credit: Hamilton (1998). Bottom: The 2-dimensional
galaxy correlation function. The central parts are squashed due the redshift
space distortions. The centre of the image shows stretching due the Fingers
of God effect. The ring shaped enhancement due to the baryon acoustic os-
cillations is visible in the outer regions. Image credit: Samushia et al. (2013).
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1.4.2 the standard cosmological model
The current best fit cosmological model – ΛCDM – can be described by a
small number of parameters. The Universe appears to have a geometry very
close to flat, and the dark energy component does not show deviations from
a cosmological constant, i.e.w ≃ 1, and the primordial density perturbations
are very close to Gaussian. Table 1.1 summarises some of the main cosmo-
logical parameters as discussed in Lahav and Liddle (2014).
Figure 1.12 shows the linearmatter power spectrum extrapolated to z = 0
with data points coming from different probes overlaid. There are no sub-
stantial disagreements between different probes visible within the error bars
shown.
However, the advent of new experiments might lead to an extension of
the simple ΛCDM model. Recent measurements suggest massive neutrinos
(Beutler et al., 2014) and the presence of a substantial gravitational wave back-
ground (BICEP2 Collaboration et al., 2014). Possible further extensions in-
clude non-Gaussianity (Komatsu et al., 2009) and the dark energy equation
of state w ̸= 1.
In the first decade of the 21st century cosmology has entered its golden
age. Now, after a successful standard model is established, ever more precise
observations will lead to further refinements.
In the next chapter I will describe gravitational lensing – a particularly
promising and versatile cosmological probe which allows the mass distri-
bution in the Universe to be investigated without assumptions about the
dynamics of the baryonic component.
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Figure 1.12: Linearmatter power spectrum extrapolated to z = 0 from various
measurements of structures in the Universe. Image credit: Tegmark et al.
(2004).
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Table 1.1: Cosmological parameters
Parameter Planck, WP, high l, BAO
Ωm 0.308± 0.01
Ωbh
2 0.02214± 0.00024
ΩΛ 0.692± 0.01
h 0.678± 0.008
ns 0.961± 0.005
2
gravitational lensing
introduction
When light rays pass through an inhomogeneous Universe, the space-time
behaves like a medium with a varying refractive index thus causing the phe-
nomenon of gravitational lensing. Figure 2.1 shows the giant arcs caused by
strong lensing of background galaxies by the cluster Abell 2218. However,
the images of all galaxies visible, will be distorted – weakly lensed – by the
intervening matter, an effect unmeasurable for individual galaxies.
In this chapter I will review the basic formalism used to describe lensing
phenomena and extend it to a regime where these effects can be measured
only statistically. Bartelmann and Schneider (2001) and Munshi et al. (2008)
provide a good review of the material discussed in this chapter.
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Figure 2.1: Gravitiaional lensing around the cluster of galaxies Abell 2218.
Image credit: NASA.
2.1 lensing theory
2.1.1 the lens equation
We start by describing the way in which the light ray paths are affected by
curved space-time. For simplicity we will first consider a static perturbed
metric:
ds2 =
(
1+
2Φ
c2
)
c2dt2 −
(
1−
2Φ
c2
)
dl2 (2.1)
In such a space-time the expression for the bend angle is (Bartelmann and
Schneider, 2001)
αˆ =
2
c2
∫
dl ∇⊥Φ, (2.2)
where ∇⊥ is the component of gradient perpendicular to the direction in
which the light propagates (the direction in which dl is taken). Assuming
the light ray is not deviated strongly from a radial path we can use the Born
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Figure 2.2: Born approximation. The total bend angle is calculated as a sum
of small deviations evaluated at positions along a straight radial path. Image
credit: Prina Patel.
approximation, in which the total bend angle is calculated as a sum of small
deviations evaluated at positions along a straight radial path as shown in
Figure 2.2. Then we can consider a path in the direction of the comoving
radial coordinate dχ where ∇⊥ is a gradient in the plane of the sky
αˆ =
2
c2
∫
dχ ∇⊥comΦ, (2.3)
where ∇⊥com is in comoving coordinates.
To describe the main features of lensing from an observer’s point of view
we consider a situation shown on Figure 2.3. If no lensing was present, the
source at distance Ds would be visible at position β on the sky. However, if
the light rays are deviated by a bend angle αˆ due to a lens at distanceDl, the
image will appear at position θ on the sky.
Assuming the small angle approximation we can write down the lens
equation
θDs = βDs + αˆDls, (2.4)
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Figure 2.3: Basic lens geometry. Image credit: Prina Patel.
where distances, e.g. Dls – the distance between the source and lens planes,
are the angular diameter distances. To simplify this equation we define the
reduced bend angle
α =
Dls
Ds
αˆ, (2.5)
which yields the lens equation only in terms of the angles at the observer
θ = β+ α, (2.6)
called also the ray-tracing equation. If the bend angle α is known, this equa-
tion enables calculating the image positions θ for a source at β.
2.1.2 lensing potential
If we move from comoving to physical coordinates
αˆ =
2
c2
∫
dχ ∇⊥comΦ = 2
c2
∫
dD ∇⊥Φ, (2.7)
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in a flat universe, where D = aχ. We can then write the reduced bend angle
as
α =
2Dls
c2Ds
∫
dD ∇⊥Φ, (2.8)
and define the lensing potential
ϕ =
2Dls
c2DlDs
∫
dD Φ, (2.9)
which is just the projected gravitational potentialwith the geometrical factors
taken out. This allows us to write
α = ∇θϕ, (2.10)
where
∇θ =
(
∂
∂θx
,
∂
∂θy
)
= Dl∇⊥. (2.11)
It is important to note that we have assumed that there is a single thin lens
at a distance Dl.
2.1.3 surface mass density
The gravitational potential is related to the density of matter sourcing it by
Poisson equation
∇23DΦ = 4πGρ. (2.12)
An analogous relation can be found for the lensing potential by taking the
angular divergence of the bend angle
∇θ · α = ∇2θϕ =
2DlsDl
c2Ds
∫
dD
[
∂2
∂x2
+
∂2
∂y2
]
Φ, (2.13)
where x and y are physical coordinates. As the ∂2Φ/∂z2 will integrate to
zero along the path we can add it to the term under the integral obtaining
∇2θϕ =
2DlsDl
c2Ds
∫
dD ∇23DΦ. (2.14)
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This way we can use the Poisson’s equation to relate the lensing potential to
the density
∇2θϕ =
8πGDlsDl
c2Ds
∫
dD ρ. (2.15)
We can separate the above relation into surface mass density
Σ =
∫
dD ρ, (2.16)
which is just the projected density, and critical surface mass density defined
as
Σc =
4πG
c2
Ds
DlsDl
. (2.17)
Combining these two quantities allows us to write a 2D equivalent of Pois-
son’s equation
κ =
Σ
Σc
=
1
2
∇2θϕ (2.18)
where we introduced a new quantity κ called convergence.
2.1.4 lensing effects
To study the effects of lensing on galaxy images we write a mapping between
the image θ and source β planes
A =
∂βi
∂θi
, (2.19)
where A is the lensing Jacobian matrix. Recalling the ray-tracing equation
βi = θi − αi, (2.20)
we can express the Jacobian as
A =
∂βi
∂θi
= δij −
∂αi
∂θi
= δij −
∂2ϕ
∂θi∂θj
, (2.21)
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where we used
αi =
∂ϕ
∂θi
. (2.22)
This yields
A =
 1− ∂2ϕ∂θ21 − ∂2ϕ∂θ1∂θ2
− ∂
2ϕ
∂θ2∂θ1
1− ∂
2ϕ
∂θ22
 . (2.23)
In the previous section we have seen that the projected mass density is a
combination of second derivatives of the lensing potential
κ =
1
2
(
∂2ϕ
∂θ2x
+
∂2ϕ
∂θ2y
)
. (2.24)
Noting the similarity of κ to the components A11 and A22 we can write
∂2ϕ
∂θ21
− κ =
∂2ϕ
∂θ21
−
1
2
(
∂2ϕ
∂θ21
+
∂2ϕ
∂θ22
)
=
1
2
(
∂2ϕ
∂θ21
−
∂2ϕ
∂θ22
)
, (2.25)
∂2ϕ
∂θ22
− κ =
∂2ϕ
∂θ22
−
1
2
(
∂2ϕ
∂θ21
+
∂2ϕ
∂θ22
)
= −
1
2
(
∂2ϕ
∂θ21
−
∂2ϕ
∂θ22
)
, (2.26)
which allows us to define
γ1 ≡ 1
2
(
∂2ϕ
∂θ21
−
∂2ϕ
∂θ22
)
. (2.27)
Labelling A12 and A21 components as
γ2 ≡ ∂
2ϕ
∂θ1∂θ2
, (2.28)
where γ1 and γ2 are components of shear. These quantities allow us to write
A =
 1− κ− γ1 −γ2
−γ2 1− κ+ γ1
 . (2.29)
This is the most widely used form of the lensing Jacobian (Bartelmann and
Schneider, 2001), which maps a circular image of unit radius to an elliptical
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source with major and minor axes of lengths a = (1 − κ − |γ|)−1 and b =
(1− κ+ |γ|)−1, where |γ| =
√
γ21 + γ
2
2. We can also write it as
A = (1− κ)
 1 0
0 1
−
 γ1 γ2
γ2 −γ1
 , (2.30)
which shows that if there is no shear, convergence causes a uniform contrac-
tion or expansion of the image as shown in Figure 2.4. Note that positive
γ1 causes stretching in the direction of θ1, and a negative stretching in the
perpendicular θ2 direction. γ2 causes stretching along the θ1 = θ2 direction.
We can define magnification µ as the ratio of the total lensed flux to total
unlensed flux. Because lensing preserves surface brightness the magnifica-
tion is given by the ratio of the source area and image area. Consider two
unit vectors in the image plane
ea =
 1
0
 , eb =
 0
1
 , (2.31)
which define a unit area. We can map these two vectors in the source plane
using the Jacobian
e′a =
 A11 A12
A21 A22
 1
0
 =
 A11
A21
 , (2.32)
e′b =
 A11 A12
A21 A22
 0
1
 =
 A12
A22
 , (2.33)
and the area defined by these vectors will be their cross product
|e′a × e′b| = A11A22 −A12A21 = detA. (2.34)
Hence, the magnification is given by
µ =
1
detA =
1
(1− κ)2 − |γ|2
. (2.35)
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Figure 2.4: Lensing effects. Image credit: Prina Patel.
2.1.4.1 Complex notation
To emphasise the rotational properties of lensing we introduce complex nota-
tion. This will also simplify the way in which predictions for circular lenses,
such as galaxies and clusters, are calculated. We define the complex angular
gradient
∂ =
∂
∂θx
+ i ∂
∂θy
= eiω
(
∂
∂θ
+
i
θ
∂
∂ω
)
, (2.36)
where θ is the radial coordinate and ω is the azimuthal angle on the sky.
From eiω we see that ∂ is a vector with a 360◦ symmetry. The reduced bend
angle α = αx + iαy is then
α = ∂ϕ, (2.37)
where ϕ is the usual lensing potential. Acting with ∂∗, which contains an
e−iω term, will result in a scalar quantity – the convergence
κ =
1
2
∂∗α =
1
2
∂∗∂ϕ. (2.38)
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However, using ∂ will give an object with a 180◦ symmetry since we get a
factor e−2iω. This is the complex shear γ = γ1 + iγ2 given by
γ =
1
2
∂α =
1
2
∂∂ϕ, (2.39)
so that |γ| = γγ∗.
2.2 lensing - weak and strong
The images of all objects become distorted when they pass through an in-
homogeneous Universe. However, these distortions are usually very small.
Strong lensing can be most easily described as one in which the distortions
are visible in an individual object. If the lensing effects are only measurable
statistically then we refer to it as weak lensing. In the following section I will
describe some specific effects in each of the lensing regimes.
2.2.0.2 Circularly symmetric lenses
In reality most lenses are not circular. However, by considering a highly sym-
metric lens we can gain some insight into the effects associated with strong
lensing.
We start by writing the equation∇2θϕ = 2Σ/Σc in cylindrical coordinates
1
θ
∂
∂θ
(
θ
∂ϕ
∂θ
)
=
2Σ
Σc
. (2.40)
Then the gradient of the lensing potential becomes
∂ϕ
∂θ
=
2
Σc
∫
dθ ′ θ ′Σ. (2.41)
The unreduced bend angle is then
αˆ =
Ds
Dls
∂ϕ
∂θ
=
2Ds
θDlsΣc
∫
dθ ′ θ ′Σ. (2.42)
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If we move to the physical radial distance in the lens plane ξ = θDl (see
Figure 2.3)
αˆ =
Ds
ξDlsDlΣcπ
∫
dξ ′ 2πξ ′Σ. (2.43)
Noting that
M(< ξ) =
∫
dξ ′ 2πξ ′Σ, (2.44)
and recalling that Σc = (4πGc2Ds)/(DlsDl) we can write
αˆ =
4GM(< ξ)
c2ξ
. (2.45)
From the equation above, we see that the bend angle αˆ that placed the image
of an object at θ = ξ/Dl depends on the mass within a disk of radius θ on
the sky.
2.2.0.3 Einstein radius
We can use the lensing equation θ = β+ αˆ to write
θ = β+
Dls
Ds
4GM(< ξ)
c2ζ
= β+
Dls
DsDl
4GM(< θ)
c2θ
, (2.46)
which for a source on axis, i.e. β = 0, gives the so called Einstein radius
θE =
√
Dls
DsDl
4GM(< θE)
c2
. (2.47)
Hence, for a source on axis, a sufficiently massive lens will produce a circular
image with radius θE on the sky. This is a particularly useful result as we can
estimate the mass contained within the Einstein radius as
M(< θE) = θ
2
E
c2
4G
DsDl
Dls
. (2.48)
It also provides a length-scale for strong lensing – multiple images will be
separated by a distance ∼ 2θE.
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2.2.0.4 Weak lensing regime
In Section 2.1.4 we have seen that A maps an infinitesimal circular image
to an elliptical source. In the weak lensing regime this is also approximately
true for extended sources. For an image with surface brightness I(θ) we can
write
I(θ) = Is(β), (2.49)
where Is(β) is the surface brightness at the source. Then, expanding θ and
β around θ0 and β0 respectively, we can write
I(θ0 + δθ) = Is(β0 + δβ) = Is(β0 +Aδθ), (2.50)
where we have used
A =
∂βi
∂θi
, (2.51)
and we will assume A does not vary substantially across the image. The
change of shape of a galaxy’s image is directly related to the gravitational
potential along the line of sight via A. As lensing maps an elliptical source
to a circular image, and a circular source to an elliptical image (viaM), we
can study the gravitational fields in the Universe by measuring the apparent
ellipticities of galaxies.
2.2.0.5 Reduced shear and the mass-sheet degeneracy
However, there is a caveat to this statement. A can be written as
A = (1− κ)
 1− g1 −g2
−g2 1− g1
 (2.52)
where gi is the reduced shear
gi =
γ1
(1− κ)
. (2.53)
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The only effect of 1−κ is a uniform contraction or expansion of the image (see
Figure 2.4). As we do not know the intrinsic size of the galaxy, by measuring
ellipticity we in fact measure the reduced shear. In the weak lensing regime
where γ ∼ κ ∼ 0.01 this is not a significant effect, and g ≃ γ. However, in
case of stronger fields, such as around clusters of galaxies, γ ∼ κ ∼ 0.1 this
can be a substantial effect. Shapiro (2009) has shown that reduced shear will
become significant for the upcoming generation of weak lensing surveys. In
the work described in this thesis, I have assumed g ≃ γ as I will be concerned
mainly with large scale structure where weak lensing prevails.
An effect related to reduced shear is themass-sheet degeneracy present in
reconstructions ofκ (see Section 3.1.1). As the 1−κ prefactor inA is unknown,
our measurements are degenerate under the transformation A→ λA which
is equivalent to 1− κ′ → λ− λκ. Then,
κ′ = λκ+ (1− λ), (2.54)
which is equivalent to an extraneous sheet of surface mass density (1− λ)Σc
with the rest of the surface density scaled down. This effect can be amelio-
rated, either by considering a large enough field such that ⟨κ⟩ ≃ 0, or by
directly measuring κ via magnification – see Chapter 6.
2.3 lensing by a dark matter halo
2.3.1 singular isothermal sphere
Although there are manymodels for lenses (Keeton, 2001), a simple, but fairly
realistic, model is the singular isothermal sphere which has the profile of a
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self-gravitating ideal gas at constant temperature (Bartelmann and Schneider,
2001)
ρ =
σ2v
2πG
1
r2
, (2.55)
where σv is the velocity dispersion and r is the physical distance from the
centre. The density is infinite at the centre which justifies the name singular.
The mass within a radius is given by
M(< r) =
∫
dr 4πr2
σ2v
2πGr2
=
2σ2vr
G
, (2.56)
which means that the system has infinite mass. This is not a problem for
lensing as the effects will depend only on the mass within the image angle θ.
The velocity of objects in circular orbits are given by
v2 =
GM(< r)
r
= 2σ2v = const, (2.57)
which means that the model is consistent with the observed flat rotation
curves of galaxies (away from the centre).
The surface mass density is
Σ(ξ) =
∫
dD ρ(ξ,D). (2.58)
Noting that r2 = ξ2 +D2 we can write
Σ(ξ) =
∫
dD
σ2v
2πG(ξ2 +D2)
=
[
σ2v
2πGξ
tan−1 D
ξ
]∞
−∞ =
σ2v
2Gξ
. (2.59)
Then the mass within the radius ξ is
M(< ξ) =
∫
dξ ′ 2πξ ′Σ(ξ ′) =
πσ2vξ
G
. (2.60)
2.3.2 lensing effects
Now the unreduced bend angle is
αˆ =
4GM(< ξ)
c2ξ
=
4πσ2v
c2
, (2.61)
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which is independent of radius! This leads to an Einstein radius
θ2E =
Dls
DsDl
4G
c2
πσ2vDlθE
G
, (2.62)
whereM(< θ) = πσ2vDlθ/G. This means that
θE = αˆ
Dls
Ds
= α. (2.63)
This striking result allows us to easily find predictions for weak lensing
around an SIS. For that we turn to the complex notation introduced in Sec-
tion 2.1.4.1. We write the bend angle as α = θEeiω and noting that there is
no radial dependence we obtain the convergence
κ =
1
2
∂∗α =
θE
2
e−iω
(
−
i
θ
∂
∂ω
)
eiω = θE
2θ
, (2.64)
and shear
γ =
1
2
∂α =
θE
2
eiω
(
i
θ
∂
∂ω
)
eiω = θE
2θ
e2iω, (2.65)
where e2iω is responsible for the symmetry properties of the shear. These
lead to an E-mode pattern shown in Figure 2.5. Note that the strength of
both κ and γ fall off as θ−1 from the centre of the lens.
2.4 cosmological lensing
2.4.1 the lensing potential as a 3d quantitiy
When relating the lensing potential ϕ to the gravitational potential Φ by
Equation 2.9:
ϕ =
2Dls
c2DlDs
∫
dD Φ,
we assumed that there is a single thin lens at a distance Dl. However, in gen-
eral ϕ might have contributions from different gravitational sources along
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Figure 2.5: Weak gravitational lensing around an SIS. Image credit: Martin
White.
the light path. To make the relation more general we need to consider the
distance to the lens as a variable which is also integrated. First, we relate
the physical angular diameter distances to the comoving ones using Equa-
tion 1.43 for a flat universe (K = 0)
Dl =
χl
1+ zl
(2.66)
Ds =
χs
1+ zs
(2.67)
Dls =
χs − χl
1+ zs
(2.68)
Then by inserting the above relations into Equation 2.9 we get
ϕ(χs) =
2
c2
∫χs
0
dχl
χs − χl
χsχl
Φ(χl), (2.69)
which again is the projected gravitational potential. However, here the geo-
metrical kernel is under the integral sign.
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2.4.1.1 Relation to density fields
To relate the lensing potential as given by Equation 2.69 to the underlying
density field, we follow a derivation similar to Section 2.1.3. We start with
recalling that
α = ∇θϕ, (2.70)
and take the angular divergence
∇θ · α = ∇2θϕ =
2
c2
∫χ
0
dχ ′
χ− χ ′
χχ ′
∇2θΦ(χ ′)
=
2
c2
∫χ
0
dχ ′
χ ′(χ− χ ′)
χ
∇2comΦ(χ ′),
where again the ∂2Φ/∂z2 was added assuming it will integrate to zero along
the path. Combined with Poisson equation ∇2comΦ = 4πGρmδa2 this gives
∇2θϕ =
8πGρm
c2
∫χ
0
dχ ′
χ ′(χ− χ ′)
χ
δa2(χ ′) ≡ 2κeff , (2.71)
recovering Equation 2.18
κeff =
1
2
∇2θϕ. (2.72)
We can write κeff in terms of cosmological parameters as
κeff =
3H20Ωm
2c2
∫χ
0
dχ ′
χ ′(χ− χ ′)
χ
δ(χ ′)
a(χ ′)
, (2.73)
where we have assumed a flat universe. We see that the convergence is just
a projection of the density field. By relating κ with lensing observables we
can study the matter fields in the Universe.
2.4.2 convergence power spectrum and shear corre-
lation function
The fluctuations of the density field in the Universe can be described using
statistical measures such as the power spectrum P(k). As the convergence
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is a projection of the density fields, we can describe the statistics of κ by
analogy with the matter power spectrum
⟨δ˜kδ˜∗k ′⟩ = (2π)3δD(k− k ′)Pδ(k). (2.74)
First, we Fourier transform κ to obtain
κ˜(l) =
∫
d2θ κ(θ) exp(−il · θ). (2.75)
We define the convergence 2-point statistic (Heavens, 2010)
⟨κ˜lκ˜∗l ′⟩ = (2π)2δD(l− l ′)Pκ(l), (2.76)
where the convergence power spectrum Pκ(l) is given by
Pκ(l, χ) =
(
3H20Ωm
2c2
)2 ∫χ
0
dχ ′
(χ− χ ′)2
χ2
Pδ(l/χ, χ)
a2(χ)
. (2.77)
We can relate κ˜ and γ˜ by taking the Fourier transform of the convergence
and shears (see Section 2.1.4, Equations 2.24, 2.27, and 2.28; Section 3.1.1):
κ˜ = −
1
2
(
l21 + l
2
2
)
ϕ˜, (2.78)
γ˜1 = −
1
2
(
l21 − l
2
2
)
ϕ˜, (2.79)
γ˜2 = −l1l2ϕ˜. (2.80)
Using the above relations we can express the complex shear γ˜ = γ˜1 + iγ˜2 as
γ˜(l) =
l21 − l
2
2 + 2il1l2
l21 + l
2
2
κ˜(l) =
l1 + il2
l1 − il2
κ˜(l) = exp(2iβ) κ˜(l), (2.81)
where β is the phase of the vector l. From this it follows that
⟨γ˜lγ˜∗l ′⟩ = (2π)2δD(l− l ′)Pκ(l), (2.82)
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hence, Pγ(l) = Pκ(l). We can then construct the shear correlation function
⟨γγ∗⟩θ as
⟨γγ∗⟩θ = 1
(2π)2
∫
d2l Pγ(l) exp(−il · θ) (2.83)
=
1
(2π)2
∫
dl lPκ(l) exp(−ilθ cosα) dα (2.84)
=
1
2π
∫
dl lPκ(l)J0(lθ), (2.85)
where, after switching to polar coordinates, α is the angle between l and θ,
andwe exploit isotropy, i.e. the fact thatPκ(l) depends only on themodulus of
l. J0 is a Bessel function (Heavens, 2010). This allows us to study the statistics
of the density fields in the Universe by measuring the the shear field on the
sky. This cosmic shear was first detected in year 2000, independently by four
teams (Kaiser et al., 2000; Van Waerbeke et al., 2000; Bacon et al., 2000; Maoli
et al., 2001).
2.5 observational challenges
Cosmic shear provides a very promising way of studying the matter distri-
bution in the Universe, without any assumptions about its nature, i.e. both
baryonic and dark. However, we have to deal with unique observational chal-
lenges.
2.5.1 measuring shear
In Section 2.2.0.4 we have shown that we can estimate the shear γ by measur-
ing the ellipticity of a galaxy image. However, before an image is registered
by the CCD camera it is modified by several effects as shown in Figure 2.6.
The intrinsically elliptical image of a galaxy is first sheared by passing close
to a gravitational lens, e.g. a dark matter halo or large scale structure. Then it
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Figure 2.6: Forward modelling of a galaxy image. Bridle et al. (2009)
undergoes smearing by the atmosphere and telescope movements – an effect
described by the point spread function (PSF). As we are trying to measure
the shapes of galaxies, distortions introduced by the PSF can be a limiting
factor in this process (Bridle et al., 2009). Finally, a pixelised noisy image is
registered by the CCD.
A rather simplistic way, in which we can measure ellipticity, employs the
quadrupole moment of the galaxy image defined as
Qij =
1
F
∫
d2θ I(θ)θiθj, (2.86)
where I(θ) is the surface brightness, and F is the integrated flux of the ob-
ject. Then, by analogy with the two components of the shear, we have the
components of ellipticity
ϵ1 =
Q11 −Q22
Q11 +Q22
, (2.87)
ϵ2 =
2Q12
Q11 +Q22
, (2.88)
which are in turn related to the shear components by (Bartelmann and Schnei-
der, 2001)
γi ≃ ei
2− σ2e
, (2.89)
where ei = ⟨ϵi⟩ and σe = σϵ/
√
n. Kaiser et al. (1995) have extended this
approach to account for the PSF.
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The modulus of the ellipticity can be defined as
|ϵ| =
√
ϵ21 + ϵ
2
1, (2.90)
where ϵ1 and ϵ2 are the two components of ellipticity. Recent studies find
σ|ϵ| ≈ 0.5 (Joachimi et al., 2013; Miller et al., 2013), which yields for each
component ϵi a σϵ ≈ 0.3.
Currently, probabilistic forward modelling approaches to shape measure-
ment are dominating (Miller et al., 2007; Bridle et al., 2009; Zuntz et al., 2013).
These fit a realistic model to a galaxy image, including any pixel weights and
PSF. Model fitting methods make it easier to characterize and calibrate biases
than backward methods such as Kaiser et al. (1995). Forward-fitting methods
allow to model all of the effects shown in Figure 2.6 consistently, and to in-
corporate information about masks and other data artefacts. However, they
are considerably slower than other approaches.
2.5.2 intrinsic alignments
The measured ellipticity ϵi of a galaxy is a combination of shear γi, and some
unknown intrinsic ellipticity ϵinti , i.e.
ϵi = γi + ϵ
int
i . (2.91)
The ϵinti is generally unknown, but to first approximation we expect that
galaxies are randomly orientated on the sky, i.e. ⟨ϵint⟩ ≃ 0, and hence ⟨γ⟩ ≃
⟨ϵ⟩. This allows us to estimate the shear correlation function ⟨γiγj⟩ as given
by Equation 2.85 by measuring the correlation function of ellipticity ⟨ϵiϵj⟩.
However, expanding ⟨ϵiϵj⟩ gives
⟨ϵiϵj⟩ = ⟨γiγj⟩+ ⟨ϵinti ϵintj ⟩+ ⟨γiϵintj ⟩+ ⟨ϵinti γj⟩, (2.92)
where ⟨γiγj⟩ is the ‘GG’ term, ⟨ϵinti ϵintj ⟩ the ‘II’ term, and ⟨γiϵintj ⟩ & ⟨ϵinti γj⟩
are the ‘GI’ terms (Catelan et al., 2001; Hirata and Seljak, 2004). The ‘II’ term
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Figure 2.7: Geometry of the GI effect. Left: as visible on the sky. Right: along
the line of sight. The blue galaxy is alignedwith thematter halo (DM). The red
background galaxy image points in the orthogonal direction due to lensing.
Image credit: Benjamin Joachimi.
is due to an alignment of galaxies subject to the same tidal field, and adds
power to the lensing signal. The ‘GI’ term arises when a galaxy is aligned
by tidal forces due to a lens. If a galaxy at a higher redshift is then lensed by
this lens, it will point in an orthogonal direction to the tidally aligned galaxy,
as shown in Figure 2.7. Hence, the ‘GI’ term will partially cancel the lensing
signal.
Recent studies (Mandelbaum et al., 2011; Heymans et al., 2013) have found
an intrinsic alignment signal for early type galaxies, but no substantial signal
for late types.
In this thesis I will not consider the effects of intrinsic alignments as
they are not a limiting factor for current surveys. However, it is important
to remember that they will be a major source of systematic error for the new
generation of surveys.
So far, I have discussed statistical measures of the matter distribution in
the Universe and shown how it can be studied using weak gravitational lens-
ing. However, lensing also allows one to reconstruct the spatially resolved
density field which provides information beyond statistical measures. In the
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next chapter, I describe methods to make maps of the matter distribution in
the Universe, and review the unique information they provide.
3
maps in cosmology
introduction
Two point statistics, such as the power spectrum, have often been a primary
tool of modern cosmology as they fully specify the statistical properties of
Gaussian random fields which are expected to be a valid approximation to
cosmological fields in the linear regime. However, the fields in the Universe
contain much more information than can be captured by those simple statis-
tics. In this chapter I will discuss some of the methods used to make matter
density maps. I will also review the unique applications of maps in cosmo-
logical and astrophysical research.
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3.1 lensing density mapping
In the pioneering work of Kaiser and Squires (1993) it has been shown that
weak lensing can be used to map the distribution of dark matter in galaxy
clusters. Hence, the mass distribution in the Universe can be mappedwithout
assumptions about the dynamics of the baryonic component. In this section,
I describe the main methods of making maps of the lensing convergence κ
which is a projection of the matter density field. I will also describe different
schemes to improve the reconstructions by filtering out the noise.
3.1.1 direct inversion
The first non-parametric method of making maps from lensing data was the
Kaiser-Squires direct reconstruction method (Kaiser and Squires, 1993; Kaiser
et al., 1995) in which the projected density map κ is derived from shear ob-
servations stacked on a discrete grid. The shear value in each cell of the grid
is calculated as the mean of the ellipticities of the galaxies projected on the
sky in that cell. The starting point is taking the Fourier transform of the
convergence and shears (see Section 2.1.4, Equations 2.24, 2.27, and 2.28):
κ˜ = −
1
2
(
k21 + k
2
2
)
ϕ˜, (3.1)
γ˜1 = −
1
2
(
k21 − k
2
2
)
ϕ˜, (3.2)
γ˜2 = −k1k2ϕ˜, (3.3)
where we have used the fact that Fourier transforming changes derivatives to
wavenumbers, i.e. ∂→ k, which allows for simple algebraic manipulations.
Either of γ˜1 and γ˜2 can give an estimator of κ˜. However, to get a better
estimator we write κ˜ as a linear combination of γ˜1 and γ˜2
ˆ˜κ = λk
2
1 + k
2
2
k21 − k
2
2
γ˜1 + (1− λ)
k21 + k
2
2
2k1k2
γ˜2. (3.4)
maps in cosmology 65
Minimasing ⟨ ˆ˜κ2⟩ with respect to λ gives the best estimator
ˆ˜κ = k
2
1 − k
2
2
k21 + k
2
2
γ˜1 +
2k1k2
k21 + k
2
2
γ˜2. (3.5)
The cross term coming from ⟨γ˜1γ˜2⟩ can be ignored as shears are uncorre-
lated. Taking the inverse transform of ˆ˜κ gives a map of the convergence. By
following a similar procedure we obtain an estimator of the lensing potential
ϕˆ (see Equation 2.9)
ˆ˜
ϕ = −
2(k21 − k
2
2)
k21 + k
2
2
γ˜1 −
4k1k2
k21 + k
2
2
γ˜2. (3.6)
A recent application of the inversion is described in Van Waerbeke et al.
(2013). This method was subsequently generalised to estimate the three di-
mensional distribution of the potential by Taylor (2001) and Bacon and Taylor
(2003). In the centre of this method lies the inverse relation between the lens-
ing and gravitational potentials (see Appendix A)
Φ(χ) =
c2
2
∂
∂χ
(
χ2
∂
∂χ
ϕ(χ)
)
, (3.7)
which combined with Poisson’s equation ∇2Φ = (3/2)H20Ωmδ/a(t) allows
us to reconstruct the matter overdensity
δ(χ) =
a(t)c2
3H0Ωm
∇2
[
∂
∂χ
(
χ2
∂
∂χ
ϕ(χ)
)]
. (3.8)
The lensing potential ϕ(χ) is not directly observable and has to be estimated
from shear, hence the reconstruction suffers from an ambiguity similar to the
the mass-sheet degeneracy. The lensing potential estimated from the shear
ϕˆ will be given by (Heavens, 2010)
ϕˆ(χ) = ϕ(χ) + f(χ), (3.9)
where ϕ is the true potential and
f(χ) = F(χ) +G(χ)θx +H(χ)θy + K(χ)(θ
2
x + θ
2
y) (3.10)
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is a solution to
∂2f(χ)
∂θ2x
−
∂2f(χ)
∂θ2y
=
∂2f(χ)
∂θx∂θy
= 0, (3.11)
consistent with zero shear.
The only one that is important, assuming all vary smoothly with χ, is
K(χ) which corresponds to a sheet of overdensity
δ =
4a(t)c2
3H0Ωmχ2
∂
∂χ
(
χ2
∂
∂χ
K(χ)
)
. (3.12)
This is due to the fact, that although f(χ) can be consistent with zero shear,
the K(χ) might not be consistent with zero convergence κ – the projected
density.
This method was then applied to real data in Taylor et al. (2004), Massey
et al. (2007), and recently Simon et al. (2012). Although, the method outlined
above allows a 3D reconstruction of the density field, lensing remains an
inherently projected phenomenon. Hence, it is oftenmore convenient towork
with the projected 2D fields such as κ or ϕ.
3.1.2 forward reconstruction
Today, statistical inference in cosmology makes extensive use of so called
Bayesian methods (Hobson, M. P., Jaffe, A. H., Liddle, A. R., Mukeherjee, P.,
& Parkinson, D., 2010; Trotta, 2008). This allows us to properly handle prob-
abilistic inference. In particular, in the case of lensing reconstruction, rather
then directly transforming the observed data into parameters of interest, we
try to fit a model to the data, by modelling the observations.
3.1.2.1 Bayesian reasoning for experimental data
The central equation of this approach is Bayes’ theorem:
Pr(θ|x,M) = L(x|θ,M)Pr(θ|M)Pr(x|M) (3.13)
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where Pr(θ|x,M) is the posterior probability of parameters θ given data x
and model M, L(x|θ,M) is the so called Likelihood, Pr(θ|M) is the prior
probability and the normalising factor P(x|M) is called the evidence. Often, it
is convenient to work with parameters of the modelθ fromwhich observable
predictions x can be calculated rather than the predictions themselves. The
Bayesian inference can be divided into two levels:
parameter estimation: Here, we search for the most probable values
of parameters given a model. To find the best values of parameters
θ within a model M we can ignore the evidence as it acts only as a
normalising factor, and just write
Pr(θ|x,M) ∝ L(x|θ,M)Pr(θ|M), (3.14)
where the best-fit parameters are those that maximise the posterior
probability. Assuming we have no knowledge of how the parameters
of the model should be distributed we may assume that all values are
equally likely a priori i.e. the prior distribution is flat. Then Pr(θ|x,M) ∝
L(x|θ,M) and the posterior distribution is found by maximising the
Likelihood. This is the basis of maximum-likelihood (ML) methods.
However, one generally has some prior knowledge of the system un-
der inference (e.g. from a previous study or theoretical expectation).
Then the combination L(x|θ,M)Pr(θ|M) should be maximised giving
a maximum-probability (MP) method. Moreover, even an uninforma-
tive prior (e.g. requiring smoothness) is a better choice in case of noisy
data as the maximum-likelihood will generally over-fit the data by fit-
ting noise.
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model selection: In this case we would like to decide which model is
more supported by the data irrespective of the parameter values. We
write the Bayes’ theorem for the model
Pr(M|x) = Pr(x|M)Pr(M)Pr(x) , (3.15)
where Pr(x) cannot be assigned a value – we do not know what was
the model independent probability of gathering data x. However, we
can compare the models by taking a ratio of the posteriors for each
model
Pr(M1|x)
Pr(M2|x)
=
Pr(x|M1)Pr(M1)
Pr(x|M2)Pr(M2)
. (3.16)
As we try to decide which model is better we assign the same prior
probability Pr(M1) = Pr(M2) to each of them. The likelihood of the
model is simply the evidence term in the general Bayes’ theorem (Equa-
tion 3.13) and is given by
Pr(x|M) =
∫
L(x|θ,M)Pr(θ|M) dNθ, (3.17)
whichmeans that it is just the volume of the posterior distribution. This
can be calculated using for example the Nested Sampling algorithm
(Skilling, 2004; Mukherjee et al., 2006; Feroz et al., 2009).
3.1.2.2 Lensing likelihood
We can use the framework discussed above to find a hypothesis density field
which has the maximum probability of accounting for some observed data.
We suppose that we have a data vector γ, which contains estimates of shear
from observed galaxy ellipticities. We parameterize the hypothesis field by
the values κ of projected density in a grid of pixels. We could also parametrise
the hypothesis in terms of the lensing potential ϕ. The best fitting set of
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parameters is then found by maximising the posterior probability Pr(κ|γ,M)
according to Bayes’ theorem
Pr(κ|γ,M) = L(γ|κ,M)Pr(κ|M)Pr(γ|M) ∝ L(γ|κ,M)Pr(κ|M) (3.18)
where L(γ|κ,M) is the likelihood and Pr(κ|M) is the prior probability.
If our hypothesised convergence field has corresponding shear pixel val-
ues γκi , and the data shear pixel values are γdi , then the likelihood for our
hypothesised reconstruction is
L(γd|κ) ∝
∏
i,j
exp
(
−
(γκi − γ
d
i)
TC−1ij (γ
κ
j − γ
d
j)
2
)
, (3.19)
where C−1 is the noise covariance matrix. Assuming the noise in each pixel
is uncorrelated makes the covariance matrix diagonal and simplifies the like-
lihood to
L(γd|κ) ∝
∏
i
exp
(
−
(γκi − γ
d
i)
2
2σ2γ
)
= exp
(
−
χ2γ
2
)
. (3.20)
This assumption is trivially true for shape noise, which dominates on all
scales considered. However, intrinsic correlations between galaxy shapes (IA,
Catelan et al., 2001; Hirata and Seljak, 2004, see Section 2.5.2) can in principle
introduce non-zero off-diagonal terms in the covariance matrix. However, for
a broad redshift distribution the intrinsic alignment signal is expected to be a
sub-dominant contribution to the cosmological shearâshear correlation with
an expected bias for cosmological parameters that is within the statistical
uncertainty (Kirk et al., 2010; Joachimi et al., 2011; Mandelbaum et al., 2011).
Hence, a 2D reconstruction is practically immune to such primary astrophys-
ical systematics. For a tomographic analysis of shear and IA over the redshift
range of the CFHTLenS survey see Heymans et al. (2013).
As mentioned above, the maximum-likelihood method (Bartelmann et al.,
1996) will typically overfit the data by fitting the noise. Due to finite sampling
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of the shear field at galaxy positions, and further contamination of the signal
by galaxy ellipticity noise, the reconstruction methods require smoothing
or regularisation (Squires and Kaiser, 1996). We can consider two classes of
prior which try to achieve this: informative and uninformative priors, differ-
ing in the assumptions which they make about the signal. If the purpose of
introducing extra information is to regularise – prevent over-fitting – rather
than inform an inference we can speak of a weakly informative prior.
Although computationally more expensive, forward reconstruction meth-
ods allow for a simple inclusion of additional information in the form of a
prior. Over the past two decades different forms of regularisation have been
considered. An important example is the Maximum-Entropy (MaxEnt) regu-
larisation known from image reconstruction (Seitz et al., 1998; Bridle et al.,
1998; Marshall et al., 2002) and discussed in Section 3.1.3.4.
3.1.3 noise and filtering
3.1.3.1 Noise in a convergence map
In a purely lensing, i.e. maximum-likelihood or Kaiser-Squires, reconstruc-
tion of convergence the noise per pixel can be easily approximated as
σ2κ =
σ2ϵ
ngA
, (3.21)
where σϵ is the dispersion in each of the galaxy ellipticity estimates,ng is the
galaxy number density and A is the area of the pixel (van Waerbeke, 2000).
To reduce the noise in a convergence map we can apply some kind of
filtering (Pires et al., 2010). Filtering methods can be in principle divided into
non-Bayesian, e.g. Gaussian or Wiener filters, and Bayesian, e.g. Maximum-
Entropy.
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3.1.3.2 Gaussian filtering
The simplest way to suppress noise in a convergence map κN is to convolve
it with a Gaussian window function G which has a standard deviation σG
κG = G ∗ κN. (3.22)
This filter suppresses the high, noise dominated, frequencies of the signal.
However, the result depends strongly on thewidthσG of thewindow function
which controls the level of the smoothing. The width σG can be chosen to
emphasize structures on a particular scale, or a certain typical S/N.
3.1.3.3 Wiener filtering
In this filtering scheme, each k-mode in κ˜N is assigned a weight
w(k) =
|κ˜(k)|2
|κ˜(k)|2 + |N˜(k)|2
, (3.23)
where κ˜(k) and N˜(k) are the expected values of the signal and noise respec-
tively (Pires et al., 2010). In practice, these are taken from the estimates of
the signal and noise power spectra
w(k) =
Pκ(k)
Pκ(k) + PN(k)
. (3.24)
If the noise follows a Gaussian distribution, then the Wiener filter provides
the minimum variance estimator, i.e. it minimizes the mean square error be-
tween the signal estimated from observations and the expected signal.
3.1.3.4 Entropy regularisation
The Maximum-Entropy (MaxEnt) regularisation known from image recon-
struction, while being an uninformative prior, gives the smoothest map con-
sistent with data. Herem is a vector to which κ values default in the absence
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of information suggesting otherwise. Then the cross-entropy S of κ andm is
(Bridle et al., 1998)
S(κ,m) =
∑
i
κi −mi − κiln
[
κi
mi
]
, (3.25)
where the sum is over the reconstruction grid pixels. This function has a
maximum at κ = m. The prior probability that is assigned to κ then becomes
Pr(κ|m) ∝ exp(αS), (3.26)
where α is a regularisation parameter. The optimal value of α can be chosen
by comparing the Bayesian evidence of reconstructions with varying α for a
particularm.
In the absence of all information the maximum entropy principle setsm
to a constant positive definite value, i.e. a solution expressing full ignorance
about κ. This is equivalent to assuming κ is a sheet of constant surface density.
Seitz et al. (1998) points out that this choice of prior, by enforcing smooth-
ness, will underestimate the mass peaks. The suggested solution is updating
the prior after a number of iterations to preserve its smoothness but allow
more prominent departures from a constant mass sheet of the MaxEnt solu-
tion.
3.2 other density mapping methods
Lensing is not the only method by which we can infer the distribution of the
underlying density fields. The majority of the processes in the Universe de-
pend on the gravity field sourced by the density. Hence we can use a plethora
of methods to map it. Here, I will discuss two particularly important probes
of the density field – peculiar velocities and galaxy positions.
It is important to note that in contrast to the case of lensing or peculiar
velocities, where the underlying density is related to a property of the galaxy
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such as its shape or velocity, in the case of galaxy positions it is the presence
of the galaxy itself that becomes a probe of the density.
3.2.1 peculiar velocities
Peculiar velocities are the departures of a galaxy motion from the universal
Hubble flow. If the distance to a galaxy is known, the peculiar velocity can
be estimated from the redshift of the galaxy, as this is a sum of the effects
of expansion and peculiar motion. However, establishing distances to galaxy
directly is difficult, and in practice the redshift of a galaxy is used as a distance
indicator, with the effects of peculiar motion corrected for statistically.
Similarly to lensing, peculiar velocities are a direct probe of the gravita-
tional potential as given by Poisson equation
∇2comΦ = 4πGρ¯δa2, (3.27)
and hence provide an unbiased estimate of the underlying density field.
Initially, direct inversion methods between the peculiar velocity field and
the gravitational potential were applied in Bertschinger and Dekel (1989);
Dekel et al. (1990).
However, soon after a probabilisticmaximum-likelihood solutionwas pro-
posed by Kaiser and Stebbins (1991). Recently, it was extended to a maximum-
probability method by Johnston et al. (2012), where physically motivated pri-
ors were added to aid the reconstruction process. This allows one to extend
the reconstruction to larger distances, and opens the possibility of using pe-
culiar velocities as a complementary cosmological probe (see Section 3.3.3).
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3.2.2 galaxy positions
We expect to observe more galaxies where there is more matter (see Sec-
tion 1.3.2). Hence, the underlying density field is related to the galaxies by
δg ∼ bδ+ O(δ2) + ϵ, (3.28)
where b is the linear bias, ϵ is the stochastic component of the bias, and δg is
the galaxy over-density
δg(θ, z) =
nz(θ)
n¯z
− 1, (3.29)
where n¯z is the mean number density of galaxies at redshift z and nz(θ) is
the local number density of galaxies at position θ (for example in a pixel). By
measuring δg one can in principle estimate the matter over-density field δ.
Such a reconstruction will be noisy, and hence different approaches were
taken to improve it. For example, Zaroubi et al. (1995) suggested incorpo-
rating a Wiener filter which, although effective at reducing noise, underesti-
mates the fluctuation power in the recovered field.
Recently, fully probabilistic methods that aim at reconstructing a physi-
cally realistic signalwere developed and applied to data byKitaura andEnßlin
(2008); Jasche et al. (2010). In particular, they combine a Poissonian likeli-
hood for the observed galaxy number Ngal with a prior (Kitaura et al., 2010)
on the probability distribution of density fluctuations δ assuming it follows
log-Normal statistics (see Coles and Jones, 1991)
Pr(δi|Ngali ) ∝ L(Ngali |λi(δ))Poisson × Pr(δi|Q)log−Normal, (3.30)
where λ(δ) is the mean number of galaxies as function of δ, and Q is the
covariance matrix of the log-Normal density distribution. The posterior prob-
ability is then sampled using a Hamiltonian Monte Carlo scheme (Jasche and
Kitaura, 2010). Figure 3.1 shows an example of a density reconstruction from
the SDSS galaxy survey (Jasche et al., 2010).
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Figure 3.1: Large scale structure reconstruction in Jasche et al. (2010). The im-
age shows the matter density contrast inferred from the position of galaxies
found in the SDSS DR7 dataset.
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Figure 3.2: Two density fields with identical power spectra. Although these
fields have the same 2-point statistic, they are visibly different. Source: Coles
and Chiang (2001)
3.3 applications of maps
3.3.1 dark matter structures and galaxies
Although two point statistics, such as the power spectrum, have often been a
primary tool of modern cosmology, the fields in the Universe contain much
more information than can be captured by those simple statistics. Figure 3.2
shows an example of two very different fields that have the same 2-point
statistic. The additional information about such fields is encapsulated in a
spatially resolved map.
Hence, density mapping by different methods provides a unique window
onto the distribution of matter in the Universe, and the relation between dark
matter and the galaxies – in particular galaxy bias.
In principle, galaxy bias might be a complicated function of scale, redshift,
and galaxy type. Amara et al. (2012) used galaxy over-densities to make a
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prediction of the weak lensing convergence κgal in the COSMOS field. By
comparing it with the lensing measurements, they have shown that a redshift
evolving linear bias b(z) is sufficient to explain the observations. However,
future surveys might refine this simple picture.
Of course, such maps can be used beyond purely cosmological applica-
tions, for example to study the correlations between galaxy properties and
the local environment and large scale environment in which these galaxies
reside, as discussed in Kovač et al. (2010). This provides crucial information
for galaxy formation and evolution studies.
Maps are especially suited to study individual elements of the cosmic web.
Recently, the first detections of dark matter filaments between clusters were
reported in Dietrich et al. (2012); Jauzac et al. (2012). Figure 3.3 shows a map
of the filament fromDietrich et al. (2012), confirming the existence of the dark
matter cosmic web as suggested by N-body simulations (see Section 1.2.4.3).
Jauzac et al. (2012) beyond mapping the filament, have studied the relation
between the flow of gas into the cluster associated with the filament.
A review of mapping techniques and their applications would not be com-
plete without a map that is in fact one the most iconic images in astrophysics
– the Bullet Cluster (Clowe et al., 2006) shown in Figure 3.4 (Top). The sys-
tem is believed to be the aftermath of a collision between two clusters. Fig-
ure 3.4 (Bottom) shows a schematic of the formation of the system: galaxies
and non/weakly-interacting darkmatter pass each other unimpeded,whereas
baryonic gas collides and forms a shock in themiddle. Asmost of the baryonic
mass within a cluster of galaxies is in the hot intra-cluster gas, the separation
of gas and mass inferred from lensing implies the existence of a dominant
dark component.
Currently more similar systems are known and their primary importance
is the estimation of the dark matter self-interaction cross-section per particle
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Figure 3.3: Dark matter filament between the Abell 222 and Abell 223 clus-
ters (Dietrich et al., 2012). The contours show the distribution of mass in a
non-parametric reconstruction of the lensing convergence, confirming the
existence of the dark matter cosmic web as suggested byN-body simulations
(see Section 1.2.4.3).
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mass σ/m (Massey et al., 2010; Harvey et al., 2013). Any coupling between
dark matter particles would lead to dynamical friction, and changes in the
kinematics of the clusters compared with a gravity-only interaction.
3.3.2 non-gaussianity
Although second order statistics, such as the 2-point correlation function
and the power spectrum, are most commonly used to constrain cosmological
parameters, they are insensitive to non-Gaussian features of the density fields
in the Universe. To study them, one can construct higher ordermeasures such
as 3-point and 4-point statistics. However, Pires et al. (2012) discuss several
other measures of non-Gaussianity that are particularly applicable to maps.
They choose to work with the convergence κ rather than shear γ, as shear
is an even quantity and does not possess a third order moment. Moreover, it
is easier to de-noise the convergence field. The measures discussed in Pires
et al. (2012) are:
skewness: ⟨κ3⟩ is the third order moment of the convergence. It measures
the asymmetry of the convergence distribution function. The distribu-
tion will be skewed positively by the presence of non-linear clustering,
i.e. it will depend on the abundance of darkmatter haloes at a particular
scale.
kurtosis: ⟨κ4⟩ is the fourth order moment of the convergence. It measures
how peaky is the probability distribution function. The abundance of
dark matter haloes at a particular scale will flatten the probability dis-
tribution function and widen its tails leading to a larger kurtosis.
peak counts: A peak is defined as connected pixels above a detection
threshold. A formalism to predict the peak counts in weak-lensing sur-
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Figure 3.4: The Bullet Cluster. Top: The pink shows the hot intra-cluster gas as
seen in X-rays. Blue indicates the position of the dominant mass as inferred
from weak lensing observations. Bottom: A schematic explanation of the
formation of the cluster’s structure. Image credit: NASA/CXC/M.Weiss
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veys, including the fraction of spurious detections caused by projection
effects, can be found in Maturi et al. (2010).
The higher order moments are good measures of non-Gaussianity, as a
Gaussian distribution is fully specified by its first and second moments –
mean and variance. However, the peak counts have the greatest promise as
a cosmological probe (Hilbert et al., 2012).
3.3.3 modified gravity
The discussion so far has assumed General Relativity as the true description
of gravity. However, a general perturbed FRWmetric in the Newtonian gauge
will have the form (Heavens, 2010)
ds2 = (1+ 2Φ/c2)dt2 − a2(t)(1− 2Ψ/c2)
[
dχ2 + χ2dψ2
]
,
with an additional freedom of a potential Ψ in front of the spatial part of the
metric (in GR, in areas without substantial anisotropic stress,Ψ = Φ). In such
a case the lensing potential is given by
ϕ(χ) = c−2
∫χ
0
dχ ′
χ− χ ′
χχ ′
(
Φ(χ ′) + Ψ(χ ′)
)
.
Lensing probes the sum of the metric potentials as photons follow geodesics,
hence are sensitive to the curvature of both time and space. Heavens (2010)
gives an introduction to testing modified gravity using lensing.
To separate the signals coming from theΦ andΨ potentials we have to use an
additional probe beyond lensing. Differently than photons, non-relativistic
matter particles motion lies in the Newtonian limit of GR described fully by
the Φ potential. This allows us to use galaxy surveys to study it. The galaxy
density perturbation δgi of type i galaxies in redshift space to first order is
δgi = (bi∇2 + f∂2z)Φ+ ϵi,
maps in cosmology 82
Figure 3.5: Modified gravity constraints from CFHTLenS and BOSS surveys.
The cross indicates the GR values of the parameters. Image credit: Simpson
et al. (2013).
where bi is the bias, f the growth factor related to peculiar velocities and ϵi
is the noise. Several studies used this complementarity of lensing and galaxy
surveys to constrain modified gravity1 (Simpson et al., 2013; Reyes et al., 2010;
Song et al., 2010; Zhao et al., 2010). An example is shown in Figure 3.5.
Here the lensing and peculiar velocities, estimated from redshift space dis-
tortions,were compared in a statistical way. However, Zhao et al. (2011) show
that the modifications to gravity might be environment dependent. They con-
sider haloes that reside in low and high density regions and define a quantity
∆M ≡ MD
ML
− 1 (3.31)
whereML is the lensing mass estimate, andMD is the dynamic mass estimate.
Screening, such as the chameleon and Vainshtein mechanisms (Clifton et al.,
2012),will restore the GR value ∆M = 0 for haloes that are massive enough.
1However, parameterisations of the potentials vary from work to work.
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However, as Zhao et al. (2011) show, even less massive haloes can be screened
is they reside in deeper large scale potential well. This makes density maps
particularly useful for modified gravity studies.
3.3.4 background-foreground correlations
Matter maps can also be used to study the effects of gravity on different
sources, e.g. magnification or gravitational redshift. These effects are usu-
ally detected by cross-correlating the background source with a foreground
matter distribution map. Major applications include studying the Integrated
Sachs-Wolfe effect (Giannantonio et al., 2006, 2012) or the scatter in the redshift-
distance relation due to lensing of the type Ia supernovæ (Smith et al., 2013).
3.4 scope and aims of this thesis
As the dark matter field is probed by many different methods, it is beneficial
to seek an effective way of combining them to reconstruct the underlying
density field. Furthermore, the distribution ofmatter exhibits scale dependent
properties which suggests performing the analysis in harmonic space. Hence,
in this thesis I study the relation between cosmological fields as captured by
their Fourier phases.
In Chapter 4 I discuss the importance of Fourier phases for the morphol-
ogy of fields. By considering the case of Gaussian random fields I develop
some basic tools to quantify the similarity of different fields via their phase
difference. This is then applied to more realistic fields, such as the lensing con-
vergence κ and the galaxy distribution modelled by a simple parametrised
bias model.
In Chapter 5 I propose a maximum-probability method of reconstructing
the lensing convergence by combining information from cosmic shear and
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the galaxy distribution – a likelihood term for shear data and a prior on the
Fourier phases constructed from the galaxy positions. By considering only
the phases of the galaxy field, the method evades the unknown value of the
bias and allows it to be calibrated by lensing on a mode-by-mode basis.
In Chapter 6 I extend the maximum-probability method to an additional
observable – the lensing magnification estimated from galaxy sizes. The po-
tential of exploiting galaxy sizes as a complementary lensing observable has
recently attracted much attention and we can expect it will become an impor-
tant part of future surveys. After reviewing the basics of using galaxy sizes
to estimate the lensing convergence κ, I combine them with the phase prior
discussed in Chapter 5. I conclude the chapter with a short section discussing
some insights into the way in which the phase prior succeeds to improve the
reconstruction.
In Chapter 7 I show some preliminary results of applying the maximum-
probability method to real data from the Dark Energy Survey – cluster fields
imaged during the science verification stage of the survey. I conclude the the-
sis by discussing future directions in which this research programme might
take.
4
fourier phase difference of
cosmological fields
introduction
Two point statistics, such as the power spectrum, have often been a primary
tool of modern cosmology as they fully specify the statistical properties of
Gaussian fields which are expected to be a valid approximation to cosmo-
logical fields in the linear regime. However, as we have seen in the previous
chapter, the fields in the Universe contain much more information than can
be captured by those simple statistics. In particular, due to primordial physics
(Komatsu et al., 2009) and non-linear evolution on scales probed by galaxy
and weak lensing surveys, the density field will have non-zero higher order
statistics beyond the power spectrum. This higher order information is en-
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coded in a combination of phase and amplitude of the Fourier transformed
field.
Recalling that a Gaussian random field has randomly orientated phases
we immediately realise that any phase correlations will imply departures
from Gaussianity. Hence, if we can obtain a full estimate of phase and ampli-
tude, we will be able to extract information about the growth of structure and
the early Universe (Chiang and Coles, 2000; Watts and Coles, 2003; Chiang
et al., 2004).
However,unlikeN-point statistics, the statistical tools for studying Fourier
phases of cosmological fields is still rather poorly developed, although some
results can be found in the literature.
The major research program which has been carried out involved study-
ing the difference between the phases ofmodes with neighbouring wavenum-
bers (Coles and Chiang, 2000, 2001). To define this difference we start with
expanding a density field δ in a set of plane waves
δ(x) =
∑
i
δ˜(ki) exp(iki · x) (4.1)
where δ˜(k) are the Fourier modes
δ˜(k) = |δ˜(k)| exp(iϕk) (4.2)
which form a set of complex numbers with amplitude |δ˜(k)| and phase ϕk.
We can then consider a phase difference in one dimension
Dk = ϕk+1 − ϕk, (4.3)
where k + 1 and k denote modes with neighbouring wavenumbers. Such
phase correlations can be induced by non-Gaussianity, be it primordial or
due to non-linear evolution.
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Chiang and Coles (2000) proposed to study deviations from Gaussianity
by defining the information entropy for the phase difference frequency dis-
tribution f(Dk) (normalised to 1)
S(Dk) = −
∫
f(Dk) log[f(Dk)]dDk, (4.4)
where the integral is over all values of Dk, i.e. [0, 2π). A state of maximum
entropy, in which Smax(Dk) = log(2π), would correspond to a uniform distri-
bution, i.e. a Gaussian random field. Phase correlations would lead to a lower
entropy. Watts et al. (2003) have found that for mildly non-linear fields the
phase difference Dk should follow a von Mises distribution
Pr(Dk) =
1
2πI0(κ)
exp [−κ cos(D− µ)] (4.5)
where µ is the mean angle, I0 is a modified Bessel function of order zero. κ
describes the correlation between the real and imaginary parts of the Fourier
modes. They have arrived at this result by assuming that for such a field the
real and imaginary parts of the Fourier modes still follow a normal distribu-
tion but are not independent, i.e. can be modelled as a bivariate Gaussian
with non-zero covariance (described by κ).
More generally, beyond a purely statistical description, the phases de-
scribe the spatial pattern of a given field (Chiang, 2001), hence in cases where
one is interested in a specific realisation of a density field, such asmapmaking,
the phases contain a wealth of information as shown in Figure 4.1. Compared
with the images in the first column, the Fouriermodes of the images in the sec-
ond column have randomised phases (but the same amplitude), which makes
the faces invisible. The images in the third column have phases swapped
between rows which, despite the fact that the amplitudes again remain un-
changed, makes the faces visible in the other row.
We can define a phase difference between fields, i.e. the difference be-
tween the phases of modes at the same k-vector. In this case the phase dif-
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ference informs us about the correlation between the morphologies of the
fields and becomes a measure of their similarity. It is especially interesting
in the case of different tracers of a single underlying field. Hence, it can be
informative even in the case of Gaussian fields, but is not restricted to them.
In this chapter I will describe some of the basic properties of the phase
difference. I will begin with a simple example of a Gaussian field that will
allow us to define some statistical tools that we will use in the rest of this
thesis. Then I will apply this machinery to an N-body simulation that will
allow us to study the feasibility of using the phase difference to gain cosmo-
logical information using observable fields such as the lensing convergence
and biased galaxies.
4.1 phase difference of gaussian fields
Suppose we have two fields sourced by the same density field δ˜ such that δ˜1 =
f1(δ˜) and δ˜2 = f2(δ˜). Then the phase difference for a particular wavevector
in k-space is
∆α(k) = α1(k) − α2(k). (4.6)
It would be beneficial to derive an exact form for the distribution of the
phase difference ∆α. However, even without a full derivation we can make
some progress in understanding the properties of the phase difference us-
ing a combination of numerical simulations and some simple geometrical
arguments.
We firstwant to consider the effect of adding Gaussian noise to a Gaussian
random field as this models an important case of an observable but noisy field
sourced by some underlying field, e.g. the galaxy field sourced by the matter
density field.
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(a) Original images. (b) Random phases. (c) Phases swapped.
Figure 4.1: Importance of Fourier phases for the morphology of a field. Com-
pared with the images in the first column, the Fourier modes of the images
in the second column have randomised phases (but the same amplitude),
which makes the faces invisible. The images in the third column have phases
swapped between rows which also makes the faces interchanged. The am-
plitudes again remain unchanged. (Source: M. S. Bartlett, J. R. Movellan, T. J.
Sejnowski, IEEE 2002.)
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We can understand better the influence of adding Gaussian noise to a
Gaussian random field by considering how the modes look on the complex
plane, as shown in Figure 4.2. For a particular k in Fourier space the modes of
one random field will form a set of complex numbers with real and imaginary
parts distributed randomly and independently, following N(0, σs). This is
represented as a cloud of points in Figure 4.2 (a).
Adding independent Gaussian noise with real and imaginary components
following N(0, σn) will introduce greater scatter as σ2s+n = σ2s + σ2n (see Fig-
ure 4.2 (b)). This will change both the phases and amplitudes of the modes.
The effect on amplitudes is, however, simple as the width of their distribution
changes from σs to σs+n. But what happens to the phases?
As the phases of a random field carry no statistical information, let us
set them to αk = 0 in the case of the noiseless field (Figure 4.2 (c)). The
amplitudes of the modes remain Rayleigh distributed with σs. This way, after
adding noise, the phases of the resulting field will model the phase difference
between the noisy and noiseless fields as shown in Figure 4.2 (d).
From the discussion above we see that we can simulate the phase differ-
ence distribution as a set of complex numbers where the imaginary part is
Gaussian distributed and the real part is distributed as a sum of a Rayleigh
and a Gaussian. A Rayleigh distributed random number xwith a particular σ
value can be easily generated from a uniformly distributed random number
u as
x = σ
√
−2 ln(u), (4.7)
where σ describes the width of the distribution. The phases of such a set
of complex numbers are distributed like the phase difference generated by
adding Gaussian noise to a Gaussian random field. The parameters σn and
σs are a function of k (but constant in the case of white noise).
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(a) Signal. (b) Signal + noise.
(c) Signal with phases α = 0. (d) Phase difference induced by adding
noise.
Figure 4.2: The effect of adding Gaussian noise to a Gaussian random fields.
Here σs = σn. See text for details of procedure.
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Figure 4.3: Phase difference distribution for Gaussian noise. σs = σn.
Figure 4.3 shows the histogram for the phase difference generated assum-
ing σs = σn = 1. The fitted line (dashed) shows a Wrapped Cauchy density
function.
4.1.1 wrapped cauchy distribution
TheWrapped Cauchy distribution (Jammalamadaka and Sengupta, 2001) pro-
vides a very good fit to the histogram of the phase difference of Gaussian
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random fields discussed in the previous section. It is obtained by taking a
Cauchy pdf given by
fC(x; x0, σ) =
1
π
· σ
σ2 + (x− x0)2
, x ⊂ (−∞,∞), (4.8)
and wrapping it around a unit circle
fWC(β;β0, γ) =
∞∑
n=−∞
σWC
π(σ2WC + (x− x0 + 2πn)
2)
, (4.9)
which gives
fWC(β;β0, γ) =
1
2π
· 1− γ
2
1+ γ2 − 2γ cos(β− β0)
, (4.10)
where γ = e−σWC and β ⊂ [−π, π). This pdf will provide us with a compact
description of the phase difference ∆α distribution, especially its width σα =
σWC.
4.1.1.1 Parameter estimation
Although a general maximum-likelihood method for estimating the param-
eters of a Wrapped Cauchy distribution from data points exists (Jammala-
madaka and Sengupta, 2001), I have developed a simpler approximate estima-
tor based on the median absolute deviation (MAD)
MAD = median(|X−median(X)|) (4.11)
where X is the univariate data vector. For Wrapped Cauchy ∆α distribution
with β0 = 0 the parameter σα can be approximated as 1.1 ·MAD∆α where
the factor 1.1 is an empirical fit to data. The estimator works for small values
of σα as shown in Figure 4.4.
For high values of σα this approximation breaks down; as σα → ∞ the
Wrapped Cauchy tends to a uniform distribution, and MAD∆α goes to a con-
stant equal to the standard deviation of the uniform distribution, i.e. π/2.
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To test the estimator and generate the plot in Figure 4.4 I have gener-
ated a set of random numbers drawn from a Wrapped Cauchy distribution
with varying γWC = e−σWC following a simple procedure. A Cauchy dis-
tributed random number x can be generated from two independent normally
distributed random numbers y1, y2 ∼ N(0, 1) as
x = x0 + σ
y1
y2
. (4.12)
Then a Wrapped Cauchy distributed random number is obtained by taking
β = x mod 2π, (4.13)
and applying a wrapping procedure, i.e., if β is less than −π, we add 2π to β;
if β is greater than or equal to π then we subtract 2π from β.
Although we have assumed that the phase differences are distributed ac-
cording to a Wrapped Cauchy distribution based on a good fit to the plot, it
would be interesting to seek an algebraic relation between the parameters
describing the random fields and the pdf.
For a particular k the noiseless Gaussian field δ˜ is a set of complex num-
bers
δ˜ = zeiα = zseiϕs , (4.14)
where zs is the amplitude of the mode (Rayleigh distributed) and ϕs is the
phase (uniformly distributed). Adding Gaussian noise produces the noisy
field δ˜noisy which is the sum of the signal and noise
δ˜noisy = znoisyeiαnoisy = zseiϕs + zneiϕn . (4.15)
Noting that
δ˜δ˜∗noisy ∝ ei(α−αnoisy) = ei∆α, (4.16)
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Figure 4.4: Relation between the median absolute deviation (MAD) and σα
(crosses). Assuming σα can be estimated as 1.1·MAD∆α (solid line) is justified
for values of σα ≲ 1. For larger values, MAD∆α will tend to a constant (here
π/2 – dotted line).
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we can write down an expression for the phase difference ∆α. Expanding
δ˜δ˜∗noisy gives
δ˜δ˜∗noisy = zseiϕs
(
zse−iϕs + zne−iϕn
)
(4.17)
= z2s + zsznei(ϕs−ϕn) (4.18)
= z2s + zszn [cos(ϕs − ϕn) + i sin(ϕs − ϕn)] . (4.19)
As tan∆α is the ratio of the imaginary to the real part of δ˜δ˜∗noisy we can write
∆α = arctan
[
zszn sin(ϕs − ϕn)
z2s + zszn cos(ϕs − ϕn)
]
, (4.20)
and after dividing through by zszn we obtain
∆α = arctan
[
sin(ϕs − ϕn)
zs/zn + cos(ϕs − ϕn)
]
. (4.21)
As both ϕs and ϕn follow a uniform distribution, also ϕs − ϕn is uniformly
distributed. zs and zn are both Rayleigh distributed with σs and σn respec-
tively.
Assuming all modes are located at zs = σs and zn = σn respectively (Watts
et al., 2003), we see, that to first approximation, the modes lie on the complex
plain on a circle of unit radius that is shifted off centre by zs/zn along the
real axis. This suggests that the width of the distribution σWC will be some
function of zs/zn. Moreover, in the limit zs/zn → 0 the distribution of∆αwill
tend to a uniform as expected.
Figure 4.5 shows that σWC is indeed a function of zs/zn. The plot was
made by generating samples from phase differences of two Gaussian fields
described by σ21 = σ2s and σ22 = σ2s + σ2s with varying σn while keeping
σs = 1 constant. The width of the distribution (as estimated from MAD∆α)
grows monotonically with the ratio zn/zs. However, its second derivative
seems negative which suggests σWC is a more complicated function of zn/zs
in detail.
phase difference 97
Figure 4.5: Relation between the width of the distribution and the S/N ratio
of the fields. The crosses show the MAD(∆α)k between the noiseless field
with σs and a field with added noise with σn. The solid line is the best fit line
to the data and is given by MAD(∆α)k = 0.468(σn/σs) + 0.0512.
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4.2 phase difference of cosmological fields
4.2.1 galaxy biasing and lensing
In cosmology we work with a variety of fields sourced by a single underlying
(mostly dark) matter field. This includes in particular the galaxy distribution
and the weak lensing distortions.
Weak gravitational lensing provides a direct but noisy estimate of the un-
derlying density field. The galaxies are a higher signal-to-noise probe of the
density field but because of complicated astrophysical processes are biased
with respect to matter. The phase difference of these fields might provide
us with an extra handle of the way in which they probe the density field, in
particular the stochasticity of the bias relation.
For simplicity, I choose to work with 2D fields, as a projection of the
density field δ is directly recovered from lensing (as the convergence κ) and
easy to compute from the galaxy over-densities δg. Initially I will focus on
noiseless cases to study the theoretical behaviour of the phase difference.
Then I will apply a simple model for the expected observational errors to see
how much of the signal we can hope to recover.
4.2.1.1 A simple bias model
I willmodel the biased galaxy field using a simple parametrisedmodel defined
in Fourier space as
δ˜g = b(z)δ˜+ ϵ, (4.22)
where δ˜g is the galaxy over-density field, δ˜ is the matter over-density field,
b(z) is the redshift dependent bias parameter, and ϵ is a redshift independent
white noise contribution.
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This is not exactly correct. From the definition of the over-density δ =
ρ/ρ¯ − 1 we see that the minimum value for δ is −1. The same is true in the
case of galaxies where δg = n/n¯ − 1. However, in the case of the simple
model, if b > 1, the minimum of δg will be < 1 which is unphysical. This
should not alter the result substantially, as the dominant part of the signal
comes from the high density regions for both the galaxy and lensing fields.
For further details see Section 1.3.2.
Observationally, the galaxy counts will also be influenced by shot noise
due to Poissonian sampling
δˆg = δg + δPoisson. (4.23)
However, I will initially ignore this contribution and model it later when
discussing the realistic case in Section 4.3.
I will also ignore the influence of the mask - areas of varying depth or
those that need to be excluded. This can be corrected using methods used to
estimate the galaxy power spectrum such as Feldman et al. (1994).
4.2.2 simulated data: mice
To simulate the density and galaxy fields I have used an output from an N-
body simulation within the MICE collection (Fosalba et al., 2008). Figure 1.2
shows a snapshot from the simulation. It is a purely dark matter simulation
of a ΛCDM universe. It uses 40963 particles of mass mp = 3 · 1010M in a
3Gpc/h box. Table 4.1 summarises the cosmological parameters used in the
simulation.
From the simulation output lightcone, a box of 10◦ × 10◦ and redshift
range 0 < z < 1 was selected from the simulation. The box was divided
into 10 redshift bins with ∆z = 0.1. I have further repixelised each redshift
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Table 4.1: Input cosmological parameters of the MICE simulation
Parameter Value
Ωm 0.25
Ωb 0.044
ΩΛ 0.75
h 0.7
w −1
ns 0.95
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bin into pixels of 2 ′ × 2 ′. To construct the lensing planes and a galaxy es-
timated convergence, I have applied the parametrised bias model given by
Equation 4.22.
4.2.3 constructing lensing planes
First we estimate the galaxy overdensity field in our simulation,
δg(θ, z) =
n(θ, z)
n¯z
− 1, (4.24)
where n¯z is the mean number density of galaxies in a bin at redshift z and
n(θ, z) is the local number density of galaxies in a pixel at position θ, z. Then
we construct a prediction of the lensing convergence using the relation
κgal(θ, z) =
3H20Ωm
2c2
∫χ(z)
0
dχ ′ χ
′[χ(z) − χ ′]
χ(z)
δg(θ, χ
′)
a(χ ′)
, (4.25)
which for a grid discretised in z becomes
κgal(θ, z) =
3H0Ωm
2c2
Nz∑
i=1
∆χi
χ(zi)[χ(z) − χ(zi)]
χ(z)
δg(θ, zi)
a(zi)
, (4.26)
where ∆χi = χ(zi) − χ(zi−1) and Nz is the number of redshift bins.
As the phases are distributed on the interval [−π, π) their differences will
have values on the interval (−2π, 2π). However, since the phases are a cyclic
quantity, absolute phase difference |∆α| > π will in fact indicate a phase
difference smaller than π. This is accounted for using a simple algorithm: if
∆α is less than −π, we add 2π to ∆α; if ∆α is greater than or equal to π then
we subtract 2π from ∆α.
4.2.4 redshift dependent bias
First, I will consider a redshift dependent linear bias model
δ˜g = b(z)δ˜, (4.27)
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where δ˜g is the galaxy over-density field, δ˜ is the matter over-density field,
and b(z) is the redshift dependent bias parameter. Figure 4.6 (top) shows the
different bias models considered. I will refer to these as ‘constant’ for b = 1,
‘linear’ for b = 1 + z, and ‘quadratic’ for b = 1 + z2. The redshift range is
z ⊂ (0, 1). Of course, we could consider a more general bias prescription, e.g.
b = b0 + b1z
n, but the models above will suffice for this preliminary study.
Figure 4.6 (bottom) shows recent measurements of the bias parameter b. The
visible error bars could accommodate any of the models that I am considering
in this study.
Figure 4.7 shows the phase difference ∆α as a function of l for the deter-
ministic bias models as measured from the MICE simulations. Note that the
plot does not include any contribution from shot noise. We can immediately
see that the redshift evolution of bias introduces a scale independent phase
difference.
We can gain some insight into why this is the case by considering a con-
vergence field κ˜ that is a sum of 2 random fields, i.e. 2 lensing planes
κ˜ = aeiα = a1eiϕ1 + a2eiϕ2 , (4.28)
where a1 and a2 are the amplitudes of the modes (Rayleigh distributed) and
ϕ1 and ϕ2 are the phases (uniformly distributed). Then we can construct an
analogue of the galaxy convergence κ˜g by adding the bias coefficients
κ˜g = ageiαg = b1a1eiϕ1 + b2a2eiϕ2 , (4.29)
where b1 = b(z1) and b2 = b(z2). In reality, a prediction for a lensing con-
vergence field would consist of many more lensing planes, but using only
two will make the argument clearer. Noting that
κ˜κ˜∗g ∝ ei(α−αg) = ei∆α, (4.30)
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Figure 4.6: Top: Deterministic bias models. The plot shows the redshift
dependence of the linear bias term b(z) for 3 models considered in this
study. These are referred in the text as ‘constant’ (solid), ‘linear’ (dotted),
and ‘quadratic’ (dashed). Bottom: Evolution of bias with redshift for two
stellar mass selected galaxy samples. Source: Jullo et al. (2012).
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Figure 4.7: Phase difference ∆α as a function of l for the deterministic bias
models: constant (solid), linear (dotted) and quadratic (dashed). The redshift
evolution of bias introduces a scale independent phase difference.
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allows us to determine the phase difference ∆α. Expanding κ˜κ˜∗g gives
κ˜κ˜∗g = (a1eiϕ1 + a2eiϕ2)(b1a1e−iϕ1 + b2a2e−iϕ2) (4.31)
= b1a
2
1 + b2a1a2ei(ϕ1−ϕ2) + b1a1a2e−i(ϕ1−ϕ2) + b2a22. (4.32)
κ˜κ˜∗g = b1a
2
1 + b2a
2
2 + b2a1a2[cos(ϕ1 − ϕ2) + i sinϕ1 − ϕ2)] (4.33)
+ b1a1a2[cos(ϕ1 − ϕ2) − i sin(ϕ1 − ϕ2)] (4.34)
Rearranging
κκ∗g = [b1a
2
1 + b2a
2
2 + (b1a1a2 + b2a1a2) cos(ϕ1 − ϕ2)] (4.35)
+ i[(b2a1a2 − b1a1a2) sin(ϕ1 − ϕ2)] (4.36)
∆α = arctan
[
(b2 − b1) sin(ϕ1 − ϕ2)
b1(a1/a2) + b2(a2/a1) + (b1 + b2) cos(ϕ1 − ϕ2)
]
. (4.37)
The amplitude a ∝ √P(l) will change with scale but assuming that the
power spectra have similar shapes at different redshifts the ratios a1/a2 and
a2/a1 remain approximately constant across different scales. Hence the only
terms that influence the width of the phase difference distribution are those
that involve the bias parameters b1 and b2 that are scale independent. Hence,
we can expect that the phase difference will also be approximately constant
across different scales.
4.2.5 stochastic bias
Here I will extend the analysis by adding stochasticity to the deterministic
bias relation
δ˜g = b(z)δ˜+ ϵ, (4.38)
where ϵ will be a redshift independent white noise contribution to each red-
shift bin.
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I have constructed ϵ as a set of complex numbers z = zRe + izIm with
zRe ∼ N(0, σ) and zIm ∼ N(0, σ) being two independent random numbers. I
have considered σϵ = 0.005, σϵ = 0.01 and σϵ = 0.02. Figure 4.8 shows the
resulting power spectra of the stochasticity component ϵ compared with the
matter over-density 2D power spectrum in a bin at redshift z ≈ 0.5. Figure 4.9
presents the influence of the stochasticity components on the morphology
of the density fields in the case of constant deterministic bias. Although the
stochasticity washes away some of the small scale structure, the most promi-
nent structures remain recognisable even in the case of σϵ = 0.02.
The results of adding ϵ with σϵ = 0.005 and σϵ = 0.01 to the constant,
linear, and quadratic models of deterministic bias are shown in Figure 4.10
(a), (b) and (c) respectively. The error bars show the standard deviation as
measured from a 100 realisations of ϵ. It is visible that in each case the scale
independent stochasticity introduces a scale dependent phase difference.
This behaviour can be easily understood as the width of the phase dif-
ference distribution depends on the ratio zs/zn as shown in Section 4.1, see
Equation 4.21 and Figure 4.5. As the matter power spectrum is scale depen-
dent the relative influence of a flat-spectrum stochasticity will change with
scale.
This behaviour is further emphasized in Figure 4.11 which shows a con-
stant ϵ but for different deterministic bias models. As the relative importance
of stochasticity is lowered by increasing the bias it is no surprise that the con-
stant bias model (solid line) is most influenced by ϵ. The linear bias model
(dotted line) is less influenced than the quadratic model (dashed line) as it
more biased across all intermediate redshifts from z = 0 to z = 1.
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Figure 4.8: Power spectra of the stochasticity component ϵ compared with
the matter over-density 2D power spectrum in a bin at redshift ≈ 0.5. The
solid line shows the matter power spectrum with example ϵ power spectra
for σϵ = 0.005 (dotted), σϵ = 0.01 (dot-dashed) and σϵ = 0.02 (dashed).
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(a) Simulated density field δ. (b) δg field for σϵ = 0.005.
(c) δg field for σϵ = 0.01. (d) δg field for σϵ = 0.02.
Figure 4.9: Influence of the stochasticity ϵ on the morphology of the density
fields in the case of constant deterministic bias (a). The maps show the effect
of adding stochasticity with σϵ = 0.005 (b), σϵ = 0.01 (c) and σϵ = 0.02 (d).
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(a) Constant bias. (b) Linear bias.
(c) Quadratic bias.
Figure 4.10: Deterministic bias models (solid) and the effects of adding
stochasticity ϵ with σϵ = 0.005 (dashed) and σϵ = 0.01 (dotted). The er-
ror bars show the standard deviation as measured from a 100 realisations of
ϵ. Stochasticity introduces a scale dependent phase difference.
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Figure 4.11: The influence of ϵ with σϵ = 0.005 (top) and σϵ = 0.01 (bottom)
on different bias models. The constant bias model (solid) is most influenced
by ϵ. The linear bias model (dotted) is less influenced than the quadratic
model (dashed). The error bars show the standard deviation as measured
from a 100 realisations of ϵ.
phase difference 111
4.3 realistic case
In the analysis so far I have ignored the influence of unavoidable observa-
tional errors such as shape noise in the case of lensing and shot noise in the
galaxy counts. To estimate their influence on the discriminatory power of the
phase difference I will approximate these effects as an additional Gaussian
noise applied to the κ and κgal fields.
The noise per pixel of the reconstructed lensing convergence can be easily
approximated as
σ2κ =
σ2ϵ
ngA
, (4.39)
where σϵ is the dispersion in each of the galaxy ellipticity estimates, ng is
the galaxy number density and A is the area of the pixel.
Then for σϵ = 0.3, a number density of 30 galaxies per arcmin2 and 2′×2′
pixels
σκ ≈ 0.0274. (4.40)
Estimating the shot noise of the convergence estimated from galaxy counts κg
is somewhat more complicated (Smith et al., 2013). The galaxy over-density
is estimated as
δg(θ, zi) =
n(θ, zi)
n¯zi
− 1, (4.41)
where n(θ, z) is the number density of galaxies at position θ, z and n¯z is the
average number density of galaxies in the redshift bin at z. Then the expected
variance on the convergence estimate is
σ2g =
3H0Ωm
2c2
Nz∑
i=1
∆χi
χ(zi)[χ(z) − χ(zi)]
χ(z)
1
a(zi)
1
n¯(zi)A
, (4.42)
where n¯(zi) is the number density of galaxies in the redshift bin zi and A is
the area of the pixel.
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For a number density of 30 galaxies per arcmin2, 2′ × 2′ pixels, Nz = 10,
and assuming the galaxies are distributed normally in redshift (a simple way
to mimic a distribution that peaks at some intermediate redshift) between
z = 0 and z = 1 we obtain
σg ≈ 0.01. (4.43)
As these are white noise contributions they will mimic the ϵ term in the
bias model and introduce a scale dependent phase difference. The ability to
measure stochasticity will depend on its power, i.e. it has to be visible beyond
the expected fluctuation in the phases caused by σκ and σg. To study this
effect I have produced 100 noise realisations for each bias model as shown in
Figure 4.12.
The estimator based onMAD∆α is limited to values σ∆α ≲ 1which limits
the available range of scales to l ≲ 600. However, within that range the
varying levels of stochasticity produce differences that are significant given
the error bars.
This suggests that with improved statistical tools, e.g. extensions to the
results from Section 4.1, the phase difference of these fields might provide us
with an extra handle on the stochasticity of the bias relation.
4.4 discussion
In this chapter, I have proposed using the Fourier phase difference between
different cosmological fields as a new cosmological probe, and have taken
first steps in developing tools for the statistical description and scientific
exploitation of this phase difference.
By considering a Gaussian random field, I have shown that adding Gaus-
sian noise redistributes the phases according to a Wrapped Cauchy probabil-
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(a) Constant bias. (b) Linear bias.
(c) Quadratic bias.
Figure 4.12: The phase difference distribution as a function of l for the differ-
ent bias models. The solid line shows the differential phases for the constant
bias model with noise contributions from σκ and σg averaged over a 100
noise realisations. The error bars show the standard deviation of these 100
realisations. The influence of stochasticity with σϵ = 0.01 (dotted line) and
σϵ = 0.02 (dashed line) is shown for comparison.
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ity function. I have also demonstrated that the width of the distribution σ∆α,
for a particular wavenumber l, is a function of the S/N ratio as expressed by
the ratio σn/σs.
To study the phase difference between observable cosmological fields,
such as galaxies and weak gravitational lensing, I have used an output from
an N-body simulation within the MICE collection, and combined it with a
simple parametrised model to model the biased galaxy field.
I have found that a linear deterministic bias evolving in redshift leads to a
scale independent phase difference , as shown in Figure 4.7. Adding stochas-
ticity,with awhite-noise power spectrum, introduces a scale dependent phase
difference, as shown in Figure 4.10.
However, in reality the fields will contain noise such as shape noise in
case of lensing, and shot-noise for density field estimated from galaxy number
counts. I have used some simple estimates of these noise contributions, to see
if the stochasticity can lead to observable effects beyond the phase difference
induced by noise. Although it seems that this effect should be measurable
(see Figure 4.12), a better estimator of the width of the Wrapped Cauchy (see
Jammalamadaka and Sengupta, 2001) needs to be implemented to access a
larger range of scales.
Although further studies are required to turn the phase difference into a
useful cosmological tool, the results presented in this chapter are encourag-
ing.
We now turn to a different use of the phase difference distribution – im-
proving weak lensing mass mapping by adding a prior, derived from galaxy
positions, on the Fourier phases of the lensing convergence κ.
5
density mapping with weak
lensing and phase information
introduction
The work on differential phases, presented in the previous chapter, was in-
spired by a search for a method to map the density field in the Universe by
combining different probes of the large scale structure with distinct proper-
ties, in particular, galaxy positions and weak gravitational lensing.
Galaxies are a high resolution but biased tracer of mass. Weak lensing
avoids such biases but, due to low signal-to-noise ratio, has poor resolution.
The main difficulty in combining these complementary probes is the bias
relation between the density and galaxy fields
δg ∼ b(z)δ+ ϵ, (5.1)
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where b(z) is the redshift dependent bias and ϵ is the stochastic component
of the bias.
Simon (2012) suggested putting galaxy positions and weak lensing on an
equal footing in a minimum-variance combination that included modelling
the bias. He has considered more complicated models of bias and their de-
pendence on galaxy type, i.e. red and blue sequence. We have seen some
examples of how these factors influence the phase difference distribution in
the previous chapter.
Amara et al. (2012) have taken a different approach in which the bias
of the galaxy over-density field was assumed deterministic and calibrated
from lensing. In Fourier space, this would equate to scaling the amplitude
of the Fourier modes of the galaxy field by a constant factor without alter-
ing their phases. This work has focused on comparing different schemes to
construct a prediction of the convergence from the galaxy distribution - the
discrete galaxy positions were smoothed using a Gaussian filter, a TSIS1 filter,
a nearest-neighbour scheme, and a multi-scale entropy method.
I have studied the problem of combining probes independently, looking
for a way to avoid including the bias as a nuisance parameter. The solution
to the problem came when I have noticed that, if the bias relation was strictly
deterministic, i.e. ϵ = 0, then the bias would influence only the amplitude of
the Fourier modes of the density field, leaving the morphological information
in the phases unaffected. Hence, I have proposed using the Fourier phases
of the galaxy field as a prior in a maximum-probability reconstruction of the
weak lensing convergence (Szepietowski et al., 2014), mitigating this way the
need to know the details of the bias – the stochasticity would be treated as
noise along with the sampling noise. In this chapter I will describe the details
of this method.
1Truncated Singular Isothermal Sphere
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5.1 details of the method
As I aim at adding additional information to improve the quality of the lens-
ing map, a maximum-probability forward reconstruction scheme is a natural
choice.
We would like to find a best fit hypothesized model for the convergence,
κ, given a set of shear observations γd. I choose to work with 2D fields as a
projection of the density field is directly recovered from lensing (as κ) and
easy to compute from other probes such as galaxy over-densities. Of course,
we could extend this analysis to make 3D maps of the density field.
Following Bayes theorem we can write
Prposterior(κ) ∝ L(γd|κ)Prprior(κ|αgal), (5.2)
where L(γ|κ) is the lensing likelihood term and Prprior(κ|αgal) is the prior on
the phases of the convergence field κ coming from the galaxy distribution.
The details of how these probabilities are assigned are described below.
5.1.1 likelihood
In the flat sky approximation we can relate the convergence and shear fields
most easily in Fourier space (Kaiser and Squires, 1993):
γ˜1(l) =
l21 − l
2
2
l21 + l
2
2
κ˜(l), (5.3)
γ˜2(l) =
2l1l2
l21 + l
2
2
κ˜(l), (5.4)
As the field of observations will be limited, a simple application of these trans-
formations introduces edge effects, which we will mitigate by making recon-
structions over larger patches than the data (see Section 5.3).
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The data vector γd consists of estimates of the shear in each pixel of a 2D
grid. These are obtained by averaging over galaxy ellipticities in each pixel,
so that the error on the mean of each component of the shear in a pixel is
σγ ≈ σϵ/
√
n (5.5)
where σϵ is the intrinsic scatter of shear estimators for galaxies, and n the
mean number of galaxies in a pixel. This error is approximately Gaussian by
the central limit theorem.
If our hypothesised convergence field has corresponding shear pixel val-
ues γκi , and the data shear pixel values are γdi , then the likelihood for our
hypothesised reconstruction is
L(γd|κ) ∝
∏
i,j
exp
(
−
(γκi − γ
d
i)
TC−1ij (γ
κ
j − γ
d
j)
2
)
, (5.6)
where C−1 is the noise covariance matrix. Assuming the noise in each pixel
is uncorrelated makes the covariance matrix diagonal and simplifies the like-
lihood to
L(γd|κ) ∝
∏
i
exp
(
−
(γκi − γ
d
i)
2
2σ2γ
)
= exp
(
−
χ2γ
2
)
. (5.7)
This assumption is trivially true for shape noise, which dominates on all
scales considered. However, intrinsic correlations between galaxy shapes (IA,
Catelan et al., 2001; Hirata and Seljak, 2004, see Section 2.5.2) can in principle
introduce non-zero off-diagonal terms in the covariance matrix. However, for
a broad redshift distribution the intrinsic alignment signal is expected to be a
sub-dominant contribution to the cosmological shearâshear correlation with
an expected bias for cosmological parameters that is within the statistical
uncertainty (Kirk et al., 2010; Joachimi et al., 2011; Mandelbaum et al., 2011).
Hence, a 2D reconstruction is practically immune to such primary astrophys-
ical systematics. For a tomographic analysis of shear and IA over the redshift
range of the CFHTLenS survey see Heymans et al. (2013).
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We turn now to consider the prior term for our maximum-probability
reconstruction.
5.1.2 mass-follows-light or phase prior
A prior term that accounts for the claim that galaxies trace mass, even if very
poorly, can be achieved by constructing a prediction of the lensing conver-
gence based on galaxy count over-densities
δg(θ, z) =
nz(θ)
n¯z
− 1, (5.8)
where n¯z is the mean number density of galaxies at redshift z and nz(θ) is
the local number density of galaxies at position θ (for example in a pixel).
We could suppose that the overall matter overdensity δ ≃ b−1δg, where
b is the galaxy bias. Then we can project δ according to
κg(θ, z) =
3H20Ωm
2c2
∫χ(z)
0
dχ ′ χ
′[χ(z) − χ ′]
χ(z)
δ(θ, χ ′)
a(χ ′)
, (5.9)
to find the count-estimated convergence κg. It would then be possible to
require that the hypothesized final convergence field is close to this κg, within
some tolerance.
However, there is a problem with this approach: the bias b is unknown,
and the claim of linear bias introduces another assumption into the recon-
struction.
A way of partially avoiding this problem is to consider only the informa-
tion about the phases of the Fourier modes of κg, neglecting their amplitudes.
This preserves the morphological information of the field.
The higher order terms in the bias relation together with its stochasticity
and sampling noise would be included in the expected distribution of the
phase difference between the underlying density field and the galaxy field.
Based on the results from the previous chapter, we can expect the phase
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difference ∆α distribution to follow a wrapped Cauchy pdf and hence the
prior term will be
Prprior(κ|αgal) ∝
∏
i
1− ρ2
1+ ρ2 − 2ρ cos(∆αi)
. (5.10)
We note that the distribution is symmetric around zero. The parameter de-
scribing the width of the distribution is ρ = e−σα , where σα is the half-width
of an unwrapped Cauchy distribution. However, we want to use the phase
information as a weakly informative prior, so we are free to relax this width;
we will allow more tolerance in phase difference between our reconstructed
κ and the κg field by choosing σα = 2.2 ·MAD∆α. Using σα = 1.1 ·MAD∆α
would take us in the direction of a joint reconstruction of the density field
from shear and galaxy position data, which is also of interest; some of our
runs in Section 5.4 explore this possibility.
5.2 simulated galaxy catalogue
For this study I have used the mock galaxy catalogues created for the Dark
Energy Survey. This allowed me to study the performance of the method in a
realistic setting – as outlined below the catalogues are based on a simulation
with the galaxy field added such as to resemble real observations. The de-
scription of the catalogues in Section 5.2.1 was prepared by my collaborators
and is drawn directly from Szepietowski et al. (2014).
5.2.1 details of the simulation
The mock galaxy catalogues are based on the algorithm Adding Density De-
termined GAlaxies to Lightcone Simulations – ADDGALS (Wechsler et al
2013, in preparation; Busha et al 2013, in preparation). This algorithm at-
taches synthetic galaxies, including multiband photometry, to dark matter
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particles in a lightcone output from a dark matter N-body simulation and is
designed to match the luminosities, colors, and clustering properties of galax-
ies. The catalogue used here was based on a single “Carmen” simulation run
as part of the LasDamas of simulations (McBride et al, in preparation)2. This
simulation modeled a flat ΛCDM universe with Ωm = 0.25 and σ8 = 0.8 in
a 1 Gpc/h box with 11203 particles. A 220 sq deg light cone extending out to
z = 1.33 was created by pasting together 40 snapshot outputs.
The galaxy distribution for this mock catalogue was created by first using
an input luminosity function to generate a list of galaxies, and then adding
the galaxies to the dark matter simulation using an empirically measured
relationship between a galaxy’s magnitude, redshift, and local dark matter
density,Pr(δdm|Mr, z) – the probability that a galaxy withmagnitudeMr and
redshift z resides in a region with local density δdm. This relation was tuned
using a high resolution simulation combined with the SubHalo Abundance
Matching technique that has been shown to reproduce the observed galaxy
2-point function to high accuracy (Kravtsov et al., 2004; Conroy et al., 2006;
Reddick et al., 2012).
For the galaxy assignment algorithm, we choose a luminosity function
that is similar to the SDSS luminosity function as measured in Blanton et al.
(2003), but evolves in such a way as to reproduce the higher redshift observa-
tions (e.g., SDSS-Stripe 82, AGES, GAMA, NDWFS and DEEP2). In particular,
ϕ∗ andMr are varied as a function of redshift in accordance with the recent
results from GAMA (Loveday et al., 2012).
Once the galaxy positions have been assigned, photometric properties are
added. Here, we use a training set of spectroscopic galaxies taken from SDSS
DR5. For each galaxy in both the training set and simulation we measure ∆5,
2Further details regarding the simulations can be found at
http://lss.phy.vanderbilt.edu/lasdamas/simulations.html
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the distance to the 5th nearest galaxy on the sky in a redshift bin. Each sim-
ulated galaxy is then assigned an SED based on drawing a random training-
set galaxy with the appropriate magnitude and local density, k-correcting to
the appropriate redshift, and projecting onto the desired filters. When doing
the color assignment, the likelihood of assigning a red or a blue galaxy is
smoothly varied as a function of redshift in order simultaneously reproduce
the observed red fraction at low and high redshifts as observed in SDSS and
DEEP2.
For the simulation of gravitational lensing, weak lensing shear at each
galaxy position was computed using themultiple plane ray tracing code CAL-
CLENS (Becker, 2012). Then an intrinsic ellipticity is assigned to each galaxy.
The intrinsic shape distribution and dispersion σε in these simulations are
magnitude dependent and are modeled after those found in deep Suprime-
Cam i′-band data with excellent seeing (0.′′6), with fainter galaxies having a
higher intrinsic ellipticity dispersion. Averaged over all galaxies σϵ = 0.4.
5.2.2 the catalogues
The catalogues consist of truth tables that contain all the information about
the galaxies, and an observational file that contains only measurable quan-
tities with noise. Among the entries in the truth catalogue we find galaxy
properties such as observable magnitudes, position, size, lensing quantities
at the galaxy, and redshift. In particular:
tmag: The “true” (sim.) observed galaxy magnitude in DES grizY bands
lmag: The simulated magnitude + lensing magnification
tra: Simulated galaxy position in RA
tdec: Simulated galaxy position in δ
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gamma1: Lensing shear
gamma2: Lensing shear
kappa: Lensing convergence
tsize: Simulated galaxy size (flux_radius from SExtractor)
z: The galaxies true redshift including the peculiar velocity
The observational file contain their observable, noisy equivalents:
mag_[grizy]: The observed DES magnitudes after a simple model for
photometric errors has been applied to lensed magnitudes (lmag in the
truth tables)
magerr_[grizy]: Estimated photometric errors for each band
ra: Lensed galaxy position in RA
dec: Lensed galaxy position in δ
epsilon: Observed ellipticity of the galaxy
size: Observed galaxy Size (flux_radius)
zcarlos: Redshift estimate from zCarlos code
annz: Redshift estimate from ANNz code
arborz: Redshift estimate from ArborZ code
annz_err: Redshift error estimate from ANNz code
arborz_err: Redshift errorestimate from ArborZ code
photoz_gaussian: Estimated photo-z based on using a Gaussian pdf
with σ = 0.03/(1+ z)
The catalogue contains estimated photometric redshifts obtained using a
variety of methods. Here I will use the photo-z results from the AANz code
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Figure 5.1: Redshift distribution of galaxies in the mock catalogue. True red-
shift (black solid). Photometric redshift from the ANNz code (red dotted).
which uses artificial neural networks to infer the redshifts. Figure 5.1 shows
the redshift distribution of the galaxies in the catalogue together with the
distribution inferred from the photometric redshifts. The difference between
the two distributions might introduce a potential systematic effect (see Sec-
tion 5.4.4).
5.2.3 phase difference distribution
Before we proceed it is worth checking the properties of the phase difference
distribution found in the mock catalogues. Figure 5.2 shows the relation be-
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tween the phases of the true convergence κ and count convergence κg found
in DES mock catalogue v4.02.
As expected for an isotropic field, the histograms of phases for both κ
and κg fields are close to uniform in the range [−π, π). However, the overlaid
histogram of the phase difference ∆α = ακ − αgal between the true κ and κg
is visibly spiked around ∆α = 0, indicating a strong correlation between the
phases of the two fields.
We can construct the correlation matrix for the phase difference between
true convergence phase and galaxy-count derived convergence phase. In our
simulations (Section 5.2), this is constructed from 36 different 2◦ × 2◦ areas
including κ and κg information, as for each area only one galaxy distribution
realisation is available. By the ergodic principle, this should give an estimate
of how much the phases usually differ between the density and galaxy fields
in an area. We find that the correlation matrix constructed for 2 ′ × 2 ′ pix-
els is strongly diagonal with the median absolute value of the correlation
coefficient ≃ 0.06.
It is to be expected that σα will be a function of l, with the phase differ-
ences between galaxies and dark matter for large scale modes being more
constrained than for small scale ones. We indeed find this to be the case in
our simulations, as shown in Figure 5.3. The phase difference distribution for
each l also follows a wrapped Cauchy distribution as shown in Figure5.4.
The histogram of∆α (Figure 5.2) is well fitted by awrappedCauchy proba-
bility distribution function justifying the choice of the prior term. In themock
catalogue the galaxy biasing is roughly linear and deterministic. It could be
that the wrapped Cauchy pdf of the phase differences is typical only for this
type of bias, but might be quite different for more complex scenarios. Hence,
further studies of how the phase difference distribution arises are important.
However, as we permit very large errors on the phase difference,moderate de-
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Figure 5.2: Distribution of convergence Fourier phases and their difference.
Histogram of the phases α of the true convergence field κ (solid line) and
those obtained from the galaxy distribution κg (dotted line) for all wavenum-
bers. The distributions are close to uniform, as expected for fields which
have a distribution close to that of a Gaussian random field. Overlaid (peaked
curves), the histogram of the phase difference ∆α between the true conver-
gence κ and the approximation κg (solid line) for all wavenumbers. The distri-
bution is well approximated by a wrapped Cauchy distribution (dashed line).
We see a strong correlation between the phases of the two fields.
density mapping 127
Figure 5.3: Median absolute deviation (MAD) of the phase difference ∆α be-
tween the true convergence κ and the approximation obtained from the
galaxy distribution κg as a function of l. The solid line shows the mean
MAD(∆α) of the phase difference obtained in shells of radius l from the ori-
gin with error bars showing the standard deviation, across the 36 simulated
fields.
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Figure 5.4: The histogram of the phase difference∆α between the true conver-
gence κ and the approximation κg (solid lines) at l = 1200 (top) and l = 2250
(bottom). The distributions are well approximated by a wrapped Cauchy dis-
tribution (dashed lines).
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viations from our simulations’ bias model should not change the conclusions
of the chapter.
5.3 practical implementation
5.3.1 constructing the data inputs
The reconstructions are performed on a 2D grid. The shear signal in each
pixel is estimated by first dividing the catalogue into Nz redshift bins. A
pixel at position (θ, zi) is assigned the mean over galaxy ellipticities in that
pixel γ¯(θ, zi). To obtain a 2D estimate we simply add up the contributions
coming from different redshifts weighting them by the galaxy fraction in
each redshift bin
γ(θ) =
Nz∑
i=1
γ¯(θ, zi)
n(zi)
ntotal
, (5.11)
which in the limit where n(θ, zi) = const = n¯z, that is the average number
of galaxies in a pixel at given redshift z, is equal to just taking an average of
ellipticities that fall into a pixel at θ.
Obtaining an estimate of the convergence from the galaxy counts over-
density requires a fiducial cosmological model to assign distances. The pa-
rameters we have chosen are h = 0.72,Ωm = 0.25, andΩΛ = 0.75, i.e. a flat
ΛCDM model.
However, first we estimate the galaxy overdensity field
δg(θ) =
nz(θ)
n¯z
− 1, (5.12)
where n¯z is the mean number density of galaxies in a bin at redshift z and
nz(θ) is the local number density of galaxies in a pixel at position θ, z. Then
we construct a prediction of the lensing convergence using the relation
κgal(θ, z) =
3H20Ωm
2c2
∫χ(z)
0
dχ ′ χ
′[χ(z) − χ ′]
χ(z)
δ(θ, χ ′)
a(χ ′)
, (5.13)
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which for a grid discretised in z becomes
κgal(θ, z) =
3H0Ωm
2c2
Nz∑
i=1
∆χi
χ(zi)[χ(z) − χ(zi)]
χ(z)
δg(θ, zi)
a(zi)
, (5.14)
where ∆χi = χ(zi) − χ(zi−1) and Nz is the number of redshift bins. Then,
to obtain a 2D estimate we again add up the contributions from different
redshift bins with appropriate weights
κgal(θ) =
Nz∑
i=1
κgal(θ, zi)
n(zi)
ntotal
, (5.15)
such as to match the signal strength from the shear data.
5.3.2 assigning probabilities
We are now ready to discuss our approach to finding a reconstructed conver-
gence field. The reconstruction is performed by seeking a κ˜trial thatmaximises
the posterior probability. The posterior pdf will be generally strongly peaked
so it is convenient to work with its logarithm
− ln Pr(κ˜|γd, αgal) ∝ − ln L− ln Prpriorα + offset, (5.16)
which variesmore slowlywith the change in κ˜ and the bar symbol emphasises
that the probability is unnormalised (constant terms included in the offset).
Then
− ln Pr(κ˜) =
∑
i
[
(γκi − γ
d
i)
2
2σ2γ
+ ln(1+ ρ2α − 2ρα cos(∆αi)
]
. (5.17)
Operations on the fields, such as calculating the shears from the convergence,
are performed in Fourier space, hence edge effects such as periodic bound-
aries of the reconstruction will be present. This would mean that the largest
scales would not be recovered accurately. This is partially solved by introduc-
ing a larger reconstruction grid as suggested in Bridle et al. (1998) and here
we use a grid 4 times bigger than the reconstruction area.
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5.3.3 optimisation
Once the code is able to assign posterior probabilities to parameter values
we can proceed to develop a method of maximising these probalities. As the
shape of the posterior pdf is generally unknown, we use a simple heuristic
optimiser. Mywork on developing the optimisation algorithmwas influenced
by the PhD thesis of Jaques Kotze (2009). Although some of the schemes I will
describe below are used to explore the probability surface, my main aim in
developing the algorithmwas finding a set of parameters κhypi that maximises
the posterior probability, i.e. a maximum a posteriori (MAP) solution.
We use the idea of Simulated Annealing (Kirkpatrick et al., 1983), but
replace the usual Metropolis-Hastings sampler (Metropolis et al., 1953; Hast-
ings, 1970) with a Multi Try Metropolis (Liu et al., 2000) one. In each step t a
set of trial convergence fields {κ˜triali } is generated from the current field
κ˜triali = κ˜
current + δκ˜i, (5.18)
where components of δκ˜i are drawn from a normal distributionN(0, σt
√
P(l)),
where the scaling P(l) is proportional to the expected signal (see below). A
proposal field κ˜proposal is then chosen. To limit the random walk behaviour,
the field with the highest probability different from the current one is chosen.
Then a reference set {κrefj } that includes κ˜current is formed from that field. The
proposal field is then accepted with the probability
P(κ˜proposal|{κrefj }) = 1 for
∑
j P(κ˜
ref
j )∑
i P(κ˜
trial
i )
⩾ 1, (5.19)
P(κ˜proposal|{κrefj }) = Tt
∑
j P(κ˜
ref
j )∑
i P(κ˜
trial
i )
otherwise. (5.20)
In addition to a cooling schedule for the acceptance rate
Tt =
T0
log10(t+ 10)
, (5.21)
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we have added a similar schedule to decrease the step size in the sampling
algorithm
σt =
σ0
log10(t2 + 10)
, (5.22)
to allow for more refined changes as the optimiser gets closer to the solu-
tion we seek (Elson et al., 2007; Kotze, 2009). The solution with the highest
probability κbest is stored and used as the output of the optimiser.
To aid the optimisation process we choose a starting position for our
hypothesis which is expected to be close to the MAP solution. The initial
guess for the reconstruction, κ˜initial, is a field fully consistent with the prior;
that is, we choose phases from the galaxy convergence map. We also apply
a power spectrum filter to the κ˜g field
κ˜initial(l) = κ˜g(l)
√
P(l)
Pg(l)
, (5.23)
which gives the κg field the required amplitude of power spectrum and sup-
presses the high-l noise. As this is only a starting guess, any P(l) with a very
approximately correct shape and amplitude should suffice. Here, I choose the
true average κ power spectrum from simulations. By choosing this starting
point, the optimizer evolves the reconstruction from the prior to the posterior
under the influence of lensing.
However, to check for possible local maxima in the posterior, I also try
running the code from a noisy position such as κg without applying any
filters.
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Table 5.1: List of the reconstructions carried out, with different combinations
of priors, phase distribution parameters and initial reconstruction hypothesis.
Posterior Phases tolerance κinitial
L(γd|κ) − Filt.
L(γd|κ)Pr(κ|αgal) σα = 1.1 ·MAD∆α Filt
L(γd|κ)Pr(κ|αgal) σα = 2.2 ·MAD∆α Filt.
L(γd|κ)Pr(κ|αgal) σα = 2.2 ·MAD∆α Noisy
L(γd|κ)Pr(κ|αgal) σα = 3.3 ·MAD∆α Filt.
5.4 results
5.4.1 reconstructions
From the simulated catalogue described in Section 5.2, I select a large square
square patch of 12◦×12◦. To study the behaviour of the reconstructions, 100
areas (with replacement) of 2◦ × 2◦ were randomly selected from this patch.
These were divided into pixels of 2′ × 2′ containing ≃ 120 galaxies.
The reconstruction code was run for 30, 000 trial steps for each sub-field,
with 300 trial fields generated in each optimization step. The reconstructed
maps span 4◦ × 4◦, containing 14, 400 pixels of 2′ × 2′; i.e. we reconstruct a
larger patch than the 2◦ × 2◦ data patch in each case.
The reconstructions were performed for each of the 100 fields using dif-
ferent phase distribution parameters and initial guesses that are summarised
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in Table 5.1. Using 100 different fields allowed us to examine the noise prop-
erties of the reconstruction method.
Reconstructionswere performedusing amaximum-likelihood (ML)method
(i.e. no prior terms) and the maximum-probability approach with the phase
prior. In this set of runs, the phase prior included a phase tolerance σα =
2.2 · MAD∆α in order to provide a weakly informative prior. To obtain a
reasonable starting point, κ˜initial was filtered according to equation (5.23).
Figure 5.5 shows examples of maps obtained using both methods of re-
construction (b and c) with the true simulated convergence map (a) and the
convergence estimated from galaxy positions (d) shown for comparison (us-
ing δ = δg, i.e. b = 1, see Section 5.1.2). The MLmethod reconstructs only the
most prominent peaks, with a high level of contamination by spurious peaks.
The inclusion of the phases prior appears to improve the map considerably,
but it also maps features from κg that are not necessarily present in the true
convergence, e.g. RA = 40′, δ = 115′. However, these are consistent with
the lensing only reconstruction.
5.4.2 quantifying the errors
To quantify the quality of the reconstruction, we construct a power spectrum
of the error per mode in the reconstruction,
Perr(l) = ⟨|κ˜recl − κ˜truel |2⟩l.
A faithful reconstruction will have small Perr(l), preferably smaller than the
true power in order to achieve good S/N (i.e. the errors in the reconstruction
are preferably smaller than the signal of the reconstructed structures for a
given scale). Perr(l) shows the scale dependence of the reconstruction faithful-
ness. However, it is not intended as a metric of how well we can reconstruct
the power spectrum from the maps.
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(a) True κ in the simulation. (b) ML reconstruction.
(c) MP including phase information. (d) κg estimate from galaxy positions.
Figure 5.5: Resulting reconstructed maps of the convergence field. The maps
are showing an example of a 2◦ × 2◦ reconstruction field with 2′ × 2′ pixels.
The maps were zero-padded in Fourier space to have a smoother appearance.
The true convergence is shown alongwith reconstructions obtained using the
maximum-likelihoodmethod and the maximum-probability methodwith the
phase prior. The galaxy convergence κg from which the prior was computed
is also shown for comparison.
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Figure 5.6: Power spectra (dashed) and error power spectra (dotted) for the
reconstructions. The true convergence power spectrum (black solid line) is
plotted for comparison. Red: maximum-likelihood approach. Blue: maximum-
probability reconstruction including the phase prior. The reconstructions
including the phase prior have S/N > 1 even beyond l = 1000, far into the
domain where the shear data is noise-dominated.
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Figure 5.7: The contours for a 2D histogram of pixels in the reconstruction
vs. pixels in the true convergence. Contours are for 10,101.5,102,102.5 values,
and the histogram shows a concatenation of reconstructions for 100 differ-
ent fields. Results are shown with phase prior (blue solid) and maximum-
likelihood approaches (red dotted). The best fit line to the phase reconstruc-
tion contours (black dashed) has a gradient of 0.89 and offset of 0.001.
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Figure 5.6 shows the error power spectra of the reconstruction averaged
over 100 fields. The maximum-likelihood reconstruction (red dotted) is dom-
inated by noise on most scales. Including the phase prior (blue dashed) leads
to a reconstruction that has higher S/N than the ML reconstruction on all
scales, and has S/N > 1 even beyond l = 1000, far into the domain where the
initial shear data is noise-dominated. On a pixel by pixel basis the phase prior
improves the correlation between the true convergence and the reconstruc-
tion as shown in Figure 5.7. The Pearson correlation coefficient changes from
0.22 for the ML reconstruction to 0.72 in the case of the MP reconstruction.
To assess the errors on curves in Figure 5.6, an additional 100 runs dif-
ferent starting points were performed on a single 2◦ × 2◦ field, to see the
variation in reconstructions permitted by the optimiser. The different κinitiali
fields were generated by multiplying each mode in κ˜g by a complex ran-
dom number with each component drawn from a standard normal distri-
bution N(0, 1). The error bars on different power spectra in Figures 5.6, 5.8
and 5.9 show the standard deviation in error powers of this set of runs. We
see that these errors are substantially smaller than the variation between the
maximum-likelihood and maximum-probability runs (Figure 5.6) and also be-
tween maximum-probability runs with different values of the σα parameter
(Figure 5.9).
5.4.3 dependence on parameters
To check the dependence of the reconstruction on the initial guess κinitial,
I have performed further reconstructions with the phase prior. The phase
tolerance was again set to σα = 2.2 ·MAD∆α but κinitial was left unfiltered.
Figure 5.8 shows the errors on these reconstruction compared to the analo-
gous filtered one. The reconstruction with an unfiltered starting guess (green
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dotted) deviates from the reconstruction with a filtered one (blue dashed) on
small scales, l ≳ 1000 suggesting that the posterior probability surface is
very flat in some directions (or multimodal). Although, the difference is visi-
ble on all scales, the reconstruction remains a substantial improvement over
the maximum likelihood reconstruction in Figure 5.6.
The tolerance we permit on the phases has a moderate impact on the
reconstruction, as shown in Figure 5.9. The lines show error power spectra
for reconstruction with phase tolerance of σα = 1.1 ·MAD∆α (red dotted),
σα = 2.2 ·MAD∆α (green dashed) and σα = 3.3 ·MAD∆α (blue dot-dashed),
and the error power grows by a factor of two on intermediate scales between
the tightest and weakest of these tolerances. However, independent of the
phase tolerance the reconstructions are similar on small scales where the
reconstruction is noise dominated, and on the largest scales where the likeli-
hood term is large.
5.4.4 systematics
In reality, the estimation of δg will suffer from systematics originating, for
example, from an inhomogeneous galaxy survey. These could be mitigated
by methods used for the matter power spectrum estimation, where pixels are
reweighted to account for the mask (Feldman et al., 1994; Percival et al., 2004).
A further systematic will arise from using photometric redshifts to estimate
distances (Figure 5.1). However, this will be partially mitigated by the fact the
convergence is projected; nevertheless, careful tests of this systematic will
be necessary.
The presence of a mask alters the information from a survey, either by
varying the depth of the observations or making some areas unusable due
to contamination by stars or faulty CCD pixels. In real surveys a substantial
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Figure 5.8: Dependence on the starting position. The true convergence power
spectrum (black solid line) is plotted for comparison. We show the error
power for a reconstruction starting from a κinitial filtered according to Equa-
tion 5.23 (blue dashed) and an unfiltered one (green dotted).
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Figure 5.9: Dependence on the phase tolerance. The true convergence power
spectrum (black solid line) is plotted for comparison. The lines show errors
for reconstructions with phase tolerance of σα = 1.1 ·MAD∆α (red dotted),
σα = 2.2 ·MAD∆α (green dashed) and σα = 3.3 ·MAD∆α (blue dot-dashed).
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fraction of the observed area of the sky is unusable due to the presence of a
mask. The presence of large unusable areas can be particularly damaging to
methods using the phase information as the presence of edges will introduce
strong phase correlations. Hence, I have carried out some simple tests of the
influence of a mask on the maximum-probability reconstruction with phase
information.
Firstly, I have checked how a mask influences the phase difference distri-
bution used to construct the prior. Figure 5.10 (top) shows the mask applied
to the 36 fields used to estimate the phase difference (see Section 5.2). This
mask is a good approximation to a realistic mask for a lensing survey. The re-
construction grid has large pixels (2′×2′) which allows to average over small
scale features of the mask. However, large areas that need to be excluded will
still be present, and are included in the mask considered here.
The difference between the unmasked (solid) and masked (dotted) distri-
butions is small compared with the intrinsic scatter in the differential phases.
This suggests that to a first approximation, we can assume that the prior
has the same properties (such as the distribution shape and σα(l)) as for the
unmasked case.
Then, I have performed a set of 100 runs, analogous to the previous anal-
ysis, but with the data grids obscured by the same mask. The errors on pixels
in the masked regions were set to a very large number (1, 000, 000σκ) to allow
the code to interpolate between pixels not influenced by the mask.
Figure 5.11 shows examples ofmaps obtainedusing themaximum-probability
method with and without the presence of a mask. Theses are virtually indis-
tinguishable. The difference map shows that this is indeed the case with any
substantial differences visible only in the patches covered by the mask. The
error power plots support this impression as shown in Figure 5.12. The recon-
structed signal and errors are consistent in both cases within the optimiser
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errors. Note the different normalisation of the power spectrum compared
with Figure 5.6.
5.5 discussion
In this chapter, I have proposed amaximum-probability reconstructionmethod
for the lensing convergence, and have studied the impact of a physically mo-
tivated prior term.
To put a weakly informative prior on the Fourier phases of the modes,
I have made a prediction of the convergence from the galaxy number over-
density, and used this to inform the preferred phases of the reconstructed
convergence field. In this way, by using only the phases of this field, we
avoid the use of the unknown amplitude of the linear galaxy bias. We also do
not require a deterministic bias, as we allow a phase tolerance between the
galaxy distribution and the underlying matter density.
By implementing and testing thismethodwith a realistic simulated galaxy
shear catalogue, I have found that a weak prior on phases provides a good
quality 2D density reconstruction with signal-to-noise S/N ⩾ 1 on scales up
to and beyond l = 1000 (Figure 5.6).
The sensitivity of the phase prior reconstruction to initial conditions (Fig-
ure 5.8) shows that the probability surface is flat in directions associated with
noise dominated modes, as expected. However, an approximate knowledge
of the power spectrum can help to select a solution with modest signal-to-
noise even on the smallest scales. The phase difference tolerance can be made
more or less strict, depending on whether one wishes to make a joint recon-
struction using weak lensing and phases, or instead to make a reconstruction
from weak lensing weakly informed by phases. In either case, the reconstruc-
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Figure 5.10: Top: Median absolute deviation (MAD) of the phase difference
∆α between the true convergence κ and the approximation obtained from the
galaxy distribution κg, with and without a mask, as a function of l. The solid
line shows the mean MAD(∆α) of the phase difference obtained in shells
of radius l from the origin with error bars showing the standard deviation,
across the 36 simulated fields. The dotted line shows the mean MAD(∆α) of
the phase difference in the presence of a mask. Bottom: The mask applied to
the simulated fields.
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(a) True κ in the simulation. (b) MP including phase information.
(c) MP with a mask. (d) Difference map.
Figure 5.11: Resulting reconstructed maps of the convergence field in the
presence of a mask. The maps are showing an example of a 2◦ × 2◦ recon-
struction fieldwith 2′×2′ pixels. Themaps were zero-padded in Fourier space
to have a smoother appearance. The true convergence is shown along with
reconstructions obtained using the maximum-probability method with the
phase prior with and without the mask present. The difference map between
these two reconstructions is also shown for comparison.
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Figure 5.12: Power spectra (dashed) and error power spectra (dotted) for the
reconstructions in presence of a mask. The true convergence power spec-
trum (black solid line) is plotted for comparison. Red: masked maximum-
probability reconstruction including the phase prior. Blue: unmasked
maximum-probability reconstruction including the phase prior. The recon-
structions are consistent within the reconstruction errors.
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tion is found to be an improvement over maximum likelihood reconstruction
(contrast Figures 5.9 and 5.6).
Systematics effects associated with observations, such as the presence of
a mask, and the influence of photo-zs require further investigation. However,
they are not expected to have a prohibitive influence on the reconstructions
(see Figure 5.11).
Although most of the phase information is coming from the galaxy field,
the amplitude of the modes is determined by the interplay between these
and the lensing, which includes both phase and amplitude information. It is
important to emphasise that in Figure 5.5(d) the amplitude is an assumption,
whereas in Figure 5.5(c) it is derived purely from data.
In summary, using the phase information from the galaxy distribution to
inform weak lensing density reconstruction, appears to be a very powerful
addition to the tools we can use for mass mapping.
6
density mapping with size
magnification
introduction
In Chapter 2 we have seen that lensing influences both the observed shape
and size of galaxies. However, the early shape measurement methods (e.g.
Kaiser et al., 1995) were only estimating the ellipticity of the galaxy image.
The advent of model fitting methods allowed one to simultaneously measure
the size of the galaxies, thus enabling their use as a direct observable of lens-
ing convergence κ.
This is not only benefical due to the increased signal-to-noise but has also
potential to break degeneracies due to a different spatial response of lensing
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observables (Rozo and Schmidt, 2010). For example, for an axially symmetric
lens the convergence is
κ ∝ Σ
Σc
, (6.1)
and shear
γ ∝ ∆Σ
Σc
(6.2)
where ∆Σ = Σ¯(< r) − Σ(r), and r is the transverse distance in the lens plane
(Schmidt et al., 2012). The shear is proportional to the differential surface
mass density ∆Σ, but the convergence measures Σ(r) directly.
As the mapping method presented in the previous chapter is seeking to
reconstruct κ it is natural to extend the analysis to include this information.
The only required change is the addition of a new likelihood term for the
convergence κ estimated from galaxy sizes. Hence, I will not repeat all the
details of the maximum-probability method, but rather focus solely on the
size magnification. The analysis is again based on the DES mock catalogue
v4.02.
6.1 magnification
In Section 2.1.4 we have defined magnification µ as the ratio of lensed flux
to unlensed flux and shown that it is related to lensing quantities as
µ =
1
(1− κ)2 − |γ|2
≃ 1+ 2κ, (6.3)
to first order in κ. As lensing preserves surface brightness, magnification is
equal to the ratio of lensed and unlensed solid angles, i.e. it changes area
elements on the sky as
Aobs = µA ≃ (1+ 2κ)A, (6.4)
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and length elements as
robs = µ
1
2 r ≃ (1+ κ)r. (6.5)
6.1.1 flux magnification
The change in size caused by lensing also influences the visible brightness
of a galaxy. To estimate the effect we can use Pogson’s formula to relate the
observed magnitudesm1 andm0 of two objects
m1 −m0 = −2.5 log10
I1
I0
, (6.6)
where I0,I1 are the unlensed and lensed intensities respectively. As magnifi-
cation conserves surface brightness we can write I1/I0 = µ and hence
m1 −m0 = −2.5 log10(1+ 2κ) ≈ −
5
ln 10κ ≈ −2.17κ, (6.7)
or
mobs ≈ m− 2.17κ. (6.8)
In principle, this effect can also be used to estimate the convergence (Schmidt
et al., 2012). However, I will not consider this further and focus on size mag-
nification, as it is directly connected with shape measurements on galaxies,
and hence with shear, whereas flux magnification is related to photometric
measurements.
6.2 method
6.2.1 estimator
In whatwill follow I will workwith a length rather than an area. As suggested
by Heavens et al. (2013), even when the measured quantity is area, one can
work with lengths by setting r =
√
A.
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From Equation 6.5 we can write κ as
κ =
robs
r
− 1, (6.9)
and by taking the logarithm we obtain
ln(κ+ 1) = ln
(robs
r
)
= ln robs − ln r. (6.10)
Noting that ln(κ+ 1) ≃ κ gives
κ ≃ ln robs − ln r. (6.11)
The distribution of ln robs has a standard deviation of about 0.3, comparable
with ellipticity (Shen et al., 2003). As the expected signal is κ ∼ 0.01 − 0.03,
to obtain a substantial S/N we will need to take an average of > 100 size
measurements. In practice the survey volume will be divided into redshift
bins, and these further into pixels. So the estimator will take the form of
⟨κ⟩pix = ⟨ln robs⟩pix − ⟨ln r⟩pix, (6.12)
where ⟨⟩pix denotes an average in a pixel. We cannot observe the unlensed
size r but as ⟨κ⟩ ≈ 0 over the area of the reconstruction grid we can assume
that ⟨ln r⟩pix ≈ ⟨ln robs⟩slice where subscript ‘slice’ denotes an average over
all values within a redshift bin. Finally we obtain an estimator κˆ using only
observed quantities
κˆpix = ⟨ln robs⟩pix − ⟨ln robs⟩slice. (6.13)
To make the notation simpler we will define x ≡ ln robs (Schmidt et al., 2012).
Also, rather than using a subscript,wewill denote a pixel by its position (θ, z),
and a redshift bin by the subscript z – its redshift
κˆ(θ, z) = x¯(θ, z) − x¯z. (6.14)
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6.2.2 error in a pixel
Assuming the distribution of sizes r in each redshift bin can be approximated
by a log-Normal (Figure 6.1) we can see that the mean x¯ = ⟨ ln robs⟩ is equiv-
alent to the position of the mode (maximum of the p.d.f.) of robs and similarly
the mean x¯z is equivalent to the position of the mode of r. We can there-
fore think of the estimator as measuring the shift in the mode of the size
distribution due to lensing.
If the assumptions about the distributions holdwe can use standard propa-
gation of errormethods to estimate the uncertainty σκ on the obtained values
of convergence.
κˆ(θ, z) = x¯(θ, z) − x¯z. (6.15)
If f = aA ± bB, then σ2f = a2σ2A + b2σ2B ± 2abCov(A,B). We will ignore
covariance for simplicity. As our estimator measures the shift in the mean of
x (i.e. mode of r) we are interested in the standard error on the mean. Hence
σκ =
√
SE2x¯ + SE
2
x¯z
≈
√
σ2x
n(θ, z)
+
σ2x
nz
, (6.16)
where n(θ, z) is the number of galaxies in a pixel at (θ, z) and nz is the
total number of galaxies in bin z. σx is the dispersion of galaxy sizes in the
logarithm. As nz ≪ n(θ, z) we can make the approximation
σκ ≈ σx√
n(θ, z)
, (6.17)
which gives a result analogous to shear, where σγ = σϵ/
√
n and there is no
error contribution coming from the central value – zero (for size x¯z). As σx ≃
σϵ ≃ 0.3 (Shen et al., 2003),we can expect a S/Nsize ≃ S/Nshear (Heavens et al.,
2013).
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Figure 6.1: The distribution of log-sizes of the galaxies found in the mock
catalogue (solid). Overlaid is a Gaussian distribution (dotted) with the same
mean and standard deviation as the distribution of ln robs.
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6.2.3 likelihood
Although the assumption that x is Gaussian distributed is only approximately
true, it simplifies the form of the estimator at an expense of making it slightly
suboptimal (Schmidt et al., 2012). We can write a Gaussian likelihood
Lr(κsize|κ) ∝
∏
i
exp
(
−
(κi − κ
size
i )
2
2σ2κ
)
= exp
(
−
χ2r
2
)
, (6.18)
where κsize is the estimated convergence in a pixel. Similarly to the case of
shear (see Section 3.1.2.2), a correlation between size and the local density
might introduce off-diagonal terms in the covariance matrix. However, the
amplitude of these have not yet been studied. In any case we expect it to be
sub-dominant for a 2D reconstruction of convergence as explained in Sec-
tion 3.1.2.2.
6.3 simulated data
For this study I have also used the Dark Energy Survey mock catalogue v4.02
described in Section 5.2.
Here, the basic question regarding the catalogue is what is the measure
of size r. Preferentially, we would like the observable to be uncorrelated with
the shear estimator – ellipticity. Recent literature shows that whereas such
length measures as the semi-major axis of a galaxy (Casaponsa et al., 2013)
are strongly correlated with ellipticity, the
√
A is not (Heavens et al., 2013).
Luckily, the mock catalogue includes the area of a galaxy as its size measure.
Figure 6.2 shows the relation between the value of κtrue assigned to each
galaxy in the truth catalogue and the value estimated from sizes
κsize = ln robs − ln rintr, (6.19)
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where robs =
√
SIZE and rintr =
√
TSIZE which stand for: SIZE – observed
galaxy size (flux_radius from SExtractor), and TSIZE – simulated galaxy
size (flux_radius) in the catalogues. Note that the assigned value is an area,
despite being labelled as flux_radius which is a measure half-width of a
galaxy profile in SExtractor. There is a good agreement between the two
values of κ, however, the noise pushes some of the values of κsize slightly
above κtrue.
Figures 6.3 and 6.4 show how the ellipticity |ϵ| and shear |γ| are related
to the galaxy size r =
√
A in the catalogue. They include galaxies from two
redshift bins – high 0.75 < z < 0.8 and low 0.35 < z < 0.4. It is visible that
the ellipticity is not strongly correlatedwith the size – the Pearson correlation
coefficient ρr,ϵ = −0.0743 and ρr,ϵ = −0.0511 for the low z and high z bins
respectively.
The shear-size plot shows, however, a substantial difference between the
high and low redshift samples. The high redshift sample has more strongly
sheared galaxies as it has passed throughmore structure. For the same reason
the low redshift sample will be less sheared. It will also have more galaxies
that appear large as they are closer to us. This correlation is related to the
signal and is in fact expected. The correlation coefficients are, however, sim-
ilar to the ones for ellipticity – ρr,γ = −0.00831 and ρr,γ = −0.053 for the
low z and high z bins respectively.
The lack of correlation between size and ellipticity ensures that the noise
will also be largely uncorrelated, which is the desired property.
However, the distribution of sizes found in the DES mock catalogue v4.02,
shown in Figure 6.1, has a σx ≃ 0.15which is smaller than expected. To make
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Figure 6.2: Relation between the value of κtrue assigned to each galaxy in
the truth catalogue and the value estimated from sizes κsize. There is a good
agreement between the two values of κ, however, the noise pushes some of
the values of κsize slightly above κtrue. The dashed line shows x = y.
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the noise properties of the κˆsize more realistic, I have added to each pixel a
Gaussian noise component with variance
σ2noise =
0.32
n¯
− σ2κ =
0.32 − σ2x
n¯
, (6.20)
where n¯ is the average number of galaxies in a pixel.
6.4 practical implementation
The code used to perform this analysis was the same as described in the
previous chapter but with an additional likelihood term described above.
6.4.1 constructing the data inputs
The reconstructions are performed on a 2D grid. The size magnification sig-
nal in each pixel is estimated by first dividing the catalogue into Nz redshift
bins. A pixel at position (θ, zi) is assigned the convergence value according
to
κˆ(θ, z) = x¯(θ, z) − x¯z. (6.21)
To obtain a 2D estimate we simply add up the contributions coming from
different redshifts weighting them by the galaxy fraction in each redshift bin
such as to match the signal strength from the shear data
κ(θ) =
Nz∑
i=1
κ¯(θ, zi)
n(zi)
ntotal
. (6.22)
We also need to estimate the error σκ for the 2D projection of κsize. We add
errors in quadrature
σ2κ(θ) =
Nz∑
i=1
σ2κ(θ, zi)
(
n(zi)
ntotal
)2
. (6.23)
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Figure 6.3: Size r =
√
A and shear |γ|. The plot includes galaxies from two red-
shift bins – high z (red) and low z (blue). The plot shows a substantial differ-
ence between the high and low redshift samples. The high redshift sample has
more galaxies that are strongly sheared as their light has passed throughmore
structure. For the same reason the low redshift sample is less sheared. It also
has more galaxies that appear larger as they are closer to the observer. These
features are related to the signal and are in fact expected. They do not make
the noise correlated. The Pearson correlation coefficient ρr,γ = −0.00831 and
ρr,γ = −0.053 for the low z and high z bins respectively.
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Figure 6.4: Size r =
√
A and ellipticity |ϵ|. They include galaxies from two
redshift bins – high z and low z. It is visible that the ellipticity is not correlated
with the size. The lack of correlation between size and ellipticity ensures that
the noise will also be uncorrelated,which is the desired property. The Pearson
correlation coefficient ρr,ϵ = −0.0743 and ρr,ϵ = −0.0511 for the low z and
high z bins respectively.
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6.4.2 assigning probabilities
We are now ready to discuss our approach to finding a reconstructed conver-
gence field. The reconstruction is performed by seeking a κ˜trial thatmaximises
the posterior probability. The posterior pdf will be generally strongly peaked
so it is convenient to work with its logarithm
− ln Pr(κ˜|γd, κsize, αgal) ∝ − ln Lγ − ln Lsize − ln Prpriorα + offset, (6.24)
which varies more slowly with the change in κ˜ and the bar symbol empha-
sises that the probability is unnormalised (constant terms included in the
offset). We can simply add the likelihood terms ln Lγ and ln Lsize as they are
independent (see Section 6.2.1). The size likelihood is given by
− ln Lsize(κ˜|κsize) =
∑
i
(κi − κ
size
i )
2
2σ2κ
. (6.25)
6.5 results
6.5.1 reconstructions
To study the mapping properties of size magnification, I have used the same
100 fields of 2◦ × 2◦ divided into pixels of 2′ × 2′ containing ≃ 120 galaxies
from the simulated catalogue described in Section 5.2.
As previously, the reconstruction code was run for 30, 000 trial steps for
each sub-field, with 300 trial fields generated in each optimization step. The
reconstructed maps span 4◦ × 4◦, containing 14, 400 pixels of 2′ × 2′.
Reconstructionswere performedusing a joint size-shearmaximum-likelihood
(ML) method (i.e. no prior terms) and the maximum-probability approach
with the phase prior for sizes alone, and shear and size together (see Table
6.1). In this set of runs, the phase prior included a phase tolerance σα =
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Table 6.1: List of the reconstructions carried out, with different combinations
of likelihoods and priors
Posterior Phases tolerance κinitial
Lr(κsize|κ)L(γd|κ) − Filt.
Lr(κsize|κ)Pr(κ|αgal) σα = 2.2 ·MAD∆α Filt.
Lr(κsize|κ)L(γd|κ)Pr(κ|αgal) σα = 2.2 ·MAD∆α Filt.
2.2 ·MAD∆α, in order to provide a weakly informative prior. To obtain a rea-
sonable starting point, κ˜initial was filtered according to equation (5.23). This
set up is the same as for the main results of Chapter 5, thus allowing for a
direct comparison.
Figure 6.5 shows the comparison between the convergence estimated
from magnification (blue) and shear (red) – as a maximum-likelihood recon-
struction. As expected, after adding the additional noise to the size estimated
convergence, the power for both estimators and their errors is similar.
Figure 6.6 shows examples of maps estimated from size (b), and obtained
using the maximum-probability methodwith the phase prior for sizes (c), and
with the true simulated convergence map (a) and the convergence estimated
from galaxy positions (d) shown for comparison. The MP reconstruction for
sizes only seems to overestimate the large scale fluctuations in the map while
underestimating small scale ones, i.e. the map appears smoother.
This impression is further supported by the plot of the signal and the error
power as a function of l as shown in Figure 6.7. The MP method reduces the
noise but some additional power on large scales is remaining. Adding shear
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Figure 6.5: Power spectra (dashed) and error power spectra (dotted) for the
size and shear estimators. The true convergence power spectrum (black solid
line) is plotted for comparison. Red: convergence estimated from galaxy sizes.
Blue: shear maximum-likelihood reconstruction.
size magnification 163
improves the reconstruction only on large scales l < 300. Compared with the
results for shear shown in Figure 6.8, adding the magnification information
improves also only on large scales. It is possible that on small noise dominated
scales the phase prior dominates the reconstruction.
To compare the relative influence of shear, magnification, and the phase
prior I have run a set of joint reconstructions with shear and magnification
without the phase prior. The results for these are shown in Figure 6.9 in blue.
The noise in this reconstruction is lower compared with a size or shear only
reconstruction. This is expected as by adding information we increase the
S/N of the reconstruction. However, as Figures 6.7 and 6.8 show the phase
prior suppresses noise very effectively, such that a joint, size and shear, MP
reconstruction improves only on large scales compared with an MP recon-
struction for size or shear alone. This is again in line with the expectation –
the phase prior is less powerful on large scales.
6.6 why does it work?
The results discussed above and in the previous chapter show that including
the phase information greatly reduces the noise in the reconstructions. Some
of this improvement can be assigned to choosing a suitable starting point
that is consistent with the data within the assumed error. However, as visible
in Figure 5.8, this is only one of the factors.
The reduction of the noise visible in Figures 5.6 and 6.7 is due to the
interplay between the galaxy phases and both the phase and amplitude of
the lensing. Given noisy shear data, and if the phases of the two fields disagree
strongly, the only permitted hypothesis that satisfies both the phase prior and
the likelihood with modest probability, has low amplitude for the signal. On
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(a) True κ in the simulation. (b) Size estimated κ.
(c) MP size including phase information. (d) κg estimate from galaxy positions.
Figure 6.6: Resulting reconstructed maps of the convergence field. The maps
are showing an example of a 2◦×2◦ reconstruction fieldwith 2′×2′ pixels. The
maps were zero-padded in Fourier space to have a smoother appearance. The
true convergence is shown along with the convergence estimated from sizes
κˆsize, and reconstructions obtained using the maximum-probability method
with the size estimator κˆsize and the phase prior. The galaxy convergence κg
from which the prior was computed is also shown for comparison.
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Figure 6.7: Power spectra (dashed) and error power spectra (dotted) for the
size estimators. The true convergence power spectrum (black solid line) is
plotted for comparison. Red: convergence estimated from galaxy sizes. Blue:
maximum-probability reconstruction from sizes including the phase prior.
Purple: maximum-probability reconstruction from sizes and shear including
the phase prior.
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Figure 6.8: Power spectra (dashed) and error power spectra (dotted) for the
shear estimators. The true convergence power spectrum (black solid line) is
plotted for comparison. Red: shearmaximum-likelihood reconstruction. Blue:
maximum-probability reconstruction from shear including the phase prior.
Purple: maximum-probability reconstruction from sizes and shear including
the phase prior.
size magnification 167
Figure 6.9: Power spectra (dashed) and error power spectra (dotted) for the
size and shear estimators. The true convergence power spectrum (black solid
line) is plotted for comparison. Red: convergence estimated from galaxy
sizes. Blue: maximum-likelihood reconstruction from sizes and shear. Pur-
ple: maximum-probability reconstruction from sizes and shear including the
phase prior.
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the other hand, where the phases agree, a higher amplitude is permitted, as
demonstrated below.
To gain some understanding of the influence of the phase prior we should
turn again to the behaviour of the modes on the complex plane.
Assuming uncorrelated Gaussian errors for the shear in each pixel, which
is a valid assumption in this case, the probability surface of an individual
mode on the complex plane will be close to a 2D Gaussian, i.e. the samples
from a measured mode κ˜(l) will be centred at position (κ˜Re, κ˜Im) and some
scatter around that position.
Figure 6.10 shows a sketch of such a case. The points show samples from
a 2D Gaussian centred at (0, 1), and with variance σ2 = 1. The phase prior
will guide the reconstruction into the parts of the probability surface that
contains points with a phase similar to that of the prior. Then, if the phase of
the ML reconstruction (only lensing) agrees with the galaxies, as shown by
the red points in Figure 6.10, the reconstruction is effectively unconstrained
and will settle for a mode amplitude |κ˜(l)| chosen by lensing.
However, if the phase of the ML reconstruction and the prior disagree,
the available solutions will have considerably smaller amplitudes, as shown
by the wedge opposite to the red points in Figure 6.10. This in turn should
lead to a reduction in noise power.
If the image outlined above is correct, the MP reconstruction should show
a change in average amplitude dependent on the phase difference between
the lensing maximum-likelihood phase αγ and the phase prior αgal.
To study this sort of behaviourwe should use samples from the probability
surface of an individual mode, both forML andMP reconstructions. However,
the code searches only for the most probable solution κbest, providing a single
estimate for each mode. To evade this problem, I will stack all the modes for
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Figure 6.10: Phase prior in the complex plane. The points show samples from
a 2D Gaussian centred at (0, 1), and with variance σ2 = 1. This models the
probability surface of an individual mode on the complex plane i.e. the sam-
ples from a measured mode κ˜(l) will be centred at position (κ˜Re, κ˜Im) and
some scatter around that position.
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(a) MP reconstructions. (b) ML reconstructions.
Figure 6.11: Mean reconstructed amplitude as a function phase difference
between the ML reconstruction and the phase prior. Negative values imply
⟨|κ˜true|⟩ < ⟨|κ˜rec|⟩.
all 100 reconstruction fields which should provide an approximation to a
strict re-sampling scheme.
We then plot the average amplitude difference normalised to the average
true amplitude
∆κ(∆α, l) ≡ ⟨|κ˜
true
l − κ˜
rec
l |⟩l,∆α
⟨|κ˜truel |⟩l
, (6.26)
where the average of the amplitude difference is taken for a particular l and
∆α = αgal − αγ.
Figure 6.11 shows this amplitude difference for the maximum-probability
reconstructions and maximum-likelihood reconstructions. It is visible that
MP reconstructions (a) exhibit the expected dependence on the phase dif-
ference between the lensing and galaxy phases, i.e. the noise suppression is
strongest where the phase difference is biggest. Qualitatively, this demon-
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strates that if the phase of the ML reconstruction and the prior disagree, the
available solutions will have considerably smaller amplitudes. The ML recon-
structions (b) show barely any scale dependence as expected.
A more detailed quantitative study of the influence of the phase prior on
the noise properties of the reconstructions will require the incorporation of a
sampling scheme in the reconstruction code. However, the discussion above
provides a qualitative understanding of why the phase prior works so well
in improving the reconstructions of the lensing convergence κ.
6.7 discussion
In this chapter, I have extended the maximum-probability reconstruction
method, discussed in the previous chapter, to include magnification infor-
mation estimated from galaxy sizes.
Similarly to the results presented in the previous chapter, I have found
that a weak prior on phases provides a good quality 2D density reconstruc-
tion with signal-to-noise S/N ⩾ 1 on scales up to and beyond l = 1000, as
shown in Figure 6.7. However, as Figures 6.7 and 6.8 show the phase prior
suppresses noise very effectively, such that a joint, size and shear, MP recon-
struction improves only on large scales l < 300 in comparison with an MP
reconstruction for size or shear alone.
This reduction of the noise is due to the interplay between the galaxy
phases and both the phase and amplitude of the lensing. Given noisy shear
data, and if the phases of the two fields disagree strongly, the only permitted
hypothesis that satisfies both the phase prior and the likelihood with modest
probability, has low amplitude for the signal. On the other hand, where the
phases agree, a higher amplitude is permitted.
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A more detailed quantitative study of the influence of the phase prior on
the noise properties of the reconstructions, including sampling of the poste-
rior, is required. However, this chapter has clearly demonstrated that adding
magnification information improves the reconstruction, especially on large
scales.
7
mapping clusters with dark
energy survey data
7.1 introduction - the dark energy survey
The advent of wide-field galaxy surveys with high quality imaging provides
an opportunity tomap the darkmatter distribution in large parts of the visible
Universe. A particular example of such a survey is the Dark Energy Survey
wide field weak lensing survey with high quality photometric redshifts.
The Dark Energy Survey will image 5000 sq. deg. using the prime-focus
imager DECam placed on the Blanco telescope at the Cerro Tololo Inter-
American Observatory. With this instrument, DES will go beyond the reach
of SDSS mainly by virtue of depth: the redshift distribution is expected to
have a median z ≈ 0.8 and a significant tail beyond z = 1. Hence, DES will
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be able to detect clusters at high redshift (z ≈ 1), and use source galaxies for
a lensing analysis of clusters beyond z ≈ 0.5.
For its cosmological analysis, DES will combine four different probes –
weak gravitational lensing, galaxy clustering (i.e. large scale structure), su-
pernovæ type Ia, and galaxy clusters. This will allow for independent tests
against systematics in cosmological parameter estimation.
7.2 science verification cluster fields
During the science verification (SV) stage of the survey several fields of ap-
proximately 1◦× 1◦ were targeted (Melchior et al., 2014, in preparation). The
fields were centred on clusters: 1E 0657-56 (known as Bullet Cluster, Clowe
et al., 2004), RXC J2248.7-4431 (Gruen et al., 2013), SPT-CL J2332-5358 (High
et al., 2012; Song et al., 2012), ACT-CL J0102-4915 (dubbed El Gordo, Menan-
teau et al., 2012), and Abell 3261 (Abell et al., 1989). Table 7.1 summarises the
locations of the clusters.
Melchior et al. (2014) have performed a thorough analysis of four of the
cluster fields (all apart from El Gordo). They have established their lensing
masses by fitting NFW profiles, produced non-parametric mass maps, and
studied the richness of the cluster using redMaPPer – a red-sequence cluster
finder (Rykoff et al., 2014). They have established a good agreement between
lensing mass peaks and the galaxy distribution in each cluster. Hence, the
methods developed in this thesis can now be applied early DES data.
7.3 cluster mass maps
Figures 7.1, 7.2, 7.3, 7.4, and 7.5 show the convergence maps for each of
the fields obtained using the ML and MP methods described in Chapter 5
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Table 7.1: List of clusters observed by the Dark Energy Survey
Label RA [◦] δ [◦] Cluster name Redshift
Bullet 104.65 −56.1 1E 0657-56 0.296
RXJ 342.23 −44.53 RXC J2248.7-4431 0.348
El Gordo 15.71 −49.25 ACT-CL J0102-4915 0.87
SPTW1 353.1 −54.12 SPT-CL J2332-5358 0.402
Abell 3261 67.31 −60.33 Abell 3261 0.213
(courtesy of David Bacon). The shear catalogues were produced using the
IM3SHAPE code (Zuntz et al., 2013, see Section 2.5.1). Although these are
very preliminary results, two striking properties are clearly visible. Firstly,
as expected, the MP method greatly reduces the noise in the maps. Secondly,
distinctive structures are visible in the centres of the fields,where the clusters
are expected to reside. For the two particularly rich clusters fields, the Bullet
and RXJ, the MP method has reconstructed significant peaks in the centres
of the fields.
To quantify the difference between the results obtained by the ML and
MP methods we can look at the significance of the cluster detection. Here, I
will define the signal-to-noise ratio (SNR) as
SNR =
κmax
σκ
, (7.1)
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Table 7.2: Properties of the reconstructed cluster maps
Label Value ML Rec. MP Rec.
Bullet κmax 0.0321 0.0355
σκ 0.00918 0.00717
SNR 3.49 4.95
RXJ κmax 0.0381 0.0357
σκ 0.00929 0.007
SNR 4.1 5.1
where κmax is the maximum convergence value and σκ is the standard devia-
tion of all the pixels of in the field. Table 7.2 summarises the statistics of the
maps of the Bullet and RXJ fields.
Although encouraging, these results should be subject to further analysis:
random signal: we will randomise the orientations of the galaxies, and
use the result as the signal. Ideally, the structures would disappear.
However, the presence of the phase prior might still imprint the vis-
ible pattern on the noise only map. It is important to check how much
the prior influences the result.
presence of b-modes: lensing leads only to an E-mode pattern. However,
systematic effects might lead to the presence of a B-mode. By rotating
the galaxies by 45◦, and using the result as the signal we can test for
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the presence of a B-mode. The reconstructed map should be consistent
with noise, if no significant B-mode contamination is present.
Maps like these will be of particular use for studying the astrophysics of
clusters and tests of gravity, as discussed in Section 3.3.
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(a) ML reconstructions. (b) MP reconstructions.
Figure 7.1: Bullet cluster. Left: ML reconstruction. Right: MP reconstruction.
Image credit: David Bacon.
(a) ML reconstructions. (b) MP reconstructions.
Figure 7.2: RXJ cluster. Left: ML reconstruction. Right: MP reconstruction.
Image credit: David Bacon.
des clusters 179
(a) ML reconstructions. (b) MP reconstructions.
Figure 7.3: El Gordo cluster. Left: ML reconstruction. Right: MP reconstruc-
tion. Image credit: David Bacon.
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(a) ML reconstructions. (b) MP reconstructions.
Figure 7.4: SPTW1 cluster. Left: ML reconstruction. Right: MP reconstruction.
Image credit: David Bacon.
(a) ML reconstructions. (b) MP reconstructions.
Figure 7.5: Abell 3261 cluster. Left: ML reconstruction. Right: MP reconstruc-
tion. Image credit: David Bacon.
8
summary and outlook
8.1 summary
As the dark matter field is probed by many different methods, it is beneficial
to seek an effective way of combining them to reconstruct the underlying
density field. However, the available probes of the large-scale structure have
distinct properties. In particular, galaxies are a high resolution but biased
tracer of mass, while weak lensing avoids such biases but, due to low signal-
to-noise ratio, has poor resolution. In this thesis I have studied the relation
between these cosmological fields as captured by their Fourier phases.
After reviewing the applications of maps in cosmology, I have investi-
gated the relation between the Fourier phases of cosmological fields. By con-
sidering Gaussian random fields, I have taken some steps in describing the
statistics of the phase difference between fields. Then I have considered some
simple models of realistic cosmological fields – galaxies and weak gravita-
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tional lensing. To simulate the density and galaxy fields I have used an out-
put from anN-body simulation within the MICE collection. I have found that
a linear bias evolving in redshift leads to a scale independent phase differ-
ence, whereas shot noise and stochasticity lead to a scale dependent phase
difference.
I have investigated reconstructing the projected density field using the
complementarity of weak lensing and galaxy positions. I have proposed a
maximum-probability reconstruction of the 2D lensing convergence with a
likelihood term for shear data and a prior on the Fourier phases constructed
from the galaxy positions. By considering only the phases of the galaxy field,
the method evades the unknown value of the bias and allows it to be cali-
brated by lensing on a mode-by-mode basis.
By applying this method to a realistic simulated galaxy shear catalogue,
I have found that a weak prior on phases provides a good quality reconstruc-
tion far into the noise domain of the lensing signal alone.
I have then extended this method to include weak lensing magnification
as estimated from galaxy sizes. As in the case of shear I have found that a
weak prior on phases provides a good quality reconstruction.
I have also presented insights into the way in which the phase prior suc-
ceeds to improve the reconstruction. The reduction of the noise is due to the
interplay between the galaxy phases and both the phase and amplitude of
the lensing.
Finally, I have presented preliminary results of applying the maximum-
probability method to early Dark Energy Survey Data.
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8.2 outlook
Several encouraging results presented in this thesis suggest that studying the
phase difference between cosmological fields is a research programme worth
pursuing. The next steps include:
phase difference as a measure of stochasticity: Although we
have assumed that the phase differences are distributed according to a
Wrapped Cauchy distribution based on a good fit to the plot, it would
be interesting to seek an algebraic relation between the parameters
describing the random fields and the phase difference pdf. In Chapter 4
I have shown that the width of the distribution σWC should be some
function of zs/zn. If this function could be derived, we could then relate
it to more common measures of stochasticity (see Jullo et al., 2012).
bias dependence of the phase difference: The galaxies are a higher
signal-to-noise probe of the density field but because of complicated as-
trophysical processes are biasedwith respect to matter. In the mock cat-
alogue the galaxy biasing is roughly linear and deterministic. It could
be that the wrapped Cauchy pdf of the phase differences is typical only
for this type of bias, but might be quite different for more complex sce-
narios. Hence, further studies of how the phase difference distribution
arises are important as it might provide us with an extra handle on the
way inwhich they probe the density field, in particular the stochasticity
of the bias relation.
It is important to note, however, that as we already permit very large er-
rors on the phase difference,moderate deviations from our simulations’
bias model should not change the conclusions of the thesis.
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applicability of the code: In this study the phase prior was cali-
brated from simulations. However, in practice a scheme to determine
the width and shape of the phase difference distribution will be nec-
essary. This could be done using an analytic model, discussed above,
where the phase difference between κML, the lensing only estimate, and
κg, the galaxy estimated one, should inform about the excess noise be-
yond lensing shape noise. A more sophisticated, but also a lot more ex-
pensive computationally, alternative would be to determine this from
the Bayesian evidence, in a manner similar to the entropic prior in Mar-
shall et al. (2002).
sampling the posterior surface: A more detailed quantitative study
of the influence of the phase prior on the noise properties of the re-
constructions will require samples from the probability surface of each
individualmode κ˜(l), both for anML andMP reconstructions. However,
the code searches only for the most probable solution κbest, providing a
single estimate for each mode. Hence, the incorporation of a sampling
scheme in the reconstruction code is required. A useful by-product will
be an estimate of the errors in the reconstruction.
As presented above, prospects for the scientific exploitation of Fourier phase
differences in cosmology are exciting with many unexplored directions to be
pursued.
A
derivations
A.1 relation between ϕ and Φ in 3d
To simplify the algebra we make the substitution:
c2
2
ϕ(χS) =
∫χS
0
dχL
χS − χL
χSχL
Φ(χL) ≡ y(r) =
∫ r
0
dr ′ f(r, r ′)
Then differentiation gives:
∂y
∂r
= lim
ε→0
1
ε
[ ∫ r+ε
0
dr ′f(r+ ε, r ′) −
∫ r
0
dr ′f(r, r ′)
]
= lim
ε→0
1
ε
[ ∫ r+ε
0
dr ′f(r+ ε, r ′) +
∫ r+ε
r
dr ′f(r+ ε, r ′) −
∫ r
0
dr ′f(r, r ′)
]
= lim
ε→0
∫ r+ε
0
dr ′
1
ε
[
f(r+ ε, r ′) − f(r, r ′)
]
+ lim
ε→0
1
ε
[
εf(r, r)
]
=
∫ r
0
dr ′
∂f(r, r ′)
∂r
+ f(r, r) =
∫ r
0
dr ′
∂f(r, r ′)
∂r
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As f(r, r) = 0 for this particular case (χS = χL). Multiplying by r2 and differ-
entiating again:
∂
∂r
(
r2
∂y
∂r
)
= lim
ε→0
1
ε
[ ∫ r+ε
0
dr ′(r+ ε)2
∂f(r+ ε, r ′)
∂r
−
∫ r
0
dr ′r2
∂f(r, r ′)
∂r
]
= lim
ε→0
1
ε
[ ∫ r
0
dr ′(r+ ε)2
∂f(r+ ε, r ′)
∂r
+
∫ r+ε
r
dr ′(r+ ε)2
∂f(r+ ε, r ′)
∂r
−
∫ r
0
dr ′r2
∂f(r, r ′)
∂r
]
= lim
ε→0
∫ r
0
dr ′
1
ε
[
(r+ ε)2
∂f(r+ ε, r ′)
∂r
− r2
∂f(r, r ′)
∂r
]
+ lim
ε→0
1
ε
[
εr2
∂f(r, r)
∂r
]
=
∫ r
0
dr ′
∂
∂r
(
r2
∂f(r, r ′)
∂r
)
+ r2
∂f(r, r)
∂r
≈ r2∂f(r, r)
∂r
As the the derivatives will integrate to zero.
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