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РЕФЕРАТ 
 
Выпускная квалификационная работа по теме «Разработка системы 
идентификации личности по голосу» содержит 46 страниц текстового 
документа, 13 рисунков, 14 использованных источников. 
ИНФОРМАЦИОННЫЕ ТЕХНОЛОГИИ, ИНФОРМАЦТОННЫЕ 
СИСТЕМЫ, РАЗРАБОТКА ПРОГРАММОГО ПРОДУКТА, АСУ, 
БИОМЕТРИЯ, ИДЕНТИФИКАЦИЯ ПО ГОЛОСУ, PYTHON, MFCC, GMM. 
Объектом исследования является биометрические данные человека. 
Предметом исследования являются идентификация пользователя по голосу.  
Цель проекта - разработка системы идентификации личности человека 
по его голосу. 
Основные задачи: 
 разработка алгоритмов программного продукта; 
 разработка архитектуры системы; 
 анализ качества работы системы. 
Основные результаты: разработан программный продукт, который 
осуществляет регистрацию и последующую идентификацию пользователей 
на основе биометрических данных голоса. 
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ВВЕДЕНИЕ 
 
На современный мир всемирная компьютерная сеть Интернет оказала 
огромное влияние, создав благодатную почву для взаимодействия большого 
количества людей ранее не связанных друг с другом. Дальнейшее увеличение 
вычислительных мощностей компьютеров сулит грандиозные возможности 
для создания систем искусственного интеллекта. Человек всегда хотел 
создать себе искусственного помощника, с которым он сможет 
непринужденно общаться. В существующих на данный момент электронных 
помощниках это желание отображается как никогда четче: замечено, что 
люди имеют большое желание и пытаются общаться с такой системой на 
равных, даже если в ней не заложен такой расширенный функционал. 
По мере развития компьютерных сетей возникла потребность в более 
надежных методах обеспечения безопасности сетевых ресурсов. С 
увеличением численности ресурсов и их пользователей также возросла 
активность злоумышленников, которые начали взламывать аккаунты 
пользователей в корыстных целях. Для недопущения взлома было 
разработано большое количество способов защиты. Для защиты в процессах 
идентификации и аутентификации стали использовать различные 
биометрические данные человека: речь, радужку глаза, лицо, отпечатки 
пальцев, рост, вес, телосложение, походку, почерк и даже запах. 
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1 Теоритические сведения 
 
1.1 Общие теоритические сведения 
 
Каждый год появляются все новые сервисы, которые все глубже 
встраиваются в наше общество. Порой они затрагивают жизненно важные 
функции, несанкционированный доступ к которым может в значительной 
степени негативно отразиться на состоянии общества. Поэтому задача 
обеспечения безопасности этих сервисов является зачастую самой важной 
при их создании. Для обеспечения безопасности систем используются 
различные приемы, в числе которых находится и однозначное определение 
пользователя и предоставляемых ему прав. Наиболее часто при определении 
пользователя используется пара логин-пароль. Но когда требуется 
повышенная безопасность при входе в систему применяют дополнительные 
способы. Зачастую одним из вариантов является распознавание личности 
пользователя по его голосу. Далее в данной работе будет рассмотрено 
подробнее как можно реализовать данный способ. 
 
1.2 Понятия безопасности систем 
 
При входе в какую-либо систему с разграниченными правами доступа 
пользователь проходит несколько этапов проверки его попытки входа на 
безопасность и правомерность. Первым этапом является аутентификация – 
это процедура проверки подлинности пользователя при попытке входа в 
систему. Далее начинается идентификация – это процесс назначения или 
поиска соответствия индивидуального идентификатора (уникального 
признака объекта) пользователю. В случае успешного прохождения 
аутентификации пользователь проходит процедуру авторизации, т.е. 
назначение пользователю прав на выполнение определенных действий в 
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системе, а также процесс проверки данных прав в при попытке выполнения 
этих действий. 
Для обеспечения безопасной и надежной процедуры входа 
применяются дополнительные меры защиты: введение многофакторной 
аутентификации, применение идентификаторов связанных с реальным миром 
и с помощью биометрических данных человека. Следует пояснить, что 
биометрия – это методы автоматической идентификации и (или) 
аутентификации человека, на основании его физиологических или 
поведенческих характеристиках. Наиболее часто используются для 
аутентификации отпечатки пальцев, фотографии радужной оболочки глаза и 
лица. Этот выбор обоснован тем, что данные способы биометрической 
аутентификации наименее всего подвержены различным изменениям 
зависящих от пользователя и сравнительно легко могут быть получены. Но 
то что остальные способы менее востребованы в качестве факторов 
аутентификации не значит, что они хуже передают индивидуальные 
особенности человека. Напротив, такие как голос, походка и почерк намного 
сложнее подделать потенциальному злоумышленнику, так как они являются 
процессом, а не статическим изображением, что следовательно является 
безусловным преимуществом над другими методами. 
 
1.3 Речь 
 
Развитие у человека такого сложного голосового аппарата привело к 
приобретению им голоса – способности человека издавать различные звуки с 
помощью звуковых связок, которые при прохождении через них воздуха 
создают звуковые колебания. Уникальные характеристики голоса 
приобретаются при прохождении звука через естественные резонаторы: 
трахею, носовые полости, ротоглоточную полость и гортань. На рисунке 1 
представлено строение голосового аппарата человека. 
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Рисунок 1 – Строение голосового аппарата 
 
Благодаря голосу стало возможным появление и дальнейшее развитие 
речи, с помощью которой человек получил возможность строить сложную 
коммуникацию с другими людьми. Это открыло новые возможности для 
передачи и хранения информации, что крайне благотворно повлияло на 
становления человека как социального вида. 
Речь используется не только для обмена информацией, но и для 
передачи эмоционального состояния, а также для определения личности 
говорящего. Последнее часто используется человеком на интуитивном 
уровне и в сочетании со способностью выделять речь другого человека среди 
посторонних шумов для распознавания его речи дает удивительные 
результаты, которые пока не достижимы для искусственных систем. Но за 
последние 20 лет в отрасли распознавания речи человека наблюдается 
прогресс – специализированные системы научились не только распознавать 
кто говорит, но и что говорит. Если программное обеспечения для 
распознавания речи перешло в нишу электронных помощников и 
персональных секретарей, то системы распознавания личности человека по 
голосу в сектор обеспечения безопасности доступа. 
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1.4 Виды систем распознавания диктора 
 
Распознавание личности по голосу или распознавание диктора (англ. 
Speaker recognition) отличается от проблемы распознавания речи главным 
образом тем, что производится распознавание личности говорящего, а не его 
речи. Существует два типа систем: тексто-зависимые и тексто-независимые. 
Первые используют фиксированные слова или предложения как на этапе 
верификации, так и на этапе обучения. Вторые не привязаны к заранее 
предопределенным высказываниям и работают с высказываниями любой 
длины и содержания. Их недостатки и преимущества вытекают из их 
принципа работы. Давайте рассмотрим их.  
Преимущества тексто-зависимых систем распознавания диктора в том, 
что такие системы сравнительно легче создавать, временные оси 
идентифицируемого диктора и записанного шаблона выровнены, а также 
точность такого метода зачастую выше. Недостатками же являются 
невозможность применять высказывания отличающиеся от уже заранее 
заложенных в систему и чувствительность к естественным изменениям в 
речи человека, которые возникают из-за болезней, смены эмоционального 
состояния и так далее. 
Для тексто-независимых систем ощутимым достоинством является 
отсутствия привязки к определенным фразам-паролям, то есть их можно 
использовать например для судебно-медицинских экспертиз, где зачастую 
доступна одна-единственная запись голоса диктора, которого необходимо 
опознать. Другое преимущество данного вида состоит в том, что если 
заданный порог распознавания не достигается, то пользователю достаточно 
просто продолжить говорить произвольное высказывание, не повторяя одну 
и ту же фразу вновь и вновь. Слабым местом таких систем является 
повышенная сложность разработки и меньшая по сравнению с тексто-
зависимыми системами точность. 
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Общим недостатком систем распознавания личности диктора по его 
речи является то, что они подвержены к обходу хакерами с помощью 
современных устройств звукозаписи и воспроизведения. Поэтому крайне 
важно использовать идентификацию по голосу в купе с другими факторами 
аутентификации для того чтобы увеличить стойкость системы безопасности 
к различного рода атакам со стороны злоумышленников. 
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2 Методы и средства идентификации личности по голосу 
 
В существующих системах процесс идентификации состоит из двух 
главных этапов – это выявление значимых признаков в исходных данных и 
создание на их основе моделей, по которым определяется степень похожести 
претендента на зарегистрированного пользователя. Ниже будут рассмотрены 
методы и средства, которые применяются системах голосовой 
идентификации. 
 
2.1 Понятие мела 
 
Высота звука воспринимаемого человеческим слухом не связана 
линейно с его частотой, напротив, ее величина связана еще с уровнем 
громкости и тембром. Поэтому для ее анализа была создана количественная 
оценка звука – Мел, единица измерения высоты воспринимаемого звука 
основанная на психофизических параметрах восприятия. Так как на 
сегодняшний день пока не представляется возможным измерить АЧХ 
человеческого слуха в виде мозговой активности напрямую, при определении 
зависимости мелов от частоты была применена статистическая обработка 
большого количества данных о субъективном восприятии высоты звука.  
Мел удобно применять в целях анализа речи человека, так как его 
использование «приближает» алгоритмы обработки данных к человеческим 
параметрам восприятия, что благотворно сказывается на качестве 
распознавания. На рисунке 2 изображен график зависимости мел-шкалы от 
частоты колебаний звукового сигнала. 
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Рисунок 2 – График зависимости высоты звука в мелах от частоты колебаний 
 
Зависимость высоты воспринимаемого звукового сигнала от его 
частоты описывается формулой: 
 
           (1) 
 
где  – высота звука в мелах; 
 – частота в герцах. 
 
2.2 Спектр 
 
Спектральный анализ сигналов является одним из важнейших 
инструментов для их изучения. В общем смысле спектром называют 
распределение некоторой физической величины по другой величине. 
Наиболее часто под спектром подразумевается спектр электромагнитного 
излучения в виде распределения энергии излучения по частотам. Но 
спектральный анализ может применяться ко многим сигналам, в том числе и 
речевым. Для вычисления спектра сигнала к нему применяют 
преобразование Фурье формула которого показана ниже: 
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              (2) 
 
При вычислении преобразования Фурье на компьютерах возникают 
сложности, так как при вычислении обычным способом требуется 
суммировать бесконечный ряд чисел. Поэтому в реальных вычислениях ЭВМ 
используется дискретное и быстрое, которое является оптимизированной 
версией дискретного. Его вычисляют по формуле: 
 
             (3) 
  
где  – это размерность дискретного отрезка сигнала; 
 – амплитуда n-го сигнала; 
 –  аплитуд синусоидальных сигналов, которые составляют основной 
сигнал. 
Спектральное преобразование сигнала облегчает понимание и анализ 
природы звуковых сигналов. Пример спектрограммы изображен на рисунке 
3. 
 
 
Рисунок 3 – Спектрограмма слова «компьютер» 
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2.3 Кепстр 
 
Зачастую при анализе полученных данных не достаточно сделать 
выводы об их информативности только лишь по спектру сигнала. Тогда в 
таких случаях применяется кепстр, или другими словами спектр спектра 
исходного сигнала. Он используется когда на спектрограмме не заметны 
скрытные, но действительно существующие периодичности в сигнале.  
Суть вычисления кепстра в том, чтобы представить уже имеющейся 
спектр не как распределение некоторой величины исходных данных, а как 
самостоятельный сигнал. Благодаря этому значимая спектральная 
информация представляется более компактно, что облегчает ее анализ. В 
общем виде кепстр вычисляется по формуле: 
 
              (4) 
  
2.4 Извлечение признаков 
 
При постановке задачи идентификации личности по его 
биометрическим данным одним из главных этапов является выделение 
ценной информации из входных сигналов. Этот процесс называется 
выделение значимых признаков. Зачастую для схожих на первый взгляд 
задач биометрической идентификации требуются разные методы. Например, 
при распознавании речи нужно как можно лучше избавиться от признаков, 
характеризующих отдельную личность, чтобы облегчить работу алгоритмам 
извлечения фонем. В распознавании диктора напротив – важно подчеркнуть 
признаки отвечающие за индивидуальность произносимых высказываний. В 
случае распознавания личности по голосу используются два основных 
алгоритма: это мел-частотные кепстральные коэффициенты и линейные 
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предсказательные кепстральные коэффициенты. Рассмотрим ниже данные 
алгоритмы. 
 
2.4.1 Мел-частотные кепстральные коэффициенты 
 
При выполнении задачи распознавания речи и(или) диктора после 
первичной фильтрации сигнала от шумов требуется выделить из него 
акустические параметры и признаки. Для этого применяются различные 
методы. Одним из таких методов является вычисление мел-частотных 
кепстральных коэффициентов (от англ. Mel-Frequency Cepstrum Coeffcents, 
MFCC). Его суть заключается в том, чтобы используя шкалу перевода 
частоты сигнала в его высоту в мелах вычислить многомерные векторы 
признаков, с которыми в дальнейшем будут работать алгоритмы 
классификации. Ниже приведен порядок вычисления мел-частотных 
кепстральных коэффицентов. 
Сначала входящий сигнал разбивается на кадры (фреймы) таким 
образом, чтобы они перекрывали следующие и предыдущие за ними. Длина 
фреймов непосредственно влияет на работу алгоритма: при увеличении 
длины отрезков повышается точность, но падает скорость работы алгоритма. 
В основном принимаются значения в диапазоне от 20 до 40 миллисекунд. 
Затем для каждого фрейма вычисляется его спектр с помощью 
дискретного преобразования Фурье. Это можно выполнить с помощью 
формулы (3). 
Полученные спектральные коэффициенты фреймов накладываются на 
мел-частотные окна. Данные окна сосредотачиваются ближе к низким 
частотам, т.к. это наиболее близко к механизму восприятия высоты звука: 
чем ниже частота, тем меньше отличаются соседние частоты. Это видно на 
рисунке 4. 
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Рисунок 4 – Пример наложения окон на мел-шкалу 
 
Производится вычисление энергии каждого кадра по формуле: 
 
            (5) 
 
В конце применяется дискретное косинусное преобразование, которое 
дает на выходе многомерный вектор признаков сигнала. Они и являются мел-
частотными кепстральными коэффициентами. 
 
2.4.2 Линейные предсказательные кепстральные коэффициенты 
 
Алгоритм кепстральных коэффициентов линейного предсказания  
(от англ. Linear Predictive Cepstral Coefficients, LPCC) начинается с 
вычисления   авторегрессионной модели для 
каждого фрейма. 
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После нахождения всех параметров модели вычисляются кепстральные 
LPCC-коэффициенты по рекурсивной функции, которая выглядит 
следующим образом: 
 
            (6) 
 
где  – это количество коэффициентов LPCC; 
 – многомерный вектор коэффициентов LPCC. 
Метод LPCC похож на MFCC во многом, но главное отличие в том, что 
он использует линейную шкалу перевода частоты звука в его высоту 
воспринимаемую мозгом. Этот способ хорошо работает в области низких 
частот, так как в этой зоне зависимость высоты звука от его частоты 
практически линейна. Данная особенность позволяет достичь схожих 
результатов при извлечении признаков в области низких частот, однако 
приблизительно после рубежа в 1000 Гц высота звука воспринимается 
человеком нелинейно, и в связи с этим ухудшается качество работы 
вышеописанного алгоритма. 
 
2.5 Задача классификации 
 
После того как значимые признаки извлечены применяются алгоритмы 
классификации данных. Во многих работах термины классификация и 
кластеризация используются как равнозначные, но это на самом деле не так. 
Классификация – это процесс назначения объектам, на которых тренируется 
алгоритм уже заранее определенных классов. А при кластеризации наоборот 
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– алгоритм сам принимает решение на какие классы разбить и какие объекты 
поместить в них. Так как задача распознавания личности по голосу 
подразумевает наличие уже заранее зарегистрированных пользователей, то 
для нее подходят алгоритмы классификации, которые мы и рассмотрим 
ниже. 
 
2.5.1 Скрытые Марковские модели 
 
Скрытые Марковские модели (от англ. Hidden Markov Model, HMM) – 
статистическая модель, которая может использоваться для решения задачи 
классификации скрытых параметров на основе наблюдаемых. HMM 
представляет собой конечный автомат, в котором переходы между 
состояниями осуществляются с некоторой вероятностью, и задано стартовое 
состояние, с которого начинается процесс. Через дискретные моменты 
времени может осуществляться переход в новые состояния. При этом 
каждому скрытому состоянию с заданной вероятностью соответствует 
наблюдаемое состояние. Кроме того, текущее состояние автомата зависит 
только от конечного числа предыдущих, а закон смены состояний не 
меняется во времени. 
HMM определяется следующими параметрами:  
 множество скрытых состояний , где  – 
начальное состояние,  – конечное состояние; 
 множество наблюдений ; 
 исходное распределение состояний , которое 
определяет вероятность начать работу в состоянии ; 
 матрица вероятностей переходов между скрытыми состояниями 
; 
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 матрица вероятностей наблюдений 
. 
Для вычисления вероятности последовательности наблюдений 
воспользуемся следующий алгоритмом: 
 
                (7) 
 
          (8) 
 
где  – вероятность того, что на шаге r модель окажется в состоянии .  
Тогда искомая вероятность определяется по формуле: 
 
              (9) 
 
При нахождение наиболее правдоподобной последовательности 
скрытых состояний для наблюдаемой последовательности требуется найти 
наиболее правдоподобную последовательность скрытых состояний  
  для заданной последовательности наблюдений 
, при которой достигается . Эта задача решается с 
помощью алгоритма, подобного алгоритму из предыдущего пункта с той 
лишь разницей, что на каждом шаге запоминается состояние , в котором 
 принимает наибольшее значение. В итоге выбирается 
последовательность состояний, для которой  принимает наибольшее 
значение. Этот алгоритм называется алгоритмом Витерби.  
Для задачи обучения параметров модели по заданной 
последовательности наблюдений и множеству скрытых состояний требуется 
вычислить для заданной модели матрицы A и B с помощью алгоритма Баума-
Велша. Для задачи распознавания диктора скрытыми состояниями являются 
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векторы признаков речевого сигнала из обучающей выборки, в качестве 
наблюдений – векторы признаков речевого сигнала из тестовой выборки.  
HMM в основном находят применение в системах зависимых от текста 
диктора, но имеют неплохую точность распознавания и как DTW просты в 
реализации. 
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2.5.2 Алгоритм динамической трансформации временной шкалы 
 
Алгоритм динамической трансформации временной шкалы (от англ. 
Dynamic Time Warping, DTW) – метод приведения к одной временной шкале 
двух сигналов, которые отличаются как скоростью записи так и 
длительностью. 
Моделью в этом методе является последовательность векторов 
признаков входного голосового сигнала из обучающей выборки 
. 
Пусть  – последовательность векторов признаков 
входного речевого сигнала из тестовой выборки. Также вводятся понятия 
матрицы выравнивания двух последовательностей , в позиции  
которой содержится значение выравнивания между элементами  и   
последовательностей  и  соответственно, и набора индексов смежных 
элементов этой матрицы , определяющего соответствие 
между элементами 9 сопоставляемых последовательностей. При этом 
элементы набора  должны удовлетворять следующим условиям: 
1.  
2.  
Целью алгоритма DTW является нахождение такого набора , 
удовлетворяющего условиям 1 и 2, при котором суммарное искажение 
последовательности относительно последовательности было бы 
минимальным, то есть: 
 
          (10) 
 
Значение этого выражения и будет определять меру близости 
последовательностей. Для нахождения значения применяется метод 
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динамического программирования, где на каждом шаге вычисляется 
значение по формуле: 
 
      (11) 
 
DTW сравнительно прост в реализации, но ограничен применением 
только в тексто-зависимых системах. 
 
2.5.3 Модель гауссовых смесей 
 
Модель гауссовых смесей (англ. Gauss Mixture Model) широко 
используется в области распознавания дикторов. Данная модель 
представляет собой взвешенную сумму Гауссиан: 
 
             (12) 
 
где λ – модель диктора; 
M –  количество компонентов модели; 
 –  веса компонентов. 
Веса компонентов подбираются таким образом, что: 
 
              (13) 
 
Функция плотности вероятности каждого компонента даётся формулой 
 
        (14)  
 
где D – размерность пространства признаков; 
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 – вектор математического ожидания; 
Σ – матрица ковариации.  
Чаще всего в системах, реализующих данную модель, используется 
диагональная матрица ковариации. Возможно также использование одной 
матрицы ковариации для всех компонентов модели диктора или одной 
матрицы для всех моделей. 
Таким образом, для построения модели диктора необходимо 
определить векторы средних, матрицы ковариации и веса компонентов. 
Данную задачу решают с помощью EM-алгоритма. На вход подаётся 
обучающая последовательность векторов  . Параметры 
модели инициализируются начальными значениями и затем на каждой 
итерации алгоритма происходит переоценка параметров. Для определения 
начальных параметров обычно используют алгоритм кластеризации такой, 
как алгоритм К-средних. Построив разбиение множества обучающих 
векторов на M кластеров, параметры модели могут быть инициализированы 
следующим образом. Начальные значения  совпадают с центрами 
кластеров, матрицы ковариации рассчитываются на основе попавших в 
данный кластер векторов, веса компонентов определяются долей векторов 
данного кластера среди общего количества обучающих векторов.  
Этот алгоритм построения модели сигнала хорошо себя 
зарекомендовал в категории качества распознавания, однако есть проблемы, 
связанные с выбором параметров при старте. 
 
2.5.4 Метод векторного квантования 
 
Задача векторного квантования с кодовыми векторами для 
последовательности входных векторов ставится как задача минимизации 
искажения при замещении каждого вектора из соответствующим кодовым 
вектором. Моделью диктора в данном методе является множество кодовых 
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векторов, получаемое из входной последовательности векторов признаков 
речевого сигнала. Для построения этого множества исходная 
последовательность векторов признаков разбивается на L кластеров, и в 
качестве кодовых векторов берутся их центры. Процесс определения диктора 
по входному речевому сигналу происходит нижеописанным образом.  
Вероятность того, что вектор принадлежит какому-либо диктору, 
определяется формулой: 
 
              (15) 
 
где  – тестовый вектор; 
k – количество ближайших кодовых векторов; 
 – количество векторов, принадлежащих диктору . 
Таким образом, последовательность тестовых векторов мы сможем 
классифицировать с помощью правила: 
 
            (16) 
 
Метод векторного квантования хорошо применим к задаче тексто-
независимой идентификации говорящего, но не всегда показывает высокую 
точность распознавания. 
 
2.5.5 Метод опорных векторов 
 
Метод опорных векторов (от англ. Support vector machine, SVM) – 
бинарный классификатор, который строит в пространстве признаков 
разделяющую функцию, задающую гиперплоскость, вида: 
 
25 
 
              (17) 
 
Пусть задана последовательность точек пространства признаков 
 с метками , , , 
соответствующими двум классам.  
В случае линейной разделимости данных условия для нахождения 
функции записываются в виде: 
 
           (18) 
 
Для надежного разделения классов необходимо чтобы расстояние 
между разделяющими гиперплоскостями было как можно большим. 
Расстояние вычисляется как , следовательно, задачу поиска разделяющей 
гиперплоскости можно свести к минимизации  при указанных условиях 
(11). Эта задача может быть решена с помощью метода множителей 
Лагранжа. 
В случае линейно-неразделимых множеств вводится функция ядра. 
Основная идея заключается в том, чтобы отобразить исходное пространство 
в пространство более высокой размерности, в котором множества уже могут 
быть разделимы линейно. При этом в силу того что всюду в алгоритме 
признаки используются не отдельно, а в виде скалярных произведений, нет 
необходимости строить данное преобразование в явном виде.  
Достаточно задать функцию ядра, определяющую скалярное 
произведение в новом пространстве: 
 
            (19) 
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В качестве сохраняемой модели диктора в методе опорных векторов 
выступают параметры разделяющей функции , а также параметры 
функции ядра. Параметры ядра обычно определяют путем перебора 
некоторого множества значений и оценкой методом кроссвалидации. После 
того, как решающая функция  вычислена, принадлежность вектора 
соответствующему классу определяется знаком выражения . 
Данный метод позволяет достичь сравнительно хорошую степень 
точности классификации. Но у него есть и недостатки: сложность 
выбора ядра и медленная обучаемость при наличии большого 
количества классов.
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3 Разработка системы распознавания личности по голосу 
 
Для разработки системы был выбран язык программирования Python, 
так как он является открытым высокоуровневым языком и поддерживает 
большое количество библиотек для обработки и анализа разнообразных 
данных. Рассмотрим далее его функциональные возможности. 
 
3.1 Язык программирования Python 
 
Python – это язык программирования высокого уровня, который 
создавался с целью увеличить читаемость кода и повысить 
производительность разработчиков. Создания языка началось в конце 1980-х 
Гвидо ван Россумом под влиянием таких языков как ABC, C/C++, Java, 
Smalltalk и др. В 1991 году исходный код был впервые опубликован на 
портале «alt.sources» и с этого события началось его активное развитие. В 
процессе развития большое количество энтузиастов интересовалось и 
вносило свой вклад в улучшение данного языка, что способствовало еще 
большему росту популярности даже среди непрофессионалов и новичков. В 
настоящий момент поддерживаются две версии: 2.7 и 3.5. 
Главными чертами характеризующие Python являются: 
 Динамическая типизация – в процессе программирования не 
требуется заранее объявлять тип переменной; 
 Поддержка объектно-ориентированного программирования; 
 Простая установка большого количества разнообразных модулей, 
которые значительно расширяют функционал; 
 Легкость создания и использования собственных модулей; 
 Поддержка кроссплатформенности; 
 Интеграция с C/C++ и Java; 
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 Более простой для понимания синтаксис по сравнению с другими 
высокоуровневыми языками; 
 Автоматическое управление памятью. 
 
3.2 Модули и библиотеки 
 
Одной главных особенностей отличающих Python от других языков 
является наличие большого количества свободно распространяемых модулей 
и библиотек, которые значительно расширяют функциональные возможности 
языка. В соответствии с заданием на ВКР были выбраны следующие модули 
и библиотеки: 
 Numpy; 
 SciPy; 
 Scikit – learn; 
 Matplotlib. 
 
3.2.1 SciPy и SciKit-learn 
 
Во многих областях научно-исследовательских и опытно-
конструкторских работах требуются простое в использовании и обладающее 
большими возможностями программное обеспечение. Для обеспечения 
данных потребностей была создана SciPy – экосистема открытого 
программного обеспечения для математики, научных исследований и 
инженерных работ. SciPy как экосистема ПО состоит из следующих 
основных пакетов: 
 NumPy; 
 SciPy (как библиотека); 
 Matplotlib; 
 IPython; 
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 Sympy; 
 Pandas. 
В стек пакетов SciPy входит одноименная библиотека, которая 
занимается обработкой данных для научных и инженерных расчетов. В ее 
возможности и функции входят: 
 Константы (constants): физические константы и коэффициенты 
для их пересчета; 
 Кластеризация (cluster): алгоритмы кластеризации (Векторное 
квантование, К-средние); 
 Пакет fftpack: алгоритмы дискретного преобразования Фурье; 
 Модуль «integrate»: инструменты для интегрирования; 
 Интерполяция (interpolate): инструменты для интерполяции 
данных (Рисунок 5); 
 Модуль «io»: ввод и вывод различных данных; 
 Модуль «lib»: интерфейсы для работы с внешними 
библиотеками; 
 Модуль линейной алгебры «linalg»: различные инструменты для 
работы с линейной алгеброй; 
 Модуль «misc»: различные утилиты общего назначения; 
 Модуль «ndimage»: различные функции для работы с 
многомерными изображениями; 
 Алгоритмы оптимизации («optimize»): различные алгоритмы 
оптимизации в том числе и линейное программирование; 
 Обработка сигнала («signal»): инструменты для обработки 
сигналов; 
 Модуль «sparse»: Разряженные матрицы и алгоритмы для работы 
с ними; 
 Модуль «spatial»: пространственные данные и алгоритмы для 
работы с ними, например решающие деревья ближайший сосед; 
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 Модуль «special»: специальные функции; 
 Статистические функции («stats»); 
 Модуль «weave»: инструменты для внедрения кода C/C++ в 
Python в виде многострочных комментариев. 
 
 
Рисунок 5 – Различные методы интерполяции данных в scipy.interpolate 
 
Для еще большего расширения возможностей экосистемы 
программного обеспечения SciPy был создан набор дополнительных пакетов 
под названием SciKits (SciPy Toolkits). В набор входят различные модули: 
инструменты для создания и работы с нейронными сетями, машинное 
обучение, нечеткая логика, работа с изображениями, расчет аэродинамики, 
геодезия и многие другие. Для анализа обработанных данных было решено 
использовать модуль SciKit-learn, который включает в себя средства для 
работы с большим количеством данных и их анализа, машинное обучение и 
компьютерного видения. 
Ниже представлен список актуальных задач в сфере обработки данных 
задач, которые SciKit-learn способен решить: 
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 Кластеризация (Clustering): создание и присвоение классов 
объектам на неразмеченных данных; 
 Классификация (Classification): определение принадлежности 
объекта к уже заданным классам (рисунок 6); 
 Перекрестная проверка (Cross Validation): методы оценки 
эффективности работы алгоритмов с помощью независимых данных; 
 Наборы данных (Datasets): встроенные наборы данных для 
тестирования алгоритмов; 
 Сокращение размерности (Dimensionality Reduction): для 
выделения более значимых признаков и данных; 
 Алгоритмические композиции (Ensemble Methods): для 
комбинирования предсказаний нескольких моделей; 
 Извлечение признаков (Feature Extraction): определение 
атрибутов в изображениях и текстовых данных; 
 Отбор признаков (Feature Selection): выявление наиболее 
значимых признаков для построения моделей; 
 Оптимизация параметров алгоритма (Parameter Tuning): для 
получения максимально эффективной отдачи от модели; 
 Множественное обучение (Manifold Learning): для нелинейного 
сокращения размерности данных; 
 Алгоритмы обучения с учителем (Supervised Models): большое 
количество алгоритмов для обучения на тестовых данных. 
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Рисунок 6 – Классификация видов трех видов ириса с помощью четырех видов 
GMM 
 
3.2.2 Matplotlib 
 
Matplotlib – это библиотека визуализации данных в двухмерном и 
трехмерном виде. С ее помощью разработчик может отображать в различном 
виде всевозможные данные. Данная библиотека снискала большую 
популярность в связи с тем, что она обеспечивает легкость в 
программировании визуализации данных и большие функциональные 
возможности, которые позволяют подготовить данные к публикации в 
научных работах. Связка NumPy и Matplotlib является достойным ответом 
таким пакетам математического моделирования как MATLAB и Mathematica. 
На рисунке 7 приведен пример диаграммы визуализируемой Matplotlib. 
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Рисунок 7 – Пример графика Matplotlib 
 
Виды диаграмм поддерживаемые Matplotlib: 
 Обычные графики («line plot»); 
 Диаграммы разброса («scatter plot»); 
 Столбчатые диаграммы («bar chart»); 
 Гистограммы («histogram»); 
 Круговые диаграммы («pie chart»); 
 Ствол-лист диаграммы («stem plot»); 
 Контурные графики («contour plot»); 
 Поля градиентов («quiver»); 
 Спектрограммы («spectrogram»). 
 
34 
 
3.2.3 NumPy 
 
На ряду с Matplotlib, NumPy является одной из самых используемых 
библиотек при программировании на Python. Ее инструменты, функции и 
объекты применяются практически в каждом исполняемом скрипте. 
Основная специализация библиотеки – высокоэффективная работа с 
многомерными массивами. Ниже перечислен основной функционал данной 
библиотеки: 
 Многомерные массивы; 
 Функции для обработки данных N-мерных массивов; 
 Основные функции линейной алгебры; 
 Базовые преобразования Фурье; 
 Функции для работы со случайными величинами; 
 Инструменты для интеграции кода на Fortran; 
 Инструменты для интеграции кода на C/C++. 
 
3.3 Описание работы системы 
 
При проектировании данного программного продукта было принято 
решение использовать метод мел-частотных кепстральных коэффициентов 
(MFCC) для извлечения значимых признаков в аудиоданных пользователей и 
алгоритм классификации данных на основе моделей Гауссовых смесей 
(GMM), так как MFCC по сравнению с другими методами обладает хорошим 
соотношением скорости работы к производительности, а GMM хорошо себя 
зарекомендовал в задаче классификации данных, которые выделены из 
звуковых высказываний отличающихся не только вариациями в 
произношении фразы, но и самими фразами. Иными словами, данный 
программный продукт является тексто-независимой системой распознавания 
личности пользователя. Ниже описывается структура системы и ее работа. 
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3.3.1 Алгоритм работы системы 
 
Сначала проводится вычисление мел-частотных кепстральных 
коэффициентов как в главе 2.4.1.  
Теперь, когда получены признаки в виде MFCC, система создает 
модель каждого пользователя с помощью гауссовых смесей. Каждая модель 
содержит 32 различных гауссиан, которые система тренирует с помощью 
EM-алгоритма (от англ. Expectation-Maximization, EM). На вход этого 
алгоритма поступают ранее вычисленные коэффициенты, а на выходе 
выводятся параметры, которые описывают соответствующие модели 
гауссовых смесей.  
После моделирования пользователей система готова к использованию. 
При каждом запуске загружается база данных из уже обработанных данных 
пользователей. Затем программа принимает входные данные от нового 
пользователя, извлекает MFCC и использует их вместе с методом 
наибольшего правдоподобия MLE (англ. Maximum Likelihood Estimation) 
чтобы найти какому пользователю могут принадлежать голосовые данные. С 
помощью этого метода каждому зарегистрированному пользователю 
начисляются очки сходства с тестовым голосом.  
Затем после определения пользователя с наибольшим количеством 
очков вычисляется вероятность принадлежности входного образца 
пользователю в базе данных, или не зарегистрированной личности. Чтобы 
сделать это, должен быть установлен порог распознавания, что означает, 
если количество баллов у претендента превышает порог, то вероятно он 
принадлежит к ранее определенному пользователю, в противном случае это 
незарегистрированный пользователь. На рисунке 8 представлена диаграмма 
деятельности описывающая работу системы. 
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Рисунок 8 – Диаграмма деятельности 
 
Система состоит из пяти python-скриптов, которые выполняют 
следующие функции: 
gmm.py – создает и тренирует модели GMM, а также подсчитывает 
степень похожести претендента на зарегистрированного пользователя;  
mel.py – производит мел-частотное преобразование аудиосигнала и 
вычисляет мел-частотные кепстральные коэффициенты; 
vad.py – рассчитывает энергию сигнала и доминирующую частоту; 
extract.py – сводит воедино работу всех модулей, работает с вводом-
выводом, принимает итоговое решение о личности пользователя; 
gui.py – графический интерфейс пользователя. 
 
3.3.2 Интерфейс системы 
 
Система спроектирована таким образом, что при ее установке 
требуется ее минимальная настройка, что ускоряет и упрощает начало 
работы. Обладая минималистичным интерфейсом программа является 
дружелюбной к пользователю и предоставляет функциональные 
возможности для записи голоса и идентификации личности. Рассмотрим 
далее порядок работы с программой.  
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При запуске системы появляется стартовое диалоговое окно (рисунок 
9), которое предлагает пользователю либо войти в систему если он уже 
проходил процедуру регистрации, либо провести действия по созданию 
аккаунта. 
 
 
Рисунок 9 – Стартовое окно системы 
 
Для того чтобы создать новую запись в базе данных нужно указать имя 
регистрируемого пользователя (рисунок 10). 
 
 
Рисунок 10 – Ввод имени пользователя 
 
После ввода имени пользователю предлагается записать несколько 
кодовых фраз, количество которых задается в настройках программы. При 
нажатии на кнопку «Запись» начинается запись аудиофайла с подключенного 
микрофона. Эта же кнопка отвечает и за остановку записи. Полученный 
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результат записи можно проиграть по нажатию на кнопку «Проиграть». В 
случае различных ошибок при записи можно перезаписать текущий 
аудиофайл. Кнопка «Сохранить» отвечает за сохранение записанного 
фрагмента в базе данных программы. 
 
 
Рисунок 11 – Окно для записи кодовых фраз пользователя 
 
По завершению процедуры записи кодовых фраз пользователь может 
осуществить попытку идентификации вернувшись к главному диалоговому 
окну системы. 
При попытке идентификации пользователю предлагается схожая 
процедура как представленная на рисунке 11, но вместо записи некоторого 
количества фраз нужно произнести и записать лишь одну. В случае 
успешного сопоставления характеристик входного тестового сигнала и 
соответствующей ему модели диктора, которая уже хранится в базе данных, 
система выводит имя пользователя, на которого идентифицируемая личность 
похожа более всего. 
В случае невозможности системы определить соответствие 
идентифицируемого и одного из уже ранее записанных пользователей 
выводится окно об ошибке идентификации, показанное на рисунке 12. 
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Рисунок 12 – Диалоговое окно «Ошибка идентификации» 
 
3.4 Оценка эффективности работы программы 
 
Для оценки эффективности работы системы используются были 
применены следующие методики: 
 FRR (англ. False Rejection Rate) – коэффициент ложного отказа 
доступа, при котором система отказывает пользователю 
зарегистрированному в ней; 
 FAR (англ. False Acceptance Rate) – коэффициент ложного 
пропуска незарегистрированной личности; 
 FNMR (англ. False Match Rate) – коэффициент ложного отказа 
доступа в случае если система не может найти соответствие среди 
зарегистрированный пользователей; 
 EER (англ. Equal Error Rate) – коэффициент равного уровня 
ошибок, при котором FAR и FRR равны; 
 Ошибки первого и второго рода (False negative, False positive);  
 ROC (англ. Receiver Operating Characteristic) – график рабочей 
характеристики приемника, который позволяет оценить работу 
классифицирующего алгоритма. 
В систему была загружена база данных голосов с портала «VoxForge» в 
количестве 15 человек, состоящая из 10 мужчин и 5 женщин. Для каждого 
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пользователя было подготовлено 10 аудиофайлов в формате «wav» 
длительностью не более 15 секунд. 
Была использована методика перекрестной проверки (англ. Cross-
validation) для оценки качества работы системы. Для того чтобы оценить 
работу алгоритмов имеющиеся данные делятся на k частей. Затем на k-1 
частях данных происходит обучение моделей Гауссовых смесей, а 
оставшиеся данные применяются для тестирования. Вся процедура 
воспроизводится k раз, таким образом в результате данной проверки все 
данные будут наиболее равномерно использованы как для обучения, так и 
для тестирования.  
При оценке работы системы было принято k равным 5, то есть 
имеющаяся база голосов была разделена на 5 блоков по 30 аудиофайлов. В 
процессе обучения система использовала от каждого пользователя по два 
файла. 
При работе системы существуют четыре варианта результата ее 
работы:   
 True-positive – когда пользователь определен верно и принят 
системой; 
 True-negative – когда незарегистрированному пользователю 
отказано в доступе; 
 False-negative – отказ в доступе зарегистрированному 
пользователю; 
 False-positive – принятие не идентифицированной личности за 
зарегистрированного пользователя. 
В случае работы алгоритмов классификации биометрических данных 
коэффициент FRR является равным оценке false-negative rate, а FAR равным 
false-positive rate. В прочем в других задачах это не так. 
Для того, чтобы получить информацию о качестве работы был 
построен ROC – график, который визуализирует соотношение между 
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ошибкой второго рода (False-positive) и верным принятием системы 
пользователя (True-positive). На рисунке 13 отображен данный график. 
 
 
Рисунок 13 – График ROC кривой 
 
На данном графике видно, что при увеличении числа верно 
распознанных пользователей возрастает величина ошибки принятия 
незарегистрированной личности за другого пользователя, и наоборот. При 
возрастании оценки True-positive rate увеличивается доверие пользователей к 
системе, так как при попытке авторизации пользователь осуществляет 
меньшее количество попыток идентификации. В случае увеличения оценки 
False-positive rate увеличивается риск вторжения в систему со стороны 
злоумышленников. Поэтому критически важно сохранять баланс между 
этими оценками учитывая, что вероятность быть ложно отвергнутым 
системой менее важна чем пропуск незарегистрированного пользователя. 
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Для дальнейшего улучшения качества распознавания можно 
использовать два способа: улучшить аппаратную или программную часть 
системы. Для первого способа можно сменить звукозаписывающую 
аппаратуру рассчитанную на более качественную запись аудиосигнала. Но 
это зачастую ограничивается заменой микрофона и звуковой карты, так как 
далеко не всегда есть возможность обеспечить хорошее акустическое 
окружение свободное от посторонних шумов. В случае улучшения 
программной части системы можно добиться более стоящих результатов. 
Например, для улучшения качества работы системы можно использовать 
методики выделения признаков и построения моделей, которые только 
начали развиваться. Например, весьма перспективной является предметная 
область нейронных сетей и машинного обучения. Сейчас они активно 
развиваются и показывают, что они в ближайшей перспективе будут 
применяться намного шире. 
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ЗАКЛЮЧЕНИЕ 
 
В ходе выполнения бакалаврской работы была достигнута ее цель, а 
именно разработана система идентификации личности по голосу.  
Была рассмотрена теоритическая часть и существующие решения в 
данной предметной области. 
Проведен анализ существующих методов и средств для выявления 
значимых признаков во входящем сигнале и классификации построенных на 
их основе акустических моделей. Выбраны наиболее подходящие из них. 
Определены средства разработки данного программного продукта. 
Были подробно изучены функциональные возможности языка Python и 
подключаемых к нему модулей и библиотек. 
Спроектирован и создан пользовательский интерфейс. 
Проанализировано качество распознавания с помощью различных оценок 
эффективности работы. Предложены способы улучшения качества 
распознавания на основе биометрических данных голоса. 
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СПИСОК СОКРАЩЕНИЙ 
 
DTW – (англ. Dynamic Time Warping) алгоритм динамической 
трансформации временной шкалы; 
EER – (англ. Equal Error Rate) – коэффициент равного уровня ошибок; 
FAR – (англ. False Acceptance Rate) – коэффициент ложного пропуска 
незарегистрированного пользователя; 
FRR – (англ. False Rejection Rate) – коэффициент ложного отказа 
доступа; 
GMM – (англ. Gauss Mixture Model) модель Гауссовых смесей; 
HMM – (англ. Hidden Markov Model) cкрытые Марковские модели; 
LPCC – (англ. Linear Predictive Cepstral Coefficients) линейные 
предсказательные кепстральные коэффициенты; 
MFCC – (англ. Mel-Frequency Cepstrum Coeffcents) мел-частотные 
кепстральные коэффициенты; 
ROC – (англ. Receiver Operating Characteristic) – график рабочей 
характеристики приемника; 
SVM – (англ. Support vector machine) метод опорных векторов. 
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