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U ovom radu bit c´e rijecˇi o rezultatu poznatom vec´ otprilike 35 godina kao Schwartz - Zip-
pelova lema ili Schwartz - Zippelov teorem. Teorem je u osnovi algebarske prirode, no ima
znacˇajne aspekte i u drugim podrucˇjima, narocˇito u kreiranju probabilisticˇkih algoritama
za testiranje jednakosti dvaju polinoma, odnosno razlicˇitih algebarskih i kombinatoricˇkih
svojstava koja se mogu formulirati pomoc´u polinoma. U radu c´emo izlozˇiti neke od takvih
primjena, kao sˇto su problem savrsˇenog sparivanja u grafu i ispitivanje asocijativnosti u
grupoidu.
Osnovni smisao Schwartz - Zippelovog teorema nije tesˇko objasniti. Znamo da poli-
nom P u jednoj varijabli, stupnja d > 0, nad poljem F, ima najvisˇe d nultocˇaka u polju F
racˇunajuc´i njihove kratnosti. Stoga, ako je S neki konacˇni podskup polja F, uzmimo da
ima k elemenata, vjerojatnost da slucˇajno izabrani element od S bude nultocˇka polinoma
P nije vec´a od dk (omjer najvec´eg moguc´eg broja ”povoljnih slucˇajeva” i ukupnog broja
moguc´ih izbora). Schwartz - Zippelov teorem zapravo govori da vrlo jednostavan analogni
rezultat vrijedi i za polinom P u n varijabli.
Navedimo josˇ nekoliko osnovnih podataka o matematicˇarima cˇija su imena vezana uz
ovaj teorem. Jack Schwartz (1930 - 1979) bio je znameniti americˇki matematicˇar koji je
pruzˇio znacˇajne doprinose razlicˇitim podrucˇjima matematike i teorije racˇunarstva. Medu
njegovim brojnim knjigama narocˇito je poznata trilogija Linear operators koju je napisao
zajedno s Nelsonom Dunfordom. J. Schwartz je osnovao Department of Computer Science
na sveucˇilisˇtu New York University. Izmedu ostalog, radio je na dizajnu novih programskih
jezika i razvoju paralelnih algoritama.
Richard E. Zippel americˇki je matematicˇar koji se najvisˇe bavi primjenom matematicˇkih
metoda u racˇunarstvu. Njegova doktorska disertacija, obranjena 1979. godine na glasovi-
tom Massachusetts Institute of Technology, nosi naslov Probabilistic algorithms for sparse
polynomials i u njoj se nalazi njegova varijanta rezultata koji se danas najcˇesˇc´e naziva
Schwartz - Zippelova lema ili teorem.
Cilj rada je razmotriti zanimljivu povijest ovog jednostavnog, ali jako korisnog rezul-




Izvori i motivacija teorema
1.1 Kratka povijest teorema
Kao i kod mnogih drugi rezultata u povijesti matematike, za tvrdnju koja se najcˇesˇc´e naziva
Schwartz - Zippelovom lemom ili teoremom nije sasvim jasno ili jednoznacˇno utvrdeno
kome bi sve trebalo pripisati autorstvo [3], odnosno kome pripada prioritet u formuliranju
i objavljivanju rezultata. I ovdje je takav slucˇaj da se visˇe autora otprilike u isto vrijeme
nezavisno bavilo slicˇnim idejama, sˇto je dovelo do vrlo slicˇnih, ali ne i identicˇnih rezultata.
Nacˇin i redoslijed u znatnoj mjeri proizlaze i iz stjecaja odredenih okolnosti.
Osim Jack Schwartza i Richarda Zippela, koji su svoje ideje razvijali neovisno, u ovom
kontekstu isticˇu se i imena Richard DeMilloa i Richarda J. Liptona. Ovi autori objavili su
1978. godine cˇlanak [1], koji prethodi publikacijama Zippela 1979. godine [6] i Schwartza
1980. godine [5].
Pitanja prioriteta i autorstva josˇ uvijek su otvorena za raspravu, kao i usporedbe razlicˇitih
varijanti objavljenih rezultata. S jedne strane, teorem bi se mogao nazvati jednostavno Sc-
hwartzov, jer je upravo on jedini koji je objavio njegovu ”jaku” formu. Medutim, kako
se u mnogim primjenama ovog teorema koristi ”slaba” forma koju je otkrio Zippel, mogli
bismo ga nazvati Schwartz - Zippelov teorem. Nije potpuno jasno zasˇto se imena DeMillo
i Lipton ne nalaze u nazivu, no pretpostavlja se da je tako iz dva razloga. Prvi je taj sˇto
su Schwartz i Zippel zajedno prezentirali svoja otkric´a na konferenciji 1979. godine, pa
su vjerojatno zato citirani zajedno. Drugi razlog bi mogao biti taj sˇto DeMillo i Lipton
nikad prije nisu svoj raniji cˇlanak istaknuli u razgovoru sa Schwartzom, a kad je Schwart-
zov cˇlanak izasˇao u JACM cˇasopisu uvidjeli su da se njih nigdje ne spominje no nisu nisˇta
poduzimali po tom pitanju.
Kako bismo ukratko izlozˇili i usporedili rezultate spomenutih autora, a prije nego sˇto
se detaljno pozabavimo glavnim teoremom i njegovim dokazom, navest c´emo opc´i oblik
svih kljucˇnih tvrdnji i nazvat c´emo ga jednostavno lemom.
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Lema 1.1.1. Pretpostavimo da je p(x1, x2, . . . , xn) polinom stupnja d ≥ 0, dakle razlicˇit od
nulpolinoma, nad nekim poljem K i neka je S neprazan podskup od K. Tada vjerojatnost
da za slucˇajno izabrane elemente r1, r2, . . . , rn ∈ S vrijedi p(r1, r2, . . . , rn) = 0 nije vec´a
od δ(n, d, |S |). Pritom je δ neka funkcija koja ovisi o broju varijabli polinoma, njegovom
stupnju i velicˇini skupa S .
Cilj je, dakle, pronac´i funkciju δ za koju c´e teorem biti istinit, odnosno dati sˇto bolju
ocjenu vjerojatnosti da polinom poprimi vrijednost 0 za slucˇajni izbor vrijednosti njego-
vih varijabli. U radovima spomenutih autora zapravo je dokazana jedna od sljedec´e dvije
ocjene:
1. δ(n, d, |S |) = d|S | , tzv. jaka forma,
2. δ(n, d, |S |) = nd|S | , tzv. slaba forma.
Jaka forma ima ocˇitu prednost u tome sˇto ne ovisi o broju varijabli n. U daljnjem c´emo
ukratko navesti koji su rezultati pojedinih radova i u kakvom su medusobnom odnosu.
1.2 Razlicˇiti oblici i usporedba
Izlozˇit c´emo vrlo sazˇeto sadrzˇaj radova u kronolosˇkom redosljedu.
DeMillo - Liptonov cˇlanak (1978.)
DeMillo i Lipton su objavili svoj cˇlanak u cˇasopisu Information Processing Letters 1978. go-
dine. To je zapravo bio tehnicˇki izvjesˇtaj iz 1977. godine. Misao vodilja im je bila primjena
na testiranje programa, na cˇemu su i radili neko vrijeme. Oni su zapravo i dokazali ono sˇto
zovemo slaba forma, no njihov cˇlanak je bio pomalo neobicˇan. Bio je neobicˇan po tome
sˇto nisu strogo matematicˇki napisali lemu, nego su rezultat iskazali donekle neformalno.
Razlog tome je sˇto su smatrali da vrlo formalan cˇlanak ne bi zadobio pazˇnju njihovog audi-
torija, koji se sastojao od softverskih inzˇinjera, a kojima je bio prvenstveno namijenjen.
Zippelov cˇlanak (1979.)
Zippel je dokazao puno slozˇeniju formu nego Schwartz u svom cˇlanku. Taj njegov rezultat
je znacˇajan barem koliko i slaba forma. No, postoje odredene tesˇkoc´e kao na primjer
ta da je Zippel koristio drugacˇiji model, odnosno uzimao je maksimalni stupanj pojedine
varijable umjesto ukupnog stupnja polinoma. Takoder, dosta je tesˇko usporediti Zippelov
rezultat s preostala dva upravo zbog toga sˇto je koristio drugacˇiji model.
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Njegov cˇlanak je objavljen na istoj konferenciji kao i Schwartzov 1979. godine, gdje je
on prema programu konferencije imao rijecˇ odmah nakon Schwartza. Bio je potaknut ra-
dom stvarnih simbolicˇkih sustava i posvetio je dosta vremena stvarnoj implementaciji svog
algoritma za testiranje jednakosti polinoma. Time se uvjerio da njegove metode stvarno
daju rezultate.
Schwartzov cˇlanak (1980.)
Schwartz je objavio svoj rad u cˇasopisu JACM 1980. godine. Njegov izvorni cˇlanak je po-
prilicˇno dug i obuhvac´a mnogo drugih aspekata testiranja jednakosti polinoma. Medutim,
najbitniji njegov rezultat je poznati test jednakosti, odnosno ”jaka” forma za testiranje jed-
nakosti polinoma. Dosta pazˇnje posvetio je i primjeni u planimetriji.
Uocˇimo da je Schwartzov rad objavljen kasnije od ostalih, ali jedino je on pronasˇao
jaku formu ocjene. S druge strane, svi autori ustanovili su da nije neophodan eksponenci-
jalni, nego vec´ i polinomijalni broj evaluacija vrijednosti polinoma kako bi se testiralo je li
svugdje jednak 0. Lipton je napisao i sljedec´i komentar o ovim rezultatima:
Zanimljivo je da sva tri cˇlanka imaju dvije zajednicˇke kljucˇne ideje:
1. Polinom u jednoj varijabli, razlicˇit od nulpolinoma, mozˇe imati najvisˇe onoliko
nultocˇaka koliki mu je stupanj.
2. Polinom u n varijabli mozˇe se zapisati kao polinom u jednoj varijabli cˇiji koeficijenti
su polinomi u n − 1 varijabli.
Prethodne tvrdnje moguc´e je dokazati nekim oblikom matematicˇke indukcije.
Lipton dalje navodi kako je glavna zamisao njegovog i DeMillovog cˇlanka u stvari bila
da se jednakosti mogu testirati u daleko manje vrijednosti od (d + 1)n. Oni nisu implemen-
tirali svoj algoritam, ali su dali veliki broj podataka da bi pokazali efikasnost slucˇajnog
algoritma za razlicˇite parametre.
Upravo to se vidi u Tablici 1 koja prikazuje kako se kod primjene slucˇajnog algo-
ritma vjerojatnost pogresˇke mijenja u ovisnosti o broju varijabli, stupnju polinoma i velicˇini
skupa iz kojeg biramo tocˇke u kojima evaluiramo polinom.
Oznacˇit c´emo sa t broj evaluacija polinoma, sa d maksimalni stupanj polinoma, sa m
broj varijabli, te sa r velicˇinu skupa iz kojeg biramo tocˇke za evaluaciju. Iz dane tablice
mozˇemo zakljucˇiti da je vjerojatnost pogresˇke vrlo mala, odnosno da je pogresˇka zanema-
riva u slucˇaju kada je kardinalitet skupa iz kojeg biramo tocˇke za evaluaciju barem 10 puta
vec´i od umnosˇka maksimalnog stupnja i broja varijabli, a broj evaluacija je najmanje 20. S
druge strane, vrlo velika vjerojatnost pogresˇke je u slucˇaju kada imamo skup cˇiji je kardi-
nalitet barem 10 puta manji od umnosˇka maksimalnog stupnja polinoma i broja varijabli, i
tu vjerojatnost dobivamo vec´ za 10 izvrsˇenih evaluacija. Takoder mozˇemo zakljucˇiti da se
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Slika 1.1: Tablica 1
vjerojatnost pogresˇke s povec´anjem evaluacija brzˇe smanjuje u slucˇaju kada je kardinalitet
skupa jednak umnosˇku maksimalnog stupnja polinoma i broja varijabli.
1.3 Efikasnost i pouzdanost algoritama
Premda se kljucˇni rezultat kojim se bavimo u ovom radu mozˇe formulirati samo algebarski,
glavne njegove primjene nalaze se u tzv. probabilisticˇkim algoritmima. Vec´ u naslovima
cˇlanaka J. Schwartza i R. Zippela istaknut je upravo taj aspekt - brzi probabilisticˇki algo-
ritmi za provjeru polinomijalnih identiteta. Ovdje se nec´emo detaljno baviti razmatranjem
efikasnosti algoritama, no navest c´emo neke napomene u tom smislu. Radi toga potrebno
je uvesti nekoliko pojmova, oznaka i objasˇnjenja.
Djelotvornost algoritma obicˇno se izrazˇava pomoc´u vremena potrebnog za njegovo
izvrsˇenje. Kazˇe se, primjerice, da se za neki ”problem velicˇine n” odredeni algoritam
izvrsˇava u vremenu O(n2). To znacˇi da vrijeme izvrsˇavanja algoritma nije vec´e od C · n2,
pri cˇemu je C neka konstanta koja ne ovisi o n. Opc´enito ako su f (x) i g(x) dvije funkcije
definirane na nekom podskupu skupa R, pisˇe se f (x) = O(g(x)) (kada x→ ∞) ako postoje
konstante C i N takve da vrijedi | f (x)| ≤ C|g(x)| za svaki x > N. To zapravo znacˇi da f ne
raste brzˇe od g.
Uzmimo primjer mnozˇenja dvaju kvadratnih matrica reda n. Standardno izracˇunavanje
umnosˇka zahtijeva otprilike n3 aritmeticˇkih operacija pa se mozˇe rec´i da je ”izravni al-
goritam” tipa O(n3) za taj problem velicˇine n. No, postoje algoritmi koji su znatno brzˇi
asimptoticˇki, tj. kada n neogranicˇeno raste pa tako postoji algoritam tipa O(n2.376) za isti
problem. Valja imati u vidu da pritom konstanta C mozˇe biti tako velika da algoritam ipak
bude od interesa visˇe teorijski nego prakticˇno.
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Probabilisticˇki algoritmi
Za razliku od deterministicˇkih algoritama, koji za jednaki unos podataka uvijek daju jed-
nake izlazne podatke, probabilisticˇki algoritmi mogu pruzˇati razlicˇite izlazne rezultate jer
se njihova primjena temelji na generatorima slucˇajnih brojeva. Ovakvi algoritmi cˇesto se
koriste kako bi se odredena tvrdnja provjerila s velikom vjerojatnosˇc´u istinitog ishoda i u
znatno krac´em vremenu izvrsˇenja u odnosu na deterministicˇki algoritam koji jedini mozˇe
pruzˇiti potpunu sigurnost rezultata. Kod probabilisticˇkog algoritma podaci za unos biraju
se slucˇajno, ali iz uniformne distribucije, to jest s jednakom vjerojatnosti izbora.
Vratimo se na primjer mnozˇenja matrica. Za kvadratne matrice A, B i C reda n s koefici-
jentima npr. iz polja racionalnih brojeva (ili bilo kojeg drugog polja) potrebno je provjeriti
vrijedi li AB = C. Pomoc´u generatora slucˇajnih brojeva bira se vektor x kao uredena
n-torka cˇije su koordinate 0 ili 1. Takvih vektora ima 2n pa vjerojatnost izbora bilo ko-
jeg vektora iz {0, 1}n iznosi 2−n. Algoritam izracˇunava vektore A(Bx) i Cx, a to je racˇun
reda O(n2). Ako se dobiveni vektori za isti x podudaraju, algoritam daje odgovor ”DA”,
u protivnom ”NE”. Mozˇe se pokazati da vjerojatnost pogresˇnog odgovora (tj. da bude
C , AB, ali Cx = ABx) ne premasˇuje 12 . Samo jedna primjena ovakvog algoritma ocˇito
ne daje pouzdan odgovor, no nezavisnim ponavljanjem postupka za iste matrice A, B,C na
primjer 50 puta, vjerojatnost pogresˇnog odgovora bit c´e najvisˇe 2−50, sˇto je manje od 10−15,




Schwartz - Zippelov teorem i dokaz
2.1 Problemi evaluacije polinoma i testiranja jednakosti
polinoma
Najprije treba precizirati u cˇemu se sastoji problem ispitivanja ili testiranja jednakosti dvaju
polinoma, odnosno testiranja je li neki polinom identicˇki jednak 0. Pritom je kljucˇno pi-
tanje i sˇto tocˇno znacˇi da je polinom ”zadan”. Naime, iako polinom obicˇno zamisˇljamo
napisanim, po definiciji, kao algebarski izraz kojem su koeficijenti zadani elementi nekog
polja (ili prstena), u konkretnoj situaciji polinom mozˇe biti zadan u nekom drugom obliku
[2] koji dopusˇta evaluaciju za bilo koji izbor vrijednosti varijabli, a da koeficijenti nisu
eksplicitno ispisani ili ih nije sasvim lako izracˇunati.
Promatrat c´emo opc´enito polinome u n varijabli, ukupnog stupnja d, nad poljem F.
Takav polinom p(x1, . . . , xn) je suma cˇlanova (monoma) u kojima zbroj eksponenata poje-
dinih varijabli nije vec´i od d, a barem jedan cˇlan ima stupanj jednak d. Dakle, polinom je
suma izraza oblika α ·∏ni=1 xiβi gdje je α ∈ F, a β1, . . . , βn su nenegativni cijeli brojevi. Broj
















. Izracˇunavanje i usporedba svih pojedinih koeficijenata stoga nije
uvijek najprakticˇniji nacˇin kako bi se ustanovilo jesu li dva polinoma jednaka.
Vazˇno je takoder i nad kakvim poljem je zadan polinom. Nad beskonacˇnim poljem
kao sˇto je R ili C, polinom je identicˇki jednak 0 (kao preslikavanje) ako i samo ako je
to nulpolinom, to jest ako su mu svi koeficijenti jednaki 0. U takvom slucˇaju jednakost
polinoma p i q ekvivalentna je cˇinjenici da je njihova razlika p–q nulpolinom. No, nad
konacˇnim poljem nije tako. Primjerice, polinom x2 + x poprima vrijednost 0 za svaki x iz
polja F2 = Z2, a x3 − x poprima vrijednost 0 za svaki x iz polja F3 = Z3. Iscrpno ispitivanje
polinoma u n varijabli nad konacˇnim poljem F zahtijeva |F|n evaluacija, sˇto opet mozˇe biti
vrlo zahtjevno i neprakticˇno.
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Polinom mozˇe biti zadan npr. u faktoriziranom obliku ili pomoc´u determinante, pri-
mjerice
p(x1, . . . , xn) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 x1 x12 . . . x1n−1






1 xn xn2 . . . xnn−1
∣∣∣∣∣∣∣∣∣∣∣∣ .
Tada je p zapravo polinom u n varijabli x1, . . . , xn cˇiji je ukupni stupanj najvisˇe n(n−1).
Lako mozˇemo izabrati numericˇke vrijednosti za x1, . . . , xn i evaluirati p u toj tocˇki, jednos-
tavno uvrsˇtavanjem tih brojeva u matricu i racˇunanjem determinante numericˇki. Medutim
mozˇe se dogoditi i slucˇaj da p nema sazˇeti prikaz u obliku eksplicitne formule. U ovom
konkretnom primjeru imamo Vandermondeovu determinantu cˇija eksplicitna formula nam
je poznata p(x1, . . . , xn) =
∏
i< j (xi − x j).
Zbog svih navedenih razloga, pokazalo se korisnim razvijati algoritme za testiranje
jednakosti dvaju polinoma, odnosno testiranje poprima li polinom vrijednost 0 na cijeloj
domeni, koji nisu deterministicˇki nego probabilisticˇki. Cilj je da se evaluacijom polinoma
na nekom konacˇnom skupu vrijednosti ustanovi, s po volji malenom vjerojatnosti pogresˇke,
da polinom nije identicˇki jednak nuli.
2.2 Schwartz - Zippelov teorem
Teorem 2.2.1. Neka je K proizvoljno polje, neka je d prirodan broj, te neka je S konacˇan
podskup u polju K. Tada za svaki ne-nul polinom p(x1, . . . , xn) stupnja d u n varijabli s ko-
eficijentima u poljuK, broj n-torki (r1, r2, . . . , rn) ∈ S n takvih da vrijedi p(r1, r2, . . . , rn) = 0
nije vec´i od d|S |n−1. Drugim rijecˇima, ako su r1, r2, . . . , rn ∈ S nezavisno izabrani slucˇajno
i uniformno, tada vjerojatnost da bude p(r1, r2, . . . , rn) = 0 iznosi najvisˇe d|S | .
Prije samog dokaza, navedimo nekoliko napomena radi boljeg razumijevanja smisla
ove tvrdnje. Ona otprilike govori da ako izracˇunamo vrijednost polinoma u nekoj na-
sumicˇnoj tocˇki, onda je mala vjerojatnost da smo nasˇli upravo nultocˇku polinoma. To,
dakako, ne znacˇi da polinomi nad poljem R imaju konacˇno mnogo nultocˇaka. Cˇim uz-
memo n ≥ 2, dakle polinom s barem dvije varijable, vidimo da na primjer p(x1, x2) = x1,
ukupnog stupnja 1, ima beskonacˇno mnogo nultocˇaka, jer treba uzeti x1 = 0 i bilo koju
vrijednost za x2 iz R.
Medutim, ako izaberemo podskup S = {0, 1} u R, i nasumce izaberemo x1, x2 ∈ S , vje-
rojatnost ”pogadanja” nultocˇke bit c´e tocˇno 12 . Naime, moguc´i su izbori (0, 0), (0, 1), (1, 0)
i (1, 1) od kojih samo prva dva daju nultocˇke i stoga je trazˇena vjerojatnost jednaka 24 =
1
2 ,
sˇto odgovara tvrdnji teorema. Uocˇimo da tvrdnja ne ovisi o broju varijabli n.
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Dokaz. Provodimo matematicˇkom indukcijom po broju varijabli polinoma. Za n = 1
imamo slucˇaj polinoma u jednoj varijabli, stupnja d, koji znamo da ima najvisˇe d kori-
jena jer se mozˇe rastaviti u produkt najvisˇe d ireducibilnih polinoma stupnja 1. Stoga
vjerojatnost da x1 bude nultocˇka iznosi najvisˇe d|S | .
Neka je sada n > 1. Pretpostavimo da se x1 pojavljuje u najmanje jednom cˇlanu polinoma
p(x1, x2, . . . , xn) s ne-nul koeficijentima (ako se ne pojavljuje, preimenujemo varijable).
Napisˇimo p(x1, x2, . . . , xn) u obliku polinoma u varijabli x1 s koeficijentima kao polino-
mima u x2, . . . , xn:
p(x1, x2, . . . , xn) =
k∑
i=0
x1i pi(x2, . . . , xn),
pri cˇemu je k maksimalni eksponent od x1 u polinomu p(x1, x2, . . . , xn).
Podijelit c´emo n-torke r1, r2, . . . , rn za koje vrijedi p(r1, r2, . . . , rn) = 0 u dvije klase.
Prva klasa, koju c´emo nazvati R1, sastoji se od n-torki s pk(r2, . . . , rn) = 0. Buduc´i da
polinom pk(x2, . . . , xn) nije identicˇki jednak nuli i stupanj mu iznosi najvisˇe d − k, broj
moguc´ih odabira (r2, . . . , rn) prema pretpostavci matematicˇke indukcije iznosi najvisˇe (d −
k)|S |n−2, te je stoga |R1| ≤ (d − k)|S |n−1.
Drugu klasu R2 cˇine preostale n-torke, dakle, one za koje je p(r1, r2, . . . , rn) = 0 ali
pk(r2, . . . , rn) , 0. Ovu klasu prebrojavamo na sljedec´i nacˇin: r2 od rn mozˇemo izabrati na
najvisˇe |S |n−1 nacˇin, te ako su r2, . . . , rn neke fiksne vrijednosti za koje pk(r2, . . . , rn) , 0,
tada r1 mora biti korijen polinoma q(x1) = p(x1, r2, . . . , rn) u jednoj varijabli. Taj polinom
je stupnja (tocˇno) k, stoga on ima najvisˇe k nultocˇaka. Tako druga klasa ima najvisˇe k|S |n−1
n-torki, sˇto ukupno daje d|S |n−1. Time je dokazan korak indukcije, a ujedno i Schwartz -
Zippelov teorem. 
Dakle, ako uzmemo skup S cˇiji c´e kardinalitet biti barem dvostruko vec´i od stupnja
danog polinoma, moc´i c´emo ogranicˇiti vjerojatnost pogresˇke na 12 . Medutim, taj iznos
mozˇemo i smanjiti na bilo koji po volji malen broj tako sˇto c´emo ponavljati pokus.
Primjena Schwartz - Zippelovog teorema redovito c´e imati sljedec´i oblik. Pretposta-
vimo da je zadan polinom p(x1, . . . , xn) ukupnog stupnja d i neka je d manji od broja |K|
elemenata polja. Algoritam nezavisno bira slucˇajne i uniformno distribuirane vrijednosti
r1, r2, . . . , rn iz polja K odnosno, ako je K beskonacˇno polje, iz njegovog dovoljno velikog
podskupa S . Ukoliko se dobije p(r1, r2, . . . , rn) , 0, algoritam javlja da p nije identicˇki
nula i pritom nema moguc´nosti pogresˇke. U suprotnom, ako je p(r1, r2, . . . , rn) = 0, algo-
ritam daje odgovor da je p identicˇki nula. U tom slucˇaju, teorem pokazuje da vrijednost
pogresˇke nije vec´a od d|S | < 1. Naravno, ako izaberemo skup S cˇiji je kardinalitet barem
dvostruko vec´i od stupnja polinoma d, vjerojatnost pogresˇke nec´e biti vec´a od 12 .
Vjerojatnost pogresˇke mozˇemo ucˇiniti po volji malenom tako da ponavljamo visˇe puta
isti algoritam. Na taj nacˇin, s m ponavljanja mozˇemo vjerojatnost pogresˇke smanjiti na 12m
ako je |S | ≥ 2d. No, cˇak i ako uzmemo |S | = d + 1, ponavljanje algoritma m = |S | puta
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Primjene Schwartz - Zippelovog
teorema
3.1 Savrsˇena sparivanja u grafovima i determinante
Opc´enito o grafovima
Grafovi su jedna od osnovnih i najcˇesˇc´e primjenjivanih matematicˇkih struktura. Mnoge
se pojave i zˇivotne situacije mogu modelirati uz pomoc´ grafova. Graf se sastoji od tocˇaka
i njihovih spojnica. Tako tocˇke mogu biti ljudi u odredenom drusˇtvu, a spojnice parovi
prijatelja, ili tocˇke mogu biti elektricˇne komponente, a spojnice elektricˇna mrezˇa itd.
Grubo govorec´i, graf je familija tocˇaka, koje nazivamo vrhovima, zajedno sa spojni-
cama medu njima, koje nazivamo bridovima. Precizna definicija glasi:
Definicija 3.1.1. Graf je uredena trojka G = (V, E, ϕ), gdje je V neprazan skup vrhova, E
skup bridova koji je disjunktan s V, a ϕ funkcija koja svakom bridu iz E pridruzˇuje dva, ne
nuzˇno razlicˇita vrha iz V. Graf cˇesto zapisujemo kao par G = (V, E) ili samo G.
Ako su nekom bridu e ∈ E pridruzˇeni vrhovi u, v ∈ V , kazˇemo da su u i v krajevi brida
e. Kazˇemo josˇ i da su vrhovi u i v incidentni s bridom e, da su u i v susjedni vrhovi te
pisˇemo e = uv. Bridovi s barem jednim zajednicˇkim krajem zovu se susjedni bridovi. Brid
cˇiji se krajevi podudaraju zove se petlja, a brid cˇiji su krajevi razlicˇiti naziva se pravi brid ili
karika. Dva ili visˇe bridova koji imaju isti par krajeva zovu se visˇestruki bridovi. Graf koji
nema petlji i visˇestrukih bridova nazivamo jednostavnim grafom. Mi c´emo se ovdje baviti
samo jednostavnim grafovima i pod pojmom graf podrazumijevati samo takve grafove.
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Da bismo dobili predodzˇbu o tome kakvim se problemima bavi teorija sparivanja gra-
fova, pocˇnimo s dva jednostavna primjera koja dobro ilustriraju taj problem.
Primjer 3.1.2. U nekom studentskom domu ostalo je josˇ 5 slobodnih soba u koje upra-
vitelj doma treba smjestiti 5 studenata prema odredenim pravilima. Oznacˇimo studente
sa S 1, S 2, . . . , S 5, a sobe sa U1,U2, . . . ,U5. Studenta S 1 mozˇe smjestiti u sobe U3 i U4,
studenta S 2 u sobu U3, studenta S 3 u sobe U1, U2 i U3, studenta S 4 u sobe U3 i U4 te
studenta S 5 u sobe U2 i U5. Ispitajte je li moguc´e rasporediti studente po sobama tako da
su popunjene sve sobe i da njihov smjesˇtaj odgovara unaprijed odredenim pravilima?
Primjer 3.1.3. U djecˇjoj igraonici majstor treba obojiti 8 zidova s 8 razlicˇitih boja prema
odredenom pravilu. Oznacˇimo boje s B1, B2, . . . , B8, a zidove sa Z1,Z2, . . . ,Z8. Bojom B1
smije obojiti zidove Z4 i Z7, bojom B2 zidove Z1,Z3,Z5,Z6 i Z8, bojom B3 zidove Z2, Z4, Z6,
bojom B4 zid Z8, bojom B5 zidove Z4 i Z5, bojom B6 zid Z2, bojom B7 zidove Z4, Z6 i Z7 i
bojom B8 zidove Z1, Z5, Z7. Mozˇe li to ucˇiniti tako da iskoristi sve boje i da je svaki zid
obojan odgovarajuc´om bojom?
Ako studente i sobe, odnosno boje i zidove, uzmemo za vrhove grafa, a bridovima
spojimo svakog studenta sa slobodnom sobom, odnosno sve odgovarajuc´e zidove i boje,
onda nasˇ problem glasi: odredite maksimalan broj bridova od kojih nikoja dva nisu su-
sjedna. Rjesˇenje prvog primjera mozˇemo dosta brzo odrediti s obzirom da imamo manji
broj podataka nego u drugom primjeru. Stavit c´emo u tablicu studente S 1, . . . , S 5 i sobe
U1, . . . ,U5. Znakovi ”+” i ”-” u tablici oznacˇavaju odgovara li student odredenoj sobi ili
ne. Sada vidimo da u sobu U5 mozˇemo smjestiti jedino studenta S 5. Nakon toga za sobu
U2 postoji samo jedna moguc´nost tj. tamo mozˇemo smjestiti jedino studenta S 3. Medutim,
tu dolazi do kontradikcije s cˇinjenicom da u sobu U1 mozˇemo smjestiti jedino studenta S 3.
Dakle, u ovom slucˇaju ne postoji rjesˇenje, odnosno nije moguc´e rasporediti studente prema
zadanom pravilu tako da popunimo sve sobe.
Sada znamo da prvi primjer nema rjesˇenja, no kasnije c´emo za oba primjera pokazati
detaljno rjesˇenje preko determinante odredene matrice.
Slika 3.1: Raspored studenata po sobama
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Sparivanje u grafovima
Definicija 3.1.4. Sparivanje u grafu G = (V, E) je skup bridova M ⊆ E koji su karike i koji
nisu medusobno susjedni. Kazˇemo da su vrhovi u i v spareni u M ako su u i v krajevi nekog
brida iz M.
Ako je E , ∅, onda je svaki jednocˇlani podskup od E jedan primjer sparivanja u G. No,
zanimljivo je nac´i sparivanje sa sˇto vec´im brojem bridova. Stoga definiramo:
Definicija 3.1.5. Sparivanje M u grafu G je maksimalno sparivanje u G ako ne postoji
sparivanje u G s vec´im brojem bridova od broja bridova u M.
Definicija 3.1.6. Kazˇemo da sparivanje M u grafu G = (V, E) zasic´uje vrh v ∈ V ili
da je vrh v M-zasic´en ako je v kraj nekog brida iz M. U protivnom kazˇemo da je vrh
v M-nezasic´en. Kazˇemo da je sparivanje M savrsˇeno sparivanje ako je svaki vrh iz G
M-zasic´en.
Drugim rijecˇima, savrsˇeno sparivanje u grafovima je sparivanje takvo da obuhvac´a
sve vrhove. U literaturi se savrsˇeno sparivanje cˇesto zove Kekule´ova struktura, prema
njemacˇkom kemicˇaru Augustu Kekule´u (1829. – 1896.). Ocˇito je svako savrsˇeno spariva-
nje ujedno i maksimalno, dok obrat opc´enito ne vrijedi. Nadalje, broj bridova u savrsˇenom
sparivanju je konstantan i iznosi |V |2 . Za postojanje savrsˇenog sparivanja nuzˇno je da graf
ima paran broj vrhova. No, to je samo nuzˇan, ali ne i dovoljan uvjet za postojanje savrsˇenog
sparivanja. Osnovni problem teorije sparivanja jest ispitati postoji li savrsˇeno sparivanje i
ako postoji, konstruirati ga. U slucˇaju da se ne mozˇe konstruirati savrsˇeno sparivanje, cilj
je konstruirati sva ili bar neka maksimalna sparivanja.
U ovom dijelu vidjet c´emo kako mozˇemo izracˇunati savrsˇena sparivanja grafova preko
determinanti. Koristit c´emo determinante u jednostavnim algoritmima kako bismo testirali
situacije u kojima dani graf ima savrsˇeno sparivanje. Osnovni pristup je slicˇan pristupu
ispitivanja mnozˇenja matrica. Razmatrat c´emo samo bipartitne grafove.
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Sparivanje u bipartitnom grafu
Definicija 3.1.7. Za graf G kazˇemo da je bipartitan ili dvodjelan ako se skup njegovih
vrhova mozˇe podijeliti u dva disjunktna podskupa X i Y tako da svaki brid grafa G ima
jedan kraj u X, a drugi u Y. Particija (X,Y) naziva se biparticija grafa G. Bipartitni graf
s biparticijom (X,Y) oznacˇava se G(X,Y).
Definicija 3.1.8. Kazˇemo da bipartitni graf G(X,Y) ima potpuno sparivanje u X ako postoji
sparivanje u G koje zasic´uje sve vrhove iz X.
Potpuno sparivanje, dakle, definira jedno 1 − 1 preslikavanje izmedu vrhova iz X i
jednog dijela vrhova iz Y koje odgovarajuc´e vrhove iz X i Y spaja bridom. Stoga za svakih
k vrhova iz X mora postojati barem k vrhova iz Y takvih da je svaki susjedan barem jednom
od tih k vrhova iz X. To je, dakle, ocˇigledan nuzˇni uvjet za postojanje savrsˇenog sparivanja.
Sljedec´i teorem kazuje da je to i dovoljan uvjet.
Teorem 3.1.9. (P. Hall, 1935.) Bipartitni graf G s biparticijom (X,Y) ima potpuno spari-
vanje ako i samo ako za svaki S ⊆ X vrijedi Hallov uvjet:
|N(S )| ≥ |S |,
gdje je N(S ) ⊆ Y skup svih vrhova grafa G koji su susjedni barem jednom od vrhova iz S .
Ako particije X i Y imaju jednak broj elemenata, onda su potpunim sparivanjem u X
zasic´eni i svi vrhovi iz Y , pa je rijecˇ o savrsˇenom sparivanju u bipartitnom grafu. O tome
govori sljedec´i teorem popularno nazvan Teorem o braku.
Teorem 3.1.10. (Teorem o braku) Bipartitni graf G s particijom (X,Y) ima savrsˇeno spa-
rivanje ako i samo ako je |X| = |Y | i |N(S )| ≥ |S |, za svaki S ⊆ X.
Primjenjujuc´i ovaj teorem na uvodne primjere, lako c´emo odgovoriti na pitanja koja
se u njima postavljaju. Oznacˇimo li sa S = {S 1, S 2, S 3, S 4, S 5} skup svih studenata, a sa
U = {U1,U2,U3,U4,U5} skup svih soba, tada problem mozˇemo predstaviti bipartitnim
grafom G = (S ,U), a pitanje je li moguc´e rasporediti studente u sobe tako da su sve sobe
popunjene i da se posˇtuje pravilo rasporedivanja u sobe, ekvivalentno je pitanju postoji li u
tom grafu savrsˇeno sparivanje. Pogledajmo skup T = {S 1, S 2, S 4} ⊆ S . Kako studenta S 1
mozˇemo smjestiti u sobe U3,U4, studenta S 2 u sobu U3, a studenta S 4 u sobe U3,U4, tako
je skup svih vrhova koji su susjedni skupu T jednak N(T ) = U3,U4. Stoga je |N(T )| < |T |,
pa nije zadovoljen Hallov uvjet, sˇto znacˇi da ne postoji savrsˇeno sparivanje u ovom grafu.
Dakle, nije moguc´e rasporediti studente u sobe tako da sve sobe budu popunjene, a da
se pritom posˇtuje zadano pravilo za rasporedivanje studenata po sobama. No, u drugom
primjeru c´emo se susresti sa drugacˇijom situacijom sˇto c´emo kasnije detaljnije pokazati.
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Sada c´emo vidjeti kako mozˇemo egzistenciju (postojanje) savrsˇenog sparivanja u grafo-
vima izraziti preko determinante [4]. Neka je zadan bipartitni graf G. Njegove vrhove po-
dijelit c´emo u dva skupa {u1, u2, . . . , un} i {v1, v2, . . . , vn} tako da su bridovi uvijek sadrzˇani
u dvjema klasama, nikada u jednoj. Oba skupa su iste velicˇine, inacˇe u grafu ne postoji
savrsˇeno sparivanje. Neka m oznacˇava broj bridova u grafu G i neka je S n skup svih per-
mutacija skupa {1, 2, . . . , n}. Tada svako savrsˇeno sparivanje grafa G odgovara permutaciji
pi ∈ S n. To mozˇemo zapisati i u sljedec´em obliku: {{u1, vpi(1)} , {u2, vpi(2)} , . . . , {un, vpi(n)}} .
Determinanta pomoc´u koje mozˇemo izraziti postojanje savrsˇenog sparivanja u grafu bit
c´e determinanta matrice A = (ai j) reda n cˇiji koeficijenti nisu brojevi nego varijable oblika











nije brid u G.





sgn(pi) · a1,pi(1)a2,pi(2) · · · an,pi(n)
=
∑
pi oznacˇava savrsˇeno sparivanje u G
sgn(pi) · x1,pi(1)x2,pi(2) · · · xn,pi(n).
Naime, ocˇito c´e cˇlanovi determinante, pridruzˇeni permutacijom, koji ne pripadaju savrsˇenom
sparivanju biti jednaki 0, buduc´i da barem jedan vrh ui nec´e biti spojen s nekim vrhom vpi(i)
pa c´e odgovarajuc´i koeficijent matrice biti jednak 0. Stoga se detA svodi na sumu samo
onih polinoma stupnja n koji su zadani savrsˇenim sparivanjima.
Prikazˇimo sada pocˇetna dva primjera tablicom koja se sastoji od varijabli, odnosno za
svaki odgovarajuc´i par c´emo zapisati pripadajuc´u varijablu, a u ostala polja upisujemo nule
na sljedec´i nacˇin:
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Lema 3.1.11. Polinom detA je identicˇki nula ako i samo ako u grafu G ne postoji savrsˇeno
sparivanje.
Dokaz. Vec´ smo uocˇili da su u detA razlicˇiti od 0 samo cˇlanovi koji odgovaraju savrsˇenim
sparivanjima. Dakle, ako u grafu G nema savrsˇenog sparivanja, onda je detA = 0 identicˇki,
to jest detA je nulpolinom. Obrnuto, pokazˇimo da ako u grafu G postoji savrsˇeno spariva-
nje, onda detA nije identicˇki jednaka 0, to jest postoji izbor vrijednosti varijabli xi j tako da
se uvrsˇtavanjem u polinom detA dobiju vrijednosti razlicˇite od 0. Izaberimo permutaciju
pi koja definira savrsˇeno sparivanje (takvih mozˇe biti visˇe). Nadalje uvrstimo Xipi(i) = 1 za
svaki i = 1, 2, . . . , n, dok za sve ostale xi j uvrstimo 0. Tada imamo:
sgn(pi) · x1pi(1) · · · · · xnpi(n) = sgn(pi) = ±1.
Za svaku drugu permutaciju σ , pi postoji i takav da je pi(i) , σ(i) pa je tada xiσ(i) = 0.
Dakle, cˇlan zadan pemutacijom σ jednak je 0 za svaki σ , pi. To znacˇi da je za nasˇ izbor
vrijednosti xi j detA = ±1, razlicˇita od 0. 
Prema prethodnom teoremu vidimo da sada mozˇemo odrediti rjesˇenje pocˇetna dva pri-
mjera racˇunajuc´i determinante pripadajuc´ih matrica. Pripadajuc´e matrice dobijemo iz pret-




0 0 x13 x14 0
0 0 x23 0 0
x31 x32 x33 0 0
0 0 x43 x44 0




0 0 x13 x14
0 0 x23 0
x31 x32 x33 0
0 0 x43 x44
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= x55 · (−x23) · (−x31) ·
∣∣∣∣∣∣0 x140 x44
∣∣∣∣∣∣ = x23 · x31 · x55 · (0 · x44 − x14 · 0) = x23 · x31 · x55 · 0 = 0.
detB =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 0 0 x14 0 0 x17 0
x21 0 x23 0 x25 x26 0 x28
0 x32 0 x34 0 x36 0 0
0 0 0 0 0 0 0 x48
0 0 0 x54 x55 0 0 0
0 x62 0 0 0 0 0 0
0 0 0 x74 0 x76 x77 0




0 0 x14 0 0 x17 0
0 x32 x34 0 x36 0 0
0 0 0 0 0 0 x48
0 0 x54 x55 0 0 0
0 x62 0 0 0 0 0
0 0 x74 0 x76 x77 0





0 0 x14 0 0 x17
0 x32 x34 0 x36 0
0 0 x54 x55 0 0
0 x62 0 0 0 0
0 0 x74 0 x76 x77




0 x14 0 0 x17
x32 x34 0 x36 0
0 x54 x55 0 0
x62 0 0 0 0
0 x74 0 x76 x77
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
= (−x23)·x48 ·(−x81)·x55 ·
∣∣∣∣∣∣∣∣∣∣∣
0 x14 0 x17
x32 x34 x36 0
x62 0 0 0
0 x74 x76 x77






= (−x23) · x48 · (−x81) · x55 · x62 · (x14x36x77 + x17x34x76 − x17x36x74) =
= x14x23x36x48x55x62x77x81 + x17x23x34x48x55x62x76x81 − x17x23x36x48x55x62x74x81.
Za polinom detA smo vec´ prije uocˇili da je jednak nulpolinomu, to jest da ne postoji
savrsˇeno sparivanje. Polinom detB smo sada izracˇunali te iz dobivenog rezultata vidimo
da je razlicˇit od nulpolinoma, sˇtovisˇe, dobili smo tri polinoma u varijablama xi j, odnosno
tri rjesˇenja.
Sada bismo zˇeljeli testirati je li detA jednaka nulpolinomu, ali bez eksplicitnog racˇunanja
detA kao polinoma. Naime, taj polinom ima onoliko cˇlanova razlicˇitih od 0 koliki je broj
savrsˇenih sparivanja, a taj broj mozˇe biti prevelik za efikasno izracˇunavanje. Medutim, ako
za sve varijable xi j uvrstimo konkretne brojcˇane vrijednosti, mozˇe se izracˇunati pripadna
vrijednost determinante, na primjer Gaussovom metodom eliminacije. Dakle, zamislimo
da vrijednosti determinante dobivamo nekim postupkom koji zahtijeva unos (samo) kon-
kretnih brojeva, odnosno da nam taj postupak daje vrijednosti detA kao vrijednosti poli-
noma u bilo kojoj zadanoj tocˇki. Za razliku od polinoma, ako bismo imali neku opc´enitu
funkciju, ovakvim pristupom (izracˇunavanje vrijednosti u zadanim tocˇkama, bez ikakvih
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drugih podataka) nikad ne bismo mogli biti sigurni da je ta funkcija identicˇki jednaka 0
dok god ne provjerimo njezinu vrijednost u svim tocˇkama.
Vratimo se josˇ na bipartitne grafove. Pretpostavimo da u grafu G postoji savrsˇeno
sparivanje i da je detA polinom stupnja n razlicˇit od nul-polinoma. Schwartz - Zippelov
teorem nam kazˇe da ako izracˇunamo detA za slucˇajno i nezavisno odabrane vrijednosti
varijabli xi j iz skupa S := {1, 2, . . . , n}, onda vjerojatnost da dobijemo nulu nije vec´a od 12 .
Medutim, kako bismo odredili je li determinanta jednaka nuli za danu supstituciju, trebali
bismo je izracˇunati. No, u takvom izracˇunu mogu nam se pojaviti ogromni brojevi, sa
otprilike n znamenaka, pa mozˇemo zakljucˇiti da je zapravo bolje raditi s konacˇnim poljima.
Najjednostavniji nacˇin je taj da izaberemo prost broj p takav da vrijedi 2n ≤ p < 4n
te racˇunamo nad konacˇnim poljem Fp cijelih brojeva modulo p. Koristec´i Gaussovu me-
todu eliminacije za racˇunanje determinante, dobivamo vjerojatnosni algoritam za testiranje
egzistencije savrsˇenog sparivanja u bipartitnom grafu koji se izvrsˇava u O(n3) vremenu.
Vjerojatnost neuspjeha tog algoritma iznosi najvisˇe 12 . Kao i obicˇno, vjerojatnost neus-
pjeha mozˇe se smanjiti na 2−k ponavljajuc´i algoritam k puta. Determinanta se takoder mozˇe
racˇunati algoritmom za brzo mnozˇenje matrica i u tom slucˇaju dobivamo najbrzˇi moguc´i
asimptotski algoritam za testiranje egzistencije savrsˇenog sparivanja u bipartitnom grafu, s
vremenom izvrsˇavanja O(n2.376).
Spomenuti algoritam je u praksi mnogo brzˇi, te mozˇe odrediti postoji li savrsˇeno spari-
vanje, ali nam ne pokazuje kako tocˇno izgleda to sparivanje. S druge strane, ovaj algoritam
mozˇe se implementirati veoma uspjesˇno na paralelna racˇunala, te niti jedan poznati pristup
ne daje usporedivo brzˇe paralelne algoritme.
3.2 Asocijativnost grupoida
Svojstvo asocijativnosti jedno je od najvazˇnijih svojstava koje mozˇe imati binarna operacija
i koje u velikoj mjeri olaksˇava izvodenje operacija kao sˇto su zbrajanje i mnozˇenje u bilo
kojem polju, zbrajanje u vektorskom prostoru, kompozicija funkcija, mnozˇenje matrica i
tako dalje. Postoje i specificˇne binarne operacije koje nemaju svojstvo asocijativnosti, na
primjer vektorsko mnozˇenje u prostoru V3. Podsjetimo se osnovnih definicija:
Definicija 3.2.1. Neka je X neprazan skup i  : X × X → X bilo koje preslikavanje, tada
 nazivamo binarnom operacijom na skupu X, a uredeni par (X,) nazivamo grupoid.
Sliku uredenog para (x, y) ∈ X × X u preslikavanju  oznacˇavamo jednostavno s x  y.
Najcˇesˇc´e oznake za binarnu operaciju su +, ·, ◦,×, ∗, itd.
Kazˇemo da je binarna operacija  na skupu X asocijativna ako za sve x, y, z ∈ X vrijedi:
(x  y)  z = x  (y  z).
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Grupoid u kojem vrijedi asocijativnost naziva se polugrupa. Iako smo naviknuti da je
svojstvo asocijativnosti obicˇno ispunjeno u grupoidu, to opc´enito nije tako. Uredenu trojku
(x, y, z) ∈ X3, pri cˇemu je (X,) grupoid, nazivat c´emo asocijativnom ako vrijedi (xy)z =
x  (y  z), a u suprotnom neasocijativnom.
Nije uvijek sasvim lako ustanoviti koliko je trojki u grupoidu asocijativno a koliko nije,
cˇak i ako je (X,) konacˇan grupoid. Uzmimo da X ima n elemenata i ako pretpostavimo
da je operacija  zadana svojom tablicom, iz te tablice nije lako ocˇitati vrijedi li asocija-
tivnost za sve uredene trojke. Naprotiv, primjerice komutativnost binarne operacije lako je
prepoznatljiva iz simetricˇnog oblika tablice operacije s obzirom na dijagonalu. Broj asoci-
jativnih trojki u grupoidu mozˇe biti vrlo malen tako da ne mozˇemo zakljucˇiti je li grupoid
asocijativan ako je ”velika vec´ina” pojedinacˇnih trojki asocijativna.
Uzmimo sada jednostavan primjer binarne operacije na skupu od 4 elementa, S =
{x1, x2, x3, x4}. Za tako definiran skup S tablica izgleda ovako:
 x1 x2 x3 x4
x1 x1 x1 x1 x1
x2 x1 x2 x3 x4
x3 x1 x3 x1 x3
x4 x1 x4 x1 x2
Izravnom provjerom mozˇemo ustanoviti da je svega jedna trojka iz S 3, od ukupno 64
trojke, asocijativna i to (x4, x4, x3). Dakle, opc´enito trebamo provjeriti asocijativnost svih
n3 trojki, a za svaki izbor (x, y, z) ∈ X3 potrebna su po dva ocˇitanja vrijednosti u tablici za
(x  y)  z i x  (y  z) sˇto ukupno iznosi 4n3. To znacˇi da je utrosˇak vremena za ovakav
postupak reda velicˇine n3. Ako bismo pokusˇali ubrzati testiranje jednostavno ponavljanjem
nasumicˇnog izbora trojki (x, y, z) ∈ X3 za koje se provjerava jesu li asocijativne, to opc´enito
ne bi dalo dobre rezultate. U prethodnom primjeru imamo svega jednu neasocijativnu
trojku, pa je vjerojatnost izbora jedne od njih svega 164 . Medutim, izlozˇit c´emo jedan znatno
pouzdaniji probabilisticˇki algoritam za provjeru asocijativnosti koji zahtjeva bitno manje
vremena za izvrsˇenje, reda svega n2.
Teorem 3.2.2. Postoji probabilisticˇki algoritam koji ”prihvac´a” binarnu operaciju  na
n-cˇlanom skupu danom tablicom, cˇije je vrijeme izvrsˇenja najvisˇe O(n2), i koji daje jedan
od odgovora ”DA” ili ”NE”. Ako je operacija  asocijativna, odgovor je uvijek ”DA”.
Ako operacija  nije asocijativna onda odgovor mozˇe biti ili ”DA” ili ”NE”, ali odgovor
”DA” se u tom slucˇaju pojavljuje s vjerojatnosˇc´u koja iznosi najvisˇe 12 .
Za dokaz ovog teorema najprije treba izabrati prikladno polje K, koje ima barem 7
elemenata. Glavna ideja algoritma jest u tome da se na vektorskom prostoru KX definira
binarna operacija   koja c´e biti prosˇirenje operacije , a u kojoj c´e broj neasocijativnih
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trojki (cˇak i ako u (X,) postoji samo jedna takva) biti znatno vec´i pa c´e se povec´ati vjero-
jatnost da se nasumicˇnim izborom ”pogodi” neasocijativna trojka. Pretpostavljamo tako da
se operacije zbrajanja i mnozˇenja u polju K izvrsˇavaju u konstantnom vremenu. Neka je,
dakle, KX vektorski prostor uredenih n-torki skalara iz K, pri cˇemu je |X| = n. Te n-torke
mozˇemo indeksirati elementima iz X, to jest uvesti neki poredak x1, x2, . . . , xn u X i onda
svakom xi ∈ X pridruzˇiti i-tu koordinatu uredene n-torke. Nadalje, zadajemo preslikavanje
e : X → KX, tako da vektor e(xi) bude vektor kojemu je i-ta koordinata jednaka 1, a sve
ostale su 0. Na taj nacˇin definirana je bijekcija izmedu skupa X i standardne (kanonske)
baze prostora KX. Na prostoru KX sada c´emo zadati binarnu operaciju   na prirodan nacˇin,




















αiβ je(xi  x j).
Ovakvom definicijom operacije   postizˇemo da se linearne kombinacije ”mnozˇe” cˇlan
po cˇlan, jer najprije dobivamo:
n∑
i, j=1
(e(xi)  e(x j)),
a onda zamijenimo e(xi)  e(x j) = e(xi  x j). Na taj nacˇin   je doista ”linearno prosˇirenje”
od , jer e(xi) e(x j) = e(xi)e(x j) = e(xix j). Izravno se mozˇe primjeniti da ako je (x, y, z)
asocijativna, odnosno neasocijativna trojka u grupoidu (X,) onda je (e(x), e(y), e(z)) aso-
cijativna, odnosno neasocijativna trojka u grupoidu (KX, ).
Naime iz:
(x  y)  z = x  (y  z)
slijedi
e((x  y)  z) = e(x  (y  z))
i dalje iz
e(x  y)   e(z) = e(x)   e(y  z)
dobivamo
(e(x)   e(y))   e(z) = e(x)   (e(y)   e(z)).
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Dakako, u slucˇaju (x  y)  z , x  (y  z), buduc´i da je e bijekcija imamo:
(x  y)  z , x  (y  z)
slijedi
e((x  y)  z) , e(x  (y  z))
i dalje iz
e(x  y)   e(z) , e(x)   e(y  z)
dobivamo
(e(x)   e(y))   e(z) , e(x)   (e(y)   e(z)).
Uocˇimo da ako je na primjer |K| = 7 (sˇto je najmanja moguc´a vrijednost za polje s barem
6 elemenata) onda skup KX ima 7n elemenata.
Opisˇimo sada algoritam za testiranje asocijativnosti. Fiksiramo podskup S ⊂ K koji se
sastoji od 6 elemenata:
1. korak: Za svaki xi ∈ X, izaberemo slucˇajno i uniformno elemente αi, βi, γi ∈ S , pri
cˇemu su ti izbori nezavisni.
2. korak: Neka je u :=
∑n
i=1 αie(xi), v :=
∑n
j=1 β je(x j) i w :=
∑n
k=1 γke(xk).
3. korak: Izracˇunamo vektore (u   v)   w i u   (v   w). Ako su oni jednaki, odgovor
glasi ”DA”, a ako su razlicˇiti, odgovor glasi ”NE”.
Za dana dva proizvoljna vektora u, v ∈ KX, vektor u v mozˇemo izracˇunati iz definicije,
pri cˇemu c´emo O(n2) puta koristiti tablicu operacije  i O(n2) operacija u polju K. Ako
pretpostavimo da je za pojedinu operaciju u K potrebno konstantno vrijeme, ocˇito je da c´e
se algoritam izvrsˇavati u vremenu O(n2). Jasno je da c´emo za neasocijativnu trojku (x, y, z)
dobiti takoder neasocijativne trojke vektora (αe(x), βe(y), γe(z)) za svaki izbor α, β, γ ∈
K \ {0}. Na taj nacˇin ukupni broj neasocijativnih trojki u KX svakako je mnogo vec´i od
onog u X, no buduc´i da smo znacˇajno povec´ali i ukupni broj trojki, jer |KX | = |K|n, pitanje
je koliki je relativni udio neasocijativnih trojki u grupoidu (KX, ). Odgovor je sadrzˇan u
sljedec´oj tvrdnji: Ako operacija  nije asocijativna i u, v,w su slucˇajno odabrani kao i u
algoritmu, onda (u   v)   w , u   (v   w) s vjerojatnosˇc´u barem 12 .
Ocˇito preostaje dokazati josˇ samo ovu tvrdnju kako bi dokaz teorema bio potpun.
Dokaz. Fiksirajmo neasocijativnu uredenu trojku (a, b, c) ∈ X3. Dakako, a, b, c ∈ {x1, x2, . . . , xn}
i neki od tih elemenata mogu se ponavljati u trojki (a, b, c). Takav je slucˇaj i u nasˇem pri-
mjeru s n = 4.
Svakom od elemenata a, b, c pridruzˇuju se po tri skalara iz S . Zamislimo da su αa, βb
i γc skalari koji c´e se izabrati posljednji, nakon sˇto su izabrane konkretne vrijednosti za
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sve ostale αi, β j, γk ∈ S . U nasˇem primjeru, buduc´i da je (x4, x4, x3) jedina neasocijativna
trojka, to znacˇi da se posljednji biraju α4, β4 i γ3. Pokazat c´emo da ako fiksiramo sve
αx, βy, γz, x , a, y , b, z , c kao potpuno proizvoljne vrijednosti, a zatim slucˇajno
odaberemo αa, βb i γc, onda c´e vjerojatnost da je (u   v)   w , u   (v   w) iznositi barem
1
2 . Buduc´i da je (a  b)  c , a  (b  c) za ocˇekivati je da c´e se ovi vektori razlikovati
u koeficijentima uz vektor e(r), pri cˇemu je r = (a  b)  c ∈ X. Pokazat c´emo da se ti
koeficijenti doista razlikuju, s vjerojatnosˇc´u barem 12 .
Pri izracˇunavanju vektora (u   v)   w dobivamo najprije n · n · n = n3 umnozˇaka od
kojih c´e se formirati izrazi koji su koeficijenti uz e(x1), e(x2), . . . , e(xn). Promatramo li te
izraze kao polinome u tri varijable αa, βb i γc, uocˇavamo da c´emo samo uz vektor e(r) dobiti
polinom s cˇlanom stupnja 3, a to je αaβbγc jer (a  b)  c = r. Ostali cˇlanovi uz e(r) su
stupnja najvisˇe 2.
Na drugoj strani, u vektoru u (v w) zbog a(bc) , r koeficijent uz vektor e(r) nec´e
sadrzˇavati monom αaβbγc i bit c´e to polinom stupnja najvisˇe 2 u varijablama αa, βb i γc.
Oznacˇimo te koeficijente uz e(r) na lijevoj i na desnoj strani s f (αa, βb, γc) i g(αa, βb, γc).
Njihova razlika nije nulpolinom, a po Schwartz - Zippelovom teoremu vjerojatnost da se
slucˇajnim izborom αa, βb, γc ∈ S dobiju jednake vrijednosti polinoma, odnosno vrijednost
njihove razlike 0, nije vec´a od 3|S | =
1
2 . Time je tvrdnja dokazana. 
Ilustrirajmo josˇ prethodno razmatranje na nasˇem primjeru grupoida s n = 4. Imamo
(x4  x4)  x3 = x2  x3, x4  (x4  x3) = x4  x1 = x1. Dakle, r = x3. Sada je
u = α1e(x1) + α2e(x2) + α3e(x3) + α4e(x4),
v = β1e(x1) + β2e(x2) + β3e(x3) + β4e(x4),
w = γ1e(x1) + γ2e(x2) + γ3e(x3) + γ4e(x4).
Kako bismo istaknuli da su α4, β4 i γ3 trenutacˇno josˇ uvijek varijable, za njih pisˇemo samo
α, β, i γ. U vektoru (u   v)   w izdvojit c´emo samo komponentu uz e(x3).
Izracˇunavanjem koeficijenata uz vektor e(x3) u tom primjeru dobivamo da odgovarajuc´a
komponenta u vektoru (u   v)   w glasi:
(α2β2γ3 + α2β3γ2 + α2β3γ4 + α3β2γ2 + α3β2γ4 + α3β4γ2 + α3β4γ4 + α4β4γ3)e(x3),
dok u vektoru u   (v   w) glasi:
(α2β2γ3 + α2β3γ2 + α2β3γ4 + α3β2γ2 + α3β2γ4 + α3β4γ2 + α3β4γ4)e(x3).
Uocˇavamo da se koeficijenti uz e(x3) razlikuju samo za cˇlan α4β4γ3. Pritom, dok vrijednosti
α4, β4 i γ3 smatramo varijablama, u skladu s dokazom nasˇe tvrdnje imamo polinom stupnja
3 s jedne strane, a polinom stupnja 1 s druge strane. U ovom primjeru, razlika tih polinoma
jednostavno je monom α4β4γ3, zato sˇto u grupoidu (X,) postoji samo jedna neasocijativna
trojka.
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3.3 Prebrojavanje kompozicija
Razmotrit c´emo sljedec´i algoritamski problem: Neka je dan skup P permutacija skupa
{1, 2, . . . , n}, te bismo zˇeljeli izracˇunati kardinalitet skupa P ◦ P := {σ ◦ τ : σ, τ ∈ P} koji
sadrzˇi sve kompozicije parova permutacija skupa P. Prisjetit c´emo se najprije definicije
permutacije.
Definicija 3.3.1. Neka je n proizvoljan prirodan broj. Permutacija skupa {1, 2, . . . , n} je
bijektivno preslikavanje σ : {1, 2, . . . , n} → {1, 2, . . . , n}.
Na primjer, za n = 4, mozˇemo imati σ(1) = 3, σ(2) = 2, σ(3) = 4 i σ(4) = 1.
Uobicˇajeno je zapisivati permutacije tako da njezine vrijednosti zapisˇemo u redak, kao na
primjer, u nasˇem slucˇaju bi zapisali σ = (3, 2, 4, 1). Tako prikazanu permutaciju, kao niz
sa indeksima iz skupa {1, 2, . . . , n} takoder mozˇemo pohraniti u racˇunalo.
Permutacija je, kao sˇto smo vec´ prethodno spomenuli, definirana kao preslikavanje.
Kako bismo dobili kompoziciju ρ := σ ◦ τ dvaju permutacija σ i τ najprije primijenimo τ
a zatim σ, te tako dobijemo ρ(i) = σ(τ(i)). Na primjer, neka je σ definirana ne prethodni
nacˇin i τ = (2, 3, 4, 1) dobijemo σ◦τ = (2, 4, 1, 3), dok je τ◦σ = (4, 3, 1, 2). Zakljucˇujemo
da je τ ◦ σ , σ ◦ τ. Koristec´i prikaz preko niza, kompoziciju mozˇemo izracˇunati u O(n)
vremenu. Prisjetit c´emo se josˇ sˇto znamo o kompoziciji permutacija.
Definicija 3.3.2. Skup svih permutacija skupa {1, 2, . . . , n} zajedno sa binarnom operaci-
jom kompozicije cˇini grupu koju nazivamo simetricˇna grupa, a oznacˇavamo ju S n.
Simetricˇna grupa je vrlo vazˇan objekt u teoriji grupa, kao zaseban pojam, te takoder
iz razloga sˇto se svaka konacˇna grupa mozˇe prikazati kao podgrupa neke simetricˇne grupe
S n. Problem efikasnog racˇunanja |P ◦P| je prirodno jednostavno pitanje koje se postavlja u
algoritamskoj teoriji brojeva. Koliko velik mozˇe biti skup P ◦ P? Jedan ekstremni slucˇaj je
kada P cˇini podgrupu grupe S n, konkretnije, ako σ◦τ ∈ P za sve σ, τ ∈ P onda |P◦P| = |P|.
Drugi ekstremni slucˇaj je taj da su kompozicije disjunktne, to jest, σ1 ◦τ1 , σ2 ◦τ2 ako
i samo ako σ1, σ2, τ1, τ2 ∈ P i (σ1, τ1) , (σ2, τ2), te tada vrijedi |P ◦ P| = |P|2. Neposredan
nacˇin pronalazˇenja |P ◦ P| je da izracˇunamo kompoziciju σ ◦ τ za sve σ, τ ∈ P, dobivajuc´i
pri tome listu od |P|2 permutacija u O(|P|2n) vremenu. Na toj listi, neke permutacije mozˇda
c´e se pojaviti nekoliko puta. Standardni algoritamski pristup racˇunanju broja disjunktnih
permutacija na spomenutoj listi je taj da se permutacije sortiraju prema leksikografskom
poretku, a zatim se jednim prolaskom po sortiranoj listi izbace one permutacije koje se
pojavljuju visˇe puta.
Uz malo domisˇljatosti, sortiranje mozˇe biti izvrsˇeno u O(|P|2n) vremenu. Za sad nec´emo
ulaziti u detalje prethodnog algoritma jer je nasˇ cilj razmotriti drugi algoritam. Nije jed-
nostavno doc´i do asimptotski brzˇeg algoritma. Medutim, korisˇtenjem nekih alata, mozˇemo
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to ucˇiniti bolje, uz uvjet da toleriramo zanemarivo malu vjerojatnost pogresˇke. Da bi-
smo razvili brzˇi algoritam, najprije c´emo kompoziciju permutacija dovesti u vezu sa ska-
larnim produktom pojedinih vektora. Neka su x1, x2, . . . , xn i y1, y2, . . . , yn dane varija-
ble. Za permutaciju σ definiramo vektor x(σ) := (xσ(1), xσ(2), . . . , xσ(n)), na primjer, za
σ = (3, 2, 4, 1) imamo vektor x(σ) = (x3, x2, x4, x1). Na slicˇan nacˇin postavimo y(σ) :=
(yσ(1), yσ(2), . . . , yσ(n)). Sada uzmimo da nam τ−1 oznacˇava inverz permutacije τ, to jest, je-
dinstvenu permutaciju takvu da vrijedi τ−1(τ(i)) = i za svaki i. Za τ = (2, 3, 4, 1) kao gore,
imamo da je τ−1 = (4, 1, 2, 3). Pogledajmo sada skalarni produkt
x(σ)T y(τ−1) = xσ(1)yτ−1(1) + · · · + xσ(n)yτ−1(n).
Uocˇimo da je to zapravo polinom stupnja 2 u varijablama x1, . . . , xn, y1, . . . , yn. Svi ne-
nul koeficijenti ovog polinoma su jedinice. Pritom podrazumijevamo da su koeficijenti
polinoma cijeli brojevi. Za nasˇe konkretne σ i τ imamo
x(σ)T y(τ−1) = x3y4 + x2y1 + x4y2 + x1y3.
Polinom x(σ)T y(τ−1) kao gore sadrzˇi tocˇno jedan cˇlan koji u sebi ima koeficijent y1,
tocˇno jedan koji ima koeficijent y2, itd. Razlog tome je sˇto je τ−1 permutacija. Pogledajmo
sada cˇlan koji u sebi sadrzˇi koeficijent y1. Mozˇemo ga zapisati kao xσ(k)yτ−1(k), pri cˇemu je k
indeks sa τ−1(k) = 1, to jest, k = τ(1). Prema tome, cˇlan koji u sebi sadrzˇi koeficijent y1 je






Time smo pokazali da polinom x(σ)T y(τ−1) kodira kompoziciju σ ◦ τ. Bitno je uocˇiti
sljedec´u cˇinjenicu: Ako suσ1, σ2, τ1, τ2 permutacije skupa {1, 2, . . . , n} onda su x(σ1)T y(τ1−1)
i x(σ2)T y(τ2−1) jednaki (u smislu polinoma) ako i samo ako σ1 ◦ τ1 = σ2 ◦ τ2.
Neka je P = {σ1, σ2, . . . , σm} skup permutacija kao u nasˇem pocˇetnom problemu. Neka
je X n × m matrica cˇiji je j-ti stupac vektor x(σ j), j = 1, 2, . . . ,m, i neka je Y n × m
matrica koja u j-tom stupcu ima vektor y(σ j−1). Tada umnozˇak matrica XT Y ima na mjestu
(i, j) polinom x(σi)T y(σ j−1). Kada pogledamo gornja razmatranja mozˇemo zakljucˇiti da je
kardinalitet skupa P ◦ P jednak broju razlicˇitih koeficijenata matrice XT Y , pri cˇemu su ti
koeficijenti polinomi stupnja 2 u varijablama x1, x2, . . . , xn, y1, y2, . . . yn.
Mozˇda nije odmah jasno zasˇto bi ova neuobicˇajena formulacija bila algoritamski jed-
nostavnija od racˇunanja |P ◦ P|. Ma kako bilo, u ovom slucˇaju od velike pomoc´i su nam
Schwartz - Zippelov teorem, te brzo mnozˇenje matrica. Neka je s := 4m4, i neka je
S := {1, 2, . . . , s}. Nasˇ algoritam za racˇunanje |P ◦ P| c´e raditi na sljedec´i nacˇin:
1. Izaberemo nasumicˇno cijele brojeve a1, a2, . . . , an i b1, b2, . . . , bn. Svaki ai i svaki bi
su izabrani iz S uniformno i nasumicˇno, te su svi ti odabiri nezavisni.
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2. Zadamo matricu A, dobivenu iz X zamjenom cijelih brojeva ai varijablama xi, i =
1, 2, . . . , n. Slicˇno, zadamo matricu B koju dobijemo iz Y zamjenom svakog yi sa bi,
i = 1, 2, . . . , n. Zatim izracˇunamo produkt: C := AT B.
3. Izracˇunamo broj razlicˇitih koeficijenata matrice C. Taj broj predstavlja nam izlazni
rezultat algoritma.
Lema 3.3.3. Izlazni rezultat prethodnog algoritma nikad nije vec´i od |P ◦ P|, a jednak je
|P ◦ P| sa vjerojatnosˇc´u najmanje 12 .
Dokaz. Ako su dva unosa matrice XT Y jednaki polinomi, onda oni daju jednake unose i
u matrici AT B, te na taj nacˇin broj razlicˇitih koeficijenata matrice AT B nikad nije vec´i od
|P ◦ P|. Pretpostavimo sada da su unosi na mjestima (i1, j1) i (i2, j2) u matrici XT Y razlicˇiti
polinomi. Tada je njihova razlika ne-nul polinom p stupnja 2. Schwartz - Zippelov teorem
nam kazˇe da ako varijable u polinomu p supstituiramo nezavisno i nasumicˇno odabranim
elementima iz S , dobit c´emo nula sa vjerojatnosˇc´u najvisˇe 2|S | =
1
2m4 . Stoga, svaka dva
razlicˇita ulaza matrice XT Y poprimaju jednake vrijednosti u matrici AT B sa vjerojatnosˇc´u
najvisˇe 12m4 . Sada imamo da je X
T Y m × m matrica, i tako zasigurno ne mozˇe imati visˇe
od m4 parova razlicˇitih ulaza. Vjerojatnost da bilo koji par razlicˇitih ulaza matrice XT Y




2 . Dakle, sa vjerojatnosˇc´u najmanje
1
2 ,
broj razlicˇitih ulaza u AT B i u XT Y su jednaki, te je time teorem dokazan. 
Teorem pokazuje da algoritam radi pravilno sa vjerojatnosˇc´u najmanje 12 . Ako pokre-
nemo algoritam k puta i uzmemo najvec´i od dobivenih odgovora, vjerojatnost da nismo
dobili |P◦P| iznosi najvisˇe 2−k. Zanima nas koliko brzo se algoritam mozˇe implementirati.
Radi jednostavnosti, razmotrit c´emo samo slucˇaj kada je m = n, to jest, n permuta-
cija od n brojeva. Prisjetimo se josˇ da se algoritam koji izravno izracˇunava broj razlicˇitih
kompozicija izvrsˇava u vremenu reda n3. U slucˇajnom algoritmu kojeg smo upravo opisali,
korak kojem treba najvisˇe vremena je izracˇunavanje umnosˇka matrica AT B. Za m = n, A
i B su kvadratne matrice cˇiji cˇlanovi su cijeli brojevi ne vec´i od s = 4n4, te se takve ma-
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U ovom radu izlozˇen je rezultat poznat pod nazivom Schwartz - Zippelova lema ili Sc-
hwartz - Zippelov teorem. Tema rada pripada pretezˇno algebri, ali ima znacˇajne primjene
u drugim matematicˇkim podrucˇjima kao sˇto je na primjer teorija algoritama, te kombina-
torika.
Rad se sastoji od tri poglavlja. U uvodu je ukratko opisana tema i cilj rada. Prvo po-
glavlje sadrzˇi kratku povijest nastanka teorema, razlicˇite oblike rezultata pojedinih autora,
te kratki opis pojmova korisˇtenih u samom radu. Drugo poglavlje sastoji se od iskaza i
dokaza Schwartz - Zippelovog teorema, a u trec´em poglavlju izlozˇene su neke primjene
tog teorema na probleme koji se mogu svesti na testiranje jednakosti polinoma. Takvi su,
primjerice, problem postojanja savrsˇenog sparivanja u grafu i ispitivanje svojstva asocija-
tivnosti u grupoidu. Uz svaku primjenu navedeni su i prikladni primjeri.

Summary
In this diploma thesis we present the result usually called the Schwartz-Zippel lemma or
the Schwartz-Zippel theorem. The nature of this theorem is basically algebraic, but it has
significant applications in other areas of mathematics, such as the theory of algorithms and
combinatorial theory.
The thesis consists of three chapters. The main theme and objective are briefly descri-
bed in the introduction. The first chapter contains a short history of the theorem’s origins,
various forms of the main results by different authors and some comments of basic concepts
related to this topic. The statement and a proof of the Schwartz-Zippel theorem are given
in the second chapter, together with the general outline of its applications. The third and fi-
nal chapter consists of some applications to problems which can be reduced to polynomial
identity testing, including the existence of a perfect matching in a graph and testing of the
associativity property in a groupoid.
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