Abstract-This paper is concerned with the global asymptotic stability of a class of Cohen-Grossberg neural networks with both multiple time-varying delays and continuously distributed delays. Two classes of amplification functions are considered, and some sufficient stability criteria are established to ensure the global asymptotic stability of the concerned neural networks, which can be expressed in the form of linear matrix inequality and are easy to check. Furthermore, some sufficient conditions guaranteeing the global robust stability are also established in the case of parameter uncertainties.
Global Asymptotic Stability and Robust Stability of a Class of Cohen-Grossberg Neural Networks With Mixed Delays
I. INTRODUCTION C OHEN-GROSSBERG [11] proposed in 1983 a neural network model described by the following system:
(1) where is the state of neuron, is an amplification function, is a well-defined function to guarantee the existence of solution of system (1) , is an activation function describing the effects of input on the output of neuron, is the connection weight coefficient of the neural network, is an external constant input, and . System (1) includes a number of models from neurobiology, population biology, and evolution theory, as well as the Hopfield neural network model [20] as a special case. In electronic implementation of analog neural networks, delays always exist due to the transmission of signal and the finite switching speed of amplifiers.
On the other hand, it is desirable to introduce delays into neural networks when dealing with problems associated with motions. Therefore, model (1) and its delayed version have attracted the attention of many researchers (see, e.g., [1] , [5] - [7] , [10] , [19] , [26] , [27] , [29] , [33] , [35] , [36] , [40] , [42] , [45] ). Among them, [42] introduced constant delays into (1), which yields the following form:
(2) where are bounded constant delays, are the connection weight coefficients, and other notations are the same as those in system (1), i.e., and . We remark that one can consider several types of delays in (2), [15] - [17] , [31] , and [32] . References [17] and [18] first investigated the stability problem of asymmetric Hopfield neural networks with continuously distributed delays. The characteristic of this kind of continuously distributed delays is that the delays range over the infinitely long duration. Dynamics of different kinds of neural networks with this kind of continuously distributed delays are widely studied [6] , [8] , [9] , [25] , [34] . Although the results of [6] , [8] , [9] , [25] , and [34] are generally easy to verify, all the results in [6] , [8] , [9] , [25] , and [34] take the absolute value operation on the connection weight coefficients. Therefore, the sign difference of entries in connection matrix is ignored, which leads to the ignorance of the neuron's excitatory and inhibitory effects on the neural network. However, some kinds of continuously distributed delays in a practical system often range over a finite duration. For example, one application of this kind of continuously distributed delay systems can be found in the modeling of feeding systems and combustion chambers in a liquid monopropellant rocket motor with pressure feeding [12] , [13] . This kind of continuously distributed delay systems have been investigated in [22] , [23] , [38] , and [41] , but all the results in [22] , [23] , [38] , and [41] are only suitable for the case of linear systems with constant delay. It is well known that neural networks are large-scale and complex nonlinear dynamic systems. Different types of delays may occur, and it is useful to investigate the dynamics of neural networks with different types of delays.
Motivated by the aforementioned discussion, the purpose of this paper is to establish sufficient conditions for the global asymptotic stability of the following system with both multiple time-varying delays and a kind of continuously distributed delays ranging over a finite duration: (3) where and are connection weight coefficients of the neural network, time delays and are all bounded, is an external constant input, and are activation functions, respectively, and other notations are the same as those in system (1), i.e., , , and . The neural network model studied here is more general and includes a large class of existing neural networks of the following two cases. Case 1) for all and . Case 2) for all and , . For example, in Case 1), model (3) contains the models studied in [3] , [4] , [7] , [10] , [19] - [21] , [24] , [26] , [27] , [33] , [37] , [42] , [45] - [47] , [49] , and [50] . In Case 2), model (3) contains the classical Cohen-Grossberg neural model [11] , [28] , [30] and the famous Lotka-Volterra neural model [43] , [44] . Instead of using the Jensen inequality approach, as used in [3] and [46] , we construct a suitable Lyapunov-Krasovskii functional in this paper to deal with the continuously distributed delays, and some sufficient conditions are derived to ensure the global asymptotic stability of system (3) for Case 1) or 2), respectively, which can be expressed in the form of linear matrix inequality (LMI) and are independent of the values of time-varying delays and amplification functions. Corollaries are also given for some special cases of system (3). Moreover, a global robust stability criterion is also established for system (3) with parameter uncertainties.
Throughout this paper, let , , , , and denote the transpose, the inverse, the smallest eigenvalue, the largest eigenvalue, and the Euclidean norm of a square matrix , respectively. Let denote a positive (negative) definite symmetric matrix. Let and 0 denote the identity matrix and the zero matrix with compatible dimensions, respectively. Time delays and are all bounded, i.e., , ,
II. GLOBAL ASYMPTOTIC STABILITY RESULTS
In this section, we need the following assumptions and lemma. [37] ): Let and be two real vectors with appropriate dimensions, and let and be two matrices with appropriate dimensions, where . Then, for any two positive constants and , the following inequality holds: (8) According to [35] , for every external constant input , neural network (3) has an equilibrium point if , , , , and satisfy the aforementioned conditions . Letting , then model (3) is transformed into the following form: (9) or in a vector matrix form by the method in [48] ( 10)   where  ,  ,  ,  ,  , ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  , , , and . The initial condition of (10) (17) yields (18) where we have used Lemma 2.1. However, for , , and , from (12)- (14), we have (19) Obviously, (18) contradicts with (19) , which, in turn, implies that, at the equilibrium point , , , and . This means that the origin of (10) is a unique equilibrium point.
Second, we will show that conditions (11)- (16) are also sufficient conditions guaranteeing the global asymptotic stability of the equilibrium point of system (10) . Consider the following Lyapunov-Krasovskii functional (20) where where , , ,
and .
The derivative of along the trajectories of (10) is as follows: (21) By Lemma 2.1, for and positive constants , , we have Then, from (21) it yields (22) Similarly, the derivative of along the trajectories of (10) is as follows: (23) Thus, we have (24) The derivative of along the trajectories of (10) is given by (25) , shown at the bottom of the page. where , , , , and . (25) By Assumptions 2.1 and 2.2 and Lemma 2.1, we have (26) , shown at the bottom of the page. Therefore, see (27) , shown at the bottom of the next page. Now, we choose such that (28) Then (29) Meanwhile, see the second equation at the bottom of the next page, where is defined in (13 diagonal matrices , , , , and such that the following LMI holds: (38) then the equilibrium point of model (10) (45) is globally asymptotically stable for a given , where , is a square matrix whose th row is composed by the th row of square matrix , and the other rows are all zero ( ).
III. GLOBAL ROBUST STABILITY RESULT
Consider the Cohen-Grossberg neural network (9) with uncertainties in the form of (47) or in a vector matrix form (48) where , , and denote the unknown connection weight coefficients representing time-varying parameter uncertainties, and other notations are the same as those in (9 Proof: Consider the same Lyapunov-Krasovskii functional defined in (20) . In a similar manner to the proof of Theorem 2.2, the derivative of (20) along the trajectories of (48) According to Assumption 3.1, Lemma 3.1, and the Schur complement, in a similar routine to the proof in [46] , (51) is equivalent to (49) . The details are omitted.
IV. GLOBAL ASYMPTOTIC STABILITY OF COHEN-GROSSBERG NEURAL NETWORKS WITH NONNEGATIVE EQUILIBRIUM POINTS
In the original paper of Cohen-Grossberg [11] , the Cohen-Grossberg neural network model was proposed as a kind of competitive-cooperation dynamical system for decision rules, pattern formation, and parallel memory storage. Therefore, each state of the neuron might be the population size, activity, or concentration of the th species in the system, which is always nonnegative. It is clear that this subset of Cohen-Grossberg neural networks includes the famous Lotka-Volterra recurrent neural networks [11] , [43] , [44] .
When systems (1) and (3) are applied to biology, initial conditions will be of the following type:
where each is a continuous function defined on . In applications, the activation functions of model (3) may not be bounded, for example, in the Lotka-Volterra model [43] , [44] . Therefore, in this section, we will employ the following assumptions and lemmas. 
where denotes the symmetric parts in a matrix, and its variables are described
Proof: We prove Theorem 4.1 in two steps. First, we will show that (55) ensures the existence and uniqueness of a nonnegative equilibrium point of system (3) .
From (55) Second, we will prove that (55) is also a sufficient condition to guarantee the global asymptotical stability of the nonnegative equilibrium point of system (3) . It suffices to show that ensures the global asymptotic stability of nonnegative equilibrium point.
Let be the nonnegative equilibrium point of system (3) and . Then, model (3) is transformed into the following form:
(61) with where , the initial condition satisfies (52), and others are the same as those defined in (10) .
Since is the nonnegative equilibrium point of system (3) , and .
Pertaining to this example, [28, Th. 4] cannot judge the stability of system (63). Applying Corollary 2.2 and Theorem 2.5, we can show that systems (63) and (64) are both globally asymptotically stable, respectively.
In the following, we set initial conditions and for , respectively. When , the equilibrium points of system (63) are , , , and . Among them, is the nonnegative equilibrium point.
is the unique equilibrium point of system (64). Obviously, different dynamics between systems (63) and (64) are caused by different amplification functions.
VI. CONCLUSION
Under different assumptions of amplification function, some sufficient criteria are derived for the global asymptotic stability of a class of Cohen-Grossberg neural networks with both multiple time-varying delays and continuously distributed delays, which are independent of the size of the time-varying delays and amplification functions. The results can be applied to some special cases of Cohen-Grossberg neural networks, for example, Hopfield neural networks and Lotka-Volterra recurrent neural networks. Two numerical examples are employed to demonstrate the effectiveness of the obtained results.
