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Abstract
We study well-posedness for the relaxed linear elastic micromorphic continuum model with symmetric
Cauchy force-stresses and curvature contribution depending only on the micro-dislocation tensor. In contrast
to classical micromorphic models our free energy is not uniformly pointwise positive definite in the control
of the independent constitutive variables. Another interesting feature concerns the prescription of boundary
values for the micro-distortion field: only tangential traces may be determined which are weaker than the
usual strong anchoring boundary condition. There, decisive use is made of new coercive inequalities recently
proved by Neff, Pauly and Witsch and by Bauer, Neff, Pauly and Starke. The new relaxed micromorphic
formulation can be related to dislocation dynamics, gradient plasticity and seismic processes of earthquakes.
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1 Introduction
In this paper we show the well-posedness of a recently introduced new variant of the micromorphic model [48].
Micromorphic elasticity [16, 44, 36, 35, 34, 60] is a generalized continuum formulation which tries to incorporate
microstructure into the formulation of elasticity problems. This is necessary if one wants to describe size-effects
(smaller is relatively stiffer), dispersion of waves phenomena etc. One of the best known such extension is the
Cosserat model [9, 45, 27, 49, 50]. Our micromorphic model equations are linear and the question is permitted
as to what new kind of model there can be after the general framework has been introduced by Mindlin and
Eringen [41, 18, 16]. Indeed, our new relaxed micromorphic model is a subclass of the classical model which,
however, violates pointwise uniform definiteness of the energy: the new energy is positive semi-definite only.
The relaxed micromorphic model [48] preserves full kinematical freedom (12 degree of freedom) by reducing
the model in order to obtain symmetric Cauchy force-stresses. In fact, beginning from mid 1950, Kro¨ner tried
to link the theory of static dialocations to the Cosserat model with asymmetric force stresses. However, since
1964 it was clear to Kro¨ner [30, 29] that the force stress σ in such a theory is always symmetric. The relaxed
micromorphic model [48] reconciles Kro¨ner’s rejection of antisymmetric force stresses in dislocation theory with
the dislocation model of Eringen and Claus [7, 17, 8] and it is able to fully describe rotations of the microstructure
and to fit a huge class of mechanical behaviors of materials with microstructure. As far as purely mechanical
models are considered in the framework of linear elasticity, the need of introducing asymmetric stresses becomes
rarer, see the dicussions in [48]. The model of Eringen and Claus [7, 17, 8] contains the linear Cosserat model
[45, 49, 27, 50] with asymmetric force stresses upon suitable restriction.
The size effects involved in a natural way in the micromorphic models have recently received much attention
in conjuction with nano-devices and foam-like structures. Also other microstructured materials, as granular as-
semblies are considered to be good candidates for the exploitation of continuum micromorphic theories. Indeed,
even if in the literature the averaged models for granular assemblies are often looked for in the framework of
classical Cauchy theory (see e.g. [6, 42, 43], it becomes clearer that generalized continuum models are necessary
to correctly describe the mechanical behavior of such physical systems (see e.g.[64, 40]). A geometrically non-
linear generalized continuum of micromorphic type in the sense of Eringen for the phenomenological description
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of metallic foams is given by Neff and Forest [47]. Moreover, in [47] the authors proved the existence of min-
imizers and they identified the relevant effective material parameters. The modelling of growth phenomena is
also a major challenge to mechanical and mathematical modeling. The question of growth in continuum growth
models is examined from a rigorous mathematical approach in [14].
The mathematical analysis of general micromorphic solids is well-established for infinitesimal, linear elastic
models, see, for example [59, 24, 25, 26]. The only known existence results for the static geometrically nonlinear
formulation are due to Neff [46] and to Mariano and Modica [35]. In fact, Mariano and Modica [94] treat
general microstructures described by manifold-valued variables, even if they discuss essentially what is called
by Neff in [46] macro-stability (two other cases are treated in [46], one leads to fractures - a situation excluded
in [35] - the other is left open). When the energy analyzed by Mariano and Modica is reduced to micromorphic
materials in the splitted version considered by Neff [35], their coercivity assumptions result in more stringent
than Neff’s ones (the blow up of the determinant of detF a part), so they restrict the material response.
However, the direct comparison of the two existence results is not completely straightforward. As for the
numerical implementation, see [36] and the development in [28]. In [28] the original problem is decoupled into
two separate problems. Corresponding domain-decomposition techniques for the subproblem related to balance
of forces are investigated in [28]. On the other hand, in the classical theory of Mindlin-Eringen micromorphic
elasticity, existence and uniqueness results were already established by So´os [59], by Hlava´cˇek [24], by Ies¸an
and Nappa [25] and by Ies¸an [26] assuming that the free energy is a pointwise positive definite quadratic form.
Ies¸an [26] also gave a uniqueness result for the dynamic problem without assuming that the free energy is a
positive definite quadratic form. Moreover, in order to study the existence of solution of the resulting system,
Hlava´cˇek [24], Ies¸an and Nappa [25] and Ies¸an [26] considered the strong anchoring boundary condition. In
contrast with the models considered until now, our free energy of the relaxed model is not uniformly pointwise
positive definite in the control of the constitutive variables. To be more precise, let us recall that the elastic free
energy from the Mindlin-Eringen micromorphic elasticity model can be written as (see the Sections 2 and 3 for
notation and for the physical significations of the quantities)
2Ê(e, εp, γ) = 〈Ĉ. (∇u− P ), (∇u− P )〉+ 〈H. symP, symP 〉+ 〈L̂.∇P,∇P 〉
+ 2〈Ê. symP, (∇u − P )〉+ 2〈F̂.∇P, (∇u − P )〉+ 2〈Ĝ.∇P, symP 〉 ,
where u is the displacement and P is the micro-distortion, 〈·, ·〉 is the standard Euclidean scalar product on
R3×3, the constitutive coefficients are such that
Ĉ : R3×3 → R3×3, H : Sym(3)→ Sym(3), Ê, Ĝ : R3×3 → Sym(3), L̂ : R3×3×3 → R3×3×3 ,
and the constitutive variables are
e := ∇u− P, εp := symP, γ := ∇P.
The elastic free energy of our relaxed model is given by
2 E(εe, εp, α) = 〈C. sym(∇u − P ), sym(∇u − P )〉︸ ︷︷ ︸
elastic energy
+ 〈H. symP, symP 〉︸ ︷︷ ︸
microstrain self-energy
+ 〈Lc. CurlP,CurlP 〉︸ ︷︷ ︸
dislocation energy
,
where
C : Sym(3)→ Sym(3), H : Sym(3)→ Sym(3), Lc : R3×3 → R3×3,
and the new set of constitutive variables is
εe = sym(∇u− P ), εp = symP, α = −CurlP.
The comparison of the relaxed model with the classical Mindlin-Eringen [16] free energy is then achieved through
observing that
〈Ĉ.X,X〉R3×3 := 〈C. symX, symX〉R3×3 ,
〈L̂.∇P,∇P 〉R3×3×3 := 〈Lc.CurlP,CurlP 〉R3×3
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define only positive semi-definite tensors Ĉ and L̂ in terms of positive definite tensors C and Lc acting on linear
subspaces of gl(3) ∼= R3×3.
We prove that the new micromorphic relaxed model [48] is still well-posed, i.e. we study the continuous
dependence of solution with respect to the initial data and supply terms and existence and uniqueness of the
solution. These results were announced previous by [48]. All the results are obtained for a standard set of
tangential boundary conditions for the micro-distortion, i.e. P. τ = 0 (P × n = 0) on ∂Ω and not the usual
strong anchoring condition P = 0 on ∂Ω. The solution space for the elastic distortion and micro-distortion is
only H(Curl; Ω) and for the macroscopic displacement u ∈ H1(Ω). For non-smooth external data we expect
slip lines. Using a fundamental identity which characterizes the conservation of the total energy associated to
the solution of the dynamical problem of the relaxed micromorphic model we prove the uniqueness and the
continuous dependence of the solution with respect to the initial data. These results show that the considered
model is in concordance with physical reality. Then, we transform the initial boundary value problem in an
abstract evolution equation in an appropriate Hilbert space and we use the results of the semigroups theory
of linear operators [54, 62] in order to obtain the existence results. The main point in establishing the desired
estimates is represented by the new coercive inequalities recently proved by Neff, Pauly and Witsch [51, 52, 53]
and by Bauer, Neff, Pauly and Starke [5, 3, 4] (see also [31]). The results established in our paper can be easily
extended to theories which include electromagnetic and thermal interactions [21, 20, 23, 37].
In [33] we investigate the salient features of the new relaxed model with respect to wave-propagation phe-
nomena compared with the classical Mindlin-Eringen micromorphic model [41, 18, 16]. In particular, we show
that the considered relaxed model is able to account for the description of frequency band-gaps which are ob-
served in particular microstructured materials as phononic crystals and lattice structures. In particular, such
materials can inhibit wave propagation in particular frequency ranges (band-gaps) and could be used as an
alternative to piezoelectric materials which are used today for vibration control and which are for this reason
extensively studied in the literature (see e.g. [2, 13, 39, 38, 56, 61]). Moreover, in a forthcoming paper we will
deal with the static model and consider the elliptic regularity question. The numerical treatment of our new
model needs FEM-discretisations in H(curl; Ω). This will be left for future work.
2 Notation
For a, b ∈ R3 we let 〈a, b〉
R3
denote the scalar product on R3 with associated vector norm ‖a‖2
R3
= 〈a, a〉
R3
.
We denote by R3×3 the set of real 3 × 3 second order tensors, written with capital letters. The standard
Euclidean scalar product on R3×3 is given by 〈X,Y 〉
R3×3
= tr(XY T ), and thus the Frobenius tensor norm
is ‖X‖2 = 〈X,X〉
R3×3
. In the following we omit the index R3,R3×3. The identity tensor on R3×3 will be
denoted by 11, so that tr(X) = 〈X, 11〉. We let Sym denote the set of symmetric tensors. We adopt the usual
abbreviations of Lie-algebra theory, i.e., so(3) := {X ∈ R3×3 |XT = −X} is the Lie-algebra of skew symmetric
tensors and sl(3) := {X ∈ R3×3 | tr(X) = 0} is the Lie-algebra of traceless tensors. For all X ∈ R3×3 we set
symX = 12 (X
T+X) ∈ Sym, skewX = 12 (X−XT ) ∈ so(3) and the deviatoric part devX = X− 13 tr(X) 11 ∈ sl(3)
and we have the orthogonal Cartan-decomposition of the Lie-algebra gl(3)
gl(3) = {sl(3) ∩ Sym(3)} ⊕ so(3)⊕ R·11,
X = dev symX + skewX +
1
3
tr(X)·11 . (2.1)
By C∞0 (Ω) we denote infinitely differentiable functions with compact support in Ω. We employ the standard
notation of Sobolev spaces, i.e. L2(Ω), H1,2(Ω), H1,20 (Ω), which we use indifferently for scalar-valued functions
as well as for vector-valued and tensor-valued functions. Throughout this paper (when we do not specify else)
Latin subscripts take the values 1, 2, 3. Typical conventions for differential operations are implied such as comma
followed by a subscript to denote the partial derivative with respect to the corresponding cartesian coordinate,
while t after a comma denotes the partial derivative with respect to the time. The usual Lebesgue spaces of
square integrable functions, vector or tensor fields on Ω with values in R, R3 or R3×3, respectively will be
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denoted by L2(Ω). Moreover, we introduce the standard Sobolev spaces [1, 22, 32]
H1(Ω) = {u ∈ L2(Ω) | gradu ∈ L2(Ω)}, grad = ∇ ,
‖u‖2H1(Ω) := ‖u‖2L2(Ω) + ‖gradu‖2L2(Ω) ,
H(curl; Ω) = {v ∈ L2(Ω) | curl v ∈ L2(Ω)}, curl = ∇× , (2.2)
‖v‖2H(curl;Ω) := ‖v‖2L2(Ω) + ‖curl v‖2L2(Ω) ,
of functions u or vector fields v, respectively.
Furthermore, we introduce their closed subspaces H10 (Ω), and H0(curl; Ω) as completion under the respective
graph norms of the scalar valued space C∞0 (Ω), the set of smooth functions with compact support in Ω. Roughly
speaking, H10 (Ω) is the subspace of functions u ∈ H1(Ω) which are zero on ∂Ω, while H0(curl; Ω) is the subspace
of vectors v ∈ H(curl; Ω) which are normal at ∂Ω (see [22, 32, 51, 52, 53]). For vector fields v with components
in H1(Ω) and tensor fields P with rows in H(curl ; Ω), i.e.,
v =
 v1v2
v3
 , vi ∈ H1(Ω), P =
 PT1PT2
PT3
 Pi ∈ H(curl ; Ω) (2.3)
we define
Grad v =
 gradT v1gradT v2
gradT v3
 , CurlP =
 curlT P1curlT P2
curlT P3
 , GradP = (GradP1,GradP2,GradP3) . (2.4)
We note that v is a vector field, whereas P , CurlP and Grad v are second order tensor fields. The corre-
sponding Sobolev spaces will be denoted by
H(Grad ;Ω) and H(Curl ; Ω) . (2.5)
We recall that if C is a fourth order tensor and X ∈ R3×3, then C.X ∈ R3×3 with the components
(C.X)ij =
3∑
k=1
3∑
l=1
CijklXkl . (2.6)
3 Formulation of the relaxed micromorphic continuum model
We consider a micromorphic continuum which occupies a bounded domain Ω and is bounded by the piecewise
smooth surface ∂Ω. Let T > 0 be a given time. The motion of the body is referred to a fixed system
of rectangular Cartesian axes Oxi, (i = 1, 2, 3). The micro-distortion (plastic distortion) P = (Pij) : Ω ×
[0, T ] → R3×3 describes the substructure of the material which can rotate, stretch, shear and shrink, while
u = (ui) : Ω× [0, T ]→ R3 is the displacement of the macroscopic material points.
The quantities involved in our new relaxed micromorphic continuum model have the following physical
signification:
• (u, P ) are the kinematical variables,
• u is the displacement vector (translational degrees of freedom),
• P is the micro-distortion tensor (plastic distortion, second order, non-symmetric),
• σ is the Cauchy stresses (second order, symmetric),
• s is the microstress tensor (second order, symmetric),
• m is the moment stress tensor (micro-hyperstress tensor, third order, in general non-symmetric),
• f is the body force,
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• M is the body moment tensor (second order, non-symmetric),
• e := ∇u− P is the elastic distortion (relative distortion, second order, non-symmetric),
• εe := sym e = sym(∇u − P ) is the elastic strain tensor (second order, symmetric),
• εp := symP is the micro-strain tensor (plastic strain, second order, symmetric),
• α := Curl e = −CurlP the micro-dislocation tensor (second order).
We consider here a relaxed version of the classical micromorphic model with σ symmetric and drastically
reduced numbers of constitutive coefficients. More precisely, our model is a subset of the classical micromorphic
model in which we allow the usual micromorphic tensors [16] to become positive-semidefinite only [48]. The proof
of the well-posedness of this model necessitates the application of new mathematical tools [51, 52, 53, 5, 3, 4, 31].
The curvature dependence is reduced to a dependence only on the micro-dislocation tensor α := Curl e =
−CurlP ∈ R3×3 instead of γ = ∇P ∈ R27 = R3×3×3 and the local response is reduced to a dependence on
the symmetric part of the elastic distortion (relative distortion) εe = sym e = sym(∇u − P ), while the full
kinematical degrees of freedom for u and P are kept, notably rotation of the microstructure remains possible.
Our new set of independent constitutive variables for the relaxed micromorphic model is thus
εe = sym(∇u− P ), εp = symP, α = −CurlP. (3.1)
The system of partial differential equations which corresponds to this special linear anisotropic micromorphic
continuum is derived from the following free energy
2 E(εe, εp, α) = 〈C. εe, εe〉+ 〈H. εp, εp〉+ 〈Lc. α, α〉 (3.2)
= 〈C. sym(∇u − P ), sym(∇u − P )〉︸ ︷︷ ︸
elastic energy
+ 〈H. symP, symP 〉︸ ︷︷ ︸
microstrain self-energy
+ 〈Lc. CurlP,CurlP 〉︸ ︷︷ ︸
dislocation energy
,
σ = Dεe E(εe, εp, α) ∈ Sym(3), s = Dεp E(εe, εp, α),∈ Sym(3), m = Dα E(εe, εp, α) ∈ R3×3,
where C : Ω → L(R3×3,R3×3), Lc : Ω → L(R3×3,R3×3) and H : Ω → L(R3×3,R3×3) are fourth order elasticity
tensors, positive definite and functions of class C1(Ω).
For the rest of the paper we assume that the constitutive coefficients
C : Sym(3)→ Sym(3), H : Sym(3)→ Sym(3), Lc : R3×3 → R3×3 (3.3)
have the following symmetries
Cijrs = Crsij = Cjirs, Hijrs = Hrsij = Hjirs, (Lc)ijrs = (Lc)rsij . (3.4)
We assume that the fourth order elasticity tensors C, Lc and H are positive definite. Then, there are positive
numbers cM , cm (the maximum and minimum elastic moduli for C), (Lc)M , (Lc)m (the maximum and minimum
moduli for Lc) and hM , hm (the maximum and minimum moduli for H) such that
cm‖X‖2 ≤ 〈C.X,X〉 ≤ cM‖X‖2 for all X ∈ Sym(3),
(Lc)m‖X‖2 ≤ 〈Lc.X,X〉 ≤ (Lc)M‖X‖2 for all X ∈ R3×3, (3.5)
hm‖X‖2 ≤ 〈H.X,X〉 ≤ hM‖X‖2 for all X ∈ Sym(3).
Further we assume, without loss of generality, that cM , cm, (Lc)M , hM , hm and (Lc)m are constants.
We introduce the action functional of the considered system to be defined as
Λ =
∫ T
0
∫
Ω
(K +̟ − E) dv dt, K = 1
2
‖u,t‖2 + 1
2
‖P,t‖2 ̟ = 〈f, u,t〉+ 〈M,P,t〉 , (3.6)
where K and ̟ are the kinetic energy and the work done by external loads on the body,
respectively, f : Ω × [0, T ] → R3 describes the body force and M : Ω × [0, T ] → R3×3 describes the exter-
nal body moment.
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We consider the weaker boundary conditions
u(x, t) = 0, and the tangential condition Pi(x, t)× n(x) = 0, i = 1, 2, 3, (x, t) ∈ ∂Ω× [0, T ], (3.7)
where × denotes the vector product, n is the unit outward normal vector at the surface ∂Ω, Pi, i = 1, 2, 3 are
the rows of P . The model is driven by nonzero initial conditions
u(x, 0) = u0(x), u˙(x, 0) = u˙0(x), P (x, 0) = P0(x), P˙ (x, 0) = P˙0(x), x ∈ Ω, (3.8)
where u0, u˙0, P0 and P˙0 are prescribed functions.
Remark 3.1 Since P is determined in H(Curl ; Ω), in our relaxed model the only possible description of bound-
ary value is in terms of tangential traces, i.e. P.τ = 0 for all tangential vectors τ at ∂Ω. This follows from the
standard theory of the H(Curl ; Ω)-space.
Imposing the first variation of the action functional to be zero (Hamilton-Kirchhoff principle), integrating
by parts a suitable number of times and considering arbitrary variations δu and δP of the basic kinematical
fields, we obtain that the system of partial differential equations of our relaxed micromorphic continuum model
is
u,tt = Div[C. sym(∇u− P )] + f , balance of forces, (3.9)
P,tt = −Curl[Lc.CurlP ] + C. sym(∇u− P )−H. symP +M, balance of moment stresses
in Ω× [0, T ]. For simplicity, the system (3.9) is considered in a normalized form.
Our new approach, in marked contrast to classical asymmetric micromorphic models, features a symmetric
Cauchy stress tensor σ = C. sym(∇u − P ). Therefore, the linear Cosserat approach ([45]: µc > 0) is excluded
here.
The relaxed formulation considered in the present paper still shows size effects and smaller samples are
relatively stiffer. It is clear to us that for this reduced model of relaxed micromorphic elasticity unphysical
effects of singular stiffening behaviour for small sample sizes (“bounded stiffness”, see [27]) cannot appear.
In case of the isotropic Cosserat model this is only true for a reduced curvature energy depending only on
‖ dev symCurlP‖2, see the discussion in [27, 50].
In contrast with the 7+11 parameters isotropic Mindlin and Eringen model [41, 18, 19], we have altogether
only seven parameters µe, λe, µh, λh, α1, α2, α3. For isotropic materials, our system reads
u,tt = Div σ + f , (3.10)
P,tt = −Curlm+ σ − s+M in Ω× [0, T ].
where
σ = 2µe sym(∇u− P ) + λetr(∇u− P )·11,
m = α1 dev symCurlP + α2 skewCurlP + α3 tr(CurlP )·11, (3.11)
s = 2µh symP + λhtr(P )·11 .
Thus, we obtain the complete system of linear partial differential equations in terms of the kinematical unknowns
u and P
u,tt = Div[2µe sym(∇u − P ) + λetr(∇u − P )·11] + f , (3.12)
P,tt = −Curl[α1 dev symCurlP + α2 skewCurlP + α3 tr(CurlP )·11]
+ 2µe sym(∇u− P ) + λetr(∇u − P )·11− 2µh symP − λhtr(P )·11 +M in Ω× [0, T ].
In this model, the asymmetric parts of P are entirely due only to moment stresses and applied body moments !
In this sense, the macroscopic and microscopic scales are neatly separated.
The positive definiteness required for the tensors C, H and Lc implies for isotropic materials the following
restriction upon the parameters µe, λe, µh, λh, α1, α2 and α3
µe > 0, 2µe + 3λe > 0, µh > 0, 2µh + 3λh > 0, α1 > 0, α2 > 0, α3 > 0. (3.13)
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Therefore, positive definiteness for our isotropic model does not involve extra nonlinear side conditions [16, 58].
If, by abuse of our notation by neglect of our guiding assumption, we add the anti-symmetric term
2µc skew(∇u−P ) in the expression of the Cauchy stress tensor σ, where µc ≥ 0 is the Cosserat couple modulus,
then our analysis works for µc ≥ 0. The model in which µc > 0 is the isotropic Eringen-Claus model for
dislocation dynamics [7, 17, 8] and it is derived from the following free energy
E(e, εp, α) = µe‖ sym(∇u− P )‖2 + µc‖ skew(∇u − P )‖2 + λe
2
[tr(∇u− P )]2 + µh‖ symP‖2 + λh
2
[tr (P )]2
+
α1
2
‖ dev symCurlP‖2 + α2
2
‖ skewCurlP‖+ α3
2
tr(CurlP )2. (3.14)
For µc > 0 and if the other inequalities (3.13) are satisfied, the existence and uniqueness follow along the
classical lines. There is no need for any new integral inequalities. To the sake of simplicity, we only present in
the present paper well-posedness results for the relaxed model. These results still hold for the complete model
and can be generalized with some additional calculations.
For the mathematical treatment of the linear relaxed model there arises the need for new integral type
inequalities which we present in the next section. Using the new results established by Neff, Pauly and Witsch
[51, 52, 53] and by Bauer, Neff, Pauly and Starke [5, 3, 4] we are now able to manage also energies depending
on the dislocation energy and having symmetric Cauchy stresses.
4 New Poincare´ and Korn type estimates
In potential theory use is made of Poincare´’s inequality, that is
‖u‖L2(Ω) ≤ cp‖gradu‖L2(Ω) , (4.1)
for all functions u ∈ H10 (Ω) with some constants cp > 0, to bound a scalar potential in terms of its gradient.
In linearized elasticity theory Korn’s inequality is used, that is
‖gradu‖L2(Ω) ≤ ck‖ symgradu‖L2(Ω) , (4.2)
for all functions u ∈ H10 (Ω) with some constants ck > 0, for bounding the deformation of an elastic medium in
terms of the symmetric strains.
In electro-magnetic theory the Maxwell inequality, that is
‖u‖L2(Ω) ≤ cm(‖curlu‖L2(Ω) + ‖div u‖L2(Ω)) , (4.3)
for all functions u ∈ H0(curl; Ω) ∩ H(div; Ω) with some constants cm > 0, is used to bound the electric and
magnetic field in terms of the electric charge and current density, respectively.
In [51, 52, 53], for tensor fields P ∈ H(Curl ; Ω) the following seminorm |‖ · |‖ is defined
‖|P‖|2 := ‖ symP‖2L2(Ω) + ‖CurlP‖2L2(Ω) . (4.4)
From [51, 52, 53] we have the following result:
Theorem 4.1 There exists a constant cˆ such that
‖P‖L2(Ω) ≤ cˆ‖|P‖| , (4.5)
for all P ∈ H(Curl ; Ω) with vanishing restricted tangential trace on ∂Ω, i.e. P.τ = 0 on ∂Ω .
Moreover, we have
Theorem 4.2 On H0(Curl ; Ω) the norms ‖ · ‖H(Curl ;Ω) and |‖ · |‖ are equivalent. In particular, |‖ · |‖ is a norm
on H0(Curl ; Ω) and there exists a positive constant c, such that
c ‖P‖H(Curl ;Ω) ≤ ‖|P‖| , (4.6)
for all P ∈ H0(Curl ; Ω).
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Moreover, in a forthcoming paper [3] (see also [5, 51]) the following results are proved:
Theorem 4.3 There exists a positive constant CDD, only depending on Ω, such that for all P ∈ H0(Curl ; Ω)
the following estimate hold:
‖CurlP‖L2(Ω) ≤ CDD ‖ devCurlP‖L2(Ω) . (4.7)
Theorem 4.4 There exists a positive constant CDSDC , only depending on Ω, such that for all P ∈ H0(Curl ; Ω)
the following estimate hold:
‖P‖L2(Ω) ≤ CDSDC(‖ dev symP‖2L2(Ω) + ‖ devCurlP‖2L2(Ω)) . (4.8)
Corollary 4.5 For all P ∈ H0(Curl ; Ω) the following estimate hold:
‖P‖L2(Ω) + ‖CurlP‖L2(Ω) ≤ (CDSDC + CDD)(‖ dev symP‖2L2(Ω) + ‖ devCurlP‖2L2(Ω)) . (4.9)
We have to remark that the above corollary proves that on H0(Curl ; Ω) the norms ‖ · ‖H(Curl ;Ω) and ‖‖ · ‖‖
are equivalent.
Theorem 4.6 There exists a positive constant CDSG, only depending on Ω, such that for all u ∈ H10(Ω) the
following estimate hold:
‖∇u‖L2(Ω) ≤ CDSG‖ dev sym∇u‖L2(Ω) . (4.10)
The estimates given by the above theorems will be essential in the study of our relaxed linear micromorphic
model.
5 Conservation law, uniqueness, continuous dependence and
existence
5.1 Energy conservation
In this subsection we establish a fundamental identity which characterize the conservation of the total energy
associated to the solution of the dynamic problem (P) defined by the equations (3.9), the boundary conditions
(3.7) and the initial conditions (3.8). Let us consider a solution {u, P} of the problem (P) corresponding to the
given data I = {f,M, u0, u˙0, P0, P˙0}.
We define the total energy
2E(t) =
∫
Ω
(
‖u,t‖2 + ‖P,t‖2 + 〈C. sym(∇u− P ), sym(∇u− P )〉
+ 〈H. symP, symP 〉+ 〈Lc. CurlP,CurlP 〉
)
dv , (5.1)
and the power function
Π(t) =
∫
Ω
(〈f, u,t〉+ 〈M,P,t〉)dv . (5.2)
Lemma 5.1 (Conservation law) Let {u, P} be a solution of the problem (P) corresponding to the loads
I = {f,M, u0, u˙0, P0, P˙0}. Then, for every time t ∈ [0, T ], we have
E(t) = E(0) +
∫ t
0
Π(s)ds. (5.3)
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Proof. First of all, let us recall the identities
div(ψA) = 〈A, gradψ〉+ ψ divA , (5.4)
div (A×B) = 〈B, curl A〉 − 〈A, curl B〉 ,
for all C1-functions ψ : Ω→ R and A,B : Ω→ R3, where × is the cross product. Hence
div(ϕiQi) = 〈Qi,∇ϕi〉+ ϕi divQi not summed, (5.5)
div (Ri × Si) = 〈Si, curl Ri〉 − 〈Ri, curl Si〉 not summed,
for all C1-functions ϕi : Ω → R and Qi, Pi, Si : Ω → R3, where ϕi are the components of the vector ϕ and
Qi, Pi, Si are the rows of the matrix Q, P and S, respectively. We choose
ϕ = u,t, Q = C. sym(∇u− P ) (5.6)
and we obtain
div(ui,t[C. sym(∇u − P )]i) = 〈[C. sym(∇u − P )]i,∇ui,t〉+ ui,t div [C. sym(∇u− P )]i not summed. (5.7)
This leads to
3∑
i=1
ui,t div [C. sym(∇u− P )]i =
3∑
i=1
div(ui,t[C. sym(∇u− P )]i)−
3∑
i=1
〈[C. sym(∇u− P )]i,∇ui,t〉 . (5.8)
Thus
〈Div [C. sym(∇u− P )], u,t〉 =
3∑
i=1
div(ui,t[C. sym(∇u− P )]i)− 〈C. sym(∇u− P ), sym∇u,t〉 . (5.9)
If we take in (5.5)
Ri = [Lc.CurlP ]i, Si = Pi , (5.10)
we have
3∑
i=1
div ([Lc. curlP ]i × Pi,t) =
3∑
i=1
〈Pi,t, curl [Lc.CurlP ]i〉 −
3∑
i=1
〈[Lc.CurlP ]i, curl Pi,t〉 .
Hence, we obtain
〈P,t,Curl (Lc.(Curl P ))〉 =
3∑
i=1
div ([Lc.CurlP ]i × Pi,t) + 〈Lc.Curl P,Curl P,t〉 . (5.11)
Using (3.9), (5.9) and (5.11) we have
〈u,tt, u,t〉+ 〈P,tt, P,t〉 = 〈Div(C. sym(∇u − P )), u,t〉+ 〈f, u,t〉 (5.12)
− 〈Curl(Lc.Curl(P )), P,t〉+ 〈C. sym(∇u − P ), P,t〉 − 〈H symP, P,t〉+ 〈M,P,t〉
=
3∑
i=1
div(ui,t[C. sym(∇u− P )]i)− 〈C. sym(∇u− P ), sym∇u,t〉+ 〈f, u,t〉
−
3∑
i=1
div [(Lc. CurlP )i × Pi,t]− 〈Lc.Curl P,Curl P,t〉
+ 〈C. sym(∇u − P ), P,t〉 − 〈H. symP, P,t〉+ 〈M,P,t〉
= − 〈C. sym(∇u − P ), sym(∇u,t − P,t)〉 − 〈Lc.Curl P,Curl P,t〉 − 〈H. symP, symP,t〉
+
3∑
i=1
div(ui,t[C. sym(∇u − P )]i) +
3∑
i=1
div (Pi,t × [Lc.CurlP ]i)
+ 〈f, u,t〉+ 〈M,P,t〉 .
10
Hence, using the symmetries (3.4), we have
1
2
∂
∂t
(
‖u,t‖2 + ‖P,t‖2 + 〈C. sym(∇u − P ), sym(∇u− P )〉
+ 〈H. symP, symP 〉+ 〈Lc.CurlP,CurlP 〉
)
(5.13)
=
3∑
i=1
div(ui,t[C. sym(∇u− P )]i) +
3∑
i=1
div (Pi,t × [Lc.CurlP ]i)
+ 〈f, u,t〉+ 〈M,P,t〉.
Therefore, using the divergence theorem, it follows that
d
dt
E(t) =
∫
∂Ω
( 3∑
i=1
〈[C. sym(∇u − P )]iui,t, n〉+
3∑
i=1
〈Pi,t × [Lc.CurlP ]i, n〉
)
da (5.14)
+
∫
Ω
(〈f, u,t〉+ 〈M,P,t〉)dv
=
∫
∂Ω
( 3∑
i=1
〈[C. sym(∇u − P )]iui,t, n〉+
3∑
i=1
(〈[Lc.CurlP ]i, n× Pi,t〉
)
da
+
∫
Ω
(〈f, u,t〉+ 〈M,P,t〉)dv ,
so that, in view of the boundary conditions u = 0, P.τ = 0 on ∂Ω and by integration over [0, t], the proof is
complete. 
5.2 Continuous dependence of solution and uniqueness
Throughout this section we study the continuous dependence of solution of the problem (P) with respect to the
initial and the body loads. To this aim, let us first prove the following lemma:
Lemma 5.2 There exists a constant a1 such that
a1(‖ sym∇u‖2 + ‖ symP‖2) ≤ 〈C. sym(∇u− P ), sym(∇u− P )〉+ 〈H. symP, symP 〉 (5.15)
for all u ∈ H1(Ω) and P ∈ H(Curl; Ω).
Proof. We start the proof with the remark that the arithmetic-geometric inequality and the positivity of C
imply
〈C. sym(∇u− P ), sym(∇u− P )〉 ≥ cm‖ sym(∇u− P )‖2 = cm〈sym(∇u− P ), sym(∇u− P )〉
≥ cm[‖ sym∇u‖2 + ‖ symP‖2 − 2〈sym∇u, symP 〉]
≥ cm
[
(1 − δ)‖ sym∇u‖2 +
(
1− 1
δ
)
‖ symP‖2
]
, (5.16)
for all δ > 0. Moreover, we have
〈H. symP, symP 〉 ≥ hm ‖ symP‖2 . (5.17)
Hence, we deduce that
cm(1− δ)‖ sym∇u‖2 +
(
cm + hm − cm
δ
)
‖ symP‖2 ≤ 〈C. sym(∇u − P ), sym(∇u − P )〉 (5.18)
+ 〈H. symP, symP 〉.
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If we choose δ so that
cm
cm + hm
< δ < 1
we have that there is a positive constant a1 so that
a1
(‖ sym∇u‖2 + ‖ symP‖2) ≤ 〈C. sym(∇u − P ), sym(∇u− P )〉+ 〈H. symP, symP 〉 (5.19)
and the proof is complete. 
To establish an estimate describing the continuous dependence upon the initial data we shall assume that
{u, P} is solution of the problem (P) with null boundary data and null body loads. For this type of external
data system, using Lemma 5.1, we deduce the following result.
Theorem 5.3 (Continuous dependence upon initial data) Let {u, P} be a solution of the problem (P) with the
external data system I = {0, 0, u0, u˙0, P0, P˙0}. Then, there is a positive constant a so that
a
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) ≤ E(0), for all t ∈ [0, T ] . (5.20)
Proof. A direct consequence of the conservation law is
‖u,t‖2 + ‖P,t‖2 + 〈C sym(∇u− P ), sym(∇u − P )〉
+ 〈H. symP, symP 〉+ 〈Lc.CurlP,CurlP 〉 = 2E(0), for all t ∈ [0, T ] . (5.21)
Using Lemma 5.2 and the inequality
〈Lc.CurlP,CurlP 〉 ≥ (Lc)m ‖CurlP‖2 , (5.22)
we have that there is a positive constant a2 so that
a2
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖ sym∇u‖2L2(Ω) + ‖ symP‖2L2(Ω) + ‖CurlP‖2L2(Ω)) ≤ E(0) . (5.23)
Because P ∈ H0(Curl ; Ω) and u ∈ H10 (Ω), in view of (4.2) and (4.6), there are the positive constants c and
ck [51, 52, 53], such that
c‖P‖H(Curl ;Ω) ≤ ‖|P‖| , (5.24)
and
‖∇u‖L2(Ω) ≤ ck‖ sym∇u‖L2(Ω) . (5.25)
Hence, we can find a positive constant a so that
a
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) ≤ E(0), for all t ∈ [0, T ] . 
Corollary 5.4 (Uniqueness) Any two solutions of the problem (P) are equal. 
Now we study the continuous data dependence of the solution upon the supply terms {f,M}.
Theorem 5.5 (Continuous dependence upon the supply terms) Let {u, P} be a solution of the problem (P)
corresponding to external data system I = {f,M, 0, 0, 0, 0}. Then, for all t ∈ I we have
√
a
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) 12 ≤ 12
∫ t
0
g(s)ds, (5.26)
where
g(s) =
{∫
Ω
(‖f(s)‖2 + ‖M(s)‖2)dv
} 1
2
. (5.27)
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Proof. Under the hypothesis of the theorem, Lemma 5.1 implies
E(t) =
∫ t
0
∫
Ω
(〈f, u,t〉+ 〈M,P,t〉)dvds, ∀ t ≥ 0. (5.28)
By means of the Cauchy-Schwarz inequality we obtain
E(t) ≤
∫ t
0
{∫
Ω
(‖u,t‖2 + ‖P,t‖2)dv
} 1
2
g(s)ds, (5.29)
for all t ∈ [0, T ]. We define the function Y : [0, T ]→ R+ Y(t) = [E(t)] 12 . This function is well defined because
E(·) is a positive function. The inequality (5.29) becomes
Y2(t) ≤
∫ t
0
Y(s)g(s)ds, ∀ t ≥ 0. (5.30)
By the Brezis’ lemma given in Appendix (see [63], p. 47, Lemma 1.5.3) we deduce the inequality
Y(t) ≤ 1
2
∫ t
0
g(s)ds, ∀ t ≥ 0,
and the proof is complete. 
5.3 Existence of the solution
In this subsection, in order to establish an existence theorem for the solution of the problem (P) we use the
results of the semigroup theory of linear operators. First, we will rewrite the initial boundary value problem
(P) as an abstract Cauchy problem in a Hilbert space [54, 62]. Let us define the space
X ={w = (u, v, P,K) | u∈H10 (Ω), v ∈ L2(Ω), P∈H0(Curl; Ω), K ∈ L2(Ω)}. (5.31)
On X we define the following bilinear form
(w1, w2) =
∫
Ω
(
〈v1, v2〉+ 〈K1,K2〉+ 〈C. sym(∇u1 − P1), sym(∇u2 − P2)〉 (5.32)
+ 〈H. symP1, symP2〉+ 〈Lc.CurlP1,CurlP2〉
)
dv,
where w1 = (u1, v1, P1,K1) and w2 = (u2, v2, P2,K2). Using the Lemma 5.2 and the same method as in the
proof of Theorem 5.3, we observe that there is a positive constant am such that
am
(‖v‖2L2(Ω) + ‖K‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) ≤ (w,w), (5.33)
where w = (u, v,K, P ) ∈ X .
Hence, according with the symmetries (3.4) we can conclude that the above bilinear form is an inner product
on X .
Remark 5.1 As in the proof of Theorem 5.3 we have used that hm 6= 0 in order to prove the above inequality.
Hence, the above bilinear form (·, ·) is an inner product on X if hm 6= 0.
Obviously, in view of (3.5) and of the following inequalities
‖ sym(∇u− P )‖2 ≤ 2 (‖ sym∇u‖2 + ‖ symP‖2) ,
‖ sym∇u‖2 ≤ ‖∇u‖2, ‖ symP‖2 ≤ ‖P‖2, (5.34)
we observe that there is also a positive constant aM such that
(w,w) ≤ aM
(‖v‖2L2(Ω) + ‖K‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) . (5.35)
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A direct consequence of the above inequalities is the fact that the norm induced by (·, ·) is equivalent with
the usual norm on X . Further, we introduce the operators
A1 w = v,
A2 w = Div[C. sym(∇u− P )],
A3 w = K,
A4 w = −Curl[Lc.CurlP ] + C. sym(∇u− P )−H. symP ,
(5.36)
where all the derivatives of the functions are understood in the sense of distributions. Let A be the operator
A = (A1, A2, A3, A4) (5.37)
with domain
D(A) = {w = (u, v, P,K) ∈ X | Aw ∈ X}. (5.38)
We note that C∞0 (Ω)×C∞0 (Ω)×C∞0 (Ω)×C∞0 (Ω) is a dense subset of X which is contained in D(A). Hence,
D(A) is a dense subset of X .
With the above definitions, the problem (P) can be transformed into the following abstract problem in the
Hilbert space X
dw
dt
(t) = Aw(t) + F(t), w(0) = w0, (5.39)
where
F(t) = (0, f, 0,M) (5.40)
and
w0 = (u0, u˙0, P0, P˙0). (5.41)
Lemma 5.6 The operator A is dissipative 1, i.e.
(Aw,w) ≤ 0, for all w ∈ D(A) in the inner product (·, ·) defined in (6.22). (5.42)
Proof. Using the relations (5.5) we find that
(Aw,w) =
∫
Ω
(
〈Div(C. sym(∇u − P )), v〉 − 〈Curl(Lc.CurlP ),K〉 (5.43)
+ 〈C. sym(∇u− P ),K〉 − 〈H. symP,K〉
+ 〈C. sym(∇v −K), sym(∇u − P )〉
+ 〈H. symK, symP 〉+ 〈Lc.CurlK,CurlP 〉
)
dv
=
∫
Ω
( 3∑
i=1
div(vi[C. sym(∇u − P )]i)− 〈C. sym(∇u − P ), sym∇v〉
−
3∑
i=1
div [(Lc. curlP )i ×Ki]− 〈Lc.Curl P,Curl K〉
+ 〈C. sym(∇u− P ),K〉 − 〈H. symP,K〉
+ 〈C. sym(∇v −K), sym(∇u − P )〉
+ 〈H. symK, symP 〉+ 〈Lc.CurlK,CurlP 〉
)
dv .
Hence, using the divergence theorem and the boundary conditions u = 0 and P × n = 0, we deduce
(Aw,w) =
∫
Ω
(
− 〈C. sym(∇u− P ), sym(∇v −K)〉 − 〈Lc.Curl P,Curl K〉 (5.44)
− 〈H. symP, symK〉+ 〈C. sym(∇v −K), sym(∇u− P )〉
+ 〈H. symK, symP 〉+ 〈Lc.CurlK,CurlP 〉
)
dv.
1In fact (Aw,w) = 0, for all w ∈ D(A).
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The symmetries (3.4) assure that
(Aw,w) = 0, for all w ∈ D(A) , (5.45)
and the proof is complete. 
Remark 5.2 The dissipative condition (Aw,w) ≤ 0, for all w ∈ D(A) is already true for hm = 0 but this
alone does not imply that A is dissipative, since for hm = 0 the bilinear form (·, ·) is not an inner product.
Lemma 5.7 The operator A satisfies the range condition, i.e.
R(I −A) = X . (5.46)
Proof. Let us consider w∗ = (u∗, v∗, P ∗,K∗) ∈ X . We must show that the system
u−A1w =u∗, v −A2w = v∗ ,
P −A3w =P ∗, K −A4w = K∗ (5.47)
has a solution in D(A).
By eliminating the functions v and K, we obtain for the determination of the functions u and P the following
system of equations
L1y ≡ u−Div[C. sym(∇u− P )] = g1, (5.48)
L2y ≡ P +Curl(Lc.CurlP )− C. sym(∇u− P ) +H. symP = g2 .
where y = (u, v, P,K),
g1 = v
∗ + u∗, g2 = K
∗ + P ∗ , (5.49)
and all the derivatives of the functions are understood in the sense of distributions.
We study this system in the following Hilbert space
Z=H10 (Ω)×H0(Curl; Ω). (5.50)
We introduce the bilinear form B : Z × Z → R
B(y, y˜) =
〈
(L1y, L2y), (u˜, P˜ )
〉
L2(Ω)×L2(Ω)
. (5.51)
In view of relations (5.5) and of the boundary conditions u = 0 and P × n = 0, we have
B(y, y˜) =
∫
Ω
(
〈u, u˜〉 − 〈Div(C. sym(∇u− P )), u˜〉 (5.52)
+ 〈P, P˜ 〉+ 〈H. symP, P˜ 〉+ 〈Curl(Lc.CurlP ), P˜ 〉 − 〈C. sym(∇u − P ), P˜ 〉
)
dv
=
∫
Ω
(
〈u, u˜〉+ 〈P, P˜ 〉 −
3∑
i=1
div(u˜i[C. sym(∇u− P )]i) + 〈C. sym(∇u− P ), sym∇u˜〉
+ 〈H. symP, P˜ 〉 −
3∑
i=1
div [(Lc. curlP )i × P˜i] + 〈Lc.Curl P,Curl P˜ 〉 − 〈C. sym(∇u− P ), P˜ 〉
)
dv
=
∫
Ω
(
〈u, u˜〉+ 〈P, P˜ 〉+ 〈C. sym(∇u− P ), sym(∇u˜− P˜ )〉
+ 〈H. symP, sym P˜ 〉+ 〈Lc.Curl P,Curl P˜ 〉
)
dv ,
where y˜ = (u˜, P˜ ). Let us define the linear operator l : Z → R
l(y˜) =
〈
(g1, g2), (u˜, P˜ )
〉
L2(Ω)×L2(Ω)
. (5.53)
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From the Cauchy-Schwarz inequality and the Poincare´ inequality we see that the linear operator l is bounded,
i.e. there exists a positive constant C such that
l(y˜) ≤ C‖y˜‖Z . (5.54)
Moreover, the Cauchy-Schwarz inequality leads us to
B(y, y˜) ≤
[ ∫
Ω
(
‖u‖2 + ‖P‖2 + 〈C. sym(∇u − P ), sym(∇u − P )〉 (5.55)
+ 〈H. symP, symP 〉+ 〈Lc.Curl P,Curl P 〉
)
dv
] 1
2
×
[ ∫
Ω
(
‖u˜‖2 + ‖P˜‖2 + 〈C. sym(∇u˜ − P˜ ), sym(∇u˜ − P˜ )〉
+ 〈H. sym P˜ , sym P˜ 〉+ 〈Lc.Curl P˜ ,Curl P˜ 〉
)
dv
] 1
2
.
In view of (3.5) we obtain that
B(y, y˜) ≤ C
[∫
Ω
(
‖u‖2 + ‖P‖2 + ‖ sym(∇u− P )‖2 + ‖ symP‖+ ‖Curl P‖2
)
dv
] 1
2
(5.56)
×
[∫
Ω
(
‖u˜‖2 + ‖P˜‖2 + ‖ sym(∇u˜− P˜ )‖2 + ‖ sym P˜‖+ ‖Curl P˜‖2
)
dv
] 1
2
,
where C is a positive constant.
Hence, using the inequalities (5.34) and the Poincare´ inequality, we can find a positive constant C such that
B(y, y˜) ≤ C
[∫
Ω
(
‖u‖2 + ‖∇u‖2 + ‖P‖2 + ‖Curl P‖2
)
dv
] 1
2
(5.57)
×
[∫
Ω
(
‖u˜‖2 + ‖∇u˜‖2 + ‖P˜‖2 + ‖Curl P˜‖2
)
dv
] 1
2
≤ C ‖y‖Z‖y˜‖Z ,
which means that B is bounded. On the other hand, we have
B(y, y) =
∫
Ω
(
‖u‖2 + ‖P‖2 + 〈C. sym(∇u− P ), sym(∇u − P )〉 (5.58)
+ 〈H. symP, symP 〉+ 〈Lc.Curl P,Curl P 〉
)
dv
for all y = (u, P ) ∈ Z. The inequality (5.16) shows that
〈C. sym(∇u− P ), sym(∇u − P )〉 ≥ cm
[
(1 − δ)‖ sym∇u‖2 +
(
1− 1
δ
)
‖ symP‖2
]
, (5.59)
for all δ > 0. Hence, we deduce that
cm(1 − δ)‖ sym∇u‖2 +
(
cm + 1− cm
δ
)
‖ symP‖2 ≤ 〈C. sym(∇u − P ), sym(∇u− P )〉+ ‖ symP‖2
≤ 〈C. sym(∇u − P ), sym(∇u− P )〉+ ‖P‖2
≤ cM‖ sym(∇u − P )‖2 + ‖P‖2. (5.60)
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If we choose δ so that
cm
cm + 1
< δ < 1
we obtain a positive constant C1 so that
C1
(‖ sym∇u‖2 + ‖ symP‖2) ≤ ‖ sym(∇u − P )‖2 + ‖P‖2 . (5.61)
Moreover, as a consequence of the assumptions (3.5) we have
B(y, y) ≥
∫
Ω
(
‖u‖2 + ‖P‖2 + cm‖ sym(∇u − P )‖2 + hm‖ symP‖2 + (Lc)m‖CurlP‖2
)
dv (5.62)
≥
∫
Ω
(
‖u‖2 +min{cm, 1}(‖P‖2 + ‖ sym(∇u − P )‖2) + hm‖ symP‖2 + (Lc)m‖CurlP‖2
)
dv
≥
∫
Ω
(
‖u‖2 + C1min{cm, 1}
(‖ sym∇u‖2 + ‖ symP‖2)+ hm‖ symP‖2 + (Lc)m‖CurlP‖2) dv
≥
∫
Ω
(
min{1, C1min{cm, 1}, (Lc)m}
(‖u‖2 + ‖ sym∇u‖2 + ‖ symP‖2 + ‖CurlP‖2)+ hm‖ symP‖2) dv .
Using (4.2) and (4.6) we deduce
B(y, y) ≥
∫
Ω
(
C
(‖u‖2 + ‖∇u‖2 + ‖P‖2 + ‖CurlP‖2)+ hm‖ symP‖2) dv ≥ C‖y‖2Z , (5.63)
where C is a positive constant. Hence B(·, ·) is coercive.
Using the Lax-Milgram theorem we prove the existence of a solution of the system (5.48) in Z, i.e.
u ∈ H10 (Ω), P ∈ H0(Curl; Ω) . (5.64)
Hence, v and K will be given by
v = u− u∗, K = P − P ∗ . (5.65)
Moreover, because w∗ ∈ X it follows that u∗ ∈ H10 (Ω) and P ∗ ∈ H0(Curl; Ω). Thus
v ∈ H10 (Ω) ⊂ L2(Ω), K ∈ H0(Curl; Ω) ⊂ L2(Ω) . (5.66)
Let us remark that
D(A) ⊂ H10 (Ω)×H10 (Ω)×H0(Curl; Ω)×H0(Curl; Ω) ⊂ X , (5.67)
and that, until now, we have proved that the equation
w −Aw = w∗ (5.68)
has a solution
w = (u, v, P,K) ∈ H10 (Ω)×H10 (Ω)×H0(Curl; Ω)×H0(Curl; Ω) ⊂ X (5.69)
for all w∗ ∈ X . Hence, −Aw = w∗ − w ∈ X , which shows that w ∈ D(A), and w − Aw = w∗. This implies
that we have the desired solution of system (5.47) and the proof is complete. 
Remark 5.3 In the proof of the range condition from the previous lemma, we have not used that hm > 0. The
result holds true if H = 0. However, the bilinear form (·, ·) is an inner product if hm > 0 and we can not
prove this fact if H = 0. Our existence result needs that A is dissipative in the inner product (·, ·). Hence, the
existence result below holds true only for hm > 0.
Theorem 5.8 The operator A defined by (6.26) generates a C0-contractive semigroup in X .
Proof. The proof follows using the previous lemmas and the Lumer–Phillips corollary to the Hille–Yosida
theorem [54] given in Appendix. 
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Theorem 5.9 Assume that f,M ∈ C1([0, T );L2(Ω)), w0 ∈ D(A) and the fourth order elasticity tensors C, Lc
and H are positive definite and satisfy the symmetries (3.4). Then, there exists a unique solution
w∈C1((0, T );X ) ∩C0([0, T );D(A))
of the Cauchy problem (6.28).
Proof. The proof follows from the results concerning the abstract Cauchy problem from the Appendix (see
[54, 62]). 
Corollary 5.10 In the hypothesis of Theorem 6.4 we have the following estimate
‖w(t)‖X ≤ ‖w0(t)‖X + C
∫ T
0
(‖f(s)‖L2(Ω) + ‖M(s)‖L2(Ω)) ds, for all t ∈ [0, T ], (5.70)
where C is a positive constant.
Proof. For the proof of this Corollary we use the fact that the semigroup generated by A is contractive and
apply the Duhamel Principle (see the Appendix). 
6 Another further relaxed problem
In this section, we weaken our energy expression further in the following model, where the corresponding elastic
energy depends now only on the set of independent constitutive variables
εe = sym(∇u− P ), dev εp = dev symP, devα = − devCurlP. (6.1)
In this model, it is neither implied that P remains symmetric, nor that P is trace-free, but only the trace free
symmetric part of the micro-distortion P and the trace-free part of the micro-dislocation tensor α contribute
to the stored energy.
6.1 Formulation of the problem
The model in its general anisotropic form is:
u,tt = Div[C. sym(∇u − P )] + f , (6.2)
P,tt = −Curl[dev[Lc. devCurlP ]] + C. sym(∇u − P )−H. dev symP +M in Ω× [0, T ].
In the isotropic case the model becomes
u,tt = Div[2µe sym(∇u − P ) + λetr(∇u − P )·11] + f , (6.3)
P,tt = −Curl[α1 dev symCurlP + α2 skewCurlP ]
+ 2µe sym(∇u − P ) + λetr(∇u − P )·11− 2µh dev symP +M in Ω× [0, T ].
To the system of partial differential equations of this model we adjoin the weaker boundary conditions
u(x, t) = 0, Pi(x, t)× n(x) = 0, i = 1, 2, 3, (x, t) ∈ ∂Ω× [0, T ], (6.4)
and the nonzero initial conditions
u(x, 0) = u0(x), u˙(x, 0) = u˙0(x), P (x, 0) = P0(x), P˙ (x, 0) = P˙0(x), x ∈ Ω¯, (6.5)
where u0, u˙0, P0 and P˙0 are prescribed functions.
We remark again that P is not trace-free in this formulation and no projection is performed. We denote the
new problem defined by the above equations, the boundary conditions (6.4) and the initial conditions (6.5) by
(P˜).
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6.2 Energy conservation
To a solution {u, P} of the problem (P˜) we associate the total energy
2 E˜(t) =
∫
Ω
(
‖u,t‖2 + ‖P,t‖2 + 〈C. sym(∇u− P ), sym(∇u− P )〉
+ 〈H. dev symP, dev symP 〉+ 〈Lc. devCurlP, devCurlP 〉
)
dv . (6.6)
We observe that since H is positive definite on Sym(3), in view of (3.5) we also have the estimate
hm‖ dev symP‖2 ≤〈H. dev symP, dev symP 〉 ≤ hM‖ dev symP‖2 for all P ∈ R3×3 . (6.7)
It is easy to see that taking in (5.5)
Ri = [dev(Lc. devCurlP )]i, Si = Pi , (6.8)
we have
3∑
i=1
div ([dev(Lc. devCurlP )]i × Pi,t) =
3∑
i=1
〈Pi,t, curl [dev(Lc. devCurlP )]i〉 (6.9)
−
3∑
i=1
〈[dev(Lc. devCurlP )]i, curl Pi,t〉 .
Thus, in terms of tensors, we have the following equality
〈P,t,Curl[ dev(Lc. devCurl P )]〉 = 〈dev[Lc. dev(Curl P )],Curl P,t〉 (6.10)
+
3∑
i=1
div ([dev(Lc. devCurlP )]i × Pi,t) .
Moreover, using that
〈devA,B〉 = 〈A, devB〉, for all A,B ∈ R3×3, (6.11)
we have
〈P,t,Curl[ dev(Lc. dev(Curl P ))]〉 = 〈Lc. devCurl P, devCurl P,t〉 (6.12)
+
3∑
i=1
div ([dev(Lc. devCurlP )]i × Pi,t) .
In view of (6.2) and using the symmetries (3.4), we get
1
2
∂
∂t
(
‖u,t‖2 + ‖P,t‖2 + 〈C. sym(∇u − P ), sym(∇u − P )〉
+ 〈H. dev symP, dev symP 〉+ 〈Lc. devCurlP, devCurlP 〉
)
(6.13)
=
3∑
i=1
〈div([C. sym(∇u − P )]iui,t) +
3∑
i=1
div(Pi,t × [dev(Lc. devCurlP )]i) + 〈f, u,t〉+ 〈M,P,t〉 .
Using the divergence theorem and the boundary conditions u = 0 and P × n = 0, from the above identity
we can conclude:
Remark 6.1 (Energy conservation for the problem (P˜)) If {u, P} is a solution of the problem (P˜) corresponding
to the loads I = {f,M, u0, u˙0, P0, P˙0}, then we have
E˜(t) = E˜(0) +
∫ t
0
Π(s)ds , (6.14)
for every time t ∈ [0, T ].
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6.3 Uniqueness and continuous dependence of the solution
In order to prove the uniqueness and the continuous dependence of the solution with respect to given data, we
will use the estimate given by the following lemma:
Lemma 6.1 For all u ∈ H1(Ω) and P ∈ H(Curl; Ω), the following estimate holds true
a
(
‖∇u‖2L2(Ω) + ‖ dev symP‖2L2(Ω)
)
(6.15)
≤
∫
Ω
(
〈C. sym(∇u− P ), sym(∇u − P )〉+ 〈H. dev symP, dev symP 〉
)
dv ,
where a is a positive constant.
Proof. First, we note that
‖X‖2 = ‖ devX‖2 + 1
3
(trX)2, (6.16)
for all X ∈ R3×3. Using this identity and the properties (3.5) we deduce
〈C. sym(∇u− P ), sym(∇u− P )〉+ 〈H. dev symP, dev symP 〉 (6.17)
≥ cm‖ sym(∇u− P )‖2 + hm‖ dev symP‖2
≥ cm‖ dev sym(∇u − P )‖2 + hm‖ dev symP‖2
≥ cm(1 − δ)‖ dev sym∇u‖2 +
(
cm − cm
δ
+ hm
)
‖ dev symP‖2
for all δ > 0. If we choose δ so that
cm
cm + hm
< δ < 1
we have that there is a positive constant a1 so that
〈C. sym(∇u − P ), sym(∇u− P )〉+ 〈H. dev symP, dev symP 〉 (6.18)
≥ a1
(‖ dev sym∇u‖2 + ‖ dev symP‖2) .
The estimate (6.15) follows from Theorem 4.6. 
Theorem 6.2 (Continuous dependence upon initial data) Let {u, P} be a solution of the problem (P˜) with
the external data system I = {0, 0, u0, u˙0, P0, P˙0}. Then, there is a positive constant a so that
a
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) ≤ E(0), for all t ∈ [0, T ] . (6.19)
Proof. Using the conservation law (6.14) and the estimate (6.15) we have that there is a positive constant
a so that
a
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖ dev symP‖2L2(Ω) + ‖ devCurlP‖2L2(Ω)) ≤ E(0), for all t ∈ [0, T ] .
Because P ∈ H0(Curl ; Ω) and u ∈ H10 (Ω), in view of (4.4), (4.9), there are the positive constants CDSDC
and CDD [51, 52, 53, 5, 3], such that
‖P‖L2(Ω) + ‖CurlP‖L2(Ω) ≤ (CDSDC + CDD)
(‖ dev symP‖L2(Ω) + ‖ devCurlP‖L2(Ω)) . (6.20)
Hence, we can find a positive constant a so that the inequality (6.19) is satisfied.
Corollary 6.3 (Uniqueness) Any two solutions of the problem (P˜) are equal.
For the modified problem (P˜) we also have the continuous data dependence of solution upon the supply
terms {f,M}.
Remark 6.2 (Continuous dependence upon the supply terms) Let {u, P} be a solution of the problem (P˜)
corresponding to the external data system I = {f,M, 0, 0, 0, 0}. Then, for all t ∈ I we have
√
a
(‖u,t‖2L2(Ω) + ‖P,t‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) 12 ≤ 12
∫ t
0
g(s)ds. (6.21)
Proof. The proof of this remark is similar to the proof of Theorem 5.5. 
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6.4 Existence of the solution
In this subsection, we study the existence of the solution of the problem (P˜). Because the method is similar
with that used in Section 5.3 we only point out the differences which arise for our modified problem.
We consider the same Hilbert space X as defined in Section 5.3 and we define the following bilinear form
((w1, w2)) =
∫
Ω
(
〈v1, v2〉+ 〈K1,K2〉+ 〈C. sym(∇u1 − P1), sym(∇u2 − P2)〉
+ 〈H. dev symP1, dev symP2〉+ 〈Lc. devCurlP1, devCurlP2〉
)
dv,
where w1 = (u1, v1, P1,K1) and w2 = (u2, v2, P2,K2). Let us remark that in view of (6.15), there is a positive
constant a such that
a
(‖v‖2L2(Ω) + ‖K‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖ dev symP‖2L2(Ω) + ‖ devCurlP‖2L2(Ω)) ≤ ((w,w)), (6.22)
where w = (u, v,K, P ) ∈ X . In other words, using Corollary 4.5 we have
a
(‖v‖2L2(Ω) + ‖K‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) ≤ ((w,w)) , (6.23)
which implies that the bilinear form ((·, ·)) is an inner product on X . We also have that there is a positive
constant C such that
((w,w)) ≤ C(‖v‖2L2(Ω) + ‖K‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖ dev symP‖2L2(Ω) + ‖ devCurlP‖2L2(Ω)) .
Hence, using Theorem 4.4 we obtain
((w,w)) ≤ C(‖v‖2L2(Ω) + ‖K‖2L2(Ω) + ‖∇u‖2L2(Ω) + ‖P‖2L2(Ω) + ‖CurlP‖2L2(Ω)) . (6.24)
Thus, the norm induced by ((·, ·)) is equivalent with the usual norm on X . We consider the operators
A˜1 w = v,
A˜2 w = Div[C. sym(∇u− P )],
A˜3 w = K,
A˜4 w = −Curl[dev[Lc. devCurlP ]] + C. sym(∇u− P )−H. dev symP ,
(6.25)
where all the derivatives of the functions are understood in the sense of distributions, and the operator A˜
A˜ = (A˜1, A˜2, A˜3, A˜4) (6.26)
with the domain
D(A˜) = {w = (u, v, P,K) ∈ X | A˜w ∈ X}. (6.27)
A similar method with that considered in Section 5.3 gives us the following existence result:
Theorem 6.4 Assume that f,M ∈ C1([0, T );L2(Ω)), w0 ∈ D(A˜) and the fourth order elasticity tensors C, Lc
and H are positive definite and satisfy the symmetries (3.4). Then, there exists a unique solution
w∈C1((0, T );X ) ∩C0([0, T );D(A˜))
of the following Cauchy problem
dw
dt
(t) = A˜w(t) + F(t), w(0) = w0, (6.28)
where
F(t) = (0, f, 0,M) (6.29)
and
w0 = (u0, u˙0, P0, P˙0). (6.30)
Moreover, we have the estimate
‖w(t)‖X ≤ ‖w0(t)‖X + C
∫ T
0
(‖f(s)‖L2(Ω) + ‖M(s)‖L2(Ω)) ds, for all t ∈ [0, T ], (6.31)
where C is a positive constant.
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Proof. It is easy to prove that the operator A˜ is dissipative. In the following we prove that the operator A˜
satisfies the range condition
R(I − A˜) = X . (6.32)
Let us define the operator L˜2 : X → X by
L˜2y ≡ P +Curl[dev[Lc. devCurlP ]] + C. sym(∇u − P )−H. dev symP , (6.33)
where y = (u, v, P,K) ∈ X and all the derivatives of the functions are understood in the sense of distributions.
We consider the Hilbert space
Z=H10 (Ω)×H0(Curl; Ω) . (6.34)
On Z we consider the bilinear form B˜ : Z × Z → R
B(y, y˜) =
〈
(L1y, L˜2y), (u˜, P˜ )
〉
L2(Ω)×L2(Ω)
, (6.35)
where L1 is given by (5.48), and the linear bounded operator l : Z → R is given by (5.53). In view of the
boundary conditions we have
B˜(y, y˜) =
∫
Ω
(
〈u, u˜〉+ 〈P, P˜ 〉+ 〈C. sym(∇u − P ), sym(∇u˜ − P˜ )〉 (6.36)
+ 〈H. dev symP, dev sym P˜ 〉+ 〈Lc. devCurl P, devCurl P˜ 〉
)
dv ,
where y˜ = (u˜, P˜ ). The Cauchy-Schwarz inequality, the Poincare´ inequality and the relations (3.5), (5.34) and
(6.16) lead us to the estimate
B˜(y, y˜) ≤ C
[∫
Ω
(
‖u‖2 + ‖∇u‖2 + ‖P‖2 + ‖ devP‖2 + ‖ devCurl P‖2
)
dv
] 1
2
(6.37)
×
[∫
Ω
(
‖u˜‖2 + ‖∇u˜‖2 + ‖P˜‖2 + ‖ dev P˜‖2 + ‖ devCurl P˜‖2
)
dv
] 1
2
≤ C
[∫
Ω
(
‖u‖2 + ‖∇u‖2 + ‖P‖2 + ‖Curl P‖2
)
dv
] 1
2
[∫
Ω
(
‖u˜‖2 + ‖∇u˜‖2 + ‖P˜‖2 + ‖Curl P˜‖2
)
dv
] 1
2
≤ C ‖y‖Z‖y˜‖Z ,
where C is a positive constant. This means that B˜ is bounded. On the other hand, we have
B˜(y, y) =
∫
Ω
(
‖u‖2 + ‖P‖2 + 〈C. sym(∇u− P ), sym(∇u − P )〉 (6.38)
+ 〈H. dev symP, dev symP 〉+ 〈Lc. devCurl P, devCurl P 〉
)
dv
for all y = (u, P ) ∈ Z. Moreover, as a consequence of the assumptions (3.5) and of estimate (6.15), we can find
a new positive constant C so that
B(y, y) ≥ C
∫
Ω
(
‖u‖2 + ‖∇u‖2 + ‖ dev symP‖2 + ‖ devCurlP‖2
)
dv . (6.39)
Now, using the Corollary 4.5 we deduce that B(·, ·) is coercive. Using the Lax-Milgram theorem and similar
arguments as in the proof of Lemma 5.7 it follows that the operator A˜ satisfies the range condition. Hence,
the hypothesis of the general existence theorem for the abstract Cauchy problem are satisfied and the proof is
complete. 
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The family of relaxed micromorphic dislocation models✬
✫
✩
✪
Relaxed micromorphic
dislocation
12 dof (u, P ), well-posed∗
σ symmetric, σ = C. εe
isotropic: 6+3 parameters
no coupling: 4+3 parameters
constitutive variables:
εe = sym(∇u− P ) elastic strain
εp = symP micro-strain
α = −CurlP micro-dislocation
❄
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁✁☛
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❆❯
✬
✫
✩
✪
A (dev,dev)-more relaxed
micromorphic dislocation
12 dof (u, P ), well-posed∗
σ symmetric, σ = C. εe
isotropic: 6+2 parameters
no coupling: 3+2 parameters
constitutive variables:
εe = sym(∇u− P )
dev εp = dev symP
dev α = − devCurlP
✬
✫
✩
✪
A (·, sym)-more relaxed
micromorphic dislocation
12 dof (u, P ), well-posed?
σ symmetric, σ = C. εe
isotropic: 6+2 parameters
no coupling: 4+2 parameters
constitutive variables:
εe = sym(∇u− P )
εp = symP
symα = − symCurlP
✬
✫
✩
✪
A (·,dev sym)-more relaxed
micromorphic dislocation
12 dof (u, P ), well-posed?
σ symmetric, σ = C. εe
isotropic: 6+1 parameters
no coupling: 4+1 parameters
constitutive variables:
εe = sym(∇u− P )
εp = symP
dev symα = − dev symCurlP
❄✬
✫
✩
✪
A (dev, sym)-more relaxed
micromorphic dislocation
12 dof (u, P ), not well-posed!
σ symmetric, σ = C. εe
isotropic: 6+2 parameters
no coupling: 3+2 parameters
constitutive variables:
εe = sym(∇u− P )
dev εp = dev symP
symα = − symCurlP
❄✬
✫
✩
✪
A (dev, dev sym)-more relaxed
micromorphic dislocation
12 dof (u, P ), not well-posed!
σ symmetric, σ = C. εe
isotropic: 6+1 parameters
no coupling: 3+1 parameters
constitutive variables:
εe = sym(∇u− P )
dev εp = dev symP
dev symα = − dev symCurlP
✲
Figure 1: Relation between possible relaxed micromorphic models. The non-well-posedness follows from the
results in [5, 3, 4].
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7 Final remarks
In the present paper we have mathematically studied a large class of evolution equations which describe the be-
haviour of micromorphic or generalized continua (see e.g. [10, 55, 57]). The mathematical existence, uniqueness
and continuous dependence theorems which we have obtained here are the logical basis of the studies which
will be developed in further investigations, where the manifold variety of propagating mechanical waves which
may exist in micromorphic continua may unfold unexpected applications in the design of particularly tailored
metamaterials [15, 65], showing very useful and up-to-now unimagined features. We remark that the theorems
obtained in the present paper can also be used to give a better grounded basis to many results which are already
available in the literature (see e.g. [11, 12]).
The diagram from Figure 1 gives some new possible relaxed micromorphic models and, in view of the status
of the mathematical background, we indicate the well-posedness of the dynamic and static problem.
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A Appendix
In this Appendix we outline some mathematical results used in this paper. We start with a generalization of
Gronwall’s Lemma:
Lemma A.1 [Brezis’ Lemma ([63, p. 47], Lemma 1.5.3)] Let x : [a, b] → R+ and k : [a, b] → R+ be
two continuous functions and let m ≥ 0. If x2(t) ≤ m2 + 2
∫ t
0
k(s)x(s)ds for each t ∈ [a, b], then
x(t) ≤ m+
∫ t
0
k(s)ds for each t ∈ [a, b] .
In the following we present some important results regarding abstract Cauchy problems. Let us consider an
Hilbert space X and a linear operator A with dense domain D(A) in X .
Theorem A.2 [Lumer–Phillips Corollary ([54, p. 14], Theorem 4.3)] Let A be a linear operator with dense
domain D(A) in the Hilbert space X.
a) If A is dissipative and there is a λ0 > 0 such that the range R(λ0I − A) of λ0I − A is X, then A is the
infinitesimal generator of a C0 semigroup of contractions on X.
b) If A is the infinitesimal generator of a C0 semigroup of contractions on X, then R(λI − A) = X for all
λ > 0 and A is dissipative.
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Let us consider a Hilbert space X and the Cauchy Problem [54]
d
dt
u = Au+ f, u(a) = ξ, (PC)
where A : D(A) ⊆ X → X is the infinitesimal generator of a C0 semigroup {S(t); t ≥ 0}, ξ ∈ X and
f ∈ L1(a, b;X).
Definition A.1 ([62, p. 183]) The function u : [a, b] → X is called classical, or C1-solution of the above
problem (PC), if u is continuous on [a, b], continuously differentiable on (a, b], u(t) ∈ D(A) for each t ∈ (a, b]
and it satisfies
d
dt
u = Au+ f for each t ∈ [a, b] and u(a) = ξ.
Theorem A.3 ([62, p. 186], Corollary 8.1.2) If A : D(A) ⊆ X → X is the infinitesimal generator of a C0
semigroup {S(t); t ≥ 0}, and f is of class C1 on [a, b], then, for each ξ ∈ D(A), the problem (PC) has a unique
classical solution.
Theorem A.4 [Duhamel Principle ([62, p. 184], Theorem 8.1.1)] Each strong solution of (PC) is given by the
variation of constants formula
u(t) = S(t− a)ξ +
∫ t
0
S(t− s)f(s)ds. (VCF)
In particular, each classical solution of the problem (PC) is given by (VCF).
27
