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We introduce a minimalistic quantum motor for coupled energy and particle transport. The
system is composed of two spins, each coupled to a different bath and to a particle which can move
on a ring consisting of three sites. We show that the energy flowing from the baths to the system
can be partially converted to perform work against an external driving, even in the presence of
moderate dissipation. We also analytically demonstrate the necessity of coupling between the spins.
We suggest an experimental realization of our model using trapped ions or quantum dots.
PACS numbers: 05.70.Ln,05.60.Gg,03.65.Yz
I. INTRODUCTION
Systems out of equilibrium can be considered a re-
source which can be exploited in order to extract use-
ful work. A prime example are thermodynamic engines
in which part of the heat flowing from a hot to a cold
bath can be converted into work. This is a particularly
fascinating challenge for future nanotechnologies where
quantum mechanics is necessary for an accurate descrip-
tion (for reviews see, e.g. Refs. [1–12]). Aspects of this
quest include the study of the role of coherence and
entanglement, quantum measurements, minimum tem-
perature achievable in small quantum chillers, quantum
statistics and quantum fluctuations as well as feedback
effects [13, 14] and engineered non-equilibrium distribu-
tions for the baths [15].
Important examples of energy conversion devices are
thermoelectric motors. A key point in understanding the
functioning of such devices is the emergence of different
types of coupled energy flows, such as phononic and elec-
tronic transport. It is thus important to study systems
with coupled transport on a fundamental level, casting
particular focus on the energy conversion performance
and efficiency.
A useful approach to uncover fundamental principles
for improving the performance of energy conversion, is
to study minimal models in which different aspects can
be more systematically isolated and analyzed. So far,
minimal models for heat engines have been used [16–23]
to study steady-state heat transfer and conversion from
thermal reservoirs at different temperatures.
On the other hand, for the purposes of energy conver-
sion in nanodevices, such as nanoscale thermoelectric de-
vices, it is necessary to consider coupled flows. In Sec. II
we introduce a minimal motor of coupled flows, namely of
coupled spin and particle transport. The motor is com-
posed of two coupled spins, each connected to its own
bath that dissipatively tends to ‘pump’ the spin into a
statistical mixture of z-eigenstates with adjustable po-
larization. To this minimal chain with spin imbalance
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FIG. 1. (color online) Schematic depiction of the minimal
motor: Two spins, each coupled to a different bath and to
a particle which can move between three different sites on
a ring, generating a current. The particle is exposed to a
time-periodic gauge field φ(t), mimicking a homogeneous force
around this minimal circuit.
imposed by the baths, we connect the smallest possi-
ble circuit consisting of a particle hopping between three
sites, as depicted in Fig. 1. In Sec. III we study the
conversion of the energy flow between the baths to gen-
erate a particle current, and hence power, against a force
generated by the external driving. We demonstrate that
tuning the coupling between the spins strongly affects
the current and the power generated and we show the
robustness of the motor by studying its performance in
presence of dephasing. We also find analytical necessary
conditions for the energy conversion to be possible and
discuss the (non-)separability of the density operator. In
Sec. IV we draw our conclusions, comment on the baths
used and discuss possible experimental realizations with
ultracold ions or quantum dots.
II. MODEL
We consider a system (see Fig. 1) composed of two 1/2-
spins and one particle which moves in a minimal circuit
consisting of three sites. The evolution of the system is
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2described by a master equation in Lindblad form, acting
on the density operator ρˆ :
dρˆ
dt
= L(ρˆ, t) = − i
~
[Hˆ(t), ρˆ] +D(ρˆ). (1)
The Hamiltonian Hˆ is given by
Hˆ = Hˆσ + Hˆa + Hˆσa, (2)
Hˆσ = −Jxy (σˆx,1σˆx,2 + σˆy,1σˆy,2) +
∑
l
hz,l σˆz,l,
Hˆa = −J
∑
l
e−iφ(t)aˆ†l aˆl+1 + H.c.,
Hˆσa =
∑
l=1,2
κlσˆz,lnˆl,
where Hˆσ and Hˆa are the spin and particle Hamiltonians
respectively, while Hˆσa is the coupling between the spins
and the particle. Periodic boundary conditions are im-
plicitly understood for the particle. σˆi,l is the Pauli spin
operator for i = x, y, z, acting on the l−th spin, aˆl (aˆ†l )
annihilates (creates) a particle at site l and nˆl = aˆ
†
l aˆl
counts the number of particles at site l; Jxy is the XY -
coupling strength between the spins; 2hz,l sets the Zee-
man energy splitting; J is the hopping strength (hence-
forth we work in units of J = ~ = 1); and κl is the spin-
particle coupling strength. The particle hopping also in-
cludes a time-dependent phase φ(t) = φ(t + T ) which
models the effect of an external periodic driving, analo-
gous to the effect of a time-dependent magnetic field on
a charged particle.
The system undergoes dissipative dynamics, with the
dissipator D = Dλ,1 + Dλ,2 in Eq. (1) describing the
coupling of the spins to the baths. We choose the spin
dissipator to be of form
Dλ,l(ρˆ) =
[
λ+l
(
2σˆ+l ρˆσˆ
−
l − σˆ−l σˆ+l ρˆ− ρˆσˆ−l σˆ+l
)
+λ−l
(
2σˆ−l ρˆσˆ
+
l − σˆ+l σˆ−l ρˆ− ρˆσˆ+l σˆ−l
)]
(3)
for each spin, as used in Refs. [24, 25] for example. The
λ±l are the spin raising or lowering rates for the spins and
are associated to the spin raising and lowering operators
σˆ±l = (σˆx,l ± iσˆy,l)/2 respectively. To parametrize the
system more conveniently, we introduce the total bath
coupling strength Λl = λ
+
l + λ
−
l , the relative pumping
rate into the upper state pl = λ
+
l /Λl for each spin and
the average relative pumping rate p¯ = (p1 +p2)/2, which
determines the total polarization
∑
l〈σz,l〉. Notice that
if a spin is exclusively coupled to one bath (Jxy = κ1 =
κ2 = 0), it is driven towards a mixed state, described by
the (reduced) density operator
ρˆspin, l = pl| ↑〉l〈↑ |+ (1− pl)| ↓〉l〈↓ |, (4)
where | ↑〉l and | ↓〉l are eigenstates of σˆz,l.
For the sake of simplicity, we focus on the symmetric
scenario Λ1 = Λ2 = Λ, κ1 = κ2 = κ, and hz,1 = hz,2 =
hz. A spin current is generated by an imbalance in the
baths ∆p = p2 − p1 and this, as we will show below, can
be used to generate power.
III. WORKING OF THE QUANTUM MOTOR
The system sets a particle into motion against an ex-
ternal driving by converting part of the energy flowing
from one bath to the other. We consider a periodic
driving of the sawtooth form φ(t) = mod(vt, 2pi), such
that φ(t + T ) = φ(t) with a period T = 2pi/v [26]. The
Lindbladian has the same periodicity, L(t) = L(t + T ),
and for t → ∞ the system relaxes to a periodic steady
state ρˆps(t), which we numerically found to be unique for
κ 6= 0. To determine the steady state, we numerically
propagate a basis of the density operator space over one
period. This yields the Floquet Lindbladian operator
Lt0 = T e
∫ t0+τ
t0
L(t)dt (with T being the time ordering op-
erator), which is not unitary, but possesses an eigenvalue
with value 1. The associated eigenvector is the steady
state ρˆps(t0 + nT ), where n is an integer number.
An important quantity for the analysis of our model is
the particle current averaged over one period,
J nT =
1
T
∫ t0+T
t0
tr [ρˆps(t) ˆl] dt, (5)
which is independent of the site l and of the initial time
t0. The density operator ρˆps(t) is obtained by evolv-
ing ρˆps(t0) for time t − t0 using Eq. (1) [27, 28], while
ˆl = i[e
iφ(t)aˆ†l+1aˆl − e−iφ(t)aˆ†l aˆl+1] is the particle current
operator associated with the continuity equation of the
local particle number nˆl. Analogously, the spin current
averaged over one period is given by
J σT =
1
T
∫ t0+T
t0
tr [ρˆps(t) ˆ
σ] dt, (6)
where ˆσl = i(2Jxy) (σˆy,1σˆx,2 − σˆy,2σˆx,1) is the spin cur-
rent operator associated with the continuity equation of
the local magnetization σˆz,l.
Differentiating the system’s internal energy E(t) =
〈H(t)〉 = tr
{
Hˆ(t)ρˆps(t)
}
with respect to time, we ob-
tain an energy balance equation, dE/dt = Q˙− W˙ , where
W˙ and Q˙ are defined as W˙ (t) = −tr
{
∂Hˆ(t)
∂t ρˆps(t)
}
and
Q˙(t) = tr
{
Hˆ(t)
∂ρˆps(t)
∂t
}
[29–31]. Note that Q˙(t) = 0 for
unitary evolution while the power P(t) = W˙ (t) can be
non-zero only if the Hamiltonian parameters change in
time. From the definition of the dissipative contribution
to the master equation Eq. (1), Q˙(t) is composed of two
terms Q˙(t) =
∑
i=1,2 Q˙λ,i(t), where we defined
Q˙λ,i(t) = tr
{
Hˆ(t)Dλ,i [ρˆps(t)]
}
. (7)
It is thus possible to identify Q˙λ,i as the energy ex-
changed with the i − th bath (i.e., a heat current) and
P with the work done per unit time (power) by the sys-
tem against the periodic driving. A positive Q˙ indicates
that the system absorbs a net amount of energy from
3the baths. Similarly, the power P is positive when the
system performs work, i.e., energy leaves the system.
We use the notation AT =
1
T
∫ t0+T
t0
A(t) dt to indi-
cate a time average for any quantity A(t) associated
with ρˆps(t). If the system is in the periodic steady state,
ρˆps(t) = ρˆps(t+ T ), then one can relate the motor’s aver-
age power to the average rate of net energy flowing into
the system
PT = Q˙T . (8)
For our specific choice of driving φ(t), we can directly
relate the power to the particle current
PT = 3vJ nT =
6piJ nT
T
. (9)
Hence, as the current changes direction, the power and
the net energy exchanged with the baths change sign.
To quantify the efficacy of our motor in transforming
heat into work, we define, for positive average powers,
the efficiency
η =
T PT
Qabs
(10)
as the ratio of the work performed and the heat Qabs
absorbed from the baths over one period. To obtain a
fair quantification of the amount of heat absorbed by
the system, we account for all contributions instanta-
neously flowing into the system from either bath Qabs =∑
i=1,2
∫ t0+T
t0
Q˙λ,i(t) Θ
[
Q˙λ,i(t)
]
dt, where Θ(x) denotes
the Heaviside function [32]. In general it is necessary
to have a detailed knowledge of the density operator in
order to measure Qabs.
In Fig. 2 we study the particle current and the effi-
ciency of the system as a function of the bath pumping
rates pl and their difference ∆p. In Fig. 2(a) we de-
pict the particle current for different values of p1 and
p2. Generally, the current vanishes for p1 = p2 and fea-
tures a linear dependence on ∆p for small ∆p, as shown
in Fig. 2(b). The spin current has an analogous behav-
ior close to ∆p = 0. The qualitative behavior of the
efficiency differs from that of the particle current [see
Figs. 2(c) and 2(d)]. In particular, for ∆p → 0, the effi-
ciency approaches a non-zero value.
A. Robustness to dephasing
We now demonstrate the robustness of the current to
a local dephasing dissipative term
Dγ =γ
(
2nˆ3ρˆnˆ3 − nˆ23ρˆ− ρˆnˆ23
)
, (11)
where γ is the dephasing rate [33]. Then the dissipator
D of Eq. (1) becomes D = Dλ,1 +Dλ,2 +Dγ . Moreover,
Q˙ = Q˙λ,1 + Q˙λ,2 + Q˙γ , where
Q˙γ(t) = tr
{
Hˆ(t)Dγ [ρˆps(t)]
}
. (12)
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FIG. 2. (a) Particle current J nT and (c) efficiency for different
values of the bath parameters p1 and p2 [gray areas in (c) cor-
respond to regions with negative current/power in (a), where
the system cannot be used for power production]. (b) Particle
J nT and spin currents J σT versus the baths imbalance ∆p. (d)
Efficiency η and average energy exchange rates Q˙λ,l,T versus
the baths imbalance ∆p. Parameters: κ = −2.5, Jxy = 0.3,
hz = 15, Λ = 0.2, T = 2 and for (b) and (d) p = 0.25.
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FIG. 3. (a) Particle current J nT and (b) spin current J σT vs.
spin coupling Jxy (dot-dashed line γ = 0; continuous line,
γ = 0.5; and dashed line, γ = 1). Common parameters:
κ = −2.5, hz = 15, Λ = 0.2, ∆p = 0.5, p = 0.25, and period
T = 2.
The local dephasing term Dγ , which acts only on the
third site, mimics a local resistor and tends to suppress
the particle delocalization (coherence) 〈aˆ†l+1aˆl 〉 and thus
the current. Qualitatively similar behavior persists in
presence of global dephasing. In a cold atom setup
these dissipations can be engineered using non-far de-
tuned lasers inducing spontaneous emissions [34, 35].
Figure 3(a) shows the particle current as a function of
the spins coupling parameter Jxy. The particle current
J nT is zero for Jxy = 0 and shows a non-monotonic behav-
ior which is robust against dissipation. The spin current
J σT , shown in Fig. 3(b), is also robust against dephasing.
4It is important to notice that while Jxy needs to be non-
zero to have particle current (see below), the fraction of
energy converted into power decreases as Jxy increases.
There is hence an optimal value of the power generated
versus the spin coupling Jxy.
B. Energy transfers
Here we elaborate on the various energy flows through
the systems via the baths and the time-dependent driv-
ing. In Fig. 4 these contributions are shown as functions
of the particle dephasing rate γ for typical parameters, as
used in the manuscript. The top (red) and bottom curves
(blue) show the net energy (averaged over one period T )
exchanged with the first and second magnetization bath,
respectively. Q˙λ,1,T > 0 indicates that energy enters the
system from the first bath, while Q˙λ,2,T < 0 shows that
energy leaves the system into the second bath. Similarly,
the dissipative particle dephasing term Dγ has an associ-
ated net energy flow Q˙γ,T , which has a non-monotonous
behavior in γ, even changing sign and is about an order
of magnitude smaller than the work performed by the
system (note the scaling factor 10 in Fig. 4 for clarity).
The average power PT performed by the system (green
curve) decreases with γ.
It is interesting to note that the magnitude of both
energy transfers with the baths Q˙λ,1,T , Q˙λ,2,T increase in
magnitude with γ; however, their sum (second line from
the top) decreases. The net power output PT (third line
from the top) and the efficiency are thus lowered by the
dephasing.
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FIG. 4. (a) Particle current J nT and (b) spin current J σT vs.
spin coupling Jxy (dot-dashed line, γ = 0; continuous line,
γ = 0.5; and dashed line, γ = 1). (c) Average energy exchange
rates Q˙λ,l,T , Q˙λ,1,T +Q˙λ,2,T , PT , and Q˙γ,T vs. dephasing rate
γ for Jxy = 0.3. Common parameters: κ = −2.5, hz = 15,
Λ = 0.2, ∆p = 0.5, p = 0.25, and period T = 2.
C. Necessity of spin-coupling and spin-imbalance
Figure 2 and Fig. 3 indicate that the particle current
(and hence the power) vanishes when either Jxy = 0 (for
any value of ∆p) or ∆p = 0 (for any value of Jxy). In
these cases we can show that the periodic steady state
ρˆps is time-independent and given by the tensor product
of density operators living only in the space of each spin
or of the particle
ρˆ0 = ρˆ
spin,1
0 ⊗ ρˆspin,20 ⊗ ρˆparticle0 . (13)
Indeed, the reduced density operator for the particle is
given by ρˆparticle0 =
[
1ˆ/3
]
, for which Dγ(ρˆparticle0 ) = 0.
Moreover, the individual reduced spin-density operators
ρˆspin,l0 are of the explicit form given in Eq. (4) and hence
each of them is a steady state of the dissipators Dλ,l,
i.e., Dλ,l(ρspin,l0 ) = 0. The Hamiltonian contributions to
the master equation can be decomposed into three parts,
each of which vanishes since [Hˆσ, ρˆ0] = 0, [Hˆa, ρˆ0] = 0,
and [Hˆσa, ρˆ0] = 0. Hence, L(ρˆ0, t) = 0 and thus ρˆ0 is the
steady state for the Jxy = 0 or ∆p = 0 cases.
Since each spin is in the respective steady state of the
local dissipator Dλ,l, there are no energy exchanges with
the baths, Q˙λ,l(t) = 0, and also Q˙γ = 0. Therefore, for
Jxy = 0 or ∆p = 0, the instantaneous power vanishes,
P = 0 .
D. Non-separability of the periodic steady state
For the general case of non-zero Jxy and ∆p, the pe-
riodic steady state is no longer of a separable product
form. To demonstrate and quantify this, we perform a
singular value decomposition of the periodic steady state
between the spins subsystem and the particle subsystem
at instant t, leading to a form ρˆps(t) =
∑
j sj(t) Bˆ
spins
j (t)⊗
Bˆparticlej (t). Here, sj(t) are the unique, positive singular
values and Bˆspins/particlej (t) are operators living on the spin
and particle space, respectively, each of which is normal-
ized to unity with respect to the Hilbert-Schmidt norm.
We refer to ρˆps(t) as separable iff, for all times, there
is only a single non-zero singular value, i.e., sj(t) =
δj,1s1(t), where δj,1 is the Kronecker δ. In Fig. 5 we show
the three largest time-averaged singular values sj,T =
1
T
∫ T
0
sj(t) dt as functions of Jxy and ∆p. Note that since
the density matrix is normalized such that tr (ρˆ) = 1
(and not with respect to the Hilbert-Schmidt norm cor-
responding to the standard Euclidean vector norm), the
sum
∑
j [sj(t)]
2
may generally differ from 1. We gen-
erally observe that only for Jxy = 0 or ∆p = 0 is the
density matrix is exactly separable between spins and
particle. In this decomposition, a vanishing of the time-
averaged sj,T = 0 implies that sj(t) = 0 for all times,
since the instantaneous singular values sj(t) are strictly
non-negative. Hence, in general, the periodic steady state
cannot be treated as separable of the spins and the par-
ticle, analogous to the case discussed in Ref. [22].
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FIG. 5. Time-averaged singular values from the decomposi-
tion of the periodic steady state’s singular value decomposi-
tion between the particle and spins subsystem vs. Jxy (a)
and ∆p (b). Common parameters: κ = −2.5, hz = 15, γ = 0,
Λ = 0.2, p = 0.25, T = 2 while ∆p = 0.5 in (a) and Jxy = 0.3
in (b).
IV. CONCLUSIONS
We have proposed a minimal motor to perform work
against a periodic driving from an out of equilibrium
energy flow. Coupled-spin magnetization and particle
transport is the key ingredient of this motor which is
robust against a dissipative particle dephasing. On an
analytic level, we have shown that coupling between the
spins is necessary to achieve particle transport. However,
stronger spin coupling prevents an effective conversion
into powering the motion of the particle.
We point out that using local Lindblad baths, it is not
possible to associate a Boltzmann temperature from the
relation e−2hz,l/kBTl = pl/(1−pl), even if, as in our case,
the Zeeman energy splitting 2hz,l is the dominant energy
scale of the system. In fact, as shown in Ref. [36], the use
of local Lindblad baths may result in apparent violations
of the second law of thermodynamics. It is thus impor-
tant to stress that we are dealing with non-equilibrium,
magnetization baths as described in Refs. [24, 25, 37].
Moreover, in regimes in which particle current and en-
ergy exchanged with the baths are very small, more ac-
curate master equations may be required, as discussed,
for example, in Refs. [38–42].
This system could be implemented in various set-ups
with effective spin-1/2 systems made with ultracold ions
in microtrap arrays [43–45], as well as in solid state sys-
tems. In particular, for this latter case, it could be possi-
ble to engineer this set-up using five quantum dots. Two
quantum dots would take on the role of the spins coupled
to a bath. Each of these would also be coupled to one of
the remaining three (or more) quantum dots which form
the circuit [46–49].
Future work could focus on analyzing the effect of sys-
tem size, interactions, particle statistics and the role of
measurement on the motor’s performance. Our minimal
model can be readily extended to investigate such effects.
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