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[ w(x)f(x) dx = £ a</(fc) which are known for special regions (in n-dimensional euclidean space En) may be used to determine formulas for other regions. They also showed, in some cases, how the symmetry of a region may simplify the task of finding integration formulas for the region. To facilitate numerical integration over regions in higher dimensional spaces, we summarize the most important formulas (1) and review methods by which formulas for classes of regions may be obtained from them. These methods enable one to obtain formulas for regions which we consider too special to warrant particular formulas.
Regions with symmetry. In deriving numerical integration formulas it is
possible to obtain explicit formulas with comparatively little effort when the region and the formula both are assumed to have certain kinds of symmetry. Formulas precise for polynomial functions involving minimal numbers of points can be derived, in principle, by solving simultaneous algebraic equations by general elimination procedures leading to polynomials which have as roots the solutions of the system. However, the manipulative work in achieving such solutions is forbidding in magnitude and can probably be done effectively only with high speed computers. Moreover, the solutions may turn out to be complex numbers and the determinations of approximate values for the solutions will involve the numerical solution of high degree polynomial equations. For example, the general seventh degree polynomial in three variables has 120 terms so that the determination of a numerical integration formula precise for all such polynomials over an arbitrary region R would lead to the problem of solving a system of 120 equations of algebraic (non-linear) character. In [1] it is shown that for certain symmetrical regions with a symmetrical formula the problem is reduced to seven simultaneous algebraic equations for which explicit solutions are easily derived. The problem of finding integrals of monomials to establish the equations to be solved also will be a difficult problem for many regions.
A set S in En is said to be fully symmetrical provided x e S implies that every point y obtainable from x by permutations and/or changes of sign of the coordinates of x is also in <S. A function g defined on a fully symmetrical set S is said to be fully symmetrical provided gix) = giy) whenever y may be obtained from x as above. A numerical integration formula of the form (1) is said to be fully symmetrical if the set of all evaluation points £1, £2, • • • forms a fully symmetrical set and the weight function a¿ = a(£y) is a fully symmetrical function. In [1] full symmetry was indicated simply as symmetry. Full symmetry is defined here in reference to the coordinate system, but could readily be extended to include all sets which result from rigid motions of those included in the definition. For use in this paper the definition given is adequate. Now let wix) be a fully symmetrical function on a fully symmetrical region R.
If a fully symmetrical integration formula ^ aifi£j) is equal to/ fix) dx for all
•> R polynomials of at most degree k then, in principle, a fully symmetrical formula S bjfivj) may befound which gives thevalueof / wix)fix) dx for the same class J R of polynomials using the same algebraic manipulations as in finding Oj and £y . That is, the algebraic form in which a¿ and %¡ appear is the same form as that in which bj and v¡ appear. Since the existence of solutions of these equations may depend on the values of the constants it cannot be stated that b¡ and v¡ can always be found if a¡ and £,-were determined. This remark is important since for spherical regions weight functions wir) depending only on r = \x\ are common and such weight functions are fully symmetrical.
We anticipate that for many useful weight functions wir) there will be numerical integration formulas over the spherical shell involving the same number of points as formulas for w = 1.
3. Summary of numerical integration formulas. We summarize known formulas of the form (1) with wix) = 1 for regions in euclidean spaces of dimension ^ 2. We give formulas for cubes, spheres, and simplexes. Tables 1 and 2 give certain fully symmetrical formulas for cubes and spheres respectively. The points in these formulas are divided into one or more fully symmetric subsets; each subset is generated by any one of its points (a generator). Below are generators for each fully symmetric subset occurring in the formulas of these tables. With the generators we give the number of points in the subset and the weight for each point in the subset.
Generator
Number of points Weight 
With these generators we can obtain formulas of degree :£ 7. (A formula is of degree k if it is exact for polynomials of at degree no greater than k. ) The system of Tables 1 and 2 give formulas for the cube with vertices (±1, ±1, ••• , ±1) and for the sphere of radius 1 with centroid at the origin. The formulas have been numbered in the form h -k where h is the formula number and k is the dimension of the space. Formula 1 (for the n-cube) was first given by Tyler [3] . For n > 3 this formula has the disadvantage of having the points exterior to the cube. Stroud [4] has given a comparable formula with points interior to the cube for all n. Formula 3-2 was also given by Tyler and the two formulas given as formula 5-3 were given by Clerk- Maxwell (p. 66[1] ). Formula 6-3 though containing more points may be more desirable than formulas 5-3, which have points exterior to the 3-cube.
Peirce has obtained formulas of arbitrarily high degree for both the circular annulus [5] and the spherical shell [6], all the points being interior to the regions. Table 3 gives certain of his formulas for the circle of unit radius with center at the origin. Formulas 17,18, and 21 are members of the class of arbitrarily high degree. Formulas 19 and 20 are not of this class.
Hammer and Stroud [7] have given formulas of degrees 2 and 3 consisting of n + 1 and n + 2 points respectively for the n-simplex. Table 4 gives these formulas for the triangle with vertices (0, 0), (1,0), (0, 1) and the tetrahedron with vertices (0,0,0), (1,0,0), (0, 1,0), (0,0, 1). 4 . Extensions of formulas. Because a formula for a particular region may not always be available, it is desirable to use the known formulas to as large an extent as possible. In this discussion we limit ourselves to formulas of the form (1). In general, however, we assume numerical integration includes every manner of obtaining estimates including contour integration, expansion of the integrand, evaluation in finite terms and so on.
We give the following five methods for extension of formulas : 1. Transformation from a region R to a region S when a formula for R is known. This is discussed in I. This method is limited in practice by the difficulty of finding tran sf ormations.
2. If the region is a cartesian product of two or more regions of lower dimension and formulas are known for all or some of the factor regions the work of determining a formula is reduced as shown in I. For example, with formulas for the line segment and Peirce's formulas for the circular annulus formulas for truncated cylindrical shells may be determined.
3. If a region is a finite cone based on a region for which a formula is given a formula may be determined for the cone using the theory and tables given by Hammer, Marlowe and Stroud and by Fishman [8, 9] .
4. Decompositions of regions into subregions for which formulas are known. For example, polygonal regions may be treated with the triangle formulas of Hammer, Marlowe, and Stroud. When feasible one may "subtract" to obtain estimates for integrals over regions representable as differences between regions for which formulas are available.
5. Approximate the region with a suitable region for which the integral may be approximated.
Thus bounded planar regions may be approximated by polygonal regions.
Decompositions of a region into simplexes or cubes and the factoring of a region into cartesian factors both have practical limitations for higher dimensions. The number of simplexes of equal volume in the «-cube, for example, is n!. The cartesian product methods multiply the numbers of points so that it is not feasible to develop formulas for the hypercube by cartesian product methods if the dimension is great.
It is our impresson that triangulation will not be very useful except for 2 and 3 dimensions. Cartesian product methods may be useful up to, say, dimension 30 if one starts with efficient 3-dimensional factor formulas and uses a high-speed calculator.
With the above remarks in mind it is clear that the limitations on the classical type formulas are not as severe as some had thought and it appears as if the necessity for Monte-Carlo methods in dimensions of order 10 or less definitely will decrease. On the other hand the difficulty of error analysis will still mean that in the actual applications even the classical formulas will require empirical error estimates.
5. Concluding remarks. We have given here certain numerical integration formulas and indicated the extent of some not given. While the literature of the subject seems to be rather small, we cannot claim completeness in that regard. Bourget [10] discusses means of generating numerical integration formulas using orthogonal polynomials for the circular disk. While his method gives a number of points comparable to that of Peirce, the connection between the two has yet to be established. Since Peirce's results are more general (applicable to the annulus), more available, and his approach simpler, we have presented them.
Appell and Kampe de Feriet [11] discuss the use of orthogonal polynomials for numerical integration over the circular disk. Their applications are not as extensive as those of Bourget but the discussion is simpler. The thesis of Angelescu [12] we have yet to study. Thacher [13] gives methods of deriving formulas for the hypercube of degrees 2 and 3. His matrix methods provide an interesting point of view. The paper [14] of Lauffer contains formulas for the simplex based on a regular lattice of points in the simplex. The degree may be arbitrarily large.
Formulas with non-constant weight functions have not been derived. We have indicated that such formulas for symmetrical weight functions might be achieved but the presentation of such tables should hinge on the indicated usefulness of particular weight functions.
Finally, we are indebted to Miss Beverly Ferner and Mr. Richard Hetherington for carrying out or checking certain calculations. We are indebted to Dr. Z. Kopal for calling our attention to certain references of the literature. 
