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SOMMAIRE
L’explosion de la quantité de données numériques à traiter dans les sciences a poussé 
les chercheurs à développer des méthodes algorithmiques pour automatiser cette tâche. 
Parmi ces méthodes, on reconnaît les méthodes topologiques, qui utilisent des concepts 
issus de la topologie algébrique pour étudier les données.
Cette thèse vise à décrire diverses méthodes topologiques qui sont utilisées dans les 
domaines de l’imagerie et de la comparaison de formes et à démontrer mathématiquement 
que les résultats numériques ainsi obtenus sont corrects. Elle est aussi accompagnée de 
tests qui servent à illustrer ces résultats.
Mots-clés : topologie algébrique, homologie persistante, persistance multidimensionnelle, 
imagerie numérique, reconnaissance de formes
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INTRODUCTION
Depuis une vingtaine d’années, l’utilisation de méthodes topologiques est devenue de plus 
en plus courante pour résoudre des problèmes d ’imagerie numérique, comme la comparai­
son de formes et l’analyse d’images et d’ensembles de données numériques. En effet, plu­
sieurs domaines de la science requièrent d ’étudier des quantités sans cesse grandissantes 
de données, et les méthodes basées sur la topologie algébrique permettent d ’arriver à une 
analyse particulièrement robuste. Par exemple, nous pouvons tirer beaucoup d’informa­
tion sur la forme d ’un objet en explorant sa topologie à l’aide d ’une fonction. La théorie 
de Morse classique [51], par exemple, met en relation directe l’information obtenue sur 
les points critiques d ’une fonction suffisamment lisse définie sur une variété et la topolo­
gie de cette variété. De là est apparue l’idée de persistance (sommaire dans [35]) : pour 
une variété explorée par une fonction / ,  dite fonction de mesure ou de filtration, nous 
pouvons identifier la valeur critique de /  où une propriété topologique naît et celle où elle 
meurt, ce qui nous donne une paire de valeurs donnant la persistance de cette propriété. 
Cette information permet d’obtenir une signature de forme qui encapsule des proprié­
tés topologiques et géométriques de l’objet sous étude. D’autres exemples apparaissent 
dans la théorie des systèmes dynamiques, dont nous pouvons fréquemment décrire le 
comportement en termes topologiques, avec des outils comme l’indice de Conley [53].
Cependant, dans les applications à des problèmes numériques, nous n’avons en général
pas accès à des variétés ou à des fonctions differentiates ou même continues. Nous 
travaillons plutôt sur des objets discrets où les données ne sont connues qu’à un niveau 
fini de précision, tels des nuages de points, des complexes simpliciaux ou des complexes 
cubiques. De même, la robustesse qui nous est fournie par les méthodes topologiques est 
souvent le résultat de propriétés de stabilité qui sont prouvées pour de faibles variations 
d’une fonction continue (voir, par exemple, [21] pour la persistance multidimensionnelle). 
Il est donc nécessaire de montrer que ces propriétés qui existent pour les modèles continus 
existent aussi dans le cas des modèles discrets.
Une autre question vient aussi à notre esprit : comment faire un bon choix de méthode ? 
Si les méthodes de signatures de formes sont d’une grande utilité pour la comparaison de 
formes, on peut se demander par quels moyens ces signatures devraient être construites, 
en fait de fonction de mesure, d’ordre d’homologie choisi, et ainsi de suite. Et quelle 
métrique devrait-on utiliser pour les comparer ? Dépendant de ces choix, nous pouvons 
obtenir des résultats très différents, autant au point du vue du pouvoir de discrimination 
que du temps de calcul.
C’est dans cette perspective que cette thèse est structurée. Le chapitre 1 présente des 
préliminaires mathématiques qui seront nécessaires à la compréhension du reste du tra ­
vail. Ceci inclut les théories de l ’homologie simpliciale et cubique, qui sont fréquemment 
utilisées pour obtenir des représentations algébriques et combinatoires d ’espaces topolo­
giques, ainsi que de Phomologie persistante, incluant la persistance multidimensionnelle, 
dont nous nous servons pour définir des signatures de formes. Nous y décrivons aussi la 
théorie de Morse classique, l’outil traditionnel pour étudier la topologie de formes à l’aide 
de fonctions, ainsi que la théorie de l’indice de Conley, utilisé pour l’analyse topologique 
de systèmes dynamiques. Nous parlons aussi brièvement de théorie de l’homotopie, que 
nous utiliserons dans des preuves et au moment de parler du concept de monodromie.
Le chapitre 2 consiste en l’article « Detecting critical regions in multidimensional data
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sets » [3], de Madjid Allili, David Corriveau, Sara Derivière, Marc Ethier et Tomasz Kac- 
zynski, qui introduit un algorithme permettant de détecter et de classifier des régions 
critiques dans des ensembles de données cubiques multidimensionnels. Cet algorithme 
considère une version discrète d’un flot gradient défini sur un complexe cubique, et utilise 
une modification de l’indice de Conley homologique, tenant compte du fait qu’il ne s’agit 
pas d’un système dynamique au sens classique (continu), pour détecter des ensembles 
invariants du flot, qui correspondent à des régions critiques de la fonction. L’algorithme 
est accompagné d’exemples obtenus sur des ensembles cubiques en deux dimensions (re­
présentant des images numériques en tons de gris, où les cellules de dimension maximale 
sont les pixels) et en trois dimensions (représentant des données de volume, où les cel­
lules de dimension maximale sont les voxels). Il y est aussi présenté quelques conclusions 
basées sur le concept du graphe des connexions de Morse, une construction qui montre 
les liens entre les points et régions critiques d’une fonction.
Le chapitre 3 consiste en l’article « Comparison of Persistent Homologies for Vector Func­
tions : from continuous to discrete and back » [20], de Niccolô Cavazza, Marc Ethier, Pa- 
trizio Frosini, Tomasz Kaczynski et Claudia Landi, qui établit une correspondance entre 
les invariants de rang multidimensionnels -  un type de signature de forme -  obtenus pour 
des fonctions continues définies sur des espaces triangulables (le modèle continu), et ceux 
obtenus pour des fonctions définies sur les sommets de complexes simpliciaux (le modèle 
discret). Cette correspondance est démontrée grâce au concept d'interpolation linéaire 
par axes, introduit dans cet article. Ceci permet appliquer les propriétés de stabilité 
des signatures de formes pour le modèle continu à des résultats obtenus avec le modèle 
discret, assurant ainsi la robustesse des résultats. Dans ce chapitre est aussi décrit une 
caractérisation des valeurs critiques homologiques dans le cas de l’homologie persistante 
multidimensionnelle pour certaines fonctions spécifiques.
Le chapitre 4, quant à lui, contient l’article « Suspension of a measuring function » [39] de
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Marc Ethier et Tomasz Kaczynski. Il y est décrit une construction, basée sur le concept 
topologique de suspension, qui permet, à partir d ’un modèle muni d ’une fonction de 
mesure, de construire un nouveau modèle et une nouvelle fonction de mesure dont les in­
variants de rang sont ceux de la fonction d ’origine mais décalés dans Phomologie d ’ordre 
supérieur par un, et dont l’invariant de rang d ’ordre 0 est quasi trivial. L’existence d ’une 
telle construction suggère que la comparaison de certains modèles requiert l’utilisation de 
signatures de formes basées sur les invariants de rang d ’ordre supérieur. Elle perm ettra 
aussi la construction de modèles ayant la complexité désirée dans n ’importe quelle di­
mension, fournissant ainsi une bonne procédure pour tester et comparer des algorithmes 
de reconnaissance de formes.
Finalement, le chapitre 5, se basant sur une méthode de calcul de Phomologie persistante 
multidimensionnelle qui la réduit au calcul de la persistance monodimensionnelle pour 
une famille paramétrée de fonctions de mesure, tel que décrit dans la sous-section 1.3.2, 
montre que les diagrammes de persistance ainsi obtenus varient de façon continue le long 
d’une boucle dans l’espaces de paramètres, mais que ce faisant une monodromie non 
triviale peut être observée. Ces résultats ont aussi été publiés dans [22]. S’ils présentent 
un intérêt mathématique intrinsèque, ils ont aussi une incidence sur les applications, 
puisque cette propriété de monodromie devra être tenue en compte dans la définition de 
certaines distances entre signatures de formes.
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Chapitre 1
Préliminaires mathématiques
1.1 Homologie
Étant donné un espace topologique X , nous pouvons, suivant une certaine procédure, lui 
associer une famille de groupes (ou modules, espaces vectoriels) {Hq(X )} qez, appelés les 
groupes d ’homologie de X ,  dont les propriétés décrivent d’une certaine manière la struc­
ture de X ,  et en particulier, dont les rangs donnent le nombre de trous ç-dimensionnels 
de X .  Il existe un certain nombre de théories de Phomologie ; nous en décrirons quelques- 
unes que nous utiliserons au cours de cette dissertation.
1.1.1 Homologie simpliciale
Nous commencerons par construire une théorie de Phomologie sur les complexes simpli- 
ciaux, c’est-à-dire des collections de sous-ensembles de M.d dont le support est un polyèdre. 
Cette théorie sera utilisée de façon fréquente dans les applications algorithmiques en rai­
son de son caractère combinatoire.
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D éfinition 1.1.1 (Sim plexe) [56, §1] Soit {v0, . . .  ,vn} un ensemble, possiblement 
vide, de points géométriquement indépendants de Rd. Le n-simplexe a  engendré par 
v0, . .  - ,vn est défini comme l’ensemble de tous les points x  G Kd tels que
n  n
x = ^ 2  U vû °ù U >  OVz =  0 , . . . ,  n, ^ 2  U = 1.
i=0 i= 0
Nous définissons aussi une k-face (ou simplement une face) de a comme un fc-simplexe 
(k < n) t engendré par k + 1 points de {u0, . . .  ,vn}. L’ensemble vide est le simplexe 
engendré par un ensemble de sommets vide, et est une face de tout simplexe. Si k < n, 
nous appelons la face une face propre de a. Les Vi, i =  0 , . . . ,  n  sont appelés les sommets 
de a ; nous remarquons qu’il s’agit de 0-simplexes.
Définition 1.1.2 (Com plexe sim plicial) [56, §2] Un complexe simplicial K, dans Kd 
est une collection de simplexes de Kd tels que
1 . toute face d’un simplexe de K. est dans K, ;
2 . l’intersection de deux simplexes de K est une face de chacun d’entre eux.
Nous noterons par K  le support de K-, c’est-à-dire K  — \K\ =  UJC (le sous-ensemble de 
obtenu par union de tous.les simplexes de AC). Si £  est une sous-collection de AC qui 
contient toutes les faces de ses éléments, alors L  est en soi aussi un complexe simplicial, 
que nous appellerons un sous-complexe de AC.
Nous considérerons un simplexe orienté, c’est-à-dire un simplexe a  =  [i>0, ■ • •, un] dont les 
sommets sont munis d ’une orientation. Deux orientations d ’un simplexe sont désignées 
équivalentes si elles diffèrent par une permutation paire de ses sommets. Pour un simplexe 
de dimension supérieure ou égale à 1 , il existe deux orientations non équivalentes ; dans 
le cas où la dimension est 0 toutes les orientations sont équivalentes.
Définition 1.1.3 (Chaîne élém entaire) [56, §5] Soit KL un complexe simplicial et a  G 
K, un simplexe orienté. La chaîne élémentaire correspondant à a  est une fonction c : K, —» 
Z telle que c(a) = 1, c(cr') =  —1 si-cr' est l’orientation opposée à cr, et c(r) =  0 pour 
tout autre simplexe r  G KL. Pour la simplicité de la notation, le symbole <r dénotera non 
seulement un simplexe orienté mais aussi la chaîne élémentaire lui correspondant.
D éfinition 1.1.4 (Groupe de chaînes) Soit K  un complexe simplicial. Le groupe de 
q-chaînes sur Z, noté Cq(JC), est le groupe abélien libre engendré par les chaînes élémen­
taires des ç-simplexes de K. Si q < 0, Cq{KL) =  0 (le groupe vide).
D éfinition 1.1.5 (Opérateur de frontière) [56, §5] Définissons un homomorphisme
dq : Cq(KL) -+ Cq~i(KL) 
de telle sorte que dq = 0 pour q < 0 et, pour q > 1 et a  =  [î/0, . . .  ,vq],
Q 
i= 0
où Vi signifie l’effacement du sommet Vi de la liste. L’homomorphisme dq est appelé 
l’opérateur de frontière d ’ordre q. La dimension q pourra être omise s’il n’y a pas de 
confusion possible.
Définition 1.1.6 (Groupe d ’hom ologie) [56, §5] Le noyau de dq : Cq{1C) —>• Cq_i(lC) 
sera appelé le groupe de q-cycles et noté Zq()C). L’image de dq+i : Cq+i(JC) -* Cq(JC) sera 
appelée le groupe de q-frontières, noté Bq(fc). Il est aisément vérifiable que Bq(K.) est un 
sous-groupe de Zq(JC) (c’est-à-dire que dq o dq+i = 0). Nous définissons
Hq{K) = Zq{K.)/Bq{K),
que nous appelons le qe groupe d ’homologie de KL ou le groupe d’homologie d’ordre q de 
K. Ici aussi, si q < 0, Hq{K) =  0.
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Le rang du <f groupe d’homologie de K. nous donne de l’information sur le nombre de 
trous d ’ordre q dans K. (c’est-à-dire de composantes connexes pour q =  0 , de trous au 
sens ordinaire si q =  1, de cavités si q =  2 , etc.)
D éfinition 1.1.7 (Hom ologie réduite) [56, §7] Soit e : Co(IC) ->• Z Phomomorphisme 
surjectif défini comme e(v) =  1 pour chaque sommet v £ K,. L’application e est appelée 
en algèbre une application d’augmentation pour Cq(JC). Il est simple de vérifier que pour 
c G Ci(/C), e(d(c)) =  0, et donc im<9i C kere. Définissons le groupe d ’homologie réduit de 
K, en dimension 0, soit H0(IC), comme
Ho(fC) =  kere/im di.
Pour q > 0, nous définissons Hq(fC) =  Hq{K). On peut montrer que
H0()C) © Z =  H0(K),
et le rang de ce groupe nous donne le nombre de composantes connexes de K. moins 1 .
L’homologie simpliciale, bien que définie sur des complexes simpliciaux, peut en fait être 
définie sur des espaces triangulables (c’est-à-dire des espaces homéomorphes au support 
d’un complexe simplicial) et ne dépend pas de la triangulation utilisée.
Définition 1.1.8 (Application sim pliciale) [56, §2] Soient K. et C deux complexes, 
et g : V(/C) —*• V(£) une application, où V(-) désigne l’ensemble des sommets d ’un 
complexe. En supposant qu’à chaque fois que vo,. . .  ,v n G V(/C) engendrent un simplexe 
de K, g{vo), ■ ■ ■, g{vn) engendrent aussi un simplexe de £, nous pouvons montrer que 
g peut être complétée en une fonction continue /  : K  —» L. Cette fonction est appelée 
V application simpliciale induite par l’application sur les sommets g. Nous utiliserons aussi 
la notation « /  : K, —»■ £  est une application simpliciale » pour signifier que /  est une 
application continue de K  dans L  qui applique linéairement chaque simplexe de K. dans 
un simplexe de £.
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D éfinition 1.1.9 (A pplication de chaîne induite) [56, §12] Soit / : £ —»■£ une 
application simpliciale. Nous définirons un homomorphisme f #  : Cq{K) -* Cq{C) sur les 
g-simplexes orientés ainsi :
f  (\v v 1) =  {  ' • • ’ si ’ • ' ’ (v«) sont distincts>/ # U  o, • • • î q\)  ^  q  s i n o n
La famille des homomorphismes {/#}, un pour chaque dimension q, est appelée l’appli­
cation de chaîne induite par l ’application simpliciale f .
Théorèm e 1.1.10 (A pplication induite dans l’hom ologie) [56, lemme 12.1] L ’ho- 
momorphisme f # commute avec d, et donc pour tout q, f # induit un homomorphisme 
Hq( f)  : Hq(lC) —> Hq{C) entre les groupes d ’homologie de K. et C.
Faisant usage de subdivisions [56, ch. 2], nous pouvons étendre le concept d ’application 
induite dans l’homologie à des fonctions continues h : K  —> L. Nous en arrivons au 
théorème suivant :
Théorèm e 1.1.11 (Invariance topologique de l’hom ologie) [56, corollaire 18.2] Si 
h . K ^ L  est un homéomorphisme, alors Hq(h) : Hq(JC) —> H q(C) est un isomorphisme 
pour tout q. Ce résultat est aussi valide pour l ’homologie réduite.
Nous pouvons donc, étant donné un espace topologique triangulable K , définir H*(K) = 
{Hq(K )}q€z  comme pour une triangulation arbitraire /C de K.
Nous avons défini les groupes d’homologie simpliciaux sur les entiers Z ; or, dans les 
applications, il est parfois utile de les définir sur d’autres objets algébriques. Tel que 
présenté dans [56, §10], pour un groupe abélien G, nous pouvons définir une q-chaîne 
de K, à coefficients dans G comme une fonction c des ç-simplexes orientés de K. dans 
G qui prend une valeur non nulle sur au plus un nombre fini de simplexes, et telle que
c(cr') = —c(a)  si a  et a' sont deux orientations opposées d ’un même simplexe. Toute 
g-chaîne peut être écrite de façon unique comme une somme J29iai> °ù 9i°i désigne la 
chaîne élémentaire prenant la valeur g, G G sur le simplexe orienté cr*, la valeur —Qi sur 
lé simplexe orienté —<7*, et 0 sur tout autre simplexe. On conclut donc que les g-chaînes 
de /C à coefficients dans G forment un groupe abélien additif, noté Cq{K,\G), qui est en 
fait la somme directe de sous-groupes isomorphes à G (un pour chaque g-simplexe de K ) . 
L’opérateur de frontière dq : Cq{K,G ) —f Cq-\{KL\ G) est ensuite défini sur les chaînes 
élémentaires comme
dq(gcr) =  g{dqa)
où dqa  désigne la frontière définie précédemment. La définition de dq peut ensuite être 
étendue à tout Cq(JC; G) par linéarité, et de la même façon qu’il a été fait précédemment, 
nous pouvons définir les groupes d ’homologie à coefficients dans G, Hq(JC]G).
Dans les applications, nous utiliserons fréquemment G =  K un corps, et en fait G =  Z /p Z  
où p est un nombre premier. Dans ce cas, les groupes d’homologie Hq(lC] K) sont des 
espaces vectoriels sur K, isomorphes à et donc entièrement déterminés par leurs 
nombres de Betti f3q.
1.1.2 Homologie cubique
Il existe une théorie de l’homologie qui est directement définie sur des complexes cu­
biques, c’est-à-dire sur des collections de produits cartésiens d ’intervalles élémentaires. 
Les complexes cubiques sont d’une grande utilité dans plusieurs applications en raison 
de leur capacité à modéliser directement des grilles de pixels ou de voxels, et en raison de 
leurs propriétés intéressantes (par exemple, le produit cartésien de deux cubes est tou­
jours un cube, tandis que le produit cartésien de deux simplexes n’est pas nécessairement 
un simplexe). Nous décrirons brièvement cette théorie ici.
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Définition 1.1.12 (Cube élém entaire) [48, déf. 2.4] Un cube élémentaire est un pro­
duit cartésien fini d’intervalles élémentaires, soit
Q = h  x I2 x • • • x Id
où Ij = [k , k +  1] ou Ij = [k] =  {k}, k  e  Z, incluant l’ensemble vide. Nous définissons -la 
dimension de Q, soit dimQ, comme le nombre de composantes non dégénérées de Q.
D éfinition 1.1.13 (Com plexe cubique) [48, ch. 2] Soit X  un ensemble cubique, c’est- 
à-dire un ensemble pouvant être écrit comme une union finie de cubes élémentaires. Nous 
définissons les complexes cubiques
IC(X) =  {Q cube élémentaire | Q C X }
et
Kq{X) =  {Q e  K {X )  I dimQ =  q}.
Si A  Ç X  est aussi un ensemble cubique, alors IC(A) Ç K.{X) est appelé un sous-complexe 
cubique.
Nous utiliserons la notation K  et JCq pour désigner un complexe cubique quelconque et 
l’ensemble de ses cubes de dimension q. Comme dans le cas des simplexes, nous pouvons 
associer à Q G K,q une application c : K.q —¥ Z, appelée chaîne élémentaire, telle que 
c(Q) =  1 et c(P) =  0 pour P  ^  Q. Nous utiliserons la notation Q à la fois pour le cube 
élémentaire que pour sa chaîne élémentaire associée. Nous définissons de plus le groupe de 
q-chaînes sur Z, Cq{K), comme le groupe engendré par les chaînes élémentaires associées 
aux cubes de Kq.
Définissons maintenant l’opérateur de frontière sur Cq{fC).
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Définition 1.1.14 [48, déf. 2.21]Soient ci,c2 E Cq(JC), c\ — Y2Z=ia iQi’ c2 =  ILhLi PiQi- 
On définit le produit scalaire des chaînes Ci et c2 comme
m
(C1)C2) = x : ^ .
z—1
Définition 1.1.15 (Produit cubique) [48, déf. 2.23] Le produit cubique de deux chaî­
nes élémentaires P,Q  E Cq{K.) est la chaîne élémentaire associée au cube P  x Q. Nous 
pouvons généraliser cette définition à des chaînes arbitraires C\ E CP(K) et c2 € Çq(K) 
ainsi :
ci x c2 =  ^  (c1, P ) ( c 2, Q ) ( P  x  Q):
P&Cp{K),QcCqQC)
Définition 1.1.16 [48, déf. 2.31] L’opérateur de frontière cubique est un homomor­
phisme
dq : Cq(lC) ^  C g^/C ),
que nous définirons par récurrence sur la dimension d de l’espace sous-jacent. Si d =  1, 
alors Q = [l] E Cq{K) o u  Q = [1,1 +  1] € C\{K) pour un certain l E Z. On définit
/  0 s i Q =  [I],
[Z +  1] - [Z]  s i ( 2 =  [1,1 +  1] •
Si d >  1, alors soient I  =  h(Q )  (première composante de Q) et P  =  I2(Q) x • • • x Id(Q) 
(produit des autres composantes de Q). On définit alors
dqQ = dg- pI  x P  +  ( - l ) 9_î7  x dpP ,
où p =  dim P. Nous pouvons finalement définir dq sur tout Cq{K) par linéarité.
Ayant obtenu une suite {(C7 (^/C), ^3)}<ï=o,i1...î nous pouvons définir une théorie de l’homo- 
logie de manière similaire à celle qui a été définie pour les complexes simpliciaux.
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1.1.3 Homologie relative
Étant donné une paire (X , A )  où X  est un espace topologique et A  un sous-espace, nous 
pouvons définir leur homologie relative H *(X,A). Intuitivement, ceci peut être visualisé 
comme l’homologie de l’espace quotient X /A .
D éfin ition  1.1.17 (G roupe  de chaînes re la tiv es) [56, §9] Soient un complexe (sim­
plicial, cubique ou autre) AC, C un sous-complexe de AC, et Cq{K) et Cq(£) les groupes 
de ç-chaînes de AC et C. Nous appelons le groupe Cq(K,C) — Cq(IC)/Cq(C) le groupe 
de q-chdînes relatives de AC modulo L. h'opérateur de frontière relative dq : Cq(JC, C) —ï 
Cq-i{K ,C )  est défini comme
3i([c]) =  [dqc]
où [c] désigne la classe d ’équivalence d’une chaîne c 6  Cg(AC).
D éfin ition  1.1.18 (G roupes d ’hom ologie re la tifs) [56, §9] Nous définissons le grou­
pe de q-cycles relatifs de AC modulo C Zq{K,C) =  kerd9 et le groupe de q-frontières 
relatives de AC modulo C Bq{K,C) = im dq+i, un sous-groupe du précédent. Le qe groupe 
d ’homologie relatif de AC modulo C est défini comme Zq(K., C )/B q(JC, £).
1.2 Hom otopie
Nous sommes intéressés à obtenir des critères qui permettront, étant donné deux espaces 
topologiques X  et Y , de dire que leur homologie sera la même. La notion d ’homotopie 
sera utile dans ces circonstances. Dans cette section, /  désignera l’intervalle fermé [0,1].
D éfin ition  1.2.1 (H om otopie) [46, §0] Soient X , Y  deux espaces topologiques. Une 
homotopie est une famille d ’applications f t : X  —> Y , t e  / ,  telle que l’application
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associée H  : X  x  I  —> Y  donnée par H (x ,t)  = f t (x) est continue. Deux applications fo 
et f i  sont dites homotopes s’il existe une homotopie f t qui les relie ; nous notons cette 
relation /o — /i- Une déformation de rétraction forte de X  vers A  C X  est une homotopie 
H  reliant id x  à une rétraction r de X  dans A, c’est-à-dire une fonction r : X  —> X  telle 
que r(X )  =  A  et r\a =  id^,  ayant de plus la propriété que H (x ,t) =  x  pour tout x  E A  
et tout t G I. A  est alors appelé un rétract homotopique fort de X.
D éfin ition  1.2.2 (Équivalence hom otop ique) Une fonction /  : X  —> Y  est appelée 
une équivalence homotopique s’il existe une application g : Y  —» X  telle que g o f  =  id x  et 
fo g  =  id y ■ Nous disons alors que X  et Y  sont homotopiquement équivalents ou possèdent 
le même type d ’homotopie, noté X  =  Y. L’équivalence homotopique est une généralisation 
du concept de déformation de rétraction forte, puisque la rétraction r  : X  — A  est une 
équivalence homotopique avec l’inclusion j  : A ^  X .
Si /  : X  —> Y  amène le sous-espace X 0 de X  au sous-espace Y0 de Y, nous utiliserons la 
notation /  : (X, X0) —> (Y, Y0) entre paires d ’espaces pour représenter cette relation. Les 
deux paires (X, Xo) et (Y, Yo) sont dites homotopiquement équivalentes ou possédant le 
même type d ’homotopie s’il existe des applications /  : (X, X 0) -¥ (Y, Yo) et g : (Y, Yo) —> 
(X, X0) telles que g o f  =  id (x,x0) et /  ° 9 — id (y,y0)- Le type d ’homotopie [X, X0] de la 
paire (X, X0) est dit trivial s’il est le même que celui de ({æ}, {*}), où {x} est l’espace 
singleton.
T héorèm e 1.2.3 [46, cor. 2.11] Les homomorphismes Hq( f )  : Hq(X )  —> Hq(Y) induits 
par une équivalence homotopique /  : X  —> Y sont des isomorphismes pour tout q.
Ce théorème montre que deux espaces homotopiquement équivalents (par exemple, deux 
espaces dont l’un est un rétract homotopique fort de l’autre) ont la même homologie. 
C’est là une propriété qui sera fréquemment utilisée dans des preuves.
14
Considérons maintenant les homotopies de chemins dans X ,  c’est-à-dire les homotopies 
ft : I  X  dont les extrémités f t (0) =  x0 et / t (l) =  Xy sont indépendantes de t. 
Deux chemins f 0 et f i  sont dits homotopes, noté /o =  / i ,  si cette propriété est vérifiée. 
Nous pouvons montrer [46, prop. 1.2] que cette relation d ’homotopie est une relation 
d’équivalence. Nous nous restreindrons aux boucles dans X , c’est-à-dire aux chemins 
/  : I  —» X  tels que /(O) == / (  1) =  xo, où Xo est appelé le point de base.
Définition 1.2.4 (Groupe fondamental) [46, §1.1] L’ensemble des classes d ’équiva­
lence [/] de boucles /  : I  —> X  avec point de base x0, noté x0), est un groupe avec
opération [/] [g] =  [ / .  g] où / .  g signifie la composition de /  et de g, soit le chemin qui 
parcourt d’abord /  sur le domaine [0,1/2] puis g sur le domaine [1/2,1]. On l ’appelle le 
groupe fondamental de X  au point de base xq.
1.3 Persistance
1.3.1 Persistance ordinaire
Ayant accès, pour différents types d ’espaces, à une théorie de l’homologie grâce à la­
quelle nous pouvons décrire ses propriétés, nous désirons maintenant introduire le concept 
d’homologie persistante. Étant donné une famille d ’espaces imbriqués indexée par une 
variable, que nous pouvons interpréter comme le temps, la persistance décrit la durée de 
vie des propriétés topologiques le long de cette famille d’espaces.
D éfinition 1.3.1 (F iltra tio n ) Soit /  un ensemble totalement ordonné avec sa relation 
d’ordre <. Une filtration d’espaces topologiques est une collection d’espaces topologiques 
X u indexés par u € / ,  avec la propriété que u < v implique X u Ç X v, et que la topologie 
de X u est induite par celle de X v.
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Nous ne précisons pas ici la nature exacte des espaces X u. Selon l’application, ce pour­
raient être des espaces triangulables, ou les supports de complexes simpliciaux, ou des 
ensembles cubiques. Nous supposerons qu’il existe une façon de calculer leur homologie 
H*(Xu).
D éfinition 1.3.2 (Groupe d’hom ologie persistante) Soit X u une filtration d ’espa­
ces. Pour u < v, l’inclusion j^u,v  ^ : X u X v induit pour chaque q un homomorphisme 
Hq(j(u’v)) : Hg(X u) —»■ Hq(X v) entre les groupes d’homologie de X u et X v. L’image de 
cet homomorphisme, im Hq(j^u’v^), est appelée le qe groupe d ’homologie persistant de la 
filtration en {u,v).
Dans plusieurs applications, nous considérerons les groupes d ’homologie persistants cons­
truits sur un corps K, de telle sorte que ce soient des espaces vectoriels entièrement déter­
minés par leur dimension comme mentionné précédemment. De plus, nous supposerons 
que l’ensemble d ’indices I  =  M. Il existe plusieurs contextes qui vérifient cette hypothèse. 
Par exemple, si X  est un espace triangulable, et /  : X  —> R est une fonction continue, 
appelée fonction de mesure ou de filtration, la collection des sous-espaces
X u = { x e X \  f (x )  < u }
forme une filtration appelée la filtration de sous-niveau de X  par rapport à la fonction / .  
Et si K  est le support d ’un complexe simplicial 1C, et que p  : V(KL) —»■ M est une fonction 
définie sur les sommets de KL, nous pouvons définir une collection de sous-complexes
fCu = {cr € /C | <p(v) < u pour tous v sommets de <r}
appelée la filtration de sous-complexes de KL par rapport à la fonction q>. Si le support de 
KLU est noté K u, nous voyons que la collection des K u forme une filtration tel que nous 
l’avons définie précédemment.
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D éfin ition  1.3.3 (Invarian ts  de rang ) Supposant que les groupes d ’homologie per­
sistants im Hq(j(u,v)) ont été construits sur un corps K, nous appelons leur dimension le 
qe nombre de Betti persistant en (u,v). Soit maintenant
A + =  {(tt, v) G R x  R | u < u};
nous pouvons définir une fonction pq : A+ - 4 N U  {0 0 } qui identifie à (u, v) le qe nombre 
de Betti persistant en (u,v). Cette fonction est appelée le qe invariant de rang de la 
filtration ou la qe fonction des nombres de Betti persistants de la filtration. Selon [21], le 
fait que nous travaillons sur un espace triangulable implique que les invariants de rang 
sont finis, donc que nous ne pouvons avoir pq(u, v ) =  0 0 .
Nous pouvons représenter de façon simple et combinatoire un invariant de rang par 
son diagramme de persistance. Ce diagramme est un multi-ensemble, c’est-à-dire une 
généralisation d’un ensemble dans lequel chaque élément peut être présent plus d ’une 
fois, de paires (u,v) G A* où A* correspond à A + auquel on ajoute des points de la forme 
(u,oo), de sorte que u représente la naissance (en termes de valeurs de la fonction de 
mesure) d’une propriété topologique, et v sa mort. Si v = 0 0 , nous sommes en présence 
d’une propriété qui ne meurt jamais, et est donc inhérente à l’espace sous étude. La 
distance qui sépare (u,v) G A* de la diagonale A =  {(u , v) G M x  M | u = v} correspond 
d’une certaine manière à la durée de vie d’une propriété topologique, et donc à son 
importance.
Dans le cas général, le diagramme de persistance représente son invariant de rang corres­
pondant modulo un sous-ensemble de mesure zéro ; cependant, dans le cas particulier de 
fonctions de mesure continues définies sur des variétés compactes, que nous considérons 
dans les applications, la correspondance est exacte.
D éfin ition  1.3.4 (M ultip lic ité ) Soit p un invariant de rang. La multiplicité p-(u,v) de
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(u, v) € A+ est le nombre fini et non négatif donné par
min p(u + e, v — e) — p(u — e, v — e) — p(u +  e,v +  e) 4- p(u — e, v  +  e).
€>0 
u + e < v —e
Additionnellement, la multiplicité p,(u, oo) de (u, oo) G A* \  A+ est le nombre fini et non 
négatif donné par
min p(u +  e, v) — p(u — e, v).
€>0,u+e<v
Si p = (u , v) € A* a une multiplicité positive, nous l’appelons un point du diagramme 
de persistance (cornerpoint) de p. Si v ^  oo, il s’agit d ’un point propre ; si v = oo, d ’un 
point à l ’infini.
Définition 1.3.5 (Diagramm e de persistance) Le diagramme de persistance de p, 
noté Dgm(p) ou, dans le cas d’un invariant de rang pour une filtration de sous-niveau 
relié à la fonction de mesure / ,  Dgin(/), est le multi-ensemble de tous les points p E A* 
tels que p(p) > 0 , comptés un nombre de fois correspondant à leur multiplicité, union le 
singleton {A} compté une infinité de fois.
L’utilité des diagrammes de persistance est qu’ils constituent des signatures de formes 
qu’il est possible sans trop de complication d ’étudier de façon automatisée. Pour cette 
raison, il nous faut avoir accès à une distance entre eux, qui puisse d’une certaine manière 
évaluer le degré de similitude entre les formes auxquelles ces diagrammes correspondent.
Définition 1.3.6 (D istance d ’appariem ent) Soient Dgmx, Dgm2 deux diagrammes 
de persistance. La distance d’appariement d(Dgmj,  Dgm2) (matching distance, bottleneck 
distance) entre eux est définie comme
d(Dgm1,Dgm2) =  min max 5{p,a(p)),a peDgmj
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où a est pris parmi toutes les bijections entre les points de Dgnq et de Dgm2 et où 
ô((u,v) ,(u',v')) = min |m a x { |u  — u'\, \v — i/|}  ,max "° 2 ^  } }  ’
<5 ((u, u ) , A ) = 6 (A, (u, v)) = ^ ,  ô (A, A) =  0
où (u , v ) , (u ', v ') e  A*. Nous utilisons la convention que oo — u =  u — oo =  o o s i u ^  oo, 
oo — oo =  0 , oo/ 2  =  oo, |oo| =  oo, min{c, oo} =  c et max{c, oo} = oo.
La distance d’appariement représente le coût minimal pour déplacer tous les points de 
Dgrcq sur ceux de Dgm2, en gardant en tête le fait que si pour p =  (u, v), u  est près de 
v, il peut être moins coûteux de déplacer p  sur la diagonale A. Ceci représente la notion 
d ’appliquer une perturbation à la fonction de mesure /  qui fait disparaître une propriété 
topologique peu proéminente dans la filtration de sous-niveau, correspondant peut-être 
à du bruit numérique ou à une erreur d’échantillonnage.
Finalement, la distance d ’appariement entre des invariants de rang définis pour des filtra­
tions de sous-niveau présente des propriétés de stabilité intéressantes, que nous voudrons 
étendre aux filtrations de complexes de sous-niveau au cours du chapitre 3.
Théorèm e 1.3.7 (Stabilité) Soient f , g  : X ’ M. deux fonctions de mesure continues. 
La propriété suivante est vraie :
. d (Dgm(f ), Dgm(g)) < \\f -  plU
où || • || désigne la norme supremum sur les fonctions continues.
1.3.2 Persistance multidimensionnelle
La notion de filtration requiert un ensemble totalement ordonné selon plusieurs auteurs, 
et c’est là là définition que nous en avons donnée, mais il en existe une généralisation
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qui ne demande qu’un ensemble partiellement ordonné. En effet, pour I  un ensemble 
totalement ordonné, l’ensemble I k, k > 2 , est un ensemble partiellement ordonné avec 
la relation d ’ordre ■< où, pour u = (ui,U 2 , ■ ■., u^) ; v =  (tq,U2, . . . ,  n*,), u v  signifie 
que Ui < Vi pour tous i = 1 , 2 Dans ces conditions, une k-filtration d ’espaces 
topologiques est une collection X u, u G I k, d ’espaces, tels que u < v  implique X u Ç X v, 
et que la topologie de X u est induite par celle de X v. Le terme multifiltration est aussi 
utilisé. Les groupes d ’homologie persistants k-dimensionnels sont définis de façon similaire 
à ce qui a été fait dans le cas monodimensionnel. Si nous supposons que I  = K, nous 
pouvons considérer des fonctions de mesure à valeur dans et considérer les ensembles 
ou les complexes de sous-niveau par rapport à l’ordre partiel de Rfc, ce qui permet de 
définir les invariants de rang k-dimensionnels qui prennent comme domaine
A + = { ( u ,v ) e m k x R k \ u ^ v }
où u ~< v signifie que Ui < Vi pour tous i = 1 ,2 ,...  ,k . Le chapitre 3 utilisera la notation 
A+ pour cet ensemble.
Dans le cas d’une filtration de sous-niveau pour une fonction de mesure continue /  : X  —> 
Rfc, l’information contenue dans les invariants de rang fc-dimensionnels équivaut à celle 
contenue dans les invariants de rang monodimensionnels pour une famille paramétrée de 
fonctions {/(fg)} où
t  / x - ,  (  f i (x ) -  h
J(ïb)\x J =  m!n ‘î ' oiax 1' — l ^ “ y i.
pour tous x  G X ,  où (l, b) varie dans l’ensemble de paires admissibles
Admfe =  (l , b) G R k x \/ih > o,^2k = 1,^2^ = o \ .
i i J
Les détails sont présentés dans [11]. Intuitivement, chaque paire (l,b) G Adm*, correspond 
à une droite de Rfc, soit dont chaque point u est donné par u =  ri + b avec r G l .  
La filtration de sous-niveau {Au}u€r __ (par l’ordre partiel ■<) correspond à la filtration
J ( l tb)
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de sous-niveau engendrée par / ^ .  Notons que la notation utilisée pour la fonction 
n ’a pas encore été uniformisée et varie selon les articles qui composent les chapitres de 
cette thèse. Dans tous les cas elle devrait cependant être claire.
Puisque, pour tout (l , b) E Adm*,, les invariants de rang pour la fonction possèdent 
un diagramme de persistance, nous pouvons définir le diagram m e de p ers is ta n c e  m u lti-  
d im en sio n n el  d’un invariant de rang de /  comme la famille paramétrée des diagrammes 
de persistance monodimensionnels. Ceci permet de définir une distan ce d ’a p p a r iem en t  
m u ltid im en sio n n e lle  comme le supremum sur Adm*, de la distance d ’appariement entre 
ces diagrammes de persistance monodimensionnels. Le chapitre 5 présentera quelques 
questions qui ont surgi concernant la définition de cette distance.
1.4 R evêtem ents
Nous donnerons ici la définition d ’un revê tem en t. Ce concept topologique sera utilisé au 
cours du chapitre 5.
Définition 1.4.1 [46, §1.3J Soit X  un espace topologique. Un revêtement de X  est un 
espace X  muni d’une application de p ro jec tio n  tt : X  —)■ X  qui satisfait la condition 
suivante : il existe un recouvrement ouvert {Ua} de X  tel que pour chaque a, iï~~l(Ua) 
est une union disjointe d’ouverts de AT, la restriction de t t  à chacun de ces ouverts étant 
un homéomorphisme dans Ua.
Pour chaque x  E X ,  7r” l(æ) est un sous-ensemble discret de X , que nous appelons la fib re  
de X  au -dessu s de x .
À une boucle 7  : [0,1] —> X  avec point de base x, correspond un chemin 7  : [0,1] —» X  
qui débute au point x  E 7r_1(x), de telle sorte que 7  =  t t  o 7 . Nous noterons 7  • x
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le point 7 (1), qui est en général différent de x. De cette façon nous-construisons une 
action de groupe du groupe fondamental x ) sur la fibre appelée V a c tio n  de
m onodrom ie.  Nous appellerons m onodrom ie  l’homomorphisme qui y est associé, et qui à 
une classe d’équivalence de boucle avec point de base x , soit [7] e  tci( X , x ),  associe un 
automorphisme de la fibre 7r_ 1 ( æ ) .
1.5 Théorie de Morse
La théorie de Morse étudie les liens qui existent entre la forme d ’un espace et les propriétés 
des fonctions définies sur cet espace, et en particulier, le nombre et le type de points 
critiques de ces fonctions. Elle requiert cependant des hypothèses de régularité assez fortes 
sur les fonctions étudiées. Il existe néanmoins des résultats qui permettent d ’approximer 
un grand nombre de fonctions par des fonctions vérifiant les hypothèses de la théorie de 
Morse. ‘
Nous utiliserons la propriété que dans un voisinage de chaque point p0 d ’une variété lisse 
(de classe C°°), il est possible de définir un système de coordonnées locales (xi, x2, ■ ■ ■ , x m).
Définition 1.5.1 [51, déf. 2.10] Soit M  une m -variété sans bord et /  : M  —» M une 
fonction lisse définie sur M. (Plus généralement, nous pouvons aussi prendre /  de classe
C2.) On dit de po € M  qu’il s’agit d’un point critique de M  si
g t e ) - o ,  ^ ) =  o , . . , £ (m) = o
par rapport à un système de coordonnées locales (xi,X 2 , - ■ ■ , x m) dans un voisinage de 
Po- Cette définition ne dépend pas du choix de système de coordonnées locales. Si po est
un point critique de / ,  alors c =  /(po) est une valeur critique  de / . .
D éfinition 1.5.2 [51, déf. 2.11, 2.13] Soit p0 un point critique de / .  La matrice hes-
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sienne de /  en p0 est la matrice symétrique
ô2/
dxidxj  j
Si det Hf(po) 0, on dit de po qu’il s’agit d ’un point critique non dégénéré. Sinon, on 
dit qu’il est dégénéré. Cette propriété ne dépend pas du choix de système de coordonnées 
locales.
Définition 1.5.3 [51, déf. 2.15] Une fonction /  : M  —> E  est dite fonction de Morse si 
tout point critique de /  est non dégénéré.
Théorème 1.5.4 [51, th. 2.16] Soitpo un point critique non dégénéré de f .  Il existe un 
système de coordonnées locales (X\,- ■ ■ ,X m) à proximité de po tel que f  peut s ’écrire 
sous la forme standard suivante en fonction de ce système :
f = - x 21- x i - . . - - x l  + xl+1 + --- + x l  + c.
L ’origine de ce système correspond à p0, et c = f(po). Le nombre À est appelé /indice de 
Morse du point critique non dégénéré po- Il est aussi égal au nombre de valeurs propres 
négatives de Hf(p0).
Un indice de Morse égal à 0 indiqué que p0 est un minimum local de / ,  tandis que si 
A =  m, po est un maximum local de / .  0 < À < m  correspond à différents types de cols.
Bien évidemment, toute fonction n ’est pas une fonction de Morse. Cependant, nous avons 
le théorème suivant sur l’existence de ces fonctions :
Théorèm e 1.5.5 Soit M  une m-.variété compacte sans bord et g : M  -+M. lisse. Il existe 
une fonction de Morse /  : M  —> E  arbitrairement proche de g.
Cependant, il existe des cas où choisir une fonction de Morse proche de la fonction g à 
étudier cause une perte d’information sur les criticalités de g.
E xem ple 1.5.6 Soit
g  : M2 ->• K
(x,y) ^  (x2 + y2 -  4)2.
Cette fonction possède un maximum relatif à l’origine et un minimum absolu dégénéré 
le long de sa courbe de niveau à valeur 0, soit le cercle de rayon 2 centré à l’origine. Il 
n ’existe pas de fonction de Morse qui préserve la topologie de cette courbe critique. Par 
exemple, pour e > 0 petit, la fonction de Morse
/  : E 2 -> E
(x, y) h-» (x2 + y2 -  4)2 +  e(x + y)
admet des minima non dégénérés à proximité de ( \ /2 , \ / 2 ) et ( — \ / 2 , — a/ 2)  et un maximum 
à proximité de l’origine.
L’étude des singularités dégénérées de fonctions nécessite donc de faire appel à d’autres 
théories.
\
1.6 Indice de Conley et blocs isolants
La théorie de l’indice de Conley et des blocs isolants a été développée pour faciliter 
l’étude d’ensembles invariants de systèmes dynamiques. Elle nous assure que si un certain 
nombre d’hypothèses sur un ensemble N  sont satisfaites, on peut conclure l’existence d ’un 
ensemble invariant stable sous certaines déformations à l’intérieur de N.
Définition 1.6.1 [6] Soit X  un espace métrique compact. Pour chaque x E X ,  nous 
noterons J(x) = (t~(x),t+(x)) un intervalle ouvert de IR tel que 0 E J(x), et le domaine
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fi = Ux&x J (x )  x {%}■ Un flot sur X  est une fonction continue <j> : fi —> X  telle que fi est 
ouvert dans M x X ,  et
<^ (0, x) =  x, x E X
et pour tout x E X ,  x  E J(x)  et t E J(4>(s,x•)), s + 1 appartient à J(x)  et
(f>(s + t ,  x) =  0 (f, 0 (s, x)).
Si, pour tout x E X ,  J(x) = M, (j) es  ^ appelé un flot global. Nous noterons (f)(x) =  
{f>(J(x),x), 4>+{x) =  0([O, t+(x)),x)  et 4>~{x) =  4>{{t~(x), 0], x) la trajectoire, la semi- 
trajectoire positive et la semi-trajectoire négative de x. Pour x  G S  C X ,  nous noterons 
aussi par 4>{x,S) la composante de (j)(x) n  S  qui contient x. Si Uies^(U(rr), x) =  S, on 
dit que S  est invariant, ou si S  = {æ}, que x  est un point fixe. Pour N  C X ,  Inv (N)  
désigne le plus grand ensemble invariant inclus dans l’intérieur de IV. Si S  est un ensemble 
invariant et qu’il existe N  tel que S  =  Inv(iV), on dit que S  est un ensemble invariant 
isolé.
R em arque  1.6.2 Soit X  C borné et /  : X  —> M une fonction de classe C 2. Les 
points critiques de /  sont des points fixes du flot de l’équation différentielle
x — V f{x ) .
De plus, ce flot ne possède pas de points périodiques, c’est-à-dire de points x E X  tels 
que, pour un certain T  ^  0, <p(T, x) =  x.
Pour un ensemble invariant isolé S  d ’un flot (j), nous pouvons définir un bloc isolant. 
Commençons par la définition suivante.
D éfinition 1.6.3 [53, déf. 3.4] Soit S  un ensemble invariant isolé. Une paire d ’ensembles 
compacts (N, L) pour laquelle L G N  es t  appelée une paire p o u r  indices  pour S  si
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(a) S  — Inv \JN\LJ et N \ L  est un voisinage de S',
(b) L  e s t positivement invariant d a n s  N,  c ’e s t-à -d ire  q u e  p o u r  to u t  x E L, si 0([O, t],x) C  
N ,  a lo rs  0([O , t\,x)  C  L,
(c) L  est un ensemble de sortie pour N ,  c’est-à-dire que pour x  6  N  et t\ > 0 tels que 
<p(h, x) £  N,  alors il existe t0 E [0, ti] pour lequel 0  ([0, to]) C N  et <fi(t0, x) E L.
T héorèm e 1.6.4 [53, th. 3.5] Tout ensemble invariant isolé admet une paire pour in­
dices.
Soit E C  X  et 5 > 0, et définissons l’application
(fis : (-5 ,5 ) x E -»• X
(t, x)  t-)- (fi{t, x)
c’est-à-dire le flot restreint à (—5,5) x E. Si (fis est un homéomorphisme sur son image, 
alors </>((—ô, 5), H) est appelé un collet de E. Si l’image de (fis est ouverte, E est appelé 
une section locale. Supposons que B G X  est compact et que E* sont deux sections 
locales dont les. fermetures sont disjointes, et prenons 5 > 0 tel que (fi ((—5, ô), E+) et 
(fi ((—5,5), E - ) soient des collets disjoints.
D éfin ition  1.6.5 [45, déf. 2.1] Nous appelons B  un bloc isolant si
(a) (Ëî \E ±) n B  =  0 ,
(b) (fi ( ( -5 ,  <5), E+) n  B  =  (fi ([0, <5), E+ n B ) ,
(c) 0 ( ( - 5 , J ) JE - ) n B  =  0 ( ( - 5 , O ] , E - n B ) ,
(d) pour tout x E d B \ ( E+ U E"), il existe deux réels e\ < 0 < tels que
(fi(ei,x) E E+, (fi(t2, x )  E E- , (fi([e1,e2\) C dB .
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Un bloc isolant est un cas particulier d ’un voisinage isolant (compact) d ’un ensemble 
invariant S. Les blocs isolants montrent plusieurs propriétés intéressantes en raison du lien 
qu’ils ont avec la structure du flot. Nous terminerons cette digression avec un théorème 
de Wazewski. Soit S  un ensemble invariant isolé et (N, L) une paire pour indices pour S. 
L’homologie relative de cette paire H *(N,L ) est appelée l'indice de Conley homologique, 
notée CH*(S).
T héorèm e 1.6.6 [53, th. 3.12J Soit N  un voisinage isolant et supposons que
C H ^ ln v N )  £ 0 .
Alors Inv N  est non vide.
Ce théorème, qui permet de démontrer l’existence d ’un ensemble invariant, sera utilisé 
au cours du chapitre 2 pour justifier les algorithmes de détection de régions critiques qui 
y sont développés.
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Chapitre 2
Détection de régions critiques dans des 
ensembles de données 
multidimensionnels
L’article « Detecting critical regions in multidimensional data sets », de Madjid Allili, 
David Corriveau, Sara Derivière, Marc Ethier et Tomasz Kaczynski, est paru en 2011 
dans la revue Computers and Mathematics with Applications. Il présente une méthode, 
valide pour des ensembles cubiques X  de dimension arbitraire, qui permet d ’identifier 
et de classifier des régions critiques (soient des maxima, minima et cols) d ’une fonction 
/  : X  —>■ R. L’identification de criticalités est une étape importante dans l’analyse de 
données. Par exemple, pour des données bidimensionnelles, comme des données topogra­
phiques, elles peuvent être classifiées comme sommets, vallées et cols de montagne, ce 
qui permet ensuite de déterminer les relations entre elles et de tracer des informations 
pertinentes comme les crêtes et les courbes de niveau. Dans le cas des données de dimen­
sion plus élevée, l’interprétation géométrique est plus difficile, mais aussi importante, et
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passe fréquemment par la construction des ensembles de niveau /  =  c, et en particulier 
d’ensembles de niveau critiques.
La théorie de Morse dont nous avons parlé dans la section 1.5 est l’outil classique pour 
l’identification de criticalités, mais elle requiert des hypothèses de régularité fortes qui 
ne semblent pas appropriées pour toutes les applications. Une de ces hypothèses est 
l’isolation des points critiques, ce qui n’est pas vérifié, par exemple, dans le cas de la 
crête d ’altitude constante d’un volcan. Certaines applications de la théorie de Morse à des 
problèmes d’imagerie simulent la régularité de la fonction étudiée en l ’approximant par 
une fonction de Morse. Or, pour certains problèmes, cette simulation n ’est pas désirable.
Puisque nous travaillons avec des données multidimensionnelles, nous devons être pru­
dents de ne pas appliquer naïvement des notions de géométrie planaire qui pourraient ne 
plus être valides. Par exemple, si le nombre de composantes connexes des voisinages de 
super-niveau et de sous-niveau d ’un point permettent de classifier ce point comme régulier 
ou critique, et d ’identifier le type de criticalité, dans le cas de fonctions de deux variables, 
comme dans l’algorithme introduit en [4], ce n ’est plus vrai pour des fonctions de trois 
variables ou plus. Il faut donc utiliser des invariants topologiques tels que le type d’ho- 
motopie, les groupes d ’homotopie, ou les groupes d’homologie. De ces invariants, il existe 
un grand nombre de librairies d’outils informatiques permettant le calcul des groupes 
d’homologie, tandis que le calcul des invariants homotopiques est problématique. C’est 
pourquoi notre méthode est inspirée du concept d’indice de Conley homologique pré­
senté dans la section 1.6. Nous pouvons en effet identifier des régions critiques comme 
des ensembles invariants d’un flot gradient.
Nous travaillerons sur des données qui prennent la forme de fonctions définies sur les cubes 
de dimension maximale d ’un complexe cubique JC. En pratique, les données étudiées en 
imagerie prennent fréquemment la forme de grilles régulières obtenues par échantillonnage 
à intervalles réguliers d ’espace et de temps, ce qui justifie ce contexte. L’avantage de grilles
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régulières est qu’elles requièrent moins d’espace de stockage que des grilles irrégulières, 
puisqu’il n ’est pas nécessaire de conserver l’information de connectivité.
La contribution des différents auteurs à cet article fut la suivante. Des algorithmes pour 
détecter des régions critiques d’ensembles de données cubiques avaient été développés 
dans [4] par quatre des auteurs du présent article, mais uniquement dans le cas d’en­
sembles de données bidimensionnels. L’idée'de montrer les relations entre les régions 
critiques d ’une fonction par le biais du graphe de connexions de M o rse  provient de pré­
cédents travaux d’Allili et Corriveau tels que [28]. Les algorithmes de détection et classi­
fication développés dans le présent article ont été suggérés par Kaczynski et Allili, puis 
développés et implantés par moi. J ’ai aussi produit des exemples et des cas de tests 
numériques pour vérifier les algorithmes et leur implantation.
Voici quelques corrections et précisions que les membres du jury de ma thèse ou moi 
désirons apporter à cet article :
• page 35, ligne -7 : nos données prennent la forme de fonctions scalaires définies sur 
les cubes de dimension maximale d ’une décomposition hypercubique de l’espace, 
pas sur ses sommets ;
•  page 37, ligne -8  : la signification de deux cols topologiquement différents pour une 
fonction de Morse est la suivante. Supposons que p est un col pour la fonction 
/  : X  —> Md, de valeur f ( p ) =  m, et q, un col pour la fonction g : Y  —> Md, de 
valeur g(q) =  n, et N(p), N(q ) des voisinages troués suffisamment petits de ces 
points. Supposons que e > 0 est tel que Xm_em+e =  / -1([m — e,m  +  e]) H N (p ) 
ne contient pas de point critique de / ,  et que Fn_£in+£ =  — e, n +  e]) fl N(q)
ne contient pas de point critique de g. Si -X"m_£im+£ est difféomorphe à Yn- £tTl+e, 
ces deux points critiques sont dits topologiquement similaires, et sinon, ils sont dits 
topologiquement différents ;
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•  page 38, ligne 1 : il n’est pas formellement vrai que N z est l’intersection des adhé­
rences de Np et Nn, ni qu’il s’agit d ’un ensemble de niveau, puisque le point critique 
p 0 N z. Il s’agissait ici d’une remarque plus informelle ;
• page 55, remarque 2.3.15 : la condition que H*(N, Lp) soit trivial est plus faible que 
celle que le type d’homotopie relatif [N , Lp] soit trivial, puisque l’homologie relative 
peut être triviale alors que l’homotopie relative ne l’est pas. Donc, à l’inverse, la 
condition que [N, Lp] soit non trivial est formellement plus faible que celle que 
H*(N, Lp) 7  ^ 0. Nous avons cependant décrit cette condition comme « plus forte » 
puisqu’il est commun de considérer les conditions sur l’homotopie comme plus fortes 
que celles sur l’homologie. Quant à la condition que N  peut être déformé sur Lp par 
une suite d ’écrasements élémentaires, elle est un sous-cas de « [N, Lp] est trivial », 
et fournit une méthode algorithmique de prouver sa validité.
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Detecting Critical Regions in Multidimensional Data Sets
Madjid Allili, David Corriveau, Sara Derivière1,
Marc Ethier, Tomasz Kaczynski2
A bstract
We propose a new approach, based on the Conley index theory, for the detection 
and classification of critical regions in multidimensional data sets. The use of 
homology groups makes this method consistent and successful in all dimensions 
and allows to generalize visual classification techniques based solely on the notion 
of connectedness which may fail in higher dimensions.
2.1 Introduction
In the geometric study of scalar functions /  : X  -> 1  on a multidimensional data set X ,  
the goal is to extract features that enhance our understanding of the measured data and 
allow us to represent the data in a structure that is easy to manipulate for subsequent 
processing. In the case of a two-dimensional data set X ,  f  can be geometrically inter­
preted as a height field. The features of interest are critical points of / ,  that is, the points 
where the gradient V /  is null. They are interpreted as peaks, pits, or mountain passes, 
also called saddles. Once the critical points are extracted, different techniques are used 
to analyze relationships between them and to trace structures such as ridge and ravine 
lines, and isolines. In the case of data of higher dimensions, the geometric interpretation 
of critical points is more complex but those points play an equally important role in
*at the time of writing this paper supported by the Tomlinson Visiting Scholarship of Bishop’s 
University
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further investigation, such as the construction of the level sets given by /  =  c. These 
level sets are interpreted as isolines in dimension 2, isosurfaces in dimension 3, and so 
on.
The mathematical tool commonly used to detect and classify critical points is the Morse 
theory [51], [15, Chapter 7[. This theory relies on very strong smoothness and non­
degeneracy assumptions, described in Section 2.2, which appear not to be realistic in 
discrete models. One of these non-degeneracy assumptions is that critical points are 
isolated and have distinct critical values. This assumption fails when considering, for 
example, a height field of a terrain with water surfaces as minimum plateaus, sandbars 
near a seashore which may become saddle isolines at low tide, and ridges of volcano 
craters as maximum closed isolines.
In [4], we have introduced the notion of critical regions in the case of a height field for 
a 2-dimensional square lattice. In that case, the detection and classification of a critical 
region C can be done by studying the number of connected components of its upper 
and lower wraps, wrap (C) and w rapjC). These are, roughly speaking, the subsets of 
their immediate neighborhoods where the values of the function are respectively greater 
and smaller than f(C). Our approach is to some extent influenced by a classification of 
critical regions for continuous but not necessarily smooth functions in M3 given by Weber 
et al. [63].
Many applications of the classical Morse theory to imaging science require that the model 
function be smooth and generic. The smoothness may be simulated on discrete data via 
an interpolation by a generic- function. Among most systematic studies of that kind one 
could point the work of Edelsbrunner et al. [37, 36]. This approach is natural in many 
geometric modeling problems but there are other types of applications where the simu­
lation of smoothness and non-degeneracy is not desirable. One, addressed by Arnold [7], 
arises in the study of a parameterized family of equilibrium states. A small perturbation
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can remove a degeneracy at one parameter value but it would create a new one at another 
value. Another arises in singularity theory [52], [8] where critical regions of polynomial 
functions of several variables are extensively studied under the name of singular curves 
and surfaces. The Whitney-Cayley umbrella [8] given by
x2 — y2z  = 0
is a simple classical example of an algebraic level surface in M3 self-intersecting a t a 
singular curve (the z-axis). Any level set g(x) =  c, where x G can be turned into a 
critical, region of
f (x )  = (g{x) -  c)2h(x).
Thus one can easily construct critical regions with a non-trivial topology such as a circle 
or a wedge of several circles. Such sets arise for example in the study of Milnor fibers [47] 
of complex, functions.
In computational geometry, there are well-developed methods for construction of non­
singular level surfaces /  =  c. However, the mesh generation algorithms break down near 
the singular zone V /  =  0. Particular attention is required for critical regions of saddle 
type, because these are the curves where the level surface self-intersects. In singular zones, 
one has to investigate the local topology nearly on a pixel level, in order to determine 
how to locally complete the construction of the studied surface so as to preserve its global 
properties.
Since we now work on multidimensional data, we have to be cautious about carrying 
over intuitions from planar geometry to higher dimensions. For instance, the number of 
connected components of sublevel and superlevel sets which is significant in the study of 
functions of two real variables may no longer be sufficient to describe changes in topology, 
as the level value c changes, in the case of functions of three or more variables. One has 
to take into account such topological invariants as homotopy type, homotopy groups, or
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homology groups. We focus on homology descriptors, because there is a vast library of 
convenient programs computing homology such as [1], while the homotopy type is not 
constructive, and the computability of homotopy groups is problematic.
The paper is organized as follows. In Section 2.2, we recall the basic terminology concern­
ing the Morse and Conley indices and we give examples motivating the use of homology 
descriptors.
In Section 2.3, we propose a method for detecting and classifying critical regions of 
discrete functions inspired by the Conley index theory. This theory is a generalization of 
the Morse theory in the following sense: the Morse index discussed in Section 2.2  classifies 
the geometric nature of isolated critical points of a smooth non-degenerate function / .  
The gradient field V /  of that function generates a flow whose equilibrium points are 
the critical points of / .  The Conley index applies not only to gradient flows but to 
arbitrary continuous flows as well as to discrete dynamical systems, and it classifies not 
only equilibrium points but also isolated invariant sets. In particular, a critical region can 
be presented as an isolated invariant set and its Conley index is a natural substitute of 
the Morse index. We give algorithmic definitions of regular and critical regions inspired 
by the Conley index theory for functions defined on a unit-size cubical grid in Rd. This 
choice is well justified in practice, because many applications in 3D imaging science 
produce regularly gridded data by sampling scalar fields at uniform intervals of time 
and space. This data is given in the form of scalar functions defined on the vertices 
of a hypercubic decomposition of space. Regularly gridded data does not require an 
explicit storage of cell adjacency information, which would be necessary if we wanted 
to subdivide each cube into tetrahedral grids. Thus it results in lower complexity and 
lower storage requirements. Note that irregularly gridded data is typically organized 
into tetrahedral cells using techniques such as the ones based on Voronoi diagrams and 
Delaunay triangulations [15]. Our method is valid in all dimensions. It requires verifying
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whether or not relative homology groups of certain sets are trivial. In our case, the 
verification is implemented at a low cost, since it reduces to so-called elementary collapses, 
see [48, Sec. 2.4].
The first connectivity-based 2D version of our critical component detection algorithm 
was presented in [4] where experimentations on 2D data were shown. The present paper, 
besides the generalization to arbitrary dimensions, brings significant improvements to 
that first work. A program based on our algorithm is now functional in 3D. The com­
munication [5] contains a summary of the method developed systematically here and the 
first experimentations on 3D image files. At the end of Section 2.3, we present examples 
of further experimentations.
In Section 2.4, we derive conclusions related to the concept of the Morse Connections 
Graph (MCG) introduced in [28]. This is a graph whose nodes are critical components 
and whose edges display the existence of trajectories connecting them. A new algorithm 
building MCG for planar images and its implementation are presented in [4], The method 
is based on the construction of two multivalued maps T+ and T - ,  defined on a set of 
pixels whose values are subsets of neighboring pixels. The iterations of T+ and J\_ 
imitate instantaneous movements of a point along a trajectory of a flow. There are some 
works somewhat similar in spirit to our approach, e.g. Edelsbrunner [33] or Boczko et 
al. [14] on polygonal flows. The second work is motivated by applications to dynamical 
systems rather than imaging. Both are based on building adapted triangulations, while 
we are using a previously mentioned fixed cubical grid. In this paper, we reinforce the 
MCG algorithm of [4], by presenting its improved and simplified formulation, extended 
to arbitrary dimensions.
In Section 2.5, we discuss some open questions and prospects for future applications to 
construction of isosurfaces. Among open questions, the most important one is related to 
the dependence of our discretization method, as well as any discretization method, on
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the choice of scaling of the domain and thresholding of the range of a model function. 
This is a difficult issue and we believe that the most appropriate way to deal with it is 
via the multidimensional persistence theory [19, 21].
2.2 M otivating exam ples from the Morse and Conley  
theories
Let M  be a smooth manifold and f  : M  -¥ E a  function of class C2. At this point we do 
not assume that M  is compact, so we may consider M  =  Kd. A point p G M  is critical if 
the gradient V /  vanishes at p  and it is called regular otherwise. The function /  is called 
a Morse function if all of its critical points p are non-degenerate. This condition implies 
in particular that p  is an isolated critical point.
Given a Morse function / ,  the index of any critical point p, denoted by A(p), is the 
number of negative eigenvalues of the Hessian Hf(p). If A(p) — 0, p is a local minimum 
and if A(p) =  d, it is a local maximum. The values 0 < X(p) < d characterize saddles 
which may topologically differ from each other when d > 3.
Consider a function whose critical points are still isolated but possibly degenerate. Then 
there may occur a critical point p of “inflection type”, which is inessential in the sense 
that a perturbation of /  in a small isolating neighborhood N  of p  may cause the removal 
of singularity from N .  One of possible topological definitions may be formulated in terms 
of the sublevel and superlevel sets
Nn = {x  € N  | f{x )  < f(p)},
Np = {x e N  | f ( x )  > f{p)}.
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The intersection of their closures is the level set
N z = {x e  N \ { p } \  f ( x )  = f(p)}.
Whether p is a regular point or an inessential critical point, if N  is a disc, the sets N n 
and Np should be its topological half-discs. At a maximum or minimum point, one set 
is N  \  {p} and another one is empty. At a critical saddle such as p =  0 of the function 
/(æ , y) = x2 — y2, each of the sets N n and Np consist of two disjoint wedges limited by 
the crossing lines x 2 =  y2-. We may be tempted to use the numbers nn; np and n z of 
connected components of N n, Np, and N z respectively, to distinguish various types of 
topological critical points. This approach seems to work well in dimensions 2 and 3 but 
it fails to characterize critical points in dimensions higher than 3 even in the classical 
Morse setting, as the following example illustrates.
E xam ple  2 .2 .1  Let /  : M4 —> E  be given by
f { x ,y , z , t )  = x2 + y2 -  z2 - t 2. (2 .1 )
Then p =  0 is an isolated non-degenerate critical point with the value 0. It is a saddle 
point and its Morse index is A(p) = 2. Consider its neighborhood N  =  JE?(0, r), the closed 
ball of radius r  centered at 0. Since /  is radially homogeneous, the choice of r  is not
important so we may assume r  =  1. For the same reason, the radial projection of JV\ {0}
onto the unit'sphere S 3 given by
x 2 + y2 + z2 + t2 = 1
is a homotopy deformation. Consider the discussed sets Nn, Np and N z deformed to S 3:
Ln = Nn n S 3 = {(æ, y, z, t) € S 3 | x 2 +  y2 < z2 + 12},
Lp = Np n  S 3 = {(x, y, z, t) G S 3 I x2 +  y2 > z2 + 12},
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and
Lz = Nz h  S z =  {(x , y, z, t) e  S 3 | x 2 + y2 = z2 + t2}.
Since Lz can be expressed by x2 + y2 = 1/2 =  z2 + t2, it is a torus (product of two circles). 
Its complements Ln and Lp in S 3 are “donuts” that is, products of a circle by a 2-disc. 
All three sets are connected. The same is true for a regular point, hence the number of 
connected components does not permit to distinguish a saddle from a regular point in 
M4.
In the study of critical regions or, more explicitly, connected regions consisting of non­
isolated critical points, the three-dimensional space is sufficient to construct examples 
showing that the connected components of sublevel and superlevel sets do not provide 
sufficient information.
E xam ple  2.2.2 Let M  be a “donut-shape” solid in R3 obtained by revolution of the disc 
Drur2 given by
(x  -  r 2)2 +  z2 < r\, y =  0
about the z-axis, where 0 <  r\ < r 2. Its boundary d M  is a torus. We use toric 
coordinates (r,d,<p) in M, that is, (r, 9) are polar coordinates for Dr in  and <j) is the 
angle of revolution. First, we want to define f(r ,  6,<p) at (j) = 0 by
/( r ,  9,0 ) =  (x — r2)2 — z2 = r2( l  — 2 sin2 0).
The center of Dri r2 is a simple saddle of this function on D. We extend this definition 
to M  by the formula
f (r ,  9, (/>) =  r 2 (1 -  2 sin2(0 —<j>/2)) . (2.2)
The revolution of the center of D  produces a circle S  of radius r 2 given by r = 0. Both 
/  and V /  vanish on S, so this circle is a singular curve of /  forming the self-intersection
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of the isosurface /  =  0. Moreover, all points on it are simple saddles of the function /  
restricted to the plane perpendicular to the circle.
Let now AT be a neighborhood of S  in M  defined in toric coordinates by r < 5, for any 
chosen 0 < ô < 7V Consider the torus T  := d N . At (f) = 0, the boundary of the disc 
Ds,r2 is composed of four arcs limited by isolines at 9 = ± 7r/ 4 , ± 37r /4 , with /  >  0 on the 
left and right arcs A l , A r , and /  < 0 on the upper and lower arcs A +, A_. The arc A l is 
revolved to A r forming a band on T  and, similarly, A + is revolved to A_. Thus each of 
the sets Lp := NPC\T and Ln := Nn D T  is a band wrapped twice around the torus T. A  
model for the set Np is shown in Figure 2.1; N n has the same form. The set L z := N z PlT 
consists of two circles separating the band Lp from Ln. By the same argument on radial 
projection as in the previous example, each of the sets Lp, L n and L z is a deformation 
retract of Np, Nn, and Nz respectively, so it has the homotopy type of a circle. Thus Np 
and Nn are connected. If we wanted to use this information only, S  would be classified 
as a regular region. In the next section, we discretize this example, compute H*(N,LP) 
and show that our homology criterion classifies it as a saddle-type region.
Below we give a brief overview of the Conley index [57, 53] in the context of a flow 
generated by the gradient field of a C2 function / .
Given a topological space, a continuous map <p : M x X  —>■ X  is called a flow if < (^0, x) = x  
for all x  e  X  and if the following time-superposition property is satisfied:
ip(s, x)) =  <p(s -I- t, x) for all s , i e I , i G l
For example, if F  : M.d —> M.d is a Lipschitz vector field then the differential equation 
û =  F(u) yields a flow whose value <p(t, x) is the solution u(t) satisfying the initial 
condition u(0) =  x. A subset 5  of A" is called an invariant set of the flow <p if <p(t, x) G S  
for all x  € S  and all 1 6  1 .  It is called isolated if there exists a neighborhood N  such
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Figure 2.1: The surface of either set Np or Nn discussed in Example 2.2.2 coincides with 
a shell model of the so-called figure-eight immersion of the Klein bottle into R3.
that S  is the maximal invariant set in N. The main purpose of the Conley index theory 
of flows is to describe isolated invariant sets.
Let N  be the closure of a bounded region in X  and d N  its boundary. The exit set of N  
is given by
L =  {x G N  | <£>([0, t) ,x )  <£ N  for all t > 0}.
Obviously, we must have L C  dN. A classical example of an exit set is related to the flow 
induced by the vector field in M2 given by F(x, y ) =  (x , —y ) which possesses an invariant 
point at the origin. For any e >  0, the rectangle N  =  [—e, e]2 is an isolating neighborhood 
of S = {0} and its exit set consists of two line segments: L = {—e, e} x [—e, e].
41
Here is a homological version of the classical Wazewski principle [62] which inspired the 
definition of the Conley index.
T heorem  2.2.3 [48, Prop. 10.40] Suppose that L is a closed subset o fd N .  I f  H*(N, L) 
is non-trivial then N  contains a non-empty invariant set in its interior.
The original Wazewski principle formulated in terms of deformation retraction gave rise 
to the Conley theory. Given a maximal invariant set S  isolated by N ,  the homotopical 
Conley index C (S ) is the relative homotopy type [N, L] of the pair (N , L ). Since the 
homotopy type is not constructive, in modern application-oriented formulations of the 
Conley index theory [53], C (S ) tends to be replaced by computable descriptors such as 
the homological Conley index given by CH*(S) =  H*(N,L):  Additional assumptions on 
N  and L  are imposed in order to make the index definition dependent only on S, and not 
on the choice of N,  and in order to achieve desired topological properties, such as stability 
of the index with respect to small perturbations of the flow. We avoid introducing those 
assumptions here because, in our work, we will not use the full framework of the Conley 
index theory, but we will rather use it as an inspiration for the digital setting. The 
following well-known example shows how the homological Conley index generalizes the 
Morse index.
E xam ple 2.2.4 Let p be a non-degenerate critical point of Morse index A(p) — m  of 
a function /  defined on a d-dimensional manifold. Consider the flow of the differential 
equation x = —V f(x ) .  Let N  be an admissible isolating neighborhood for the Conley 
index of {p} and L its exit set. Then
C f t ( M )  = Bk(N, L) 0. Ht(sr, {,„}) «  { I
where S m is the m-dimensional sphere and So is a chosen base point in S m.
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2.3 Critical régions of discrete functions
Our goal in this section is to introduce a discrete analogue of critical points and critical 
regions of functions /  : —> M.
The geometric structure we are going to work with is the cubical grid K. defined in [48, 
Sec. 2.1]. Recall that K. is the collection of elementary cubes of the form
Q =  h  x I 2 x • • • I d
where Ij =  [k , k + 1] or Ij =  {&}, k € Z (the set of integers), including the empty set. We 
denote by K d the subset of K  consisting of d-dimensional cubes, also called full cubes. 
These are the cubes which have no degenerate intervals Ij — {&;} in their expression, 
equivalently, which are not proper faces of other cubes in 1C. Note that K  is a particular 
case of a regular cellular complex. A set X  C  l d is called a cubical set, if it is a finite 
union of elements of 1C, and it is called full if it is a finite union of elements of K,d. We 
should distinguish between a finite set X  C  K, and the support or polytope of X  which is 
the cubical set X  C  given by
x  = \x\=\Jx.
Given a cubical set X ,  1C(X) is the restriction of the grid K to the cubes contained in X .
Would chosen units appear too coarse, one may apply the rescaling isomorphism Ak :
Wd Rd,
Ak(x1,x 2, . . . , x d) =  (k x i ,k x 2,. ■ . , k x d),
where k € Z is called a scaling factor. The corresponding refined grid is the image of 1C 
under the inverse rescaling A 1^  = (Afc)-1:
A1/kK  -  {Al ' kQ | Q e lC } .
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The k-th subdivision of A  C Kd is
sd  k(A) := {P  € k 1/k(Kd) | P  C  A}
Here is the natural extension of the concept of neighborhood to the combinatorial setting.
Definition 2.3.1 Let A  be a bounded set in The combinatorial unit-scale wrap of 
A  is a subset of K defined by
wrap(A) = {P  G K.d | P  D A  ^  0}.
It is a finite set, so its support denoted by wrap (A) =  \wrap{A)\ is a cubical set. The 
factor k scaled wrap of A  is a subset of AxlkK defined by
wrapk(A) = { P E  Al/kKd \ P  n A ±  0}.
Its support with respect to the refined grid is denoted by wrap*(A).
The study of scaled wraps is motivated by the following theorem.
Theorem 2.3.2 Given a cubical set A  and a scaling factor k > 3, the inclusion A  c->- 
wrap k(A) induces an isomorphism in homology. For k  > 5, the inclusion 
A  <^-4 wrap*(wrap*(A)) induces an isomorphism in homology.
PROOF: T h e  firs t s ta te m e n t  is p ro v ed  in  [2]. T h e  seco n d  s ta te m e n t fo llow s b y  th e  sa m e  
a rg u m e n ts . □
Definition 2.3.3 The factor k scaled boundary of a cubical set A is the topological 
boundary d  wrap*(A) of A.
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In practice, the values of functions /  : —> M are only known at finitely many grid
points. Our approach, inspired by the combinatorial multivalued maps used in [49, 48, 
60], is to define combinatorial maps on full elementary cubes rather than on their vertices. 
Thus we consider discrete functions3
/  : X d R, where X d C Kd.
This approach is very natural if we view the smallest objects in an image, d-pixels, as 
d-cells of a cubical grid K. The passage from our definition to a vertex definition is by 
simple translation of coordinates Xi Xi + 1/2, i =  1 , 2 , . . .  d. Conversely, if a function 
/  is given on a cubical set X  = \Xd\ C Rrf, we may define the discretization of /  on X d 
by taking its values at the center of each elementary full cube.
D efin ition  2.3.4 Let X d C fCd. Consider a function /  : X d —> R and an elementary 
cube Q G X d such that wrap(Q) C X d. The upper wrap of Q is defined by
wrap (Q) := {P  € wrap(Q) | f { P )  > f{Q )} .
Analogously, the lower wrap of Q is given by
wrap(Q) := {P G wrap(Q) \ f ( P )  < f ( Q ) } ,
and the level wrap of Q is given by
wrapz(Q) := {P  G wrap{Q) | f ( P )  =
The extension of the upper and lower wraps to cubical sets A  = |A| is more delicate. We 
assume that wrap(A) C X d. Since the values of /  may vary, we want the inequalities in 
the earlier formulas to be satisfied locally:
wrap (A) :=  {P  G wrap*(A) | f (P )  > f(Q )  for all Q G Ar\wrap*(P)}  ,
3As a matter of fact, writing /  : X d —> K is a slight abuse of notation. We actually consider 
/  : X d —> 10~kZ for a fixed integer k € Z.
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wrap (A) := {P  G wrap*(A) | f (P )  < f ( Q ) for all Q G A D wrap*{P)} .
wrapz(A ) := wrap*(A) \  {wrap {A) U wrap {A))
where wrap* (A) = wrap{A) \  A. As for wraps, the notation wrap and wrap is used for 
the supports of upper and lower wraps wrap and w ra p .
When building the scaled upper wrap, we consider the values of /  on unit cubes: 
wrapk(A) := {P  G wrapk(A) \ P  C wrap (A)}.
Analogously, we define wrapk(A) and wrapk(A).
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Figure 2.2: (a) The region C  of 0-valued pixels is classified accordingly to the algorithm 
in [4] as regular, because both wrap (C) and wrap (C) are non-empty and edge-connected. 
However wrap (C) contains the whole boundary of wrap (C), as in the case of a minimum. 
Using the topological boundary of the factor 3 scaled wrap of C  solves the inconsistency 
problem, (b) The second layer factor 5 thick (pixel-build) boundary may also solve the 
problem pointed in (a) within the framework of full cubical sets.
The upper and lower wraps are analogues of the exit set and entrance set from the 
Conley index theory. In [4], the algorithms detecting, first, critical pixels in R 2 and,
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secondly, their critical components C C  /C2, were based on the number of edge-connected 
components of combinatorial upper and lower wraps wrap (C) and w rap(C). We did 
not need to consider scaled wraps introduced above, so we need to explain why do we 
use them now. As we showed in the previous section, the connectivity concept is not 
sufficient in dimensions higher than 2. In order to compute homology groups, we need 
to pass to geometric carriers. Therefore, following the approach chosen in [4], the set
N  := \wrap(C)\ =  wrap (C)
would be a natural candidate for the isolating neighborhood of C C /C2, and wrap (C) and 
wrap (C) respectively, for its entrance and exit sets. However, there is a problem related 
to the fact that while the combinatorial sets wrap(C) and wrap(C) are disjoint, their 
carriers may intersect, resulting in misleading topological information. This is illustrated 
in Figure 2.2(a). One possible remedy to the described problem is to consider open 
wraps instead of the closed ones. However, computing homology of open polyhedra is a 
substantially more complex task than computing that of compact polyhedra. Our remedy 
is to consider a scaled wrap bounded by the contour around C marked in Figure 2.2(a) 
which corresponds to the factor k-scaled boundary introduced in Definition 2.3.3. This 
in turn requires generating edges of pixels. The fastest homology algorithms based on 
coreductions (see [32] and references therein) are most effective if the input sets consist 
of full cubes. Hence, for implementation purposes in [5], we use the scaling factor k = 5 
and the second-layer outer boundary as indicated in Figure 2.2(b) and which is defined 
as follows.
D efinition 2.3.5 The factor k scaled outer boundary, shortly thick boundary, of a cubical 
set A  is the set
bdk(A) =  wrapk(A ) \  sd fc(.4).
For a cubical set A  formed only of full cubes, and for k > 5, we use the same arguments as
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in Theorem 2.3.2 to establish that the homologies of the sets bdk(A) and d  wrap fc(A) are 
isomorphic. Actually, using simple geometric arguments, we can prove that these sets are 
homotopic. The initialization of the algorithms is also changed from [4] and [5]. We start 
building critical components not from a single pixel Q but from wrap(Q). The reason 
for this decision is illustrated in Figure 2.3. In addition to the fact that this approach 
solves in general the problem outlined previously, it also achieves a certain smoothing 
effect since the criticalities at pixel level whose behavior does not extend beyond their 
immediate neighborhood (the wrap) are simply ignored.
1 1 1 -1
-1 0 0 -1
-1 0 0 -1
-1 1 1 -1
Figure 2.3: The figure shows that a set of regular pixels in the sense of [4] may form 
a critical component. Indeed, for each of the four middle pixels with value 0, the cor­
responding upper and lower wraps are connected. However, the set of those four pixels 
forms a saddle component, because its upper and lower wraps are disconnected.
The analogues of isolating neighborhood and exit set in the combinatorial setting are 
defined below.
D efin ition  2.3.6 Consider X d C  Kd, a function /  : X  —> R, and a fixed scaling factor 
k >  3. The classifying neighborhood of a cubical set A  C  X  is the scaled wrap of A  given 
by
N(A)  := w rapfc(A).
The exit set of N  is built by taking values of /  on unit cubes as follows:
Ln(A) := wrap (A) Pi dN.
We define LP(A) and LZ(A) analogously. The elementary cube Q is normal if
H ,(N (A), LP(A)) =  H*(N(A), L n(A)) =  0,
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where A = wrap (Q ).
Otherwise, it is called singular.
For ease of implementation, the classifying neighborhood and the exit set are redefined in 
the same way as the boundary so that they only consist of full cubes. This can be done 
for any scaling factor k >  5. In our implementation, we used k  =  5. The thick classifying 
neighborhood of a cubical set A  C  X  is the the two-layer scaled wrap of A  given by
N 5(A) := \wrap5{wrap5{A))\.
The thick exit set of N  is built using values of /  on unit cubes as follows:
Ln(A) := \w rap(A)\ D \bd5(wrap5(A))\.
We define L^(A) and L\(A)  analogously.
The elementary cube Q is normal if .
H .( N \A ) ,  L%A)) = H ,(N b(A), Ll(A))  =  0,
where A  =  wrap (Q). Otherwise, it is called singular. Given an elementary cube Q, 
one can use the same arguments as in Theorem 2.3.2 to prove that the homologies 
H*(N5(A),Lp(A)) and H t (N (A ),L p(A )) are isomorphic. Thus the classification of criti- 
calities using thick boundaries leads to the same result as with thin boundaries. In the 
sequel, for clarity of presentation we drop the superscript in the.notation.
Note that the set Lz is used neither in the definition of normal and singular cubes nor 
in the algorithms to come. Its definition is only aimed at the discussion comparing 
continuous and digital versions of the motivating examples. In fact, L z is often empty 
in the digital case. The cases where it is not empty are among those where classifying a 
single cube is misleading and one has. to look at the nature of surrounding cubes. Some 
examples illustrating this are given in [4].
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Here is the algorithm related to Definition 2.3.6.
Algorithm  2.3.7 Detecting singular cubes
For each elementary full cube Q 
build N, Lp, Ln, fo r  wrap(Q )
H  := H*(N, Lp) =  0 and H*(N, Ln) =  0 
• if  H  — TRUE then Q is normal 
else Q is singular 
endif
As it was pointed out in [4] in the planar case, the adjacent singular cells may, in a sense, 
cancel each other. In other words, the type of criticality of a singular cube cannot be 
decided without looking at neighboring cubes. This is taken care of by the following 
definitions.
Definition 2.3.8 Let X d C  Kd and consider a function /  : X d —> JR. A set C of singular 
elementary cubes in ICd is called an isolated singular component if
(a) wrap (C) C  X ;
(b) C  =  \C\ is connected;
(c) C is isolated in the sense that any P  G wrap*(C) is normal.
If C satisfies these conditions then the classifying neighborhood N  := N(C )  for a chosen 
scaling factor k > 3 is called an isolating neighborhood of it.
Definition 2.3.9 An isolated singular component C is called regular if H*(N,LP) =  0 
and H*(N,Ln) = 0. Otherwise it shall be called a critical component. A singular cube
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Q is called critical, if wrap (Q) belongs to a critical component, otherwise, it is called 
regular. A normal cube Q is, by definition, regular.
In a sense, singular-regular cubes are an analogue of inessential or removable singularities 
in mathematical analysis. Given any singular cube Q C Kd, the component C(Q) = C is 
constructed by the following algorithm:
A lg o rith m  2.3.10 Sorting components in
For each singular cube Q, C \= wrap(Q ) 
w hile P  G wrap*(C) is singular 
C := C U { P }
if  C <£. X  th e n  ex it (“isolation condition fails”) 
end if 
endw hile
build N, Lp, Ln for C 
do
H  := H*(N, Lp) = 0 and H*(N, Ln) = 0
i f H =  TRUE th e n C  is a regular component 
else if  Ln = dN  th e n  C is a maximum component 
else if  Lp =  dN  th e n  C is a minimum component 
else C is a saddle component 
end if 
b reak
E xam ple 2.3.11 We come back to Example 2.2.1 with the unit Euclidean sphere in R4 
replaced by the unit sphere with respect to the maximum norm ||x|| =  maxj=i ...4 |xj|. For
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the convenience of presentation, we consider a cubical grid shifted so that the origin of 
coordinates is the center of a full elementary cube er, and rescaled so that N  = wrap(a) =  
[—1, l]4. By discretizing /  so that the values of /  in the centers of the 3-dimensional 
faces in ON determine Lp, Ln and Lz, we obtain:
Lp =  ({ -1 ,1}  x [-1,1] x [-1 , l]2) U ([-1,1] x {-1 ,1}  x [-1 , l]2)
= a[-i, i]2 x [-1, i]2,
Ln = ([-1 , l]2 x { -1 ,1 }  x [-1,1]) U ([-1 , l]2 x [-1,1] x { -1 ,1} )
=  [—1, l]2 x 9[—1, l]2,
L z = 0.
We used the software CHomP [1] and obtained the result:
“ ; WL .
According to the Algorithms 2.3.7 and 2.3.10, the cell a  is classified as a saddle.
The following examples illustrate the implementation of the program based on the Algo­
rithms 2.3.10 and 2.3.7. We show tests on 3D data since 2D experimentation has already 
been done in [4], In order to judge if the program gives a correct result, we generate data 
files from mathematical functions.
Exam ple 2.3.12 We tested the program for the function f ( x , y , z ) =  (16a:2 -1- 16y2 +  
3622 — 9)2 on the domain X  =  [—1, l]3, discretized on a spatial grid of 513 cubes, with 
the range quantized as a 11-bit image. The program identified the minimal component C 
which is a voxel enclosure of the oblate spheroid (a:/(3/4))2 +  (y/(3/4))2 +  (z /( l /4 ) )2 =  1. 
The isolating neighborhood N  is also a thickened spheroidal collar of C. The set Ln is 
empty while Lp is the union of two oblate spheroids on the outside and inside of N. For 
the purpose of visualization, Figure 2.4 displays two halves of Lp split along the rcy-plane.
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Figure 2.4: Both halves of the set Lp discussed in Example 2.3.12 consisting of two 
concentric similar ellipsoids enclosing the minimal component C.
Exam ple 2.3.13 Our program applied to Example 2.2.2 produced a cubical toroid X  = 
N, the component C, and the sets Lp and Ln with the following homology result:
Hk(N ,L p) — Hk(N, Ln)
Z if fc =  2
Z if k  =  1
0 if k  =  0
which shows that C  is a saddle component. The computed homology is, in fact, the 
homology of the wedge of the circle and the 2D sphere relatively to the wedge point. 
Figure 2.3 displays the set Lp, Ln is not shown, as it is similar to Lp. We have used the 
domain X  =  [—3,3]2 x [—4/5,4/5] discretized on a spatial grid of 1012 x 27 cubes, with
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the range quantized as a 14-bit image.
Since the direct application of the program to Example 2.2.2 produces sets Lp and Ln 
which are not easy to see in Figure 2.3, it is worthwhile to enhance the visualization by 
means of a suitable discretization scheme. We choose the radius r2 =  2. The circle S  
discussed in Example 2.2.2 is inscribed in the cubical donut-shape region
C = ([—3 ,3]2 \  [—1, l]2) x [—1,1],
The values of the function /  given by (2.2) at the centers of the cubes of C = K.3(C) are 
either equal or close to 0. By means of a suitable thresholding, we obtain its discretization 
/  with the value 0 on all cubes of C. Next, the space is rescaled by a factor of 10 in order 
to exclude the z-axis and to obtain a discrete approximation /  that reflects the behavior 
of /  in the neighborhood N  =  wrap1/10(C) of C. To avoid working with fractional grids, 
we redefine C  as
C  := ([-30,30]2 \  [ -1 0 ,10]2) x [-10,10]
The implementation of the Algorithm 2.3.10 confirms the previous result. The snapshots 
of C, Lp and Ln are shown in Figure 2.3.
We finish this section with several remarks.
Remark 2.3.14 In the definition of the homological Conley index for flows, the condi­
tion H*(N, Lp) /  0 is sufficient for criticality, one does not need to take Ln into account. 
This is due to the fact that the flow of —V /  has the same trajectories as that of V /  
oriented in the opposite direction. In the digital case under study here, there is no 
such symmetry, so we need to take both Lp and Ln into consideration. Such differences 
between the smooth and digital case are discussed in greater detail in [4].
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Figure 2.5: The set Lp for the function discussed in Example 2.3.13.
Remark 2.3.15 The condition H*(N,LP) /  0 (and the same for Ln) in our definitions 
and algorithms can be replaced by a stronger condition that the homotopy type [iV, Lp\ of 
the pair of spaces (N, Lp) is non-trivial. However, as already commented in the introduc­
tion, such a condition could not be verified in practice. A yet stronger but combinatorial 
condition would be “N  collapses to Lp \  which means that N  can be deformed to Lp by 
a chain of elementary collapses described in [48, Sec. 2.4]. Elementary collapses preserve 
not only homology but also homotopy type and the algorithm Collapse actually is the 
fastest method of verifying that H*(N, Lp) =  0.
55
R em ark  2.3.16 Note that there are many topologically distinct types of saddle com­
ponents. In the case of a single elementary cube, one can characterize it as a minimum, 
maximum, or a fc-fold saddle, k  € N, by means of H*(N,LP) and H*{N,Ln). For larger 
components C, the topology of C  may be non-trivial and one has to take into account 
H*(C). An attem pt of classifying all cases that may occur would be equivalent to solving 
many challenges of the singularity theory.
2.4 Dynam ics of a m ultidim ensional scalar field and  
associated Morse Connections Graph
In [4], we gave a detailed description of the dynamics of a given height field and we asso­
ciated a structure called the Morse Connections Graph (MCG) whose nodes are critical 
components of the height field and whose edges show different connecting trajectories be­
tween the nodes. This graph encodes a summary of topological features of the data and 
makes it easy to manipulate in many imaging applications such as shape representation 
and retrieval.
Structures similar to the MCG exist in literature and are used for topological encoding
/
of data sets. The most popular is the Reeb graph which is used for shape modeling and 
analysis and surface reconstruction (see for example [13, 58, 40]). Differences between 
the Reeb graph and the MCG can- be found in [28]. The main one is that unlike the 
MCG, the graph connection between two critical points in the Reeb Graph does not 
necessarily correspond to the existence of a flow trajectory between them. In [41], Frosini 
introduced the Morse graph that encodes the structure of critical points associated to a 
Morse function. This structure is equivalent to the MCG in the classical smooth setting, 
but the MCG is defined for discrete data and in a context where one deals with degenerate
56
critical points and critical components.
We present here a very simple reformulation of these concepts in the context of a multi­
dimensional scalar field.
Let now K. be the cubical grid in R d and X d C K d. Consider a function /  : X d —» M. We 
want to introduce a multivalued map on X d such that the dynamics of its iterates in the 
sense of [49] would exhibit dynamical properties analogous to those of the gradient flow 
of a Morse function. First, we define the distance dist (Q , P ) between two elementary 
cubes as the Euclidean distance between their centers. Note that, if Q, P  E X d intersect 
at a common face of dimension k, then
dist (Q , P) =  \/d  — k.
The directional derivative of /  at Q in the direction of an adjacent cell P  is defined by
,  f rc i  / ( F )  -  m  '
dp!{Q) -  dist (Q, P) ■
By convention, dçfiQ ) = 0. Given a critical cell Q, we put
m(Q) = min dpf(Q )  and M (Q ) =  max dpf{Q)-
P&wrap (Q) P£wrap(Q)
Given a set X ,  the notation F : X ^ X  is used for a multivalued map, that is, a map 
whose values are not necessarily single points but subsets of X .  For any A  C X ,  the 
convention F(A) := 1 ^ e  4^} is used for images of A  by F. The inverse map F _1
is defined by the relation
x  € F ^ i y )  «=> y € F(x).
D efinition 2.4.1 Given /  : X d —> M, the ascending system is the semi-dynamical system 
of iterates of the multivalued map F+ : X dz:$ X d defined on cells Q 6 X d as follows. If 
Q is critical, we put P+(Q) =  Q. If Q is regular, we put
P +(Q) =  {P  € wrap (Q) | dPf ( Q ) = M(Q)}  .
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The descending system is generated by the map T : X d ^  X d defined as before with 
wrap (Q ) replaced by wrap(Q) and M(Q) replaced by m(Q).
Note that the inverses of T+ and JF- may have empty values and these two maps are not 
necessarily mutual inverses, hence the prefix “semi” in the term “semi-dynamical system”. 
The use of two different maps for ascending and descending directions is motivated by 
Remark 2.3.14.
D efin ition  2.4.2 Let T  : X  X  be any of the two maps introduced in Definition 2.4.1. 
Consider a critical component C C X  and let C  =  \C\. The stable and unstable manifolds 
of C relatively to T  are defined by
w ( c , r )  =  u
W^C.T)  =
If T  is clear from the context, we will just write W S{C), W U(C).
The following theorems proved in [4] remain valid in arbitrary dimension:
T heorem  2.4.3 Let X d be finite and let T  be any of the two maps introduced in Defini­
tion 2 .4 . 1 . I f  C and V  are critical components such that W U(C) C\WS{D) ^  0, then there 
exists a trajectory connecting C to D in the sense that it is issued at a cell in wrap(C) 
and ends at a cell in wrap(D).
T heorem  2.4.4 Let X d be finite and let T  be any of the two maps introduced in Defi­
nition 2.4-1- Let {Cj}i=i;2,...fc be the set of all critical components in X d. Then
k k
\ J W s(Ci) = X d = \ J W u(Ci).
■ i= 1 i= 1
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Let C and V  be two critical components of /  : X  —> R. We say there is an upward 
connection from C to X>, denoted C T>, if
W u (C, E +) D W s (V, E+) ^  0.
There is a downward connection from C to T>, denoted C T>, if
wu (c,T-) n  ws (v, J i )   ^0 .
We can now define the Morse Connection Graph as follows:
D efin ition  2.4.5 The Morse Connections Graph M C G / =  (V f ,E f) is a graph whose 
vertices (or nodes) Vf and edges Ef  are defined as follows:
Vf = {critical components of /}  ;
E f  = {(CitCj) e V f X V f  I Ci S C j  or Ci \ C j }.
Equivalently, (Ci,Cj) is an edge of the graph if
W U{CU JF+) n  W s{Cj, F+) ^ 0  or W u(Ci, T - )  n  W s{Ch F_) ^  0.
The algorithm constructing Morse Connections Graph based on the described multivalued 
maps, and experimentation on two-dimensional image data are presented in [4].' The 
Morse Connections Graph algorithm itself is dimension independent but a visualization 
of the numerical results in higher dimensions is not as easy as in 2D. Figure 2.7 shows 
the results of applying the algorithm on a photographic image of a hand demonstrating 
the letter ‘F ’ in a sign alphabet.
2.5 Directions of the future work
A natural question to raise is whether or not our construction is stable with respect to 
perturbation of /  or with respect to rescaling (that is, with respect to a change of res­
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olution). Since our model assumes a discrete function as input, and stability concerns 
continuous data, these questions cannot be answered within the framework of this paper, 
because they require knowledge of methods to discretize continuous functions and inter­
polate discrete data. Thus interpolation methods should be integrated into the study.
A lack of stability does not need to be attributed to noise or errors as it may happen for 
structural reasons. Even the simplest example of finding a standard discretization for a 
line x = ay in R2 by approximating it with a chain of pixels shows that one may easily 
get a sparsely dotted line, so that the connectedness of the line is not preserved. Another 
structural instability problem is pointed in [48, Figure 8.1, Section 8.1] where a wedge of 
two lines yields a discretization with a non-trivial 1-dimensional cycle, no m atter how fine 
resolution is fixed. The problem of the dependence of discretization methods on the choice 
of sampling of the domain and quantization of the dynamical range is well-known in the 
imaging science community. As we mentioned in the introduction, we believe that among 
appropriate ways to deal with this problem there is the multidimensional persistence 
theory introduced in [19, 21], This theory shall permit selecting in a systematic way 
the homology descriptors which persist over a long interval of scaling parameters and 
eliminate those which disappear fast.
Another interesting direction is to study extensions of the Euler formula in the context of 
our work. This formula is used (sometimes enforced) as a criterion of correctness of critical 
points extracted from discrete data. Our two-dimensional experiments test .positively 
when the isolation and non-degeneracy assumptions hold and when there are no critical 
pixels on the boundary of the region. But the Euler formula cannot hold in presence of 
critical components. In fact, a critical component itself may have a Euler characteristic 
different than that of a point. Thus the goal is to find a suitable generalization of the 
Euler formula that would hold for the degenerate case.
Yet another direction is an application of our results to the problem of isosurfaces which
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has been the main motivation for our work. Isosurface extraction deals with the problem 
of generating a surface defined by the preimage of a scalar value c, called an isovalue, 
under a scalar function /  of several variables. It is a powerful tool for visualizing and 
investigating volumetric scalar fields. Indeed, by varying the isovalue c and studying 
each corresponding isosurface, one can completely explore a given volume data at any 
appropriate level of detail. Moreover, in domains such as medical image processing, 
many imaging modalities give images (such as CT and MRI scan data images) that 
are piecewise constant, because the intensity is related to tissue type. It follows that 
isosurfaces correspond approximately to tissue regions.
Studying the representation of all possible isosurfaces is not realistic in large-scale data 
sets. Therefore, one needs to limit the study to isovalues where “interesting” behavior 
occurs. However, it is very difficult to determine which isovalues are of interest, since 
failing to consider certain isovalues may result in missing important features of the volume 
data. The analysis of the topological properties of a given discrete scalar field with 
appropriate methods such as the ones inspired by the Morse and Conley index theories as 
is carried out in this work makes it possible to determine critical regions that correspond 
to the topological changes for which relevant isosurface behavior occurs. By determining 
the locations of critical components, one can track all the fundamental changes in the 
scalar data and reconstruct an appropriate isosurface for any given isovalue using meshing 
techniques and marching cubes algorithms (see [63] and the references therein).
Although a panoply of methods for reconstruction of non-singular isosurfaces are avail-
t
able, the techniques utilized break down near the singular zones where one has to in­
vestigate the local topology nearly on a pixel level, in order to determine how to locally 
complete the construction of the studied surface so as to preserve its global properties.
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Figure 2.6: The set C  and the voxel enclosures of wrap (C) and wrap (C) in Exam­
ple 2.3.13.
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Figure 2.7: Image of a hand demonstrating the letter ‘F ’ in a sign alphabet, with Morse 
Connections Graph superimposed. The upright triangles indicate the center of minimal 
components, the inverted triangles, the center of maximal components, and the diamonds, 
the center of saddle components. The background of the image has been ignored.
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Chapitré 3
Comparaison des modèles discret et 
continu de persistance 
multidimensionnelle
L’article « Comparison of Persistent Homologies for Vector Functions : from continuous 
to discrete and back », de Niccolô Cavazza, Marc Ethier, Patrizio Frosini, Tomasz Kac- 
zynski et Claudia Landi a été récemment accepté pour publication par les éditeurs de 
la revue Computers and Mathematics with Applications. Sa genèse est venue du fait 
que, si nous voulons utiliser l’homologie persistante multidimensionnelle comme outil de 
reconnaissance et de comparaison de formes, il nous faut avoir des résultats de stabilité 
sur les signatures de formes ainsi obtenues, comme les invariants de rang. De cette façon, 
nous pouvons garantir que de petites perturbations sur les fonctions de mesure corres­
pondent à des petites perturbations sur les signatures de formes. De telles propriétés de 
stabilité existent, compte tenu une distance appropriée entre invariants de rang comme la 
distance d ’appariement multidimensionnelle (multidimensional matching distance) [21],
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dans le cas de filtrations de sous-niveau avec fonctions de mesure continues (le modèle 
continu tel que décrit dans la section 1.3). Par contre, les calculs numériques sont effec­
tués pour le modèle discret, c’est-à-dire celui où la fonction de mesure est définie sur les 
sommets d’un complexe simplicial. Dans l’article, nous établissons donc un pont entre 
ces deux univers, montrant ainsi que la stabilité est préservée même après le passage du 
modèle continu au modèle discret.
L’utilisation de Phomologie persistante dans le cas monodimensionnel pour résoudre des 
problèmes de comparaison de formes a été étudiée de façon extensive. La question de la 
stabilité, par exemple, a été considérée par plusieurs auteurs. La généralisation au cas 
multidimensionnel est naturelle, et est motivée par des cas où des données sont décrites de 
façon plus complète par plus d ’une fonction, mais elle présente des défis. Par exemple, les 
points critiques de la fonction de mesure, fréquemment reliés aux changements d ’homolo- 
gie dans la filtration de sous-niveau, ne sont plus nécessairement isolés même dans le cas 
non dégénéré. Un autre défi est la question de stabilité soulevée ci-haut. En effet, les mo­
dalités d’imagerie nous permettent généralement de ne connaître des objets que par des 
approximations simpliciales qui sont sujettes à des erreurs d ’approximation. Différentes 
techniques de reconstruction géométrique peuvent même produire différentes approxima­
tions polyédrales d ’un même objet réel. Des considérations analogues s’appliquent aux 
fonctions de mesure. Dans ces conditions, la stabilité de l’homologie persistante multidi­
mensionnelle pour le modèle discret est d ’une importance capitale.
Cet article introduit le concept A' interpolation linéaire par axes, définie pour une fonction 
de mesure <p : V(/C) —> définie sur les sommets d’un complexe simplicial, qui généralise 
le concept d ’interpolation linéaire par morceaux défini pour les fonctions à valeur dans M 
et qui a la propriété que l’homologie persistante (pour le modèle continu) de la fonction 
interpolée est exactement égale à celle (pour le. modèle discret) de la fonction de départ. 
Ceci garantit que, si nous utilisons une distance stable sur les invariants de rang dans
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le cas continu, le passage du continu au discret n’augmentera pas leur distance. Cette 
interpolation linéaire par axes peut de plus être utilisée pour simplifier le calcul des 
invariants de rang, en permettant de calculer à quel point un complexe simplicial peut 
être décimé sans que l’erreur causée par cette étape n’excède une tolérance prédéterminée.
L’idée de cet article a jailli à la suite de discussions entre les auteurs. La définition de 
l’interpolant par axes et la preuve du théorème 3.3.3, qui montre l’équivalence entre le 
modèle continu et le modèle discret, ont été écrits par Landi et Frosini avec l’aide des 
autres auteurs. Cavazza et moi avons développé un logiciel permettant de calculer la 
distance d’appariement multidimensionnelle entre deux fonctions de mesure. J ’ai ensuite 
utilisé ce logiciel pour effectuer des tests numériques illustrant l’équivalence des deux mo­
dèles. Nos discussions conjointes nous ont ultimement fait découvrir l’utilisation possible 
de l’interpolation par axes pour évaluer l’erreur causée par la décimation de maillage. 
Frosini a suggéré un cas de test numérique pour illustrer cette méthode, que j ’ai ensuite 
précisé et effectué.
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Comparison of Persistent Homologies for Vector Functions: 
from continuous to discrete and back
Niccolô Cavazza1, Marc Ethier2, Patrizio Frosini3, 
Tomasz Kaczynski4, Claudia Landi3
A bstract
T he theory  of m ultidim ensional persis ten t homology was initially developed
in th e  d iscre te  setting , and involved the  stu d y  of sim plicial complexes filtered \
th rough  an  ordering of the simplices. L ater, s tab ility  properties of m u ltid im en­
sional persistence have been proved to  hold when topological spaces are filtered 
by continuous functions, i.e. for continuous d a ta . T h is p ap e r aims to  provide a 
bridge betw een th e  continuous setting , w here s tab ility  properties hold, an d  the  
discrete setting , w here ac tua l com pu tations are carried  ou t. More precisely, a 
stab ility  preserving m ethod  is developed to  com pare ran k  invariants of vector 
functions ob tained  from  discrete d a ta . T hese advances confirm th a t  m u ltid i­
m ensional persisten t homology is an  ap p ro p ria te  tool for shape com parison  in 
com puter vision and  com puter graphics applications. T he results are su p p o rted  
by num erical tests.
3.1 Introduction
In this paper we present a discrete counterpart of the theory of persistent homology of 
vector functions that still guarantees stability properties as the continuous framework.
1 partially supported.by University of Bologna under Marco Polo grant
2partially supported by CRM-FQRNT
3partially supported by Fields Institute
4partially supported by University of Modena and Reggio Emilia under Visiting Professor 2010 grant 
and NSERC Canada Discovery Grant
The theory of multidimensional persistence was developed in the discrete setting in [19], 
and involved the study of simplicial complexes filtered through an ordering of the sim- 
plices. On the other hand stability properties of multidimensional persistence are proved 
to hold when triangulable spaces are filtered by continuous functions, i.e. for continuous 
data [44, 21]. This paper aims to be a bridge between the continuous setting, where 
stability properties hold, and the discrete setting, where actual computations are carried 
out. More precisely, we develop a method to compare persistent homologies of vector 
functions obtained from discrete data. We show that in the passage from the continuous 
to the discrete framework stability is preserved. These advances support the appropri­
ateness of multidimensional persistent homology for shape comparison by functions.
The problem of comparing shapes is well-studied in computer vision and computer graph­
ics and many algorithms have been developed for this purpose. A widely used scheme 
is to associate a shape with a shape descriptor, or a signature, and comparing shapes 
by measuring dissimilarity between descriptors. An important class of shape descriptors, 
which may be called shape-from-functions methods, is based on the common idea of per­
forming a topological exploration of the shape according to  some quantitative geometric 
properties provided by a (measuring) function defined on the shape and chosen to extract 
shape features [12].
The simplest topological attribute of a space is the number of its connected components. 
A well-known mathematical tool to count the number of connected components is the 
homology group H0. More complex topological features are revealed by higher homology 
groups.
Persistent homology is a shape-from-functions method for shape description involving 
homology groups of any degree. The idea is to filter a space by the sublevel sets of the 
function and to analyze the homological changes of the sublevel sets across this filtration, 
due to the appearance or disappearance of topological attributes, such as connected
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components. Features with a short persistence along the filtration can be regarded as 
negligible information due to noise or very fine details. For application purposes, it is 
often sufficient to disregard the group structure of persistent homology and retain only 
the rank information. This gives rise to the notions of rank invariant [19], persistent 
Betti numbers [38], size functions [61].
The topic has been widely studied in the case of filtrations induced by scalar continuous 
functions (i.e. one-dimensional persistence), especially in connection with the stability 
problem [26, 25, 27, 30].
This theory has been generalized to a multidimensional situation in which a vector-valued 
function characterizes the data as suggested in [34, 35]. Results in this area are given in 
[11,19,16, 21]. This generalization is quite natural in view of the analogous generalization 
of Morse Theory [59]. Moreover, it is motivated by applications where data are more 
completely described by more than one function (e.g., curvature and torsion for space 
curves).
The passage from scalar to vector-valued functions presents new challenges. To begin 
with, critical points are no longer isolated even in non-degenerate situations [34]. Al­
though the relevant points for persistent homology of vector functions are a subset of the 
critical points, precisely the Pareto critical points, these are still non-isolated [24]. For
example, in the case of the sphere x2 + y2 + z2 =  1' with the function /  =  (y, z), the
\
Pareto critical points are those in the set x  =  0, y2 +  z2 — 1, yz  > 0.
Another delicate issue is passing from the comparison of continuous models to that of 
discrete models. This is an essential passage, and the core of this paper. Indeed, for 
two given real-world objects X  and Y,  modeled as triangulable topological spaces (e.g., 
manifolds), we usually only know simplicial descriptions K, and £  of them, affected by 
approximation errors. For example, acquiring 3D models of real-world objects for com-
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puter graphics applications needs to account for errors due to sensor resolution, noise in 
the measurements, inaccuracy of sensor calibration [9]. Moreover, different techniques 
for reconstructing the geometry and topology of the scanned object yield different poly­
hedral approximations. Analogous considerations hold for any continuous measuring 
functions /  : X  -* M.k and g : Y  —>■ M.fc, because we could only consider approximations 
p  : K  —> Kfc, V» : L —> Rfc of /  and g defined on finite polyhedra. Depending on the 
v context of a specific application, these functions may or may not be given by explicit 
formulas. In either case, it is legitimate to assume that we are able to compute their 
values on vertices of K, and C. Hence, we only know the discrete maps p  : V(/C) —> Mfc, 
ijj : V(£) —» which are the restrictions of (p and 'tjj to vertices. Therefore a natural 
question is whether shape comparison by persistent homology of vector functions is nu­
merically stable, i.e. whether the computation of a distance between rank invariants of 
discrete models gives a good approximation of the ideal distance between rank invariants 
of continuous models.
Our main result, Theorem 3.4.5, gives an affirmative answer to this question. It states 
that, in the passage from continuous to discrete data, the distance between rank invariants 
does not increase, provided that stability holds for the continuous model. We underline 
that at least one stable distance between rank invariants of continuous vector functions 
exists as proved in [21]. In order to profit from the stability theory in the continuous 
case, we give a new construction of axis-wise linear interpolation p '  which is generic in 
the sense that its persistent homology is exactly equal to that of the map p  defined on 
vertices. In addition, this axis-wise interpolation can be used with stable distances to 
obtain a measure of how much a model can be simplified in order to ease the computation 
of shape signatures. Indeed, the computation time can become prohibitive when using 
large simplicial complexes to represent models, which is why using coarser representations 
can become necessary. Since doing so comes at a cost in terms of accuracy, we can,
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given an allowed error threshold, determine the level of precision required to respect this 
threshold.
The paper is organized as follows. In Section 3.2 the necessary background notions 
concerning persistence are reviewed and put in the context of our aims. Section 3.3 
starts with the description of the simplicial framework and with Example 3.3.1 which 
is a simplicial analogue of the sphere example pointed above. The same example shows 
that, in the vector case, the linear extension of a map defined on vertices does not satisfy 
the genericity property described above. Topological artifacts of an interpolation method 
have been observed before. This phenomenon can be referred to as topological aliasing. 
Our example motivates the construction of our axis-wise linear interpolation. We next 
prove Theorem 3.3.3 on the deformation retraction of continuous sublevel sets of gp onto 
the simplicial sublevel sets of <p. We introduce the notion of homological critical value 
for vector functions. As in the sphere example, the set of critical values need not be 
discrete, but we prove in Theorem 3.3.5 that in the case of gP it has to be contained in a 
finite union of hyperplanes, thus it is a nowhere dense set and its fc-dimensional Lebesgue 
measure is zero (Corollary 3.3.6).
Section 3.4 starts with Lemma 3.4.1 that provides an approximation of a distance be­
tween the rank invariants of continuous functions by that of the rank invariants of the 
corresponding axis-wise linear approximations. The genericity of gp allows us to intro­
duce the rank invariant for g>. Although this rank invariant is defined for a discrete 
function g> and computed using only simplicial sublevel sets, it takes pairs of real vectors 
as variables, as it is in the case of the rank invariant for continuous functions. We show 
that this new rank invariant for gj is equal to that of gP. This allows us to derive the 
main result of the paper (Theorem 3.4.5).
Section 3.5 describes an algorithm which computes an approximate matching distance. 
Our algorithm is a modification of the algorithm described in [10], adapted to the rank
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invariants. The correctness of the algorithm is guaranteed by the results of Section 3.4. 
We next present tests of the algorithm performed on simplicial models in the case k  =  2. 
Our tests revealed the same discrepancy as. observed in Example 3.3.1, thus providing 
numerical confirmation of topological aliasing. Finally, as a practical implication of our 
theoretical results, we present a procedure to predetermine to which extent data resolu­
tion can be coarsened in order to maintain a certain error threshold on rank invariants.
3.2 Basic notions and working assum ptions
Let us consider a triangulable topological space X  (i.e., a space homeomorphic to the 
carrier of a finite simplicial complex). A filtration of A  is a family T  =  {Xa }aeRfc of 
subsets of X  that are nested with respect to inclusions, th a t is: X a Ç Xp, for every 
Oi ■< fi, where a -< ft if and only if aj < for all j  =  1 ,2 , . . . ,  k.
Persistence is based on analyzing the homological changes occurring along the filtration 
as a  varies. This analysis is carried out by'considering, for a  -< /3, the homomorphism
: H*(Xa) -+ H*(Xp).
induced by the inclusion map i ^ l  : X a Xp. We work with Cech homology with coef­
ficients in a given field F. When each X a, a  G Mfc, is triangulable, it reduces to simplicial 
homology. For simplicity of notation we write H*(Xa) for the graded homology space 
ff*(Xa ; F) =  {Hq(X a\ F)}qgZ. The choice of a field is only made in experimentations, the 
most convenient in computations being F =  Zp, with p a prime number. Thus, for any 
q G Z, H q(X a) is a vector space of dimension equal to the ç’th Betti number of X a.
The image of the map is a vector space known as the q ’th persistent homology
group of the filtration at (a, ft). It contains the homology classes of order q born not later 
than a  and still alive at /?. The dimension of this vector space is called a q ’th persistent
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Betti number.
A rank invariant is a function that encodes the changes in the persistent Betti numbers 
as a  and (3 vary. Setting
A* := {(a, 0) E R k x R k | <* -< p},
where a  -< (3 if and only if otj < /3j for all j  = 1, 2 ,...,& , the q ’th rank invariant of the 
filtration T  is the function pq-p : A+ -> N U  {oo} defined on each pair (a, (3) G A+ as the 
rank of the map Hq(i^a’^ ) .  In other words, p9r (a,/3) = dimimH q{iSa'^) .
In this paper, we will use the notation p?  to refer to rank invariants of arbitrary order. 
Ultimately, the shapes of two triangulable spaces X  and Y, filtered by T  and Ç, respec­
tively, can be compared by using an (extended) distance D between their rank invariants 
pjc and pg.
The framework described so far for general filtrations can be specialized in various direc­
tions. We now review the two most relevant ones for our paper.
3.2.1 Persistence of sublevel set filtrations
Given a continuous function /  : X  —» Mfe, it induces on X  the so-called sublevel set 
filtration, defined as follows:
X a =  {x  e  X  | f ( x )  r< a}.
We will call the function /  a measuring function and denote the rank invariant associated 
with this filtration by p/.
Since X  is assumed to be triangulable and /  is continuous, p/(a,/5) < + 0 0  for every 
(cf. [17]).
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Among all the (extended) distances D between rank invariants of filtrations, we confine 
our study to those ones that, when applied to sublevel set filtrations, satisfy the following 
stability property:
(S) For every / ,  / '  : X  - 4  Rfc continuous functions, D (p/,pp)  <  ||/  — / ' | | o o  where
In [21] it has been shown that there is at least one distance between rank invariants, the 
matching distance, that has the stability property (S). An analogous stability property 
for a distance defined between modules is presented in [50].
The matching distance will be used for computations in the experiments described in 
Section 3.5. Until then, we will not need to specify which distance D we are using, 
provided it satisfies (S).
3.2.2 Persistence of simplicial complex filtrations
We consider a simplicial complex 1C consisting of closed geometric simplices and its carrier 
defined by
The set of all vertices of /C is denoted by V(/C) or by V, if 1C is clear from the context. 
For a, t € 1C, the relation r  is a face of a is denoted by r  < a. For. proper faces, we write 
t  <  a .
In this discrete setting, we take a family {/Ca}aeRfc of simplicial subcomplexes of 1C, such 
that 1Ca is a subcomplex of 1C@, for every a ■< j3. As a consequence, their carriers are 
nested with respect to inclusions, that is: K a Ç K@, yielding a filtration of K.
I/Hoc =  maxx6x  max,=1 k\fi(x)\.
(3.1)
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In the next section we address the following problem: is any simplicial complex filtration 
induced by a suitable continuous function?
A positive answer to this question will allow us later to transfer the stability property of 
D from the continuous to the discrete setting.
3.3 From continuous to  discrete vector functions
We let ip : V(/C) —> R fe be a vector-valued function defined on vertices. We suppose that 
ip is a discretization of some continuous function <p : K  Reciprocally, <p is an
interpolation of ip. In this section we will simply assume that <p is equal to <p on vertices 
of K  but, of course, when it comes to computing, one has to set bounds for the rounding 
error. Although in some practical applications of persistent homology to the analysis of 
discrete multidimensional data ip : K  —)■ ]Rfe may be explicitly known, in some other cases 
we do not even have an explicit formula for ip:- we assume that such a function exists, 
that we can estimate its modulus of uniform continuity (for the sake of simplicity, say, its 
Lipschitz constant), and that we can compute ,the values of <p at grid points of arbitrary 
fine finite grids.
In a discrete model, we are interested in simplicial sublevel complexes 
JCa := {cr € /C | <p(v) ^  a  for all vertices v < a}.
In Section 3.5, we compute the rank invariants for the discrete vector-valued function 
ip and we use this information for computing the distance between rank invariants for 
their continuous interpolations. In order to do this,' we need to know tha t there exists 
a continuous function which is a generic interpolation of ip, in the sense that its rank 
invariant is exactly equal to that of ip.
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Figure .3.1: The tetrahedron boundary and sketches of two sublevel sets of the linear 
interpolation Tp discussed in Example 3.3.1. The values taken at the displayed edge are 
critical.
In the case k =  1, that is, when <p has values in 1R, it can be shown that such an 
interpolation can be obtained by extending <p to each simplex a G K. by linearity. We 
shall denote this interpolation by Ip. In that case, one can show that K a is a deformation 
retract of K^<a, so the inclusion of one set into another induces an isomorphism in 
homology. This result belongs to “mathematical folklore”: it is often implicitly used in 
computations without being proved. The arguments for that case are outlined in [54, 
Section 2.5] and Theorem 3.3.3 we prove in this section contains this result as a special 
case. Unfortunately, if k > 1, this result is no longer true as the following example shows:
E xam ple 3.3.1 Let K  be the boundary of the tetrahedron shown in Figure 3.1, homeo- 
morphic to the 2D sphere. The corresponding simplicial complex JC is made of all proper 
faces of the 3D simplex [vo,vuV2 ,v3] in R3, with vertices v0 =  (0,0,0), Vi =  (1,0,0), 
t>2 =  (0,1,0), v3 =  (1/2,0,1). Hence K  =  |/C| is homeomorphic to a 2D sphere. Let 
ip : K  —> R2 be the restriction of the linear function Tp given by Tp{x, y, z ) =  (x , z ) to the 
four vertices. Let a  G R2 be any value chosen so that 1/2 < au < 1 and 0:2 =  2 — 2au. It 
is easy to see that K a = [vq,v^. Its homology is trivial. Note that the set K ^ a contains 
one point x  on the edge [ui,u3], namely x  =  (ou, 0 , 0 :2), which closes a non-contractible
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path in K<p-<a. We have H i ( K ^ a) = F ^ 0 .
The discrepancy between the discrete and linear interpolated models seen in Example 
3.3.1 has been observed in applications to computer graphics and imaging, and has been 
recently referred to as topological aliasing.
Several interesting conclusions can be derived from this. First, Ka is not a deformation 
retract of K ^ a. This remains true if we slightly increase the value of a. Secondly, if we 
slightly decrease a, the set K a does not change but the set K ^ a becomes contractible. 
Hence, in the sense of Definition 3.3.4 presented further in this section, any value assumed 
at a point of the edge [vi, v-j] is a homological critical value. In particular, the set of such 
values may be uncountable. This is in contrast with the one-dimensional case, where 
a piecewise-linear function on a simplicial complex must have a discrete set of critical 
values.
We shall now construct a continuous function pP : K  —> Mfe called axis-wise linear 
interpolation of ip which will correct the problem encountered with the linear interpolation 
tp in the multidimensional case. First, given any a G 1C, let n{cr) € M.k be defined by
p,j(a) =  max{<pj(u) | v is a vertex of a}, j  =  1, 2, . . . ,  k. (3-2)
Note that if r  < cr, then p(r) ■< p,(a)-
We will use induction on the dimension m  of a  to define p '  : K  -> Mfe on a  and a point 
wa € a with the following properties:
(a) For all x  € cr, p^ix) X p^{wa) = p(a) ;
(b) p  is linear on any line segment [wa, y) with y on the boundary of a.
If m  =  0, so that a  =  {u} is a vertex, </?"'(v) =  <p(v) and we put iü{„} =  v. Let m  > 0 and-
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suppose yP is constructed on simplices of lower dimensions. Let t  be a minimal face of 
cr such that //(r) =  //(cr). Consider two cases.
(i) If t  cr, then w T and yP{wT) are defined by the induction step. We put w a =  w T. 
Since cr is convex, any x  in the interior of cr is on a line segment joining w a to 
a uniquely defined y ( x ) on the boundary of a.  Since yP(y(x))  is defined by the
induction step, we extend yP to [wa , y(x) \  by linearity.
(ii) If r  =  cr, then let w a be the barycenter of a  and put yP{w,f) — /t(cr). Again, any 
x  ^  w a in the interior of cr is on a line segment joining w a to a uniquely defined 
y(x )  on the boundary of cr and we proceed as before.
The property (a) follows from the fact that //(r) ^  /t(cr) when r  <  cr, and from the
linearity on joining segments. The property (b) is clear from the construction. By routine 
arguments from convex analysis, the point y (x )  on the boundary of cr is a continuous 
function of x  G cr \  {uv}, and the constructed function,is continuous on cr. Since we 
proceeded by induction on the dimension of cr, the definitions on any two simplices 
coincide on their common face, so yP extends continuously to K. The property (b) 
implies that if k  =  1, and in certain cases of vector valued functions, yP is equal to y ,  
namely:
(c) yP is piecewise linear on each simplex cr. In addition, if w T is a vertex of r  for each 
r  <  cr, then it is linear on cr.
The difference between the piecewise linear and the axis-wise linear interpolations Tp and 
yP is illustrated in Figure 3.2 for a 1-simplex cr =  [uo,ui] and a function y> defined on 
vertices.
Lem m a 3.3.2 The following statements hold:
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Figure 3.2: The linear (dashed line) and axis-wise linear (continuous line) interpolations 
of a function cp defined on the vertices of the simplex a  = [vo, V\) with values in R2.
(i) For any a  G Rfe, K a C K ^ ^ a .
(ii) Let a  G K, and a  G Rfe. I f  cr (1 ^  0, then cr has at least one vertex in K a.
PRO OF: (i)  Let o  G KLa . It is clear from (3.2) th a t y(cr) ■< a.  It follows from the
property (a) in the definition of yP that a  C K ^ ^ a .
(ii) We follow the induction steps in the construction of yP. If dim(<r) =  0, o  is a vertex 
and there is nothing to prove. Let dim(cr) =  m  > 0 and suppose the statement is proved 
for lower dimensions. Let x  G  a  P i K ^ ^ a . If x = w a , then w a G  By the property
(a) of <p\  all a  is in K a. If x ^  w a, then x  is on a line segment joining the point w a of cr 
with a point y ( x ) of an (m — l)-simplex r  < cr, where (p~'(y(x)) is defined by the induction 
hypothesis. We know that yP is extended linearly to the line segment [wa , y(x)] .  Also, 
yP(y(x))  X yP{wa) by the property (a). Hence y p (y (x ) )  ■< yP{x) ■< a. It remains to use 
the induction hypothesis for y (x )  and r  to deduce th a t r  has a vertex in K a. □
T h eo rem  3.3.3 For any a  G Rfc, K a is a strong deformation retract of K ^ ^ a . Conse­
quently, the inclusion Ka induces an isomorphism in homology.
PRO OF: N o te  t h a t  is c o n ta in e d  in  a  u n io n  o f  s im p lice s  a  G K, su ch  t h a t
Given any such cr, consider the simplex oa defined as the convex hull of the set of vertices 
v of a  such that <p(v) X a. By the hypothesis on a  and by Lemma 3.3.2(H) , aQ y  0. 
Given any cr £ /C for which <?y y  0, we shall define a strong deformation retraction
x [0, l] ->
with r  =  H(-, 1) being a retraction of o y  onto aa.
The construction goes by induction on the dimension m  of cr following the induction steps 
in the construction of the function yP. If dim(cr) =  0, cr is a vertex and there is nothing 
to prove. Now let m  > 0. Suppose that the deformation retraction Hr : x [0,1] —>■
is defined for simplices r  of dimension m ’ < m  with y -<a y  0 in such a way th a t 
HT(x,t) = x  for any (x,t)  € y -< Q x [0, and the values of yP on Hr( x , t ) are
decreasing with t. By “decreasing” we mean the weak inequality “X”. This hypothesis
guarantees that the deformation has values in the set y -< Q.
Let x E cy_<a . If x  is on a boundary of a , we define H#(x,t) = HT(x,t), where r .is  the 
smallest face of cr containing x and HT is defined by the induction hypothesis. Suppose 
x  is in the interior of cr. Let w a and y(x) be the points identified in the definition of yP . 
Note that, if yP(wa) -< a, then c y  _<a =  hence the deformation must be defined as the 
identity map for each t :
Ha(x , t) := x  for all (x , t) G cr x [0,1].
Therefore, we may suppose that w a £ c y  _<a . Consider the smallest face r  of cr containing 
y(x) .  Since y (x )  is on the boundary of cr, r  is a proper face of cr of dimension, say, m! < m .  
By the construction of yP,
v {y{x ))  < V’V )  ^  (3-4)
Since yP{x) -< a, we get yP(y(x))  ■< a  so y(x)  G y -<<* y  0- By the induction hypothesis,
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a deformation retraction
H t  . X [0,1]  ^ ®tp* -<CL
is defined so that the values of tp'' on HT(x,t)  decrease with t, and HT(x , t ) =  x  for 
t G [0,1/2TO'].
For any t G [0,1] and for x  in the interior of a  we define
{x if 0 <  t < l /2 m(2mt -  1 )y(x) -  (2mt -  2)x if l /2 m < t < l / 2 m- x .Hr (y(x),t) if l / 2 m- x < t < l
It is easily checked that Ha(x, l /2 m) =  x, Ha(x , l /2 m_1) =  y(x). Since pP is linear on 
[w,t, y(x)], the inequality (3.4) implies that the values of pP on Ha(x, t) decrease with t.
Thus we have defined Ha both when x  is on the boundary of a and when it is in the 
interior of a. By construction, for every x  G ev-<a , Ha(x,0) =  x, and Ha(x, 1) belongs 
to cra, and moreover, for every x  G <ra , Ha(x, 1) =  x. In order to conclude that Ha is 
a deformation retraction of onto cra we must prove th a t Ha is continuous. The
continuity at a given point (x0, t0) with xQ in the interior of a  follows from the continuity 
of y{x) in x. The continuity at (x0, t0) with x0 on the boundary of a  follows from the 
condition that HT(x,t) = x  for any t G [0, l /2 m/] and from the induction hypothesis.
In order to continuously extend Ha to a deformation
H  : x [0,1] -»
it is enough to prove that, given two simplices ax and cr2 intersecting and r  =
ai (~l (72, the maps Hai and Ha2 agree at any x  G It is clear from the definition
that Hai(x, t) =  Ha2{x, t ) =  Ht(x , t ) for x  G r  and for all i, provided that HT is defined. 
But this is true, because x  G so this is a nonempty set. □
In the next section, we use Theorem 3.3.3 to show that any distance between rank 
invariants of continuous functions that has property (S) can be approximated by the
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distance between rank invariants of discrete functions. We end this section with another 
application of Theorem 3.3.3 of interest in itself: a theorem on the structure of the set of 
critical values of the axis-wise interpolation p''. The following definition generalizes the 
notion of homological critical value given in [26] to vector functions. In plain words we call 
homological critical any value a for which any sufficiently small neighborhood contains 
two values whose sublevel sets are included one into the other but cannot be retracted one
onto the other. Neighborhoods are taken with respect to the norm ||a|| =  m axjsi^  * |a j |
in
D efin ition  3.3.4 Let p  : K  —>• R fc be a continuous vector function. A value a  6  is a 
homological critical value of p  if there exists an integer q such that, for all sufficiently small 
real values e > 0 , two values a', a" £ Mfc can be found with a' ^  a ■< a", Ha' — a || <  e,
11 a" — a  11 < e, such that the map
induced by the inclusion K ^ a> <—*■ K ^ an is not an isomorphism. If this condition fails, 
a  is called a homological regular value.
Also note that, by the long exact sequence for the relative homology (see e.g. [48, Chapter 
9]) the critical value definition is equivalent to the following condition on the graded 
relative homology
For any j  = 1 ,2 ,...  ,k  and a vertex v £ V(/C), consider the hyperplane of Mfc given by 
the equation a,- =  p" j {v)  and a positive closed cone Cj ( v )  contained in it, given by the 
formula
Cj(v) := {a e  I aj = P1 j(v) and <*i >  p'ii.v) f°r nil z =  1 , 2 , . . . , k}.
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T h eo rem  3.3.5 The set of homological critical values of pP is contained in the finite 
union of the described cones, namely, in the set
C  := [JfC'jCu) | v G V(/C) and j  = 1 , 2 , ,  k}.
PROOF: Consider any a  qÉ C. We need to show that a  is a homological regular value.
Since C  is a closed set, an e >  0 exists such that the set Q(a, e) =  {/? €  IRfc | ||a  —/3|| <  e} 
does not meet C. If ||o! — /3\\ < e, then
K p = K a. (3.5)
Indeed, if this were not true, the segment joining a  and (3 should contain a point of C, 
against the choice of e.
Now, let us assume that a' < <p(v) z< a", ||a  — a'|| < e and ||ck — a"|| <  e. It follows from 
equation (3.5) and from Theorem 3.3.3 that the inclusions %' : Ka =  K a> K ^ ^ a, 
and i" : K a = K a» induce isomorphisms in homology. The inclusion
. K ^ ^ ai «-f K ^ ^ an can be written as =  i"or', where r' is the retraction ho-
motopically inverse to i '. By the functoriality of homology, H*{iSa' =  H t (i") o H t {r'), 
hence it is also an isomorphism. □
For the sake of visualization, in Figure 3.3 the set C  is shown in a simple case.
From the formula for C, we instantly get an analogy of a well-known result from differ­
ential geometry [59].
C oro llary  3.3.6 The set of homological critical values of ip1 -is a nowhere dense set in 
Mk. Moreover its k-dimensional Lebesgue measure is zero.
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¥>lfa>) Vl{Vl) <Pl(V2) <Pl(V3)
Figure 3.3: The set C  defined in Theorem 3.3.5 is the union of closed cones with vertices 
at the values taken by <p. The set A introduced in Proposition 3.4.6 is a finite set whose 
elements are the highlighted points.
3.4 Approximation of distances between rank invari­
ants
The goal of this section is to show that shape comparison by persistent homology of 
vector functions is numerically stable. In this passage from real (continuous) objects to 
their discretizations, the approximation error does not grow to be much larger when we 
compute the distance D between the rank invariants of tp and xp instead of the distance 
D between the rank invariants of /  and g (Theorem 3.4.5). To this end, the stability 
property (S) of D defined in Section 3.2.1 in the continuous setting is crucial.
A description of this approximation procedure in concrete examples together with exper­
iments exploiting the numerical stability of the comparison by persistent homology will 
be given in Section 3.5.
We end the section by showing that the set of homological critical values, although un­
countable, admits a finite representative set.
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We start from the following approximation lemma. It may happen that D (p^, p^) and
D {ptfPiPxjp) are equal to + 0 0 . In the case of the matching distance, this occurs when
H*(K) 7^  H t (L). In such a case, we adopt the convention 00  — 00 =  0.
L em m a 3.4.1 Let <p : K  —»• xp : L M.k be two continuous measuring functions on 
the carrier of complexes JC and, C. For any e > 0, there exists Ô > 0 such that i f
max{diam cr | <r 6  1C or a E £ }  < S (3.6)
then
-D G V .P ^ O I < e- (3-7)
PRO OF: Since K  and L are compact, <p, xp, <pn, and xp'1 are uniformly continuous. Hence
for any e > 0, there exists <5 > 0 such that if (3.6) is satisfied then
maxjdiam <p(cr) | a E /C} <  e/4 (3-8)
and the same inequality holds for xp, ip , and xp''. The diameters of <p(cr) and cr are 
measured with respect to the maximum norm in the respective ambient spaces. Since 
is the restriction of <p to the vertices, and gP interpolates <p on the vertices, given any
x E cr E K, and any vertex v of cr, from (3.8) we get
||<p(æ) -  <p"(x)|| <  ||<p(x) -  <p(u)|| +  ||<p(u) -  <pn(x)|| < e/2. (3.9)
Hence, by the choice of the maximum norm in Mfe, ||(p — <pn||oo < e/2. By the same 
arguments, ||xp — x p ' ' < e/2. By the stability property (S) of D ,
D (p$,pj,) < D (p ^ ,p ^ ) +  D ( p ^ ,p ^ )  +  D (p ^ ,p ^ )
<  | | < p - ( p l o o  +  D ( p ^ , p ^ )  +  11-0^- ^ l U
< D (P ^ ,P ^ )  +  e-
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Reversing the roles of <p, tp and qP, t/T, we get D (p^p, p^p) <  D (p^, p^) +  e and the 
conclusion follows. □
Knowing Lemma 3.4.1, we now turn our attention to computing D (p ^ , p^p).
The following definition sets the notation for the rank invariant of the simplicial complex 
filtration obtained from a discrete map q>. Next, we show that this definition gives a rank 
invariant coinciding with the rank invariant of the continuous function qP. Thus it is a 
first step in the passage from the stability of rank invariants for continuous functions to 
that of discrete ones. Moreover, this definition is the one which we use to implement the 
reduction algorithm of [16] in our computations in Section 3.5.
D efin ition  3.4.2 Consider the discrete map <p : V(AC) —¥ defined on vertices of a
simplicial complex fC. The q ’th real space variable rank invariant or, shortly, q ’th real 
rank invariant of q> is the function pqv : A+ —> N defined on each pair (a, j3) 6  A* as the 
rank of the map
Hq{ j W )  : Hq{Ka) -> Hq(Kp) 
induced by the inclusion map j^a<^  : K a «->■ Kp on simplicial sublevel sets.
T heorem  3.4.3 Given any discrete function q> : V(JC) —¥ Kfc on the set of vertices of a 
simplicial complex K and its axis-wise interpolation qP, we have the equality of q ’th real 
rank invariants
P r o o f :  Consider any (a,/3) e  A+, the inclusion maps and
c_^ . ^  Theorem 3.3.3 implies that for every q G Z we have the following
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commutative diagram
Hq ( K-içP ~(ck )
Hq(Ka) - H,^ >) Hq(K p)
where the vertical arrows are the isomorphisms induced by the corresponding retractions. 
Thus rank Hq(i<a-^) =  rank Hq{jW>).
□
In the sequel, we will once again use pv to refer to real rank invariants of arbitrary order. 
In, conclusion we obtain that the distance between the rank invariants of two measuring 
(or interpolation) functions can be approximated using only the corresponding simplicial 
sublevel sets.
C oro llary  3.4.4 Let <p : K  —¥ ip : L —>■ M.k be two continuous measuring functions 
on the carriers of complexes K. and C and let <p : V{K.) —> Mfe, V’ ; V(£) ~^ be the 
discretizations of (p and ip on the sets of vertices of K and C, respectively. For any e > 0 
there exists 5 > 0 such that if
max{diam cr \ cr E K. or a  E £} < 5
then
(3.10)
PRO OF: Immediate from Lemma 3.4.1 and Theorem 3.4.3. □
We are now ready to give the main result of this section.
T heorem  3.4.5 Let X  and Y  be homeomorphic triangulable topological spaces, and let 
f  : X  —ï g : Y  —»• Rk be continuous functions. Let (K,<p) and (L,ip), with K
87
and L carriers of complexes 1C' and £ ’, and (p : K  'tp : L —> Mfc continuous
measuring functions, approximate (X , / )  a n d  (Y, 5), respectively, in the following sense: 
For a fixed e > 0, there exist a homeomorphism £ : K  —> X  with ||<p — / o ^ H ^  <  e/4 and 
a homeomorphism Ç : L  —» Y  with HV’ — ° Clloo < e/4. Then, for any sufficiently fine
subdivision K of K' and C of £ ,
l-D (P/> P g )  ~  D  (p<p, Pij>)| S; €)
<p : V(IC) —> Mfc, ij) : V(£) -* being restrictions of <p and on the set of vertices of K  
and C, respectively.
PRO OF: B y  th e  tr ia n g le  in e q u a lity
D (Pf, Pg) <  D (Pf, Pf0ç) +  D (PfoÇ, Pç) + D (p<p, Pÿ) +  D (p^, Pgo(f) +  D (PgoÇ, Pg)-
Since pf = p faç and pg = pgoç, we have D (p/, P/Qç) =  0 and D (pgo(,p g) =  0. Moreover, 
by the stability property (S), since ||<p — /  ° £||oo < e/4 and ||V> — <? o C||oo <  e/4, we have 
D (p/oç, P(p) < e/4 and D (p^, pgoç) <  e/4. Therefore,
D (P f, pg) < D (p^, p^) +  e/2.
By Corollary 3.4.4, there exists <5 > 0 such that, if K, and £  are subdivisions of K! and 
CJ with max{diam<r | a £ K  or a € £} < 5, then D (p^,p^) < D (p¥,,p^) +  e/2. In 
conclusion we have proved that D (p /,ps) <  D (p,p, p^,) +  e.
Reversing the roles of / ,  g and <p, if, we get D (p ,^, p^) <  D (p/, pg) + e, yielding the claim.
□
We turn now to the question of the structure of the critical set of <pn. Recall from the 
previous section that when k  > 1, the set of homological critical values of a function on 
K  with values in Rfc may be an uncountable set, although contained in a nowhere dense
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set C  by Theorem 3.3.5. However, the family {i^a }aeKfc of all subcomplexes of K  is finite. 
Thus there exists a finite representative set A c  Rfe for C as the following proposition 
states.
P ro p o sitio n  3.4.6 For any a  E C, there exists X in
A = {A G C  | V j  = 1, 2 , . . . ,  k, 3 v E V{JC) : Xj =  <pj(v)} 
such that K a =  K \.
PROOF: S in ce  a  E C ,  V ( t c a ) ^  0 a n d  th e re  e x is ts  j  such  t h a t  otj =  <Pj(vj) fo r  so m e
ÿj  E V(/C), a n d  Oj >  <pi(vj), fo r 1 <  i < k. F o r each  i ^  j , le t  u s ta k e  a  v e r te x  
Vi €  V(JCa ) su ch  t h a t  (pi(vi) >  <Pi(v) fo r every  v  E V (a ) .  N o w  we se t  A =  (Ai, . . . ,  A*,), 
w ith  Xj =  (pj('dj). B y  c o n s tru c tio n  A b e lo n g s  t o  A. F u r th e rm o re , it h o ld s  t h a t  K a =  K \.  
In d e e d ,'o b v io u s ly , K \  Ç  Ka. M oreover, fo r ev ery  v  E K a , b y  d e fin itio n  o f  Vi i t  h o ld s  
t h a t  ipi(vi) >  <Pi(v) fo r  1 <  i <  k. E q u iv a len tly , Ai >  <Pi(v) fo r 1 <  i <  k, im p ly in g  t h a t  
v  E K \ .  □
The structure of set A is visualized in Figure 3.3. The previous proposition prompts for 
the following definition.
D efinition 3.4.7 Consider the discrete map <p : V(/C) —>• R fc defined on vertices of K. 
The discrete rank invariant of <p is the restriction of the real rank invariant to the 
finite domain A .^ := A* fl (A x A).
. Definition 3.4.7 gives a discrete rank invariant which is similar to the one defined in 
[19, 18], except for the fact that we are using a different homological structure.
Defining a distance D directly on the basis of fc-dimensional rank invariants would be a 
task impossible to accomplish. Even when k = 2, a pair of complexes K. and C with an
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order of thousand vertices would result in computing ranks of millions of maps induced 
by inclusions. This motivates the one-dimensional reduction method described in the 
next section to compute the matching distance.
3.5 Algorithm and experim entation
For experimentation purposes, we now fix the distance between rank invariants that we 
will use to be the matching distance Dm defined in [16].
The one-dimensional reduction method presented in [16] to compute the matching dis­
tance consists of applying the one-dimensional rank invariant along the lines t b + tl 
parameterized by t and determined by pairs of vectors (l,b) in a chosen grid in M.k x Mfc, 
where b is an initial point and I directs the line. It is assumed that all components of I 
are positive, and that I • 1 =  1, b • 1 =  0, where 1 =  (1 ,1 , . . . ,  1). For all (a,j3) G A * , 
there exists a unique such pair, which will be called linearly admissible pair or simply 
admissible pair, the set of which will be denoted L a d m Also denote by : K  -+M. 
and fyfgj : L —> M the one-dimensional functions given by = max, (ip^(x) — bi)/li
and hÿ-ÿ(x) =  maxj ( ^ (x )  — bî)/li, where k and 6* are the i-th components of I and 
b, respectively. For ease of notation, the pair (/, b) may be left out of g and h if it is 
unambiguous. By [16, Lemma 1], if a = b + si, then
Ag<s.
This and Theorem 3.4.3 implies
Corollary 3.5.1 Consider (a,/3) =  (b + si, b +  tl) G A .^, for some (s , t ) G A]j_. Then
Pv(<*>0) =  Pg(s,t).
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The above theorem shows that it is legitimate to apply the reduction method of [16] 
to simplicial sublevel sets. Following [16, Definition 11], we define the multidimensional 
matching distance between the rank invariants pv and p^ to be
Dm (p„, pi,) = sup min k Dm (pg , ph ).
(ï,b)&Ladmk î “  ’ " ’
In this section, the value mini=ii...ifc U Dm (pS{r5), Ps(r5)) will be denoted as dm(p¥,, p^) or 
dm(ib)(P<p> Pip) and referred to as the rescaled one-dimensional matching distance. The 
computational problem is, given a threshold value e > 0 , computing an approximate 
matching distance Dm (pv , p^) on a suitable finite subset A  C Ladmk such that
Dm (/\>) Pi>) ^  Dm (p<p, Pi>) 5s Dm (p<£) Pip) "b e. (3.11)
3.5.1 Algorithm
Our algorithm’s inputs consist of lists of simplices of AC. and £  of highest dimension 
together with their adjacency relations and vertices, and of the values of normalized 
measuring functions <p : V(AC) —> M2 and if) : V(£) —> M2, as well as a tolerance e.5 In 
our computations, we have confined ourselves to the case where AC and £  are triangular 
meshes. Its output is an approximate matching distance Dm (Pp,Pi>)- To compute the 
one-dimensional persistent homology on admissible pairs, we use the persistent homology 
software JPlex [31]. By default, JPlex computes the persistent Betti numbers over Z n  of 
a discretely indexed filtration of simplicial complexes. We build this filtration by adding 
simplices in the following recursive way. We first order the values attained by the one­
dimensional measuring function g in increasing order, {p1;. . . ,  gN}. A finite filtration 
{ACi,. . . ,  AC-jv} is then built by inserting simplices cr G AC. If a  =  {u}, where v is a vertex,
5Due to the finite precision of computer arithmetic, the codomain of the functions tpi and ipi is in 
reality 10-p Z rather than R. In our computations we tended to use p =  6, that is, a precision of up to 
six digits after the decimal point. '
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we put {y} into JCi if g{v) < gi. Otherwise, a  € Ki if all its vertices are in /C*. Similarly, 
the function h is used to build a finite filtration {£x, . . .  ,£m} using simplices of C.
The set of admissible pairs Lading is the set of quadruples (a, 1 — a, b, —b) Ç I 2 x I 2 such 
that 0 <  a < 1. As described in [10, Remark 3.2], it is possible to avoid computation of the 
one-dimensional matching distance over a large portion of Ladm 2. Since the functions <p> 
and ip are normalized, C  =  max{||<£>||, Ill’ll} =  1- Let Ladm\ be the set of admissible pairs 
such that \b\ < 1 . Then, to compute the maximal value of Dm (pg, ph) over Ladm2\Ladrri2 , 
it is sufficient to consider the two admissible pairs (a, 1 — a, 6, —6) = (1/ 2 , 1/ 2 , 2 , —2 ) and 
(1/2,1/2, —2, 2). The details can be found in [10].
It follows from a generalization of the Error Bound Theorem ([10, Theorem 3.4] and 
[23]) to persistent homology of arbitrary order that if for (I, b) and (V,u) E Ladm2, 
|| (I, b) — (l', î?)|| <  5, then for normalized functions <p and ip
I dm(;~6)(P¥>, Pÿ) — p.</,)| < 185.
This suggests that in order to satisfy Equation (3.11), it suffices to choose admissible pairs 
(l,b) & Ladm\ at a distance within e/9 of each other, guaranteeing that every member 
of Ladm\ is within e/18 of a tested pair. In practice, our algorithm is reminiscent of the 
grid algorithm shown in Section 3 of [10], in the sense that we take pairs at a distance 
of 1/2^ of each other with N  sufficiently large. We observe that the set Ladm 2 is. in 
bijective correspondence with {(a, b) e  R2 | a 6  (0 , 1), b 6  R}, and so we will speak of 
computing dm(p¥,, p^) at a point P  =  (a, b) of the preceding set. The lattice of points on 
which we compute this rescaled matching distance is chosen as follows: choose N  £ N 
such that 1/2n < e/18, and choose Pÿ = (a*, bj),i = 0 , . . . ,  2^  — l , j  = 0 , . . . ,  2N+1 — i  
such that ai = (2* +  l ) / 2N+1,bj = 1 -  (2j  + 1)/2N+1.
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3.5.2 Examples of topological aliasing
Our experimentations have been made on triangular meshes of compact 2D surfaces. 
In doing so, the influence on experimental results of the concept of topological aliasing 
discussed in Section 3.3 became apparent. Namely, we used our algorithm to compare in 
a pairwise manner 10 cat models, a selection of which is found in Figure 3.4. We used 
for <pi and ipi, i =  1,2, the following functions. Assume that the model K  is such that its 
vertex set V(/C) =  {t^, . . . ,  vn} and compute the following principal vector:
m _  E I L i K  ~ c ) l h  -  ch
V^n 11„ 12E L i  I K  -  c l!
where c is the centre of mass of K  defined by taking the weighted average of the centres 
of each triangle. Let d be the line passing through c having w as its direction vector, and 
let 7T- be the plane passing through c having w as its normal vector. We defined
dist"(uj, d)
=  1 -  
<P2(Vi) =
maxJ=i  n dist(nj, d)
and
dist(uj, 7r)
maxj-i^.^n dist(uj, 7r) ’
where dist(u, d) and dist(n,7r) are defined in the usual way, as the minimal Euclidean 
distance between v and the points on d  or i t . The functions i p i  and i p ^  were defined 
similarly using the model C. We then repeated the same procedure on the barycentric 
subdivisions of the models, with the value of the function at the new vertices defined using 
the linear interpolant. Wê found out that in this case the computed matching distance 
did not always yield the same result as when using the original unsubdivided models. 
However, replacing the linear interpolant by the axis-wise linear interpolant allowed us 
to retrieve the same results.
We show in Table 3.1 a selected subset of our results, and in Figure 3.4 images of the five 
models for which results are shown. The first two rows of numbers in each table repre­
sent the ID matching distance computed using each of (pi and ipi for i =  1, 2 respectively,
93
while the last three rows represent the approximated 2D matching distance computed for 
three different tolerance levels e. The column named “Nonsub” shows the distances com­
puted on the original model, while “Linear” and “Axis-wise” show those computed on the 
subdivided models with respectively the linear and axis-wise linear interpolants. “Diff” 
and “% Diff” show the difference and relative difference between the matching distance 
results for the unsubdivided models and subdivided models with linear interpolation.
We can see that while the matching distance computed using the axis-wise linear inter­
polant is, for every tolerance level, equal to the matching distance between the origi­
nal models, the matching distance computed using the linear interpolant can be quite 
different, and this both using Oth- and lst-order persistent homology. However, this 
phenomenon is only seen when computing the 2D matching distance: the ID matching 
distances (the numbers in the first two rows of each table) are always the same. Given 
that in our context topological aliasing can only be observed when using multi-measuring 
functions, this follows our expectations.
3.5.3 Application to model precision concerns
When computing the matching distance between the multidimensional persistence dia­
grams of two models, the computation time can easily become prohibitive if the simplicial 
complexes representing the models are very large. For this reason, using coarser repre­
sentations may be necessary. However, doing so comes at a cost in terms of accuracy. 
Nevertheless, using the stability property (S) of subsection 3.2.1 with the axis-wise inter­
polation, we can estimate or bound the error caused by coarsening the model, and also 
calculate the model precision required to reach a given error threshold. This step can be 
done once for every dataset, using statistical tools to obtain the expected required model 
precision.
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We demonstrate this method using the following two datasets.
E xam ple  3.5.2 (C irc le) Let /* : S 1 M2, i =  1 , . . . ,  105 be a set of random functions 
on the circle obtained in the following way: if S 1 is parametrized by the functions x  = 
cos t , y = sin t , t  G [0 ,27r), then
/<(*» y) =  I X I  c o s ^  +  &»1 sin^  ’
\ i = i
where the q ’s  and /?’s are pseudo-random numbers presenting a uniform distribution 
in [—1,1). The function fi is then obtained from fi  by normalizing it so that both 
its components take 0 and 1 as minimum and maximum. It can be plotted as a (not 
necessarily simple) closed curve in [0, l ]2 touching the four sides of this square. For 
N  = 2,3, . . .  ,9, we obtain <pitN by sampling fi at the 2iV-th roots of unity on S 1. On 
the triangulation K ^  where 1-simplices join successive 2Ar-th roots of unity, <p^ N can be 
computed, and property (S) and Theorem 3.4.3 guarantee th a t 11^ 7jv ~  fi lloo is an upper 
bound for the matching distance Dra (p^iiN The following table shows the average 
and standard deviation of this upper bound over the dataset of 105 functions. Another 
line shows the sum of mean and standard deviation, which in our tests appears to be an 
effective upper bound in 82 to 86% of cases. For normally distributed data, it would be 
such an effective upper bound in nearly 85% of cases. Figure 3.5 plots this effective error 
bound in function of the percentage of original simplices kept.
N 2 3 4 5
P 0.748324 0.592222 0.346717 0.193834
a 0.117896 0.104408 0.067729 0.032303
p + cr 0.866220 0.696630 0.414446 0.226138
N 6 7 8 9
P 0.101172 0.051487 0.025936 0.013012
a 0.015632 0.007552 0.003679 0.001812
p + cr 0.116804 0.059039 0.0296155 0.014824
(a U cos(* *) + A ,2 sin(i t))
i— 1
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E xam ple 3.5.3 (T orus) Let fi :T  —»• M2, i = 1 , . . . ,  5000 be a set of random functions 
on the torus obtained thusly: if a torus is parametrized by the equations x  — (2 +  
1/2 cost) cosu , y  =  (2 +  1/2 cost) sinu , z  =  1/2 sint, t ,u € [0,27r), then
f i ( x , y , z ) =
(  E lL i cos(*t) +  A,i sin(it)) (2 +  1/2 (7*1 cos(ju) +  Sjtl sin(ju))),
cos(*t) +  A,2 sin(*t))(2 +  1/2 E j= i(7 i,2 COs(iu) +  <5J)2sin (ju )))),
where the a ’s, /3’s, 7 ’s and 5’s are pseudo-random numbers uniformly distributed in 
[—1,1). Here again, /j is then obtained from fi  by normalizing it so that both its 
components take 0 and 1 as minimum and maximum. Given N  =  4 , 5 , . . . ,  9, we build 
a uniform triangulation of the space [0 , 2n]2 with the identifications 0 ~  27r in both 
variables t and u, where vertices are the points (U,Uj) with t* =  2-ki/2n  and Uj = 
2 n j / 2 N~2, and where triangles have as vertices the points (U,uj), (t(i+1) mod 2 N iuj) and
(f(i+1) mod 2N > ^O'+l) mod 2JV_2)) Or 1) mod2N~2) &nd mod 2wi
“ O+i) mod 2^ -2), i = 0 , . . . ,  2N — 1, j  = 0 , . . . ,  2N~2 — 1. This space being homeomorphic 
to T, this triangulation corresponds to a triangulation of the torus. Sampling f i  at the 
vertices of the triangulation, we obtain the function on which <p^ N can be computed. 
As in the previous example, the following table shows the average and standard deviation, 
as well as their sum, of \\<p^ N — fi\\oo over the dataset of 5000 functions. Figure 3.6 further 
plots (j, + a in function of the percentage of original simplices kept.
N 4 5 6 7 8 9
0.384139 0.299501 0.178587 0.097746 0.050357 0.025411
a 0.060352 0.054141 0.033503 0.017958 0.009268 0.004672
H + cr 0.444491 0.353643 0.212090 0.115704 0.059625 0.030083
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Figure 3.4: The models catO, catO-tranl-1, catO-tranl-2, cat0-tran2-l and cat0-tran2-2 
are shown along with the values of <pi and <p2 - Models are courtesy of the authors of [10].
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catO vs. catO-tranl-1
Nonsub Linear Axis-wise Diff % Diff
0.031129 0.031129 0.031129 0.000000 0.000000
0.039497 0.039497 0.039497 0.000000 0.000000
Hi 0.039497 0.039497 0.039497 0.000000 0.000000
0.046150 0.039497 0.046150 -0.005653 -16.844317
0.046150 0.040576 0.046150 -0.005574 -13.737185
0.118165 0.118165 0.118165 0.000000 0.000000
0.032043 0.032043 0.032043 0.000000 0.000000
H0 0.194217 0.177001 0.194217 -0.017216 -9.726499
0.224227 0.203102 0.224227 -0.021125 -10-401178
0.225394 0.207266 0.225394 -0.018128 -8.746249
catO-tranl-2 vs. cat0-tran2-l
Nonsub Linear Axis-wise Diff % Diff
0.017272 0.017272 0.017272 0.000000 0.000000
0.026101 0.026101 0.026101 0.000000 0.000000
Hx 0.026101 0.028686 0.026101 0.002585 9.903835
0.034314 0.028686 0.034314 -0.005628 -19.619327
0.034314 0.029188 0.034314 -0.005126 -17.562012
0.182985 0.182985 0.182985 0.000000 0.000000
0.018951 0.018951 0.018951 0.000000 0.000000
Ho 0.192872 0.188365 0.192872 -0.004507 -2.392695
0.207480 0.202844 0.207480 -0.004636 -2.285500
0.208451 0.204511 0.208451 -0.003940 -1.926547
cat0-tran2-l vs. cat0-tran2-2
Nonsub Linear Axis-wise Diff % Diff
0.022001 0.022001 0.022001 0.000000 0.000000
0.034288 0.034288 0.034288 0.000000 0.000000
0.034288 0.034288 0.034288 0.000000 0.000000
0.045545 0.035702 0.045545 -0.009843 -27.569884
0.045545 0.037061 0.045545 -0.008484 -22.891989
0.095677 0.095677 0.095677 0.000000 0.000000
0.032966 0.032966 0.032966 0.000000 0.000000
Ho 0.178776 0.182322 0.178776 0.003546 1.983488
0.202770 0.196977 0.202770 -0.005793 -2.940952
0.212733 0.208097 0.212733 -0.004636 -2.227807
Table 3.1: The approximated matching distance computed by our algorithm for three 
decreasing tolerance values (e =  9/8 ,9/16 and 9/32) is shown for a few test cases (un­
subdivided, subdivided with Tp and subdivided with tp"1), with Oth- and lst-order rank 
invariants.
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Figure 3.5: Plot of fj, + a in function of the percentage of simplices kept from the original 
model, Example 3.5.2. Horizontal axis is logarithmic.
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Figure 3.6: Plot of /i +  cr in function of the percentage of simplices kept from the original 
model, Example 3.5.3. Horizontal axis is logarithmic.
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Chapitre 4
Suspension d ’une fonction de mesure
L’article « Suspension of a measuring function », de Marc Ethier et Tomasz Kaczynski, a 
été soumis pour un numéro spécial de la revue Computer Vision and Image Understan­
ding. Il tire son origine d’une question présentement d ’actualité dans la communauté de 
chercheurs utilisant l’homologie persistante appliquée à la comparaison de formes : est-il 
suffisant d ’utiliser comme signatures de formes les invariants de rang d ’ordre 0 (reliés à 
l’homologie Hq et aussi appelés fonctions de taille -  size functions [29] -  dans la littéra­
ture scientifique), quitte à faire usage de la persistance multidimensionnelle, ou peut-on 
acquérir un pouvoir accru de discrimination en faisant usage d ’invariants de rang d ’ordre 
supérieur ? Pour tenter d ’offrir un début de réponse à  cette question, nous introduisons 
une méthode basée sur le concept topologique de suspension qui permet, compte tenu 
un espace topologique X  muni d’une fonction de mesure /  : X  —> R, de lui associer une 
fonction de mesure S®/ : S X  —> M. définie sur la suspension de X  dont l’invariant de 
rang d’ordre 0 est quasi trivial et dont celui d ’ordre q -1- 1 encapsule presque la même 
information que celui d ’ordre q de / .  Des résultats assez similaires peuvent aussi être 
obtenus pour les invariants de rang multidimensionnels. Ceci suggère que dans certains
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cas de comparaison d’espaces, l’utilisation des invariants de rang d’ordre supérieur soit 
peut-être nécessaire. De plus, notre procédure donne un moyen de construire des mo­
dèles dont la topologie dans n’importe quelle dimension possède le niveau de complexité 
requis. Ces modèles pourront être utilisés pour tester et comparer des algorithmes de 
comparaison de formes.
L’idée d’utiliser la suspension pour construire de nouveaux modèles qui décalent de un les 
invariants de rang a été suggérée par Kaczynski. J ’ai suggéré le lemme 4.2.2 comme mé­
thode de prouver cette équivalence, que nous avons ensuite prouvé ensemble. J ’ai ensuite 
prouvé les théorèmes 4.2.5 et 4.2.6 portant sur la relation entre la distance d ’apparie- 
ment pour les deux modèles, et j ’ai effectué quelques tests numériques pour illustrer cette 
relation.
Voici une liste de corrections et de précisions à apporter à cet article :
•  page 104, ligne 14 : l’expression « objecting to » serait probablement plus précise 
que « disapproving ». La signification de cette phrase est que, sans remettre en cause 
les travaux suggérant que dans la pratique, la comparaison de formes par invariants 
de rang peut être remplacée par les fonctions de taille multidimensionnelles, nos 
travaux suggèrent que ce remplacement n ’est pas une panacée ;
• page 106, proposition 4.2.1 : les points où s = ±1 ne sont pas nécessairement des 
points critiques au sens du gradient. Cependant, puisque la fonction y atteint son 
minimum global, on peut les considérer comme critiques, au sens topologique à tout 
le moins ;
•  page 106, ligne -10 : ici aussi, dire que S r /  et £ r /  sont la composition de E f  avec 
l’application quotient de M  x [—1,1] dans, respectivement, SM  et 'EM, est un abus 
de terminologie. Si q : M  x [—1, 1] —* S M  est l’application quotient, nous pouvons 
définir <Sr/  =  E f  o q-1. Cette application est bien définie puisque bien que q-1
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n ’est pas une fonction, g n’étant pas bijective sur M  x {1} et M  x  { — 1}, E f  est 
constante sur chacun de ces ensembles. E r /  peut être définie similairement puisque 
E f  est constante sur { x q }  x  [— 1', 1],
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Suspension of a measuring function
Marc Ethier and Tomasz Kaczynski1'
A bstract
Given a measuring function f  on M  with values in E, we construct a measuring 
function S r /  on the topological suspension SM,  also with values in E ,  and with 
the property that its rank invariants are basically those of /  with the homology 
dimension q shifted by one. In particular, the O-dimensional rank invariant, 
equivalently, the size function of Sr /  is quasi-trivial, and its one-dimensional 
rank invariant provides about the same information as the size function of / .
We use this as a simple model for generating examples aimed at testing various 
topological invariants of shape for efficiency. In particular, our construction gives 
some insight into a discussion on what is a better tool in shape comparison: the 
rank invariant studied for several homology dimensions or the multidimensional 
size function.
4.1 Introduction
Given a measuring function /  : M  -> M, we construct a  measuring function S r /  : S M  —>• 
E  on the topological suspension S M  of M  with the property that its reduced homology 
rank invariants are those of /  with the homology dimension q shifted by one. In particular, 
the O-dimensional rank invariant, equivalently, the size function of S r /  is almost trivial, 
and its one-dimensional rank invariant provides nearly the same information as the size 
function of / .
1 supported by the NSERC of Canada Discovery Grant
Generally speaking, this process will provide us with a means to build high-dimensional 
models with a numerically challenging topology in order to test and compare shape com­
parison algorithms. Real-life data, from medical imaging and similar fields, may have a 
complicated topology but is only available in low dimensions, and unless the data and 
its structure is already well-known, may not be suitable for testing methods. Conversely, 
high-dimension examples constructed by hand are typically not very challenging from a 
topological or numerical standpoint. The suspension process allows the construction of 
models with the desired topological complexity in any dimension. In particular, our con­
struction gives some insight into a discussion on what is a better tool in shape comparison: 
the rank invariant studied for several homology dimensions or the multidimensional size 
function. There are some claims, based on numerical experimentation, that the shape 
comparison using homology rank invariants can be reduced in practice to that of multidi­
mensional size functions provided the dimension of the parameter space is increased. The 
presented model is not aimed at disapproving that experimental assertion but at indicat­
ing that the exchange of the method cannot be done blindly, that is, without knowing 
the shape of the object whose shape we want to classify, and that it may induce a higher 
computational cost than computing rank invariants for higher homology dimensions.
4.2 The m odel
Since the homological rank invariants are only defined for homology with coefficients in 
a field F, we will use the notation H*(X)  for H*(X) F) throughout this paper.
The suspension of a topological space X  is the quotient space S X  := X  x [—1 , 1]/ 
where ~  is the identification (x, 1) ~  (y , 1) and (x , —1) ~  (y , —1) for all x ,y  6  X  [56, § 
33]. This space can be visualized as a double cone over X  with vertices at the parameter 
values s =  ±1. It is known that S  is a functor with its value on maps F  : X  —»■ Y  given
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by S F ( x , s ) := (F(x),s).  This functor shifts the reduced homology dimension by one 
[56, Th. 33.2], that is
É q+1(S X ) *£ Hq(X) ,  q > —1. (4.1)
In terms of non-reduced homology, this is equivalent to writing
Hq+1(S X )  2É Hq(X),  for q >  1,
H ^ S X )  © F  =  H0(X),  and H0( SX)  9É F.
Let xo E X .  The based suspension of the pointed space (X, x0) is the pointed space 
(EX, ( x q , 0)), where EX  is the quotient space of S X  obtained by the additional identifi­
cation (x q , s )  ~  (.To, 0) for all s E [—1,1]. If X  is triangulable, EX  is homotopy equivalent 
to S X  [46, § 4.3]. Figure 4.1 shows an example of a topological space and its suspension.
S M
X q
Xq
Figure 4.1: Left: a manifold M  homeomorphic to S 1, with a base point x0 which can be 
interpreted as the global minimum of a measuring function. Right: the suspension SM . 
In the reduced suspension EM, the segment { t 0 } x  [—1,1] (in bold) would additionally 
be reduced to a point.
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We now pass to measuring functions on topological spaces. For focusing attention, we 
assume that X  = M  is a connected smooth compact manifold of dimension d and th a t 
/  : M  4  1  is a Morse function, that is, a C2 function whose critical points are non­
degenerated and have distinct critical values. Let mo be the global minimum of /  attained 
at xo ■
Define E f  : M  x [—1,1] —> K by
E f ( x ,  s) := s2m 0 +  (1 -  s2)f(x).  (4.2)
Note that E f  assumes the global minimum at the union of {x0} x [—1,1] with M x { —1,1}. 
Along each line s M- (x,s), E f  assumes a maximum at (x, 0). By simple differential 
calculus, we get the following statement. >
P ro p o sitio n  4.2.1 A point (p ,s ) is a critical point of E f  i f  and only if either p is a 
critical point of f  and s = 0, or s =  ±1. Moreover, in the first case, p is of Morse index 
A if and only if (p, 0) is of Morse index A + 1.
Define the maps 5m/ : S M  —)■ M and Em/ : SM  —► !  as the compositions of E f  
with the quotient map of M  x [—1,1] onto SM , respectively EM. The statement of 
Proposition 4.2.1 extends'to 5m/ except for the non-degeneracy conditions at points on 
{®o} x [—1,1] with the critical value mo- By passing to Em/, we gain the isolation 
condition for the equivalence class of (.x0, 0 ), which becomes the unique critical point of 
Morse index 0 of Em/. Homological invariants are not affected by the lack of smoothness 
at the vertices of the cone SM , respectively, at the base point of EM, because the only 
non-smooth critical value is the absolute minimum m 0.
Given any a  6  i ,  we consider the sublevel sets
Ma :=  (x  6  M  | f (x)  < <*}
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and
(S M ) a :=  {(æ, s) G S M  \ S%f(x, s) < a}.
It is easy to see that S(M a) C (S M ) a but the reverse inclusion does not hold true. 
However, we prove the following result.
Lem m a 4.2.2 The set S (Ma) is homotopy equivalent to (S M ) a.
PROOF: If a  =  mo is the absolute minimum of / ,  then we obviously have S (M a) =
( S M) a.
Let E M  =  M  x [—1,1] and (E M ) a be the sublevel set of E f .  We first assume that a  is 
a regular value and construct a strong deformation H  : X  x [0,1] -» X  of the set
X  =  ( EM ) a U ( M  x {—1,1})
onto
A = E( Ma) U ( M  x {-1 ,1}).
These sets are illustrated in Figure 4.2. Forcingly, we must have H((x,s) ,  A) =  (æ, s) 
for all (a:,s) G A  and all A G [0,1]. Hence, it is enough to continuously define H  on 
A \ A x  [0,1]. For àny (æ, s) G X \ A ,  f ( x )  >  a.  From (4.2),
V E f ( x ,  s) =  ((1 -  s2)Vf (x ) ,  2sm0 -  2s f (x) )  ,
which is zero if and only if either s =  ±1 and f (x )  = m 0 or s =  0 and V/(a:) =  0. 
The case f ( x )  =  m0 assumed at x0 is already taken care of. Note that {x0} x [—1 , 1] is 
disjoint from X  \  A.  By the hypothesis that a  is regular, the gradient vector field —V E f  
defines a flow t <p((x,s),t) on X  \  A  such that the values of E f  decrease along its 
trajectories. In the absence of critical points, any (x, s) G X  \  A is sent by <p to A  in
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a finite time t(x, s). Indeed, the fact that t (x , s ) < oo can be seen from the differential 
equation for the second coordinate of —V i?/,
ds . .—  = 2s f{x)  -  2sm 0,
whose solution is s(t) = s0e2t^ x)_rn° /  If the trajectory of (x, s) does not reach E ( M a) 
first, its second coordinate s must reach the value 1 or —1. By standard arguments from 
the dynamical systems theory, t(x, s) is a continuous function of (x, s) E X .
We define H  : X  \  A  x [0,1] —> X  \  A  by the formula
H((x,s) ,X)  := <p((x,s),\t(x,s)).
By the flow property, H((x,s) ,  0) =  (x, s) and by the choice of t(x, s), H((x, s) ,  1) € A,  
for all (x, s) G X  \  A. If (x, s) 6 A,  we have t(x, s) =  0 and hence H((x,  s ), A) =  (x , s) 
for A 6  [0,1]. Thus i f  is a strong deformation retraction of X  onto A.
Since, for each A, H(-, A) is the identity map on M  x {—1,1} c  A,  the deformation 
H  : (S M ) a x [0,1] -> (S M ) a is well-defined'by the formula
H(q(x, s ), A) := q(H((x, s), A)),
where q is the quotient map of E M  onto SM.  In particular, we have the homotopy 
equivalence S{Ma) =  (S M ) a for a regular value a.
Now let a  be a critical value, other than the absolute minimum ra0 which is already taken 
care of. Since it is isolated, there exists e > 0 such that all values in. (a, à  + e] are regular. 
It is known from the classical Morse theory that Ma is a strong deformation retract 
of Ma+e, so Ma = Ma+e. Hence S (M a) =  5(M a+e). By the same argument, (S M ) a = 
(S M )a+t. By the preceding construction, S(M a+e) =  (SM )a+e. By transitivity, S ( M a) =  
(SM) a . D
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f(x)
1
Figure 4.2: Left: E f  : M  x [— 1,1] —¥ K for a manifold M  with measuring function 
/  : M  —> M, reaching its global minimum in x 0. (M  has been “disconnected” in xq for 
visualization purposes.) The global minimum of E f  is {zo} x I—1,1] U M  x {—1,1} (in 
bold). Middle: E f  seen from above. E ( M a) is in dark grey, (E M ) a in dark and- pale 
grey (see Lemma 4.2.2). Right: S ( Ma) is in dark grey, (S M ) a in dark and pale grey. 
M  x {—1} and M x {1} are both reduced to a single point.
We now discuss the effect of the suspension operation on rank invariants. We may 
assume that M  can be triangulated so that the critical points of /  are vertices of the 
triangulation. In particular, x0 is a vertex. In numerical experimentations with one­
dimensional measuring functions one assumes more, that /  is piecewise linear on that 
triangulation. This assumption is reasonable due to stability theorems [20].
Given any a  < /3 in M, we consider the map
H , ( j (aifi)) : H, (Ma) —► H*(M0)
induced by the inclusion map j : Ma “—>• Mp. Recall that the ç-th persistent homology 
space of (M, / )  at (a, (3), denoted by is the image of Hq{Mf)  under the map
and the g-th rank invariant of (M, / )  at (a,/.3) is the number
pqf (a,l3) = rankim Hq(j^a'^). 
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(4.3)
The rank invariant function is p9 : A+ —» N defined on
A+ := { (Q ,^ ) 6 l 2 | a < J } .
Analogously, we define the reduced rank invariant function as the one on the reduced 
homologies:
p9(a,P)  =  r a n k i m j ÿ g ^ " ’^ ) .  (4 .4 )
Here is our first result.
T heo rem  4.2.3 Let f  : M  —>■ 1R be a Morse function on a connected compact manifold 
M . For any (a, /3) G A+,
= P qf(<*,P) ,  Q >  - 1 -  (4 .5 )
For the non-reduced rank invariant, we have
Æ ( q >^) =  p}(a >P)> Q > !>
n1 lot 3) = I  i f  ol < m 0
Psuf\ > / pQ(a,/3) — l  otherwise
and
o / /i\ f 0 if a < m 0,
Psuf (a >P) ~  |  i  otherwise '
The same formulas hold for E r / .
PROOF: E q u a tio n  (4 .5) is a  co n seq u en ce  o f (4 .1 ), L em m a  4 .2 .2 , an d  th e  fu n c to r ia l i ty  o f  
th e  su sp en s io n  o p e ra tio n . E q u a tio n  (4 .6) is a n  o b v io u s consequence . E q u a t io n  (4 .8) fol­
lows fro m  th e  fa c t t h a t  m 0 is th e  a b s o lu te  m in im u m  b o rn  a t  xo a n d  o f in f in ite  p e rs is te n c e .
F o r p ro v in g  E q u a tio n  (4 .7 ), th e  ab o v e  a rg u m e n ts  c a r ry  over to  prove th e  c o m m u ta t iv i ty  
o f th e  d iag ra m :
(4 .6 )
(4 .7 )
(4 .8 )
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Hi (SMa) © F —¥  Hi{SMf)) © F
To complete the proof, let xo, v i , . . . , vn be representative vertices of a basis of Hq ho­
mology generators for Ma, and xo, uq , ••. ,  wm be those of a basis for Mp. We have
H0(Ma) =  ©fc=iF[ufc -  x0] © F[x0] =  H0(Ma) © F[x0]
and the same holds true for Ho(Mp) with respect to w^s.  Thus splits as
(0 i , 02) where
0i : Ho(Ma) —> Ho(Mp)
and 02 =  id f [.x0] • The isomorphism displayed by the left vertical arrow splits as ( 0 i , 02) 
where ijji '■ Ho(Ma) —> Hi ( SMa) and 02([^o]) =  If- Indeed, this holds since the sus­
pension of the 0-cycle Vk — x0 is a 1-cycle and by the argument on (xo,0) proving 
Equation (4.8). The same holds true for the isomorphism displayed by the right vertical 
arrow. From here, we get
rank = rank0i =  p°f (a,/3) -  1.
Since EMa is homotopy equivalent to SM a for each a , the arguments carry over to E r / .  
□
We can use Theorem 4.2.3 to prove results about the matching distance between rank 
invariants [29]. The previous reference discusses the use of the matching distance in size 
theory, which is in essence the study of the 0-th rank invariant. These results can be 
generalized in a natural and common way to the ç-th rank invariant. Recall the definition 
of a cornerpoint of the rank invariant function pfi
D efinition 4.2.4 For a point p — (a,f3) € A+, define its multiplicity p(p) as the mini­
mum, over all e >  0 such that a + e < j3 — e, of
pf (a + e , / 3 - e ) ~  pf {a -  e, fi -  e) -  pf (a + e,fi + e) + pf (a - e , f i  + e).
If p(p) > 0, then p is called a proper cornerpoint of p/. In addition, for a vertical line 
r  of equation x  =  a, define its multiplicity p(r) to be the minimum, over all e > 0 such 
that a  +  e < 1/e, of
pf (a +  e, 1/e) -  pf (a -  e, 1/e).
If p(r) > 0, then r  is called a cornerpoint at infinity of pf, and we identify it with the
pair (a , oo). The rank invariant function p / is uniquely determined by the multiset of its
cornerpoints together with their multiplicities.
The matching distance d, between the rank invariants pf and pg is the bottleneck distance 
between the multisets of their cornerpoints. The details are available in [29].
Theorem  4.2.5 Let M , N  be homeomorphic connected compact manifolds, and let f  : 
M  —>■ ffi. and g : N  —» M be Morse measuring functions. Denote by mo and no the minima, 
respectively, of f  on M  and g on N . Then
d ( &  &  = 9 >~1- (4.9)
For the matching distance between non-reduced rank invariants:
= d(P%Pq9)> Q ^  1. (4-10)
d(Psuf  » PSm ) ^  d(P% P°g)> (4-11)
and
dips*/’ Ps*g) = lm° -  no|. (4.12)
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Furthermore, if m 0 = no, then we have
< * ( ^ . / 0  =  {  o (p?,p?)  pql- 1 -  <4 1 3 )
The same formulas hold for S r /  and Sup.
PROOF: Equations (4.9) and (4.10) are direct corollaries, respectively, of (4.5) and (4.6). 
Now Equation (4.12) derives from (4.8), which signifies that the rank invariant function 
PgRj  has a single cornerpoint, a cornerpoint at infinity with value m0. Similarly, p°Sug 
has only one cornerpoint at infinity taking the value no- It follows th a t d(pguf,  PsR9) =  
l^o - n 0|. '
To prove Equation (4.11), see that from (4.7), the rank invariant functions and pgRj  
differ only in that the former has one cornerpoint at'infinity with the value mo which the 
latter does not have. Similarly, pg has a cornerpoint a t infinity with value n0 not present 
in pgM- Therefore, the computation of ^(PsK/> PsRg) requires computing the bottleneck 
distance between two proper subsets of the points involved in the computation of d(p°, pg). 
Equation (4.11) follows. However, in the case where mo =  no, these two cornerpoints 
at infinity, differing by 0, will be matched in the optimal bijection between the sets of 
cornerpoints of p° and pg and will not influence the value of d(p<j. pQg). From this, and 
Equations (4.10) and (4.12), (4.13) follows. □
From this point on, let us consider simplicial complexes JC and £, assumed to be the 
triangulations of homeomorphic compact connected manifolds M  and N . We equip these 
complexes with fc-dimensional measuring functions <p : V(/C) Mfe and if '■ V(£) —¥ R fc, 
where V refers to the vertex set of the complex under consideration. The functions may 
be obtained by sampling measuring functions /  : M  Mfc and g : N  -» lRfe whose 
components are Morse functions. For a complex K, equipped with a measuring function 
<p : V(/C) —> Mk, and a value a £ l k we further define the sublevel complex K,a as the
113
complex composed of all simplices of YZ whose vertices v all verify the relation <p(v) < a, 
'where X is the usual partial order on Mfc. It is known that the suspension of a complex YZ 
can be realized as the join S(YZ) =  YZ*{w0, mi}, where {mo, w \}  is a complex composed of 
two vertices. Using this definition, if YZ is a triangulation of the manifold M , then S(YZ) 
is a triangulation of SM . We further define, for f  : V{YZ) —»■ the measuring function 
Sm f = . . . ,  S®,ipk) '■ V(5(/C)) —► Rfc, where S u fi(v )  =  <fi(v) for all vertices v of YZ,
and S®.(pi(wj) =  m ^0, j  =  0,1, m^o being the absolute minimum of f i  over V(YZ).
We can define the rank invariants for the discrete model. Consider the map
: H .(K a) -» H*(K0)
induced by the inclusion map : K a Kp, where a  -< j3 and where K a and Kp 
denote the supports of the sublevel complexes YZa and YZp. We define the g-th rank 
invariant of (K , f  ) at (a,j3) to be
As proved in [20], the rank invariant functions pv are identical to the rank invariant 
functions p^ , where fP : K  —> Mfc is the axis-wise interpolation of f .
Recall the definition of the fc-dimensional matching distance between rank invariants:
D{Ptp, Pip) SUp d(/?redfrr ) Pred^ ~~ )
(f,6)€A dm fc ' ( , '6) <'■»>
where the reduced one-dimensional measuring functions are defined as
A i p  1- \  ■ 1 (P*(V) ~  b ired,-- (v) = mm fj max -------------
(i,6 )v ' i= l,...,fc  i= l,...,fc  / j
and where the set of admissible pairs Admfc is as in [11].
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Theorem  4.2.6 Let K, C be simplicial complexes, and let ip : V{K) —> Mfc and t/j :
V(C) —» Kfc be k-dimensiondl measuring functions, all of which follow the previous as­
sumptions. Then
= q > 0 .  (4.14)
For the k-dimensional matching distance between non-reduced rank invariants:
D(p& l, &  =  D K ,  p'*) > 1 a  i .  <4-15)
and
D{p1s .v ,P1s, t )< D { p l ,p l ) .  (4.16)
PROOF: D(pstlV>, PsrxI>) is o b ta in ed  as th e  sup rem um  over adm issib le p a irs  o f d(p ,%*>,
0,b)
p s^ )  (with the obvious change for the reduced rank invariants). Let us fix a particular
(r’sL -
pair (l,b ) G Adm*. It is obvious from definitions that r e d ^ (u )  =  5 u (re d ^ )(u )  =  
r e d ^ (u )  for all v G V(/C). Now, Su (red^ ) (w j )  > red^ { w j )  =  min, k  maxj(mii0—bi)/k,  
j  = 0,1. However, the appearance of w0 and u>i in the sublevel filtration for the function 
red^?g? before their appearance for the function S ® (red^) does not affect their rank 
invariants of order 1 or greater, which will be identical. This along with Theorem 4.2.5 
and the application of linear interpolation to redA-^ and r e d ^  allows us to show that
= d{p,™‘U’p™‘U)’ q ~ ° ’
<7+1 \  _  ,fl+l „ « + !
and
^ S R<r.dj£|i) L
yielding Equations (4.14), (4.15) and (4.16). □
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Remark 4.2.7 We believe that Theorem 4.2.6 is probably also true in the continuous 
case, that is, with manifolds M, N  equipped with continuous measuring functions /  : 
M  -» and g : N  —» Mfc. However, the proof appears to be more complicated in 
this case. Since our interest is in the numerics, assuming the simplicial framework was 
sufficient.
4.3 Num erical examples
The numerical examples described in this section have been produced with two-dimension­
al measuring functions. In this case, we note that the set of admissible pairs Adm2 is 
the set of pairs ((a, 1 — a), (b, —b)) where a G (0,1) and b G R. For a measuring function 
tp : V(/C) —» M2, we will denote the reduced one-dimensional functions red^o 1_a) (6 
as $(a,6), and r e d ^ 1_aj ^ _b^  as SjR^a.b)- Our examples are intended to provide experi­
mental support for the theory described in the previous section. We have used two pairs 
of models, each of which are 1 or 2-dimensional simplicial complexes homeomorphic to 
connected and compact manifolds, as well as their simplicial suspensions as previously 
defined. We have used an implementation of the algorithm of [10] to compute lower 
bounds for the two-dimensional matching distance between their rank invariants of vari­
ous orders with decreasing error tolerance. This algorithm, given pairs (X , tp) and' (Y, ip), 
computes d(p$(a b), p#(a 6)), with (a, 6) chosen on increasingly fine grids, until the desired 
tolerance is attained. Our implementation (coded in Java with help from N. Câvazza, 
co-author of [20] along with this paper’s authors) computes the persistence diagrams for 
these rank invariants using the persistent homology software JPlex [31].
Exam ple 4.3.1 The ID example is the pair of models (K,<p) and (L,ip) shown in Fig­
ure 4.3. As shown, both <pi and ip\, and and . ^ ,  take the same global minimum (in 
both cases 0), so we expect Equation (4.13) to hold. The 2D matching distances have
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Figure 4.3: Pair of models for the ID example. The measuring functions are the x  and 
y coordinate functions.
been computed with a tolerance e =  0.01, but given the simplicity of the example they 
can be assumed with high certainty to be exact. The results of our computations can be 
found in the following two tables:
p P <7 =  0 <7 =  1
) 0.05 0.05 d(p9s«v, > p |n^i ) 0 0.05
0.15 0.15 d(PSuip2 ’ PSrP2) 0 0.15
d (pI pI) 0.2 0.15 D{pSay,l PS«lll) 0.1 . 0.15
As seen above, D(pgRtp, p°Sr^) cannot be assumed to equal 0, even if <pi and 0* take the 
same global minimum for i =  1,2. We haven’t included the results for the reduced rank 
invariants for the suspended models, since they are equal to that of the non-reduced 
rank invariants. This isn’t however expected to be true in general. Figure 4.4 further 
shows d(p%{a b), p%(a b)) and d(PsR$(a,b)> PlR*(a,b)) plotted in function of a and b, for a few 
interesting choices of q.
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Figure 4.4: First image: plot of d(p%{atb), P%(a b))- Second image: plot of d ( /^ (o;fc)»P*(o>6)) 
and d(PsR<ï>(a6)>PsR^ (a6))- They are identical, as expected by Equation (4.9). Horizontal 
axis is a, vertical axis is b.
E xam ple  4.3.2 The 2D model is shown in Figure 4:5. The measuring function : 
V(K) —> R2 is defined in the following way: assuming that V(/C) = {ui , . . . ,  vn} and that 
c is the centre of mass of K  defined by taking the weighted average of the centres of each 
triangle, we define the principal vector
.T. E l U t o  -~ C)1K - c h  
E l L i  I K  -  41
where || • H2 refers to the Euclidean norm. Then, let d be the line passing through c having 
w as direction vector, and 7r be the plane passing through c having w as normal vector. 
The function ip is defined as
dist (Vi, d)
<Pi(Vi) = 1
and
<P2 (Vt ) =  1
maxj=i n dist (Vj, d)
dist (Vi, 7r)
maxJ=lj...!n dist (vj,n) ’
where dist refers to the Euclidean distance between a point and the line d or plane ir. The ■ 
measuring function ifi is defined equivalently on the vertex set V(£). By the definition of
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Figure 4.5: First row: model K  along with measuring functions ip\ and ip2. Second row: 
model L along with measuring functions ijji and ijj2. Models are courtesy of the authors 
of [10].
the measuring functions, the absolute minima of <£X, <p2, ipi and ijj2 will all be 0. Table 4.1 
shows the results of our computations. All lower bounds for the 2D matching distance 
are shown, in order to illustrate the comparability of results between the original and 
suspended models at every step in the algorithm.
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€ €
d(PSuipi > PSurl) 1) 0.031129 d(PsRw  P'snipJ 0 .000000
d(Pss<p2’ PSriI>2^ 0.039497 0 .000000
D{PSr<pi Ps$tip)
9/8 0.039497
^(PSrv» Psni>)
9/8 0.155527
9/16 0.046150 9/16 0.171368
9/32 0.046150 9/32 0.179821
9/64 0.046150 9/64 0.194217
e €
d(pi, , p i  ) 0.031129 d(PsR<pi > AsrV>i ) 0.118165
d{p\>^p^) 0.039497 d(Ps„<P2’ PXs^o) 0.032043
D{p%,p\)
9/8 0.039497
D(PsRyn PsMj>)
9/8 0.118165
9/16 0.046150 9/16 0.127301
9/32 0.046150 9/32 0.135530
9/64 0.046150 9/64 0.144274
e
d(p°,, P i  ) 0.118165
d (p ° ^ P V 0.032043
D{P%,PI)
9/8 0.194217
9/16 0.224227
9/32 0.225394
9/64 0.225394
e
d ( ^ , p V 0.118165
0.032043
DifiA)
9/8 0.118165
9/16 0.127301
9/32 0.135530
9/64 0.144274
Table 4.1: First two tables show results for original models with Oth order ordinary and 
reduced rank invariants. Third table is results for original models with 1st order rank 
invariants. Last three tables are results for suspended models with 1st, 2nd and Oth order 
rank invariants. Results for suspended models with Oth order reduced rank invariants 
not shown due to being similar to sixth table.
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Chapitre 5
Phénomène de monodromie dans les 
diagrammes de persistance 
mult idimensionnels
t
Nous avons vu au cours du chapitre 1 une méthode permettant de réduire le calcul de 
l’homologie persistante multidimensionnelle de filtrations de sous-niveàu au calcul de 
l’homologie persistante ordinaire pour une famille paramétrée de fonctions. Nous y avons 
aussi vu comment calculer la distance d ’appariement multidimensionnelle entre deux 'in­
variants de rang. Dans le cas de la persistance bidimensionnelle, il existe des algorithmes 
permettant de calculer, pour une tolérance e donnée, une borne inférieure sur la distance 
d’appariement distante de la valeur exacte d ’au plus e. Un tel algorithme est décrit dans
[10]. Cependant, la définition usuelle de la distance d ’appariement multidimensionnelle 
ne nous semble pas être la plus naturelle possible, puisqu’elle ne tient pas compte de 
l’évolution des appariements entre les points des deux diagrammes de persistance suivant 
le changement de paramètre. L’exemple 5.1.1 illustre cette objection. De plus, la com­
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plexité de l’algorithme pour la calculer est assez élevée, puisqu’il dépend de deux degrés 
de liberté.
Pour ces raisons, nous avons cru bon d ’étudier les propriétés, poùr une fonction f  : X  —¥ 
R2, du diagramme de persistance de alors que (l, b) se déplace à l’intérieur de l’espace
Adm2, dans le but de dégager des intuitions quant à la définition de possibles distances 
plus naturelles entre invariants de rang. Ceci nous a permis d ’observer des instances de 
monodromies non triviales le long de boucles de Adm2. L’importance de cette observation 
est qu’il n ’existe pas de correspondance directe entre une paire admissible (l,b) E Adm2 
et chacun des points du diagramme de persistance de : cette correspondance dépend 
aussi du chemin parcouru d ’un point de base pour atteindre (l , b).
5.1 Déplacem ent continu des points des diagramm es 
de persistance
E xem ple 5.1.1 L’exemple suivant n’a pas été obtenu au cours du calcul de la distance 
d ’appariement multidimensionnelle entre deux invariants de rang. Il s’agit seulement d’un 
exemple illustrant en quoi les distances d’appariement paramétrées qui ne tiennent pas 
compte de l’évolution des appariements le long de l ’espace de paramètres ne sont pas 
entièrement naturelles.
Soient {Dgmt}, {DgmJ}, t  E [0,1] deux familles paramétrées de multi-ensembles de points 
définis de la façon suivante : pour tout t, p\ =  0 et p2 =  1 sont les seuls points de Dgmt, 
et p[ = t, p'2 = 1 — t sont les seuls points de Dgm£. Pour chaque t, il existe deux 
appariements entre les points de Dgmt et Dgnrq : at tel que <rt (0) = t ,a t ( 1) =  1 — t, et rt 
tel que r t(0) — 1 — t, rt ( 1) =  t. On voit que les coûts 5(pi,at (Pi)) =  t, S(p2 ,&t(p2 )) =  t, 
5(pi, Tt(pi)) =  1—t, S(p2, 7t(p2)) =  1—t. Donc la distance d’appariement d(Dgmt, Dgmt) —
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min{f, 1 — t}, ce qui atteint son maximum de 1/2 sur l’intervalle [0,1] en t = 1/2. Ce 
serait donc là la distance d’appariement paramétrée entre les familles {Dgmt} et {DgmJ}.
Cependant, on remarque tout de suite que des deux familles d’appariements {at} et 
{rt}, aucune n ’a 1/2 comme coût maximal. En fait, les deux ont un coût maximal de 
1 : atteint en t =  1 pour {at} et atteint en t  =  0 pour {rt}. Il semblerait donc qu’une 
distance d’appariement naturelle entre {Dgmt} et {DgmJ} puisse donc être de 1.
Pour que l’exemple 5.1.1 illustre une propriété qui s’applique au contexte des familles de 
diagrammes de persistance {Dgm(/(;-^)}, il nous faut prouver une notion de continuité 
sur le déplacement des points de ces diagrammes quand le paramètre varie dans Adm*,. 
Autrement le concept de famille paramétrée d ’appariements ne serait pas bien défini. 
Pour ce faire, nous procéderons de la façon suivante, utilisant sur l’ensemble A+ U {A} 
la métrique 5 définie dans la sous-section 1.3.1.
Nous appelerons la paire (l, b) G Adm*, singulière pour les points propres pour /  si au 
moins un point propre de D g m ( /^ )  est de multiplicité strictement supérieure à 1 . Sinon 
(l, b) est dite régulière pour les points propres. Le concept de régularité et de singularité 
pourrait plus généralement inclure les multiplicités des points à l’infini, mais les points 
propres suffiront à nos présentes fins. Dans la suite, nous utiliserons donc les termes 
« régulière » et « singulière » pour désigner la régularité et la singularité pour les points 
propres. Notons Adm*k( f)  l’ensemble des paires régulières pour / .  Nous appellerons /  
normale si l’ensemble des paires singulières pour /  est discret. Nous pouvons prouver le 
résultat suivant. Soit I  l’intervalle fermé [0,1].
T héorèm e 5.1.2 Soit f  : X  —ï une fonction de mesure normale. Pour tout chemin 
continu 7  : I  -» Adm*k( f  ) et tout point propre p G D gm (f^o))> H existe une fonction  
c '. I  —y A+ U {A} continue telle que c(0) = p et c(t) G Dgm(f1(t)) pour tout t G I . De
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plus, s ’il n’existe pas de t E I  tel que c(t) =  A , c est la seule fonction continue à vérifier 
ces propriétés.
DÉMONSTRATION: Pour tout a  > 0, fixons I a =  [0, ck] et considérons la propriété
suivante :
(*) une fonction continue ca : I a —» A+ U {A} existe, telle que ca (0) =  p  et 
ca(t) E Dgm(/7(t)) pour tout t E I a.
Soit l’ensemble A = {a E [0,1] | la propriété (*) est vérifiée}. A  est non vide, puisque 
0 E A. Soit â  =  su p A  Nous devrons montrer que ôt E A. Prenons (a n) une suite non 
décroissante de nombres dans A  qui converge vers â. Puisque a n E A, pour tout rt il y a 
une fonction continue can : J Qn —> A+ U {A} telle que c“n(0) =  p et can(t) E Dgm (/7(t)) 
pour tout t E De plus, nous pouvons supposer que la propriété suivante est vérifiée :
(**) si m  < n, la restriction de ca" à l’intervalle I Qm coïncide avec cQm.
Pour clarifier cette affirmation, nous vérifierons deux cas. Dans le premier cas, nous 
supposons qu’il n’existe pas de n  tel que A E cQn ( / “”). Si la propriété .(**) n’était pas 
vérifiée, alors par le théorème de stabilité 1.3.7, une valeur réelle t E I am existerait telle 
que Dgm ( /7(t)) posséderait un point propre de multiplicité strictement plus grande que 
1, ce qui contredirait notre hypothèse selon laquelle j ( t )  E Adm£(/) pour tout t  E I. Pour 
voir ceci, nous pouvons fixer t — max{f E [0,o:m] | cam(t) =  can(t)}. Dans le deuxième 
cas, nous supposons qu’il existe un certain nombre d ’indices n  tels que A E can(IQn). Soit 
m  le premier indice où ceci se produit, et soit t' =  min{i E [0, a m] \ c“m(t) =  A}. Alors, 
pour assurer que (**) est vérifiée, nous nous contentons de modifier toutes les fonctions 
ca” en posant cQn(t) =  A pour tout t E [if, o:n].
Ainsi, (**) nous permet de définir une fonction continue ca : [0, â) -* A+ U {A} telle 
que ca (0) =  p  et ca(t) E Dgm(/7(t)) pour tout t E [0,â). Toutefois, pour prouver que 
â E A  nous devons encore montrer que ca peut être continûment étendue au point â.
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Le résultat sur la localisation des points des diagrammes de persistance ([21, prop. 3.8]) 
implique que ces points se trouvent dans un ensemble compact et donc, possiblement 
en extrayant une sous-suite convergente, nous pouvons tenir pour acquis que la limite 
limn can(an) =  limn c"(q„) existe. En utilisant une fois de plus le théorème de stabi­
lité 1.3.7, nous montrons que limn ca(an) G Dgm(/7(S)). La fonction c" peut maintenant 
être étendue à  â  en posant ca(a) = l in ^ ca(an), ce qui montre que â  G A.
Prouvons maintenant par contradiction que â = 1. Supposons que â  <  1. Si ca(a) =  A, 
alors cs  peut être aisément étendue en posant ca(t) =  A pour tout t G [â, 1]. Sinon, le 
théorème de stabilité 1.3.7 et le fait que 7 (<S) est une paire régulière impliquent que pour 
tout e > 0 suffisamment petit, nous pouvons choisir rj > 0  (choisi petit par rapport à 
e) tel qu’il existe un seul point propre p'(t) G Dgm(/7(t)) avec 5(p'(t),ca(â)) <  e pour 
chaque t où â  < t < â  +  p. En posant ca(t) =  p'(t) en chaque tel t, nous construisons un 
chemin continu qui étend ca à l’intervalle [0, â  +  77). Peu importe le cas, notre hypothèse 
que 8 = sup A  est contredite.
Nous montrerons maintenant l’unicité de c, en supposant que cette fonction n ’atteint 
pas A pour aucune valeur t G / .  Soient c, c' : I  —y A + deux chemins continus tels que 
c (0 )  =  c '(0 )  =  p et c(t),cf(t) G Dgm(/T(q) pour tout t G I. Notons t la plus grande valeur 
où c(t) = d{t) pour chaque t tel que 0 <  t < t. Par le théorème de stabilité 1.3.7, si t < 1 
alors c(t) serait un point propre de Dgm(/7(t-)) de multiplicité strictement supérieure à 
1. Ceci contredit l’hypothèse que 7 (t) G Adm£(/) pour tout f G /. Nous concluons que 
t — 1 , ce qui prouve notre affirmation. □
R em arq u e  5.1.3 Pour préserver l’unicité de la fonction c même dans les cas où elle 
atteint A en un point f G / ,  nous pourrions restreindre le domaine de c  au sous-intervalle 
[0, t] tel que t =  sup{t G /  | A ^  c([0, t])}. En effet, s’il n’y a aucun moyen de continuer 
à suivre les points propres du diagramme de persistance après qu’ils aient atteint A, il
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est aussi futile de le faire, puisqu’ils ne correspondent alors plus à de véritables proprié­
tés topologiques. Ceci peut être contrasté avec les paires admissibles singulières, où la 
définition de c présenterait une véritable ambiguïté.
5.2 Illustration de la m onodromie dans la persistance  
multidimensionnelle
Notre intuition pourrait nous suggérer qu’il existe une correspondance naturelle entre 
les points de l’espace Admfc et les points des diagrammes de persistance qui leur sont 
associés. L’exemple 5.2.1 montre qu’il n’en est rien ; que cette correspondance dépend 
en fait du chemin suivi. En effet, en suivant les diagrammes de persistance Dgm(/7(t)) 
le long d’une boucle 7  : I  —»• Adm£(/), c’est-à-dire un chemin continu tel que 7 (0 ) =  
7 (1), des monodromies non triviales peuvent se produire si 7  n ’est pas homotope à un 
chemin constant dans Adm*k(f) . En d’autres mots, même s’il est vrai que Dgm (/7(0)) =  
Dgm(/7(1)), il peut y avoir p G Dgm(/7(0)) tel que c(l) #  p.
E xem ple 5.2.1 (M onodrom ie non  triv ia le )  Considérons la fonction /  : M2 —>■ M2
définie sur le plan de la façon suivante : f i (x ,y )  =  x, et
à (x, 1), (æ, 1) à (x,2), et (x ,2 ) à (æ, 3). Sur les demi-droites {(x ,y ) 6  l 2 | y < 0} et
est montré sur la figure 5.1. Tel que défini, le domaine de /  n’est pas compact, mais nous
—x + 1 si y — 1
—2x si y  = 2 ’
—2x +  |  si y  =  3
si y  =  0
f 2(x ,y)  étant ensuite étendu linéairement pour chaque x  sur le segment reliant (x, 0 )
{{x,y) G R2 | y > 3}, on donne à / 2 une pente constante de —1 en y. Le graphe de / 2
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>pouvons aisément obtenir un domaine compact en nous restreignant à un sous-ensemble 
de M2 bien choisi.
L’espace Adm2 est constitué des paires (l , b) où l = (a, 1 — a), a G (0 ,1 ) ,  et b = (/?, —0), 
P G M. Nous pouvons donc représenter une paire admissible par (a, P) G (0 ,1 )  x M. La 
figure 5.2 montre une version « aplatie » du graphe de / ,  comme s’il était projeté sur 
son codomaine. Nous voyons sans difficulté que /  n’admet qu’une seule paire admissible 
singulière, soit ( 1 /4 ,0 ) .  Considérons une boucle 7 dans A dm ^/) qui tourne autour de 
cette paire singulière; par exemple, 7(0) =  7(1) =  ( 1 / 4 ,—e), 7 (1 /4 )  =  ( 1 /4  — e,e), 
7(1/ 2) =  (1 /4 ,  e), et 7(3/ 4) =  (1 /4  +  e, — e) pour un e > 0 suffisamment petit, avec 
7 interpole linéairement dans Adm 1(f) entre ces points. Un schéma du diagramme de 
persistance d’ordre 0 Dgm(/7(tj) est présenté pour ces valeurs de t sur la figure 5.3  ; dans 
chaque cas il possède deux points propres, et cette propriété est en fait vraie pour tout 
t e l .  Si les points de Dgm(/7(0)) sont notés p et q, nous voyons que C p ( l )  =  q et c9(l) =  p, 
où Cp et Cq sont les fonctions suivant le déplacement, respectivement, des points p  et q.
5.3 Perspectives
L’exemple 5.1.1 nous suggère que la distance d’appariement multidimensionnelle quel
nous utilisons présentement n’est pas la distance la plus naturelle entre des invariants de 
rang multidimensionnels. En effet, elle ne se préoccupe des différents appariements entre 
les points des diagrammes D g m ( /^ )  et D g m (g ^ ) que localement en chaque paire 
(l, b) G Adm*, plutôt que de suivre leur évolution à l’intérieur de cet espace. Cependant, 
l’exemple 5.2.1 nous montre aussi qu’il n ’existe en fait pas de correspondance entre les 
paires (l,b ) G Adm*, et les appariements entre points de D g m ( /^ )  et de D g m (g ^ ) .  
La correspondance dépend en fait aussi du chemin suivi pour atteindre (l,b ). En termes 
mathématiques, ce que ceci veut dire est que la fonction suivant la position des points
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F i g u r e  5.1 -  La fonction / 2 de l’exemple 5.2.1. La profondeur représente x, la largeur,
•x+1
F i g u r e  5.2 -  Le codomaine de /  (ici noté <f>) de l’exemple 5.2.1. Les lignes pleines repré­
sentent des points de naissance ou de mort de 0-cycles ; les lignes pointillées représentent 
r(ib) Pour quelques valeurs de (l,b) € Adm2- La boucle 7  : I  —> A d m ^ /) est aussi 
dessinée.
c(t) E Dgm(/7(t)) devrait suivre un chemin 7  prenant ses valeurs dans un revêtement de 
Adm*;, et non pas nécessairement dans Adm^ lui-même.
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►►►1 3 ’ 48
4Q
FIG URE 5.3  -  Schéma de l’évolution du diagramme de persistance d’ordre 0 Dgm(/7(t)) 
de l’exemple 5.2.1 pour des valeurs de t dans [0,1]. Le cercle et la croix représentent les 
points propres du diagramme. Les diagrammes ne sont pas à l’échelle, mais la position 
respective de leurs points est respectée. De même, le chemin dans l’espace (a, (3) n ’est pas 
réellement un cercle géométrique, mais il s’agit néanmoins d ’une courbe simple fermée.
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Chapitre 6 
Conclusion
Les succès obtenus avec l’utilisation de méthodes topologiques en imagerie font de cette 
branche de recherche une voie prometteuse pour les années à venir. L’homologie persis­
tante, par exemple, s’est avérée être un puissant outil de travail, qui permet, grâce aux 
propriétés de stabilité, d ’obtenir des résultats robustes. Cette robustesse pourrait justifier 
d ’utiliser la persistance pour améliorer la méthode de détection de régions critiques dé­
crite au chapitre 2. En effet, cette méthode ne garantit pas la stabilité des résultats sous 
des perturbations de la fonction / ,  ou de la résolution de son domaine ou de son codo- 
maine. Il serait peut-être possible de définir un concept de persistance le long de plusieurs 
résolutions d’un ensemble de données, dans le but d ’établir une hiérarchie d ’importance 
des régions critiques dépendant de leur durée.
Des travaux récents ont entrepris de généraliser les notions d ’homologie persistante à 
des situations où la topologie même des espaces étudiés n’est pas garantie de demeurer 
intacte, par exemple, où une image est sujette à du bruit numérique ou dont on ne connaît 
qu’un échantillon discret (nuage de points). Frosini et Landi [43], par exemple, présentent 
une méthode qui, tout en augmentant la dimension du codomaine de la fonction de mesure
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de 1, permet de comparer de tels objets. Ceci nous fournit un argument fort en faveur de 
l’utilité de la persistance multidimensionnelle, et donc aussi à  celle des travaux présentés 
au cours du chapitre 3. Il en va de même des résultats du chapitre 5 : bien que très 
préliminaires, ils décrivent une propriété qui, nous l’espérons, sera utile au moment de 
définir des distances entre invariants de rang multidimensionnels qui seront plus simples à 
calculer et auront un plus grand pouvoir de discrimination que la distance d’appariement 
multidimensionnelle présentement utilisée.
Jusqu’à présent, la question sur laquelle la recherche en persistance pour la comparai­
son de formes s’eSt concentrée est celle qui concerne le problème direct : deux espaces 
similaires (ou, de façon équivalente, deux fonctions proches ayant un même espace pour 
domaine) possèdent des signatures de forme similaires. Ceci est évidemment nécessaire 
si nous voulons obtenir de bons résultats de comparaison, mais pas nécessairement suffi­
sant : il n’est pas garanti que deux signatures de formes similaires proviennent d ’espaces 
similaires. Cette question concerne le problème inverse. Néanmoins, il est prouvé en [42] 
que l’homologie persistante bidimensionnelle d ’ordre 0 classifie entièrement les courbes 
planaires, c’est-à-dire les fonctions /  : S 1 —» M2 de classe C 1, en autant que certaines 
hypothèses de généricité soient vérifiées. Les résultats obtenus dans le chapitre 4 de cette 
thèse suggèrent aussi quelques pistes de solutions dans cette veine. En effet, puisque nous 
pouvons construire, à l’aide de la méthode de suspension, un modèle dont les invariants 
de rang sont décalés de 1, il semble plausible que la comparaison d’espaces de dimension 
élevée puisse requérir l’utilisation des invariants de rang d’ordre supérieur. Cette branche 
de recherche est cependant encore nouvelle et peu de résultats sont connus pour l’instant.
Finalement, dans un autre ordre d’idée apparenté à l’étude topologique des systèmes 
dynamiques, dont nous avons discuté certains outils au cours du chapitre 1, mention­
nons que si le concept de persistance a pour l’instant surtout été utilisé dans le contexte 
des groupes d ’homologie persistants, il est possible de l’étudier mathématiquement dans
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d ’autres objets mathématiques. Des travaux récents de Mrozek [55] ont introduit la no­
tion de persistance dans des tours d’espaces vectoriels. Cette structure pourra en temps 
être utilisée pour reconstruire la dynamique d ’une application /  : X  —> X  dont le com­
portement n’est connu que sur un nuage de points A d  X .
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