Abstract. We determine the multiplicity of the irreducible representation V (n) of the simple Lie algebra sl 2 (C) as a direct summand of its fourth exterior power Λ 4 V (n). The multiplicity is 1 (resp. 2) if and only if n = 4, 6 (resp. n = 8, 10). For these n we determine the multilinear polynomial identities of degree ≤ 7 satisfied by the sl 2 (C)-invariant alternating quaternary algebra structures obtained from the projections Λ 4 V (n) → V (n). We represent the polynomial identities as the nullspace of a large integer matrix and use computational linear algebra to find the canonical basis of the nullspace.
Introduction
The simple Lie algebra sl 2 (C) has basis {H, E, F } and structure constants [ 
H, E] = 2E, [H, F ] = −2F, [E, F ] = H.
All other brackets follow from bilinearity and anticommutativity. For n ∈ Z, n ≥ 0, the irreducible representation V (n) of sl 2 (C) with highest weight n has dimension n + 1; the action of sl 2 (C) with respect to the basis { v n−2i | i = 0, . . . , n } is Any finite dimensional irreducible representation of sl 2 (C) is isomorphic to V (n) for some n. Any finite dimensional representation of sl 2 (C) is isomorphic to a direct sum of irreducible representations. The multiplicity of V (n) in its k-th exterior power Λ k V (n) is the dimension of the vector space
of sl 2 (C)-invariant linear maps p : Λ k V (n) → V (n). If this multiplicity is positive then p defines an alternating k-ary algebra structure on V (n),
which is sl 2 (C)-invariant in the sense that the action of any L ∈ sl 2 (C) is a derivation of the k-ary multiplication: for any x 1 , . . . , x k ∈ V (n) we have
For the representation theory of sl 2 (C) we refer to Humphreys [15] .
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The goal of this research program is to discover natural generalizations of Lie algebras to the case of k-ary algebras; this has been an active area of research in pure mathematics and theoretical physics during the last two decades. The first steps in this direction were taken by Nambu [16] and Filippov [10] ; see also Takhtajan [19] , Gautheron [11] , Gnedbaye [12] , Hanlon and Wachs [13] , de Azcárraga and Pérez-Bueno [9] , Bremner [2] , Bremner and Hentzel [4] , Bremner and Peresi [5, 6] , Pozhidaev [17] and Curtright, Jin and Mezincescu [8] .
Multiplicity formulas
Bremner and Hentzel [3] studied the case k = 2 corresponding to alternating binary algebra structures on V (n). We have dim Hom sl 2 (C) Λ 2 V (n), V (n) = 1 if n ≡ 2 (mod 4), 0 otherwise.
In this case n = 2 gives the 3-dimensional adjoint representation of sl 2 (C), n = 6 gives the 7-dimensional simple non-Lie Malcev algebra, and n = 10 gives a new 11-dimensional anticommutative algebra satisfying a polynomial identity of degree 7. Bremner and Hentzel [4] studied the case k = 3 corresponding to alternating ternary algebra structures on V (n). For n = 6q + r (0 ≤ r ≤ 5) we have dim Hom sl2(C) Λ 3 V (n), V (n) = q if r = 0, 1, 2, 4, q + 1 if r = 3, 5.
The multiplicity is 1 for n = 3, 5, 6, 7, 8, 10 ; the corresponding V (n) provide new examples of alternating ternary algebras.
In this paper we consider the case k = 4: we study alternating quaternary algebra structures on V (n) obtained from sl 2 (C)-invariant linear maps Λ 4 V (n) → V (n). We first obtain a closed formula for the multiplicity dim Hom Λ 4 V (n), V (n) using a general approach which applies to arbitrary exterior powers. . We now have the structure constants for the sl 2 (C)-invariant alternating quaternary algebra structure on V (4), which we denote by [v p , v q , v r , v s ]:
The LCM of the denominators of the coefficients is 12. Taking a = 3 √ 12 and setting v t = v t /a, we obtain integral structure constants (see Table 4 ):
In general, for all other weights w < 4n−12 we need to find a basis for the subspace of highest weight vectors of weight w in Λ 4 V (n). The dimension of this subspace is the multiplicity of V (w) as a summand of Λ 4 V (n).
Definition 10. Suppose that 4n−14 ≥ w ≥ 0 (w even). Let d(w) be the dimension of the weight space of weight w in Λ 4 V (n): the number of quadruples of weight w.
We define the matrix E (n)
by setting the (i, j) entry equal to the coefficient of the i-th quadruple of weight w+2 in the expression for the action of E ∈ sl 2 (C) on the j-th quadruple of weight w. We call this the E-action matrix for weight w of Λ 4 V (n); the nonzero vectors in its nullspace are the highest weight vectors of weight w in Λ 4 V (n). We compute the row canonical form (RCF) and extract the canonical integral basis (CIB) by setting the free variables equal to the standard unit vectors, clearing denominators, and canceling common factors.
Example 11. For Λ 4 V (6) we use the weight space basis of Table 5 and obtain
we use the weight space basis of Table 8 and obtain 
Definition 13. We construct the weight vector basis of Λ 4 V (n) as follows. We first determine the highest weight vectors for each summand of Λ 4 V (n) as described in Definition 10 and Examples 11 and 12. For each highest weight vector X (of weight w, say) we apply F ∈ sl 2 (C) repeatedly w times to obtain weight vectors of weights w−2, w−4, . . . , −w forming a basis of the summand isomorphic to V (w):
The set of all these weight vectors is the weight vector basis of Λ 4 V (n). The standard order on this basis is as follows: We order the weight vectors first by decreasing weight of the corresponding highest weight vector and then by increasing power of F within each summand. (When there is more than one highest weight vector with the same weight, we order them arbitrarily.) Example 14. The weight vector basis of Λ 4 V (6) is displayed in Table 6 . The weight vector basis of Λ 4 V (8) is displayed in Tables 9-11 . 
Example 17. For n = 6, from rows 23 to 29 of the matrix inverse we obtain the structure constants for the alternating quaternary algebra structure on V (6). We ignore the equations for which |p+q+r+s| > 6 since in these cases the result is obviously zero: there is no vector of the given weight in V (6) . The LCM of the denominators of the coefficients is 120, so we can scale the basis vectors of V (n) by setting v t = v t / 3 √ 120 to obtain integral structure constants. We use the shorthand
After making these changes we obtain the structure constants in Table 7 .
Remark 18. In this paper we also study the alternating quaternary algebra structures on V (10) but in this case the tables of the tensor basis, the weight vector basis, and the structure constants are too large to include.
Polynomial identities and computational methods
We are concerned with multilinear polynomial identities of degree n for an alternating quaternary algebra. This means that each term consists of a coefficient and a monomial, where the monomial is some permutation of n distinct variables x 1 , x 2 , . . ., x n together with some association type, by which we mean some placement of brackets representing the quaternary operation. For any k-ary operation, the degree of a monomial has the form n = 1 + (k−1) where is the number of occurrences of the operation in the monomial. Thus for a quaternary operation the degree of a monomial is congruent to 1 modulo 3.
In degree 
In degree 10, the alternating property implies that we have two association types,
and that the corresponding numbers of distinct multilinear monomials are The number T (n) of association types in degree n for an alternating quaternary product is equal to the number of rooted trees in which each node has at most four children; see Sloane [18] , sequence A036718. The first terms in this sequence are 4.1. Fill-and-reduce algorithm. Suppose we wish to find all the multilinear polynomial identities of degree n satisfied by an algebra A of dimension d. We assume that we have chosen a basis of A and that we know the structure constants with respect to this basis. We write m for the number of distinct multilinear monomials of degree n, and we assume that these monomials are ordered in some way. We create a matrix X of size (m + d) × m and initialize it to zero; the columns of M correspond bijectively to the monomials. We choose two parameters p and s: we will generate pseudorandom integers in the range 0 to p−1.
We will perform the following "fill-and-reduce" algorithm until the rank of the matrix X has remained stable for s iterations:
(1) Generate n pseudorandom elements a 1 , . . . , a n of A: vectors of length d in which the components are integers in the range 0 to p−1. After this process has terminated, if the nullspace of X is not zero then it contains candidates for polynomial identities satisfied by A. We usually find that s = 10 is a sufficient number of iterations after the rank has stabilized, but we use s = 100 to increase our confidence in the results. We now compute the canonical basis of the nullspace.
Module generators algorithm.
We assume that we have the canonical integral basis of the nullspace of the matrix X used in the fill-and-reduce algorithm. Let r be the number of these basis vectors; these are the coefficient vectors of polynomial identities satisfied by the algebra A. These identities are linearly independent over Q but they are not necessarily independent as generators of the S n -module of identities. We want to find a minimal set of module generators. We start by sorting the basis vectors by increasing Euclidean norm. We create a new matrix M of size (m+n!) × m and initialize it to zero.
We perform the following algorithm for k from 1 to r:
(1) For i from 1 to n! apply permutation i of the variables {x 1 , . . . , x n } to basis identity r and store the result in row m+i of M . More precisely, for each nonzero coefficient c of the identity, apply permutation i to the corresponding monomial, use the alternating property to straighten the monomial, obtain a standard basis monomial (with index j say) and store ±c in position (i, j) of M (straightening may introduce a sign change). (2) Compute the row canonical form of M . If the rank has increased from the previous iteration, then we record basis identity k as a new generator.
Multiplicity 1: representation V (4)
In this section and the next we describe computer searches for polynomial identities satisfied by the two irreducible representations of sl 2 (C) which admit an alternating quaternary structure which is unique up to a scalar multiple; we determine all their identities of degree 7, and show that there are no new identities in degree 10. For all our calculations we use the computer algebra system Maple, especially the packages LinearAlgebra and LinearAlgebra[Modular].
Theorem 20. The vector space of multilinear polynomial identities in degree 7 for the alternating quaternary structure on V (4) has dimension 21.
Proof. We use the fill-and-reduce algorithm with n = 7, d = 5, m = 35, p = 10 and s = 100. We create a matrix X of size 40 × 35 consisting of an upper block of size 35×35 and a lower block of size 5×35; the columns are labeled by the ordered basis of multilinear monomials in degree 7 for an alternating quaternary operation. We generate seven random elements of V (4) and evaluate the 35 monomials on these seven elements. We put the 35 resulting elements of V (4) as column vectors into the lower block of the matrix. Each of the last five rows of the matrix now contains a linear relation that must be satisfied by the coefficients of any identity for the alternating quaternary structure on V (4). We repeat the fill-and-reduce process until the rank of the matrix stabilizes. The rank reached 14 and did not increase further. Therefore the nullspace of the matrix has dimension 21.
Theorem 21. Every multilinear polynomial identity in degree 7 for the alternating quaternary structure on V (4) is a consequence of the alternating property in degree 4 together with the quaternary derivation identity in degree 7:
Proof. We use the module generators algorithm, slightly modified to use less memory. We create a matrix of size 59 × 35 with an upper block of size 35 × 35 and a lower block of size 24 × 35. We generate all 5040 permutations of seven letters and divide them into 210 groups of 24 permutations. For each of the 21 basis identities, we perform the following computation. For each group of permutations, we apply the corresponding 24 permutations to the identity, obtain 24 new identities which we store in the lower block of the matrix, and compute the row canonical form of the matrix. After all 210 groups of permutations have been processed, the rank of the matrix is equal to the dimension of the module generated by the all the identities up to and including the current identity. After the first identity has been processed, the rank of the matrix is 21, which is the same as the entire nullspace; the rank does not increase as we process the remaining identities. Therefore every identity is a consequence of the first identity, which has the form
Applying the alternating property of the quaternary product, we see that this identity can be written in the stated form.
Remark 22. The alternating property in degree 4 and the quaternary derivation identity together define the variety of Lie 4-algebras introduced by Filippov [10] . Thus we have shown that the isomorphism Λ 4 V (4) ∼ = V (4) makes V (4) into an alternating quaternary algebra isomorphic to the case n = 4 of the simple (n+1)-dimensional Lie n-algebra.
For n = 7 we can use rational arithmetic for these calculations since the matrix X is not large. We can extend these calculations to n = 10, but we need to use modular arithmetic to save memory, since the matrix X is very large: it has 5775 columns (the number of alternating quaternary monomials in degree 10). The fill-and-reduce algorithm stabilizes at rank 660, and so the nullspace has dimension 5115. We need to determine which of these identities in degree 10 are consequences of the quaternary derivation identity in degree 7, which we denote by D(a, b, c, d, e, f, g ). Since this polynomial alternates in a, b, c we only need to consider six consequences in degree 10, using the variables {a, b, c, d, e, f, g, h, i, j}:   D([a, h, i, j], b, c, d, e, f, g), D(a, b, c, [d, h, i, j], e, f, g), D(a, b, c, d, [e, h, i, j], f, g),   D(a, b, c, d, e, [f, h, i, j], g), D(a, b, c, d, e, f, [g, h, i, j]), [D(a, b, c, d, e, f, g), h, i, j] .
We use a modification of the module generators algorithm to determine that these identities generate a module of dimension 5115. Since this equals the dimension of the nullspace from the fill-and-reduce algorithm, it follows that the alternating quaternary structure on V (4) satisfies no new identities in degree 10; that is, every identity in degree 10 is a consequence of the known identities in lower degrees. We used p = 101 for these calculations; since the group algebra of S n is semisimple over any field of characteristic p > n, and we are studying identities of degree n = 10, it follows that any prime p > 10 would give the same dimensions. Proof. We use the fill-and-reduce algorithm with n = 7, d = 7, m = 35, p = 10 and s = 100. The details of the computations are similar to those described in the proof of Theorem 20. The rank reached 34 and did not increase further. Therefore the nullspace of the matrix has dimension 1.
Theorem 24. Every multilinear polynomial identity in degree 7 for the alternating quaternary structure on V (6) is a consequence of the alternating property in degree 4 together with the quaternary alternating sum identity in degree 7:
Proof. Since the nullspace has dimension 1, this is an immediate corollary of Theorem 23; we do not need to apply the module generators algorithm.
Remark 25. It is shown in Bremner [1] (Theorems 3 and 4) that the quaternary alternating sum identity in degree 7 is satisfied by the following multilinear operation (the alternating quaternary sum) in every totally associative quadruple system,
and that the quaternary alternating sum identity of Theorem 24 is a consequence of the quaternary derivation identity of Theorem 20.
We can extend these calculations to n = 10 using modular arithmetic. The fill-and-reduce algorithm stabilizes at rank 1903, and so the nullspace has dimension 3872. We need to determine which of these identities in degree 10 are consequences of the quaternary alternating sum identity in degree 7, which we denote by S (a, b, c, d, e, f, g ). Since this polynomial alternates in all 7 variables, we only need to consider two consequences in degree 10:
S ([a, h, i, j], b, c, d, e, f, g) ,
We can use an elementary argument to find an upper bound on the dimension of the submodule generated by these two identities. The first identity alternates in a, h, i, j and also in b, c, d, e, f, g; hence any permutation of the first identity is equal, up to a sign, to one of a, b, c, d , e, f, g and in h, i, j; hence any permutation of the second identity is equal, up to a sign, to one of 10 7 = 120 possibilities. Altogether we see that the submodule generated by these two identities has dimension at most 330.
(In fact our computations show that this submodule has dimension 329.) Since this is less than the dimension of the nullspace from the fill-and-reduce algorithm, the alternating quaternary structure on V (6) satisfies new identities in degree 10 that are not consequences of the known identities in lower degrees.
Multiplicity 2: representation V (8)
In this section and the next we describe computer searches for polynomial identities satisfied by the two irreducible representations of sl 2 (C) which admit a twodimensional space of alternating quaternary structures; we determine all their identities of degree 7.
Any
is a linear combination of the structures f and g from Tables 12 and 13 . Up to a scalar multiple, we need to consider only the single structure g and the one-parameter family of structures f + xg for x ∈ Q. For g our methods are similar to those used for V (4) and V (6). For f + xg we need to use the Smith normal form to determine the values of the parameter x which produce a nonzero nullspace. For this we use the Maple command linalg[smith] instead of LinearAlgebra[SmithForm] since the former is much more efficient than the latter.
Theorem 26. The vector space of multilinear polynomial identities in degree 7 for the alternating quaternary structure g on V (8) has dimension 1 and is spanned by the quaternary alternating sum identity.
Proof. Similar to the proofs of Theorems 23 and 24.
Theorem 27. For any x ∈ Q, the vector space of multilinear polynomial identities in degree 7 for the alternating quaternary structure f + xg on V (8) has dimension 1 and is spanned by the quaternary alternating sum identity.
Proof. In order to determine how the space of identities depends on the parameter x, we use the Smith normal form of a matrix over the polynomial algebra Q[x]. Since the computation of the Smith form performs not only row operations but also column operations, we must fill the matrix using a suitable number of trials, and then compute the Smith form once. In the general case, we create a matrix of size t(n+1) × m where n is the highest weight (recall that V (n) has dimension n+1) and m is the number of multilinear monomials in degree d; the matrix consists of t blocks of size (n+1) × m. We choose t so that t(n+1) > m in order to guarantee that we have enough nonzero rows in the matrix to eliminate false nullspace vectors. We perform the following algorithm: For n = 8 and d = 7 we have m = 35 and we choose t = 4. The entries of the resulting 36 × 35 matrix are quadratic polynomials in the parameter x since each monomial involves two occurrences of the quaternary operation. In the Smith normal form of the matrix, the diagonal entries are 1 (34 times) and 0 (once). It follows that the matrix has a one-dimensional nullspace for every value of t. In Bremner [1] (Proposition 3, page 85) it is shown that there a unique 1-dimensional S 7 -submodule of the 35-dimensional module with basis consisting of the alternating quaternary monomials in degree 7, and this submodule is spanned by the quaternary alternating sum identity. Hence the nullspace basis does not depend on the value of the parameter t, and this completes the proof. We checked this result independently by evaluating the quaternary alternating sum identity on pseudorandom vectors for the product f + xg with indeterminate x and verifying that the result was zero. Proof. Similar to the proof of Theorem 27 except that now n = 10. As before, the entries of the resulting 44 × 35 matrix are quadratic polynomials in the parameter x. In the Smith normal form of this matrix, the diagonal entries are 1 (28 times) and x − 5 4 (7 times). It follows that the matrix has zero nullspace except in the case x = 5 4 . We now specialize to this value of x and consider the structure f + 5 4 g; the rest of the proof is similar to that of Theorems 23 and 24.
Proof of multiplicity formula
In this section we prove the multiplicity formula of Theorem 4. We reduce the problem to a combinatorial question and apply the theory of Pólya enumeration. (w 1 , w 2 , . . . , w k 
We now specialize to k = 4 since we are interested in the fourth exterior power. To compute the multiplicity of V (n) as a direct summand of Λ 4 V (n) using Lemmas 4 and 31, we must determine the number of quadruples (p, q, r, s) satisfying (5) n ≥ p > q > r > s ≥ −n; p + q + r + s = w; p, q, r, s ≡ n (mod 2)
for w = n and w = n + 2. Let n be a non-negative integer and let w be a weight of Λ 4 V (n): thus w is an integer satisfying
For integers p, q, r, s satisfying (5) we define
Then (P , Q , R , S ) is a quadruple of even integers satisfying 2n ≥ P > Q > R > S
We need to count the number of partitions of W into four distinct nonnegative even parts less than or equal to 2n. We only need W = 5n and W = 5n + 2 corresponding to w = n and w = n + 2. It is clear that if n is odd then there are no solutions in both cases, so V (n) does not occur as a summand of Λ 4 V (n): the multiplicity is zero. Therefore we may assume that n is even and define
Then (P, Q, R, S) is a quadruple of integers satisfying
Definition 32. [20, page 612] If G is a subgroup of the symmetric group S n then the cycle index of G is the following polynomial in the indeterminates x 1 , x 2 , . . . , x n :
here b i is the number of cycles of length i in the disjoint cycle factorization of σ.
Lemma 33. [14, page 36] The cycle index of the alternating group A n is
Proof. The definition of cycle index gives
Since σ ∈ S n \A n if and only if σ has an odd number of even length cycles, we get
This completes the proof.
The next result is the special case k = 4 of Theorem 2 in Wu and Chao [20] ; but note that we allow 0 ∈ S.
Proposition 34. If S is a set of non-negative integers then the number of partitions of an integer n into four distinct parts in S is the coefficient of x
n in Z A 4 i∈S x i , i∈S x 2i , i∈S x 3i , i∈S x 4i − Z S 4 i∈S x i , i∈S x 2i , i∈S x 3i , i∈S x 4i .
Corollary 35. If S is a set of non-negative integers then the number of partitions of a positive integer n into four distinct parts in S is the coefficient of x
Proof. Take n = 4 in Lemma 33, set x j = i∈S x ji , and apply Proposition 34.
Definition 36. For us S = {0, 1, . . . , n} so we define the following polynomials:
Lemma 37. We have
Proof. We use these three familiar identities:
We obtain
We set = (n+1)k + j so that −j = (n+1)k and −j ≡ 0 (mod n+1). We also have k = ( −j)/(n+1) and so k ≤ /(n+1) . Substituting j = − (n+1)k in (6), and noting that nt is the largest power of x, we obtain the stated formula.
Definition 38. We use the following notation:
Definition 39. We consider the following integer-valued functions of n:
Proposition 40. For even n ∈ Z, the number of solutions P, Q, R, S ∈ Z to
Proof. By Corollary 35, we need to find the coefficient of x 5n/2 in the polynomial P n (x) of Definition 36. The cycle index of S 4 is
For the first four terms, we need to evaluate the following products:
Lemma 37 gives
Similarly,
The upper limit of k is 0 for 0 ≤ ≤ n, and 1 for n+1 ≤ ≤ 2n. Hence
We now set p = +2m, so that = p−2m. For 0 ≤ ≤ n we have 0 ≤ p−2m ≤ n and so
Using a similar change of index we obtain
Replacing x by x 2 in Lemma 37 gives
We now write
and obtain
We need the coefficient T of x 5n/2 in the last equation:
For n = 0 and n = 2 we get T = 0; this is expected since the sl 2 (C)-modules V (0) and V (2) have dimensions 1 and 3 respectively, so in both cases Λ 4 V (n) is {0}. For n ≥ 4 the upper limit of k is 2, and we use the formula
Expanding this and collecting terms with the same power of n gives 23 48
We check that this gives T = 0 for n = 0 and n = 2. Finally, we divide by 24.
Corollary 41. For even n ∈ Z, write n = 24q + r with q, r ∈ Z and 0 ≤ r < 24. Hence the dimension is given by a cubic polynomial in n which depends on the remainder of n modulo 24. Considering each remainder r separately, we obtain the polynomials in the first column of Table 1 .
Definition 42. We consider the following integer-valued functions of n:
Proposition 43. For even n ∈ Z, the number of solutions P, Q, R, S ∈ Z to
Proof. Similar to the proof of Proposition 40.
Corollary 44. For even n ∈ Z, write n = 24q+r with q, r ∈ Z and 0 ≤ r < 24. 
Conclusion
We recovered the simple 5-dimensional Lie 4-algebra from the isomorphism Λ 4 V (4) ∼ = V (4). This algebra satisfies the quaternary derivation identity D, and hence also the quaternary alternating sum identity S. We found that the identity S is also satisfied by the unique structure on V (6), every structure f + xg on V (8), and the structure f + 5 4 g on V (10). By Bremner [1] it is known that the quaternary alternating sum operation in a totally associative quadruple system also satisfies S. This raises the question whether the structures which satisfy S can be embedded into totally associative quadruple systems if the original associative operation is replaced by the quaternary alternating sum. An affirmative answer to this question would provide a partial generalization of the Poincaré-Birkhoff-Witt theorem for Lie algebras; see Pozhidaev [17] for related work. Simple associative n-tuple systems were classified by Carlsson [7] . In particular, for n = 4, any simple associative quadruple system is isomorphic to a subspace of matrices of the form Table 2 . Multiplicities mult(n) for n = 24q + r with 0 ≤ q ≤ 9 (n even) 
