Abstract-This paper reports on field measurements of point-to-point indoor high-speed (10 Mbit/s to 30 Mbit/s at 5 Mbaud) wireless communications realized using a flexible multilevel quadrature amplitude modulation (M-QAM) testbed that features real-time equalization and smart antenna-array technology. The results from an extensive set of measurements, 59 262 trials in all, performed without cochannel interference under various receiver configurations and wireless environments are presented and analyzed. The results underscore the dramatic potential for a system that optimally combines equalization and a smart antenna array. For example, using only 10 mW of transmit power, the system delivered 30 Mbit/s at an uncoded bit error rate (BER) of 10 3 with 5% outage at a coverage radius of 20 m. For a lower data rate of 10 Mbit/s, the coverage radius was increased to 32 m, the uncoded BER dropped below 10 7 , and the outage improved to 1%. The field measurements indicate that a 4-tap feedforward-filter decision-feedback equalizer with eight feedback-filter taps is sufficient to mitigate the intersymbol interference for typical indoor environments. They also show a significant gain when using a smart antenna array. For example, when transmitting between rooms at a 2% outage probability, the signal-to-noise ratio (SNR) improves by 8.3 dB when using two antennas instead of one antenna. Doubling the number of antennas to four provided an additional SNR improvement of 5.2 dB. The paper also presents simulation results that confirm the performance trends observed from the field measurements.
I. INTRODUCTION
T HE LARGE infrastructure cost associated with wired communications makes wireless systems an attractive solution for local applications such as wireless local loop systems and wireless local area networks (LANs) [1] , [2] . In order to provide an alternative to traditional wired networks such as digital subscriber line services and Ethernet networks, the wireless systems must deliver high data rates to end users within the fixed frequency bands allocated to the systems. In general, high-speed wireless networks will require data links supporting rates on the order of 10-40 Mbit/s with low bit error Manuscript received August, 2000; revised November 24, 2000 and January 23, 2001 ; accepted January 23, 2001 . The editor coordinating the review of this paper and approving it for publication is R. Murch. This work was supported in part by the NEC under MICRO Grant 98-031 and the Defense Advanced Research Projects Agency NGI program.
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rate (BER) and outage probabilities. Due to the nature of the wireless channel, the realization of high data rate communication systems for this environment is a challenging proposition. System designers have investigated several approaches to the high-speed wireless communication problem. Solutions for the physical layer realization includes systems based on orthogonal frequency division multiplexing [3] , Gaussian minimum shift keying with equalization [4] , quadrature amplitude modulation (QAM) with equalization [5] - [8] , and QAM with equalization and smart (adaptive) antenna array [9] - [13] . The proposed systems have been investigated using different approaches and levels of detail. Some research is based on analytical approaches using statistical channel models, while others rely on simulations using either statistical models, measured channel impulse response or ray-tracing techniques to model the wireless channel. Although such studies are essential to the initial understanding and relative comparison of alternative systems, they have in general neglected implementation related issues such as quantization noise, component nonlinearity, interaction of timing recovery, carrier recovery, and automatic gain control (AGC) loops, just to name a few. Furthermore, the results are to some extent limited to the channel models used [14] - [17] . This is of particular importance for systems that incorporate equalization and smart antenna array, which require accurate modeling of the spatial as well as the temporal behavior of the wireless channel. Therefore, a fully functional prototype is needed to study the feasibility and performance of high-speed wireless data communications.
The approach taken in this study is novel in that experimental results obtained using a real-time testbed operating at data rates as high as 30 Mbit/s are compared with simulation results. The testbed is fully functional and combines real-time adaptive equalization with a smart antenna array. In [18] and [19] , the same research group reported on field trial measurements using a high-speed 5 Mbaud (the unit of baud is defined as "symbols/s") multilevel QAM (M-QAM) equalized wireless testbed. Building on this work, a highly versatile M-QAM testbed system using equalization and a smart antenna array was designed around the DiverQAM chip fabricated at University of California, Los Angeles (UCLA) [20] . The system operates at a carrier frequency of 2.44 GHz and transmits 1 mW or 10 mW of power, depending on the environment. The testbed is capable of supporting 4-, 16-, and 64-QAM constellations at a symbol rate of 5 Mbaud and uses a programmable size decision-feedback equalizer (DFE). The smart antenna-array size is also flexible and supports up to four antennas. Both the DFE and antenna-array taps are jointly updated in real-time once per symbol using the sign least-mean square (LMS) adaptive algorithm, which attempts to maximize the slicer signal-to-noise ratio (SNR) under any given channel condition. This testbed operates at a much higher symbol rate than previously reported space-time prototypes [21] and implements in a single application-specific integrated circuit (ASIC) all the receiver functions such as space-time processing, filtering, and synchronization. The ASIC also computes, in real-time, the smart antenna array and DFE taps without any prior channel knowledge.
Through the use of custom control scripts, the entire data acquisition process has been automated, thus, enabling fast determination of the outage performance for several configurations and environments. The field measurements obtained using the testbed demonstrate that 64-QAM wireless communications at a symbol rate of 5 Mbaud (30 Mbit/s) can be supported in typical indoor environments. The results also illustrate the significant performance improvement that can be obtained using a smart antenna array in combination with an equalizer. The field measurements are also compared with simulation results that confirm the experimental performance trends.
Section II will provide a detailed description of the testbed components and functionality. The test environment and the experimental procedure are presented in Section III. Section IV reports on the field measurements obtained within the Engineering IV Building at UCLA. These results are compared with a simulation study in Section V. The paper is finally concluded in Section VI.
II. TESTBED OVERVIEW
The testbed developed at UCLA for this study consists of a mix of commercially available components, as well as elements designed and fabricated at UCLA. It operates at a carrier frequency of 2.44 GHz in the middle of the industrial, scientific, and medical (ISM) band. It is highly versatile and when the receiver baseband processing block is interfaced with a personal computer (PC), it provides an ideal environment for the study of QAM systems using equalization and smart antenna array.
A. Transmitter Section
In the transmitter section of the testbed, a random bit sequence is first modulated using a commercial modulator. It is important to note that the bit sequence does not incorporate any training sequences. Therefore, the receiver must rely on blind algorithms to train the control loops, the adaptive taps of the equalizer and the antenna array. Packet-based communication using training sequences will be added to the testbed during the next development phase. The random bit sequence is mapped to symbols of the selected QAM constellation. The normalized power of the 4-, 16-, and 64-QAM constellations are 0.5, 0.625, and 0.65625, respectively. The QAM symbols are filtered using a square root raised cosine Nyquist filter with rolloff factor . The signal is then digitally up converted to 10 MHz and converted to an analog signal. After lowpass filtering, intermediate frequency (IF) upconversion and amplification, the baseband modulator block outputs an IF signal at a carrier frequency of 43.75 MHz.
Both the transmitter and receiver radio frequency (RF) sections have been designed at UCLA using off-the-shelf components. The RF transmitter uses a two-stage upconversion architecture, which translates the 43.75 MHz IF signal to a carrier frequency of 2.44 GHz. The bandwidth of the final filter and amplification stage is 80 MHz and enables a user to operate at a different carrier frequency in the ISM band by simply changing the local oscillator frequency. The maximum transmit power of the RF section in its linear region is 200 mW, which makes it suitable for small range outdoor communications. Note that the transmit power will slightly differ for each QAM constellation due to the different baseband normalized power. The transmit antenna is a "sleeve" monopole antenna with a nearly omnidirectional beam pattern fabricated in the UCLA Antenna Research, Applications, and Measurement Laboratory. More information on the RF sections and the transmit antenna is available in [19] .
B. Receiver Section
In the receiver section, the 2.44-GHz RF signal is received using a 27.94-cm-long printed circuit antenna array designed at UCLA [22] . The dimension of the antenna array makes it suitable for installation inside a laptop computer, for example. The antenna consists of four tab-monopole elements spaced apart at 2.48 GHz (6.05 cm). Each tab-monopole element has a nearly omnidirectional azimuth pattern. When fed by four equal-amplitude in-phase signals, the four element antenna array provides 6 dB of gain at 0 azimuth with a 3-dB beam width of 40 .
The RF signals from the four antennas are individually amplified and down converted to an IF frequency of 7.5 MHz in the RF-to-IF receiver unit. Each of the four RF downconverters uses a two-stage downconversion (dual-IF) architecture. A variable gain amplifier (VGA) that can provide up to 40 dB of gain is also inserted in each of the four RF-to-IF down conversion paths. The gain of the VGA amplifiers is set using an external voltage. A 10-bit analog-to-digital (A/D) converter operating at 30 MHz is used to convert the analog signal to an oversampled digital signal. Prior to the A/D converter, a second VGA amplifies the signal to properly load the A/D converter. This VGA provides up to 20 dB of gain and is controlled by a signal sent from the AGC loop in the DiverQAM baseband demodulator. In all, the two-stage gain control circuitry can make up for as much as 60 dB of signal attenuation due to path loss (fine gain adjustments of the signal strength is also available through the equalizer and the smart antenna array). It was verified that the total amount of gain in the receiver chain was sufficient to ensure that for all tested conditions the system performance was not compromised due to the inability of the gain control unit to provide sufficient amplification of the received signal.
The four digital signals (after the A/Ds) are demodulated in the DiverQAM ASIC. Through a microcontroller interface, a PC is used to reconfigure the baseband demodulator and to monitor real-time information regarding the state of the control and recovery loops, the equalizer, and antenna-array coefficients, the scatter plot of the slicer input, and the slicer SNR. A high degree of programmability and observability is critical in the evaluation of wireless communication systems. The DiverQAM base- band demodulator also provides the data and clock signals to the bit-error-rate tester (BERT) that indicates the BER of the incoming sequence.
The DiverQAM block diagram is shown in Fig. 1 . The four 7.5-MHz digital IF signals are first down converted to baseband and decimated to , where is the symbol rate. The variable decimator allows the demodulator to continuously support symbol rate from 1 to 7.5 Mbaud. Furthermore, the variable decimator provides a means to resample the signal with proper clock frequency and sampling phase. It, therefore, eliminates the need for an offchip control of the A/D sampling clock. For all reported experiments, the symbol rate was set to 5 Mbaud due to the inability of the transmitter to handle variable symbol rates. A modulator that features an ASIC supporting variable symbol rates [23] will be added to the testbed during the next development phase.
The smart antenna array combines the four decimated signals. The number of elements used in the antenna array can be selected from one to four. The combined signal is filtered through a square-root raised-cosine Nyquist filter before entering the DFE. The feedforward filter (FFF) of the DFE equalizer can be configured to operate in T-or T/2-spaced mode. For both modes of operation, the FFF can be programmed to contain one to eight taps. After the feedforward section of the DFE, the signal is decimated by two and mixed with a signal provided by the carrier recovery loop. The derotated signal is finally combined with the output of the feedback filter (FBF) section of the DFE to obtain the demodulator soft decision. The FBF consists of zero, eight, or 16 taps. For all our measurements using the DFE (i.e., more than one FFF tap), the FBF length was set to eight taps. The soft decision is fed to the slicer that supports QAM constellation sizes from 4-to 1024-QAM.
The antenna-array and DFE coefficients are updated once per symbol using either the decision directed sign-LMS algorithm or the constant modulus algorithm (CMA) [24] . The error signal used to update both the smart antenna-array and DFE coefficients is provided by the slicer. Note that both adaptive algorithms are blind algorithms since the commercial transmitter sends a random bit sequence. The receiver can also use, when available, a training sequence to produce the error signal for the sign-LMS algorithm. Under low BER channel conditions, both the blind and training assisted adaptive algorithms converge to similar SNRs. However, for channels with high BER, the training assisted adaptive algorithm will be able to converge to a solution with a higher SNR than the blind algorithm, which may even fail to converge.
Since the smart antenna array and the DFE both use the sign-LMS algorithm and the same error signal to adapt their respective coefficients, the resulting combination of smart antenna array and DFE coefficients will give rise to a minimum-mean-squared-error solution, which effectively maximizes the slicer SNR. Therefore, depending on channel conditions, the smart antenna array can act as a maximum ratio combiner, an interference canceller, a multipath canceller, a beamformer, or any combination thereof.
The synchronization section creates the control signals for three control loops: carrier, symbol timing, and AGC. Note that both the carrier and symbol timing recovery loops are fully implemented in the digital baseband demodulator, i.e., both the downconverter local oscillators and A/D sampling clock are free running. This reduces the loop delay, but decreases the available recovery loop bandwidth. However, both the timing and carrier recovery loops were able to handle the clock and carrier frequency offsets encountered in our system. Carrier recovery is performed using a decision-directed-carrier phase detector. The detector output is filtered through a proportional-plus-integral loop filter, which drives a quadrature direct digital frequency synthesizer. The carrier recovery loop compensates for both the residual phase and frequency offset and is able to compensate for frequency offsets as high as 250 KHz (100 ppm). Note that the error signal used to update the antenna-array and FFF coefficients must be "rerotated" in order to compensate for the rotation of the error relative to the regressor vectors. Symbol timing recovery is based on a transition-tracking timing phase detector that forces the half-baud sample to zero for symmetric symbol transitions. The timing phase detector output is also filtered through a proportional plus integral loop filter, which drives the variable rate decimator. Finally, the AGC estimates the average A/D converter loading by observing the A/D output. After comparison with a threshold and filtering, the digital signal is converted to an oversampled one-bit output using a delta-sigma digital-to-analog (D/A) converter. The analog signal is filtered through a lowpass filter to provide the A/D VGA control signal.
C. Testbed Calibration
Proper calibration of the testbed is vital to determine the validity of the results presented in Section IV. Measurements for the RF units, such as third-order intercept point, introduced intersymbol interference (ISI), and RF power spectrum, were reported in [19] . The RF receiver noise figure was 18 dB at the receiver amplification level selected for the measurements.
The DiverQAM demodulator internally averages the slicer error, which is then communicated to the PC. The SNR measurement, thus, represents the metric of choice to evaluate the performance of the system and therefore all the results presented in this paper report on the slicer SNR. However, communication systems are usually evaluated based on the BER that they provide. It is, thus, important to establish a relation between the SNR estimate provided by the demodulator and the BER. The relation between the SNR furnished by the demodulator and the measured BER was compared with the theoretical relation for the additive white Gaussian noise channel. We observed that the measured BER versus SNR is within 0.5 dB of the theoretical results. This deviation is almost certainly due to the non-Gaussian characteristics of the noise introduced by the quantization, the adaptive algorithms, the recovery loops, and the feedback of errors in the DFE, as illustrated in [19] by using simulations of the prototype system.
III. TEST ENVIRONMENT AND EXPERIMENTAL PROCEDURE
Experimental measurements were conducted in typical working environments on the fifth floor of the Engineering IV Building at UCLA. For all measurements, the receiver section of the testbed was fixed and the transmitter section was put on a cart and moved to gather measurements. For each cart location, measurements were taken for seven distinct antenna placements separated by one wavelength. The antenna spacing was chosen to be greater than in order to ensure independence of the channel impulse response for any two antenna placements. Furthermore, each cart location was separated by at least 60 cm. The measurement scenario assumed a base station to mobile wireless LAN environment. Therefore, for all measurements, the transmit antenna was placed above major obstacles at a height of 1.7 m and the receive antenna was placed at desktop level approximately 1.2 m above the floor. The measurements were conducted without cochannel interference and in a quasi-stationary wireless environment. Fig. 2 shows the floor plan of the Wireless Integrated Systems Laboratory, where a first set of measurements was taken. This environment characterizes the performance of the testbed for wireless communications within a small room and for transmission through one or more walls. For the measurements conducted in this environment, the receiver section was fixed at a location inside room 54-116 as indicated in Fig. 2 while the transmitter unit was moved around on the floor as indicated by the dashed lines. Measurements were taken for three different scenarios: 1) transmission within room 54-116; 2) transmission between adjacent rooms 54-114 and 54-116; and 3) transmission between the hallway and room 54-116. The transmit power level for 4-QAM transmission was set to 1 mW (0 dBm) for the first scenario and to 10 mW (10 dBm) for the second and third scenarios. Measurements for 301 different antenna locations were taken for the first scenario, 231 antenna locations for the second measurement scenario, and 203 antenna locations for the third scenario.
The performance of the testbed in a typical cubicle environment was also characterized. Impulse response measurements were carried out using a vector network analyzer in order to characterize the environments [19] . The channel measurements provide a frame of reference with previous studies and for the simulation results that will be presented in Section V. Table I summarizes the  different environments tested and their characteristics. For each antenna location, measurements were gathered using 4-, 16-, and 64-QAM constellations and a total of 17 different receiver configurations. Thus, a total of 59 262 measurements were conducted in the five different environments. The PC automatically recorded the SNR and reconfigured the DiverQAM demodulator with the proper constellation size and receiver configuration. For each of the five environments and 51 receiver configurations, a cumulative distribution function (CDF) was generated and the SNR performance at 5% and 10% outage probabilities were noted. Each of the CDF consists of a minimum of 203 measurements; therefore, reporting on outage figures below 5% would be prone to statistical uncertainty.
The receiver configurations that were tested for each QAM constellation exercised most of the features of the testbed and are summarized in Table II. The measurement procedure is the following. During the initialization phase, a single antenna was enabled along with the carrier and timing tracking loops. Subsequently, if adaptive equalization was used in the configuration, the coefficient update algorithm was enabled with the CMA algorithm. After several symbols, the adaptive algorithm was switched to the decision-directed sign-LMS algorithm and the smart antenna array was enabled. For configurations without adaptive equalization, the smart antenna array was first enabled with the CMA algorithm and then switched to the decision-directed sign-LMS algorithm. This initialization procedure was found through experimentation to decrease the probability of divergence of the blind algorithms. However, after convergence of the algorithm, the resulting steady-state SNR was the same irrespective of whether the DFE or the smart antenna array was adapted first. On the other hand, when training is available, both the DFE and the smart antenna-array coefficients can be adapted at the same time. After the initialization phase, if the BERT was locked on the incoming sequence, the SNR was recorded. Otherwise, the initialization procedure was repeated up to four times. If after the fifth acquisition attempt, the demodulator had not been able to acquire the channel correctly, the measurement was declared as "unlocked." It is important to record these unsuccessful measurements since they are part of the system outage. It is reasonable to assume that the SNR of an "unlocked" transmission is lower than the smallest SNR measured. We have, therefore, arbitrarily assigned a 0-dB SNR for these trials in order to incorporate them into the CDF curves. In this manner, the "unlocked" measurements simply introduce an offset in the CDF curves.
IV. EXPERIMENTAL RESULTS
We first discuss the general performance results obtained from our measurements. We will then explore the specific impact of the equalizer and smart antenna-array size on the system performance. Fig. 4 shows the 30 Mbit/s (64-QAM at 5 Mbaud) slicer-SNR CDF for the testbed operating with four FFF-DFE taps for small range transmissions in the cubicle area. The curves underscore the tremendous impact that smart antenna arrays can have on the overall system performance. For example, for a 10% outage, the system using a four element array delivers a BER of (26.8 dB SNR). Decreasing the number of antenna to two results in a BER of 5 (23.1 dB SNR) while using only equalization does not provide an acceptable system performance. Therefore, a system transmitting 10 mW of power, operating in an open cubicle area and using a four-tap FFF DFE and a four-element smart antenna array, can support a 19-m cell radius and deliver an uncoded BER of 6 (23 dB SNR) at 1% outage for 30-Mbit/s transmissions. The saturation of the CDF at high SNR is due to the fact that we never observed, for wireless transmissions, a SNR higher than approximately 32 dB. This is a manifestation of the noise floor introduced by the quantization effects and the residual errors of the adaptive algorithm and recovery loops in a nonstationary environment.
The field measurements indicated that for a given channel and receiver configuration, the measured SNR for the different QAM constellations only differ by the difference in the average transmit power level (i.e., approximately 1 dB from 4-QAM to 16-and 64-QAM constellations). However, a higher percentage of "unlocked" measurements was observed with 16-and 64-QAM since, for the same SNR, 4-QAM has a lower BER than 16-or 64-QAM; therefore, 4-QAM has a better chance of converging (locking) than the larger QAM constellations. This suggests an approach where 4-QAM is initially used for frame synchronization and training. Then, depending on the measured SNR, the configuration can be switched to a higher QAM constellation for higher throughput. Table III presents the 5% and 10% outage results for all 4-QAM receiver configurations and environments. The results indicate that 10 Mbit/s communication (4-QAM at 5 Mbaud) is supported by an equalized only system for the first four environments with an outage probability below 5% for a BER of 4 (11.9 dB SNR). However, for the fifth environment or to obtain lower outage probabilities, it is necessary to use at least a two element smart antenna array.
The measurements also showed that 20 Mbit/s (16-QAM at 5 Mbaud) transmissions using a receiver with four FFF-DFE taps and a two-element smart antenna array are supported in the first four environments with an outage below 5% for a BER of (19.4 dB SNR). For the fifth environment, a four-element antenna array is required in order to compensate for a larger propagation loss. Similarly, 30 Mbit/s transmissions in a 5-MHz bandwidth using a configuration with four FFF-DFE taps and a four-element smart antenna array are supported in environments (1) to (4) with an outage below 5% for a BER of 5 (23.2 dB SNR). However, reliable 30 Mbit/s transmission is not supported in the fifth environment at a 10-dBm transmit power level.
It is interesting to observe that the impact of the different receiver configurations on the testbed's performance follows similar trends in all five environments. For example, Table IV compares the 5% outage SNR for a 4-QAM system using a DFE with four FFF taps and either one antenna or a four-element antenna array. This indicates that the results presented in this paper can be utilized with confidence to predict the performance of high-speed QAM wireless systems employing equalization and smart antenna-array technology.
A. Equalizer Size
In the subsequent sections, we only present CDFs for the 4-QAM mode operating between room 54-114 and room 54-116 (environment 2). This is justified by the discussion in the previous section, which explained that the field measurements for a given constellation size and environment are representative of the system performance trends with different constellation sizes and environments. The system performance for the T-spaced equalizer mode and the T/2-spaced equalizer mode with four FFF taps was first compared. On average, the T/2-spaced equalizer provides a better performance. However, for low SNRs, it was observed that the T/2-spaced equalizer has a little more difficulty to acquire the channel, which explains the fact that the T-spaced equalizer performs slightly better for low outage probabilities (below 3%). However, this phenomenon is expected to disappear when a training sequence is available and therefore it is preferable to use a T/2-spaced equalizer for a high-speed wireless system. Similar results were obtained when the size of the FFF was increased to eight taps.
The results presented in the previous section showed that an equalizer has a significant impact on the performance of the system. However, it would be interesting to determine the minimum required equalizer length. The DiverQAM demodulator offers complete flexibility in the selection of the number of FFF taps while only a subset of possible FBF lengths is available. This is due to the fact that the hardware cost for the FFF is much higher than for the FBF. The number of FBF taps was, therefore, fixed at eight taps. Fig. 5 shows the CDFs of the slicer SNR for different number of FFF equalizer taps when a single antenna is used. The CDF curves illustrate the impact of the equalizer on the system performance and clearly show that four FFF taps are sufficient to mitigate most of the ISI introduced by the channel.
When a four-element smart antenna array was employed, it was observed that the system with two FFF taps was highly unstable when the antenna array was larger than one. This might be due to the fact that the error surface of the decision-directed LMS algorithm could have several close local minima for this configuration. Thus, when some decision errors are made, the algorithm "jumps" from one local minimum to another. Therefore, the recorded SNR does not reflect the minimum SNR that can be achieved using this configuration. This problem is expected to be resolved by using a training sequence for adaptation. The instability explains the fact that the two FFF tap equalizer performs worst than the no equalizer case (see Table III ) and, therefore, a four-tap FFF equalizer is still required to remove the ISI even when a four-element smart antenna array is used. Similar results were also observed for a two-element smart antenna array.
The results presented in this section clearly indicate that a four-tap FFF-DFE with eight FBF taps is able to remove most of the ISI for indoor wireless communications. Therefore, under this configuration, the system is mainly noise limited and better performance can be obtained by increasing the transmitted power level.
B. Impact of the Smart Antenna Array
In this section, we attempt to quantify the impact of the number of elements used in the smart antenna array. Fig. 6 shows the impact of the array size when a DFE with four FFF taps is used. It is clear that the smart antenna array provides a significant performance improvement. For example, using two antennas instead of one antenna gives an SNR increase of 7.1 dB at 10% outage and 8.3 dB at 5% outage. On the other hand, doubling the array size from two to four only provides a SNR increase of approximately 2 dB for outage in the range of 5% to 10%. However, this might be enough to provide a reliable transmission for larger QAM constellations or reduce the BER by an order of magnitude. Furthermore, for smaller outage, the SNR improvement is more significant when using four antennas. For example, at a 2% outage probability, the SNR improves by 8.3 dB when using two antennas instead of one antenna and doubling the number of antennas to four provides an additional improvement of 5.2 dB. Fig. 7 compares the system performance when only the smart antenna array is used. The CDF for the receiver configuration using only a four-tap FFF DFE is also included for comparison purposes. The impact of using a two-element antenna array, without the DFE, instead of a single antenna is similar to the improvement observed when the DFE was employed in combination with the antenna array (Fig. 6) . However, using a four-element smart antenna array without the DFE results in a more significant performance improvement. For example, doubling the number of antennas from two to four gives an SNR improvement of 8.5 dB at an outage of 10%. It is also interesting to observe that a four-element smart antenna array without a DFE significantly outperforms a DFE-only system at low outage probabilities. For example, the 10% outage SNR improves by 5.3 dB when using a four-element array instead of a DFE with four FFF taps. The results show that the SNR gain due to the smart antenna array is larger than the gain provided in the main lobe of the array pattern of a beamformer (3-dB gain with two antennas and 6-dB gain with four antennas). This is an indication that for indoor wireless communications a smart antenna array takes advantage of diversity and mitigates the impact of multipath propagation by canceling multipath components that can not be removed by the DFE. The spatial filtering of multipath components is confirmed by comparing the results presented in Figs. 6 and 7. For systems using one-, two-, and four-element smart antenna arrays, the 10% outage SNR was improved by 10.8 dB, 10.3 dB, and 4.2 dB, respectively, when a four-tap FFF DFE was added to the system. This shows that the four-element smart antenna array is able to take advantage of the extra degrees of freedom to cancel strong multipath components since the impact of adding a DFE to the system is not as significant.
V. SIMULATION RESULTS
The experimental results presented in Section IV have demonstrated the tremendous impact that adaptive equalization and smart antenna-array technology can have on the performance of high-speed wireless systems. In order to validate our results, we set up a complete simulation model of the testbed operating in the 4-QAM mode. The model includes the following components: square-root raised-cosine filters, 10-bit D/A and A/D converters, low-pass RF filters, AGC control loops, carrier and timing recovery, smart antenna array, DFE, and slicer error quantization. The simulation parameters were set to model the channel for transmissions from room 54-116 to room 54-114. A set of 200 channels was statistically generated according to an exponential power-delay profile with complex gaussian multipath components [25] . The channels generated using this model give 200 realizations of the impulse response from the transmitter to the th antenna at the receiver where and The channel sampling frequency was set to 100 MHz and each channel consisted of 100 multipaths. Therefore, the channel impulse response spanned five symbols. The ensemble average root-mean-square (rms) delay spread was set to 35 ns and the channels were conditioned such that the ensemble average received SNR was equal to 27 dB. The distance between the antenna elements is 6.15 cm, the wavelength is 12.3 cm, and is the angle of arrival of the th multipath. The 's are independent for each multipath and are generated according to a uniform distribution between zero and . The Gaussian random variables and are independent for each mutlipath and channels. Therefore, the channels from the transmitter to each of the receive antennas are uncorrelated. Fig. 8 shows the simulation results for a four-tap FFF DFE and different antenna-array sizes. The field measurements are also included in the figure for comparison purposes. The simulation results reinforce the earlier conclusions regarding the importance of the smart antenna array. The simulations also provide a reasonably good estimation of the system performance that can be expected by employing a smart antenna array. For example, for a 10% outage, the simulations predict an improvement of 6.5 dB when increasing the array size from one to two antennas and an improvement of 3.5 dB when doubling the number of antennas from two to four antennas. For the same configurations, the actual field measurements indicated improvements of 7.2 dB and 2.4 dB, respectively.
Other simulation results confirmed the different trends observed from the field measurements, such as: 1) the importance of adaptive equalization; 2) the sufficiency of using a DFE with four FFF taps to mitigate the ISI; and 3) the improvement due to the DFE is less significant with a four-element smart antenna array. On the other hand, the simulations overestimate the performance of the one-tap FFF DFE. This might indicate that although the model that we used matches the , the multipath distribution is not the same as the actual channel distribution. Generating channels using cluster of arrivals model [16] or ray-tracing techniques [26] would be more appropriate for accurate simulations but require more careful modeling of the environment.
The previous simulations assumed spatially independent channels and angle of arrival uniformly distributed between zero and . Other simulations were carried out with spatially correlated channels and different angle of arrival models. Due to the presence of several scatterers in the indoor wireless environment, it is reasonable to assume that the angle of arrival spread for the multipaths is at least and that the channels are not completely spatially correlated. Under these two conditions, the simulations showed that there is no significant performance variation when changing the correlation and angle of arrival model (less that 0.5 dB in the worst case). Therefore, using more precise models than the one used at the beginning of Section V will not enable a system designer to obtain significantly more accurate prediction of the system performance.
VI. CONCLUSION
In this paper, we reported on field measurements conducted with a highly flexible prototype unit for high-speed wireless communications using adaptive equalization and smart antenna array. The motivation behind this paper was to study the performance of the receiver under various receiver configurations and environmental conditions. Using the testbed, a total of 59 262 measurements were conducted and analyzed. The results first showed that the SNR performance for transmissions using 4-, 16-, and 64-QAM constellations were similar. It was also observed that the system performance follows trends that are independent of the environment.
The results illustrate that indoor wireless transmissions at data rates up to 30 Mbit/s in a 5 MHz bandwidth can be supported with 10 mW of transmitted power. For example, the prototype system provided an uncoded BER below at 5% outage probability for transmissions through walls at a range of 20 m. A similar performance could be offered at 20 Mbit/s for a transmission range of 33 m. If the data rate is further lowered to 10 Mbit/s (4-QAM at 5 Mbaud), the testbed was able to deliver a BER below for an outage probability smaller than 1% for every tested environment.
The results underscored the importance of adaptive equalization and smart antenna-array technology in realizing high-speed wireless data communications. It was found that a smart antenna array is able to provide a better performance for low outage probabilities than a DFE. However, in order to provide lower outage probabilities at high data rates, the measurements clearly showed that a combination of both elements was required. It was also observed from the results that a four-tap FFF DFE with eight FBF taps was sufficient to mitigate most of the ISI introduced by the environment. For the smart antenna array, the field measurements indicated that using two receive antennas instead of a single antenna provides a significant performance improvement. Increasing the number of antennas to four gives a crucial SNR gain that enable the system to support higher data rates. Simulation results were also presented that confirm the performance trends observed from the field measurements. Using simple channel models, the simulation results were able to predict the performance improvement due to the smart antenna array within 2 dB.
