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Abstract: We investigate some well-known problematic aspects of the single-jet inclusive cross-section,
specifically its non-unitarity and the possibly related issue of apparent perturbative instability at low orders.
We study and clarify their origin by introducing possible alternative weighted definitions of the observable
which restore unitarity. We show that the perturbative instability of the standard definition is an accidental
artefact of the smallness of the NLO K factor which only manifests itself for values of the jet radius in the
range R ∼ 0.3 − 0.6, and that its non-unitarity is necessary in order to ensure cancellation of logs of the
momentum cutoff used in the jet definition. We also show that alternative unitary definitions do not have
better perturbative properties compared to the conventional non-unitary definition, while suffering from lack
of cancellation of large logs.
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1 Introduction
The single-jet inclusive cross-section has been used for now over thirty years [1] for the determination of
parton distributions. As an observable, it is defined in a deceptively simple way [2, 3]: count all jets which
fall in any given kinematic bin and add them up. While this definition is remarkably simple, a minutes’
reflection shows that it has a somewhat peculiar and perhaps undesirable feature. Namely, it is not unitary:
each event is counted more than once, so that the integral of the differential cross-section does not yield the
total cross-section. The recent computation of the next-to-next-to-leading order (NNLO) corrections to this
observable [4, 5] has shown another seemingly problematic aspect: the scale dependence of the result is not
significantly reduced and the size of the K factor does not significantly decrease when going from NLO to
NNLO, at least with certain scale choices, which suggests a possible perturbative instability.
In Ref. [5] the perturbative properties of this observable were extensively studied, in particular by a
numerical analysis of the contributions to individual jet bins with a variety of computational setups (such as
the choice of scale and of jet radius). Here we approach the problem of understanding the behavior of this
observable from a somewhat different point of view: namely, by trying to see how it behaves upon changes
of its definition, specifically motivated by an attempt to correct for its non-unitarity. We then study the
properties of this family of new, unitary definitions both numerically, and analytically in a simple collinear
approximation.
Our main conclusion is that what seems to be an undesirable feature, namely the non-unitarity of the
standard definition, automatically guarantees that results are stable upon changes of the cutoff momentum
scale used to in order to define a jet, i.e. the minimum momentum that a jet must carry. Introducing
an alternative, unitary definition of the cross-section, preserving insensitivity to the momentum cutoff, is
nontrivial, and requires that unitarity be made compatible with independence of the number of jets: we will
show two examples demonstrating how this could be achieved.
On the other hand, what may appear to be a lack of perturbative convergence when going from NLO to
NNLO, with the NNLO correction [5] larger or of the same order of the NLO one, is actually a manifestation
of the fact that the NLO correction of the cross-section depends on R in such a way that it changes sign
around R ∼ 0.4, and it is thus accidentally small, with small theoretical uncertainties, around R = 0.4.
The perturbative properties of alternative, weighted definitions are generally similar to that of the standard
definition, though often worse, for reasons closely related to the sensitivity to the transverse momentum
cutoff.
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The outline of this paper is the following. First, in Sect. 2 we discuss the standard definition of the
cross-section and its non-unitarity, and present a family of alternative, unitary definitions. Then, in Sect. 3
we compare results obtained using various definitions at NLO. In Sect. 4 we show how the results of the
previous section can be understood in terms of an analytical calculation. Finally, we draw our conclusions
in Sect. 5.
2 The single-jet inclusive cross-section and its definition
The single-jet inclusive cross-section is defined in terms of the differential cross-section
dσN jets
dpt1...dptN
for pro-
ducing N jets (after cuts) with transverse momenta pti, as
dσ
dpt
=
∑
N
dσN jets
dpt
(2.1)
dσN jets
dpt
=
∫
dpt1 . . . dpti . . . dptN
dσN jets
dpt1 . . . dpti . . . dptN
FN [pt1, . . . , ptN ; pt] , (2.2)
where FN , for a standard definition, is given by
F stdN [pt1, . . . , ptN ; pt] =
N∑
i=1
δ(pti − pt), (2.3)
and it fills the bin with transverse momentum pt by picking all contributions from the fully differential N -jets
cross-section. The sum in Eq. (2.1) runs over the number of jets in each event that pass some kinematic cut.
The sum over the total number of jets starts with N = 1 (the N = 0 case gives of course no contribution)
and goes up to two at leading order (LO), three at NLO, and generally p+ 2 at NpLO.
It is clear that the inclusive-jet cross-section defined in this way is not unitary, in that its integral over pt
does not give the total number of scattering events per unit flux per unit time within a given fiducial region.
Indeed, with this definition, when filling a histogram in pt, an event with N jets is binned N times. This lack
of unitarity may be cause of concern: one is used to the fact that the unitarity of the total partonic cross-
section is crucial in order to ensure its infrared finiteness, given that infrared singularities cancel between
terms with different numbers of final–state partons. On the other hand, infrared finiteness of the N -jet
cross-section is ensured by the use of a jet definition, so the question is really whether this definition leads
to a good perturbative behavior.
In order to address the question in a quantitative way, we generalize the definition of the single-jet
inclusive cross-section by introducing jet weights that render the cross-section unitary. Namely, we modify
the definition Eq. (2.2) by introducing weights in the definition of the function FN , Eq. (2.3):
FN [pt1, . . . , ptN ; pt] =
N∑
i=1
δ(pti − pt)w(N)(pt; pt1, . . . , ptN ) (2.4)
The choice w(N) = 1 represents the standard non unitary definition Eq. (2.3). The choice w(N) = 1/N
restores unitarity, but has undesirable discontinuities whenever the kinematics of the final state changes in
such a way that the number of jets jumps from N to N+1. In this work, we consider a set of weights defined
as
w(N)(pt; pt1, . . . , ptN ) =

1 (standard)
prt∑N
j=1 p
r
tj
(weighted)
(2.5)
where ptj is the transverse momentum of the j-th jet. All weighted choices lead to a unitary definition.
We consider specifically three families of definitions of these weights, according to which jets are included
when constructing the weights.
• A: jets above pcutt
Only jets with pt ≥ pcutt are included in the definitions of FN Eq. (2.4). In particular, this implies
that the sum in the denominator of Eq. (2.5) includes only jets for which ptj ≥ pcutt . When r = 0 this
reduces to the simplest unitary choice with all weights equal to 1/N .
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• B: all jets
FN includes all the jets but the numerator in the weight definition, Eq. (2.5), only includes jets above
pcutt . In particular, the denominator in Eq. (2.5) sums over all jets. This definition is infrared safe only
for r > 0. While this definition may seem unphysical, in practice it corresponds to having a pcutt that
is small compared to the pt value of the first bin one is interested in.
• C: two leading jets
Only the first two leading jets in pt are included in the definition of both FN and the weights, so N = 2
in both Eqs. (2.4) and (2.5). In this case we consider the two leading jets independently on whether
their pt is larger or smaller than a possible p
cut
t .
These definitions are “unitary” in the sense that the weights add up to one. This implies that, with the
first definition, integrating over pt gives the total cross-section to have at least one jet above p
cut
t . For the
second definition (with pcutt → 0 or an explicit underflow bin) and for the third definition, one instead gets
the total pp cross-section. To keep the discussion simple, we do not impose any rapidity cut in the studies
carried on in this paper. Nevertheless each of the previous definitions could be extended to the case in which
a rapidity cut is introduced. Note that in the case of the third definition, a rapidity cut could change what
the leading jets are. To avoid potential issues, in particular for r < 0 which is more sensitive to small pt,
one might have in practice to impose an additional dijet selection cut (similar to what is already done when
studying e.g. the dijet invariant mass).
To highlight the various features we are interested in studying in this work, it is useful to consider
different ways of organizing the perturbative calculation of the single-jet inclusive cross-section at NpLO
accuracy. This can, in fact, be written as a sum of contributions, each of order α2+ks , k = 0, . . . , p, assuming
that the leading-order (LO) process is of order α2s:
dσN
pLO
dpt
=
p∑
k=0
dσ(k)
dpt
. (2.6)
Furthermore, it is useful to think about the order αk+2s contribution in two different ways. The first is as
a sum of contributions with a different number of jets, as we have done in Eq. (2.2). In such a case, the
k-th order contribution to the cross-section is built out of terms containing at most k+ 2 jets i.e. two at LO
(k = 0), three at NLO (k = 1) and so forth:
dσ(k)
dpt
=
k+2∑
N=1
dσ
(k)
N jets
dpt
. (2.7)
Eq. (2.7) is the same as Eq. (2.1), but for the k-th order contribution only. However, in order to understand
the perturbative behavior of the cross-section it also useful to break it up into the contribution from the jet
with the largest pt (leading, or first jet), the jet with the second largest pt (subleading, or second jet), and
so on:
dσ(k)
dpt
=
k+2∑
n=1
dσ
(k)
n-th jet
dpt
. (2.8)
In Eq. (2.7), dσ
(k)
N jets/dpt is the contribution to the cross-section coming from configurations with N jets,
while in Eq. (2.8) dσ
(k)
n-th jet/dpt is the contribution coming from the n-th leading jet. The range of the sum
is the same in both cases and it is equal to the maximum number of jets that can be produced at a given
perturbative order k.
3 Comparing definitions of the cross-section
In order to study the effects of the various unitary definitions, Eq. (2.5), we start by simply comparing results
obtained in each case for the NLO K factors and individual jet contributions. This way, we can see how
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imposing unitarity affects the pt distribution of the single-jet inclusive cross-section. In Section 4 we then
turn to analytic arguments, both in general and in a collinear approximation.
All results presented in this section are obtained using the following setup. Computations up to NLO are
performed using NLOJET++(v4.1.3) [6, 7] for pp collisions, with center of mass energy
√
s = 13 TeV. Parton
distribution functions are taken from the NNPDF3.1 [8] set at NNLO, with αs(MZ) = 0.118, and interfaced
using the LHAPDF library (v6.1.6) [9]. Jets are clustered using the anti-kt algorithm [10], as implemented in
FastJet(v3.3.2) [11], with R = 0.4, unless otherwise specified.
The dependence on the choice of central factorization and renormalization scale (see e.g. the discussion
in [5]) is studied by considering three options: (i) the average dijet scale,
p
(avg)
t =
p
(R=1)
t1 + p
(R=1)
t2
2
, (3.1)
where p
(R=1)
t1,2 are the transverse momenta of the two leading jets clustered with a radius R = 1 [12], (ii) the
partonic scalar kt halved,
HˆT
2
=
1
2
n-partons∑
i=1
kti, (3.2)
suggested as an optimal scale choice in [5], and (iii) the leading jet pt, p
(max)
t , defined as pt of the leading
R = 1 jet.
For each choice of central scale, uncertainty bands are obtained with the 7-point scale variation rule [13].
As noted in [12] and as we discuss below, the uncertainty bands around the NLO prediction are unnaturally
small because of an unphysical cancellations in scale dependence between the production of hard partons, a
large angle process, and their fragmentation into jets, a small angle one. A more reliable estimate could be
obtained by factoring the cross-section for producing a small-radius jet into the cross-section for the initial
partonic scattering and the fragmentation of the parton to a jet, considering separately the uncertainties of
these two processes and summing them in quadrature. This option has been studied in [12] and in great
details more recently in [14]. In this paper, we have checked the effects of decorrelated scale variation on the
weighted definitions, and we briefly comment on this below.
3.1 Standard (non-unitary) definition
We start by discussing some well-known results for the standard definition. As mentioned, we focus on two
observables: the total NLO K factor, and the individual n-th-leading jet NLO K factor as a function of pt,
K =
3∑
n=1
Kn , with Kn =
dσNLOn-th jet
dσLO
. (3.3)
They are shown in Fig. 1 for the standard definition. Three main features are apparent. First, while the
total NLO K factor is quite close to one (see the right plot in Fig. 1), the individual Kn for the leading and
subleading jet deviate from their leading order value, 1/2, by sizable amounts (see the left plot in Fig. 1).
However, they almost exactly compensate when added up into the total cross-section, yielding a total NLO
K factor close to 1, as well as a scale uncertainty much smaller than those of the individual Kn. This almost
exact compensation is largely accidental as it depends on the value of the jet radius. This can be seen in
Fig. 2, where we plot the K factor for the total cross-section as a function of R: the leading and the second
leading jet K factors only compensate (up to a residual ∼ 10% effect) in the region R ∼ 0.3 − 0.6. This
effect has also been noticed in Refs. [12, 14]. The behavior of the individual jet K factors can be explained
in a simple fashion. At NLO, the K factor of the leading jet K1 is substantially larger than one, most likely
a consequence of recoil effects amplified by the fact that the LO cross-section is steeply falling — typically
with a power around 5 — in pt. Furthermore, at NLO, K1 does not depend on R, as explicitly visible in
Fig. 2 and as we show analytically in Sect. 4.1 below. However K2 decreases at small R since out-of-cone
final state radiation depends on the jet radius and has the effect of lowering the pt of the emitter. This effect
is again drastically enhanced by the steeply-falling nature of the LO differential cross-section in pt.
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Figure 1. Left: Contributions from the leading, subleading, and third-leading jet to the NLO inclusive cross-section,
with central scale choice µR = µF = p
(avg)
t Eq. (3.1). Right: Inclusive NLO K factors, with three different central
scale choices (see text).
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Figure 2. The NLO K factor for the single-inclusive total jet cross-section as a function of the radius R of the jet
(black). The contributions from the leading jet (red) and the subleading jet (blue) are also shown.
Second, while the leading and second jet account for most of the cross-section, the contribution of the
third jet to the total K factor is much smaller (giving a correction of less than 2% of the LO cross-section) and
almost completely negligible. Finally, by inspecting the uncertainty bands shown in Fig. 1, one can see that
scale variation bands for R = 0.4 for different central scale choices do not overlap in the small pt region. An
in-depth discussion of this problem and how this changes when including even higher order QCD corrections
is given in Ref. [5]. It is however clear that this is a consequence of the accidental compensation of the
two leading jets discussed above, which then propagates onto the scale variation. It follows that theoretical
uncertainties obtained by performing standard scale variation for fixed R ∼ 0.4 are unrealistically small. A
more reliable estimate can be obtained performing uncorrelated scale variation [12, 14], which then leads to
overlapping scale uncertainties across the whole pt spectrum.
All this shows that the putative perturbative instability of the standard definition is in fact a byproduct of
an entirely accidental cancellation which happens only at NLO in a given R range. Because this cancellation
is not protected by a symmetry, one should not expect it to persist with a different definition or at higher
perturbative orders.
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Figure 3. Same as Fig. 1 but using the weighted definitions of type A (see text: jets above pcutt ) for r = 2 (top) and
r = −4 (bottom).
3.2 Weighted (unitary) definitions
We now turn to the study of the weighted (unitary) definitions of the single inclusive-jet cross-section
introduced in Sect. 2. We start our discussion with case (A), in which a pcutt is adopted, and we show that
in fact this unitary definition appears to display a somewhat problematic behavior, whose origin is discussed
analytically in Sect. 4. We then turn to cases (B) and (C) which provide a natural way to alleviate this
problematic behavior.
A. Jets above pcutt . In Fig. 3 we show again the individual jet contributions and K factor, now using
weighted definitions of type (A), with a positive (r = 2) and a negative (r = −4) value for the exponent
in the weights. Note that the Kn, and hence the total K factor, are normalized to the LO weighted jet
cross-section which is exactly half of the LO jet cross-section obtained with the standard definition. Indeed,
at LO we have w1 = w2 = 1/2, by kinematic constraint, for the weighted definition, independently of r.
We first discuss the behaviour for pt far above p
cut
t . Broadly speaking, positive weights enhance the
difference between leading and second leading jets, with features that resemble those of the standard definition
for the individual Kn factors. This is also true, in particular, for the total K factor for pt sufficiently larger
than pcutt (top row of Fig. 3). Negative values of r, on the other hand, have the effect of balancing the
difference between leading and subleading jets. This results in more similar individual Kn factors, at the
price of an overall larger total K factor (bottom row of Fig. 3). At very large pt this effect becomes very large,
which can be easily understood as follows: whenever we have three jets passing the pt cut with pt1,2  pt3
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Figure 4. Same as Fig. 1, but using a weighted definition of type B (all jets) for r = 2.
we have
w
(3)
1,2(r < 0) =
prt1,2
prt1 + p
r
t2 + p
r
t3
∼
(
pt3
pt1,2
)|r|
 1 , (3.4)
w
(3)
3 (r < 0) =
prt3
prt1 + p
r
t2 + p
r
t3
∼ 1 . (3.5)
The contributions of the two leading jets to the inclusive cross-section, which are strongly dominating the
NLO cross-section for the standard definition (or for the weighted definition with r ≥ 0), are now power
suppressed by the weights. Furthermore, corresponding virtual corrections have two jets in the final state
with w
(2)
1,2(r < 0) = 1/2. At large pt real and virtual corrections with p
cut
t  pt3  pt1,2 ∼ pt therefore
yield, after integration over pt3, a negative contribution enhanced by log(pt/p
cut
t ), corresponding to the large
corrections seen in Fig. 3.
Now turning to the region where pt → pcutt , we see from Fig. 3 that this weighted definition (for both
positive and negative r) develops a singular behavior. The origin of this behavior is explained analytically
in Section 4. For the time being, we note that these singularities, both for pt  pcutt and for pt → pcutt , are
of logarithmic origin and could in principle be dealt with resummation.
In summary, the weighted definitions of type (A) (with pcutt ) have the undesirable feature of developing
problematically unstable behaviors for pt close to the pt cut as well as at large pt for r < 0. In the other pt
regions their perturbative behavior now shows large K factors also at NLO since the accidental cancellation
of the standard definition is spoiled; while this is perhaps more natural, it does not suggest an improvement
in perturbative behavior over the standard definition.
B. All jets. A natural way of curing the logarithmic divergence observed when pt → pcutt using weights
of type (A) is to include all jets down to a pt much smaller than the first bin of the distribution. Based on
Fig. 3, taking a pcutt two or three times smaller than the first bin of the distribution would already get rid
of most of the sensitivity to pcutt , e.g. without any need for an additional resummation. One can view the
weighted definition of type (B) as simply taking the limit pcutt → 0 and one should not expect our conclusions
to change as long as pcutt remains much smaller than the first bin of the distribution, say p
cut
t ∼ 20−30 GeV.
This possibility is only sensible for positive weights, for which the low pt part of the spectrum is suppressed.
For negative weights this choice is infrared unsafe.
Results are shown in Fig. 4 for r = 2. As expected, the singular behavior of the K factor for pt close to
pcutt is now absent, and features similar to those of the standard definition are now recovered. Specifically,
non-overlapping scale variation bands are observed in the low pt region, though to a smaller extent than
in the standard case. As a last comment, we have checked that this definition does not suffer from large
non-perturbative corrections, such as those coming from underlying events, despite involving low-pt jets. In
a practical experimental context, one would still need to make sure that this remains true with realistic
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Figure 5. Same as Fig. 1, but using the weighted definitions of type C (two leading jets) for r = 2 (top) and r = −4
(bottom).
pileup conditions.
C. Two leading jets. An alternative choice, motivated by the observation that the contribution of the
third jet to the inclusive jet cross-section is much smaller than that of the first two jets (see Fig. 1) is to switch
to definitions of type (C), in which only the two leading jets are included in the weights, whether or not they
pass a given pcutt . Clearly this should also remove the problem of the behavior for pt ∼ pcutt of definitions of
type (A). This approach is similar in spirit to what is done when looking at the dijet cross-section. Results
in this case are presented in Fig. 5 for the individual K factors Kn and the total K factor. The situation for
positive r is again similar to what we observe for the standard definition: in particular there seems to be a
large compensation between the leading and subleading jets, leading to a rather flat K factor, though larger
than in the standard case.
As explained above, negative values of r have the effect of normalizing the individual Kn factors for the
leading and subleading jets, reducing the effect of the compensation seen in the standard case. Furthermore,
the uncertainty bands obtained for the three different scale choices now overlap. Nevertheless, the inclusive
K factor is relatively larger than for the standard definition and shows a somewhat strong pt dependence.
Comparing these results to the other weighted definitions, we see that the logarithmic divergence for pt
close to pcutt which is observed in Fig. 3 when using the jets above p
cut
t has now disappeared for both positive
and negative r. This, as discussed above, is expected: the weights do not depend on whether one or two of
the two leading jets passes the pcutt , so the definition becomes independent of the cut. Furthermore, the issue
with large K factors at large pt for negative r when including jets above p
cut
t has also disappeared. This is
simply because the third jet no longer contributes to the weights and therefore the large contribution seen
in Eq. (3.4) is absent.
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In summary, weighted definitions of type (C) behave similarly to the standard definition for positive r.
The perturbative behavior for negative r changes, with some desirable features (the individual K factors K1
and K2 are similar, and the scale uncertainty bands for different scale choices overlap), and some undesirable
ones (the overall K factor is larger).
4 Non-unitarity and perturbative behavior
We now show how several features of the results presented in the previous section can be understood on the
basis of simple analytic arguments. Specifically, we show that the behavior in the vicinity of pcutt is strongly
tied to the unitarity, or lack thereof, of the various definitions.
We first provide general (if somewhat formal) arguments, exploiting the fact that at NLO the jet functions
used for partitioning the phase-space have a compact and manageable form. We then perform more explicit
calculations using a soft and collinear approximation which shows that the effects discussed in Section 3.2
have a simple leading logarithmic origin.
4.1 Dependence on pcutt and R: a general argument
In order to understand the behavior of various definitions we need an explicit expression for the contribution
to the N -jet cross-section
dσ
(k)
N jet
dpt
introduced in Eq. (2.7) and to the n-th jet cross-section
dσ
(k)
n-th jet
dpt
introduced
in Eq. (2.8). These can be constructed in terms of parton-level cross-sections by introducing explicit jet
functions that cluster final-state partons into jets, in the latter case further supplemented by a function that
selects the n-th leading jet, and bins the result into a fixed pt bin. In order to cancel infrared singularities,
the k-th order contribution must be constructed by adding up contributions coming from final states with a
number of final-state partons that goes from two (with k virtual loops), up to k + 2 (with k real emissions
on top of the Born level). For instance the NLO k = 1 term receives contributions both from a two-parton
final state with one loop, and from a real emission three-parton state, and so on.
Explicitly, we can write the N -exclusive jets contribution, Eq. (2.7), as a sum of terms where the N jets
are produced from an m parton final-state, dΦm,
dσ
(k)
N jets
dpt
=
k+2∑
m=2
∫
dΦm
dσˆ
(k)
m
dΦm
Gm→N jets(Φm, pt) , (4.1)
where Gm→N jets is the jet function which cluster m partons into N jets. Gm→N jets contains the function FN ,
Eq. (2.4), which in turn includes the possible weights. The jet function thus depends on the jet momentum
pt, and on the partonic phase space variables dΦm.
We can give an explicit expression of Gm→N at NLO (k = 1). For this, let us denote by kti the parton
transverse momenta, with kt1 ≥ kt2 ≥ kt3. Using the anti-kt [10] jet clustering with R < pi2 , one has
G2→1 = G2→3 = 0 (4.2)
G2→2 = Θ(pt > pcutt )
{
2w(2)(pt; pt, pt) δ(pt − kt1)
}
(4.3)
G3→1 = Θ(∆R23 > R) Θ(kt1 > pcutt > kt2 > kt3)
{
w(1)(pt; pt) δ(pt − kt1)
}
(4.4)
G3→2 = Θ(∆R23 > R) Θ(kt1 > kt2 > pcutt > kt3)
{
2∑
i=1
w(2)(pt; kt1, kt2) δ(pt − kti)
}
+ Θ(∆R23 < R) Θ(pt > p
cut
t )
{
2w(2)(pt; pt, pt) δ(pt − kt1)
}
(4.5)
G3→3 = Θ(∆R23 > R) Θ(kt1 > kt2 > kt3 > pcutt )
{
3∑
i=1
w(3)(pt; kt1, kt2, kt3)δ(pt − kti)
}
, (4.6)
where we have defined, as is customary, ∆Rij =
√
(∆φij)2 + (∆yij)2, as the distance between parton i and
parton j in the rapidity-azimuth plane, with y and φ the rapidity and the azimuthal angle respectively. Note
also that, due to momentum conservation, it is sufficient to consider the recombination of the two softest
– 9 –
partons. The second line of Eq. (4.5) corresponds to the case where the two softest partons cluster, yielding
two back-to-back jets of momentum kt1.
Using Eqs. (4.2)-(4.6), the issue of unitarity vs. cancellation of the dependence on pt is easily understood.
On the one hand, it is clear that the standard definition is not unitary and only the weighted definitions are
unitary because∫
d ptG3→1 +G3→2 +G3→3
∣∣
wgt
= Θ(kt1 > p
cut
t ) , (4.7)
This result, valid for any r, means that integrating the single-jet cross-section over pt yields the total cross-
section for producing (at least) one jet above pcutt (with definitions of type (A) in the sense of Sect. 2) or the
total cross-section (for definitions of type (B) or of type (C)). Hence these choices are unitary, and thus the
standard choice cannot be.
On the other hand, it is clear that the inclusive cross-section is independent of pcutt when using the
standard definition. Indeed, in this case one has
G3→1+G3→2+G3→3
∣∣
std
= Θ(pt > p
cut
t )
{
Θ(∆R23 > R)
[
3∑
i
δ(pt − kti)
]
+Θ(∆R23 < R)2 δ(pt−kt1)
}
, (4.8)
where now the subscript “std” denotes that in the definition of FN , Eq. (2.4), the standard case in Eq. (2.5)
has been selected. The result Eq. (4.8) is manifestly independent of pcutt since all the dependence on p
cut
t is
factored in an overall Θ function which is always satisfied as long as one has at least one jet in the event. In
practice, the dependence on pcutt disappears since, when integrating over the partonic transverse momenta,
the N -jet contribution has pcutt as a lower bound of integration while the N − 1-jet contribution has pcutt as
an upper bound. When summing both contributions, the pcutt dependence cancels.
When one instead uses a unitary definition which explicitly introduces a pcutt dependence, such as defi-
nition (A), this cancellation is spoiled: whether a jet passes a cut or not changes the weights of all the other
jets, thereby introducing a cutoff dependence of the observable. The lack of cancellation then propagates
into the individual n-th jet cross-sections, thus explaining the singular behavior observed in Fig. 3 when
pt ∼ pcutt . Of course this cutoff dependence is not present for the two other weighted definitions, (B) and
(C), even if the weight associated to a jet still depends on the other jets in the event, which is needed to
eventually ensure the unitarity of the cross-section.
We can similarly understand the R dependence or lack thereof of the leading jet contribution, which
as discussed in Sect. 3.1 controls the behavior of the NLO K factor, by introducing explicit expressions for
individual jet functions. We now need to consider the n-th leading jet contribution, Eq. (2.8)
dσ
(k)
n-th jet
dpt
=
k+2∑
m=2
∫
dΦm
dσˆ
(k)
m
dΦm
Sm→n-th jet(Φm, pt) , (4.9)
where the functions Sm→n-th jet are defined summing the contributions coming from the n-th jet in the
functions G given above. By direct calculation, we find
S2→pt1 = S2→pt2 =
1
2
G2→2 (4.10)
S3→pt1 = Θ(pt > p
cut
t ) δ(pt − kt1)
{
Θ(∆R23 > R)
[
Θ(pcutt > kt2 > kt3)w
(1)(pt; kt1)
+ Θ(kt2 > p
cut
t > kt3)w
(2)(pt; kt1, kt2)
+ Θ(kt2 > kt3 > p
cut
t )w
(3)(pt; kt1, kt2, kt3)
]
+ Θ(∆R23 < R)w
(2)(pt; pt, pt)
}
(4.11)
S3→pt2 = Θ(kt1 > pt > p
cut
t )
{
Θ(∆R23 > R) δ(pt − kt2)
[
Θ(pcutt > kt3)w
(2)(pt; kt1, kt2)
+ Θ(kt3 > p
cut
t )w
(3)(pt; kt1, kt2, kt3)
]
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+ Θ(∆R23 < R) δ(pt − kt1)w(2)(pt; pt, pt)
}
(4.12)
S3→pt3 = Θ(kt1 > kt2 > pt > p
cut
t ) δ(pt − kt3) Θ(∆R23 > R)w(3)(pt; kt1, kt2, kt3) . (4.13)
If now one sets all weights w = 1, Eq. (4.11) takes the form
S3→pt1
∣∣
std
= Θ(pt > p
cut
t ) δ(pt − kt1) = S2→pt1
∣∣
std
, (4.14)
where the subscript “std” again denotes that in the definition of FN , Eq. (2.4), the standard case in Eq. (2.5)
has been selected. This means that all the Θ functions simplify, leading to an overall factor providing a
condition that is always satisfied if at least one jet in the event is above pcutt . At NLO, the leading jet
contribution is therefore always given by the transverse momentum of the hardest parton (this is valid for
both the real contribution with three partons in the final state and the virtual corrections with two partons),
independently of the jet radius R. Note that, one can similarly see that for any weighted definition, at NLO,
corrections to the leading jet are R-dependent for the same reason that the weighted definitions depend
on pcutt : the value of the weights depend on how many partons have ∆Rij > R. Furthermore, the NLO
corrections for the subleading and third-leading jet also depend on R. This is trivial for the latter which
shows an explicit R dependence in (4.13). For the subleading jet, this is due to the fact that the pt of the
jet changes (between kt1 and kt2) depending on how ∆R23 compares to R.
4.2 Dependence on pcutt and R: the soft-collinear approximation
The arguments outlined above may seem somewhat formal. To gain further analytic insight, it is useful
to take a soft-collinear approximation in which case Eqs. (4.1),(4.9) simplify considerably. Indeed, if one
considers a collinear splitting at a small angle ϑ, the NLO contribution from a real emission can be written
in simple form by parametrising the final-state momenta as
pµ1 = p˜
µ
a +O(k2⊥), pµ2 = (1− z)p˜µb + kµ⊥ +O(k2⊥), pµ3 = z p˜µb − kµ⊥ +O(k2⊥), (4.15)
where p˜µa and p˜
µ
b are the Born final-state hard directions, z is the longitudinal momentum fraction of the
splitting, and the transverse momentum k⊥ satisfies k⊥ · p˜a = k⊥ · p˜b = 0; k⊥ can then be parametrized by
the angle ϑ between p2 and p3 and an azimuthal angle ϕ.
Including only terms that produce a logarithmic enhancement in the limit ϑ → 0, the real emission
contribution takes the form
dΦ3
dσˆ
(1)
3
dΦ3
=
∑
i=q,g
[
dσ
(0)
2
dpt
(p˜t)
]
i
[
αsCi
pi
Pi(z)
]
dp˜t dz
dϑ2
ϑ2
dϕ
2pi
. (4.16)
Note that within this approximation recoil effects on p1 become negligible. They could be addressed using
a similar formalism but going beyond the small-angle approximation that we adopt here.
In Eq. (4.16) [dσ
(0)
2 /dpt]i, with i = q, g, is the LO differential cross-section for producing a quark or a
gluon of transverse momentum p˜t, correctly normalized in such a way that the sum over i gives the total
cross-section. Pi(z) corresponds to the standard Altarelli-Parisi splitting functions with z the momentum
fraction of the collinear splitting (see Appendix A for explicit expressions) from which we have explicitly
factored out a colour factor 2Ci (Ci = CF for quarks and Ci = CA for gluons). Finally, ϕ is the azimuthal
angle corresponding of the emission with respect to the Born-level parton that splits. At this accuracy, the
NLO one-loop virtual correction has exactly the same form as Eq. (4.16) integrated over the full phase-space
of the extra real emission, but with the opposite sign. In what follows, we further assume that the extra
emission is soft so we can approximate Pi(z) ≈ 1z . This soft approximation is made for the sake of simplicity
and can easily be lifted to include the full splitting function.
The soft-collinear approximation is sufficient to obtain results in fair agreement with the full calculation,
and specifically reproduce three important aspects discussed in Sect. 3. First, we can see explicitly how the
cancellation of the pcutt dependence which happens in the standard case is spoiled for the weighted definition
(A) and restored with definitions (B) and (C). Second, we are able to identify the R dependence of the
second leading jet with out-of-cone radiation. Third, we can further study the impact of weighted definitions
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at large pt. Conversely, working in a soft-collinear approximation, we are neglecting all recoil effects. This
means in particular that the calculation below will not reproduce the large K1 factor for the leading jet.
The text below outlines the structure of the calculation and our main results, deferring additional details to
Appendix A.
The fact that the real and virtual contributions have the opposite sign implies that the N -jet contribution
Eq. (4.1) and the n-th jet contribution Eq. (4.9) take respectively the simple form
dσ
(k)
N jets
dpt
≈
∑
i=q,g
Ci
pi
∫
dp˜t dz
dϑ2
ϑ2
[
dσ
(0)
2
dpt
(p˜t)
]
i
αs Pi(z) {G3→N jets −G2→N jets} (4.17)
≡
∑
i=q,g
[
dσ
(0)
2
dpt
(pt)
]
i
Ci
pi
ln
(
R2max
R2
)
IN (4.18)
and
dσ
(k)
n -th jet
dpt
≈
∑
i=q,g
Ci
pi
∫
dp˜t dz
dϑ2
ϑ2
[
dσ
(0)
2
dpt
(p˜t)
]
i
αs Pi(z) {S3→n -th jet − S2→n -th jet} (4.19)
≡
∑
i=q,g
[
dσ
(0)
2
dpt
(pt)
]
i
Ci
pi
ln
(
R2max
R2
)
Jn , (4.20)
where in both cases Rmax is the upper limit of the ϑ integration. The functions IN and Jn can be cast in a
simple closed analytic form by writing the LO cross-section as a power law[
dσ
(0)
2
dpt
(p˜t)
]
i
∼ 1
p˜mit
, (4.21)
where mi is, in general, different for the quark and gluon case. In Appendix A explicit analytic expressions
are given for the standard definition, with the general definitions easily amenable to numerical treatment.
We can now use Eqs. (4.18),(4.20) to address the issues mentioned above. We start by investigating the
behavior in the pt → pcutt limit and focus on the leading jet. J1 receives real contributions from S3→pt1 ,
Eq. (4.11), and virtual corrections from S2→pt1 , Eq. (4.10). The latter contribution cancels against the real
one in the region ∆R23 ≡ ϑ < R. Up to power corrections in z, we can set kt2 = (1− z)kt1 and kt3 = zkt1.
For pt → pcutt we can then assume kt3 < pcutt and we are left with two terms:
J1
pt→pcutt∼
∫ pcutt /pt
1−pcutt /pt
dz P (z)w(1)(pt; pt)−
∫ pcutt /pt
1−pcutt /pt
dz P (z)w(2)(pt; pt, pt). (4.22)
The first term corresponds to kt2 < p
cut
t while the second term includes the real emissions with kt2 > p
cut
t
as well as the remaining virtual corrections. After integration over z, we thus find
J1 = log
(
pcutt
pt − pcutt
)
− ω log
(
pcutt
pt − pcutt
)
=
0 (standard)− 12 log (pt−pcuttpcutt ) (weighted (A)) , (4.23)
where ω = 1 for the standard definition and ω = 12 for the weighted definition (A), independently of the
exponent r which enters the definition of the weights, Eq. (2.4). In the same limit it turns out that J2 and
J3 are nonsingular. This explains our findings from Sect. 3: the unitary definition suffers from a logarithmic
divergence close to pcutt while the standard definition is independent of the value of p
cut
t . Furthermore, this
behavior (see Fig. 3), only affects the leading jet, whose properties are encoded in J1. Of course it also
follows from Eq. (4.23) that when pcutt  pt, corresponding to using definitions of the weights of type (B),
the singular behavior disappears. A similar conclusion can be reached for the definition of type (C).
Next, we can also use Eq. (4.20) to predict the small-R behavior of the second and third leading jet
contributions. In both cases one would get a logarithmic enhancement at small R. Note that at first sight
Eq. (4.20) seems to imply that the leading jet contribution also has a logarithmic R dependence in the
– 12 –
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Figure 6. Contributions from the leading, subleading, and third-leading jets to the NLO inclusive K factors in the
soft-collinear approximation. The standard definition (top left) is compared to weighted definition of type (B) (no
pcutt ) with r = 2 (top right), weighted definitions of type (A) (with p
cut
t ) with r = −4 (middle left) and r = 2 (middle
right) and of type (C) (two jets) also with with r = −4 (bottom left) and r = 2 (bottom right).
standard case, in contradiction to the behavior observed in Fig. 2, and to our previous general conclusion
based on Eq. (4.14). However, one should realise that, in the small-R limit where Eq. (4.20) holds, Eq. (4.23)
implies that J1 is zero, and thus obviously R-independent in the standard case. In all weighted cases J1 is
non-vanishing, and thus the leading jet contribution becomes R-dependent in agreement with our previous
analytic and numerical arguments, with a logarithmic dependence on R in the small-R limit.
Finally, we can study the limit of the functions Jn when pt  pcutt , in the weighted case with r negative
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Definition standard
weighted
(A) above pcutt (B) all jets (C) two leading
Reference plot Fig. 1 Fig. 3 Fig. 4 Fig. 5
unitarity no yes yes yes
no large logs X 7 X X
close to pcutt
no large logs X X for r > 0 X X
at large pt 7 for r < 0
overlapping scale 7 X X X
variation bands X with uncorr. uncert. [4, 12]
no large cancellations
7 7 7
7 for r > 0
between K1 and K2 X for r < 0
Table 1. Summary of the main properties of the various single-inclusive jet definitions studied in this paper.
and |r| ∼ |mi| ∼ 4. In this case, we find that the contributions from the leading and the subleading jet are
comparable (see the Appendix A for details), partially solving the problem of the large compensation seen
in the standard definition or for positive values of r, as observed in Sect. 3.2, Fig. 3.
Results obtained for the leading, subleading and third-leading jet contributions using the approximation
Eqs. (4.18),(4.20) are shown in Fig. 6 for a representative set of cases, to be compared to Figs. 1,3-5. All plots
have been produced implementing Eq. (4.19), with Eq. (4.21) and m = 5. Note that this parametrization of
the LO pt spectrum already includes initial state PDFs. We have checked that using the exact LO partonic
cross-section yields similar results. We choose Rmax = 1 and use R = 0.4 to allow for a comparison with
the full results presented in Section 3. Finally, we set αs(pt1). As anticipated, it is clear that the main
qualitative features of the exact results are reproduced by the soft-collinear approximation.
5 Conclusions
In this paper we have addressed the potential issue of the non-unitarity of the single-jet inclusive cross-
section, by introducing a series of alternative weighted definitions of this observable which are unitary in the
sense that upon integration they lead to the total cross-section. The main features of the various definitions
we have considered are summarised in Table 1.
Our conclusion is that a naive weighted approach [type (A) of Sect. 2] in which one simply introduces
a weighting of all jets above a certain pcutt is flawed, in the sense that it develops logarithmic singularities
associated with the transverse momentum cut on jets, pcutt . More sophisticated definitions avoid this problem
by setting pcutt to zero [type (B)] or by considering only the two leading jets [type (C)]. Both these definitions
could be more challenging to implement in a practical (experimental) environment.
Additionally, even leaving aside practical considerations, there does not seems to be any real advantage
in adopting these definitions in term of perturbative stability. In particular, all weighted definitions with
positive r show features at best similar to the standard definition. Furthermore, the apparent perturbative
instability of the conventional definition appears in fact to be the manifestation of an unnatural smallness
of the NLO K factors which only happens for a limited range of jet radius R ∼ 0.4. It is a consequence of
an accidental cancellation which makes standard scale variation unreliable as a means of estimating missing
higher order corrections. This apparent issue for example disappears with more conservative estimates of
the perturbative uncertainties.
One possible case of interest is the definition of type (C), focusing on the two leading jets, with r < 0.
Compared to the standard definition, it has the potential advantage of reducing the large difference between
the K factor of the leading and subleading jets, at the cost of having a larger overall NLO K factor.
Our final conclusion is that unitary definitions of the jet inclusive cross-section are at best as good as
the standard definition. While the latter shows no critical sign of pathological features, the former are rather
more contrived, with no real advantage other than their unitarity which however is per se not causing any
perturbative problem.
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A NLO cross-section in the soft-collinear approximation
The N -jet contribution and the n-th jet contribution to the differential cross-section at NLO in the soft-
collinear approximation are given by Eq. (4.17) and Eq. (4.19) respectively. Using an explicit expression
for the splitting functions Pi and for the G or the S functions in the collinear limit we can perform the
phase-space integration explicitly.
The splitting functions Pi are
Pq(z) =
∑
j=q,g
Pjq =
1 + (1− z)2
2z
=
1
z
+O(1)
Pg(z) =
∑
j=q,g
Pjg =
1
2
[
2
1− z
z
+ z(1− z) + TRNf
CA
(z2 + (1− z)2)
]
=
1
z
+O(1)
(A.1)
where the z ↔ (1− z) symmetry has been exploited in such a way that all soft-collinear singularities are at
z = 0 (see e.g. [15]). Note that a 2CF or 2CA factor, respectively, has been explicitly factored out.
By adopting the parametrization of the final-state given in Eq. (4.15), the jet functions G and S can be
rewritten in the collinear and small R limit, i.e. ∆R23 = ϑ ≤ R  1. For the weighted definition with jets
above pcutt we have:
G2→1 = G2→3 = 0 (A.2)
G2→2 = Θ(p˜t > pcutt )w
(2)(pt|p˜t, p˜t)[δ(pt − p˜t) + δ(pt − p˜t)] (A.3)
G3→1 = Θ(ϑ2 > R2)Θ(p˜t > pcutt ; zp˜t < p
cut
t ; (1− z)p˜t < pcutt )w(1)(pt|p˜t)[δ(pt − p˜t)] (A.4)
G3→2 = Θ(ϑ2 < R2)Θ(p˜t > pcutt )w
(2)(pt|p˜t, p˜t)[δ(pt − p˜t) + δ(pt − p˜t)]
+ Θ(ϑ2 > R2)Θ(p˜t > p
cut
t ){
Θ(zp˜t < p
cut
t ; (1− z)p˜t > pcutt )w(2)(pt|p˜t, (1− z)p˜t)[δ(pt − p˜t) + δ(pt − (1− z)p˜t)]
+ Θ(zp˜t > p
cut
t ; (1− z)p˜t < pcutt )w(2)(pt|p˜t, zp˜t)[δ(pt − p˜t) + δ(pt − zp˜t)]
}
(A.5)
G3→3 = Θ(ϑ2 > R2)Θ(p˜t > pcutt ; zp˜t > p
cut
t ; (1− z)p˜t > pcutt )
w(3)(pt|p˜t, zp˜t, (1− z)p˜t)[δ(pt − p˜t) + δ(pt − zp˜t) + δ(pt − (1− z)p˜t)]. (A.6)
and
S2→pt1 = S2→pt2 = Θ(p˜t > p
cut
t )w
(2)(pt|p˜t, p˜t)δ(pt − p˜t) (A.7)
S3→pt1 = Θ(ϑ
2 < R2)Θ(p˜t > p
cut
t )w
(2)(pt|p˜t, p˜t)δ(pt − p˜t) + Θ(ϑ2 > R2) (A.8)[
Θ(p˜t > p
cut
t ; zp˜t < p
cut
t ; (1− z)p˜t < pcutt )w(1)(pt|p˜t)δ(pt − p˜t)
+ Θ(p˜t > p
cut
t ; zp˜t > p
cut
t ; (1− z)p˜t < pcutt )w(2)(pt|p˜t, zp˜t)δ(pt − p˜t)
+ Θ(p˜t > p
cut
t ; zp˜t < p
cut
t ; (1− z)p˜t > pcutt )w(2)(pt|p˜t, (1− z)p˜t)δ(pt − p˜t)
+ Θ(p˜t > p
cut
t ; zp˜t > p
cut
t ; (1− z)p˜t > pcutt )w(3)(pt|p˜t, zp˜t, (1− z)p˜t)δ(pt − p˜t)
]
S3→pt2 = Θ(ϑ
2 < R2)Θ(p˜t > p
cut
t )w
(2)(pt|p˜t, p˜t)δ(pt − p˜t) + Θ(ϑ2 > R2) (A.9){
Θ(p˜t > p
cut
t ; zp˜t > p
cut
t ; (1− z)p˜t < pcutt )w(2)(pt|p˜t, zp˜t)δ(pt − zp˜t)
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+ Θ(p˜t > p
cut
t ; zp˜t < p
cut
t ; (1− z)p˜t > pcutt )w(2)(pt|p˜t, (1− z)p˜t)δ(pt − (1− z)p˜t)
+ Θ(p˜t > p
cut
t ; zp˜t > p
cut
t ; (1− z)p˜t > pcutt )w(3)(pt|p˜t, zp˜t, (1− z)p˜t)
[Θ(z > 1/2)δ(pt − zp˜t) + Θ(z < 1/2)δ(pt − (1− z)p˜t)]
}
S3→pt3 = Θ(ϑ
2 > R2)Θ(p˜t > p
cut
t ; zp˜t > p
cut
t ; (1− z)p˜t > pcutt )w(3)(pt|p˜t, zp˜t, (1− z)p˜t)
[Θ(z < 1/2)δ(pt − zp˜t) + Θ(z > 1/2)δ(pt − (1− z)p˜t)] (A.10)
The standard definition can trivially be recovered by setting the weights to 1, while the case of the weighted
definition including all jets can be obtained by taking the limit pcutt → 0. Similarly, the weighted definition
with 2 leading jets is instead obtained by firstly taking the limit pcutt → 0 and by then keeping the terms
proportional to δ(pt− p˜t) as well as the terms proportional to either δ(pt−zp˜t) if z > 1/2, or δ(pt−(1−z)p˜t)
if z < 1/2, modifying the weights accordingly.
The p˜t integration in Eqs. (4.17)-(4.19) can be simplified using the delta functions δ(pt− p˜t), δ(pt− zp˜t)
and δ(pt − (1 − z)p˜t). The ϑ integration leads to a logarithmic dependence on the jet radius R. The only
nontrivial integral is over z, thereby leading to a final result of the form of Eqs. (4.18),(4.20). Explicitly, IN
and Jn there present are given by:
I1 = Θ(pt < 2p
cut
t )
∫ pcutt /pt
1−pcutt /pt
dz P (z) [1] σ˜(pt) (A.11)
I2 =Θ(pt < 2p
cut
t )
[∫ 1
pcutt /pt
dz P (z)
[
1
1 + zr
]
σ˜(pt)
+
∫ 1−pcutt /pt
0
dz P (z)
([
1
1 + (1− z)r
]
σ˜(pt)−
[
1
2
]
σ˜(pt)
)
−
∫ 1
1−pcutt /pt
dz P (z)
[
1
2
]
σ˜(pt)
]
+ Θ(pt > 2p
cut
t )
[∫ 1
1−pcutt /pt
dz P (z)
[
1
1 + zr
]
σ˜(pt)
+
∫ pcutt /pt
0
dz P (z)
([
1
1 + (1− z)r
]
σ˜(pt)−
[
1
2
]
σ˜(pt)
)
−
∫ 1
pcutt /pt
dz P (z)
[
1
2
]
σ˜(pt)
]
+
∫ 1
pt/(pt+pcutt )
dz P (z)
[
zr
1 + zr
]
1
z
σ˜
(pt
z
)
+
∫ pcutt /(pt+pcutt )
0
dz P (z)
([
(1− z)r
1 + (1− z)r
]
1
1− z σ˜
(
pt
1− z
)
−
[
1
2
]
σ˜(pt)
)
−
∫ 1
pcutt /(pt+p
cut
t )
dz P (z)
[
1
2
]
σ˜(pt)
(A.12)
I3 =Θ(pt > 2p
cut
t )
∫ 1−pcutt /pt
pcutt /pt
dz P (z)
[
1
1 + zr + (1− z)r
]
σ˜(pt)
+
∫ pt/(pt+pcutt )
0
dz P (z)
[
zr
1 + zr + (1− z)r
]
1
z
σ˜
(pt
z
)
+
∫ 1
pcutt /(pt+p
cut
t )
dz P (z)
[
(1− z)r
1 + zr + (1− z)r
]
1
1− z σ˜
(
pt
1− z
) (A.13)
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J1 =Θ(pt < 2p
cut
t )
[∫ pcutt /pt
1−pcutt /pt
dz P (z) [1] σ˜(pt)−
∫ 1
1−pcutt /pt
dz P (z)
[
1
2
]
σ˜(pt)
+
∫ 1−pcutt /pt
0
dz P (z)
([
1
1 + (1− z)r
]
σ˜(pt)−
[
1
2
]
σ˜(pt)
)
+
∫ 1
pcutt /pt
dz P (z)
[
1
1 + zr
]
σ˜(pt)
]
+ Θ(pt > 2p
cut
t )
[∫ 1−pcutt /pt
pcutt /pt
dz P (z)
[
1
1 + zr + (1− z)r
]
σ˜(pt)−
∫ 1
pcutt /pt
dz P (z)
[
1
2
]
σ˜(pt)
+
∫ pcutt /pt
0
dz P (z)
([
1
1 + (1− z)r
]
σ˜(pt)−
[
1
2
]
σ˜(pt)
)
+
∫ 1
1−pcutt /pt
dz P (z)
[
1
1 + zr
]
σ˜(pt)
]
(A.14)
J2 =
∫ 1
pt/(pt+pcutt )
dz P (z)
[
zr
1 + zr
]
1
z
σ˜
(pt
z
)
−
∫ 1
pcutt /(pt+p
cut
t )
dz P (z)
[
1
2
]
σ˜(pt)
+
∫ pcutt /(pt+pcutt )
0
dz P (z)
([
(1− z)r
1 + (1− z)r
]
1
1− z σ˜
(
pt
1− z
)
−
[
1
2
]
σ˜(pt)
)
+
∫ pt/(pt+pcutt )
1/2
dz P (z)
[
zr
1 + zr + (1− z)r
]
1
z
σ˜
(pt
z
)
+
∫ 1/2
pcutt /(pt+p
cut
t )
dz P (z)
[
(1− z)r
1 + zr + (1− z)r
]
1
1− z σ˜
(
pt
1− z
)
(A.15)
J3 =
∫ 1/2
0
dz P (z)
[
zr
1 + zr + (1− z)r
]
1
z
σ˜
(pt
z
)
+
∫ 1
1/2
dz P (z)
[
(1− z)r
1 + zr + (1− z)r
]
1
1− z σ˜
(
pt
1− z
)
(A.16)
where the terms in squared brackets correspond to the weights, here given for a definition of type (A), and
we have set the running coupling scale to pmaxt ≡ pt1 = p˜t and introduced
σ˜(x) ≡ dσ
(0)
2
dpt
(x)αs(x). (A.17)
In the fixed coupling approximation or if we take αs(pt), the coupling can be factorized out of the integration
and directly moved to Eq. (4.18) or Eq. (4.20). Note that the above expressions do not assume z  1. Keeping
the full z dependence of the splitting functions would therefore account for hard-collinear splittings.
In the general weighted case, these integrals can only be computed numerically. Results for the standard
(unweighted) definition are found by simply removing all terms in square brackets. In this case, by using
Eq. (4.21) for the Born cross-section and the soft approximation of the splitting functions these integrals can
be computed exactly in the fixed coupling approximation and their expressions are
I
(std)
1 = Θ(pt < 2p
cut
t ) ln
(
pcutt
pt − pcutt
)
(A.18)
I
(std)
2 = Θ(pt > 2p
cut
t ) ln
(
pcutt
pt − pcutt
)
−Θ(pt < 2pcutt ) ln
(
pcutt
pt − pcutt
)
+ ln
(
pcutt
pt + pcutt
)
(A.19)
+
1
m− 1
(
1−
(
pt + p
cut
t
pt
)1−m)
− (m− 1)
(
pcutt
pt + pcutt
)
3F2
(
1, 1, 2−m; 2, 2; p
cut
t
pt + pcutt
)
I
(std)
3 = −Θ(pt > 2pcutt ) ln
(
pcutt
pt − pcutt
)
− ln
(
pcutt
pt + pcutt
)
(A.20)
+
1
m− 1
(
pt + p
cut
t
pt
)1−m
−Hm−1 + (m− 1)
(
pcutt
pt + pcutt
)
3F2
(
1, 1, 2−m; 2, 2; p
cut
t
pt + pcutt
)
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and
J
(std)
1 = 0 (A.21)
J
(std)
2 = −
1
2
(m− 1) 3F2
(
1, 1, 2−m; 2, 2; 1
2
)
− 2
1−m − 1
m− 1 − log 2 (A.22)
J
(std)
3 =
1
2
(m− 1) 3F2
(
1, 1, 2−m; 2, 2; 1
2
)
−Hm−1 + 2
1−m
m− 1 + log 2 (A.23)
where Hn are harmonic numbers, pFq is a generalized hypergeometric function, and m is the power of the
LO cross-section in Eq. (4.21), which can in principle differ for quarks and gluons.
Adding up all contributions we get:
dσ(k)
dpt
=
∑
i=q,g
[
dσ
(0)
2
dpt
(pt)
]
i
αsCi
pi
ln
(
R2max
R2
)
(I1 + I2 + I3)
(std)
=
∑
i=q,g
[
dσ
(0)
2
dpt
(pt)
]
i
αsCi
pi
ln
(
R2max
R2
)
(J1 + J2 + J3)
(std)
=
∑
i=q,g
[
dσ
(0)
2
dpt
(pt)
]
i
αsCi
pi
ln
(
R2max
R2
)[
1
mi − 1 −Hmi−1
]
.
(A.24)
For mq = mg, the K factor is flat, since both the pt and the p
cut
t dependence have canceled completely in
the square bracket in the last line. The only remaining dependence on pt would therefore come either from
differences between the quark and gluon contributions (mq 6= mg) or from the running of αs which was
neglected in the above result.
We conclude by studying the large pt limit of Jn in the weighted case. When pt →∞, from Eqs. (A.14)-
(A.15) we get
J
(wgt)
1
pt→∞∼ −
∫ 1
0
dz P (z)
[
1
2
]
σ˜(pt) +
∫ 1
0
dz P (z)
[
1
1 + zr + (1− z)r
]
σ˜(pt) (A.25)
J
(wgt)
2
pt→∞∼ −
∫ 1
0
dz P (z)
[
1
2
]
σ˜(pt)
+
∫ 1
1/2
dz P (z)
[
zr
1 + zr + (1− z)r
]
1
z
σ˜
(pt
z
)
+
∫ 1/2
0
dz P (z)
[
(1− z)r
1 + zr + (1− z)r
]
1
1− z σ˜
(
pt
1− z
)
(A.26)
while J3 in Eq. (A.16) does not depend on pt and it is always negligible. Assuming that the LO cross-section
behaves accordingly to the power law Eq. (4.21), and choosing a negative exponent r ∼ −m for the weights,
it appears that J1 and J2 become the same in the pt →∞ limit. Hence, the effect of the weight is to balance
the leading and the second leading jet contributions.
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