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Для этого не нужно изготавливать никаких средств имитации. Можно  проводить отладку проекта 
без аппаратных средств. 
Данное ПО состоит из нескольких программных единиц, каждая из которых отвечает за свои 
аспекты работы системы. В программе PLC_PRG все POU связаны воедино, что обеспечивает 
целостность работы. 
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Очевидно, подходя к процессу обучения, такой метод «обратной связи» со студентами 
(обучаемыми), как тестирование, можно рассматривать в качестве допустимого, целесообразного и 
технологичного вида контроля наряду с традиционными формами проверок, испытанными 
педагогической практикой. На наш взгляд, наиболее гибким вариантом этого варианта контроля, 
следует признать компьютерное тестирование. Оно в состоянии обеспечить высокий уровень 
объективности, коллективность организации опроса, с высоким качеством обработки ответов, 
гибкостью ввода ответов, а также широкого охвата материала. При этом основной упор работы 
преподавателей при этом можно сосредоточить на разработке хорошо сформулированных, развитых 
и полно охватывающих материал предмета систем тестов. 
В настоящем докладе излагаются основные идеи построения подсистемы тестирования в 
комплексной системе тестирования знаний. Программа представляет собой WEB-приложение, 
которое предполагает использование внешней базы данных, которые являются базами тестов, 
реквизитов авторизации пользователей, результатов прохождения тестов и  статистических данных. 
Для прохождения тестирования субъекту тестирования, в дальнейшем – клиенту, необходимо 
иметь в своем распоряжении любой браузер и находиться в сети, средства которого способны 
сделать доступным ресурсы WEB-сервера и установленного на нем приложения. 
Предусмотрены три вида сценариев тестирования: случайная выборка вопросов, адаптивная 
выборка и тестирование по случайно выбираемым вопросам, связанным между собой, по плану 
сценария разработчика-преподавателя, т.е. логически, в древовидные структуры. 
Таким образом, представляемая нами система удовлетворяет следующим принципам: отделение 
тестирующей оболочки от баз данных тестов; использование сети; документирование и ведение 
статистики; использование технологии «клиент-сервер»; защищенность; модульность; 
использование Интернет-технологий. 
 
СХОДИМОСТЬ В ГИЛЬБЕРТОВОМ ПРОСТРАНСТВЕ ГРАДИЕНТНОГО МЕТОДА РЕШЕНИЯ 
ОПЕРАТОРНЫХ УРАВНЕНИЙ 
Соколовский Д.Б., 4 курс, 
В.Ф.Савчук, к.физ.-мат.н., доцент, 
УО «Брестский государственный университет имени А.С. Пушкина» 
В гильбертовом пространстве Н решается уравнение I рода 
yAx =            (1) 
где А – ограниченный положительный и самосопряжённый оператор, в предположении, что 
нуль принадлежит спектру оператора А, но не является его собственным значением. Тогда задача о 
разрешимости уравнения (1) является некорректной. Если решение уравнения (1) существует, то 
будем искать его с помощью итерационного метода  ( ) 0, 011 =−−= ++ xyAxxx nnnn α .       (2) 
Обычно правая часть уравнения (1) известна с некоторой точностью δ , т. е. известно δy  
такое, что δδ ≤− yy . Тогда метод (2) примет вид ( ) 0, ,0,1,,1 =−−= ++ δδδδδ α xyAxxx nnnn .      (3) 
Показано, что метод (3) сходится к точному решению при условии 
Ai
20 <<α , если число 





истокообразнопредставимо, т. е. 0, >= szAx s  получена оценка погрешности 
( ) ( )δααααααδ nsnsn zsxx +++++++≤− − ...... 2121, . 
Покажем, что метод (2) пригоден и тогда, когда 0=λ  является собственным значением 
оператора А (случай неединственного решения уравнения (1)). Обозначим ( ) { } ( )AMAxHxAN ,0=∈=  – ортогональное дополнение ядра ( )AN  до Н. Пусть 
( )xAP  – проекция Hx∈  на ( )AN , а ( )xAП  – проекция Hx∈  на ( )AM . Доказана 
Теорема. Пусть 20,,0 <<∈≥ iHyA α , тогда для итерационного процесса (2) верны 
следующие утверждения 
а) ( ) ( ) yAxyAJyAxyAПAx
Hxnn
−=→−→ ∈inf,, ; 
б) процесс (2) сходится тогда и только тогда, когда уравнение ( )yAПAx =  разрешимо. В 
последнем случае ( ) ∗+→ xxAPxn 0 , где ∗x  – минимальное решение уравнения (1). 
Замечание. Так как  у нас 00 =x , то метод (2) сходится к нормальному решению, т. е. к 
решению с минимальной нормой.  
Предложенный метод может быть успешно применён для решения задач спектроскопии, 
акустики, синтеза антенн, автоматической обработки результатов эксперимента, обратных задач 
теплопроводности. 
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В гильбертовом пространстве Н решается уравнение I рода 
yAx =            (1) 
где А – ограниченный положительный и самосопряжённый оператор, в предположении, что 
нуль принадлежит спектру оператора А, но не является его собственным значением. Тогда задача о 
разрешимости уравнения (1) является некорректной. Если решение уравнения (1) существует, то 
будем искать его с помощью итерационного метода  ( ) 0, 011 =−−= ++ xyAxxx nnnn α .       (2) 
Обычно правая часть уравнения (1) известна с некоторой точностью δ , т. е. известно δy  
такое, что δδ ≤− yy . Тогда метод (2) примет вид ( ) 0, ,0,1,,1 =−−= ++ δδδδδ α xyAxxx nnnn .      (3) 
Показано, что метод (3) сходится к точному решению при условии 
Ai
20 <<α , если число 
итераций n выбирать в зависимости от уровня погрешности δ  так, чтобы ( ) 0...21 →+++ δααα n  при 0, →∞→ δn . При условии, что точное решение 
истокообразнопредставимо, т. е. 0, >= szAx s получена оценка погрешности 
( ) ( )δααααααδ nsnsn zsxx +++++++≤− − ...... 2121, . 
Априорный выбор числа итераций для метода (3) был получен при условии, что точное 
решение уравнения (1) истокопредставимо. Однако не всегда имеются сведения об элементе z  и 
степени истокопредставимости s . Тем не менее, метод (3) можно сделать вполне эффективным, 
если воспользоваться правилом останова по невязке. 
Зададим уровень останова 0>ε  и момент m останова зададим условиями 
( ) 1,,,, ,, >=≤−<>− bbyAxmnyAx mn δεεε δδδδ .   (4) 
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