We propose a novel unsupervised keyphrase extraction approach based on outlier detection. Our approach starts by training word embeddings on the target document to capture semantic regularities among the words. It then uses the minimum covariance determinant estimator to model the distribution of non-keyphrase word vectors, under the assumption that these vectors come from the same distribution, indicative of their irrelevance to the semantics expresses by the dimensions of the learned vector representation. Candidate keyphrases are based on words that are outliers of this dominant distribution. Empirical results show that our approach outperforms state-of-the-art unsupervised keyphrase extraction methods.
Introduction
Keyphrase extraction (KE) aims at finding a small number of phrases that express the main topics of a document. Automated KE is an important task for managing digital corpora, as keyphrases are useful for summarizing and indexing documents, in support of downstream tasks, such as search, categorization and clustering (Hasan and Ng, 2014) .
We propose a novel unsupervised KE approach based on outlier detection. Our approach starts by learning vector representations of the words in a document via GloVe (Pennington et al., 2014) trained solely on this document (Papagiannopoulou and Tsoumakas, 2017) . The obtained vector representations encode semantic relationships among words and their dimensions correspond typically to topics discussed in the document. The key novel intuition in this work is that we expect non-keyphrase word vectors to come from the same multivariate distribution indicative of their irrelevance to these topics. As the bulk of the words in a document are non-keyphrase we propose using the Minimum Covariance Determinant (MCD) estimator (Rousseeuw, 1984) to model their dominant distribution and consider its outliers as candidate keyphrases. Figure 1 shows the distribution of the Euclidean distances among non-keyphrase word vectors and between non-keyphrase and keyphrase word vectors for the Nguyen collection of scientific publications (Nguyen and Kan, 2007) . We notice that non-keyphrase vectors are closer together than they are with keyphrase vectors, which is in line with our intuition. (Krapivin et al., 2008) on the first two principal components. The article is entitled "Excluding any graph as a minor allows a low tree-width 2-coloring" and is accompanied by the following four golden keyphrases: tree-width, edge partitions, small components, vertex partitions. We notice that keyphrase words are on the far right of the horizontal dimension, while the bulk of the words are on the far left. Similar plots, supportive of our key intuition, are obtained from other documents. 
Related Work
Most KE methods have two basic stages: a) the selection of candidate words or phrases, and b) the ranking of these candidates. As far as the first one is concerned, most techniques detect the candidate lexical units or phrases based on grammar rules and syntax patterns (Hasan and Ng, 2014) . For the second stage, supervised and unsupervised learning algorithms are employed to rank the candidates. Supervised methods can perform better than unsupervised ones, but demand significant annotation effort. For this reason, unsupervised methods have received more attention from the community. In the rest of the section, we briefly refer to the basic families of unsupervised KE methods.
TextRank (Mihalcea and Tarau, 2004) builds an undirected and unweighted graph of the nouns or adjectives in a document and connects those that co-occur within a window of W words. Then, the PageRank algorithm (Brin and Page, 1998) runs until it converges and nodes are sorted by decreasing order. Finally, the top-ranked nodes form the final keyphrases. Extensions to TextRank are SingleRank (Wan and Xiao, 2008) which adds a weight to every edge equal to the number of co-occurrences of the corresponding words, and ExpandRank (Wan and Xiao, 2008) which adds as nodes to the graph the words of the k-nearest neighboring documents of the target document. Additional variations of TextRank are Position-Rank (Florescu and Caragea, 2017b ) that uses a biased PageRank that considers word's posi-tions in the text, and CiteTextRank (Gollapalli and Caragea, 2014) that builds a weighted graph considering information from citation contexts. Moreover, Wang et al. (2014 Wang et al. ( , 2015 propose similar graph-based ranking models that take into account information from pretrained word embeddings.
Topic-based clustering methods such as Key-Cluster (Liu et al., 2009) , Topical PageRank (TPR) (Liu et al., 2010) , and TopicRank (Bougouin et al., 2013) aim at extracting keyphrases that cover all the main topics of a document utilizing only nouns and adjectives and forming noun phrases that follow specific patterns. KeyCluster groups candidate words using Wikipedia and text statistics, while TPR utilizes Latent Dirichlet Allocation (Blei et al., 2003) and runs a PageRank for every topic changing the PageRank function by taking into account the word topic distributions. Finally, TopicRank creates clusters of candidates using hierarchical agglomerative clustering. It then builds a graph of topics with weighted edges that consider phrases' offset positions in the text and runs PageRank. A quite similar approach to TopicRank has been recently proposed by Boudin (2018) . Specifically, the incoming edge weights of the nodes are adjusted promoting candidates that appear at the beginning of the document.
Finally, we should mention the strong baseline approach of TfIdf (Jones, 1972 ) that scores the candidate n-grams of a document with respect to their frequency inside the document, multiplied by the inverse of their frequency in a corpus.
Our approach, called deviant vectors (DV), comprises four steps that are detailed in the following subsections.
Learning Vector Representations
We first remove from the given document all punctuation marks, stopwords and tokens consisting only of digits. Then we apply stemming. Subsequently we train the GloVe algorithm solely on the resulting document, following the paradigm of Papagiannopoulou and Tsoumakas (2017). As training takes place on a single document, we recommend learning a small number of dimensions to avoid overfitting.
The GloVe model learns vector representations of words such that the dot product of two vectors equals the logarithm of the probability of cooccurrence of the corresponding words (Pennington et al., 2014) . At the same time, the statistics of word-word co-occurrence in a text is also the primary source of information for graph-based unsupervised KE methods. In this sense, the employed local training of GloVe on a single document and the graph-based family of methods can be considered as two alternative views of the same information source.
Filtering Non-Keyphrase Words
The obtained vector representations encode semantic regularities among the document's words. Their dimensions typically correspond to topics discussed in the document. We hypothesize that the vectors of non-keyphrase words can be modeled with a multivariate distribution indicative of their irrelevance to the document's topics.
We employ the fast algorithm of Rousseeuw and van Driessen (1999) for the MCD estimator (Rousseeuw, 1984) in order to model the dominant distribution of non-keyphrase words. Given a data set D, MCD estimates the center,x * J , and the covariance, S * J , of a subsample J ⊂ D of size h that minimizes the determinant of the covariance matrix associated to the subsample:
We expect that the bulk of the words will be non-keyphrase words. At the same time, we expect a number of words, besides the ones involved in keyphrases, to be related to keyphrases words, and therefore to be outliers with respect to the dominant non-keyphrase distribution. In addition, this step of our approach is used for filtering nonkeyphrase words and we are therefore interested in achieving high, if not total, recall of keyphrase words. For the above reasons, we recommend using a quite high (loose) value for the proportion of outliers, which can still filter at least half of the non-keyphrases.
Generating Candidate Keyphrases
We start with the words whose vectors are outliers of the distribution of non-keyphrase words that was modeled with the MCD estimator. We remove any words with length less than 3. We then rank them by increasing position of first occurrence in the document and consider the top 100 as candidate unigrams, in line with the recent research finding that keyphrases tend to appear closer to the beginning of a document (Florescu and Caragea, 2017a) .
We adopt the paradigm of other keyphrase extraction approaches that extract phrases up to 3 words (Hulth, 2003; Medelyan et al., 2009) , as these are indeed the most frequent lengths of keyphrases that characterize documents. Candidate bigrams and trigrams are constructed by considering candidate unigrams that appear consecutively in the document.
Scoring Candidate Keyphrases
As a scoring function for candidate unigrams, bigrams, and trigrams we use the TfIdf score of the corresponding n-gram. However, we prioritize to bigrams and trigrams by doubling their TfIdf score, since such phrases are more descriptive and accompany documents more frequently than unigrams (Rousseau and Vazirgiannis, 2015) .
Empirical Study

Data Sets and Experimental Setup
Our empirical study uses 3 popular collections of scientific publications: a) Krapivin (Krapivin et al., 2008) , b) Semeval (Kim et al., 2010) and c) Nguyen (Nguyen and Kan, 2007) , containing 2304, 244 and 211 articles respectively, along with author-and/or reader-assigned keyphrases.
We used the implementation of GloVe from Stanford's NLP group 1 , initialized with default parameters (x max = 100, α = 3 4 , window size = 10), as set in the experiments of Pennington et al. (2014) . We produce 5-dimensional vectors with 100 iterations. Vectors of higher dimensionality led to worse results.
We used the NLTK 2 Python suite for preprocessing. Moreover, we used the EllipticEnvelope class from the scikit-learn 3 (Pedregosa et al., 2011) Python library for the MCD estimator, and the PKE toolkit (Boudin, 2016) for the implementations of other unsupervised KE methods.
We follow the strict exact match evaluation approach, which computes the F 1 -measure between golden keyphrases and candidate keyphrases, after stemming and removal of punctuation marks, such as dashes and hyphens. In particular, we compute F 1 @10 and F 1 @20, as accuracy at the top of the ranking is more important in typical applications.
We compare DV to the baseline TfIdf method, and four state-of-the-art graph-based approaches: SingleRank (SR), TopicRank (TR), PositionRank (PR), and MultipartiteRank (MR) with their default parameters. Figure 3 shows a boxplot of the distribution of the recall achieved by the top 100 candidate unigrams considered in our approach in each document of each collection. We can see that our approach successfully models and filters nonkeyphrase words, as a very large percentage of keyphrase words are retained. In particular, half the articles of Semeval, Nguyen and Krapivin achieve recall scores greater than or equal to 0.81, 0.86 and 0.91, while their inter-quartile range lies 2 https://www.nltk.org/ 3 https://http://scikit-learn.org between 0.73-0.88, 0.76-1.00, and 0.80-1.0 respectively. Table 1 : F 1 @10 and F 1 @20 of all competing methods on the three data sets. Table 1 shows that DV outperforms the other methods in all datasets by a large margin, followed by TfIdf (2nd) and MR (3rd). TR and PR follow in positions 4 and 5, alternately for the two smaller datasets, but without large differences between them in Krapivin. SR is the worstperforming method in all datasets.
Results
Based on statistical tests, DV is significantly better than the rest of the methods in all datasets at the 0.05 significance level. In particular, we used either the paired t-test or the Wilcoxon test based on the results of the normality test on the differences of the F 1 scores across the three datasets' articles.
Conclusion and Future Work
We proposed a novel unsupervised method for KE, called deviant vectors. Our method learns vector representations of the words in a target document by locally training GloVe on this document and then filters non-keyphrase words using the MCD estimator to model their distribution. The final candidate keyphrases consist of those lexical units whose vectors are outliers of the non-keyphrase distribution and who appear closer to the beginning of the text. Finally, we use TfIdf to rank the candidate keyphrases.
In the next steps of this work in progress, we aim to delve deeper into the local vector representations obtained by our approach and their relationship with keyphrase and non-keyphrase words. In particular, we plan to study issues such as the effect of the vector size and the number of iterations for the convergence of the GloVe model, as well as look into alternative vector representations. In addition, we aim to investigate the effectiveness of the Mahalanobis distance in the scoring/ranking process.
