The problem of assessing the reliability of clusters patients identified by clustering algorithms is crucial to estimate the significance of subclasses of diseases detectable at bio-molecular level, and more in general to support bio-medical discovery of patterns in gene expression data. In this paper we present an experimental analysis of the reliability of clusters discovered in lung tumor patients using DNA microarray data. In particular we investigate if subclasses of lung adenocarcinoma can be detected with high reliability at bio-molecular level. To this end we apply cluster validity measures based on random projections recently proposed by Bertoni and coworkers. The results show that at least 2 subclasses of lung adenocarcinoma can be detected with relatively high reliability, confirming and extending previous findings reported in the literature.
Introduction
An open problem in microarray data analysis is the assessment of the reliability of clustering results, since clustering algorithms may find clusters even if no structure is present. Indeed a quantitative data-driven estimate of the reliability of the discovered clusters can support bio-medical researchers in the validation * The authors would like to emphasize that any reference to lung tumors or any other disease should be interpreted in apotropaic sense.
of novel subgroups identified at bio-molecular level. In particular the definition of a more refined bio-molecular taxonomy of tumoral diseases could improve the prediction of patient outcome, the selection of therapies targeted to the bio-molecular characteristics of patients and the search for molecular targets for chemotherapy [1] . In this context the assessment of the validity of clusters discovered in DNA microarray data plays a fundamental role [14, 3] .
Different measures and indices have been proposed in the literature to estimate the reliability of clusters discovered by unsupervised learning methods.
Classical indices are usually based on the ratio between intercluster and intracluster distances [16, 13, 7] ; however, they focus on the validity of the number of the discovered clusters, without providing an estimate of the validity of each individual cluster. An exception is represented by the "silhouette index" that provides an estimate of the reliability of single clusters as well as an estimate of the membership of each example to a specific cluster [27] .
Some recent approaches to estimate cluster reliability are based on the concept of stability with respect to perturbations [23, 25, 28, 26] . In the context of gene expression data, that are usually characterized by relatively high level of noise [12] , stability may be considered an important property. Indeed we may study the impact of "small" perturbations of the original data on the characteristics and composition of the discovered clusters to get insights into their stability: a cluster is considered reliable if "stable" with respect to data perturbations. The perturbations may be introduced by adding noise [25] , or using subsamples of the original data [23, 26] or random subsets of the original feature space [28] .
Recently Bertoni and coworkers proposed reliability indices for individual clusters and clusterings based on random projections of the original data [5, 6, 4] . Their method is related to the Smolkin and Gosh [28] approach based on an unsupervised version of the random subspace method [19] . Extending the unsupervised random subspace approach to more general random projections, they proposed cluster stability measures based on similarity between randomly projected data [5] . The proposed reliability measures are well suited to very high dimensional data, as gene expression data usually are [6] .
In this paper we apply the stability measures based on random projections to the analysis of the reliability of subclasses discovered in lung tumor patients using high-dimensional gene expression data. The traditional lung tumor classification is based on clinicopathological features, but it has been shown that lung pathologists agreed on lung adenocarcinoma in less than 50% of cases [29] .
Moreover there is clinical evidence of different prognostic classes that do not correspond to known histopathological subclassification of lung cancer [10] . For these reasons we try to investigate if a bio-molecular unsupervised analysis of lung cancer and in particular of lung adenocarcinoma may reveal subclasses not detectable with a traditional histopathological approach.
In the next section we summarize the main characteristics of the measures based on random projections for cluster validity assessment. Then in Sect. 3 we provide an extensive experimental analysis of the validity of clusters discovered in lung tumor patients, by applying hierarchical, c-mean and PAM clustering algorithms. In Sect. 4 we discuss the experimental results, showing the effectiveness of random projection-based validity measures for supporting the discovery of novel subclasses of lung adenocarcinoma.
2 Measures based on random projections for cluster validity assessment
Random projections and cluster reliability
The measures based on random projections estimate the reliability of individual clusters exploiting the redundancy inherent to microarray gene chips. Indeed the number of genes in a chip is usually much larger than the number of samples, and we may reasonably expect that using subsets of genes to perform clustering of tissues, we may obtain meaningful clusters of data. The main idea behind this approach consists in evaluating the stability of the clusters discovered in the original high dimensional space comparing them with the clusters discovered in randomly projected lower dimensional subspaces. In this context the concept of reliability is tied to the concept of stability: a cluster is considered reliable if it is stable, that is if that cluster is maintained in the projected space without too large changes. To properly evaluate the reliability of the clusters, the random projections should not induce too large modifications of the distances between the examples in the projected space. To this end, the concept of random projections with bounded metric distortions, according to the Johnson-Lindenstrauss (JL) theory [21] , is used. It has been shown that random projections that obey the Johnson Lindenstrauss lemma do not induce too large distortions [6] . In particular the JL lemma shows that the bounds of the distortion induced by JL lemma-compliant projections depend only on the logarithm of the cardinality of the available data and on the dimensionality of the projected subspace, while, quite surprisingly, does not depend on the dimensionality of the original space [21] . For more details on random projections and the JL lemma see the original Johnson and Lindenstrauss paper [21] , the Bertoni's paper [6] or the web-site of clusterv, an R package that implements the reliability measures based on random projections (http://homes.dsi.unimi.it/∼valenti/SW/clusterv).
Stability measures
The procedure to measure cluster reliability can be divided into several steps [6]:
1. Multiple random projections of the data are generated, choosing a subspace dimension in concordance with the JL lemma.
2. Each instance of the projected data is given as input to a suitable clustering algorithm. More precisely, the elements M (r) ij of the n × n symmetric similarity matrix M (r) , computed at the r th iteration of the clustering on the projected subspace, store the memberships of examples pairs i, j to the same cluster [15] :
where i, j ∈ {1, 2, . . . , n}, A rs ⊆ P r is a cluster returned by a clustering algorithm, k the number of clusters, and χ Ars ∈ {0, 1} n is the characteristic vector Using the previously computed similarity matrix, the stability index s for an individual cluster O is:
The 
In this case also we have that 0 ≤ S(k) ≤ 1, where k is the number of clusters.
Finally, the Assignment-Confidence (AC) index estimates the confidence of the assignment of an example i to a cluster O, by measuring the frequency by which i appears with the other elements of the cluster O:
3 Experimental analysis of the validity of clusters discovered in lung tumor patients analysis of clusters discovered with agglomerative hierarchical clustering [24, 31] , then we propose the same analysis with PAM (Prediction Around Medoids) [22] and c-mean clustering algorithms [18] .
Experimental environment
The lung tumor data set [8] collects 203 histologically defined specimens: 186 lung tumors, subdivided in 139 lung adenocarcinoma (AD), 21 squamous cell lung adenocarcinoma (SQ), 20 pulmonary carcinoids (COID), 6 small-cell lung adenocarcinoma (SMCL) and 17 normal lung (NL) specimens [8] . Each U95A
Affymetrix oligonucleotide array provides the gene expression levels of 12600 genes.
From the 12600 original genes of the U95A Affymetrix oligonucleotide array 3312 passed the filter (genes with standard deviation units less than 50 have been excluded), according to the procedures described in [8] and then the gene expression levels have been normalized with respect to the mean and standard deviation. We implemented the pre-processing procedures with R scripts.
Then we evaluated the reliability of the clusters discovered with hierarchical, c-mean and PAM clustering algorithms by using 50 Plus-Minus-One (PMO) random projections [6] with a maximum predicted distortion equal to clusters ranging from 2 to 20. In particular we computed the overall stability index (eq. 3), the stability indices for each cluster (eq. 2) and the AssignmentConfidence index (eq. 4) for each sample, using the clusterv R package [30] to write the R software applications needed for the cluster validity analyses. http://homes.dsi.unimi.it/∼valenti/SW/web-lung-validity.
Validity analysis of clusters discovered with hierarchical clustering
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Validity analysis of clusters discovered with PAM clustering
The validity analysis of the clusters discovered with PAM (Prediction Around Medoids) [22] clustering algorithm are summarized in Tab clusters are generated, the overall stability decreases, as well as the reliability of the adenocarcinoma subclasses: only the SQ, COID and normal clusters show an high stability index. 
Discussion
The analysis of the reliability of clusters based on random projections of the original data depends on the choice of the clustering algorithm. This is common to all the methods based on perturbations [28, 23, 25, 6] . In this paper we presented the stability results obtained with different clustering algorithms, largely used between the community of bioinformaticians. Indeed, on one hand it is well-known that different clustering algorithms can identify different features and characteristics of the data [20] , and on the other hand patterns consistently identified by different clustering algorithms and supported by high values of validity indices can be considered robust and reliable [9] . From these results, we could hypothesize a hierarchical structure of the ade-nocarcinoma subclasses, considering two quite well defined subclasses (clearly detected e.g. with PAM when 4 clusters are considered), and two other ones (less reliable) derived from the previous two when SQ samples segregated in a highly reliable separated cluster (see the 8-clusters PAM clustering in Supplementary Information and Tab. 2). Note that a reliable separated cluster with SQ samples is found by all the three clustering algorithms, as well as a reliable cluster with normal samples. In all cases (except in part for clusters discovered with hierarchical clustering) if we try to find finer structures using more subdivisions of the available data (e.g. more that 10 clusters), the reliability of the overall clustering decreases, and only some small clusters can be considered reliable according to their stability indices: in other words we cannot find significant structures in the data (see Supplementary Information and Tab. 1, 2 and 3). Summarizing, the stability analysis across different clustering algorithms confirm the hypothesis of distinct subclasses among lung adenocarcinoma [8] :
from 2 to 4 distinct subclasses are detected at different degree of reliability (according to the stability index of each individual cluster). These classes, defined without using any a priori information about the examples, need to be clinically validated, and follow-up studies could be considered in order to evaluate if they can be considered relevant for prognosis and outcome prediction purposes.
future work could consists in clinical follow-up studies to understand if the discovered subclasses corresponds to relevant clinically distinct diseases detectable at bio-molecular level.
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