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1 Introduction
Genome-Wide Association Studies (GWAS) are a powerful approach for identify-
ing casual variants and genes for complex diseases (Hirschhorn and Daly, 2005;
Bush and Moore, 2012). Usually, GWAS assume that the effect of a genetic vari-
ant is the same regardless of whether it is inherited from the mother or the father
so that the two parental alleles are considered to be functionally equivalent. This
assumption does not always hold, as it happens, for example, in the presence of
genomic imprinting at the tested genetic variant (Lawson et al., 2013): indeed if
the maternal (or paternal) allele is imprinted, its expression is partially or totally in-
activated (Guilmatre and Sharp, 2012). This can generate functional haploidy that
may increase the risk of expression of deleterious mutations. Several human syn-
dromes such as the Beckwith-Wiedemann, PraderWilli and Angelman syndromes,
and common diseases including obesity, diabetes, and psychiatric disorders have
been associated with altered expression at imprinted genes (Peters, 2014). Parent-
of-origin effects (POEs), if not carefully accounted for, could mask the potential
associations between traits and genetic variants leading to underestimation of the
proportion of the trait heritability explained by genetic variations, also called the
“missing heritability” problem (see Eichler et al., 2010; Manolio et al., 2009, among
the others).
Current methods for detecting POEs are based on the knowledge of the
parental ancestry for each inherited allele. Data from cases and their parent geno-
type information can be analysed by likelihood-based test methods (Weinberg et al.,
1998; Weinberg, 1999), linkage or association analysis of quantitative traits using
linear mixed models (Hanson et al., 2001; Belonogova et al., 2010) and mixtures
models for the POE analysis of inbred F2 designs (Cui et al., 2006).
In absence of parental information, an alternative and interesting approach
to detect POEs in unrelated individuals has been developed by Hoggart et al. (2014).
The key idea is to model the presence of POEs by a latent variable taking values 1
if an allele is inherited from the mother and value 0 if inherited from the father. The
presence of POE at a particular genetic location is then assessed through the Brown-
Forsythe test of the phenotypic variance between the homozygous and heterozygous
groups, under the assumption that an increased variance in the heterozygous group
arises because the heterozygous genotype group consists of two sub-populations
depending on whether the reference allele is inherited from the mother or the father.
This method is quite appealing for the assessment of POE at a genome-wide scale,
though artefacts might result from the scale on which the phenotype is measured
(Sun et al., 2013).
Here, we propose a novel test for POEs detection in absence of parental
information, based on the interpretation of the POE problem as a model-based clus-
tering problem (McLachlan and Basford, 1988; Celeux et al., 2005; Wang et al.,
2012). Indeed, we assume that the population Ω can be considered as the union
of two disjoint sub-populations, ΩM and ΩP, such that Ω = ΩM ∪ΩP, where ΩM
and ΩP represent the group of individuals receiving a particular allele from the one
parent (e.g. the mother, M) and from the other (e.g. the father, P), respectively. This
is equivalent to define a mixture model with two components corresponding to the
parental origin of a allele. We have developed the model for the POE analysis of
twins data: more specifically, we define a mixture of linear mixed effects models
(MLMMs) that simultaneously accounts for the correlation within twin pairs and
for the unobserved heterogeneity among individuals due to parent-of-origin effects.
We assume that the monozygotic twins (MZ), who share 100% of their genes, have
to belong to the same mixture component, while each individual of a dizygotic
twin pair (DZ), who share 50% of their genome, can belong to a different mixture
component. Even if the proposed model is suited for the analysis of twin data, we
will show that it is flexible enough to be easily applicable to the case of unrelated
subjects.
The proposed model and its estimation will be presented in Sections 2 and
3. In Section 4 a statistical testing procedure for POEs detection is developed.
In order to assess the method performance a simulation study taking into account
several scenarios is presented in Section 5. The proposed method is finally applied
to the MuTHER twin study data in Section 6.
2 Mixture Model for POE in Twin Data
Let yi j denote a phenotypic response, or a trait of interest, observed in m unrelated
twin-pairs, with i = 1, . . . ,m and j = 1,2 to denote individual in the i-th twin pair.
We are interested in measuring the association between the phenotype y and the
alleles of a particular SNP and to check if the effect may depend on the parental
origin of these alleles. We indicate the alleles of a bi-allelic SNP by “A” (reference)
and “B” (alternative), so the possible genotype groups gi j of the j-th individual of
the i-th twin pair are AA, AB and BB. Following Hoggart et al. (2014) notation, the
phenotype of any individual in the AA group is modelled by
yi j = α+ εi j,
the phenotype of an individual in the BB genotype group consists of the additional
effect of the maternal and paternal origins as
yi j = α+βM+βP+ εi j,
while the phenotypic in the heterozygous group is a mixture of two distributions
with component weights equal to 1/2,
yi j = α+ zi jβM+(1− zi j)βP+ εi j,
where zi j is a latent variable distributed according to a Bernoulli with parameter
1/2 that takes value 1 in case of maternal origin of the allele.
Since twin data includes both MZ twins and DZ twins, we introduce two
further latent variables respectively, in order to constrain MZ individuals to inherit
the causal allele from the same parent, and to allow DZ individuals to have a dif-
ferent parental effect. By denoting with 1MZ (i) the indicator function of i, having
value 1 for all MZ twins and value 0 for all DZ twins, the two latent variables are:
• when 1MZ (i) = 1
zMZi =
{
0 if the i-th MZ pair ∈ΩP
1 if the i-th MZ pair ∈ΩM
that is a realization of a random variable ZMi ∼ Ber
(1
2
)
;
• when 1MZ (i) = 0
zDZi j =
{
0 if the j-th individual of the i-th DZ pair ∈ΩP
1 if the j-th individual of the i-th DZ pair ∈ΩM
that is a realization of a random variable ZDZi j ∼ Ber
(1
2
)
.
We also introduce two additional dichotomic variables, denoted by wBBi j and
wABi j , that are known and identify the genotype group gi j :
wBBi j =
{
1 ifgi j = BB
0 otherwise
(1)
and
wABi j =
{
1 ifgi j = AB
0 otherwise.
(2)
Treating individuals as level-one units and the twin pairs as level-two units,
the response yi j for the i-th twin pair and and the j-th individual is assumed to
depend on fixed and random effects and eventual covariates X , as follows:
yi j = α+(βM+βP)wBBi j +βPw
AB
i j +1MZ (i)z
MZ
i (βM−βP)wABi j
+(1−1MZ (i))zDZi j (βM−βP)wABi j +X
′
i jγ+ui+ εi j (3)
where α is the intercept, βM and βP are the maternal and paternal effects of the
“B” allele, respectively, Xi j ∈ Rp is a known covariate vector for fixed effects,
γ ∈ Rp is a vector of regression coefficients to be estimated. The random effects
ui, used to describe the correlation within each twin pair, is distributed as N
(
0,τ2
)
,
independently from the error εi j ∼N
(
0,σ2
)
. Since zMZi and z
DZ
i j are Bernoulli latent
variables, (3) is equivalent to a mixture model with two component densities, say
f1
(
yi j;θ1
)
and f2
(
yi j;θ2
)
, defined as
f
(
Yi j|ZMZi = 0
)
= f
(
Yi j|ZDZi j = 0
)
=N
(
µ1i j,σ2+ τ2
)
= f1
(
yi j;θ1
)
(4)
where µ1i j = α+(βM+βP)wBBi j +βPwABi j +X
′
i jγ , θ1 =
{
µ1i j,σ2,τ2
}
, and
f
(
Yi j|ZMZi = 1
)
= f
(
Yi j|ZDZi j = 1
)
=N
(
µ2i j,σ2+ τ2
)
= f2
(
yi j;θ2
)
(5)
where µ2i j = α+(βM+βP)wBBi j +βMwABi j +X
′
i jγ , θ2 =
{
µ2i j,σ2,τ2
}
.
Thus, the finite mixture density of mixed effects models with two compo-
nents is given for the observation of the individual j of the twin pair i by
f
(
yi j;θ
)
=
2
∑
k=1
fk
(
yi j;θk
)
=
1
2
N
(
yi j;µ1i j,σ2+ τ2
)
+
1
2
N
(
yi j;µ2i j,σ2+ τ2
)
,
(6)
where θ =
{
α,βM,βP,γ,σ2,τ2
}
collectively contains the vector of param-
eters, that is (5+ p)×1 dimensional.
Notice that, in so doing, we have assumed that the MZ twin pair belong to
the same mixture component, as done by Celeux et al. (2005) in a different context;
on the contrary the DZ twin pair can belong to a different mixture component.
2.1 Modelling Independent Data
The previous model can be easily adapted to the general case of independent obser-
vations. Let yi be the trait of interest observed in m independent observations. The
linear model in (3) can be rewritten in the following way:
yi = α+(βM+βP)wBBi +βPwABi + zi (βM−βP)wABi +X
′
i γ+ εi (7)
where zi is a latent variable distributed according to a Bernoulli with parameter 1/2
that takes value 1 if the i-th individual belongs to ΩM and εi ∼ N
(
0,σ2
)
.
Thus, a finite mixture density of regression models with two components is
defined by
f (yi;θ) =
2
∑
k=1
fk (yi;θk) =
1
2
N
(
yi;µ1i,σ2
)
+
1
2
N
(
yi;µ2i,σ2
)
. (8)
where µ1i = α + (βM+βP)wBBi + βPwABi + X
′
i γ and µ2i = α + (βM+βP)wBBi +
βMwABi +X
′
i γ .
3 Model estimation
The log-likelihood of the proposed model is given by
L (θ) =
m
∑
i=1
2
∑
j=1
ln f
(
yi j;θ
)
=
m
∑
i=1
2
∑
j=1
ln
(
2
∑
k=1
1
2
fk
(
yi j;θk
))
. (9)
The direct maximization of the log-likelihood function, L (θ), is complicated; a
popular method for finding maximum likelihood estimators of the parameters in
finite mixture models is the Expectation-Maximization algorithm (Dempster et al.,
1977; McLachlan and Basford, 1988). The EM algorithm is an iterative proce-
dure composed by two steps, the E-step and the M-step, that maximizes the con-
ditional expectation of the so-called complete log-likelihood, that is the likelihood
we should maximize if we knew the values of the latent or missing data. In the
proposed model there are two types of missing data: the latent allocation variables,
zMZi and z
DZ
i j , and the random effects, ui. The log-likelihood function associated to
the complete data can be defined by
LC (θ) =
2
∑
k=1
m
∑
i=1
2
∑
j=1
{
1MZ(i)
[
zMZik ln
1
2
+ zMZik ln fk(yi j,ui|zMZik ;θk)
]
+(1−1MZ(i))
[
zDZki j ln
1
2
+ zDZki j ln fk(yi j,ui|zDZki j ;θk)
]}
(10)
where ln fk() is the log-density function of the joint distribution of yi j and ui condi-
tionally to the component k from which it arises, and it is given by
ln fk(yi j,ui|·;θk) ∝−12 lnσ
2− 1
2σ2
(
yi j−µki j−ui
)2−−1
2
lnτ2− 1
2τ2
u2i . (11)
At iteration r> 0, the E-step consists of computing the expectation of the complete
log-likelihood function given the observed data, Y , and the current values of the
parameters θ (r). Thus, the expectation of the complete log-likelihood is defined by
Q(θ ,θ (r)) =Eθ (r){LC (θ) |Y}
∝
2
∑
k=1
m
∑
i=1
2
∑
j=1
{
1MZ(i)τMZk (yi;θ
(r)
k )Eθ (r)
[
ln fk(yi,ui|zMZik ;θk)|yi
]
+(1−1MZ(i))τDZk (yi j;θ (r)k )Eθ (r)
[
ln fk(yi j,ui|zDZki j ;θk)|yi j
]}
.
(12)
where we assume that the MZ and DZ twin pair are conditioned to yi and to yi j,
respectively, and τk are the posterior probabilities given by
τMZk (yi;θ
(r)
k ) = f (z
MZ
ik |yi;θ (r)k ) =
1
2 ∏
2
j=1N (yi j;µki j,τ2+σ2)
∑2k=1
1
2 ∏
2
j=1N (yi j;µki j,τ2+σ2)
(13)
τDZk (yi j;θ
(r)
k ) = f (z
DZ
ki j |yi j;θ (r)k ) =
1
2N (yi j;µki j,τ
2+σ2)
∑2k=1
1
2N (yi j;µki j,τ2+σ2)
. (14)
The details of the E- and M-steps for the parameter estimation are described in the
Appendix.
3.1 Computational Issues
A well known problem of the EM solutions is that they can be highly dependent
on the starting values of the algorithm and can get stuck in a local optimum. To
increase the chance to converge to a global optimum, it is recommended to perform
multiple short runs of the EM algorithms, starting from a different random initial-
ization (McLachlan and Peel, 2004) and choosing the one with highest likelihood
value (Biernacki et al., 2003). However, using random initial values can often not
solve the problem of finding bad local optima. For the proposed model, we sug-
gest to initialize the EM from B = 10 starting points obtained by fitting a linear
mixed model, using the R package nlme (Pinheiro and Bates, 2006), on a random
sub-sample of the data.
Another important issue with mixture estimation is the label switching (Stephens,
2000). That problem arises because the likelihood of a mixture model can be in-
variant to permutations of the components labels. In other words, the values of the
parameters βM and βP are exchangeable and lead to the same value of the likelihood
function in (10). In order to take into account this problem, we impose an identifia-
bility constraint on the parameters βM and βP: βM > βP. Therefore, we assume that
the first component, denoted by “M”, always represents the group of individuals
where the allele “B” has the largest effect size.
The estimation algorithm, whose details are described in the Appendix, has
been implemented in R, and it is available from the authors upon request.
4 The Statistical Test for POEs
The proposed method gives directly an estimate of the parental effects by the val-
ues of the parameters βM and βP, as shown in equations (28) and (29), respectively.
The parent-of-origin phenomena is observed when the effect of the allele “B” in-
herited from the mother is different from the effect of the allele “B” given from the
father. This occurs when the allele inherited from one of the parents is completely
or partially silenced. In order to verify the presence of POEs, we are interested in
evaluating the equality between βM and βP. Thus, the null hypothesis of our test
can be represented in the following way:
H0 : βM = βP. (15)
Since the EM estimators are maximum likelihood estimators (MLE) and consid-
ering the constraint imposed to avoid the identifiability problem discussed in the
previous section, we have that βˆM− βˆP ≥ 0. Therefore, βˆM− βˆP is distributed ac-
cording to Half Normal distribution with scale parameter equal to the variance of
the difference between the parameters, Var(βˆM− βˆP).
Thus, the test-statistics under the null hypothesis, is asymptotically distributed ac-
cording a χ2 distribution with 1 degree of freedom: βˆM− βˆP√
Var(βˆM− βˆP)
2 ∣∣∣∣H0 ∼ χ21 . (16)
where βˆM and βˆP are the EM-estimates. To compute the test statistic, we need to es-
timate the varianceVar(βˆM− βˆP) that is equal toVar(βˆM)+Var(βˆP)−2Cov(βˆM, βˆP).
One of the criticisms of the EM algorithm is that it does not automatically provide
the covariance matrix of the MLE. The asymptotic covariance matrix of θˆ , the vec-
tor of ML estimators, can be obtained by parametric bootstrap or by numerical
approximation of the Fisher Information. In the latter case, we can compute the
robust sandwich covariance matrix estimator by approximating the Fisher Informa-
tion with the empirical information matrix, IG (θˆ) = ∑nj=1[q j(θˆ)q j(θˆ)′], and with
the observed information matrix, IH (θˆ) =−∑nj=1[Q j(θˆ)], where q and Q denote
the gradient and Hessian of the likelihood function in equation (9) in the maximum
point, θˆ . Thus the asymptotic sandwich variance of θˆ is given by:
IˆH (θ)−1IˆG (θ)IˆH (θ)−1. (17)
5 Simulation Study
Simulation studies have been performed under different scenarios to investigate the
convergence of the empirical type I error to the nominal level and the power of the
test for the null hypothesis (15).
A quantitative continuous trait was simulated according to (3) in 500 twin pairs,
30% of which were identical MZ twins.
Thus, the variance of the simulated trait is given by the sum of σ2β , the
variance explained from the main allelic effect β , where β indicates the mean of
the maternal and paternal effects, τ2, the variance of the random effects, and σ2,
the variance of the error, where σ2β + τ
2+σ2 = 1.
The main allelic effect β can be derived from the variance explained σ2β that is a
proportion of the total trait variation. The explained variance can be written in the
following way:
σ2β = 4β
2 (2k2−2k+1) pq (18)
where p represents the minor frequency allele and q= 1− p. The parameter k indi-
cates the proportion of the main allelic effect explained by the “B” allele inherited
from the parent “M”, which denotes the absence/presence of POE and its intensity.
In the absence of POE, k = 0.5, otherwise the maternal and paternal alleles con-
tribute to the POE with a percentage equal to k e 1-k. In the extreme cases, where k
is equal to 1 or 0, the POE (paternal or maternal) is complete and one of the parental
allele is epigenetically silenced.
In the first simulation study we assess the adequateness of the statistical
procedure evaluating the convergence of the empirical type I error to the nominal
value as the number of replicates increases and for different levels of significance of
the test (α = 0.1, 0.05 and 0.01). We have simulated a quantitative trait under the
null hypothesis, βM = βP thus we impose k= 0.5, controlled by one SNP, simulated
under Hardy Weinberg Equilibrium, with minor allele frequency of 0.5. In this
simulation we assume that, under the null hypothesis, the trait variance is given by
a SNP effect, that explain 30% of the total trait variation, by τ2 = 0.4, and by a
normally distributed error with a variance of σ2 = 0.3. Figure 1 (a,c,e) shows the
behaviour of the type I error with the increase of the number of simulations. For
all levels of significance the empirical type I error approaches to the corresponding
nominal value. Figure 1 (b,d,f) depicts the distribution of the p-values under the
null hypothesis in the case of one thousand of replicates. The uniform distribution
of the p-values under the null hypothesis at the nominal significance level and the
convergence of the test statistic at the increasing of the simulations number ensure
the capability of controlling the type I error.
In the second simulation study we evaluate the performance of the proposed
test in terms of power and type I error under several scenarios, comparing our test
with the one proposed by Hoggart et al. (2014). σ2 has been fixed to three dif-
ferent values (0.70, 0.50, 0.30), corresponding to a total narrow heritability, h2,
(i.e.
σ2β+τ
2
σ2β+τ
2+σ2 ), of 0.30, 0.50, 0.70. Under the alternative hypothesis, we assume
βM 6= βP and we analyse three different levels of POEs, k = 1,0.9 and 0.8. Sum-
ming up, to evaluate the power and the type I error of our procedure we have simu-
lated 36 and 12 different scenarios, respectively. Each scenario is replicated using
four different minor allele frequencies for the B allele (MAF = 0.1, 0.2, 0.3, and
0.5). Since the variance test proposed by Hoggart et al. (2014) works under as-
sumption of independence among observations, therefore we randomly sampled a
single individual for each twin pair.
All the results are shown in Figures 2 and 3. The power of the proposed
POE test, denoted by MLMM, is nearly 1 in all scenarios when the proportion of
the total trait variation explained by the simulated marker (σ2β ) is equal at least to
10%. When σ2β = 0.01 the power ranges from 0.2 to 0.5. In the case of 100% POE
the power assumes clearly higher values; when βM represents the 80%-90% of the
SNP effect and σ2β = 0.01, we have an higher probability of detecting the POEs in
correspondence to small MAF. Under all scenarios, the power of the test based on
the MLMM is always higher than the Hoggart’s test.
Regarding the type I error, with only one hundred replicates, we can say that the
proposed test statistic is not inflated. The type I error, under different scenarios,
results in good agreement with the nominal significance 5% level for both tests.
6 Study on imprinting genes
6.1 MuTHER Study
The MuTHER project (Multiple Tissue Human Expression Resource) is a resource
of genomic and transcriptome data generated on a sample of 856 female twins (154
monozygotic twin pairs, 232 dizygotic twin pairs and 84 singletons) from the Twin-
sUK adult registry. Detailed information about these data can be found in Grund-
berg et al. (2012). Briefly, twins were aged between 40 and 87 years old (mean
age 62) at the time of visit. Peripheral blood samples were collected to generate
lymphoblastoid cell lines (LCL). Expression profiling of the LCL samples were
performed using Illumina Human HT-12 V3 BeadChips (Illumina) including more
than 48,000 probes. Log2-transformed expression signals were normalized using
quantile normalization across the replicates of each individual followed by quantile
normalization across all individuals as described in Nica et al. (2011). Uniquely
mapping probes with no mismatches and either an Ensembl or RefSeq ID were kept
for analysis. Probes mapping to genes of uncertain function and those encompass-
ing a common SNP were further excluded, leaving 23,552 probes to be used in the
analysis. Genotyping of TwinsUK dataset was done with a combination of Illu-
mina arrays (HumanHap300, HumanHap610Q, 1M-Duo, and 1.2MDuo 1M) and
imputation was performed with the IMPUTE software package (v2) (Howie et al.,
2009) as previously described (Consortium et al., 2011). eQTL data identified in the
MuTHER dataset (Consortium et al., 2011) were downloaded from the MuTHER
web site http://www.muther.ac.uk/Data.html.
6.2 Analysis and Results
In order to illustrate the proposed method, we selected 97 known imprinted genes in
humans as catalogued in the Imprinted Gene Database (http://www.geneimprint.com)
and on 28 genes recently that have been suggested to be imprinted through the anal-
ysis of allelic expression data in primary tissue samples from the Genotype Tissue
Expression (GTEx) project (Baran et al., 2015). In the MuTHER dataset 110 tran-
scripts on 68 imprinted genes where available after quality control (Consortium
et al., 2011). We focused the tests on a subset of known imprinted genes for which
SNP eQTLs have been previously identified in the MuTHER study at FDR level of
1% within a 1Mb window both upstream and downstream of each transcript. This
leads to the selection of 13 genes (14 transcripts) and 366 SNPs (eQTL for these
transcripts), for a total of 372 tests; the number of test performed for each transcript
is reported in the fourth column of Table 1. In correspondence of each transcript
and each SNP the mixture model has been fitted and the proposed statistical test
(denoted by MLMM) has been computed for the detection of the POEs. Since the
only available test for POE in absence of parental information is the one developed
by (Hoggart et al., 2014), we have additionally performed their variance test; we
have applied the Hoggart’s test as explained in Section 5. Age and experimental
batch were added as covariates, and the first principal component calculated on the
GWAS SNP data were included in the fixed effects to adjust for potential population
stratification (Price et al., 2006). To control the total first error in multiple compar-
isons, all the obtained p-values were adjusted following the procedure of Benjani-
mini and Hochberg. In order to investigate the power of both methods to detect the
parent-of-origin effects, we measured the number of genes declared in POEs at the
confidence level of 0.05 (Table 1). The MLMM confirmed in POEs 8 out of 13 im-
printing genes, while Hoggart method validated only 2 genes (MEST, CPA4). The
median (1st - 3d quantile) distance between SNPs showing a POE effects and the af-
fected transcripts was 23kb (13kb - 40kb). Table 2 shows the proportion of variance
explained for the set of SNPs selected in eQTL for each transcript. We can observe
that the number of the SNPs declared in POEs depends on the level of the variance
explained from each SNPs. Indeed, in the simulation study we have highlighted
the relation between the power of the proposed test and the proportion of variance
explained from the main allelic effect, the power to detect POEs is approximately
equal to 1 for a proportion of variance explained ≥ 10%. This result is confirmed
on the real data by observing Table 3. For a level of variance explained ≥ 5% the
proportion of SNPs declared in POEs at confidence level of 0.05 ranges from 91%
to 100%. On the other hand, for very low percentage of variance explained, from
0% to 5%, the power ranges between 6% and 19%.
7 Conclusions
Several approaches for POE identification have been proposed in the statistical lit-
erature but they are not suitable in case of related data without information about the
alleles parental origins. We propose here a novel test for POEs detection in absence
of parental information, that has been developed for the special case of twin data.
The idea of using a latent variable to model the unobserved heterogeneity among
the individuals due to the parental origin of the transmitted alleles was already sug-
gested by Hoggart et al. (2014). Here, we formalize this concept by exploiting a
mixture model. In particular, in the case of twin data, in order to account for the
heterogeneity due to the two sub-populations generated by the parental origin of
the transmitted allele and the correlation among the individuals, we use a mixture
of linear mixed model to estimate the effects of inheriting the allele from the mother
and from the father. The estimation of these coefficients allows us to test directly
the difference between these two parameters to detect the POEs when the parental
information is missing. The simulation study shows that our approach is consistent
in terms of parameter estimation and hypothesis testing, the type I error is con-
trolled. In the simulation study, we demonstrate that the power of proposed test is
nearly 1 when the proportion of the total trait variation explained by the simulated
marker is equal at least to 10%. This result has been confirmed by the analysis on
known imprinted genes, indeed, for a level of variance explained by the main al-
lelic effect ≥ 5% the proportion of SNPs declared in POEs at a confidence level of
0.05 ranges from 91% to 100%. Therefore the proposed test is a powerful tool for
the identification of the POE in absence of parental information, in a genome wide
discovery analysis we suggest to prioritise the top hits obtained by applying the
POE test using independent family data and finally supported by lab experiments.
In this paper, we focus on the twins data but the test can be adapted to other family
structure and to unrelated samples, as shortly shown in the Section 2.1, in an easy
manner.
Appendix: EM algorithm
For the sake of brevity we denote the posterior probability in case of MZ twins as
τMZk (yi) and τ
DZ
k (yi j), for DZ twin pairs.
In the E-step, in order to compute Q(θ ,θ (r)), we require the conditional variance
and the conditional mean. For the MZ twin pair, the conditional variance is
ΣMZui =
(
1
τ2
+
2
σ2
)−1
(19)
and the conditional mean is given by
µMZui,k = Σui
1
σ2
1′(yi−µik)2 (20)
where yi is the observed data vector 2×1 dimensional of the i-th twin pair and µik
is the mean vector 2×1 dimensional of the i-th twin pair of the k-th component.
If 1MZ(i) = 0, we obtain that the conditional variance is defined by
ΣDZui,k = (τ
2+σ2)−1σ2τ2 (21)
and the conditional mean is given by
µDZui,k j = (1+σ
2τ−2)−1(yi j−µki j)2. (22)
The M-step consists of determining the values maximizing the equation (12)
where
E
[
ln f (yi,ui|zMZik ;θk)
]
∝− lnσ2− 1
2
[(
yi−µik−µMZui,k
)2
+ΣMZui,k
]
− 1
2
lnτ2− 1
2τ2
(
µMZui,k +Σ
MZ
ui,k
) (23)
and
E
[
ln f (yi j,ui|zDZi jk ;θk)
]
∝−1
2
lnσ2− 1
2
[(
yi j−µki j−µDZui,k j
)2
+ΣDZui,k
]
− 1
2
lnτ2− 1
2τ2
(
µDZui,k j+Σ
DZ
ui,k
)
.
(24)
It follows that
Q(θ ,θ (r)) ∝
2
∑
k=1
m
∑
i=1
2
∑
j=1
{
−1
2
lnσ2− 1
2
lnτ2
− 1
2
1MZ(i)

(
yi j−µi jk−µMZui,k
)2
+ΣMZui,k
σ2
− 1
τ2
(
µMZui,k +Σ
MZ
ui,k
)}
− 1
2
(1−1MZ(i))

(
yi j−µi jk−µDZui,k j
)2
+ΣDZui,k
σ2
− 1
τ2
(
µDZui,k j+Σ
DZ
ui,k
)}.
(25)
For this model the parameters can be determined in closed form by solving the
equations derived by computing the derivatives of the expected complete likelihood,
(25), with respect to parameters α , βM, βP, γ , τ2 and σ2, and setting them to zero.
Thus we obtain:
αˆ =
1
N
2
∑
k=1
m
∑
i=1
2
∑
j=1
y˜ki j
(
1MZ(i)τMZk +(1−1MZ(i))τDZk
)
(26)
where N = 2m and
y˜ki j =
{
yi j− (βM+βP)wBBi j −βPwABi j −X ′i jγ−µui,1 k = 1
yi j− (βM+βP)wBBi j −βMwABi j −X ′i jγ−µui,2 k = 2
, (27)
where µui,k = 1MZ(i)µ
MZ
ui,k +(1−1MZ(i))µDZui,k j.
We have that the parental effect of the ”B” allele are equal, respectively,
βˆM =
1
nBB+∑mi=1∑
2
j=1 τ2wABi j
{ 2
∑
k=1
m
∑
i=1
2
∑
j=1
wBBi j
(
yi j−α−Xi jγ−βP−Tk
)
+
m
∑
i=1
2
∑
j=1
τ2wABi j
(
yi j−α−Xi jγ−µui,2
)} (28)
where nBB = ∑mi=1∑
2
j=1w
BB
i j ,τk = 1MZ(i)τMZk (yi)+ (1−1MZ(i))τDZk (yi j) and Tk =
τkµui,k and
βˆP =
1
nBB+∑mi=1∑
2
j=1 τ1wABi j
{ 2
∑
k=1
m
∑
i=1
2
∑
j=1
wBBi j
(
yi j−α−Xi jγ−βM−Tk
)
+
m
∑
i=1
2
∑
j=1
τ1wABi j
(
yi j−α−Xi jγ−µui,1
)}
.
(29)
The covariate coefficients γ are
γˆ =
(
m
∑
i=1
2
∑
j=1
Xi jX ′i j
)−1 2
∑
k=1
m
∑
i=1
2
∑
j=1
τkXi j(y¨ki j) (30)
where
y¨ki j =
{
yi j−α− (βM+βP)wBBi j −βPwABi j −µui,1 k = 1
yi j−α− (βM+βP)wBBi j −βMwABi j −µui,2 k = 2
. (31)
Finally, tha variance parameters of the model are defined by:
τ2 =
1
N
2
∑
k=1
m
∑
i=1
2
∑
j=1
τk
(
µui,k+Σui,k
)
(32)
where Σui,k = 1MZ(i)Σ
MZ
ui,k+(1−1MZ(i))ΣDZui,k, and
σ2 =
1
N
2
∑
k=1
m
∑
i=1
2
∑
j=1
τke2i jk (33)
with
e2i jk = 1MZ(i)
(
yi j−µi jk−µMZui,k
)2
+(1−1MZ(i))
(
yi j−µi jk−µDZui,k j
)2
.
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(a) (b)
(c) (d)
(e) (f)
Figure 1: Type I Error behaviour at the increasing of simulations number and p-
value distribution for different levels of the tests: (a-b) α = 0.1 (c-d) α = 0.05 and
(e-f) α = 0.01
Figure 2: Power to detect POEs by the the test on the difference between βM and
βP. The columns show power for different MAF; the power achieved under three
heritability model is shown in rows. The y axis of each panel shows power, whereas
the x axis shows the proportion of total variance explained by the allelic effect. POE
size was set to 80%, 90% and 100% of the allelic effect size.
Figure 3: Type I Error for the proposed test of POEs. The columns show type
I error under four different level of MAF. The y axis of each panel shows type
I error, whereas different colours indicates the level of the heritability (0.3, 0.5,
0.7). Keeping constant the MAF and the heritability, the type I errors corresponding
to the different levels of explained variance is synthesized in error bars at 95%
confidence interval.
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Table 2: Proportion of variance explained from SNPs within 1Mb window both
upstream and downstream of each transcript
Probe ID Chr Gene
Variance Explained (%)
Min. 1st. Qu. Median Mean 3rd. Qu. Max
ILMN 1664878 19 NLRP2 3.56 10.82 11.91 11.59 12.38 20.71
ILMN 1669479 7 MEST 0.05 0.12 0.15 0.17 0.20 0.44
ILMN 1669617 7 GRB10 0.03 0.03 0.03 0.03 0.03 0.03
ILMN 1674620 7 SGCE 0.61 0.98 1.48 1.41 1.96 2.00
ILMN 1675612 20 BLCAP 0.18 0.18 0.18 0.18 0.18 0.18
ILMN 1679301 8 ZFAT 0.06 0.07 0.08 0.11 0.17 0.22
ILMN 1692058 15 NDN 2.65 2.67 2.68 2.68 2.70 2.71
ILMN 1740711 2 KIAA1571 0.04 0.05 0.05 0.05 0.05 0.06
ILMN 1773307 4 NAP1L5 0.26 0.30 0.32 0.31 0.33 0.34
ILMN 1779917 10 INPP5F 0.04 0.04 0.04 0.04 0.04 0.04
ILMN 1784294 7 CPA4 0.47 1.27 1.71 1.66 2.05 2.74
ILMN 1786429 13 P2RY5 0.68 0.75 0.77 0.81 0.90 0.97
ILMN 2278590 7 MEST 0.04 0.04 0.05 0.05 0.05 0.05
ILMN 2382505 11 SLC22A18 0.55 0.55 0.55 0.55 0.55 0.55
Table 3: Power of POE test respect to different levels of variance explained by each
SNPs
Variance Explained Power (%)
0.03% - 0.30% 6%
0.30% - 1% 15%
1% - 5% 19%
5% - 10% 100%
10% - 20% 91%
>20% 100%
