In this paper we generalize the concept of Davis-Wielandt shell of operators on a Hilbert space when a semi-inner product induced by a positive operator A is considered. Moreover, we investigate the parallelism of A-bounded operators with respect to the seminorm and the numerical radius induced by A. Mainly, we characterize A-normaloid operators in terms of their A-Davis-Wielandt radii. In addition, a connection between A-seminorm-parallelism to the identity operator and an equality condition for the A-Davis-Wielandt radius is proved. This generalizes the well-known results in [23, 10] . Some other related results are also discussed.
Introduction and Preliminaries
Let H, · | · be a non trivial complex equipped with the norm · . Let B(H) denote the C * -algebra of all bounded linear operators on H with identity I H (or I if no confusion arises). For T ∈ B(H), the classical numerical range of T was introduced by Toeplitz in [21] as
For more information about this concept, the reader is invited to consult [8, 18, 13] and the references therein. Also, the numerical radius of T ∈ B(H) is given by ω(T ) = sup |µ| ; µ ∈ W (T ) .
The concepts of numerical range and numerical radius play important roles in many different areas, especially mathematics and physics (see [12, 15, 4] ). There is a rich variety of generalizations of the notion of the numerical range and the numerical radius. The reader may consult for example [14] . One of these generalizations is the Davis-Wielandt shell and radius of an operator T ∈ B(H) which are given by respectively. The concept of the Davis-Wielandt shell is useful in studying operators. For more details see [19] and the references therein.
Let T denote the unit cycle of the complex plane, i.e. T = {λ ∈ C ; |λ| = 1}. The notion of the norm-parallelism for Hilbert space operators has been introduced by A. Zamani et al. in [24] as follows.
Definition 1. 1 . Let T, S ∈ B(H). We say that T is norm-parallel to S, in short T S, if there exists λ ∈ T such that T + λS = T + S .
Some characterizations of the norm-parallelism for Hilbert space operators were given in [24, 25] . In particular, we have the following useful theorem. 12.] ) Let T, S ∈ B(H). Then, the following assertions are equivalent:
(1) T S.
(2) There exists a sequence (x n ) n ⊂ H such that x n = 1 and lim n→∞ | T x n | Sx n | = T S .
Recently, the relation between the norm-parallelism of operators and their Davis-Wielandt radii is discussed. In particular, we recall the following theorem. Recall from [10] that an operator T ∈ B(H) is said to be normaloid if ω(T ) = T . A characterization of normaloid operators is given in the following theorem. One main target of this paper is to extend Theorems 1.1 and 1.3 to the context of semi-Hilbertian space operators.
Recently, a new type of parallelism for Hilbert space operators based on numerical radius has been introduced by M. Mehrazin et al. in [20] as follows. The following result gives a characterization of the numerical radius parallelism for Hilbert space operators. The proof can be found in [ 
In addition, if {x n } is a sequence of unit vectors in H satisfying (1.1), then it also satisfies lim n→∞ | T x n | x n | = ω(T ) and lim n→∞ | Sx n | x n | = ω(S).
For the sequel, it is useful to point out the following facts. In all that follows, by an operator we mean a bounded linear operator. The range of every operator T is denoted by R(T ), its null space by N (T ) and its adjoint by T * . Let B(H) + be the cone of positive (semi-definite) operators, i.e., B(H) + = {A ∈ B(H) ; Ax | x ≥ 0, ∀ x ∈ H }. Any A ∈ B(H) + defines a positive semi-definite sesquilinear form as follows:
Notice that the induced semi-norm is given by
This makes H into a semi-Hilbertian space. One can check that · A is a norm on H if and only if A is injective, and that (H, · A ) is complete if and only if R(A) is closed. Further, · | · A induces a seminorm on a certain subspace of B(H) as follows. Given T ∈ B(H), if there exists c > 0 satisfying T x A ≤ c x A , for all x ∈ R(A) it holds:
From now on, we suppose that A = 0 and we denote P A the orthogonal projection onto R(A). Henceforth, A is implicitly understood as a positive operator.
The existence of an A-adjoint operator is not guaranteed. The set of all operators which admit A-adjoints is denoted by B A (H). By Douglas' theorem [11] , one can verify that 
For an account of results, we refer to [5, 6, 9, 2, 16] and the references therein.
Recently, the A-numerical radius of an operator T ∈ B(H) is defined by
This new concept is intensively studied (see [5, 22] ). Note that if T ∈ B(H) and satisfies T (N (A)) N (A), then ω A (T ) = +∞ (see [17, Theorem 2.2.] ). Moreover, it is easy to see that ω A defines a seminorm on B A 1/2 (H). For more information about this concept the reader is invited to consult [17, 5, 22] and the references therein. One main objective of this paper is to introduce a new type of parallelism for A-bounded operators based on the A-numerical radius and to extend Theorem 1. 4 . If T ∈ B A (H), the reduced solution of the equation AX = T * A is a distinguished A-adjoint operator of T , which is denoted by T ♯ . Note that, T ♯ = A † T * A in which A † is the Moore-Penrose inverse of A. For more results concerning T ♯ see [1, 2] . From now on, to simplify notation, we will write X ♯ instead of X ♯ A for every X ∈ B A (H).
An operator
For more details about this class of operators we refer to [1] . In recent years, several results covering some classes of operators on a complex Hilbert space (H, · | · ) are extended to (H, · | · A ). One may see [5, 6, 22] and their references.
The remainder of the paper is organized as follows. Section 2 is meant to introduce the concept of A-Davis-Wielandt shell of an operator T acting on a complex Hilbert space H and to present some of its basic properties. In particular, unlike the classical Davis-Wielandt shell of operators, we will show that this new concept is in general unbounded. Mainly, by using some useful results related to the Hilbert space R(A 1/2 ) we will prove that the A-Davis-Wielandt shell of A-bounded operators is bounded. Moreover, the convexity and the compactness of this new concept is studied. In addition, we introduce and investigate the notion of A-Davis-Wielandt radius of an operator T denoted dω A (T ). Mainly, we will show that an operator T is A-normaloid if and only if dω
where ω A (T ) and T A denote respectively the A-numerical radius and the A-operator seminorm of T . In section 3, we will introduce new concepts of parallelism in the framework of semi-Hilbertian spaces. More precisely, the parallelism of A-bounded operators with respect to T A and ω A (T ) are investigated. In particular, we will study the connection between the parallelism of A-bounded operators with respect to T A and the following equality
Mainly, some characterizations of A-seminorm-parallelism to the identity operator are given.
The A-Davis-Wielandt shell of operators
Motivated by theoretical study and applications of different generalizations of the numerical range. We introduce the concept of the A-Davis-Wielandt shell of an operator T ∈ B(H) as follows. 
Remark 2.1. If T ∈ B A (H), then the A-Davis-Wielandt shell is given by
Hence DW A (T ) can be seen as the A-joint numerical range of (T, T ♯ T ). For more details about the A-joint numerical range of a d-tuple of operators
In the following proposition, we sum up some basic properties of the A-Davis-Wielandt shell of operators.
Then, the following properties hold:
Proof.
(1) Observe that if AT = T A then A 1/2 T = T A 1/2 . So, we infer that
Further, the fact R(A) = H implies that A 1/2 is a surjective operator. Hence, the reverse inclusion follows immediately. Thus, DW A (T ) = DW (T ) as required.
(2) Can be verified readily.
This
By a similar way we prove the reverse inclusion.
By writing x = P A x + y with y ∈ N (A) and by using the fact that N (A) is an invariant subspace for T , we see that
Similarly, we verify that
Finally, the reverse inclusion can be checked by using the fact that
It should be mentioned that DW (T ) is bounded for every T ∈ B(H) (see [19] ). However, for an arbitrary operator T , the A-Davis-Wielandt shell of T is in general unbounded even if H is finite dimensional as it is shown in the following example. 
Unlike the case T ∈ B(H), we have DW A (T ) is bounded if T ∈ B A 1/2 (H) as it will be shown in the next result. Before that, we need to recall from [3] the following facts. The semi-inner product · | · A induces an inner product on the quotient space H/N (A) defined as
for all x, y ∈ H/N (A). Notice that (H/N (A), [·, ·]) is not complete unless R(A) is not closed. However, a canonical construction due to L. de Branges and J. Rovnyak in [7] shows that the completion of H/N (A) under the inner product [·, ·] is isometrically isomorphic to the Hilbert space R(A 1/2 ) with the inner product
In the sequel, the Hilbert space R(A 1/2 ), (·, ·) will be denoted by R(A 1/2 ) and we use the symbol · R(A 1/2 ) to represent the norm induced by the inner product (·, ·). It is worth noting that R(A) is dense in R(A 1/2 ) (see [17] ). Moreover, since R(A) ⊂ R(A 1/2 ), one observes that
( 2.1) This gives the following important relation:
For more information related to the Hilbert space R(A 1/2 ), the interested reader is referred to [3] and the references therein. As in [3] , we consider the operator
Now, we adapt from [3] the following proposition in our context. Before we move on, it is important state the following lemma. Its proof can be found in the proof [17, Proposition 3.9.].
In order to prove our next result, we need the following lemma.
4)
where DW ( T ) denotes the classical Davis-Wielandt shell of T on the Hilbert space R(A 1/2 ).
This implies that, DW A (T ) ⊆ DW ( T ). On the other hand, one has
, then we see that Ay n R(A 1/2 ) = 1, lim n→+∞ |( T Ay n , Ay n )| = λ and lim n→+∞ T Ay n
This implies, by using (2.5 
Hence, (2.4) is proved and therefore the proof is complete. Now, we are in a position to prove the following theorem.
Proof. Since T ∈ B A 1/2 (H), then by Proposition 2.2, there exists a unique T ∈ B(R(A 1/2 )) such that Z A T = T Z A . Moreover, by [19, Theorem 2. 1.] , DW ( T ) is bounded and we have
.
This implies that DW ( T ) ⊆ Λ since in view of Lemma 2.1 we have T A = T B(R(A 1/2 )) . On the other hand, by using Lemma 2.2, we infer that
Now, we turn to investigate the convexity and the compactness of DW A (T ). Firstly, we recall from [19] the following theorem which remains true for operators acting on an inner-product space which is not necessarily complete.
The following result extends the above theorem to the case of A-bounded operators.
Proof. Without loss of generality, we assume that A is not injective (if A is an injective operator, then the result follows trivially by applying Theorem 2.2). Since H = N (A) ⊕ R(A), then every
x ∈ H can be written into x = x 1 + x 2 with x 1 ∈ N (A) and x 2 ∈ R(A). Moreover, the fact that N (A) = N (A 1/2 ) implies that x A = x 2 A . So, one has:
On the other hand, since T ∈ B A 1/2 (H), then T (N (A)) ⊂ N (A). So, by using the fact that T x 2 | x 2 A = AP A T x 2 | x 2 , we obtain:
Since A 0 is injective on R(A) and T 0 ∈ B(R(A)), then by Theorem 2.2 we infer that DW A 0 (T 0 ). Therefore, DW A (T ) is convex as desired. Moreover, it is not difficult to observe that
which is not convex. Indeed, clearly we have (1, 1) ∈ DW A (T ) and (i, 1) ∈ DW A (T ) but obviously ( 1+i 2 , 1) / ∈ DW A (T ).
The following lemma is taken from [5] . For the reader's convenience, here we give a proof.
Lemma 2. 3 . Let (E, · | · ) be a complex inner product space (not necessarily complete) with the associated norm · and let A be a positive injective operator on E. Then, S(0, 1) and S A (0, 1) are homeomorphic, where S(0, 1) and S A (0, 1) are defined as
Proof. Let us consider the following maps h : S(0, 1) → S A (0, 1)
x → x x A , and g : S A (0, 1) → S(0, 1)
Since A is injective, then x A = 0 if and only if x = 0. This ensure that h is well-defined. Furthermore, it can be seen that h and g are continuous and inverse of each other. Thus, we deduce that S A (0, 1) and S(0, 1) are homeomorphic.
Now, we are able to prove the following theorem. Proof. By proceeding as in the proof of Theorem 2.3, we see that DW A (T ) = DW A 0 (T 0 ), with A 0 = A| R(A) and T 0 = P A T | R(A) ∈ B(R(A)). Moreover, we set S(0, 1) := x ∈ R(A) ; x = 1 and S A 0 (0, 1) := x ∈ R(A) ; x A 0 = 1 .
By Lemma 2.3, S A 0 (0, 1) is homeomorphic to S(0, 1) which is compact since R(A) is finite dimensional. Now, let us consider the following map
is compact as required.
The following corollary is a direct consequence of Theorem 2.4.
Now, we deal with the A-Davis-Wielandt radius of operators in semi-Hilbert spaces. 
Definition 2.2. Let T ∈ B(H). The A-Davis-Wielandt radius of T is given by
In the following proposition, we summarize some basic properties of the A-Davis-Wielandt radius of operators. Proposition 2. 3 . Let T, S ∈ B A 1/2 (H). Then, the following properties hold:
(1) dω A (T ) = 0 if and only if AT = 0. 
Proof. (1) If AT = 0, then clearly dω A (T ) = 0. Conversely, assume that dω A (T ) = 0. This implies that T x | x A = 0 for all x ∈ S A (0, 1), where S A (0, 1) is denoted to be the A-unit sphere of H. Let y ∈ H \ N (A), then y y A ∈ S A (0, 1) and we have T y | y A = 0. If y ∈ N (A), then clearly T y | y A = 0. Hence, we deduce that T y | y A = 0 for all y ∈ H. So, AT = 0.
(2) Follows immediately from Proposition 2.1.
(3) The case |µ| = 1 is obvious. Let T ∈ B A 1/2 (H) be such that AT = 0. Let also µ ∈ C be such that |µ| > 1. By definition of dω A (µT ) there exists a sequence (x n ) n ⊂ H such that x n A = 1 and
We claim that there exists i ∈ N * such that T x n A > 0 for all n > i, where N * is the set of positive natural numbers. Otherwise, assume that for every i ∈ N * , there exists a positive integer n(i) such that n(i) > i such that T x n(i) A = 0. Therefore there is a subsequence (x n k ) k of (x n ) n such that
This leads to a contradiction with (2.6). So, our claim is true. Hence, for all n > i we see that
Thus, by taking limit and square root, we see that |µ|dω A (T ) ≤ dω A (µT ). If AT = 0, then the above result follows trivially. Now, let ν ∈ C be such that 0 < |ν| < 1. Let also µ = 1 ν and S = νT . By applying the previous result we infer that
This implies that dω A (νT ) ≤ |ν|dω A (T ). If ν = 0, the the above result follows obviously. (4) Can be easily checked. (5) For any x ∈ H such that x A = 1 we have
This shows by taking the supremum over all x ∈ H with x A = 1 and using (1.3), that
By proceeding as above, one shows that 
On the other hand, for any x ∈ H with x A = 1 we have
This shows by taking the supremum over all x ∈ H with x A = 1, that
So, by combining (2.10) together with (2.9) we get the desired result. (6) It is well known that ω A (T ) ≤ T A for all T ∈ B A 1/2 (H). This implies, by using (2.10), that
On the other hand, by using the arithmetic-geometric mean inequality and (2.7), we obtain
So, the desired estimate is proved.
Remark 2.4.
(1) The inequalities in the assertion (5) of the above proposition are sharp even if A = I (see [23] ).
(2) In view of the assertions (1) and (6) of the above proposition, one can observe that dω A (·)
is neither a norm nor a seminorm on B A 1/2 (H).
Recently, K.Feki introduced in [17] the concept of A-normaloid operators as follows. The following proposition gives some characterizations of A-normaloid operators.
Then, the following assertions are equivalent: Now, we aim to characterize A-normaloid operators in terms of their Davis-Wielandt radius. We need the following lemma. Proof. In view of Lemma 2.2, we have DW A (T ) = DW ( T ). This yields that dω A (T ) = dω( T ) since sup Ω = sup Ω for every subset Ω of C 2 .
We are now in a position to establish one of our main results. Our result generalizes Theorem 1.3.
Theorem 2. 5 . Let T ∈ B A 1/2 (H). Then, the following assertions are equivalent:
(1) T is A-normaloid.
(2) dω A (T ) = ω A (T ) 2 + T 4 A . Proof. Notice first that, it was shown in [17] that an operator T ∈ B A 1/2 (H) is A-normaloid if and only if T ∈ B(R(A 1/2 )) is a normaloid operator on the Hilbert space R(A 1/2 ). So, by Theorem
Hence the proof is complete by applying 2.1 together with Lemma 2.4.
The A-seminorms-parallelism of A-bounded operators
In this section, we study the parallelism of A-bounded operators with respect to · A and ω A (·). We start by defining the first new kind of parallelism.
Example 3.1. Let T, S ∈ B A 1/2 (H) be linearly dependent operators. Then there exists α ∈ C \ {0} such that S = αT . By letting λ = α |α| , we see that
So, we deduce that T A S.
The following theorem gives a necessary and sufficient condition for T ∈ B A 1/2 (H) to be Aseminorm-parallel to S ∈ B A 1/2 (H). Our result generalizes Theorem 1.1. (1) T A S.
(2) There exists a sequence (x n ) n ⊂ H such that x n A = 1,
(1)=⇒(2): Assume that T A S. Then, T + λS A = T A + S A for some λ ∈ T. Moreover, by using (1.3), we infer that
Hence, there exists a sequence (x n ) n ⊂ H such that x n A = 1 and
So, by using the Cauchy-Schwarz inequality and (1.2) we see that
Therefore, we get lim
(2)=⇒(1): Assume that there exists a sequence of A-unit vectors (x n ) n ⊆ H such that
Notice that if AT = 0 or AS = 0, then T A S. Assume that AT = 0 and AS = 0. Since the unit sphere of C is compact, then by taking a further subsequence we may assume that there is some λ ∈ T such that
This in turn implies, by using (3.1), that
Hence, lim
Moreover, by using the Cauchy-Schwarz inequality it follows from
In addition, by a similar argument, we get lim n→+∞ Sx n A = S A . So, by using (3.2), we infer that
Hence, we obtain T + λS A = T A + S A and so T A S.
In order to prove one of our main results in this section, we need the following lemma which describes the connection between the A-seminorm parallelism of A-bounded operators and the norm-parallelism of operators in B(R(A 1/2 )). Recall that an operator T ∈ B On the other hand, by Lemma 2.1 we have X A = X B(R(A 1/2 )) for every X ∈ B A 1/2 (H). Hence, the proof is complete.
We are now in a position to establish one of our main results in this section which gives a connection between the A-seminorm-parallelism to the identity operator and an equality condition for the A-Davis-Wielandt radius of A-bounded operators. Our result generalizes Theorems 1.2.
Theorem 3.2. Let T ∈ B A 1/2 (H). Then, the following assertions are equivalent:
(1) T A I.
(1) ⇔ (2) : Observe first that I = I R(A 1/2 ) . Moreover, by using Lemma 2.4 together with Theorem 1.2, we infer that
Follows from Theorem 2.5.
(2) ⇔ (4) : Assume that dω A (T ) = ω A (T ) 2 + T 4 A . By using the equivalence (2) ⇔ (3), we have T is A-normaloid and then by Proposition 2.4, we deduce that ω A (T ) = T A . So, we get the assertion (4) as required. Now, assume that (4) holds. Thanks to [5, Proposition 2. 5 .], we have ω A (T ) ≤ T A . This allows us to deduce, by using also the assertion (5) of Proposition 2.3, that
Hence, dω A (T ) = ω A (T ) 2 + T 4 A . In the following corollary, we investigate the case when an operator T ∈ B A (H) is parallel to the identity operator. (1) T A I.
Proof. One can observe that
On the other hand, by Proposition 2.4, T is A-normaloid if and only if ω A (T ) = T A . Hence the proof is complete by using Theorem 3.2.
Now, we aim to study the case when H be a finite dimensional Hilbert space. We first state the following theorem. (1) T A S.
(2) There exists an A-unit vector x ∈ H such that
(2)=⇒(1) Follows immediately by applying Theorem 3.1.
(1)=⇒(2) Assume that T A S. Then, by Lemma 3.1 we have T S. So, by Theorem 3.1 there exists a sequence (y n ) n ⊂ R(A 1/2 ) such that y n R(A 1/2 ) = 1, lim n→∞ |( T y n , Sy n )| = T B(R(A 1/2 )) S B(R(A 1/2 )) .
( 3.3)
On the other hand, since H be a finite dimensional Hilbert space, then the Hilbert space R(A 1/2 )) is also finite dimensional. So, the closed unit sphere of R(A 1/2 )) is compact. Therefore, (y n ) n has a subsequence (y n k ) k which converges to some y ∈ R(A 1/2 )) with y R(A 1/2 ) = 1. Hence, by using Therefore, we get the desired result by applying Lemma 2.1 together with (2.1).
Now, we are able to prove the following theorem.
Theorem 3. 4 . Let H be a finite dimensional Hilbert space and T ∈ B A 1/2 (H). The following statements are equivalent:
Proof. This follows immediately from Theorems 3.3 and 3.2. Now, we turn to introduce and characterize investigate the parallelism of A-bounded operators with respect to ω A (·). Definition 3.2. Let T, S ∈ B A 1/2 (H). The operator T is said to be A-numerical radius parallel to S and we denote T ω A S, if ω A (T + λS) = ω A (T ) + ω A (S), for some λ ∈ T. Now, we aim to extend Theorem 1.4 to the class of A-bounded operators. To do this, we need the following lemma. Its proof follows immediately by following the proof of Lemma 3.1 and using Lemma 2.1.
Lemma 3.2. Let T, S ∈ B A 1/2 (H). Then, the following assertions are equivalent:
(1) T ω A S.
(2) T ω S.
Now, we are in a position to prove one of our main results in this section which generalizes Theorem 1.4.
Theorem 3. 5 . Let T, S ∈ B A 1/2 (H). Then the following conditions are equivalent:
(2) There exists a sequence of A-unit vectors {x n } in H such that lim n→∞ T x n | x n A Sx n | x n A = ω A (T )ω A (S). Proof.
(2)=⇒(1): Assume that there exists a sequence (x n ) n ⊂ H such that x n A = 1 and lim n→∞ T x n | x n A Sx n | x n A = ω A (T )ω A (S).
(3.5)
By y n = Ax n and using (2.2), we infer that y n R(A 1/2 ) = Ax n R(A 1/2 ) = x n A = 1. Moreover, in view of (2.1), we have T x n | x n A Sx n | x n A = ( T y n , y n )( Sy n , y n ).
So, by using (3.5) together with Lemma 2.1 we get lim n→∞ |( T y n , y n )( Sy n , y n )| = ω( T )ω( S).
This yields, by Theorem 1.4, that T ω S which in turn implies, in view of Lemma 3.2, that T ω A S. So, there exists a sequence (x n ) n ⊂ H such that x n A = 1 and lim n→∞ (T + λS)x n | x n A = ω A (T + λS).
Moreover, since | T x n , x n A | ≤ ω A (T ) and | Sx n , x n A | ≤ ω A (S) for all n, then it follows that ω A (T ) + ω A (S) 2 = ω 2 A (T + λS) = lim n→∞ (T + λS)x n | x n A 2 = lim n→∞ | T x n | x n A | 2 + 2Re λ T x n | x n A Sx n | x n A + | Sx n | x n A | 2 ≤ lim n→∞ | T x n | x n A | 2 + 2 T x n | x n A Sx n | x n A + | Sx n | x n A | 2 ≤ ω 2 A (T ) + 2 lim n→∞ T x n | x n A Sx n | x n A + ω 2 A (S)
≤ ω 2 A (T ) + 2ω A (T )ω A (S) + ω 2 A (S) = ω A (T ) + ω A (S) 2 .
Hence, we deduce that lim n→∞ T x n | x n A Sx n | x n A = ω A (T )ω A (S).
Therefore, the proof is complete.
Before we move on, let us emphasize the following remark. The following corollary is an immediate consequence of Theorem 3.5. Its proof is similar to that of Theorem 3.3 and so we omit it.
