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kbstract 
Traub and wozniakowski have dealt with the complexity of 
some simple partial differential equations. They chose three 
~odel problems, and showed that tr.e parabolic problem consid-
ered had significantly lower complexity than the elliptic 
problem, which in turn had significantly lower complexity 
from the hyperbolic problem considered. They asked whether 
this is true in general. We show that this is not the case. 
In fact, if L is a reasonably well-behaved elliptic operator, 
then the steady state equation Lu =: f, the heat equation 
at u + Lu =: f, and the wave equation attU + Lu =: f all have 
roughly the same worst-case complexity over f satisfying 
certain boundary conditions and having Sobolev r-norm bounded 
by unity. 
Introduction. 
This paper deals with the complexity of "related" elliptic. 
parabolic and hyperbolic partial differential equations. (In 
this Introduction, we have to use terms such as complexity. 
minimal error, etc. without definition~ they are defined 
rigorously later.) 
I 
Traub and Wozniakowski [6] have dealt with the complexity 
of three partial differential equations. The first problem 
was the heat equation on a thin rod of length ~,with 
zero boundary data~ the initial data was odd of period 2~, 
having an r-th derivative whose L2-norm was bounded by unity. 
They found if the solution was to be considered at a fixed 
th 
time to' then the n minimal error in the L2-norm was 2 
e-(n+l) to/(n+l)r and the complexity of finding an e-approxi-
. 1 1 1/2 
matl.on was 3 ((t tn -) ) as f: ... O. 
o e 
The second problem was Laplace's equation on a square of 
length ~ in the x,y-plane, with zero boundary data en the 
west, south, and east sides of the square~ the boundary data 
on the north side satisfied the same conditions as the 
initial data in the heat equation above. If the solution was to 
be considered along a line y = YO (0 < yo < no), then they 
found the nth minimal L2-error to behave asymptotically 
as 
e-(n+l) ('Tt'-YO)/(n+l)r, and the complexity of finding an 
2 
1 1 
c-approximation to be e(------ tn -) as c ~ 0. 
rr-Y c o 
The third problem was ~tU =~, a first-order hyperbolic 
a ax 
problem, with initial data of period 2rr and mean value zero, 
the L -norm of whose rth derivative was bounded by unity. 
2 -
They considered the solution to b~ u(x,t
o
) for a fixed 
to > 0, for x € (O,n]. Here, the nth optimal L2-error was 
found to be (l~J+l)-r, and the complexity of finding an 
.. ( -l/r) c-approx~mat~on was e e as C ~ 0. 
Hence, they found examples of parabolic, elliptic, and 
hyperbolic problems for which the parabolic problem had 
significant smaller complexity than the elliptic problem, 
which in turn had significantly smaller complexity than the 
hyperbolic problem. They asked [6, p. 149) whether this was 
true in general, or whether this depended on these specially 
chosen examples .. 
In this paper we show that this phenomenon is not true 
in general. 
We first note that the phenomenon noted above is norm-
/ dependent. In fact, Traub and Wo~iakowski showed that the 
-r 
nth minimal error for all three problems became g(n ) as 
n ~ =, when the error was measured in the L~(L2) sense, and 
-l/r the complexity of finding an c-approximation became s(( ). 
However, this is a somewhat unnatural way of measuring the 
error for the elliptic problem. 
J 
Another difficulty is that the class of problem elements 
either played a different role (initial data for the parabolic 
problem, boundary data for the elliptic problem) or changed 
(odd functions for the parabolic and elliptic problems, 
functions with zero mean in the hyperbolic problem) when going 
from one problem to another. Hence the notion of "a class 
of problem elements with smoothness r" changed from problem 
to problem. 
In this paper, we are interested in the inherent complexity 
of related elliptic, parabolic, and hyperbolic problems. That 
is, we let L be a reasonably nice elliptic operator, and 
consider the elliptic problem Lu = f, the parabolic problem 
~tU + Lu = f. and the hyperbolic problem ~ttU + Lu = f for 
f in the unit ball of H~(n). Hence the problems are all 
related, and the problem element f plays the same role in all 
three problems. Error is measured in the L2 (n) norm for the 
elliptic problem, and either the L2 (:1) norm at a fixed time t'J 
or the L
oo
(L 2 ) norm for the time-dependent problems. 
Our main result is that, if the order of L is 2m 
N 
and n c I , then for the elliptic and parabolic problems and 
for the hyperbolic problem solved over an interval in time 
( -(r+2m)/N) the nth minimal error is 8 n as n ~ ~, and the 
( -N/ (r+2m) ) complexity of finding an e-approximation is 3 c 
as e ~ O. For the hyperbolic problem solved at a particular 
t · t the" e." becomes a "0"· Lme 0' 0 , moreover, this is (roughly 
speaking) the strongest statement possible, due to the 
possibility of a "fortunate" value of to making the nth 
minima 1 error very small (in fact,_ even zero) for a small 
value of n. 
4 
It is important to point out that these results are mainly 
of theoretical interest. There are two reasons for this. 
The first is that we assume that the problem element f 
r belong to HO(n), and hence satisfy some boundary conditions; 
most authors only assume that f € Hr(n), i.e., f satisfies 
no boundary conditions. The second reason is that we are 
mainly interested in the inherent (or intrinsic) complexity 
of these problems, which allows us to consider algorithms 
which may not be implementable in practice. (For example, we 
assume a model having infinite-precision arithmetic and for 
which exact information is available~ if either of these 
assumptions were weake~ed, it may be the case that the 
complexity of these problems might be different. In addition. 
we consider algorithms using information that might not be 
available in many situations, such as the eigenvalues and 
eigenfunctions of L.) However, knowing the inherent 
complexity does provide a benchmark: it tells what price the 
user is paying-for using non-optimal information or non-optimal 
algorithms. In addition, we are able to show that there are 
finite-element methods which are nearly optimal, so that if 
the usual "finite element information" (7] is available, these 
results become practical, as well as theoretical. 
We now outline the contents of this paper. In Section 2. 
we define the problems to be studied. In Section 3, we recall 
some terminology and results from (6] concerning optimal 
error algorithms. In Section 4. we use Hilbert scale tech-
niques to replace the ,:lass of problem elements introduc~d in 
Section 2 by one that is equivalent, but easier ta work with. 
In Section 5, we compute nth minimal errors for these related 
problems, and show that they are roughly the same. In Section 
6, these results are used to show that the complexity of 
finding e-approximations is roughly the same for all three 
problems. Finally, we summarize our results and pose some 
open questions in Section 7. 
2. Rel&ted elliptic, parabolic, and hyperbolic problems. 
In this Section, we will deffne the problems to be 
studied. We use the standard terminology and notations found 
in Aqmon (1) for multi-indices, Sobolev spaces, etc. 
Given a positive integer N N, let nCR be a bounded 
region with C~ boundary. Consider the formally self-adjoint, 
uniformly strongly 2m-th order elliptic operator L of the 
form 
~ -
with real valued functions a~8 € C (0) such that a~8 2 a ga · 
We additionally assume that 
(2. 1) LV 2 0 in n and ~jv 2 0 (0 ~ j ~ m-l) on ~n 
v 
implies V ~ 0 in n, 
~ denoting the outer normal derivative on an. For r ~ 0, 
v 
recall that H~(n) is the completion of C~(~) under ~~e Hr(~)_ 
norm. 
W. are interested in the complexity of the following 
problems : 
6 
Lu :or f i.n n 
a\ :: 
° (0 ~ j ~ m-l) \) on a~ We define 
In the next t~o problems, We fix. value of T > O. 
(P) 
Given f < a;cO), find u. n x (O,T) ~ a such that 
(0 ~ j ~ m-l) on an x (O,T] 
u(',O) '" ° on :l. 
If We wish the solution for all t € [O,T], we 
wi 11 cons ider 
Sf:::: u. p 
1 t
o at a.oarti-
If we are interested in the so u 40n 




'"' X , . 
{O,T] ~ • such that 
= f in 
n )( (O,T) 
(0 ~ j ~ m-l) on ~~ x (O,T] 
= a on 
If we wish the solution for all t E (O,Tl, we 
will consider 
5 f := u 
E 
while if we want the solution at a particular 
to € (O,T], we will be interested in 
:= u (. , to) . 
The problems (E), (P), and (E) are said to be related 
since they all involve the same elliptic operator L. Note 
that for the choice L = -6 (6 is the N-dimensional Laplacian), 
(E) becomes Poisson's equation, while (P) and (E) become the 
heat and wave equations with a forcing term. respectively. 
Note also that lim SPlto = SE' i.e., the solution to the 
to-+al 
elliptic problem is the steady-state solution of the parabolic 
problem. 
J. optimal-error algorithms and optimal information. 
In this Section, we introduce some terminology and 
results from [6] .concerning optimal- error algori t."'1ms us ing 
given information. as well as the selection of optimal 
informa tion. 
Let S: ~l ~ ~2 be a linear transformation of Banach 
spaces. We call S a solution operator. In this paper, we 
r 
will let ~l = HO(O)1 ~2 will be L2 (n) for the choices S = SE' 
S = Sp t ' 
J 0 
and S = S 
H, to 
under the norm 
'!u!lL (L ) := 
:z) 2 
ess supllu (. , t) II () O~t~T L2 n 
for the choices S = Sp and 5 = SH' 
We let ~O = '1 be a set of problem elements. In this 
paper, we are mainly concerned with the choice '0 = BH~(~}J 
where B~ denotes the unit ball of a Banach space ~. We 
will then refer to the problem (5,10 ), 
Our main goal is to find, for c > 0, an €-approximation 
x to the problem (s'~o)' That is, given f E '0' we wish to 
compute x(f) ~ '2 such that 
(3. l) 1\ Sf - x ( f) :: ~ < c 
- 2 




~f about the problem elements f € '0' Hence, an information 
operator will be any linear operator 
(3.2) n 1(: "1 ~ I . 
(For example, if ~l"" '~n are iinear functionals on '1' 
(3.3) 
is an information operator.) The number of "essential" 
pieces of information is referred to as the cardinality, i.e., 
card ~ := dim ~('l) ~ codim ker ~. 
(Hence, if .... ( is given by (3.3), card ~ is the number of 
linearly independent elements of [\1"" '\n)') Thus, if , 
is of the form (3.2 l. card on ~ n. 
Remark 3.1: Note that we only consider linear information 
which is nonadaptive, i.e., ~. depends only on f and not upon 
1 
the previous information. For the problems considered in 
this paper, adaptive and nonadaptive linear information are 
equally powerful, see [6. Chapter 2J. In addition. one might 
conaider nonlinear information. It is known that arbitrarY 
nonlinear information is ~ powerful, see [6, Chapter 7J. 
However, continuous nonlinear information is no more powerful 
than linear information (Kacewicz and wasilkowski, private 
communication). 0 
We now must use the information in an algorithm, i.e., 
a mappinq ~: ~(~l) ~ '2· The class of all such algorithms 
u8inq ~ is denoted '(~). Given ~ € I(~), define its error 
to be 
Then (3.1) yields that e(~) < c iff gives an c-approximation 
Of course, we wish to use the information ~ as well as 
possible. That is, we wish to find an algorithm ~* € t(~) 
which is an optimal-error algorithm, i.e., such that 
(3.4) e(~*) = inf e(~) '"": e('1,5,,0) 
~€f('7) 
where e(~,S,~O) is the optimal error using '7 for the problem 
It turns out that in our Hilbert space setting, 
(3.5) e(",S'~o):2 sup IIszll 
z €~ O("ker " "2 
and that there exists a linear optimal-error algorithm. i.e .. 
there is a vector a n € 1 such that 
i8 an optimal error algorithm. (See (6, Chapter 3.) 
Finally, we are interested in selecting optimal information 
of given cardinality. Let 
(3.6) e(n.s,~o) := inf e(~)s.~o) 
+.,,~n 
denote the ntn minimal error for the problem (S'~o)' Then an 
information o~erator'" is said to be an nth ootimal information 
- 'n 
if 
( 3 • 7 ) card 'n ~ n 
n 
Let t denote the class of all algorithms using information 
n 
of cardinality at most n. If ~n is an nth optimal information 
for the problem (5,10 ), and ~n is an optimal-error algorithm 
using'n , then (3.4)-(3.8) yield 
n 
e (~ ) = 
n 
inf e (~) , 
~€t n 
and we may refer to ~ as an nth minimal algorithm for the 
n 
problem (5,~0)' 
In order to see an example of nth optimal information and 
n nth minimal algorithm, we consider a problem studied in 
Chapter 6 of (6]. Let 11 be a Hilbert space with ortho-
normal basis [Zn}~=l and let (Yn)~=l be a set of real numbers 
with 0 < Yl ~ Y2 ~ ... Let 
where 
LJ 
(3.8) co Tf:= r. 1 y.(f,z.l... Z., 
l= 1 l7f 1 
and let ~2 = 11, and define the solution operator 5: '1 ... "2 by 
(3.9) 00 5f := t. 1 cr. (f,z. )"z .. l= 1 1 1 
Let l. = a./y. and suppose that l. is the jth largest value 
1. 1. 1. 1. . 
J 




Then Theorem 6.6.1 of [6] yields 
Lemma 3.1: 
( i) e(n,5,10 ) = li ' 
n+l 
(ii ) .., f :: (f,z.) ... (f,z. ) ]T is an nth optimal 
'n 1. 1 In 
information for the problem (5.10 ), 
and 
(iii) n ~ n ('nn f ) : = r J' = 1 c:. (f , Z. )41 Z . is 1 . l. n l. 
J J J 
an nth minimal 
algorithm for the problem (S'~O)' o 
4. A Hilbert scale. 
As indicated above, we are interested in nth optimal (or 
r 
nearly optimal) algorithms for the problem (S,BHO(~))' S 
being one of the solution operators SE,Sp,to,Sp,SH,t
o
' or SH' 
r Our task would be simplified if the problem (SE,BHO(u)) could 
be easily written in the form (3.9), (3.10). In this Section, 
we will use Hilbert scale techniques to reduce the problem 
r (SE,BHO(r.) ) to such a form. 
Let (Zn)~=l be L2 (r,)-orthonormal eigenfunctions for 
i. e. , 
LZ = 3 Z in n 
n n n 
(0 ~ j ~ m-l) on an, 
where the (9n}~=1 are ordered so that 0 < 91 ~ 92 ~ ... 





(Agmon [1, Theorem 
Let 
there is a constant c > 0 such that 
N 
as n - :xl, 
4.5] ) , and so lim .::\ = +00. .,J n 
n-oo 
M := (fL) 112m. 
1 
Lemma 4.1: M is a self-adjoint operator in L2 (n) , with 
L, 
and so 
Proof: We need only establish the first inequality. since 
~ it implies the second. Let u = ~ (l Z 
'-n=l n n' 
9 











We let Hr,O(n) denote the closure of CO(r.) under the norm 
Then Lemma 4.1 and the results in Section 9 of Krein and 
Petunin [4] imply that fH o(~): r € ~} is a Hilbert scale. 
r. 
r We wish to show that for r 2 o. HO(~) = H 0(:-;)' ar.d 
r, 
15 
III ·111 • r 
that fI.U
r 
and /n'll\r are equivalent norms on H~(i1). We first 
consider the case where r = 2kOm, kO being a nonnegative integer. 
To do this, we first must establish 
Lemma 4.2: For a ~ j ~ KO' there exist c l (j), c2 (j) > 0 
~ 
such that for any u € cO(n), 
Proof (by induction): The case j = 0 is trivial, with 
c 1 (0) = c 2 (0) = 1. Suppose the Lemma holds for j = k -(j ~l) 
Let u ~ c~(n), and set v := L 0 0 u. Since u € 
:x) 
is 
V € co(n) satisfies the Dirichlet boundary conditions for L. 
From elliptic regularity theory [4, Theorem 
5.6J , there exist positive constants a i = ~i(2m(jo-l)) 
(i = 1,2), independent of v, such that 
That is, 
(4.2) 
k -j /~ 0 0 II ~.. U"2mj. 
o 
But the induction hypotheses yields 
(4.3) 
kO k -(j -1) 
cl(jo-l)I!L ullo~ :!L 0 0 ul~2:n(jo-l) 
. kO 
~ c 2 (Jo-l) ilL ull o ' 
Setting 
(i=1,2), 
we find that (4.2) and (4.3) yield 
• 
as needed to complete the induction.- D 
Lemma 4.2: 
2k m 
HO 0 (nl = H2k m o(nl , and the norms 1I·1I 2k OJ ' om 
and !H ·lI\ 2kom are equivalent. 
Proof: 
(4 . 41 
Letting j = kO in Lemma 4.1, we have 
(4 . 51 





We now prove equivalence for the general case. 
Theorem 4.1: r For any r 2 0, HO( O) = H 0( 0 ), and the norms r, 
11·11 and 111·11\ are equivalene. 
r r 
Proof: Given r 2 0, choose a nonnegative integer kO such 
17 
Proof: 
~ (?( f) 
n n 
n 
:= ~J'=l cr. (f,z. )Oz .. 1. • 1. • 1. • 
J J J 
Then 
so that 
() ( ) ( .-(r+2m)/N) e CD
n 
= 9 A. = 9 p. 1. as n ~ ao, 
1. 1 1. 1 n+l n+ n+ 
and ~n is (to within a constant factor, independent 
of n) an nth optimal algorithm for the problem 
n ( s , BHO (r.) ) • 
To see (i), let z € ker " ~ '0' Then (4.6) yields 
r 
that alz € ker ~ n BHO(n). Hence (3.5) yields 
Since z € ker " n ~O is arbitrary, this inequality, along 
with (3.5), yields ale(~,S"0) ~ e(",S,BH~(r.». The other 
inequality is proved analogously. 
To establish the rest of the Theorem. note that '0' 
as given in (4.7), is of the form (3.10), where y. = S:/(2m) 
1. 1. 
in (3.8). Hence, the rest of the Theorem follows from (3.6), 
Lemma 3.1, (4.1), and (i) of this Theorem. [] 
20 
21 
5. Minimal errors and algorithms for related problems. 
In this Section, we use Theorem 4.2 to show that the nth 
( -(r+2m)/N) minimal errors for the related problems are all 9 n , 
i.e., all roughly the same. Moreover, the same information is 
nearly nth optimal information for all these problems. We 
also give algorithms which are nearly nth optimal algorithms 
for these problems. 
5.1 
co Since (z.). 1 are orthonormal 
J J= 
eigenfunctions for L corresponding to the eigenvalues 
so that 








= L. 1 -8 (f , Z . ) OZ .• 
J= . j J J 
Hence Theorem 4.2 and (4.1) yield 
Theorem 3. 1: 
so that 
r ( - (r+2m)/N) 




~ is (to within a constant factor, independent of lIn 
n) nth optimal information with 
~ e-(r+2m)/(2m) ~ e(~n,SE,BHor(O» 
1 n+l 
r ~ S-(r+2m)/(2m) 




:= 1:. 1 ~(f,z·)Oz .. J= .... J J 
J 
as n -+ <Xl. 
Then ~ is (to within a constant, independent of n) 
n 
r 
an nth minimal algorithm for the problem (SE,BHO(O» 
with 
~ ~-(r+2m)/(2m) -(r+2m)/(2m) 
.... ... r e (..... r ~ B 1 n+l ~ ~n ~ 2 n+l ' 
and so 
( - (r+2m)/N) e(~ ) = 9 n as 
n 
n -+ :0. o 
Remark 5.1: of course, it will usually be difficult to 
determine the eigenfunctions and eigenvalues of operators L 
arising in practice. However, the main goal of this paper 
will be to show that related problems have the same inherent 
23 
complexity, so that this problem does not interfere with our 
main goal. On the other hand, it is worth pointing out that 
the finite-element method (FEM) using piecewise polynomial 
n-dimensional subspaces of H~(n) (the degree of the polynomials 
being r~ + 2m - 1) will have error 9(n-(r+2m)/N) provided a 
quasi-uniform family of triangulations is used; the proof 
follows from results of [3,5,7]. Hence, the FEM is (to within 
a constant) a minimal error algorithm. [J 
5.2 Parabolic problems (Sp,to'BH~(n}) and (SpJBH~(O)}. 
Using separation of variables, we see that 
Using Theorem 4.2 and (4.1), it is easy to establish 
Theorem 5.2: 
-9 t 
(i) ~l(l-e n+l o)S~l~+2m)/(2m) S e(n.s p t BH~(n» 
, 0' 
and 
~ S-(r+2m)/(2m) S e(n,Sp,BHor(n» 
1 n+l 
r ~ g-(r+2m)/(2m) 




Let ~ be given by (5.1). 
n 
24 
as n -. 00 
as n -. 00. 
Then ~ is (to 
within a constant, independent of n) an nth optimal 






+2m)/(2m) ( Hr( » ~ ~ e ~ ,5 p t ,B 0 n n '0 






e ('n , 5 ,BHO (r.) ) 
n P 
(iii) Let 
( -(r+2m)/N) = '9 n 
( -(r+2m)/N) = 9 n as 
as 
n -. :xl, 
- CD ('7? f) (t) 
n n 
-9 t 
:= L;nJ'=l ai, (l-e . j ) (f,z,)OZ" 
~J J J 
25 
Then ~n( . ) (to) is (to within a constant, independent 





+2m)/(2w) ~ .s; e(Cl'n (.) (to» 
so that 
as n ~ co. 
Moreover, ~ is (to within a constant, independent 
n 
of r n), an nth minimal algorithm for (Sp,BHO<O», 
with 
so that 
( - (r+2m) IN) e (Cl' ) =8 n 
n 
as n ~ co, o 
Remark 5.2: Once again, the algorithm presented in Theorem 5.2 
will usually be difficult to realize in practice. However, 
the formula for S may be used to derive shift theorems p,t
o 
for u and~, Following the results in [3, pp. 139 ff] 
this means that the FEM is optimal (to within a constant) for 
the parabolic problem. (Note that the techniques in [3] 
are only applied to the second-order problem. However, these 
26 
techniques are related to those of Wheeler [8], who maintains 
that they extend to the general 2n-th order problem. ) [J 
5.3 Hyperbolic problems (SH,to'BH~(n)) and (SH,BH~(r.)). 
Once again, using separation of variables, we find 
co 1 /Q S t f = t. 1 Q (l-cos,,~. to) (f, z.) Oz .. 
H, 0 J= '""j J J J 
r We first consider the problem (S t ,BHO{r.)). 
H, 0 
Let p • 1. 
~ -(r+2m)/(2m) 
= 1 - cos ~e.to and ~ = p.e. . Let~. 1. 1. 1. 1. . be the jth 
J 
largest value in the set (~.}~ l' i.e., 1. 1= 




= ( .-(r+2m)/N) 
Sl Pi 11.n+l 
n+ 
as n -+ co. 
(ii) Let ".., be given by 
"n 
f [(f,z. )0 (f,z. T 
'nn = ) 0] . 1.1 1. n 
Then 
so that ~ is (to within a constant, independent of 
'n 
n) nth optimal information for the problem 
r (SH t ,BHO (0) ), with 
, 0 
= ( .-(r+2m)/N) 
9 "i ll.n+l 
n+ 
as n -+ 00, 
(iii) Let 
Then 
so that ~ is (to within a constant, independent of 
n 
n) an nth minimal algorithm for the problem 
r (SH t ,BHO(O», with 
, 0 
27 
e(~ ) = 9(\. ) = 9(". i-(r+2m)/N) 
n 1. 1. 1 n+l as n -+00, 0 
n+l n+ 
Hence, the result for this problem is not quite as nice 
as in the previous proboems, First, note that this result 
tells us that the nth minimal algorithm depends strongly on 
the ordering of the ~., which depends strongly on the value 
J 
of to' Hence, a slight change in to can make a big change in 




Next, it is easy to see that 
e(n,SH t ,BH~(n» = 0(n-(~+2m)/N) 
, ° 
as n -+ 00. 
One would like to change the "0" to a "S", but this is not 
possible. In fact, it is possible that a fortunate choice of 
to can yield zero error for the zero algorithm ~ = 0, as in 
Example 5.1: Let N = 1, n = (O,TT), m = 1, and Lv := -v". 
28 
Then z (x) = /J:. sin n.x is the nth orthonormal eigenfunction of 
n J-; 
L corresponding to the eigenvalue ~ = n 2 . Hence 
n 
Suppose that T 2 2TT. Then setting to = 2TT, we see that 
cos to = 1, and so 
S f = ° H,2TT 
Hence, the algorithm ~ c 0 has zero error when to = 2rr. (J 
In order to avoid these difficulties, it is more natural 
to consider the problem (SH,BH~(n». Using Theorem 4.2 and 
(4.1), it is easy to establish 
Theorem 5. 4 : 
(i) a e(r+2m)/(2m) s e(n'SH,BHor(O» S a e(r+2m)/(2m) 1 n+l 2 n+l ' 
so that 
as n ~ 00. 
(ii) Let ~n be given by (5.1). Then ~n is (to within 
a constant, independent of n) an nth optimal 
information for the problem (SH,BH~(n», with 
so that 
as n ~ 00. 
(iii) Let 
n 1 ra ~ ('1 f) (t) := L'=l ~(l - cos¥e. t ) (f,z·)OZ" 





is (to within a constant factor, independent 
of n) , an nth minimal algorithm for the 
n (SH,BHO (:1» , with 
a S(r+2m)/(2m) / e(M
n
) / a S(r+2m)/(2m) 
1 n+l ~..... ~ 2 n+l ' 
so that 
( - (r+2m)/N) e(ct) ) = 9 n 
n 
as n ~ 00. 
problem 
o 
Remark 5.3: As before, the algorithm given by this Theorem 
may be difficult to implement in practice. Again, it turns 
out that there is an FEM which has optimal error to within 
a constant. (See [4, Section 5.6] for a discussion of the 
second-order case; the 2m-th order case is analogous.) [] 
5.4 Summary. 
We may sum up the results of this Section in 
Theorem 5.5: 
( i) If S is any of SE' S , S , or SH ' 
p, to P 1 
then 
r ( -(r+2m)/N) 
e (n, S ,B HO (n)) = 8) n 
(ii) We have 
r 
e(n,S t ,BH (0)) 
H, 0 
as n -+ 00. 
n -40 :0. o 
30 
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6. Complexity of related problems. 
In this Section, we show that the (-complexity of the 
problems (S,SEor(O)) with S any of SE' S J S , or SH p,t
o 
p 
. (-N/ (r+2m) ) h' 1 h l' f th bl LS 8 € , W ~ e t e c-comp ex~ty 0 e pro em 
r ( - N/ (r+2m) ) (SH t ,BHO(O)) is 0 c . 
, 0 
We use the model of computation discussed in Chapter 5 
of [6]. (Informally, we assume that linear functionals can 
be computed in finite time and that the cost of an arithmetic 
operation is unity.) The complexity of the problem 
r (S,BHO(O)) is then defined to be 
r 
comp (E: , S, BHO (n)) : = inf (comp (CD): e (CD) < d, 
comp(CD) denoting the complexity of the algorithm ~. We are 
interested in optimal-complexitv algorithms ~ such that 
€ 





= comp(c,S,BH (n)), 
E 
but we will settle for almost-optimal-complexity algorithms 
~ E: such that 




as c..... O. 
We need the following result from chapter 5 of [5]: 
32 
Lemma 6.1: Define, for c > 0, the t-cardinality number 
m ( E: , S , BH~ (n» : = inf (n 2 0: e (n, S , BH~ (n» < cl. 
Then the following hold: 
(i) r r comp(E:,S,BHo(O» = 8(m(c,S,BHo (O». 
(ii) Let n = rm(c,S,BH~(n)l1 and let:;)e be the nth 
minimal algorithm for the problem (S,BH~(n». Then 
~c is an almost-optimal complexity algorithm. [J 
From Theorem 5.5, we have 
for S any of SE' Sp t ,Sp' or SH' while 
, 0 
Hence, Lemma 6.1 yields 
Theorem 6. 1: 
(i) Let S be one of SE' Sp t ' Sp' or SH' Then 
, 0 
( -N/ (r+2m) ) = 8 E: as E: ~ O. 
( 1., 1.' ) ( r ( )} 0 ( - N/ ( r+ 2 m) ) 0 comp E:,S,BHO n = C as c ~ . 
So the problems SE' Sp,t
o
' Sp' and SH have the same 





7. Summary, extensions, and open questions. 
We have shown that it is not generally true that para-
bolic problems are significantly easier than elliptic problems, 
and that elliptic problems are significantly easier than hyper-
bolic problems. In fact, we have shown that (under somewhat 
general circumstances) elliptic problems, parabolic problems, 
and hyperbolic problems solved over a time-interval all have 
the same complexity, while the complexity of hyperbolic 
problems solved to a particular time is not greater than 
that of the other problems. 
This leads one to ask whether the result on the complexity 
of partial differential equations noted in [6] is an isolated 
result, or an example of a more general situation. We feel 
that the latter may be the case. Indeed, consider the 
parabolic problem 
= 0 in :-: < (O,T) 
aju = 0 (0 ~ j ~ m-l) on aG / [O,T] 
'V 
u ( . , 0) = f E H~ U~) 
solved out to time t = to' 
2m/N 
( -n to - r/N) 9 e n as n ~ 00, 
liN/2m e ((t" tn -) ) as t ~ O. 
o t 
on 
Then the nth minimal error is 
and the t-complexity is 
(Note that changing the manner 
in which the data is used, i.e., initial data vs. a forcing 
34 
term, drastically alters the complexity. We have also observed 
this for hyperbolic problems.) unfortunately, we have not 
succeeded in generalizing the results in [6] for related 
elliptic and hyperbolic problems. 
r Finally, note that we required that the data lie in HO(n) 
for various technical reasons. However, it is more usual to 
assume that the data l.'S l.'n Hr(~.) (' b d d't' H 1..e., no oun ary con 1. ~ons 
are required for the data), especially for elliptic problems 
(see e.g. [5, Theorem 8.5] or the results 
of [7]). Do the results of this paper still hold when the 
data is in Hr(r,), rather than H~(n)? 
35 
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