Abstract. Let Mc = M (2, 0, c) be the moduli space of O(1)-semistable rank 2 torsion-free sheaves with Chern classes c1 = 0 and c2 = c on a K3 surface X where O(1) is a generic ample line bundle on X. When c = 2n ≥ 4 is even, Mc is a singular projective variety equipped with a holomorphic symplectic structure on the smooth locus. In particular, Mc has trivial canonical divisor. In [21] , O'Grady asks if there is any symplectic desingularization of M2n for n ≥ 3. In this paper, we show that there is no crepant resolution of M2n for n ≥ 3. This obviously implies that there is no symplectic desingularization.
Introduction
Let X be a complex projective K3 surface with polarization H = O X (1) generic in the sense of [21] §0. Let M (r, c 1 , c 2 ) be the moduli space of rank r H-semistable torsion-free sheaves on X with Chern classes (c 1 , c 2 ) in H * (X, Z). Let M s (r, c 1 , c 2 ) be the open subscheme of H-stable sheaves in M (r, c 1 , c 2 ). In [18] , Mukai shows that M s (r, c 1 , c 2 ) is smooth and has a holomorphic symplectic structure. By [6] , if either (c 1 .H) or c 2 is an odd number, then M (2, c 1 , c 2 ) is equal to M s (2, c 1 , c 2 ) and thus M (2, c 1 , c 2 ) is a smooth projective irreducible symplectic variety. However if both (c 1 .H) and c 2 are even numbers then generally M (2, c 1 , c 2 ) admits singularities. We restrict our interest to the trivial determinant case i.e. c 1 = 0 and let M c = M (2, 0, c) where c = 2n (n ≥ 1). It is well-known that M 2n is an irreducible, normal ( [25] 2n to some resolution without degeneration ( [19, 21] ). At the same time, he conjectures nonexistence of a symplectic desingularization of M 2n for n ≥ 3 ( [21] , (0.1)). Our main result in this paper is the following. Theorem 1.1. If n ≥ 3, there is no crepant resolution of M 2n .
The highest exterior power of a symplectic form gives a non-vanishing section of the canonical sheaf on M 2n . Likewise any symplectic desingularization of M 2n has trivial canonical divisor and hence it must be a crepant resolution. Therefore, O'Grady's conjecture is a consequence of Theorem 1.1. The idea of the proof of Theorem 1.1 is to use a new invariant called the stringy E-function [1, 4] . Since M 2n is normal irreducible variety( [25] Theorem 3.17) with log terminal singularities ( [21] , 6.1), the stringy Efunction of M 2n is a well-defined rational function. If there is a crepant resolution M c of M c , then the stringy E-function of M c is equal to the HodgeDeligne polynomial (E-polynomial) of M c (Theorem 2.1). In particular, we deduce that the stringy E-function E st (M c ; u, v) must be a polynomial. Therefore, Theorem 1.1 is a consequence of the following. Proposition 1.3. The stringy E-function E st (M 2n ; u, v) is not a polynomial for n ≥ 3.
To prove that E st (M 2n ; u, v) is not a polynomial for n ≥ 3, we show that E st (M 2n ; z, z) is not a polynomial in z. Thanks to the detailed analysis of Kirwan's desingularization in [19] and [21] which is reviewed in section 4, we can find an expression for E st (M 2n ; z, z) and then with some efforts on the combinatorics of rational functions we show that E st (M 2n ; z, z) is not a polynomial in section 3. In section 2, we recall basic facts on stringy E-function and in section 5 we prove a lemma which computes the E-polynomial of a divisor.
In [21] , O'Grady proves that M c can be blown down twice. As a result he gets a symplectic desingularization M c of M c in the case when c = 4. This turns out to be a new irreducible symplectic variety, which means that it does not come from a generalized Kummer variety nor from a Hilbert scheme parameterizing 0-dimensional subschemes on a K3 surface [20, 2] . Corollary 1.2 shows that unfortunately we cannot find any more irreducible symplectic variety in this way.
After we finished the first draft of this paper, we learned that Kaledin and Lehn [12] proved Corollary 1.2 in a completely different way. We are grateful to D. Kaledin for informing us of their approach. The second named author thanks Professor Jun Li for useful discussions concerning the article [22] . Finally we would like to express our gratitude to the referee for careful reading and challenging us for many details which led us to improve the manuscript and correct an error in Proposition 3.2 (2).
Preliminaries
In this section we collect some facts that we shall use later. For a topological space V , the Poincaré polynomial of V is defined as
where b i (V ) is the i-th Betti number of V . It is well-known from [7] that the Betti numbers of the Hilbert scheme of points X [n] in X are given by the following:
Next we recall the definition and basic facts about stringy E-functions from [1, 4] . Let W be a normal irreducible variety with at worst log-terminal singularities, i.e.
(1) W is Q-Gorenstein; (2) for a resolution of singularities ρ : V → W such that the exceptional locus of ρ is a divisor D whose irreducible components D 1 , · · · , D r are smooth divisors with only normal crossings, we have
with a i > −1 for all i, where D i runs over all irreducible components of D. The divisor
is the Hodge-Deligne polynomial for a variety Z. Note that the HodgeDeligne polynomials have (1) the additive property:
is a smooth open subvariety of Z; (2) the multiplicative property: E(Z; u, v) = E(B; u, v)E(F ; u, v) if Z is a Zariski locally trivial F -bundle over B. By [1] Theorem 6.27, the function E st is independent of the choice of a resolution (Theorem 3.4 in [1] ) and the following holds. 
Proof of Proposition 1.3
In this section we first find an expression for the stringy E-function of the moduli space M 2n for n ≥ 3 by using the detailed analysis of Kirwan's desingularization in [19, 21] . Then we show that it cannot be a polynomial, which proves Proposition 1.3.
We fix a generic polarization of X as in [21] . The moduli space M 2n has a stratification
2n is the locus of stable sheaves and Σ ≃ (
)/involution is the locus of sheaves of the form
is the locus of sheaves I Z ⊕ I Z . For n ≥ 3, Kirwan's desingularization ρ : M 2n → M 2n is obtained by blowing up M 2n first along Ω, next along the proper transform of Σ and finally along the proper transform of a subvariety ∆ in the exceptional divisor of the first blow-up. This is indeed a desingularization by [21] 
Therefore the singularities are log-terminal for n ≥ 2, and from (2.3) the stringy E-function of M 2n is given by
We need to compute the Hodge-Deligne polynomials of D 0 J for J ⊂ {1, 2, 3}. Let (C 2n , ω) be a symplectic vector space. Let Gr ω (k, 2n) be the Grassmannian of k-dimensional subspaces of C 2n , isotropic with respect to the symplectic form ω (i.e. the restriction of ω to the subspace is zero).
Proof. Consider the incidence variety
This is a P 2n−2k+1 -bundle over Gr ω (k − 1, 2n) and a P k−1 -bundle over Gr ω (k, 2n). We have the following equalities between Hodge-Deligne polynomials:
The desired formula follows recursively from Gr ω (1, 2n) = P 2n−1 .
LetP 5 be the blow-up of P 5 (projectivization of the space of 3×3 symmetric matrices) along P 2 (the locus of rank 1 matrices). We have the following from [19] and [21] . The proof will be presented in §4.
2 is a free Z 2 -quotient of a Zariski locally trivial I 2n−3 -bundle over
and I 2n−3 is the incidence variety given by
(3) D 3 is a P 2n−4 -bundle over a Zariski locally trivial P 2 -bundle over a Zariski locally trivial Gr ω (2, 2n)-bundle over X [n] .
. All the above bundles except in (2) and (3) are Zariski locally trivial. Moreover,
From Lemma 3.1 and Proposition 3.2, we have the following corollary by the additive and multiplicative properties of the Hodge-Deligne polynomial.
Proof. Perhaps the only part that requires proof is the equation for E(D 3 ; u, v). From Proposition 3.2 (3), D 3 is a projective variety which is a P 2n−4 -bundle over a smooth projective variety, say Y , whose E-polynomial is
By Deligne's criterion ( [24] p.117), the spectral sequence for the projective bundle degenerates at E 2 and hence
since Y is simply connected. The class λ is of type (1, 1) as it comes from the Kähler class and the above determines the Hodge structure of D 3 because the Hodge structure is compatible with the cup product. Therefore we deduce that
For the E-polynomial of D 0 2 we have the following lemma whose proof is presented in section 5. Recall that
and there is an action of Z 2 which interchanges (x i ) and (y j ). Let H r (I 2n−3 ) + denotes the Z 2 -invariant subspace of H r (I 2n−3 ) .
where
for some polynomial Q.
Proof of Proposition 1.3. Let us prove that (3.1) cannot be a polynomial. Let
It suffices to show that S(z) is not a polynomial for all n ≥ 3 because E(M s 2n ; z, z) is a polynomial. Note that given any n ≥ 3, we can explicitly compute E(X [n] ; z, z) and E(D 0 2 ; z, z) by (2.2) and Lemma 3.4. If n = 3, direct calculation shows that S(z) is as follows: 
It is easy to see from (3.1) and Corollary 3.3 that if S(z) were a polynomial, it should be of degree ≤ 30. Since the series S(z) has a nonzero coefficient of z 32 , S(z) cannot be a polynomial. So we assume from now on that n ≥ 4. Express the rational function S(z) as
.
All we need to show is that the numerator N (z) is not divisible by the
; z, z) and E(D 0 2 ; z, z) do not have nonzero terms of odd degree by (2.2) and Lemma 3.4, all the nonzero terms in S(z) are of even degree by (3.1) and Corollary 3.3. Hence, we can write S(z) = s(z 2 ) = s(t) for some rational function s(t) in t = z 2 . The numerator N (z) = n(z 2 ) = n(t) is not divisible by 1 − (z 2 ) 2n−3 if and only if n(t) is not divisible by 1 − t 2n−3 . By direct computation using (3.1), Corollary 3.3 and Lemma 3.4, n(t) modulo 1 − t 2n−3 is congruent to
where p(X [n] ; t) = P (X [n] ; z) with t = z 2 . We write (3.4) as a product s(t) · p(X [n] ; t) for some polynomials(t). For the proof of our claim for n ≥ 4, it suffices to prove the following:
(1) if n is not divisible by 3, then 1 − t is the GCD of 1 − t 2n−3 ands(t), and
(2) if n is divisible by 3, then 1 − t 3 is the GCD of 1 − t 2n−3 ands(t), and
For (1), suppose n is not divisible by 3. From (3.4),s(t) is divisible by 1 − t. We claim thats(t) is not divisible by any irreducible factor of 1−t 2n−3 1−t , i.e. for any root α of 1 − t 2n−3 which is not 1,s(α) = 0. Using the relation α 2n−3 = 1, we compute directly that
, which is not 0 because 3 does not divide 2n − 3.
Next we check that
and write p(X [n] ; t) as follows:
Therefore, the divisibility of p(X [n] ; t) by
if and only if it is a scalar multiple of Table 1 is the list of c i (1 ≤ i ≤ 4) for n ≥ 3, which comes from direct computation using the generating functions (2.2) for the Betti numbers of X [n] . By Table 1 , we can check that this is impossible. Indeed, for n ≥ 6, c 0 = 1, c 1 = 23, c 2 = 300 and c 3 = 2876, which implies c 2n−3 = 2876, c 2n−2 = 300, c 2n−1 = 23 and c 2n−2 = 1 by Poincaré duality. Thus c 0 + c 2n−3 = 2877 while c 1 + c 2n−2 = 323. For 4 ≤ n ≤ 5, the proof is also direct computation using Table 1. For (2), suppose 3 divides n and n = 3. Then from (3.5), (1 − t 3 ) divides s(t). More precisely, for a third root of unity α,s(α) = 0. On the other hand, if α is a root of 1 − t 2n−3 but not a third root of unity then we can observe thats(α) = 0 by (3.5). Therefore, since every root of 1 − t 2n−3 is a simple root, any irreducible factor of
does not divides(t). n = 3 n = 4 n = 5 n = 6 n = 7 n ≥ 8 
where the equality comes from
Now R(t) is divisible by Table 1 . This proves Proposition 1.3 for the case where 3 divides n and n = 3. So the proof of Proposition 1.3 is completed for any n ≥ 3.
Remark 3.5. In case of smooth projective curves, we remark that the stringy E-function of the moduli space of rank 2 bundles is explicitly computed ( [13] and [15] ). We were not able to compute the stringy E-function of M 2n precisely, because we do not know how to compute the Hodge-Deligne polynomial E(M s 2n ; u, v) of the locus M s 2n of stable sheaves.
Analysis of Kirwan's desingularization
This section is devoted to the proof of Proposition 3.2. All can be extracted from [19] but we spell out the details for reader's convenience.
To begin with, note that for each Z ∈ X [n] , the tangent space T X [n] ,Z of the Hilbert scheme X [n] is canonically isomorphic to Ext 1 (I Z , I Z ) where I Z is the ideal sheaf of the 0-dimensional closed subscheme Z. By the Yoneda pairing map and Serre duality, we have a skew-symmetric pairing ω :
The adjoint action of P GL(2) on W gives us an identification SO(W ) ∼ = P GL (2) 
) Since the pull-back of the defining ideal of PHom
) is the ideal of PHom 1 (W, B) (both are actually given by the determinants of 2 × 2 minor matrices), f gives rise to a map between blow-ups By [19] §3.1 IV,f is an isomorphism on each fiber over X [n] , so in particularf is bijective. Since both spaces are compact Hausdorff,f is a homeomorphism and thus by the Riemann extension theoremf −1 is holomorphic. Therefore, f is an isomorphism. Note that PHom(W, B)/ /SO(W ) (resp. PHom k (W, B)/ /SO(W )) is isomorphic to the space of conics P(S 2 B) (resp. rank ≤ k conics P(S 2 k B)) where the SO(W )-quotient map is given by Let Q be the closure of the set of semistable points Q ss in the Quot-scheme whose quotient by the natural P GL(N ) action is M 2n for some even integer N . Then Q ss parameterizes semistable sheaves F together with surjective homomorphisms h : O ⊕N → F which induces an isomorphism C N ∼ = H 0 (F ). Let Ω Q denote the subset of Q ss which parameterizes sheaves of the form I Z ⊕ I Z for some Z ∈ X [n] . This is precisely the locus of closed orbits with maximal dimensional stabilizers, isomorphic to P GL(2) and the quotient of Ω Q by P GL(N ) is X [n] .
We can give a more precise description of Ω Q as follows. Let L → X [n] ×X be the universal rank 1 sheaf such that L| Z×X is isomorphic to the ideal sheaf I Z . By [11] Theorem 10.2.1, the tangent bundle
be the projection onto the first component. By tensoring with
be the P GL(N )-bundle over X [n] whose fiber over Z is PIsom(C N , H 0 (I Z (k)⊕ I Z (k))). Note that the standard action of P GL(N ) on C N commutes with the obvious action of P GL(2)
(2) Via the above isomorphism, the normal cone of Ω Q in Q ss is
whose fiber is Hom ω (W, T X [n] ,Z ).
be the obvious projection so that we have q •p = p • (q × 1 X ). Let H be the dual of the tautological line bundle over
There is a canonical isomorphism
By the universal property of the Quot-scheme, we get a morphism PIsom(C N , p * L(k)⊕p * L(k)) → Q ss whose image is clearly contained in Ω Q . This map is P GL(2)-invariant and hence we get a morphism
It is easy to check that φ Ω is bijective and P GL(N )-equivariant. Hence φ Ω is biholomorphic. By the generalized Riemann existence theorem ( [10] p442), φ
Ω is a morphism and so φ Ω is an isomorphism. (2) Let O ⊕N ։ E denote the universal quotient sheaf on Q ss × X. The Kodaira-Spencer map associated to E restricted to Ω Q gives us a map from the tangent sheaf T Q ss | Ω Q to the sheaf Ext 1 Ω Q (E, E) whose kernel is the tangent sheaf of the orbits. Via the isomorphism φ Ω (4.3), we have a map
From the proof of (1) above, the pull-back of E by δ is isomorphic to (q × 1) * (L(k)⊕L(k))⊗H and thus the vector bundle δ * Ext 1
The pull-back of the tangent sheaf of X [n] sits in as q * T X [n] ⊗ 1 0 0 1 and thus the pull-back by δ of the normal sheaf to Ω Q is isomorphic to
By [19] (1.4.10), the normal cone is the same as the Hessian cone fiberwisely. Since the normal cone is contained in the Hessian cone, the normal cone is equal to the Hessian cone which is the inverse image of zero by the Yoneda square map Υ :
). Since SO(W ) acts freely we obtain (2). See [19] (1.5.1) for a description of the normal cone at each point.
Let Σ Q denote the subset of Q ss whose sheaves are of the form I Z ⊕ I W for some Z, W ∈ X [n] . Then Σ Q − Ω Q is precisely the locus of points in Q ss whose stabilizer is isomorphic to C * . Let π R : R → Q ss be the blow-up of Q ss along Ω Q and let Ω R denote the exceptional divisor. By the above lemma,we have
The following lemma is an easy exercise. 
)/ /SO(W ). Let Σ R be the proper transform of Σ Q . Then Σ ss R is precisely the locus of points in R ss with 1-dimensional stabilizers by [16] . Therefore we have the following from Lemma 4.2.
be the blow-up along the diagonal and let X
[n]
) where p ij is the projection onto the first (resp. second) and third components. Let p :
be the P GL(N )-bundle. There is an action of
. We quote [19] (1.7.10) and (1.7.1).
The normal cone of Σ ss R in R ss is a locally trivial bundle over Σ ss R with fiber the cone over a smooth quadric in P 4n−5 .
In fact we can give a more explicit description of the normal cone when restricted to Σ 0 R := Σ ss R − Ω R . Similarly as in the proof of Lemma 4.1, the normal sheaf to Σ 0 R is isomorphic to the vector bundle (of rank 4n − 4) (4.6)
where O(2) acts as follows: if we realize O(2) as the subgroup of P GL(2) generated by
and τ interchanges L 1 and L 2 . The normal cone is the inverse image q * Υ −1 (0) of zero in terms of the Yoneda pairing
Let π S : S → R ss denote the blow-up of R ss along Σ ss R and let Σ S be the exceptional divisor of π S while Ω S (resp. ∆ S ) denotes the proper transform of Ω R (resp. ∆ R ). By (4.7), we have (4.8)
By [19] (1.8.10), S s = S ss and S s is smooth. The quotient S/ /P GL(N ) has only Z 2 -quotient singularities along ∆ S / /P GL(N ). Let π T : T → S s be the blow-up of S s along ∆ s S . Then T / /P GL(N ) is nonsingular and this is Kirwan's desingularization ρ :
Let Ω T and Σ T denote the proper transforms of Ω S and Σ S respectively. Let ∆ T be the exceptional divisor of π T . Their quotients Ω T / /P GL(N ), Σ T / /P GL(N ) and ∆ T / /P GL(N ) are denoted by D 1 =Ω, D 2 =Σ and D 3 =∆ respectively.
With this preparation, we now embark on the proof of Proposition 3.2.
Proof of (1). This is just [19] Proof of (2) . We use Lemma 4.4, (4.6), and (4.8). Note that Σ 0 R does not intersect with Ω R and ∆ R . Hence D 0 2 is the quotient of q * PΥ −1 (0)/ /O(2) which is a subset of q * P[Ext 1
, by the action of P GL(N ). The above are bundles over the restriction of
to the complement X
. As in the proof of (1), observe that D 0 2 is in fact the quotient of q * PΥ −1 (0) by the action of P GL(N ) × O(2) since the actions commute. So we can first take the quotient by the action of P GL(N ), then by the action of SO (2), and finally by the action of
a principal P GL(N )-bundle, the quotient by P GL(N ) gives us
0 . The algebraic vector bundles Ext 1
are certainly Zariski locally trivial and in fact these bundles are dual to each other by the Yoneda pairing Υ which is non-degenerate (possibly after tensoring with a line bundle). In particular, Υ −1 (0) is Zariski locally trivial. Next we take the quotient by the action of SO(2) ∼ = C * . This action is trivial on the base X (2) is a Zariski locally trivial subbundle of
0 given by the incidence relations in terms of the identification PExt
Proof of (3). By [19] (1.7.10), the intersection of Σ ss R and Ω R is smooth. By Corollary 4.3 and (4.1), ∆ S is the blow-up of q * PHom
) by the action of SO(W ) × P GL(N ). By taking the quotient by the action of P GL(N ) we get
since q is a principal P GL(N )-bundle. Next we take the quotient by the action of SO(W ). Let Gr ω (2, T X [n] ) be the relative Grassmannian of isotropic 2-dimensional subspaces in T X [n] and let A be the tautological rank 2 bundle on Gr
which is a P 2 -bundle over a Gr ω (2, 2n)-bundle over X [n] . It is obvious that the bundles are Zariski locally trivial.
There are forgetful maps
where the subscript 1 denotes the locus of rank ≤ 1 homomorphisms. Because the ideal of PHom ω 1 (W, T X [n] ) pulls back to the ideal of PHom 1 (W, A) which is a divisor, f lifts tô
This map is bijective ( [19] (3.5.1)) and hencef is an isomorphism. Now observe that the quotient PHom(W, A)/ /SO(W ) is P(S 2 A) where the quotient map is given by α → α • α t . So we proved that (4.10) ∆ S / /P GL(N ) ∼ = P(S 2 A).
Finally S/ /P GL(N ) is singular only along ∆ S / /P GL(N ) and the singularities are C 2n−3 /{±1} by Luna's slice theorem [19] (1.2.1). Since D 3 is the exceptional divisor of the blow-up of S/ /P GL(N ) along ∆ S / /P GL(N ), we conclude that D 3 is a P 2n−4 -bundle over P(S 2 A).
Proof of (4) . By Corollary 4.3, Σ s S ∩ Ω S is the exceptional divisor of the blow-up Bl q * PHom
)/ /SO(W ) and Σ s T ∩ Ω T is now the blow-up of the exceptional divisor along the proper transform of q * PHom
Using the isomorphism (4.1), this is the exceptional divisor of
). This is obviously Zariski locally trivial.
Proof of (5). From the above proof of (3) it follows immediately that Σ s S ∩ ∆ S / /SO(W ) is P(S 2 1 A) and D 2 ∩ D 3 is a P 2n−4 bundle over P(S 2 1 A) which is Zariski locally trivial.
Proof of (6) . As in the above proof of (4), we start with (4.5) and use the isomorphism (4.1) to see that D 1 ∩ D 3 is the proper transform of P(S 2 2 B) in the blow-up Bl P(S 2 1 B) P(S 2 B). This is a Zariski locally trivial P 2 × P 2 -bundle over Gr
Proof of (7). This follows immediately from the proof of (4) and (6).
From the above descriptions, it is clear that D i (i = 1, 2, 3) are normal crossing smooth divisors. In this section we prove Lemma 3.4. Recall
It is elementary ( [8] p. 606) to see that
where a (resp. b) is the pull-back of the first Chern class of the tautological line bundle of the first (resp. second) P 2n−3 . The Z 2 -action interchanges a and b and the invariant subspace of H * (I 2n−3 ; Q) is generated by classes of the form a i b j + a j b i . As a vector space H * (I 2n−3 ; Q) is also divides P + (I 2n−3 ; z). Therefore, (3.3) is a direct consequence of (3.2) since P (X [n] ; z) has no odd degree terms by (2.2). We have seen in the proof of Proposition 3.2 (2) in §4 that there is a Z 2 -equivariant embedding
where the Z 2 -action interchanges L 1 and L 2 .
Let λ (resp. η) be the pull-back to D 0 2 of the first Chern class of the tautological line bundle over PExt 1 where E ± (Y ; u, v) = p,q k≥0 (−1) k h p,q (H k c (Y ) ± )u p v q . It is easy to see
is smooth projective, we have
Now as X The equation (3.2) is an immediate consequence of the above equations and (5.6).
