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Abstract
Imitation learning is an approach for generating intelligent behavior when the cost
function is unknown or difficult to specify. Building upon work in inverse reinforcement
learning (IRL), Generative Adversarial Imitation Learning (GAIL) aims to provide effec-
tive imitation even for problems with large or continuous state and action spaces. Driver
modeling is one example of a problem where the state and action spaces are continu-
ous. Human driving behavior is characterized by non-linearity and stochasticity, and the
underlying cost function is unknown. As a result, learning from human driving demon-
strations is a promising approach for generating human-like driving behavior. This article
describes the use of GAIL for learning-based driver modeling. Because driver modeling is
inherently a multi-agent problem, where the interaction between agents needs to be mod-
eled, this paper describes a parameter-sharing extension of GAIL called PS-GAIL to tackle
multi-agent driver modeling. In addition, GAIL is domain agnostic, making it difficult
to encode specific knowledge relevant to driving in the learning process. This paper de-
scribes Reward Augmented Imitation Learning (RAIL), which modifies the reward signal
to provide domain-specific knowledge to the agent. Finally, human demonstrations are
dependent upon latent factors that may not be captured by GAIL. This paper describes
Burn-InfoGAIL, which allows for disentanglement of latent variability in demonstrations.
Imitation learning experiments are performed using NGSIM, a real-world highway driv-
ing dataset. Experiments show that these modifications to GAIL can successfully model
highway driving behavior, accurately replicating human demonstrations and generating re-
alistic, emergent behavior in the traffic flow arising from the interaction between driving
agents.
1. Introduction
Sequential decision making problems are generally formulated using Markov decision pro-
cesses (MDPs). In order to solve an MDP, a cost function must be specified; however, the
cost function may be unknown and difficult to articulate for many problems. In such cir-
cumstances, imitation learning, also known as learning from demonstration, is a promising
approach (Argall, Chernova, Veloso, & Browning, 2009; Schaal, 1999). Imitation learn-
ing uses expert demonstrations to learn a policy that behaves similarly to the expert with
respect to performance on the unknown cost function.
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The supervised learning approach to imitation learning, behavioral cloning (BC), learns
a policy by minimizing a loss function over the set of demonstrations with respect to the
policy (Pomerleau, 1989). Behavioral cloning trains the policy on the distribution of states
encountered by the expert. During testing, however, the policy acts within the environ-
ment for long time horizons, and small errors in the learned policy or stochasticity in the
environment can cause the agent to encounter a different distribution of states from what
it observed during training. This problem, referred to as covariate shift, generally results in
the policy making increasingly large errors from which it cannot recover (Ross & Bagnell,
2010; Ross, Gordon, & Bagnell, 2011). Behavioral cloning can be effective when a large
number of demonstrations are available, but in many environments it is not possible to
obtain sufficient quantities of data.
There are two primary approaches for addressing the covariate shift problem. First, if
an expert and environment are available at training time, we can use Dataset Aggregation
(DAgger) (Ross et al., 2011). In this paper, we do not assume access to an expert. A second
class of methods learn a replacement for the cost function that generalizes to unobserved
states, allowing the policy to learn from interaction with the environment, and thereby
encountering the same distribution of states observed at test time. Inverse reinforcement
learning (Ng & Russell, 2000) and apprenticeship learning (Abbeel & Ng, 2004; Syed &
Schapire, 2008; Ho, Gupta, & Ermon, 2016) are examples of this second approach. In this
paper, we adopt a specific definition for apprenticeship learning following that of Ho et al.
(2016).
The goal in apprenticeship learning is for an agent to perform no worse than the ex-
pert on the true, unknown cost function. Traditional approaches to apprenticeship learning
have three primary disadvantages. First, they often fail at imitating the expert as a con-
sequence of restricting the class of cost functions. Second, the class of cost functions is
often defined as the span of a set of basis functions that must be defined manually (as
opposed to learned from the observations). Third, these methods generally involve running
reinforcement learning repeatedly, and have a large computational cost as a result.
Generative Adversarial Imitation Learning (GAIL) (Ho & Ermon, 2016) is a method
that tries to address these drawbacks. Using ideas from Generative Adversarial Networks
(GANs) (Goodfellow, Pouget-Abadie, Mirza, Xu, Warde-Farley, Ozair, Courville, & Ben-
gio, 2014), GAIL removes the restriction that the cost belong to a highly limited class of
functions, instead allowing it to be learned using expressive function approximators such
as neural networks. Furthermore, using Trust Region Policy Optimization (TRPO) (Schul-
man, Levine, Abbeel, Jordan, & Moritz, 2015), GAIL works with direct policy search as
opposed to finding intermediate value functions (Ng & Russell, 2000; Abbeel & Ng, 2004).
In this paper, we review GAIL, describing its connection to, and advantages over, previ-
ous apprenticeship learning approaches. We then apply GAIL to real-world driving data in
order to learn models of human driving behavior. Autonomous driving systems are typically
evaluated on real-world drive tests, which are expensive, time-consuming, and potentially
dangerous. Furthermore, it is likely infeasible to build a statistically significant case for the
safety of a system solely through real-world testing (Koopman & Wagner, 2016). Validation
through simulation provides a promising alternative to real-world testing, with the ability
to evaluate vehicle performance in large numbers of scenes quickly, safely, and economically.
Simulations must accurately reflect real-world driving to be useful, and therefore require
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realistic models of human drivers to govern the behavior of non-autonomous vehicles that
occupy the roadway. We demonstrate some variations to GAIL that become useful specifi-
cally for the problem of driver modeling: parameter sharing to enable multi-agent imitation,
reward augmentation to provide domain knowledge, and mutual information maximization
to uncover individual driving styles from the data.
This paper is organized as follows. Section 2 provides preliminaries of MDPs and estab-
lishes notation for apprenticeship learning that will be used throughout the paper. Section 3
formally introduces the imitation learning problem. Section 4 discusses apprenticeship learn-
ing in detail. Section 5 describes GAIL and establishes its connections to apprenticeship
learning and GANs. Section 6 provides the driver modeling case study including modeling
the behavior of a single driver using GAIL, modifying to PS-GAIL to deal with multi-agent
driver modeling, and using Burn-InfoGAIL to work with latent variables that can capture
individual driving styles. Section 7 provides concluding remarks.
2. Preliminaries
An infinite horizon, discounted MDP is defined by the tuple (S,A, P, c, ρ0, γ), where S is
the state space, A is the action space, P : S × A × S → R is the transition probability
distribution, c : S ×A → R is the cost function, ρ0 : S → R is the distribution of the initial
state s0, and γ ∈ (0, 1) is the discount factor.
A stochastic policy, pi : S×A → [0, 1], defines the probability of taking each action from
each state. The set Π contains all stationary stochastic policies that take actions in A given
states in S. We use piE to refer to the expert policy. In practice, piE will only be provided
as a set of trajectory samples obtained by executing piE in the environment.
The expectation with respect to a policy pi ∈ Π is used to denote an expectation with
respect to the trajectory it generates: Epi[c(s, a)] = E
[∑∞
t=0 γ
tc(st, at)
]
where s0 ∼ p0,
at ∼ pi(· | st), and st+1 ∼ P (· | st, at) for t ≥ 0. The γ-discounted causal entropy of the
policy pi is H(pi) = Epi[− log pi(a | s)].
The state-occupancy distribution:
ρpi(s) = (1− γ)
∞∑
t=0
γtp(st = s | pi), (1)
gives the average discounted probability of the agent being in state s. The state-action
occupancy distribution of a policy pi is then defined as ρpi(s, a) = pi(a | s)ρpi(s). This can be
interpreted as the distribution of state and actions that an agent encounters when following
policy pi starting from state s0 ∼ ρ0. The state-action occupancy distribution allows us to
write the expected trajectory cost of a policy as
Epi[c(s, a)] = E
[∑
s,a
ρpi(s, a)c(s, a)
]
, (2)
for any cost function c.
3. Imitation Learning
The goal of imitation learning (IL) is to learn a policy pi that imitates an expert policy piE
given demonstrations from that expert (Schaal, 1999; Ross et al., 2011). A demonstration
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is defined as a sequence of state-action pairs that result from a policy interacting with the
environment: τ = {s1, a1, s2, a2, . . .}.
Behavioral cloning learns a policy by minimizing some loss function ` over the set of
demonstrations with respect to the policy (Ross et al., 2011):
pisup = argmin
pi
Es∼ρpiE [`(pi, s)], (3)
where ` is typically the cross-entropy loss when using discrete actions and the negative log
likelihood of a multivariate Gaussian distribution when using continuous actions.
During training, behavioral cloning samples states from the state-occupancy distribution
of the expert, ρpiE . However, when interacting with the environment, the policy samples
states from the state-occupancy distribution of the learned policy, ρpisup . This change in
distribution between training and test time is referred to as covariate shift (Shimodaira,
2000), and results in the agent making increasingly large errors from which it cannot recover.
Allowing the agent to interact with the environment at training time addresses the
underlying cause of covariate shift, but this interaction requires an explicit or implicit
reward function since the agent may encounter states not contained in the training data.
There are various approaches to addressing this problem, which we detail next.
4. Apprenticeship Learning
The goal of apprenticeship learning (Abbeel & Ng, 2004) is to find a policy that performs
no worse than the expert under the true cost function:
Epi[ctrue(s, a)] ≤ EpiE [ctrue(s, a)]. (4)
The problem is that the true cost function ctrue is unknown. Hence, the desired goal is
recast as:
Epi[c(s, a)] ≤ EpiE [c(s, a)], ∀c ∈ C (5)
where C is a restricted class of cost functions. Under the assumption that ctrue ∈ C, if the
goal in eq. (5) is met, the policy also satisfies the goal established in eq. (4).
If we can satisfy eq. (5) for the worst possible cost function, i.e., find a policy that
performs no worse than the expert on the worst possible cost function in C, we can guarantee
that it will perform no worse than the expert on the (unknown) true cost function. Thus,
for a given policy pi that is yet to be determined, we are interested in finding the worst
possible cost function. This is made possible by posing the following optimization problem:
cworst(s, a) = max
c∈C
Epi[c(s, a)]− EpiE [c(s, a)]. (6)
Once the worst-case cost function cworst is known, finding a policy can be posed as the
following optimization problem:
pi = arg min
pi∈Π
Epi[cworst(s, a)]. (7)
The policy found from eq. (7) is guaranteed to perform no worse than the expert with
respect to the worst-case cost function, and hence guaranteed to perform no worse than the
expert on the true cost function ctrue if ctrue ∈ C.
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We can add the expert incurred cost into the objective function without changing the
resulting optimum, as follows:
pi = arg min
pi∈Π
Epi[cworst(s, a)]− EpiE [cworst(s, a)]. (8)
Since the worst-case cost function is found by solving a maximization problem in eq.
(6), the overall objective function can be rewritten as:
pi = arg min
pi∈Π
max
c∈C
Epi[c(s, a)]− EpiE [c(s, a)]. (9)
Equation (9) establishes a general framework for defining apprenticeship learning algo-
rithms. To use this framework, we must provide: a cost function class C, and an optimization
algorithm.
The unknown, true cost function is typically assumed to be a linear combination of
known functions that are called basis cost functions. Classic apprenticeship learning algo-
rithms (Abbeel & Ng, 2004; Syed & Schapire, 2008) restrict C to convex sets given by linear
combinations of basis cost functions. However, when the true cost function does not lie
within the cost function classes, we lose the guarantee that the learning agent will perform
no worse than the expert.
5. Generative Adversarial Imitation Learning
Generative Adversarial Imitation Learning is derived from an alternative approach to imita-
tion learning called Maximum Causal Entropy IRL (MaxEntIRL) (Bloem & Bambos, 2014;
Ziebart, Maas, Bagnell, & Dey, 2008). While apprenticeship learning attempts to find a
policy that performs at least as well as the expert across cost functions, MaxEntIRL seeks
a cost function for which the expert is uniquely optimal. This latter objective turns out to
be equivalent, under certain assumptions, to finding a policy with an occupancy distribu-
tion matching that of the expert. This section describes the derivation of this connection,
the resulting imitation learning algorithm, and its connection with Generative Adversarial
Networks.
5.1 Derivation of GAIL
GAIL is derived from a cost-regularized MaxEntIRL objective (Ziebart, Bagnell, & Dey,
2010):
IRLψ(piE) = arg max
c∈C
−ψ(c) +
(
min
pi∈Π
−H(pi) + Epi[c(s, a)]
)
− EpiE [c(s, a)]. (10)
where H(pi) ≡ Epi[− log pi(a | s)] is the discounted causal entropy of the policy taken with
respect to the state-action distribution of the policy, and ψ : C → R∗ is a function assigning
a value in the extended reals to each cost function c. The regularization function, ψ, plays
an important role in the derivation of GAIL and in its connection with the apprenticeship
learning methods of section 4. Specifically, Ho and Ermon (2016) characterize the result of
running reinforcement learning on a cost output from MaxEntIRL:
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RL ◦ IRLψ(piE) = arg min
pi∈Π
−H(pi) + ψ∗(ρpi − ρpiE ). (11)
Here, ψ∗(ρpi − ρpiE ) ≡ supc∈C(ρpi − ρpiE )T c− ψ(c) denotes the convex conjugate of ψ, which
attempts to find a cost function that places high cost on state-action pairs more frequently
visited by pi than by piE . As a result, minimizing with respect to pi attempts to match the
occupancy distributions of the two policies.
Ho and Ermon (2016) show that different cost function regularizers result in different
imitation learning algorithms. For example, they show (under assumptions) that when ψ is
constant across cost functions, this results in exact occupancy distribution matching. This
is accomplished by showing that MaxEntIRL is dual to the following optimization problem:
min
ρ∈D
−H¯(ρ) subject to ρ(s, a) = ρE(s, a), ∀s ∈ S, a ∈ A (12)
where H¯ denotes the entropy of the occupancy distribution. Solving this optimization prob-
lem is intractable for large or continuous MDPs because it involves satisfying a constraint
for each point in S ×A, many of which will require ρpi to be zero due to the limited size of
the dataset of expert demonstrations.
An alternative setting of the cost function regularizer results in the apprenticeship learn-
ing algorithms from section 4. Let ψ(c) = δC(c) where δC(c) = 0 if c ∈ C and ∞ otherwise,
for a restricted class of cost functions C. This results in eq. (11) reducing to (entropy-
regularized) apprenticeship learning as follows:
piapprenticeship = arg min
pi∈Π
−H(pi) + ψ∗(ρpi − ρpiE )
= arg min
pi∈Π
−H(pi) + δ∗C(ρpi − ρpiE )
= arg min
pi∈Π
−H(pi) + max
c∈C
−δC(c) +
∑
s,a
c(s, a)
(
ρpi(s, a)− ρpiE (s, a)
)
= arg min
pi∈Π
−H(pi) + max
c∈C
Epi[c(s, a)]− EpiE [c(s, a)]
(13)
This regularizer restricts the cost function to C, which is traditionally taken to be a
small subspace spanned by finitely many basis cost functions. From eq. (11) we see that the
information contained in the expert policy (or demonstrations sampled using that policy)
must be encoded in the cost function. When the “true” cost function is not in this space,
information about the expert policy can be lost, which partially explains why traditional
apprenticeship learning algorithms can fail to imitate the expert well.
Given that the desire is for an imitation learning algorithm that can: 1) scale to large
state action spaces to work for practical problems, and 2) can allow for imitation without
restricting cost functions to lie in a small subspace of finitely many linear basis cost func-
tions, GAIL proposes a new cost function regularizer ψGA. This regularizer allows scaling
to large state action spaces and removes the requirement to specify basis cost functions.
While existing apprenticeship learning formalisms used the cost function as the descriptor
of desirable behavior, GAIL relies instead on the divergence between the demonstration
occupancy distribution and the learning agent’s occupancy distribution. The subsequent
discussion will derive the form of ψGA and establish its connection to GANs.
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5.2 Connection to Generative Adversarial Networks
The cost function regularizer ψGA is derived using ideas from binary classification of state-
action pairs (s, a) that have been drawn from the expert occupancy distribution ρpiE or
from the learning agent’s occupancy distribution ρpi. Assuming a loss function φ to score
training examples in this binary classification task, two associated functions gφ(x) and ψφ(c)
are constructed as follows (proposition A.1 of Ho and Ermon (2016)):
gφ(x) =
{
−x+ φ(−φ−1(−x)) if x ∈ T
∞ otherwise
ψφ(c) =
{∑
s,a ρpiE (s, a)gφ(c(s, a)) if c(s, a) ∈ T for all s, a
∞ otherwise
(14)
The minimum expected risk here in the context of binary classification of state-action
pairs drawn from the occupancy distributions ρpi and ρpiE is
Rφ(pi, piE) =
∑
s,a
min
γ∈R
ρpi(s, a)φ(γ) + ρpiE (s, a)φ(−γ). (15)
Proposition A.1 of Ho and Ermon (2016) shows that this minimum expected risk is
connected to the convex conjugate of the cost function regularizer as
ψ∗φ(ρpi − ρpiE ) = −Rφ(ρpi, ρpiE ). (16)
For the connection to GANs, the logistic loss function φ(x) = log(1 + e−x) is chosen.
Plugging in this loss function into the constructed functions gφ and ψφ gives the following
forms (corollary A.1.1 in Ho and Ermon (2016)):
gφ(x) =
{
−x− log(1− ex) if x < 0
∞ otherwise
ψGA(c) =
{
EpiE
[
g(c(s, a))
]
if c(s, a) < 0
∞ otherwise
(17)
Now, we have seen that there is a connection between the cost function regularizer and
the minimum expected risk via the convex conjugate. In this case, using the logistic loss,
the connection is (as shown by corollary A.1.1 from (Ho & Ermon, 2016)):
ψ∗GA(ρpi − ρpiE ) = −Rφ(ρpi, ρpiE )
= max
D
∑
s,a
ρpi(s, a) log(D(s, a)) + ρpiE (s, a) log(1−D(s, a)). (18)
If we use the result from eq. (18) to substitute the expression for the convex conjugate
of the cost regularizer into our central optimization objective eq. (11), we obtain the GAIL
objective function:
min
pi
max
D
∑
s,a
ρpi(s, a) log(D(s, a)) + ρpiE (s, a) log(1−D(s, a)). (19)
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This optimization objective established in eq. (19) provides a connection to GANs
(Goodfellow et al., 2014). In GANs, the goal is to model the distribution pdata(x). The
generative modeling objective is formulated as
min
G
max
D
Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))]. (20)
Here, G is the generator that maps input noise variables z to the data space as G(z) and
D is the discriminator which outputs a single scalar D(x) that represents the probability
that x came from the data rather than pg, a binary classification task. This objective is
solved using simultaneous gradient descent wherein the parameters of G and D are updated.
This is accomplished by sampling two sets of data, one from the training samples and the
other from the noise prior.
Unlike GANs, GAIL considers the environment as a black box, and thus the objective
is not differentiable with respect to the parameters of the policy. Therefore, simultaneous
gradient descent is not suitable for solving the GAIL optimization objective. Instead, op-
timization over the GAIL objective is performed by alternating between a gradient step to
increase eq. (19) with respect to the discriminator parameters D, and a Trust Region Policy
Optimization (TRPO) step (Schulman et al., 2015) to decrease eq. (19) with respect to the
parameters θ of the policy piθ.
GAIL can also be derived more directly from a f -divergence minimization perspective
(Ghasemipour, Zemel, & Gu, 2019), which is less general than cost-regularized MaxEn-
tIRL. The f -divergence framework does not allow for minimizing certain distances between
occupancy distributions, for example the Wasserstein distance, which has been shown to
result in more reliable training of GANs (Arjovsky, Chintala, & Bottou, 2017). However,
the Wasserstein distance can be used within the cost-regularized MaxEntIRL framework
(Xiao, Herman, Wagner, Ziesche, Etesami, & Linh, 2019), and we use this version of GAIL
in the multi-agent setting.
5.3 Information Maximizing GAIL
Demonstration trajectories are typically collected from human experts. However, these tra-
jectories can show significant variability due to internal latent factors of variation among
different individuals. For example, aggressive drivers will demonstrate significantly differ-
ent driving trajectories as compared to passive drivers, even for the same road geometry
and traffic scenario. To uncover these latent factors of variation, and learn policies that
produce trajectories corresponding to these latent factors, Information Maximizing GAIL
(InfoGAIL) was proposed (Li, Song, & Ermon, 2017).
InfoGAIL assumes that the expert policy is a mixture of experts piE = {pi0E , pi1E , ...}, and
defines the generative process of the expert trajectory τE as s0 ∼ ρ0, z ∼ p(z), pi ∼ p(pi |
z), at ∼ pi(at | st), st+1 ∼ P (st+1 | at, st), where z is a discrete latent variable that selects a
specific policy pi from the mixture of expert policies p(pi | z) (which is unknown and needs
to be learned), and p(z) is the known prior distribution of z.
In the GAIL formulation, there is no incentive given to separating and disentangling
variations observed in the data. The latent variable z is introduced for this purpose. To
ensure that the learned policy utilizes z as much as possible, InfoGAIL tries to enforce high
mutual information between the latent variable z and the state-action pairs in the generated
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trajectory given by
I(z; τ) = H(z)−H(z | τ). (21)
Intuitively, the mutual information captures the amount of information obtained from
knowledge of the trajectory τ about the latent variable z.
However, capturing the mutual information in eq. (21) relies on knowledge of the proba-
bility distribution P (z | τ), which is difficult to access. Therefore, a variational lower bound
LI(pi,Q), of the mutual information I(z; τ) is introduced (Chen, Duan, Houthooft, Schul-
man, Sutskever, & Abbeel, 2016), where Q(z | τ) is an approximation of the true posterior
P (z | τ). This lower bound is given by
LI(pi,Q) = Ez∼p(z),a∼pi(·|s,z)[logQ(z | τ)] +H(z)
≤ I(z; τ). (22)
Now, the GAIL policy learning objective function under this mutual information regu-
larization is modified to
min
pi,Q
max
D
Epi[logD(s, a)] + EpiE [log(1−D(s, a))]− λLI(pi,Q), (23)
where λ is the hyperparameter for the information maximization regularization term. In
eq. (23), the latent code capturing the variability in demonstration is introduced viaQ(z | τ),
the approximation to the posterior distribution P (z | τ).
However, if the policy is initialized from a state sampled at the end of a demonstrator’s
trajectory (as is the case when initializing the ego vehicle from a human playback), the
driving policy’s actions should be consistent with the driver’s past behavior. InfoGAIL
relies on sampling a random latent code at the beginning of a trial, which cannot ensure
the requirement of consistency with the true driving style. This shortcoming limits the
applicability of InfoGAIL to modeling real driving situations, where ego vehicles are sampled
from playbacks of recorded human data.
To address this issue of inconsistency with real driving behavior, Burn-InfoGAIL (Kue-
fler & Kochenderfer, 2018) was introduced, where a policy must take over where an expert
demonstration trajectory ends. This is referred to as a burn-in demonstration, upon which a
learned inference model must be conditioned to draw latent codes that characterize driving
style.
5.4 Extension to Multiple Agents
For safety validation in simulation, it is crucial to simulate the behavior of not just a
single vehicle, but entire traffic scenes to be able to recreate driving behavior arising out of
interaction between agents. This motivated the development of Parameter-Sharing GAIL
(PS-GAIL) (Bhattacharyya, Phillips, Wulfe, Morton, Kuefler, & Kochenderfer, 2018), which
enables scaling of the imitation learning approach to multiple agents.
In line with recent work in multi-agent imitation learning (Song, Ren, Sadigh, & Ermon,
2018; Yu, Song, & Ermon, 2019; Gruver, Song, Kochenderfer, & Ermon, 2020), we formulate
multi-agent driving as a Markov game (Littman, 1994) consisting of M agents and an
unknown reward function. We make three simplifying assumptions:
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1. Homogeneous agents: agents have the same observation and action spaces:
Oi = Oj and Ai = Aj ∀ agents i, j.
2. Independent rewards: the reward function is not shared; it depends only on the action
of each agent and the state, and not on the actions of other agents or the next state.
In particular, agents are not cooperative:
Ri(s, a1, . . . , ai, . . . , ak) = Ri(s, ai).
3. Identical reward function: the reward function is the same for all agents:
Ri = Rj ∀ agents i, j.
These assumptions are idealizations and do not hold for real-world driving scenes. For
example, different vehicles may permit different accelerations, a driver may only want to
change lanes if other drivers are not doing so, and individuals may value different driving
qualities such as smoothness or proximity to other vehicles differently. Nevertheless, these
assumptions often do apply approximately, and, as we later show, allow for learning of
realistic driving policies.
A naive approach to learning human driver policies would be to train a policy in an envi-
ronment where it controls a single vehicle on the roadway and all remaining vehicles follow
a predetermined trajectory. Unfortunately, this approach is often incapable of producing
policies that can reliably control many vehicles on the same roadway. By introducing such a
controller to other vehicles after training, we reintroduce covariate shift. As a result, small
errors in the behavior of a single vehicle can destabilize neighboring vehicles, ultimately
leading to the failure of many agents in the scene.
Gupta, Egorov, and Kochenderfer (2017) introduced an algorithm called Parameter
Sharing Trust Region Policy Optimization (PS-TRPO), which is a policy gradient approach
that combines parameter sharing and TRPO. PS-TRPO was shown to produce decentral-
ized parameter-sharing neural network policies that exhibit emergent cooperative behavior
without explicit communication between agents. PS-TRPO is highly sample-efficient be-
cause it reduces the number of parameters by a factor of M , and shares experience across
all agents. Notably, PS-TRPO still allows agents to exhibit different behavior because each
agent receives unique observations.
For a policy piθ with parameters θ, PS-TRPO performs an update to the policy param-
eters by approximately solving the constrained optimization problem:
maximize
θ
Eo,a∼piθk
[
piθ(a | o)
piθk(a | o)
Aθk(o, a)
]
subject to Eo [DKL(piθk(· | o)‖piθ(· | o))] ≤ ∆KL,
(24)
where piθk is a rollout-sampling policy, and Aθk(o, a) is an advantage function quantifying
how much the value of an action a taken in response to an observation o differs from
the baseline value estimated for o. DKL is the KL-divergence between the two policy
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distributions, and ∆KL is a step size parameter that controls the maximum change in
policy per optimization step.
Our proposed approach, PS-GAIL, combines GAIL with PS-TRPO to generate policies
capable of controlling multiple vehicles, enabling more stable simulation of entire road
scenes. The approach is described in algorithm 1. We begin by initializing the shared
policy parameters and select a step size parameter. At each iteration, the shared policy
is used by each agent to generate trajectories. Rewards are then assigned to each state-
action pair in these trajectories by the critic. Subsequently, observed trajectories are used
to perform a TRPO (Schulman et al., 2015) update for the policy, and an Adam (Kingma &
Ba, 2014) update for the critic. PS-GAIL can be viewed as a special case of the algorithms
presented by Song et al. (Song et al., 2018) since all agents share the same policy and receive
rewards from the same critic.
Algorithm 1 PS-GAIL
Input: Expert trajectories τE ∼ piE , Shared policy parameters Θ0, Discriminator pa-
rameters ψ0, Trust region size ∆KL, Curriculum distribution C
for k ← 0, 1, . . .
Sample number of agents from curriculum m ∼ C(k)
Rollout trajectories for all m agents ~τ ∼ piθk
Score ~τ with critic, generating reward r˜(st, at;ψk)
Batch trajectories obtained from all m agents
Take a TRPO step to find piθk+1 maximizing eq. (24)
Update the critic parameters ψ by maximizing eq. (19)
6. Case study: Learning Driver Models from Demonstrations
This section demonstrates the GAIL methodology in the driving domain. Reliable models
of human driving behavior are important for building simulation platforms for validating
the safety of autonomous driving algorithms (Koopman & Wagner, 2016). Driver modeling
falls within the paradigm of learning from demonstrations. There is no reason to assume
that the cost function of the human drivers lies within a small function class. Instead,
the cost function could be quite complex, which makes GAIL a suitable choice for driver
modeling.
We frame highway driving as a sequential decision-making task in which the driver
obeys a stochastic policy pi(a | s), mapping observed road conditions s to a distribution
over driving actions a. The state space represents the driving scene, the actions are driving
actions, and the transition model is governed by the vehicle dynamics and the actions taken
by surrounding vehicles. However, the cost function of the MDP is unspecified because
it is often difficult for humans to articulate, let alone mathematically formulate, the cost
function that they are following while driving. Given a class of policies piθ parameterized
by θ, we seek to find the policy that best recreates human driving behavior. The goal is to
infer this policy from a dataset consisting of a sequence of state-action tuples (st, at).
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6.1 Dataset
We use the public Next-Generation Simulation (NGSIM) dataset for US Highway 101 (Col-
yar & Halkias, 2007). NGSIM provides 45 minutes of driving at 10 Hz. The US Highway
101 dataset covers an area in Los Angeles approximately 640 m in length with five mainline
lanes and a sixth auxiliary lane for highway entrance and exit.
Traffic density in the dataset transitions from uncongested to full congestion and ex-
hibits a high degree of vehicle interaction as vehicles merge on and off the highway and must
navigate in congested flow. The diversity of driving conditions and the forced interaction
of traffic participants makes these sources particularly useful for behavioral studies. The
trajectories were smoothed using an extended Kalman filter on a bicycle model and pro-
jected to lanes using centerlines extracted from the NGSIM roadway geometry files. Cars,
trucks, buses, and motorcycles are in the dataset, but only car trajectories were used for
model training.
6.2 Simulator
In order to learn the policy in an environment with human drivers, we use a simulator that
allows for playing back real trajectories and simulating the movement of controlled vehicles
given actions selected by a policy. The process proceeds as follows:
1. The initial scene is sampled from a dataset of real driver trajectories. This state
includes the position, orientation, and velocity of all vehicles in the scene.
2. A subset of the vehicles in the scene are randomly selected to be controlled by the
policy. For single-agent training only one vehicle is selected, whereas for multi-agent
training M vehicles are controlled by the policy.
3. For each vehicle, a set of features are extracted and passed to the policy as the
observation. Table 1 describes the features provided to the policy. These features
represent the scene information, and thus act as observations of the state of the
driving MDP.
4. At every timestep, the policy outputs longitudinal acceleration and turn-rate values
as the vehicle action in response to the observed features. These values are used to
propagate the vehicle forward in time according to the vehicle dynamics.
5. The simulation is carried out, and associated metrics of both imitation performance
and driving performance are extracted.
6.3 Policy Representation
Our learned policy must be able to simulate human driving behavior, which involves:
• Non-linearity in the desired mapping from states to actions (e.g., large corrections in
steering to avoid collisions caused by small changes in the current state).
• High-dimensionality of the state representation, which must describe properties of the
ego-vehicle, in addition to surrounding cars and road conditions.
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Table 1: Observation features
Feature Description
Ego Vehicle Lane-relative velocity, heading, offset.
Vehicle length and width.
Longitudinal and lateral acceleration.
local and global turn and angular rate.
Lane curvature, distance to left and
right lane makers and road edges.
Leading Vehicle Relative distance, velocity, and
absolute acceleration of vehicle
of fore vehicle, if it exists.
LIDAR Range 20 artificial LIDAR beams
and Range Rate output in regular polar intervals,
providing the relative position
and velocity of intercepted objects.
Temporal Timegap and time-to-collision.
Indicators Collision occurring, ego vehicle
out-of-lane, and negative velocity.
• Stochasticity because humans may take different actions each time they encounter a
given traffic scene.
To address the first and second points, we represent all learned policies piθ using neu-
ral networks. Neural networks have gained widespread popularity due to their ability to
learn robust hierarchical features from complicated inputs (Lee, Grosse, Ranganath, & Ng,
2009; Krizhevsky, Sutskever, & Hinton, 2012), and have been used in automotive behav-
ioral modeling for action prediction in car-following contexts (Hongfei, Zhicai, & Anning,
2003; Panwai & Dia, 2007; Khodayari, Ghaffari, Kazemi, & Braunstingl, 2012; Lefe`vre,
Sun, Bajcsy, & Laugier, 2014; Morton, Wheeler, & Kochenderfer, 2016), lateral position
prediction (Liu, Lathrop, & Butakov, 2014), and maneuver classification (Boyraz, Acar, &
Kerr, 2007).
To address the third point, we interpret the network’s real-valued outputs given input st
as the mean µt and logarithm of the diagonal covariance log νt of a Gaussian distribution.
This enables stochasticity in the driving action provided by the neural network policy in
response to a particular driving scene. Actions are chosen by sampling at ∼ piθ(at | st).
We evaluate both feedforward and recurrent network architectures. Feedforward neu-
ral networks directly map inputs to outputs. The most common architecture, multilayer
perceptrons (MLPs), consist of alternating layers of tunable weights and element-wise non-
linearities. However, the feedforward MLP is limited in its ability to adequately address
partially observable environments. In real world driving, sensor error and occlusions may
prevent the driver from seeing all relevant parts of the driving state. By maintaining suffi-
cient statistics of past observations in memory, recurrent policies (Wierstra, Fo¨rster, Peters,
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& Schmidhuber, 2010) disambiguate perceptually similar states by acting with respect to
histories of, rather than individual, observations. In this work, we represent recurrent
policies using Gated Recurrent Unit (GRU) networks (Cho, van Merrie¨nboer, Gulcehre,
Bahdanau, Bougares, Schwenk, & Bengio, 2014) due to their comparable performance with
fewer parameters than other architectures.
We use similar architectures for the feedforward and recurrent policies. The recurrent
policies consist of five feedforward layers that decrease in size from 256 to 32 neurons, with
an additional GRU layer consisting of 32 neurons. Exponential linear units (ELU) were used
throughout the network, which have been shown to combat the vanishing gradient problem
while supporting a zero-centered distribution of activation vectors. The MLP policies have
the same architecture, except the GRU layer is replaced with an additional feedforward
layer. For each network architecture, one policy is trained through BC and one policy is
trained through GAIL. In all, we trained four neural network policies: GAIL GRU, GAIL
MLP, BC GRU, and BC MLP.
Figure 1: The imitation learning pipeline: the demonstration data from the NGSIM dataset
(left panel) is fed into our imitation learning module (middle panel) to create driv-
ing policies that can be used for validation of autonomous vehicles in simulation
(right panel).
6.4 Metrics
Figure 1 shows the imitation learning pipeline starting from driving demonstration data
to driving policies. We assess the imitation performance of our driving policies via different
metrics. First, to measure imitation of local vehicle behaviors, we use a set of Root Mean
Square Error (RMSE) metrics that quantify the distance between the real trajectories in
the dataset and the trajectories generated by our learned driving policies. We calculate the
RMSE between the original human driven vehicle and its replacement policy driven vehicle
in terms of the position, speed, and lane offset.
Second, to assess the undesirable traffic phenomena that arise out of vehicular inter-
actions as compared to local, single vehicle imitation, we extract metrics that quantify
collisions, hard-braking, and offroad driving. We also extract these metrics of undesir-
14
able traffic phenomena for the NGSIM driving data and compare them against the metrics
obtained from rollouts generated by our driving policies.
6.5 Single Agent Imitation
First, we report results obtained from experiments conducted on learning driving from
a single agent (Kuefler, Morton, Wheeler, & Kochenderfer, 2017). Here, one vehicle is
randomly sampled from the NGSIM demonstration data and its trajectory is used to train
the critic. The effectiveness of the resulting driving policy trained using GAIL in imitating
human driving behavior is assessed by validation in rollouts conducted on the simulator
described in section 6.2. The resulting driving behavior was compared against various
driver modeling baselines using the metrics discussed in section 6.4.
The first baseline is a static Gaussian (SG) model, which is an unchanging Gaussian dis-
tribution pi(a | s) = N (a | µ,Σ) fit using maximum likelihood estimation on the demonstra-
tion data. The second baseline model is a Behavioral Cloning (BC) approach using mixture
regression (MR) (Lefe`vre et al., 2014). The model has been used for model-predictive con-
trol and has been shown to work well in simulation and in real-world drive tests. Our MR
model is a Gaussian mixture over the joint space of the actions and features, trained using
Expectation Maximization. The stochastic policy is formed from the weighted combination
of the Gaussian components conditioned on the features. Greedy feature selection is used
during training to select a subset of predictors up to a maximum feature count threshold
while minimizing the Bayesian information criterion (Schwarz, 1978).
The final baseline model uses a rule-based controller to govern the lateral and longitu-
dinal motion of the ego vehicle. The longitudinal motion is controlled by the Intelligent
Driver Model (Treiber, Hennecke, & Helbing, 2000). The inputs to the model are the ve-
hicle’s current speed v(t) at time t, relative speed r(t) with respect to the leading vehicle,
and distance headway d(t). The model then outputs an acceleration according to
aIDM = amax
(
1−
(
v(t)
vdes
)4
−
(
ddes
d(t)
)2)
, (25)
where the desired distance is
ddes = dmin + τ.v(t)− v(t) · r(t)
2
√
amax · bpref
. (26)
The model has several parameters that determine the acceleration output based on the
scene information. Here, vdes refers to the free speed velocity, dmin refers to the minimum
allowable separation between the ego and leader vehicle, τ refers to the minimum time
separation allowable between ego and leader vehicle, amax and bpref refer to the limits on
the acceleration and deceleration, respectively.
For the lateral motion, MOBIL (Kesting, Treiber, & Helbing, 2007) is used to select
the desired lane, with a proportional controller used to track the lane centerline. A small
amount of noise is added to both the lateral and longitudinal accelerations to make the
controller nondeterministic.
To extract the metrics of driving performance, the ego vehicle is driven using a bicycle
model with acceleration and turn rate sampled from the policy network. Figure 2 shows
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the discrepancy between rollouts and the ground truth demonstration through root mean
square error metrics. The RMSE results show that the BC models have competitive short-
Figure 2: The root mean square error in position, velocity and lane offset for each candidate
model versus prediction horizon. Policies trained using GAIL outperform the
other methods.
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horizon performance, but accumulate error over longer time horizons. GAIL produces more
stable trajectories and its short term predictions perform well.
Figure 3: Metrics of undesirable traffic phenomena such as collisions, off the road driving,
and hard decelerations. The GAIL based driving policies perform better than
BC.
Figure 3 shows the undesirable driving metrics obtained from simulation. The GAIL
policies outperform the BC policies. Compared to BC, the GAIL GRU policy has the closest
match to the data everywhere except for hard brakes, as it rarely takes extreme actions.
Mixture regression largely performs better than SG and is on par with the BC policies,
but is still susceptible to cascading errors. Offroad duration is perhaps the most striking
statistic; only GAIL (and of course IDM + MOBIL) stay on the road for extended stretches.
SG never brakes hard as it only drives straight, causing many collisions as a consequence. It
is interesting that the collision rate for IDM + MOBIL is roughly the same as the collision
rate for GAIL GRU, despite the fact that IDM + MOBIL should not collide. The inability
of other vehicles within the simulation environment to fully react to the ego-vehicle may
explain this phenomenon.
The results demonstrate that GAIL-based models capture many desirable properties
of both rule-based and machine learning methods, while avoiding common pitfalls. With
the exception of the rule-based controller, GAIL policies achieve the lowest collision and
off-road driving rates, considerably outperforming baseline and similarly structured BC
models. Furthermore, extending GAIL to recurrent policies leads to improved performance.
This result is an interesting contrast with the BC policies, where the addition of recurrence
tends not to yield better results. Thus, we find that recurrence by itself is insufficient for
addressing the detrimental effects that cascading errors can have on BC policies.
6.6 Multi Agent Imitation
In this subsection, we describe experiments and results conducted for multiple learning
agents using the parameter sharing approach (PS-GAIL) described in Section 5.4.
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In the multi-agent setting, multiple vehicles are sampled from the demonstration NGSIM
data, and a policy with shared parameters is learned by batching together the observations
and actions from all the vehicles. Importantly, the dynamics of the environment change
along with the agent policies. Our training procedure must therefore account for non-
stationary environment dynamics.
We mitigate this problem by introducing a curriculum that scales the difficulty of the
multi-agent learning problem during training. Gupta et al. (2017) define a multi-agent cur-
riculum, C, as a multinomial distribution over the number of agents controlled by the policy
each episode. The curriculum gradually shifts probability mass to larger numbers of agents.
In practice, we use a simplified curriculum that increments the number of controlled agents
by a fixed number every K iterations during training, in which case C(k) is a deterministic
function of the iteration k.
We use recurrent neural network (RNN) policies, in all cases consisting of 64 Gated
Recurrent Units (GRUs). The observation is passed directly into the RNN without any
initial reduction in dimensionality. We use recurrent policies in order to address the partial
observability of the state caused by occluded vehicles. In the multi-agent setting, a sin-
gle shared policy selects actions for all vehicles, following the parameter sharing approach
previously described. Policy optimization is performed using an implementation of TRPO
from rllab (Duan, Chen, Houthooft, Schulman, & Abbeel, 2016) with a step size of 0.1.
We use two training phases for all of the models. The first phase consists of 1000
iterations with a low discount of 0.95 and a small batch size of 10 000 observation-action
pairs. The second phase fine-tunes the models, running for 200 iterations with a higher
discount of 0.99 and larger batch size of 40 000. For the multi-agent model, we add 10
agents to the environment every 200 iterations of the first training phase. We use 100
agents in the fine-tune phase for the multi-agent GAIL models.
The critic acts as the surrogate reward function in the environment. The observation-
action pairs for each vehicle at each timestep are passed to the critic, which outputs a
scalar value that is then used as the reward for that vehicle. The critic is implemented as
a feed-forward neural network consisting of (128,128,64) ReLU units. We implemented the
critic as a Wasserstein GAN with a gradient penalty (WGAN-GP) of 2 (Gulrajani, Ahmed,
Arjovsky, Dumoulin, & Courville, 2017). Similar to Li et al. (2017), we used a replay
memory for the critic in order to stabilize training, which contains samples from the three
most recent epochs. For each training epoch of the policy, the critic is trained for 40 epochs
using the Adam optimizer (Kingma & Ba, 2014) with a learning rate of 0.0004, dropout
probability of 0.2, and batch size of 2000. Half of each batch consists of NGSIM data,
with the remaining half comprised of data from policy rollouts. Finally, the reward values
output from the critic are adaptively normalized to have zero mean and unit variance prior
to being passed to TRPO.
The difficulty of the multi-agent task scales with the number of agents controlled in
the environment. Figure 4 shows the performance of the two models as a function of the
number of agents driven by our learned driving policy. The indicated number of agents are
randomly sampled and replaced in the environment with the policy, while the remaining
agents are left as originally recorded in NGSIM. Here, the single-agent policy refers to the
policy trained using data obtained from one vehicle, and then deployed on multiple vehicles
during validation. The results indicate that while the single-agent policy deteriorates rapidly
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Figure 4: Average RMSE position value across all timesteps of an episode as a function of
the number of controlled agents. As the policy controls more vehicles, single-agent
GAIL performance deteriorates rapidly, while PS-GAIL performance decays more
slowly.
with increasing number of agents, the multi-agent policy declines in performance much more
gradually.
6.6.1 Reward Augmentation
Both single-agent GAIL and PS-GAIL are methodologies that are domain agnostic. How-
ever, for the specific task of driver modeling, providing the learning agent with domain
knowledge proves useful. Reward Augmented Imitation Learning (RAIL) provides exter-
nal penalties during training (Bhattacharyya, Phillips, Liu, Gupta, Driggs-Campbell, &
Kochenderfer, 2019) that specifically encapsulate rules of the road. These include penalties
for going off the road, braking hard, and colliding with other vehicles. All of these are
undesirable driving behaviors and therefore should be discouraged in the learning agent.
These penalties help to improve the state space exploration of the learning agent by dis-
couraging bad states such as those that could potentially lead to collisions. In RAIL, part of
the reinforcement learning cost signal comes from the critic based on imitating the expert,
and another cost signal comes from the externally provided penalties specifying the prior
knowledge of the expert (Li et al., 2017).
We explore a binary penalty and a smoothed penalty as the two forms of reward augmen-
tation provided to the imitation learning agent. The first method of reward augmentation
that we employ is to penalize states in a binary manner, where the penalty is applied when
a particular event is triggered. To calculate the augmented reward, we take the maximum of
the individual penalty values. For example, if a vehicle is driving off the road and colliding
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with another vehicle, we only penalize the collision. This will also be important when we
discuss smoothed penalties.
We explore penalizing three different behaviors. First, we give a large penalty R to each
vehicle involved in a collision. Next, we impose the same large penalty R for a vehicle that
drives off the road. Finally, performing a hard brake (acceleration of less than −3 m/s2) is
penalized by only R/2. The penalty formula is shown in eq. (27). We denote the smallest
distance from the ego vehicle to any other vehicle on the road as dc (meters), where dc ≥ 0.
We also define the closest distance from the ego vehicle to the edge of the road (meters):
droad = min{dleft, dright}. We allow droad to be negative if the vehicle is off the road. Finally,
let a be the acceleration of the vehicle in m/s2. A negative value of a indicates that the
vehicle is braking. Now, we can formally define the binary penalty function:
Penalty =

R if dc = 0
R if droad ≤ −0.1
R
2 if a ≤ −3
0 otherwise
(27)
The relative values of the penalties indicate the preferences of the designer of the imitation
learning agent. For example, in this case study, we penalize hard braking less than the
other undesirable traffic phenomena.
We hypothesize that providing advanced warning to the imitation learning agent in the
form of smaller, increasing penalties as the agent approaches an event threshold will address
the credit assignment problem in reinforcement learning. In this case, we provide a smooth
penalty for off-road driving and hard braking, where the penalty is linearly increased from
a minimum threshold to the previously defined event threshold for the binary penalty.
For off-road driving, we linearly increase the penalty from 0 to R when the vehicle is
within 0.5 m of the edge of the road. For hard braking, we linearly increase the penalty
from 0 to R/2 when the acceleration is between −2 m/s2 and −3 m/s2.
The driving performance of driving policies trained using PS-GAIL and RAIL was as-
sessed by performing experiments in the simulator. Figure 5 shows root mean square error
results for prediction horizons up to 20 s. These plots indicate that the multi-agent learning
approaches PS-GAIL and RAIL capture expert behavior more faithfully than single-agent
GAIL. This performance discrepancy is especially pronounced for longer prediction hori-
zons, where the errors for single-agent policies begin to accumulate rapidly. Further, reward
augmentation results in better local imitation performance, as seen by the lowest RMSE
values.
The superior performance of PS-GAIL and RAIL is further illustrated by Figure 6.
These validation results empirically demonstrate that PS-GAIL and RAIL policies are less
likely to lead vehicles into collisions, extreme decelerations, and off-road driving. This serves
as further illustration that the PS-GAIL training procedure encourages stabler interactions
between agents, thereby making them less likely to encounter extreme or unlikely driving
situations. The inclusion of domain knowledge is especially significant here as seen by the
reduction in the values of the undesirable metrics of driving.
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Figure 5: A comparison of root mean square error in position, lane offset and speed for
single-agent, multi-agent and reward augmented GAIL versus prediction horizon.
Policies trained using reward augmented GAIL show better prediction perfor-
mance.
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Figure 6: Metrics of undesirable traffic phenomena. These are explicitly penalized in the
reward augmentation formulation. RAIL results in policies with much lower val-
ues of collisions, offroad driving and hard braking as compared to the PS-GAIL
baseline.
6.7 Disentangling Driving Styles
Human driving demonstrations display variability due to latent factors. In this subsection,
we report results from experiments targeted at disentangling driving styles from demon-
strations (Kuefler & Kochenderfer, 2018).
The simulator used to generate data and train models is based on an oval racetrack,
shown in fig. 7 (Morton & Kochenderfer, 2017). We populate our environment with vehicles
simulated by the Intelligent Driver Model (Treiber et al., 2000), where lane changes are
executed by the MOBIL general lane changing model (Kesting et al., 2007). The settings
of each controller are drawn from one of four possible parameterizations, defining the style
z of each car. The resulting driving experts fall into one of four classes:
• Aggressive: High speed, large acceleration, small headway distances.
• Passive: Low speed, low acceleration, large headway distances.
• Speeder: High speed and acceleration, but large headway distance.
• Tailgating: Low speed and acceleration, but small headway distances.
Furthermore, the desired speed of each car is sampled from a Gaussian distribution,
ensuring that individual cars belonging to the same class behave differently. A total of
960 training demonstrations and 480 validation demonstrations were used, each lasting 50
timesteps (or 5 seconds, at 10 Hz). The observations are represented with the combination
of LIDAR and road features reported in table 1.
We compared against three baseline models. The first baseline is the VAE driver policy
proposed by Morton and Kochenderfer (2017). Its encoder network consists of two Long
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Figure 7: Scenes taken from oval track environment after initialization and a few seconds of
driving. Over time, tail-gaiters (green) and aggressive drivers (red) cluster behind
passive drivers (blue). Speeders (cyan) retain their large headway distances.
Short-Term Memory (LSTM) (Hochreiter & Schmidhuber, 1997) layers that map state-
action pairs to the mean and standard deviation of a 2-dimensional Gaussian distribution.
Its decoder, or policy, is a 2-layer MLP, also consisting of 128 units. During testing, the
encoder conditions on a sequence of observation-action pairs sampled from the expert whose
playback is used to initialize the ego vehicle (the “burn-in demonstration”). The predicted
mean of the distribution is used as the latent code for the policy. The second baseline is
a GAIL model trained on the demonstration trajectories. It has the same model archi-
tecture as piθ, the policy trained using Burn-InfoGAIL with the exclusion of the learned
embedding layer needed to encode the latent style variable. Finally, we baseline against an
implementation of InfoGAIL that is architecturally identical to piθ, but simply samples z
from a discrete uniform distribution at the beginning of each trial.
As shown in Figure 8, Burn-InfoGAIL achieves the lowest error over the longest period
of driving. GAIL is able to capture differences in style for about 10 s, presumably because
the imitation objective discourages the policy from adjusting its velocity away from its
initial conditions. As minor errors compound over long horizons, GAIL drifts toward an
average policy due to its mode-seeking nature (Goodfellow et al., 2014). In contrast, the
VAE is able to use the latent code inferred from the burn-in demonstration to maintain
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Figure 8: Root mean squared error (RMSE) between learned policies and validation tra-
jectories. Results are averaged over 1000 rollouts for each model. Our model
achieves the lowest error on predicting both speed and position over 30 second
trajectories.
an appropriate speed, achieving an RMSE close to the true value, rivaling Burn-InfoGAIL.
However, being trained without a simulator, the VAE suffers from cascading errors causing
it to go off the road.
7. Conclusion
Learning from demonstrations is a promising approach to solving MDPs when the cost
function is unknown or difficult to specify. Following on a long line of work on inverse
reinforcement learning, GAIL was proposed with the promise of (in theory), exact imitation
even for problems with large (even continuous) state and actions spaces. Driver modeling is
a problem where the state and action spaces are continuous, the policy is characterized by
non-linearity and stochasticity, and the cost function is difficult to articulate exactly. These
characteristics make learning from human driving demonstrations a suitable approach to
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generating human-like driving behavior. However, human demonstrations are dependent on
latent factors of variability that cannot be captured by GAIL on its own. Moreover, driver
modeling is inherently a multi-agent problem, again not directly solvable by GAIL.
This article described three modifications to GAIL addressing these limitations. First,
it described PS-GAIL, which accounts for the multi-agent nature of the problem resulting
from the interaction between traffic participants. Second, it described RAIL, which uses
reward augmentation to provide domain knowledge about the rules of the road to the driver
modeling agent. Third, it described Burn-InfoGAIL which deals with the disentanglement
of latent variability in demonstrations. All three modifications were demonstrated on driver
modeling experiments, including learning driver behavior models from real world driving
demonstration data.
Directions for future work include methods for improving model performance, and ap-
plying learned driver models. Potential methods for improving model performance include
(i) explicitly modeling the interaction between agents in a centralized manner through the
use of Graph Neural Networks (Battaglia, Hamrick, Bapst, Sanchez-Gonzalez, Zambaldi,
Malinowski, Tacchetti, Raposo, Santoro, & Faulkner, 2018), (ii) exploring recently intro-
duced, alternative methods of imitation learning (Reddy, Dragan, & Levine, 2019), and
(iii) scaling up experiments to larger datasets and driving domains. Ultimately, the goal
in learning human driver models is to validate autonomous vehicles in simulation, and we
hope to apply these models to that end in the future.
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