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3Abstract
Many geophysical flows are merely perturbations of some fundamental equilib-
rium state. If a numerical scheme shall capture such flows efficiently, it should
be able to preserve the unperturbed equilibrium state at the discrete level.
In the first part of this thesis we present a class of schemes of any desired
order of accuracy which preserve the lake at rest perfectly. These schemes
should have an impact for studying important classes of lake and ocean flows.
In the introduction, we present some of the key ideas and ingredients of the
subsequent sections. We begin with a review of the shallow water equations
and their equilibrium states, in particular the lake at rest. Then we show an
example of a numerical storm produced by a scheme which is not in discrete
equilibrium. Next we review the key ingredient of several of the recent well-
balanced schemes, and give some related references. We close with a preview
of our new high order well-balanced schemes.
In the second part we compare a classical finite-difference and a high order
finite-volume scheme for barotropic ocean flows. We compare the schemes
with respect to their accuracy, stability, and study various outflow and inflow
boundary conditions. We apply the schemes to the problem of eddy formation
in shelf slope jets along the Ormen Lange section of the Norwegian shelf.
Our results strongly confirm the development of mesoscale eddies caused by
instability of the flows.
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Chapter 1
Geophysical Flows
On Christmas Day in 1993 a water gauge of 10.13 m of the river Rhine in Bonn
was measured. This hundred year flood caused damages of several millions of
Euros. In Galtu¨r Austria a snow avalanche killed 31 people on the 23rd of
February 1999. 34 dead and a damage of about 5-7 billion Euros [43] arise,
when Hurricane Kyrill passed Germany on January 18-19, 2007. Hundred year
floods, dam- and dike-break, avalanches, storms, volcanic eruptions, tsunamis,
cause damages in the amount of billions and kill thousands of people each
year. Disaster control to avoid damages and to save lives needs prognoses and
worst case predictions in order to plan evacuation and to implement structural
measures. Most of these natural disasters are ultimately geophysical flows.
Recently there has also been an interest in the dimensioning of gas pipelines,
for instance the Norsk-Hydro company develops Norways largest gas field, the
Ormen-Lange field http://www.hydro.com/ormenlange/en/. The field will
be developed with seabed installations at depths of 800 - 1100 metres, and
will be linked to the land by a gas pipeline. The pipeline construction is in
parts freely suspended. For a suitable and safe dimensioning of this pipeline
good knowledge about the geophysical flow: in this region the gulf-stream, is
needed. The simulation of geophysical flows is thus of substantial interest.
1.1 Model Equation for Fluid-Flows
In this thesis we deal with the simulation of geophysical flows, such as river-,
ocean-, dam- and dike-break-flows. The first step to get a simulation of a
geophysical flow is to find a appropriated model. A suitable choice for the
motion description of an incompressible fluid, would be the Navier-Stokes
11
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equations. This system of equation reads,
∂
∂t
U + (U · ∇) U + 1
ρ
∇p− ν∆U = −G
div U = 0,
(1.1)
where the velocity vector is given by
U := (u, v, w)t
and the divergence by
div :=
∂
∂x
+
∂
∂y
+
∂
∂z
.
The pressure is denoted by p, constant density ρ, kinematic viscosity ν and
external forces G such as gravitational acceleration and coriolis force.
The density of water is affected by the salinity and temperature, the largest
density is achieved at 4◦C. The compressibility of water under pressure is
marginal, such that the incompressible Navier-Stokes equations are the model
which can be used for the simulation of fluid flows in our situation.
These equations specify the momentum changes in time of the fluid which
are the sum of changes in pressure, dissipative viscous forces, gravity, coriolis
force and other body forces acting on the fluid.
For large scale problems with high Reynolds Number Re the necessary
number of grid points is estimated with O(Re 94 ) [21] and exceeds computa-
tional power by far.
Therefore the direct calculation of solutions to the Navier-Stokes equations
is not possible in our setting. The common way out of this dilemma is the
simplification of the problem using additional assumptions.
Assuming that the vertical momentum is small compared to the horizontal
momenta, which is valid in the situation of a small bottom topography, one
neglects this term and performs a depth integration. This leads to a much
more simple system, the Shallow-Water equations. For details see [56] and
[27] and the references there in.
1.2 Shallow Water Equations
Many geophysical flow problems are shallow in the sense that the waves length
of horizontal motion greatly exceeds the scale of changes in the vertical direc-
tion. In many cases, this justifies a simplification of the governing equations
for the vertical motion. The shallow-water equations are one such system
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where the dependent variables are depth-averaged and only first-order differ-
ential terms are retained. In this work we consider numerical solutions of the
shallow-water system, written as a system of first-order hyperbolic conserva-
tion laws with source terms modelling the effects of variable bottom and a
rotating frame of reference,ηU
V

t
+

U
U2
H +
1
2gH
2
UV
H

x
+

V
UV
H
V 2
H +
1
2gH
2

y
=
 0−gHzx + fV
−gHzy − fU
 . (1.2)
Here subscripts denote differentiation, η is the surface elevation, z is the bot-
tom topography, H = η − z is the total water depth, u is the velocity in
x-direction and v the velocity in y-direction. The components of the vol-
ume flux or average momenta in the x- and y-direction are U := u H and
V := v H, respectively. The source terms in (1.2) model two different physical
effects: the rotation and the variable bottom topography. The rotating frame
of reference introduces a Coriolis force [0, fV,−fU ]T acting transversely and
proportionally to the momentum. The other source term [0,−gHzx,−gHzy]T
accounts for the variations in the bottom topography z. In applications, this
barotropic model is used to study weather systems, mean currents and trans-
port and wave phenomena in coastal zones, rivers and lakes, in cases where
the density stratification has negligible influence on the flow.
The shallow water equations in one dimension read
Ht + Ux = 0,
Ut +
(
U2
H +
1
2gH
2
)
x
= −gHzx. (1.3)
Here z(x) defines the bottom-topography, H(x, t) denotes the water height
above the bottom, and U(x, t) is the horizontal component of the water volume
flux at position x at time t, see Figure 1.1.
1.3 Gravity waves and hydrostatic pressure
Important magnitudes which prescribe the behaviour of a flow, are the speed
of long gravity waves (sound speed)
c =
√
gh, (1.4)
the Froude-number (Mach-number)
Fr =
u
c
(1.5)
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bottom z
height H
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x
Figure 1.1: The bottom topography is denoted by z(x), H(x, t) is the water
height above the bottom, and u(x, t) is the horizontal velocity.
and the hydrostatic pressure
P =
1
2
gH2. (1.6)
1.4 Equilibrium States
In spite of all of these simplifications, the one-dimensional shallow water equa-
tions (1.3) still contain the most fundamental balances of shallow water flows.
The convective part on the left-hand-side (LHS) is a hyperbolic system of
conservation laws similar to that of compressible fluid flows, and the source
term on the right-hand-side (RHS) is due to gravitational acceleration. Let
us look at the equilibrium, or stationary, states. They are given by
U ≡ const and 1
2
(
U
H
)2
+ gη ≡ const, (1.7)
where
η := H + z
is the water level. In this work we are particularly interested in the lake at
rest, given by
U ≡ 0 and η ≡ const. (1.8)
Such a situation is shown in Figure 1.2 for a cross-section of lake Rursee near
Aachen. Let us pause for a moment and look at this balance once more. From
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Figure 1.2: Cross section of lake Rursee: bottom topography and quiet water
level. 296 cells .
(1.3) and the assumptions of stationary flow with vanishing velocity we have
0 =
(
g
H2
2
)
x
+ gHzx, (1.9)
which is called hydrostatic balance. The first term is the hydrostatic pressure,
which models the tendency of a column of water to collapse vertically and at
the same time expand laterally under the influence of gravity. The second
term is the gravitational acceleration down an inclined bottom z. Now use
the chain rule of differentiation and divide by H to obtain
0 = g (H + z)x = gηx.
Thus we see that the effective acceleration can be interpreted as gravitational
acceleration down a non-flat water level η.
1.4.1 Numerical Storms
If a numerical scheme does not preserve the fundamental balance (1.9) at the
discrete level, this may result in spurious oscillations, or numerical storms,
as seen in Figure 1.3. The figure shows a cross-section of lake Rursee near
Aachen, and the water should remain at rest as in Figure 1.2. Thus, all waves
in Figure 1.3 are pure numerical artifacts. Some of them are more than a
meter high, especially near the edge of the lake. The computation is run with
a standard first order finite volume scheme, a central difference treatment of
the source term, and 296 spatial grid cells. Clearly, this scheme on the current
grid would not be able to resolve waves which are of the order of magnitude of
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Figure 1.3: Numerical storm over lake Rursee, produced by a first order fi-
nite volume scheme with central differences for the source-term discretisation:
water level (top) and momentum (bottom) at time T = 0.2 (76 time steps)
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Figure 1.4: Well-balanced computation of quiet lake Rursee: water level (top)
and momentum (bottom) at time T = 0.2 (71 time steps). Note that the scale
of the momentum axis is 10−9.
the numerical perturbations. One would therefore have to run such a scheme
with a much finer grid, which would make the computation rather costly.
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Chapter 2
High Order Well-Balance
Schemes in One-Dimension
2.1 Motivation
The results in Figure 1.4, which reproduce the lake at rest perfectly, are ob-
tained with a so-called well-balanced scheme, using the same number of spatial
grid cells and time steps. Let us briefly sketch the main ingredient of the dis-
crete balance which makes the scheme successful. The main difficulty for the
schemes is to preserve the balance of hydrostatic pressure and gravitational
acceleration (hydrostatic balance). Given a cell [xL, xR], let
HL = H(xL), HR = H(xR). (2.1)
Before we proceed, let us note that this notation hides whether these values
should represent the left or right limits of piecewise smooth reconstructions
at the interface, or the value chosen by an approximate Riemann solver. We
postpone this crucial question to Section 2.3 and continue to outline the main
ingredient of well-balancing.
A conservative finite volume discretisation of the hydrostatic pressure
would then be (
g
H2
2
)
x
≈ g
2
H2R −H2L
∆x
(2.2)
We will now show that this already implies a canonical well-balanced discreti-
sation of the source term. Indeed, suppose that the source term is discretized
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as
gHzx ≈ gH¯Dz,
where H¯ ≈ H and Dz ≈ zx. Now we suppose that U ≡ 0 and η ≡ const, and
we want to enforce the discrete hydrostatic balance
0 =
g
2
H2R −H2L
∆x
+ gH¯Dz. (2.3)
From (2.3) we obtain
H¯Dz = −1
2
H2R −H2L
∆x
= −HL +HR
2
HR −HL
∆x
= −HL +HR
2
(ηR − zR)− (ηL − zL)
∆x
=
HL +HR
2
zR − zL
∆x
. (2.4)
This discretisation of the source term was first proposed by Bermudez and
Vazquez [4], and it is also the essential ingredient of the recent well-balanced
schemes of Kurganov and Levy and Audusse et al. [37, 1]. Closely related
schemes usually try to discretise the derivative of the convective flux and the
source term by one and the same finite difference or finite volume operator,
see [2, 5, 69]. Greenberg, LeRoux and coworkers developed schemes based
on the solution of the non-homogeneous Riemann-problem, see [25, 23, 22].
We would also like to mention the finite volume Roe schemes of Galloue¨t and
coworkers [16] and the Norwegian front tracking approach [28]. This list is
by far not exhaustive, and we refer to the papers mentioned above for further
references.
We now comment on the ambiguities hidden in (2.1). The well-balancing
in equations (2.3)–(2.4) will only work if some continuity property holds at
the equilibrium state. Our work is based on the recent work of Audusse,
Bristeau, Bouchut, Klein and Perthame (2004) [1], where such a continuity
is guaranteed by a hydrostatic reconstruction, plus an additional correction
of the source term. Their first and second-order schemes preserve positivity
of water height and the lake at rest. The first-order scheme also satisfies a
discrete entropy inequality at discontinuities.
In the present work we are interested in very high order accurate well-
balanced schemes. These more sophisticated schemes are needed if, for in-
stance, one wants to track small waves over long periods of time. Well-
balanced finite difference schemes of high order of accuracy were developed by
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Vukovic and Sopta 2002 [68] and Xing and Shu 2005 [69]. This approach is
extended to more general balance laws for finite differences and [70] for finite
volumes. High order Well-balanced finite volume schemes with a special Roe
solver have been developed by Castro, Pares et al. [9, 51]. High order well-
balanced schemes for the moving water equilibrium (1.7) were constructed by
Noelle, Xing and Shu in [46]. Here we extend the well-balanced finite volume
schemes of Audusse et al. [1] to any desired order of accuracy.
We would like to stress that the approach to achieve high order is rather
different in the case of finite difference and finite volume schemes. In the
former case, Xing and Shu rewrite the balance law in such a way that the fluxes
and source terms can be treated by one and the same difference operator. Here
we observe that the well-balanced quadrature (2.4) maintains all its desirable
properties under numerical extrapolation. Together with standard high order
reconstructions and the hydrostatic correction this leads immediately to the
desired very high order accurate well-balanced finite volume schemes.
We conjecture that this technique can be applied to many, if not all, of
the second-order well-balanced schemes based on (2.4), once an appropriate
continuity condition at the cell interface is enforced. We refer the reader to
[69, 70] for further examples of interface continuity conditions.
Numerical experiments show the expected convergence rates for a fourth/fifth-
order version of our new scheme, and excellent resolution of discontinuities and
very small disturbances.
The remainder of this section is organised as follows: In Section 2.2 we
repeat the well-balancing technique via hydrostatic of Audusse etal. [1] and
in Section 2.3 we present a new method with extrapolation to achieve a high
Order Well-Balancing scheme.
In this section, we introduce our extrapolation technique. Even though we
believe that the approach is rather general, we develop it only for the scheme
of Audusse et al. [1], and remark on the more general features as we go along.
We first summarise their second-order well-balanced scheme. Then, for any
order of accuracy, we introduce our new treatment of the source term. We
close the section with a summary of the new algorithm. Details of the WENO
reconstruction are given in 5.
2.2 Review of Second-OrderWell-Balancing via
Hydrostatic Reconstruction
We repeat here the Well-Balancing technique via hydrostatic reconstruction
presented in [1].
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Let Q := (H,U)T be the vector of conservative variables. First we formu-
late a semi-discrete finite volume scheme for the cell averages,
Qi(t) :=
1
∆xi
∫ x
i+12
x
i− 12
Q(x, t)dx,
with ∆xi := xi+ 12 − xi− 12 . Based on these cell averages, one defines a piece-
wise polynomial reconstruction, which will in general be discontinuous at the
interfaces xi+ 12 . Oscillations will be suppressed with limiters. Audusse et al.
use a linear reconstruction with minmod limiter, which leads to a second-order
scheme. Within cell i, the left and right values of each component at position
xi− 12 + 0 respectively xi+ 12 − 0 are denoted by (.)i,l and (.)i,r.
Audusse et al. reconstruct H, η, and velocity u := UH . From this, the
bottom topography is computed as z = η − H. This leaves the lake at rest
unperturbed, but it leads to a discontinuous bottom. To get a stable and
well-balanced scheme (compare the discussion in Chapter 2), the following
hydrostatic reconstruction is introduced:
z∗i+ 12 := max(zi,r, zi+1,l), (2.5)
H∗i,r := max(0,Hi,r + zi,r − z∗i+ 12 ), (2.6)
H∗i+1,l := max(0,Hi+1,l + zi+1,l − z∗i+ 12 ). (2.7)
Equation (2.5) recovers a continuous bottom locally at each interface. The
new local values H∗i,r and H
∗
i+1,l of the height ensure that at steady state,
i.e. for Hi,r + zi,r = Hi+1,l + zi+1,l, H∗ remains continuous across each cell
(compare (2.1)). On the other hand, one has thereby modified the fluxes
at the interface, and we will have to correct this below (see equations (2.9),
and (2.10)). Together the hydrostatic reconstruction and the correction of
the interface fluxes will permit to balance the scheme for any numerical flux
consistent with the homogeneous shallow water equations. The values for H∗
are used to construct auxiliary values Q∗i,r and Q
∗
i+1,l which will enter an
approximate Riemann solver (compare (2.2)):
Q∗i,r :=
(
H∗i,r
H∗i,rui,r
)
Q∗i+1,l :=
(
H∗i+1,l
H∗i+1,lui+1,l
)
.
Note that at the interface xi+ 12 , we have two different reconstructions, namely
xi+ 12− on the left and xi+ 12+ on the right side. As in [1], the semi-discrete
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finite volume scheme reads
∆xi
d
dt
Qi(t) + Fr(Qi, Qi+1, zi,r, zi+1,l)−F l(Qi−1, Qi, zi−1,r, zi,l) = S(j)i .
(2.8)
It remains to specify the numerical fluxes and the source term. The fluxes are
given by
Fr(Qi, Qi+1, zi,r, zi+1,l) := F (Q∗i,r, Q∗i+1,l) +
(
0
g
2H
2
i,r − g2 (H∗i,r)2
)
(2.9)
F l(Qi−1, Qi, zi−1,l, zi,r) := F (Q∗i−1,r, Q∗i,l) +
(
0
g
2H
2
i,l − g2 (H∗i,l)2
)
(2.10)
where F is a conservative numerical flux consistent with the homogeneous
shallow water equations and the second term on the RHS is the correction
to the interface fluxes due to the modification in the water height introduced
by the hydrostatic reconstruction. If the hydrostatic reconstruction leaves
the water height untouched, then H∗i,r = Hi,r, H
∗
i,l = Hi,l and no correction
is required. Because of their robustness, the local Lax-Friedrichs, Harten-
Lax-vanLeer or kinetic solvers are used in [1]. In this part we use the local
Lax-Friedrichs flux for all our examples 4.10.
Let us consider the steady state of the lake at rest. Recall from (2.5) –
(2.7) that in this case the hydrostatic reconstruction Q∗ is continuous across
the interfaces and u = 0. Then any consistent numerical flux F (Q∗i,r, Q
∗
i+1,l)
will reduce to the hydrostatic pressure term,
F (Q∗i,r, Q
∗
i+1,l) =
(
0
g
2 (H
∗
i,r)
2
)
(2.11)
F (Q∗i−1,r, Q
∗
i,l) =
(
0
g
2 (H
∗
i,l)
2
)
. (2.12)
Here, H∗i,r and H
∗
i,l correspond to HR and HL in equation (2.2). Thus, the
second term on the RHS of (2.9) and (2.10) cancels the difference of the
hydrostatic pressures based on the piecewise polynomial reconstruction Hi,r
and Hi,l at the interior of the cell and the hydrostatic reconstruction H∗i,r and
H∗i,l at the interfaces xi+ 12 and xi− 12 .
The index j = 1, 2 represents the order of the numerical source term S(j)i .
It is given by
S
(1)
i :=
(
0
0
)
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for j = 1. For a first order reconstruction Hi,r = Hi = Hi,l. Substituting this
information in (2.9) and (2.10), and using (2.11) and (2.12), one immediately
obtains that at steady state Qi remains constant, so that the scheme is well
balanced. For j = 2:
S
(2)
i :=
(
0
g
Hi,l+Hi,r
2 (zi,l − zi,r)
)
(2.13)
Note that this corresponds to the source term discretisation (2.4), and below
we review the argument that shows how this leads to a well-balanced scheme
for the lake at rest. Together with a second-order Runge-Kutta time discreti-
sation the fully discrete second-order well-balanced scheme of Audusse et al.
is now complete. With constant reconstruction and without the Runge-Kutta
procedure you get the associated first-order scheme [1]. Audusse et al. could
show for their scheme that it preserves the non-negativity of the water height
Hi(t), it preserves the steady state of the lake at rest, is consistent with the
shallow water system and their first-order scheme does also satisfy an in-cell
entropy inequality.
To motivate the subsequent development of a well-balanced scheme of very
high accuracy, we need to review the well-balanced property of Audusse et al.’s
[1] second-order semi-discrete scheme (2.8).
Theorem 1 The second-order semi-discrete scheme (2.8) of Audusse et al,
is well-balanced for the lake at rest situation.
Proof Suppose that η = H + z is constant at time t, and U ≡ 0. Since
ηi,r = ηi+1,l,
H∗i,r = max(0, ηi,r −max(zi,r, zi+1,l))
= max(0, ηi+1,l −max(zi,r, zi+1,l))
= H∗i+1,l
and since ui,r = ui+1,l = 0, we also have
Q∗i,r = Q
∗
i+1,l.
Because now the values Q∗i,r and Q
∗
i+1,l are equal, and u = 0, the numerical
fluxes F (Q∗i,r, Q
∗
i+1,l) and F (Q
∗
i−1,r, Q
∗
i,l) reduce to the hydrostatic pressure.
Substituting this information in (2.10) and (2.9), we find
Fr(Qi, Qi+1, zi,r, zi+1,l) =
(
0
g
2H
2
i,r
)
and F l(Qi−1, Qi, zi−1,l, zi,r) =
(
0
g
2H
2
i,l
)
.
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This, together with the definitions (2.8)–(2.13) of the semi-discrete scheme
implies
d
dt
Hi(t) = 0
and
d
dt
Ui
= − 1
∆x
[
g
2
H2i,r −
g
2
H2i,l − g
Hi,l +Hi,r
2
(zi,l − zi,r)
]
= − 1
∆x
[
g
H2i,r −H2i,l
2
− gHi,l +Hi,r
2
((ηi,l −Hi,l)− (ηi,r −Hi,r))
]
= − 1
∆x
[
−g (Hi,l +Hi,r)
2
(ηi,l − ηi,r)
]
Because of ηi,l = ηi,r = η,
d
dt
Ui(t) = 0
so
d
dt
Qi(t) = 0.
Therefore, the second-order semi-discrete scheme preserves the stationary
state of the lake at rest. q.e.d.
2.3 Higher Order Well-Balancing via Extrapo-
lation
The project is to show how to extend the first and second-order accurate
well-balanced schemes to any desired order of accuracy. Most ingredients
which we use are well-established in the literature: high order WENO spatial
reconstructions, high order Runge-Kutta time discretizations, and appropriate
quadrature rules for the initial data. But there is one essential difficulty to be
solved: we need to find a quadrature rule for the source term which is both
accurate and well-balanced. The remainder of this section is devoted to the
solution of this question.
As before, let Qi,r, Qi+1,l be the left and right values of a piecewise poly-
nomial reconstruction at interface xi+ 12 . Of course, this time we work with
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polynomials of any desired order of accuracy. Define the hydrostatic recon-
struction Hi+ 12± by (2.6) and (2.7) as before, and set
Q∗i,r :=
(
H∗i,r
Ui,r
)
, Q∗i+1,l :=
(
H∗i+1,l
Ui+1,l
)
. (2.14)
Note that to achieve orders higher than two, it is convenient to reconstruct in
the conservative variable U (which is computed with full accuracy by the finite
volume scheme) instead of the primitive variable u, which is only derived from
the conservative ones. We define the left and right interface fluxes F l and Fr
as before, see (2.9) and (2.10). It remains to define a high order, well-balanced
numerical quadrature of the source term S(j).
S := −
∫ x
i+12
x
i− 12
gHzxdx.
The main observation of this work is that this can be done by numerical
extrapolation. To do so, we subdivide each cell into N sub-cells and apply the
quadrature (2.4) to all sub-cells. This gives the quadrature SN ,
SN := g
N∑
j=1
Hj−1 +Hj
2
(zj−1 − zj) ≈ S,
where zj = z(xi− 12 + j∆x/N) etc. are local values of the reconstruction at
the interfaces of the sub-cells. In the situation of the lake at rest, where
zj−1 − zj = Hj −Hj−1
the source term reduces to
SN = −g
2
N∑
j=1
Hj−1 +Hj
2
(Hj −Hj−1)
= −g
2
(H2N −H20 )
= −g
2
(H2i,r −H2i,l).
By the same arguments as for the second-order case this is well-balanced, but
it is still only second-order accurate (see Table 6.2).
To get higher orders of accuracy we use numerical extrapolation (see e.g.
the textbook of Deuflhard and Bornemann [11]). Note that the quadrature
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(2.4) is symmetric and second-order accurate. Therefore, from Theorem 4.39
of [11], there exists an asymptotic expansion of the form
SN = S + c1
(
∆x
N
)2
+ c2
(
∆x
N
)4
+ . . . . (2.15)
The SN can be combined for different values of N to compute S with any
order of accuracy. For example, to get a source term of order four, simply use
4S2 − S1
3
= S + c˜2(∆x)4 + . . .
Therefore we define S(4)i by
S
(4)
i :=
1
3
[
4
(g
2
(Hl,i +Hc,i)(zl,i − zc,i) + g2(Hc,i +Hr,i)(zc,i − zr,i)
)
−
(g
2
(Hl,i +Hr,i)(zl,i − zr,i)
)]
.
(2.16)
Thus for the lake at rest:
S
(4)
i = −
g
2
(
H2i,r −H2i,l
)
which leads to a well balanced scheme.
Remark 2 Compared with S1, the computation of S2 uses only one additional
reconstruction point per cell, namely the cell centre. Thus we can compute S
to fourth-order accuracy using three points per cell, which is analogous to
Simpsons rule (which may be obtained by extrapolating the trapezoidal rule).
Note that we could not use Simpsons rule directly, because this would not give
a well-balanced scheme.
Remark 3 Any scheme that is well balanced with the source term (2.4) will
also be well balanced with the fourth-order source term (2.16). Besides our
quadrature, one only has to add the correct interface fluxes which couple the
reconstruction in the interior of the cell, used for the quadrature, with the
hydrostatic reconstruction used by the numerical fluxes.
We summarise our high order well-balanced finite volume schemes in the fol-
lowing theorem:
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Theorem 4 Consider the fully discrete finite volume scheme given by a jth
order Runge-Kutta time discretisation of the semi-discrete scheme (2.8), with
kth order spatial reconstruction, hydrostatic reconstruction (2.6), (2.7), and
(2.14), interface fluxes defined by (2.9), (2.10), and source term S(l) given by
an lth order extrapolation of (2.15). Then
(i) the scheme preserves the stationary state of the lake at rest
(ii) the scheme is consistent of order p := min{j, k, l} with the shallow water
equations (1.3).
Proof We have already proved the well-balanced property. The proof of
consistency follows closely that of Theorem 3.1 of [1], q.e.d.
Definition 5 In the following, we will denote our well balanced WENO schemes
with the triplet (j, k, l), where j, k and l denote respectively the accuracy in
time of the Runge-Kutta integrator, the accuracy in space of the WENO re-
construction and the accuracy of the quadrature rule (2.16).
In the numerical experiments in Chapter 6, we use a scheme of orders
(4, 5, 4) where the classical 4th order Runge-Kutta scheme is used for time
integration, a 5th order WENO reconstruction is used in space (see Chap-
ter 5) and the 4th order extrapolation (2.16) for the source term. According
to Theorem 4, this scheme is formally 4th order accurate. Surprisingly, in
experiments with smooth solutions, it clearly gives 5th order convergence, see
Table 6.1 below. Note that we could also have used Shu’s TVD Runge-Kutta
time discretizations [58] or the recent SSPRK schemes [24, 62].
Chapter 3
High Order Well-Balanced
Scheme in Two Dimensions
Rewrite the system (1.2) without coriolis-force in the standard form:
Qt + Fx(Q) +Gy(Q) = S(Q), (3.1)
where clearly Q = (H,U, V )T , F = (U,U2 + 12gH
2, UVH )
T , G = (V, UVH , V
2 +
1
2gH
2)T and S = (0,−gHzx,−gHzy)T . We define the cell averages over grid
cells Iij = (xi− 12 , xi+ 12 )× (yj− 12 , yj+ 12 ) by
Qij =
1
∆x∆y
∫
Iij
Q(x, y)dxdy, (3.2)
where ∆x = xi+ 12 −xi− 12 , ∆y = yj+ 12 − yj− 12 . Suppose for simplicity that the
cells are square: let δ = ∆x = ∆y. Integrating each term in (1.2) over the cell
Iij and invoking the divergence theorem, we get the following semi-discrete
scheme for the evolution of the cell averages Qij :
δ2
d
dt
Qij(t) +
∫
∂Iij
(F,G) · nds =
∫
Iij
Sdxdy,
Rewrite the system as:
d
dt
Qij(t) +
F¯i+ 12 ,j − F¯i− 12 ,j
δ
+
G¯i,j+ 12 − G¯i,j− 12
δ
= Sij (3.3)
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where
F¯i− 12 ,j =
1
δ
∫ yj+ 12 δ
yj− 12 δ
F (Q(xi− 12 , y)) dy (3.4)
G¯i,j− 12 =
1
δ
∫ xi+ 12 δ
xi− 12 δ
G(Q(x, yj− 12 )) dx (3.5)
Sij =
1
δ2
∫
Iij
S(x, y) dx dy; (3.6)
In analogy with the 1D case, we reconstruct the variablesH, U , V , and η, while
the bottom topography is given by z = η−H. In general, this yields a discon-
tinuous approximation of z. Let Qij(x, y) denote the reconstruction computed
in the cell Iij with U denoting any of the reconstructed variables. Again, to
preserve the equilibrium states, a hydrostatic reconstruction is needed on the
quadrature points on the boundary of the cell, which will be denoted by H∗:
H∗i+1,j(x
+
i+ 12
, ·) = max
(
0, ηi+1,j(xi+ 12 , ·)−max
(
zij(xi+ 12 , ·), zi+1,j(xi+ 12 , ·)
))
,
H∗ij(x
−
i+ 12
, ·) = max
(
0, ηij(xi+ 12 , ·)−max
(
zij(xi+ 12 , ·), zi+1,j(xi+ 12 , ·)
))
,
H∗i,j+1(·, y+j+ 12 ) = max
(
0, ηi,j+1(·, yj+ 12 )−max
(
zij(·, yj+ 12 ), zi,j+1(·, xj+ 12 )
))
,
H∗ij(·, y−j+ 12 ) = max
(
0, ηij(·, yj+ 12 )−max
(
zij(·, yj+ 12 ), zi,j+1(·, yj+ 12 )
))
.
To approximate the quantities F¯i− 12 ,j and G¯i,j− 12 in (3.4) and (3.5), we use a
quadrature
F¯i− 12 ,j '
∑
k
ωkF (U(xi− 12 , yj + ξkδ)),
where ωk and ξk are the weights and nodes of the quadrature formula. For a
fourth-order scheme we use the classical two-point Gaussian formula
F¯i− 12 ,j '
1
2
(
F (U(xi− 12 , yj − αδ)) + F (U(xi− 12 , yj + αδ))
)
, (3.7)
where α = 1/(2
√
3). A similar formula holds for G¯i,j− 12 .
We still need to construct a well balanced approximation to each of the
flux evaluations required in (3.7). As in 1D, the numerical flux is composed
of two contributions. The first contribution (Fh for F and Gh for G) is con-
sistent with the flux of the homogeneous shallow water equations, the second
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contribution compensates the perturbation introduced by the hydrostatic cor-
rection.
The modified state variables that will be applied in the flux computations
are
Q∗ij =
 H∗ijUij
Vij
 .
Along the edge (xi− 12 , y) for instance the numerical fluxes are
F l(Qi−1,j , Qi,j , zi−1,j , zi,j)i− 12 ,j±α :=
Fh(Q∗i−1,j(xi− 12 , yj ± αδ), Q
∗
ij(xi− 12 , yj ± αδ))
+
g
2
 0H2ij(xi− 12 , yj ± αδ)− (H∗)2ij(xi− 12 , yj ± αδ)
0

and
Fr(Qi,j , Qi+1,j , zi,j , zi+1,j)i+ 12 ,j±α :=
Fh(Q∗i,j(xi+ 12 , yj ± αδ), Q
∗
i+1,j(xi+ 12 , yj ± αδ))
+
g
2
 0H2ij(xi+ 12 , yj ± αδ)− (H∗)2ij(xi+ 12 , yj ± αδ)
0
 ,
with similar formulas for Gl and Gr.
Thus the semi-discrete scheme can be written as,
d
dt
Qij(t) = − 12δ
(
Fri+ 12 ,j+α + F
r
i+ 12 ,j−α −F
l
i− 12 ,j+α −F
l
i− 12 ,j−α+ (3.8)
Gri+α,j+ 12 + G
r
i−α,j+ 12 − G
l
i+α,j− 12 − G
l
i−α,j− 12
)
+ Sij .
The construction of the source term Sij is carried out as follows. First
we write the source term component-wise: Sij = (0, Sxij , S
y
ij)
T . Note that
the component of the source term in the x-momentum equation contains only
the derivative of z along the x direction. Thus, we employ the well-balanced
quadrature (2.16) of the previous section to integrate in the x-direction and
apply the Gaussian rule in the y-direction. For the fourth-order case,
Sxij =
δ
2
(sxi (yj + αδ) + s
x
i (yj − αδ)) , (3.9)
32 CHAPTER 3: 2D HIGH ORDER WELL-BALANCED SCHEME
where,
sxi (y) =
4g
6
(
(Hij(xi− 12 , y) +Hij(xi, y))(zij(xi− 12 , y)− zij(xi, y))
+(Hij(xi, y) +Hij(xi+ 12 , y))(zij(xi, y)− zij(xi+ 12 , y))
)
− g
6
(Hij(xi− 12 , y) +Hij(xi+ 12 , y))(zij(xi− 12 , y)− zij(xi+ 12 , y)).
In the same fashion, we compute the source Syij using (2.16) in the y-direction
and the Gaussian rule in the x-direction. Again, in the fourth-order case:
Syij =
δ
2
(
syj (xi + αδ) + s
y
j (xi − αδ)
)
, (3.10)
where now,
syj (x) =
4g
6
(
(Hij(x, yj− 12 ) +Hij(x, yj))(zij(x, yj− 12 )− zij(x, yj))
+(Hij(x, yj) +Hij(x, yj+ 12 ))(zij(x, yj)− zij(x, yj+ 12 ))
)
− g
6
(Hij(x, yj− 12 ) +Hij(x, yj+ 12 ))(zij(x, yj− 12 )− zij(x, yj+ 12 )).
Using the same arguments as in the proof of Theorem 4 one can show:
Corollary 6 The 2D scheme is fourth-order accurate and preserves the sta-
tionary state of the lake at rest.
Chapter 4
Numerical Flux Functions
for Finite Volume Schemes
The new developed class of well-balanced high-order finite volume scheme
does not have any restriction to the Riemann solver which approximations
the numerical flux F (Ql, QR). For the numerical computation we have the
degree of freedom to choose a Riemann solver.
In this chapter we present the used Riemann solver for the numerical com-
putations. One appropriate choice is Roe’s method [55], which solves a lin-
earised constant coefficient system of a conservation law, instead of solving the
full nonlinear system. The solution of such a linear system is relative simple.
We consider a Riemann problem of a linear hyperbolic system
Qˆt + AˆQˆx = 0, (4.1)
where Aˆ = Aˆ(QL, QR). With initial data
Q(x, 0) =
{
QL, x < 0
QR, x ≥ 0 (4.2)
and Q ∈ Rp. If Aˆ has p eigenvalues λˆi and eigenvectors rˆi which form a basis
of Rp, then we can write
QR −QL =
p∑
i=1
αirˆi. (4.3)
Then we can compute the searched middle state Q? by adding all terms of
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0 xR
QR
xL
QL
tn
tn+1
Q⋆
Figure 4.1: The middle state Q? of the solution of the linearised Riemann
Problem could be reached by a sequence of jumps with negative speed λˆi < 0
from the left state QL. This computation could be done similar from the right
side.
∑p
i=1 αirˆi with λˆi < 0,
Q? = QL +
∑
λˆi<0
αirˆi, (4.4)
or by subtracting from QR all terms of
∑p
i=1 αirˆi with λˆi > 0,
Q? = QR −
∑
λˆi>0
αirˆi. (4.5)
The numerical flux is than given by F (Q?).
The main difficulty is to determine the linear system from the nonlinear
conservation law in such a way, that the linear system retains the conservation
property of the nonlinear system. In the two Section 4.1 and 4.4 we compute
the Roe-Matrix, with special suggestions to the linearised state, in one and
two space dimensions. In Section 4.3 we specify the Harten Lax van Leer
approximate Riemann solver. In Part 1 of this thesis we have mainly used
the computationally fast but very dispersive Lax-Friedrichs solver, given in
Section 4.2.
4.1 Shallow water 1D Roe Scheme
In [55], Roe suggested that the approximated Jacobian matrix Aˆ(UL, UR)
should have the following three properties,
i) Aˆ(UL, UR)(UR − UL) = F (UR)− F (UL)
ii) Aˆ(UL, UR) is diagonalizable with real eigenvalues
iii) Aˆ(UL, UR) −→ F ′(U¯) when UL, UR −→ U¯
(4.6)
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The vector of conservative variables and the shallow-water flux in 1D are,
U =
(
h
m
)
, F (U) =
(
m
1
2gh
2 + m
2
h
)
,where m = h · u
For the Jacobian matrix of the shallow-water flux we achieve
F ′(U) =
[
0 1
gh− m2h2 2mh
]
=
[
0 1
gh− u2 2u
]
Now we perform a change of variables to be able to compute an averaged
Jacobian, which satisfy the conditions (4.6). After this mapping one can
express as well ∆U := UR −UL as ∆F := F (UR)− F (UL) by some matrix B
and C times a jump in the new variables ∆Z := ZR − ZL. The new variable
we use is
Z :=
(
z
y
)
, where z :=
√
h and y :=
√
hu. (4.7)
This leeds to the following representation,
U =
(
h
m
)
=
(
z2
zy
)
,
F (U) =
(
m
1
2gh
2 + m
2
h
)
=
(
zy
1
2gz
4 + y2
)
.
The jumps of U in the new variables reads
⇒ ∆U =
(
z2R − z2L
zRyR − zLyL
)
=
(
(zR + zL)(zR − zL)
1
2 (yR + yL)(zR − zL) + 12 (zR + zL)(yR − yL)
)
=
[
zR + zL 0
1
2 (yR + yL)
1
2 (zR + zL)
]
︸ ︷︷ ︸
=:B
(
zR − zL
yR − yL
)
,
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where B is the transformation Matrix. Similar we achieve transformation
Matrix C for the jumps in F
⇒ ∆F =
(
zRyR − zLyL
1
2g
[
z4R − z4L
]
+ y2R − y2L
)
=
(
1
2 (yR + yL)(zR − zL) + 12 (zR + zL)(yR − yL)
1
2g
[
z2R + z
2
L
] [
z2R − z2L
]
+ (yR + yL)(yR − yL)
)
=
(
1
2 (yR + yL)(zR − zL) + 12 (zR + zL)(yR − yL)
1
2g
[
z2R + z
2
L
][
(zR + zL)(zR − zL)
]
+ (yR + yL)(yR − yL)
)
=
[
1
2 (yR + yL)
1
2 (zR + zL)
1
2g
[
z2R + z
2
L
]
(zR + zL) yR + yL
]
︸ ︷︷ ︸
=:C
(
zR − zL
yR − yL
)
.
By use of ∆U = B∆Z and ∆F = C∆Z we can follow that
∆F = C B−1︸ ︷︷ ︸
=:Aˆ
∆U,
where
B−1 =
[
1
zR+zL
0
− (yR+yL)(zR+zL)2 2zR+zL
]
.
⇒ Aˆ = CB−1 =
[
0 1
1
2g(z
2
R + z
2
L)− (yR+yL)
2
(zR+zL)2
2yR+yLzR+zL
]
=
[
0 1
1
2g(hR + hL)−
[√
hRuR+
√
hLuL√
hR+
√
hL
]2
2
√
hRuR+
√
hLuL√
hR+
√
hL
]
.
Now we can define the Roe-average states by,
hˆ :=
hR + hL
2
and uˆ :=
√
hRuR +
√
hLuL√
hR +
√
hL
.
⇒ Aˆ =
[
0 1
ghˆ− uˆ2 2uˆ
]
.
With this choices Aˆ fulfil condition i) of (4.6).
For that condition ii) of (4.6) is clearly satisfied with
λˆ1 = uˆ−
√
g hˆ, λˆ2 = uˆ+
√
g hˆ (4.8)
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and
rˆ1 =
[
1
uˆ−
√
g hˆ
]
, rˆ2 =
[
1
uˆ+
√
g hˆ
]
. (4.9)
The last condition iii) of (4.6) is also fulfilled, because when
UL, UR −→ U ⇒ hˆ −→ h and uˆ −→ u,
such that Aˆ(UL, UR) −→ F ′(U¯). So we have proofed that the averaged Ja-
cobian matrix Aˆ is a Roe matrix for the one-dimensional shallow-water equa-
tions.
4.2 Lax Friedrichs Scheme
The consistent Lax-Friedrichs numerical flux Fi+ 12 ,j for semi-discrete sys-
tem (3.3) is given by
Fi+ 12 ,j(QL, QR) =
∆x
2∆t
(QL −QR) + 12(F (QL) + F (QR)). (4.10)
For the numerical computation of Part 1 we have used the Local-Lax-Friedrichs,
which is a improved version and given by
Fi+ 12 ,j(QL, QR) =
smax
2
(QL −QR) + 12(F (QL) + F (QR)), (4.11)
where smax is the maximum wave speed of the local Riemann problem. The
simplicity of this numerical flux function makes it very easy to implement it.
The disadvantage of this flux is the strong dissipation.
4.3 HLL Scheme
The HLL (Harten-Lax-van Leer) Riemann solver. In this approach the numeri-
cal flux is approximated directly. Only the fastest waves are included, it is nec-
essarily to compute the fastest waves, denoted by sL = min {0,min {u− c}}
and sR = max {0,max {u+ c}}. The integral form of the conservation laws
in the control volume is applied.
sL(QHLL −QL) = FHLL − FL
⇔ QHLL = FHLL − FL
sL
+QL
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tn
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QR
0
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∆tsL ∆tsR
Figure 4.2: The HLL Riemann Solver computes an averaged middle state Q?
by use of the fastest left and right going waves SL SR, all middle waves are
ignored.
sR(QR −QHLL) = FR − FHLL
⇔ QHLL = FHLL − FR
sR
+QR
By combination of this two description of QHLL we can compute FHLL
⇒ FHLL − FL
sL
+QL =
FHLL − FR
sR
+QR
⇔ sLsR(FHLL − FL)
sL
+QLsLsR =
sLsR(FHLL − FR)
sR
+QRsLsR
⇔ (sR − sL)FHLL = sRFL − sLFR + sLsR(QR −QL)
⇔ FHLL = sRFL − sLFR + sLsR(QR −QL)(sR − sL)
This Riemann solver is rather simple, but ignores middle waves, such that
the solution is smeared, but less than Lax-Friedrichs flux. The computational
costs are a bit higher compared to the Lax-Friedrichs flux, since wave speeds
sL, sR have to be estimated.
Note if we choose sL = −∆x∆t and sR = ∆x∆t , than we obtain the Lax-
Friedrichs flux as a special case of the HLL flux. Similarly, if we choose
sR = smax = −sL, we obtain the local Lax-Friedrichs flux.
4.4 Shallow water 2D Roe Scheme
For completeness we compute Roe’s approximated Riemann solver for 2D
shallow water equations. The computation are very close to the computation
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in (4.1).
U =
 hm
n
 , F (U) =
 m1
2gh
2 + m
2
h
mn
h
 , where m = h · u and n = h · v
F ′(U) =
 0 1 0gh− m2h2 2mh 0−mn
h2
n
h
m
h
 =
 0 1 0gh− u2 2u 0
−uv v u

Now again the change of variables, is used to express ∆U := UR − UL and
∆F := F (UR) − F (UL) by some matrix B and C times a jump in the new
variables ∆Z := ZR − ZL. Using the new variables
Z :=
 zy
x
 , where z := √h, y := √hu and x := √hv. (4.12)
leeds to
U =
 hm
n
 =
 z2zy
zx
 ,
F (U) =
 hu1
2gh
2 + m
2
h2
mn
h
 =
 zy1
2gz
4 + y2
xy
 .
By that we achieve for the jumps in U
⇒ ∆U =

zR + zL 0 0
1
2 (yR + yL)
1
2 (zR + zL) 0
1
2 (xR + xL) 0
1
2 (zR + zL)

︸ ︷︷ ︸
=:B

zR − zL
yR − yL
xR − xL

and for the jumps in F
⇒ ∆F =

1
2 (yR + yL)
1
2 (zR + zL) 0
1
2g
[
z2R + z
2
L
]
(zR + zL) yR + yL 0
0 12 (xR + xL)
1
2 (yR + yL)

︸ ︷︷ ︸
=:C

zR − zL
yR − yL
xR − xL

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From ∆U = B∆Z and ∆F = C∆Z follows that
∆F = C B−1︸ ︷︷ ︸
=:AˆF
∆U,
where
B−1 =

1
zR+zL
0 0
− (yR+yL)(zR+zL)2 2zR+zL 0
− (xR+xL)(zR+zL)2 0 2zR+zL
 .
From here we can compute the averaged Jacobian matrix
⇒ AˆF = CB−1 =
 0 1 012g(z2R + z2L)− (yR+yL)2(zR+zL)2 2yR+yLzR+zL 0
− (xR+xL)(yR+yL)(zR+zL)2 xR+xLzR+zL xR+xLzR+zL

=

0 1 0
g hR+hL2 −
[√
hRuR+
√
hLuL√
hR+
√
hL
]2
2
√
hRuR+
√
hLuL√
hR+
√
hL
0
−
√
hRuR+
√
hLuL√
hR+
√
hL
√
hRvR+
√
hLvL√
hR+
√
hL
√
hRvR+
√
hLvL√
hR+
√
hL
√
hRuR+
√
hLuL√
hR+
√
hL
 .
With this choice of AˆF we fulfil condition i) of (4.6).
Now we can define the Roe-average states by,
hˆ :=
hR + hL
2
, uˆ :=
√
hRuR +
√
hLuL√
hR +
√
hL
and vˆ :=
√
hRvR +
√
hLvL√
hR +
√
hL
.
⇒ AˆF =
 0 1 0ghˆ− uˆ2 2uˆ 0
−uˆvˆ vˆ uˆ

For that condition ii) of (4.6) is clearly satisfied with
λˆ1 = uˆ−
√
g hˆ, λˆ2 = uˆ and λˆ3 = uˆ+
√
g hˆ (4.13)
and
rˆ1 =
 1uˆ−√g hˆ
v
 , rˆ2 =
 00
1
 , rˆ3 =
 1uˆ+√g hˆ
v
 . (4.14)
The last condition iii) of (4.6) is also fulfilled, because when
UL, UR −→ U ⇒ hˆ −→ h, uˆ −→ u and vˆ −→ v,
such that AˆF (UL, UR) −→ F ′(U¯).
Chapter 5
WENO Reconstruction
For completeness, we review the WENO reconstruction [29],[59] for uniform
grids in 1D. We aim to give sufficient details of all parameters so that the
reader could reconstruct our algorithm and recover the numerical experiments.
Necessarily, we present this as concisely as possible. For more details, we refer
to the relevant literature.
A main ingredient that we were not able to find elsewhere in the literature
are the accuracy constants for the points in the Gaussian quadrature at the
edges of the two-dimensional cells.
Given cell averages
ui :=
1
|Ci|
∫
Ci
u(x)dx
on cell Ci of a smooth function u(x) and a fixed point x∗ ∈ Cj , the WENO pro-
cedure provides a highly accurate piecewise polynomial approximation R(x∗)
of u(x∗), of degree (2r − 2), so that
R(x∗) = u(x∗) +O(∆x2r−1) (5.1)
1. Define r small stencils, composed of r cells, around the cell containing xj
Sk := (xj+k−r+1, xj+k−r+2, ..., xj+k), k = 0, ..., r − 1
and one large stencil
T :=
r−1⋃
k=0
Sk
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which contains all the cells from the r smaller stencils.
2. Given cell averages uj compute the interpolation polynomials pk(x) of
degree (r−1) associated with the stencils Sk for k = 0, .., r−1 and the higher
order reconstruction polynomial Q(x), of degree (2r − 2) associated with the
large stencil T . Here, interpolation is understood in the sense of cell averages.
3. Find the linear weights Cr0 , ..., C
r
r−1 such that:
Q(x∗) =
r−1∑
k=0
Crkpk(x
∗). (5.2)
For the fifth-order WENO reconstruction used here, solving the linear system
(5.2) leads to the following weights:
x∗ C30 C
3
1 C
3
2
xj− 12+ 0.3 0.6 0.1
xj −0.1125 1.225 −0.1125
xj+ 12− 0.1 0.6 0.3
. (5.3)
For the 2D extension we need also weights for the Gaussian points on the
edges. Again we obtain them by solving (5.2):
x∗ C30 C
3
1 C
3
2
xj − ∆x2√3 70
√
3+1
360
√
3
11/18 70
√
3−1
360
√
3
xj + ∆x2√3
70
√
3−1
360
√
3
11/18 70
√
3+1
360
√
3
. (5.4)
4. Compute the smoothness indicators
ISk =
r−1∑
l=1
∫ xj+ 12
xj− 12
∆x2l−1(p(l)k )
2dx,
where l denotes the l-th order derivative of pk.
5. Compute the nonlinear weights based on the smoothness indicators
ωk :=
αk
α0 + · · ·+ αr−1
where
αk :=
Crk
(ε+ ISk)2
, k = 0, 1, ..., r − 1.
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Here ε is a real number which is introduced to prevent the denominator from
becoming zero. To preserve accuracy, ε should satisfy the constraints
0 < ε everywhere
ε ISk in regions where the solution is smooth. (5.5)
In the numerical experiments we use ε = 10−6, except for the experiment in
Section 6.2, where the ISk are extremely small and we need to use ε = 10−12
and for the fine grid computation of the 2D test of Section 6.6. This is due to
the fact that the perturbation introduced in the lake at rest in these particular
tests is so small that the smoothness indicators become of the same order as
10−6 even when the solution is non smooth.
6. The final WENO reconstruction is given by:
R(x∗) =
r−1∑
k=0
ωkpk(x∗).
It is well known that the negative weights appearing in (5.3) may lead to
oscillations at discontinuities [57]. Note however that this problem occurs
only in the reconstruction of the point values at the locations (xi, yj±α) and
(xi±α, yj) which are needed only in the computation of sxi (y) and s
y
j (x), see
(3.9) and (3.10). We have tested the following two approaches: first, we simply
replaced the weights by the fourth-order accurate choice of C30 := 0.25, C
3
1 :=
0.5 and C32 := 0.25. Since these data midpoint appear only in the quadrature
S
(4)
i for the source term, which is only fourth-order accurate anyway, this does
not decrease the overall order (4, 5, 4) of the algorithm. The second cure is
the splitting technique of Shi, Hu and Shu [57]. For the problems presented
in this part, this more expensive approach did not lead to superior results.
5.1 How to Compute Reconstruction Polyno-
mials
In this section we briefly summarise how to compute reconstruction polyno-
mials via interpolation. The key idea to get a reconstruction polynom of mean
values (cell averages) is to interpolate the values of the primitive function at
cell interfaces, starting with value zero.
A easy way to compute the coefficients via Interpolationspolynoms is the
Newton-Interpolation method, which uses divided differences
[x0, ..., xn]f =
1
xn − x0 ([x1, ..., xn]f − [x0, ..., xn−1]f) :
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Three Avarages U1 on cell [0, d], U2 on cell [d, 2d] and U3 on cell [2d, 3d] can
be used to specify a unique second order polynomial.
The interpolation of the primitive function values 0, d U1, d (U1+U2) and
d (U1+U2+U3) at the cell interfaces 0, d, 2d, 3d (see left Figure 5.1) could be
compact computed in a Newton tableau
xi [xi]f [xi, xi−1]f [xi, xi−1, xi−2]f [xi, ..., xi−3]f
0 0 - - -
d U1d U1 - -
2d (U1 + U2)d U2 U2−U12d -
3d (U1 + U2 + U3)d U3 U3−U22d
U3−2U2+U1
6d2
From this we achieve the Interpolationspolynom
P (f |x0, x1, x2)(x) = U1(x− 0) + U2 − U12d (x)(x− d)
+
U3 − 2U2 + U1
6d2
(x− 0)(x− d)(x− 2d).
P (f |x0, x1, x2)(x) is the primitive function of the searched parabola p2(x).
Derivation leeds to the general reconstruction polynom for uniform grids,
p2(x) = U1 +
U2 − U1
2d
(2x− d) + U3 − 2U2 + U1
6d2
(3x2 − 6d x+ 2d2)
=
U1 − 2U2 + U3
2 d2
x2 +
−2U1 + 3U2 − U3
d
x+
11U1 − 7U2 + 2U3
6
.
The reconstruction parabola could now be evaluated at the needed quadrature
points.
For the fives order WENO procedure a general fourth order reconstruction
polynom is needed to specify the optimal waiting weights 5.3 and 5.4. The
general fourth order reconstruction polynom could be computed similar as
above and is given by
Q(x) =
U1 − 4U2 + 6U3 − 4U4 + U5
24d4
x4
+
−3U1 + 11U2 − 15U3 + 9U4 − 2U5
6d3
x3
+
17U1 − 54U2 + 64U3 − 34U4 + 7U5
8d2
x2
+
−45U1 + 109U2 − 105U3 + 51U4 − 10U5
12d
x
+
137U1 − 163U2 + 137U3 − 63U4 + 12U5
60
,
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γrdγld
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Rl
Rγl
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Rγr
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Figure 5.1: Reconstruction of three cell averages U1, U2, U3 via parabola.
see Figure 5.2.
5.2 Reconstruction in Two Dimensions
In order to evaluate the numerical flux functions F and G and the source term
S, we need to reconstruct point values of H, U , V and η at 12 integration
points, 8 on the boundary (xi± 12 , yj±α), (xi±α, yj± 12 ) and 4 in the interior
(xi, yj±α) and (xi±α, yj) as shown on the right of Figure 5.3. Note that the
interior points are required only to compute the source term, which is fourth-
order accurate. As in the 1D case we apply a WENO procedure to find these
data.
In 2D this reconstruction is somewhat more involved. Our approach is
to reconstruct each variable dimension by dimension. For each cell, the one-
dimensional WENO procedure has to be applied six times to produce point
values in all quadrature points.
To fix ideas, we illustrate the algorithm for the reconstruction of the vari-
able H. In this section only, we denote the cell averages as H¯ij , to distinguish
the averages computed on a cell (a double integral) from the averages com-
puted along only one segment (a single integral).
We start applying the WENO reconstruction procedure in the y direction,
starting from the cell averages H¯ij . We apply the reconstruction defined by
the constants in Chapter 5 (5.4) and we find approximations in the points
(xi, yj+α) and (xi, yj−α) to the function:
H¯ij(xi, yj±α) =
1
δ
∫ xi+ δ2
xi− δ2
H(x, yj±α) dx.
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Q(x)
Figure 5.2: Reconstruction of five cell averages U1, U2, U3, U4, U5 with poly-
nomial.
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2
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(xi+ 1
2
, yj−α)
(xi, yj)
Figure 5.3: (Left) The positions of the reconstructed cross section averages
(xi±α, ·) (dashed lines), (·, yj±α) (black lines) for the first reconstruction
step. (Right) The Gaussian integration points for the edges (xi± 12 , yj±α),
(xi±α, yj± 12 ) and for the interior, (xi, yj±α) and (xi±α, yj). The point values
in these locations are computed in the second step of the reconstruction.
Once these data are available for all i, we apply again the WENO reconstruc-
tion along the x axis to get the required point values, i.e. Hij(xi− 12 , yj+α),
Hij(xi, yj+α) and Hij(xi+ 12 , yj+α), starting from H¯ij(xi, yj+α). With another
reconstruction, we find Hij(xi− 12 , yj−α), Hij(xi, yj−α) and Hij(xi+ 12 , yj−α),
starting from H¯ij(xi, yj−α). This set of operations will be called y-x sweep,
see Figure 5.4.
To get the quadrature points along the dashed lines on the right in Fig-
ure 5.3, we perform the same operations in the reversed order. This will be
called x-y sweep, see Figure 5.5. Now, all the quantities appearing in the
semi-discrete scheme (3.3) have been defined. Finally, to get a fully discrete
scheme, we need to specify a method to march forward in time. As in the
1D scheme, we apply the classic fourth-order Runge-Kutta method. For other
cases, it might be advantageous to use the recent TVD or SSP Runge-Kutta
schemes [58, 24, 62].
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, yj−α)
Figure 5.4: In the first step of the y-x-sweep we compute averages over cross
sections (·, yj±α) marked with black lines in the figure on the left side. In the
second step of the y-x-sweep we use the cross section averages to compute
point values at quadrature points (xi± 12 , yj±α), (xi, yj±α) (right figure).
xi+α
xi−α
i
xy
j j
(xi−α, yj)
(xi−α, yj+1
2
)
(xi+α, yj+1
2
)
(xi+α, yj)
(xi+α, yj−1
2
)
i(xi−α, yj−1
2
)
Figure 5.5: In the first step of the x-y-sweep we compute averages over cross
sections (·, xi±α) marked with dotted lines in the figure on the left side. In
the second step of the x-y-sweep we use the cross section averages to compute
point values at quadrature points (xi±α, yj± 12 ) (xi±α, yj) (right figure).
Chapter 6
Numerical Experiments:
Perturbations of Water at
Rest
6.1 Order of Accuracy in 1D
To verify the order of accuracy we follow Xing and Shu [69] and choose
z(x) := sin2(pix)
H(x, 0) := 5 + ecos(2pix)
U(x, 0) := sin(cos(2pix))
for bottom topography, initial water height and momentum. Here x ∈ [0, 1],
the boundary conditions are periodic, and the gravitational constant g is set
to 9.812. We compute up to time t = 0.1 with CFL number 0.4. Since
the exact solution for this experiment is not known explicitly, we use the
same well-balanced WENO scheme of order (4, 5, 4) with N = 25 600 cells to
compute a reference solution. We use a fifth-order WENO reconstruction with
ε = 10−6 and optimal weights from (5.3), together with the weight splitting
method [57] to compute the central point values needed in the quadrature
(2.16). Table 6.1 contains the L1 errors and numerical order of accuracy for
both components. We achieve full fifth-order convergence in both components.
Note that we have used the fifth-order WENO reconstruction in space, but
only a fourth-order accurate extrapolation of the source term and the classical
fourth-order Runge-Kutta time discretisation. Thus not all elements of the
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convergence table with fourth-order source term
Number H U
of cells L1 error order L1 error order
25 1.13E-02 8.22E-02
50 1.84E-03 2.61 1.71E-02 2.27
100 2.83E-04 2.70 2.48E-03 2.78
200 2.07E-05 3.77 1.77E-04 3.81
400 8.18E-07 4.66 7.02E-06 4.66
800 2.67E-08 4.94 2.29E-07 4.94
1600 8.40E-10 4.99 7.21E-09 4.99
Table 6.1: L1 errors and numerical orders of accuracy for Example 6.1 for the
new well-balanced finite volume scheme of order (4, 5, 4). Here the dominating
term in the truncation error is the spatial discretisation of the convective part,
so the scheme converges with fifth order on the grids used.
algorithm contribute equally to the overall error. However, a standard second-
order discretisation of the source term does reduce the order of accuracy to
two, see Table 6.2. This shows the relevance of the key new ingredient of
our algorithm. We conjecture that on finer grids the quadrature rule for the
source and the time discretisation error would eventually dominate also for
the (4,5,4) scheme, lowering the overall accuracy from fifth to fourth order.
6.2 Perturbation of a Lake at Rest in 1D
The following problem was studied by LeVeque [41]. It shows the behaviour
of a small perturbation of a lake at rest with variable bottom topography
z(x) =
{
0.25(1 + cos(10pi(x− 0.5))), if 1.2 ≤ x ≤ 1.4
0, else
where x ∈ [0, 2]. The total initial height is given by
η(x, 0) =
{
1 + ∆η, if 1.1 ≤ x ≤ 1.2
1, else
LeVeque, who worked with a second-order scheme, used ∆η = 0.1. We will
use ∆η = 0.001 as Xing and Shu [69], Vukovic and Sopta [68] used for their
higher order schemes: in this fashion the perturbation becomes smaller and is
therefore more challenging to capture. The initial velocity is set to
v(x, 0) = 0
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convergence table with second-order source term
Number H U
of cells L1 error order L1 error order
25 1.12E-02 8.29E-02
50 1.87E-03 2.58 1.73E-02 2.27
100 2.86E-04 2.71 2.50E-03 2.78
200 2.18E-05 3.70 1.82E-04 3.77
400 1.37E-06 3.99 9.99E-06 4.19
800 2.18E-07 2.65 1.46E-06 2.77
1600 5.05E-08 2.11 3.31E-07 2.14
Table 6.2: Same as Table 6.1, but second-order discretisation of the source
term S (order (4, 5, 2)). Now the error of the source term discretisation dom-
inates, lowering the overall order of convergence to 2.
and the gravitational constant g = 9.81. We use a fifth-order WENO recon-
struction with optimal weights from (5.3) and ε = 10−12 in order to satisfy
(5.5). Indeed, ε = 10−6 results in oscillations at the shocks. Periodic boundary
conditions are used. The CFL number is 0.4 and the final time is T = 0.2.
Figures 6.2 and 6.3 show total height and momentum computed with 200
cells and 157 time steps, and a comparison between first, second and (4, 5, 4)th
order solutions are shown in Figure 6.4. At this time, the wave travelling to
the right has just passed the hump, and part of it has been reflected. All
the schemes are able to produce the physically correct reflected waves (see
the interval [1, 1.5] around the hump). The new scheme shows remarkably
high resolution. Schemes which do not preserve the discrete hydrostatic bal-
ance may introduce unphysical waves and high frequency oscillations (see [68,
Figure 8 & 9]).
6.3 Dam-break Over a Rectangular Wall
This test case simulates a dam-break over a rectangular wall. It produces a
rapidly varying flow over a discontinuous bottom topography. This example
was used in [68],[69]. The bottom topography is given by
z(x) =
{
8, if |x− 1500/2| ≤ 1500/8
0, otherwise,
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Figure 6.1: Example 6.2, bottom topography and initial water level.
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Figure 6.2: Example 6.2, total height at T = 0.2 computed with 200 cells.
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Figure 6.3: Example 6.2, momentum at T = 0.2 computed with 200 cells.
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Figure 6.4: Example 6.2, total height at T = 0.2 computed with first, second,
and (4, 5, 4)th order schemes and 200 cells.
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Figure 6.5: Example 6.3, contour plot of water level in the x− t plane.
with x ∈ [0, 1500]. The total initial height is
η(x, 0) =
{
20, if 0 ≤ x ≤ 750
15, otherwise.
The initial velocity is set to zero u(x, 0) = 0 and the gravitation constant is
g = 9.81. At the left boundary we use reflective boundary conditions and on
the right side open boundary conditions. In Figure 6.5 we show level lines
of the water level, or total height, of the solution up to time T = 60. In
the beginning, one observes the standard rarefaction and shock waves which
form the solution of the Riemann problem of the homogeneous shallow water
equations. Figure 6.6 shows the water level and velocity at T = 15. At time
T ≈ 17 the waves cross the two edges of the wall. A part is transmitted,
another part reflected, and a remaining part becomes a standing wave. Such
standing waves have recently been studied analytically by Klausen and Risebro
[31], Towers [66], Klingenberg and Risebro [32], and Seguin and Vovelle [47]
who consider the inhomogeneous one dimensional shallow water equations as
a system of three conservation laws for (h, hu, z) with ∂tz = 0. This system
has the three wave speeds u±√gh and 0.
For later times, the wave system keeps interacting. At time T = 60, we
have six waves in the solution. The main shock and rarefaction waves just hit
the boundary of the computational domain. Between them we have, from left
to right, a standing wave, a weak rarefaction travelling leftwards, a second
standing wave, and a weak compressive wave travelling rightwards. Figure 6.7
shows cross sections of total height and velocity. Note that the standing waves
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Figure 6.6: Example 6.3, water level (up) and velocity (down) at T = 15, 600
cells.
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Figure 6.7: Example 6.3, water level (up) and velocity (down) at T = 60, 600
cells.
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(which are contact discontinuities) are not easy to capture. This is discussed
e.g. in [68]. Here we have almost perfect resolution of all features of this
challenging solution.
6.4 Well-Balanced Test in Two Dimensions
The two dimensional experiments we present here follow closely the work of
Xing and Shu [69]. We check the behaviour of the two dimensional scheme in
a lake at rest situation on a rectangular domain [0, 1]× [0, 1], with a non-flat,
fully two-dimensional, bottom topography
z(x, y) = 0.8e−50((x−0.5)
2+(y−0.5)2). (6.1)
The initial water height is
H(x, y) = 1− z(x, y), (6.2)
so that the water surface level η is constant, with η ≡ 1.0. The momentum in
x and y direction is set to zero:
U(x, y, t = 0) = 0 and V (x, y, t = 0) = 0. (6.3)
The lake is at rest initially, and should remain at rest indefinitely. In this
situation, a scheme without well-balancing would produce unphysical waves.
For this test we use a uniform 100 × 100 grid and compute the solution at
time t = 0.1. We get the following L1-errors for the conservative components:
||H||1 = 1.23E − 16, ||U ||1 = 2.20E − 16 and ||V ||1 = 2.22E − 16. The errors
are all of the magnitude of the roundoff error 10−16 thus the scheme is indeed
perfectly well-balanced.
6.5 Order of Accuracy 2D
To check the numerical order of accuracy we use the same experiment as
Xing and Shu [69]. On the unit square [0, 1] × [0, 1] we choose the bottom
topography:
z(x, y) = sin(2pix) + cos(2piy)
the initial water surface level:
H(x, y, t = 0) = 10 + esin(2pix) cos(2piy)
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Number H U V
of points
CFL
L1 error order L1 error order L1 error order
25 0.5 8.77E-03 3.42E-02 6.71E-02
50 0.5 1.10E-03 3.00 2.73E-03 3.65 9.40E-03 2.84
100 0.5 9.84E-05 3.48 1.56E-04 4.13 7.85E-04 3.58
200 0.5 4.91E-06 4.32 6.58E-06 4.57 3.93E-05 4.32
400 0.5 1.82E-07 4.76 2.41E-07 4.77 1.46E-06 4.75
800 0.5 6.06E-09 4.91 7.94E-09 4.92 4.90E-08 4.90
Table 6.3: L1-errors and numerical order of accuracy for the convergence test
6.5
and the initial momentum in the x and y directions respectively:
U(x, y, t = 0) = sin(cos(2pix)) sin(2piy)
V (x, y, t = 0) = cos(2pix) cos(sin(2piy)).
We compute up to time T = 0.05 with CFL-number 0.8. For the WENO
reconstruction we use the optimal weights of (5.3),(5.4) and set ε = 10−6.
The reference solution is computed with the same scheme and 1600 × 1600
cells, since the exact solution is unknown.
For this experiment we expect fourth-order of accuracy in all conserva-
tive components. The applied standard Runge-Kutta time integration, the
integration of the numerical fluxes with Gaussian rule and the cell centred
source term are all formally fourth-order accurate, while the applied WENO
reconstruction is fifth-order accurate. Table 6.3 contains the L1-errors and
orders of accuracy. We can clearly see that for this two dimensional test
case, fourth-order accuracy (in fact almost fifth-order) is indeed achieved in
all components.
6.6 A Small Perturbation of a Steady-State Lake
in 2D
This classical problem is given by LeVeque [41] and is also computed in [69].
For this problem we consider the rectangular domain [0, 2]×[0, 1]. The bottom
topography is displayed in Figure 6.8 and it is given by:
z(x, y) = 0.8e(−5(x−0.9)
2−50(y−0.5)2).
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The initial water surface level is given by:
H(x, y, t = 0) =
{
1.01− z(x, y) if 0.05 ≤ x ≤ 0.15
1− z(x, y) otherwise ,
so the initial surface level is almost flat, only in the region 0.05 < x < 0.15 it
is perturbed upward by the displacement 0.01. The initial momentum in the
x and y directions is:
U(x, y, t = 0) = 0
V (x, y, t = 0) = 0.
We compute using two different uniform meshes with 200 × 100 cells and
600× 300 cells.
Figure 6.9 shows 30 uniformly spaced contour lines of the surface level
H at times t = 0.12, 0.24, 0.36, 0.48 and final time T = 0.6. The results
obtained with the coarse grid appear on the left side, while on the right we
find the numerical solution obtained with the fine grid.
In the simulation with the coarse grid we use ε = 10−6 and for the fine grid
ε = 10−9. In both experiments we choose the CFL-number equal to 0.5. As
we can see, we get results comparable to the finite difference approach in [69].
6.7 Tang Problem
This problem is given by Tang [63]. Here we consider the rectangular domain
[−6, 10]× [−10, 10]. On this domain a right going bore wave past an isolated
and down-word going hump, centred at (0, 0). The bottom topography is
given by:
z(x, y) = −0.4e(0.2(12.5−x2−y2)).
Initially the shock wave is located at x = −5.5. The left and right states are
given by
HL =
HR
2
(√
1− 8Fr2
)
,
uL = Fr
(
1− HR
HL
)√
gHR,
where the Froude number Fr = 2, HR = 1 and uR = vR = vL = 0. The
computation is performed on a mesh with 320× 400 cells. Figures 6.11, 6.12
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Figure 6.8: Bottom topography of experiment 6.6 z(x, y) =
0.8e(−5(x−0.9)
2−50(y−0.5)2).
and Figures 6.13 shows 30 uniformly spaced contour lines of the surface level
H, velocity u, and velocity v at times T = 1 (left figures) and T = 2 (right
figures).
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Figure 6.9: Contour lines of the surface level h + z for the experiment of
Subsection 6.6 at times t = 0.12, 0.24, 0.36. Left: 200× 100 grid, right: 600×
300 grid. There are 30 uniformly spaced contour lines in each plot. At time
t = 0.12 the contour lines go from 0.999837 to 1.005974; at time t = 0.24 from
0.996091 to 1.014523; at time t = 0.36 from 0.988829 to 1.011245.
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Figure 6.10: Contour lines of the surface level h + z for the experiment of
Subsection 6.6 at times t = 0.48, 0.6. Left: 200 × 100 grid, right: 600 × 300
grid. There are 30 uniformly spaced contour lines in each plot. At time
t = 0.36 the contour lines go from t = 0.36 from 0.988829 to 1.011245; at
time t = 0.48 from 0.990559 to 1.004614; at time t = 0.6 from 0.995244 to
1.005207.
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Figure 6.11: 30 contour lines of the surface level h + z for the experiment of
Subsection 6.7 at times T = 1 and T = 2, computed on 320× 400 cells.
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Figure 6.12: 30 contour lines of the velocity level u for the experiment of
Section 6.7 at times T = 1 and T = 2, computed on 320× 400 cells.
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Figure 6.13: 30 contour lines of the velocity level v for the experiment of
Section 6.7 at times T = 1 and T = 2, computed on 320× 400 cells.
Part II
Barotropic flows: jets in a
rotating frame
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Chapter 7
Barotropic Flows
7.1 Introduction Part Two
In medium-scale geophysical fluid flow, with length scales of hundreds of kilo-
metres, the geometry of the earth, its rotation and curvature are of great
importance. The modelling of flow phenomena at these scales involves com-
plex nonlinear equations with extra terms accounting for the geometry and
the rotating frame of reference.
In oceanography, stratification is the division of the water into distinct
layers, each with specific properties such as temperature, salinity or density.
In fluid dynamics, the baroclinicity is a measure of the stratification in a fluid.
A baroclinic flow is one for which the density depends on temperature, salinity
and the pressure. Contrast this with barotropic flow, for which the density
depends only on the pressure. Thus a barotropic fluid is defined by zero
baroclincity. The strict meaning of the term ’barotropic’ is that the pressure
is constant on surfaces of constant density. Hence, as a special case, a fluid
flow where the density is constant will be barotropic [17].
Many geophysical flow problems are shallow in the sense that the waves
length of horizontal motion greatly exceeds the scale of changes in the ver-
tical direction. In many cases, this justifies a simplification of the governing
equations for the vertical motion. The shallow-water equations are one such
system where the dependent variables are depth-averaged and only first-order
differential terms are retained. In this second part we consider numerical solu-
tions of the shallow-water system, written as a system of first-order hyperbolic
conservation laws with source terms modelling the effects of variable bottom
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and a rotating frame of reference,ηU
V

t
+

U
U2
H +
1
2gH
2
UV
H

x
+

V
UV
H
V 2
H +
1
2gH
2

y
=
 0−gHzx + fV
−gHzy − fU
 . (7.1)
Here subscripts denote differentiation, η is the surface elevation, z is the bot-
tom topography and H = η − z is the total water depth. The components
of the volume-flux per unit length in the x- and y-direction are U and V , re-
spectively. The source terms in (7.1) model two different physical effects: the
rotation and the variable bottom topography. The rotating frame of reference
introduces a Coriolis force [0, fV,−fU ]T acting transversely and proportion-
ally to the volume-flux. The other source term [0,−gHzx,−gHzy]T accounts
for the variations in the bottom topography z. In applications, this barotropic
model is used to study weather systems, mean currents and transport and
wave phenomena in coastal zones, rivers and lakes, in cases where the density
stratification has negligible influence on the flow.
Classically, i.e. at least since the 1930s, such initial value problems have
been solved by finite-difference methods [54, 44, 53]. To this day, such methods
are the working horse of many models. They are easy to implement, fast, and
for smooth flows they give accurate results. On the other hand, for non-smooth
solutions they suffer from dispersive oscillations which need to be damped by
adding artificial viscosity.
These stability problems led (roughly from 1950s into the 1990s) to the
development of more robust finite-difference, finite-volume, ENO and WENO
schemes [38, 20, 39, 26, 40, 59]. For geophysical flows it was important to
develop schemes which maintain fundamental equilibrium solutions on the
discrete level, the so-called well-balanced schemes (see e.g. [1, 45, 69] and
the references therein). Recently, Bouchut et al.[6] have described a tech-
nique to obtain a well-balanced discretisation of the Coriolis terms in the
one-dimensional case. The well-balanced discretisation preserves geostroph-
ically balanced states exactly at the discrete level. This technique may be
generalised to two-dimensional jets which are aligned with a Cartesian grid.
With these extensions, well-balanced finite-volume schemes are a very stable
and – if equipped with high-order reconstructions – highly accurate alternative
for the computation of depth-averaged geophysical flows, which may contain
shock-, or bore-waves. An advantage of these schemes is that the solution is
damped only in region where damping is needed.
The second part reports on joint work with B. Gjevik and J.R.Natvig who
has started on this project and awake our interest and attention on this topic.
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B. Gjevik has over many years developed and used a finite-difference ocean
model [19]. Our goal is to study and, if possible, quantify the advantages of
either code. We hope that other researchers will draw some useful conclusions
from our results, when they decide which type of code they should use.
As test-case we study a class of jets along the Norwegian shelf. Such
shelf slope jets have been studied extensively (see [19, 64] and the references
therein). A series of numerical examples indicates that these currents can
become unstable, in the sense that an initially almost laminar flow generates
strong eddies and oscillations. Linear stability analysis [19, 64] confirms the
existence of unstable modes. This provides us with a challenging test problem
within a relatively simple topography. Other test problems are used to study
numerical convergence and accuracy.
It will come as no surprise that the setup of analytical and numerical in-
and outflow boundary conditions was one of the main difficulties in this study.
The outline of this part is as follows: In Section 8.1 we review the finite-
difference method used in [19]. We rearrange the temporal update to as-
sure second-order accuracy. In Section 8.2 we describe the source term treat-
ment. The entire Chapter 9 is devoted to boundary conditions, particularly in-
flow and absorbing outflow boundary conditions for the finite-volume scheme.
These have a strong impact upon the accuracy and the flow features computed
by our schemes. In Chapter 10, we evaluate the accuracy, order of convergence
and resolution for various test problems. Then we focus on the formation of
eddies in shelf slope jets. Here we study and thereby rule out several possible
numerical sources of the instability. We conclude the paper in Chapter 11 by
discussing in detail the advantages of the finite-difference and finite-volume
solvers, the boundary conditions and the eddy formation in the along shelf
current.
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Chapter 8
Discretisation
In this section we give an overview of the finite-difference scheme. The philoso-
phies underlying these schemes are quite different compared to the finite vol-
ume scheme. In the finite-difference scheme, which goes back to von Neumann
and Richtmyer [44], the solution is approximated by point values on a grid.
To advance the solution, the derivative of the fluxes terms are computed using
central differencing and averaging operators. A special staggering of variables,
called a B-grid, is used, where the volume-flux is approximated on the mesh
(ih, jh, n∆t), and the surface elevation is approximated on a mesh shifted by
h/2 in each spatial direction and ∆t/2 in time. The original scheme of [19] is
second-order accurate in space, but only first-order accurate in time.
We introduce a slight modification which yields a fully second-order finite-
difference scheme. In actual computations, this scheme performs very well for
smooth solutions. However, we do observe spurious oscillations when steep
gradients appears in the solution. In Section 8.1 we give a complete description
of this scheme.
8.1 The Finite-Difference Scheme
The original B-grid scheme of [19] is based on a staggering of unknowns, where
the volume-fluxes U and V are approximated in the grid points (ih, jh, n∆t)
and the surface elevation η is approximated in shifted grid points ((i+ 12 )h, (j+
1
2 )h, (n +
1
2 )∆t) as shown in Figure 8.1. To simplify the presentation we
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Figure 8.1: The layout of a B-grid. The surface elevation η is approximated in the
black circles, and the volume-fluxes U and V in the grey squares.
introduce the following standard differencing and averaging operators:
δx()·,· = 1h
[
()·+ 12 ,· − ()·− 12 ,·
]
, µx()·,· = 12
[
()·+ 12 ,· + ()·− 12 ,·
]
,
δy()·,· = 1h
[
()·,·+ 12 − ()·,·− 12
]
, µy()·,· = 12
[
()·,·+ 12 + ()·,·− 12
]
.
Note that it is implied that the result of these operations is shifted by h2
relative to the argument. For simplicity in notation, we omit i and j indices in
the following scheme. The meaning should be clear from the aforementioned
shift and the position of the point-wise approximations. For instance, the
approximation of ∂x(U2/H) in the point (ih, jh) is given by(
δx
(
µxU
)2
µyH
)
ij
=
1
2h
( (
Ui+1,j + Uij
)2
Hi+ 12 ,j− 12 +Hi+ 12 ,j+ 12
−
(
Uij + Ui−1,j
)2
Hi− 12 ,j− 12 +Hi− 12 ,j+ 12
)
With this notation, we can write the finite-difference scheme for (7.1) as
ηn+
1
2 = ηn−
1
2 −∆t[δxµyUn + δyµxV n] (8.1)
Un+1 = Un −∆t
[
δx
(
µxU
n
)2
µyHn+
1
2
+ δy
(
µyU
n
) (
µyV
n
)
µxHn+
1
2
+
(
gµxµyH
n+ 12
)
δxµyη
n+ 12 − fV n
]
,
(8.2)
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V n+1 = V n −∆t
[
δx
(
µxU
n
) (
µxV
n
)
µyHn+
1
2
+ δy
(
µyV
n
)2
µxHn+
1
2
+
(
gµxµyH
n+ 12
)
δyµxη
n+ 12 + fUn
]
,
(8.3)
where ∆t is the time step and Hn+
1
2 = ηn+
1
2 − z. The use of a B-grid yields
a quite compact second-order discretisation of the flux and source terms. We
would like to point out that, due to the central differencing, the scheme (8.1)–
(8.3) is second order accurate in space, but not in time. This can be seen
most easily from left part of Figure 8.2, which shows that the stencil of the
volume-flux update is not symmetric with respect to time.
8.1.1 Full Second-Order Extension of Finite-Difference
Scheme
In order to correct the asymmetry, we introduce the following shorthands:
Φx(η) :=
(
gµxµyH
)
δxµyη,
Φy(η) :=
(
gµxµyH
)
δyµxη,
Ω(U, V, η) := δx
(
µxU
)2
µyH
+ δy
(
µyU
) (
µyV
)
µxH
− fV,
Ψ(U, V, η) := δx
(
µxU
) (
µxV
)
µyH
+ δy
(
µyV
)2
µxH
+ fU.
where H = H(η, z). With this notation (8.2) – (8.3) read
Un+1 = Un −∆t
[
Ω(Un, V n, ηn+
1
2 ) + Φx(ηn+
1
2 )
]
, (8.4)
V n+1 = V n −∆t
[
Ψ(Un, V n, ηn+
1
2 ) + Φy(ηn+
1
2 )
]
. (8.5)
Let us now introduce the correction which assures second order accuracy in
time. For this we denote the volume-flux update in (8.4) – (8.5) by (U, V )n+1∗
and centre the terms Ω and Ψ, i.e the flux differences and the coriolis term,
with respect to time. This gives
Un+1 = Un+1∗ +
∆t
2
[
Ω(Un, V n, ηn+
1
2 )− Ω(Un+1∗ , V n+1∗ , ηn+
1
2 )
]
, (8.6)
V n+1 = V n+1∗ +
∆t
2
[
Ψ(Un, V n, ηn+
1
2 )−Ψ(Un+1∗ , V n+1∗ , ηn+
1
2 )
]
, (8.7)
which is the symmetric stencil shown in right part of Figure 8.2. In Tables
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Figure 8.2: Stencils of volume-flux update for finite-difference schemes. Left: first
order scheme, not symmetric with respect to time. Right: time symmetry recovered.
10.1 and 10.2 one can clearly observe the gain in accuracy.
An elementary calculation shows that both the first-order version and the
second-order version of this scheme are well-balanced for the stationary state
of water at rest U = V = 0 and η − z = Const. For smooth solutions driven
by inflow boundary conditions, both scheme yields quite sharp results with
moderate numerical diffusion. For non-smooth solutions, both versions of the
scheme experience instabilities in the form of oscillations.
8.2 Treatment of Coriolis Force in the Finite-
Volume Scheme
The Coriolis term is approximated by Cij = f [0, Vij ,−Uij ]T .
As a special case it is possible to produce a well-balanced grid-aligned
geostrophic jet. Now we consider a geostrophic jet, with velocity function v(x)
and height function H(x) both independent to the y-direction, the tangential
velocity need to be zero to achieve an equilibrium state, so u ≡ 0. This state
state is given when the gravitational forces exactly balance the Coriolis force.
Integrating the momentum equation (1.2) over cell [xL, xR] gives,
∫ xR
xL
Utdx = −
∫ xR
xL
{(
UV
H
)
x
+
g
2
(
H2
)
x
+
(
UV
H
)
y
+ gHzx − fV
}
dx.
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From u ≡ 0 follows∫ xR
xL
Utdx = −
∫ xR
xL
{g
2
(
H2
)
x
+ gHzx − fV
}
dx.
= −
∫ xR
xL
{
gH (Hx + zx)− fV
}
dx.
(2.4)
= −
{
g
HL +HR
2︸ ︷︷ ︸
=:H¯
(HR + zR)− (HL + zL)
∆x
− f
∫ xR
xL
V dx
}
= −gH¯
{ηR − ηL
∆x
− f
gH¯
∫ xR
xL
V dx
}
.
Since
∫ xR
xL
V dx = V¯ the following condition has to be satisfied,
ηR − ηL
∆x
=
f
g
V¯
H¯
.
to achieve a discrete geostrophic equilibrium.
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Chapter 9
Treatment of boundary
conditions
For the experiments presented in this paper we need three types of boundary
conditions, reflective, outflow and inflow. These are presented below. While
reflective boundaries are rather straightforward, out- and inflow conditions
have to be translated carefully from the B-grid finite-difference setting to the
finite-volume setting. Moreover, for the finite-volume scheme we discovered
a subtle perturbation introduced by a no-slip inflow boundary condition. In
Sections 9.2.3 and 9.2.4, we introduce free-slip, Neumann-type boundary con-
ditions which give smoother inflow.
9.1 Finite-Difference Boundary Conditions
Reflective boundary conditions are treated with one-sided differences and nor-
mal volume-flux equal zero. At outflow boundaries the normal volume-flux V
is defined by η
√
gH and the transverse volume-flux U is set to zero. This
boundary condition is called Flather condition in mechanics, and it coincides
e.g. with the first order absorbing boundary condition given by Engquist and
Majda [14]. The normal velocity v on the inflow boundary is given by a time
dependent velocity profile function vjet(x, y, t) (see (10.5) and (10.8)) and the
tangential velocity u is set to zero (no-slip). To compute the volume-flux
on the inflow boundary the height is extrapolated from the interior. These
boundary conditions are straightforward to implement in the finite-difference
scheme.
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9.2 Finite-Volume Boundary Conditions
9.2.1 Reflective boundary conditions
To treat reflective boundary conditions we are using ghost-cells and solve the
Riemann problem on the reflective boundary, where the ghost cell contains
the same data as the interior cell, but with reflected volume-fluxes.
9.2.2 Absorbing Outflow Boundary Condition
Here we adopt a technique developed by Engquist and Majda [14] to derive
a so-called absorbing boundary conditions for the outflow boundary. These
boundary conditions filter out waves which would enter the domain at an
open boundary. This has the effect of minimizing numerical reflections at
such boundaries. In particular, we follow Kro¨ner’s adaptation [33] of the Eng-
quist-Majda absorbing boundary condition, who has computed the relevant
decomposition into normal and tangential waves for the linearised Euler equa-
tions. To apply the theory we consider the linearised two dimensional shallow
water equations in primitive variables.
∂tU + B¯1∂xU + B¯2∂yU = F. (9.1)
The matrices B¯1, B¯2 are assumed to be constant, such that we obtain the
linearised shallow water equations.
U :=
 uv
η
 , B¯1 :=
 u¯ 0 g0 u¯ 0
h¯ 0 u¯
 , B¯2 :=
 v¯ 0 00 v¯ g
0 h¯ v¯
 F :=
 gzxgzy
0
 ,
with u¯, u¯ and h¯ be constant. We consider the domain Ω = {(x, y) : x > 0}
and focus without loss of generality on the left boundary, where x = 0. We
follow closely the work of Enquist, Majda [14] and Kro¨ner [33] to compute
absorbing boundary conditions for the shallow water equations.
To do this, we transform the system (9.1) into a symmetric system by,
T =

0 g −g
g
√
2 0 0
0 c¯ c¯
 T−1 =

0 1√
2g
0
1
2g 0
1
2c¯
− 12g 0 12c¯
 ,
where c¯ :=
√
gh¯.
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Now Matrix B¯1 can be diagonalised and B¯2 symmetrised by T ,
⇒ A1 := −T−1B1T =

−u¯ 0 0
0 −u¯− c¯ 0
0 0 −u¯+ c¯
 ,
A2 := −T−1B¯2T =

−v¯ − c¯√
2
− c¯√
2
− c√
2
−v¯ 0
− c√
2
0 −v¯
 .
Let w := T−1U , A1 := −T−1B¯1T and A2 := −T−1B¯2T .
∂tU = −B¯1∂xU − B¯2∂yU + F
⇔ ∂tw = −T−1B¯1 TT−1︸ ︷︷ ︸
I
∂xU − T−1B¯2 TT−1︸ ︷︷ ︸
I
∂yU + T−1F
= −T−1B¯1T∂xT−1U − T−1B¯2T∂yT−1U + T−1F
= A1∂xw +A2∂yw + T−1F
Now we separate the normal derivative x from the tangential derivatives y, t.
⇔ A−11 ∂tw = A−11 A1∂xw +A−11 A2∂yw +A−11 T−1F
⇔ A−11 A1︸ ︷︷ ︸
I
∂xw = A−11︸︷︷︸
=:A
∂tw−A−11 A2︸ ︷︷ ︸
=:E
∂yw−A−11 T−1F︸ ︷︷ ︸
=:f
⇔ ∂xw = A∂tw + E∂yw + f
One easily calculates that,
⇒ A =
 − 1u¯ 0 00 − 1u¯+c¯ 0
0 0 − 1u¯−c¯
 , E =
 −
v¯
u¯ − c¯√2u¯ − c¯√2u¯
− c¯√
2u¯
− v¯u¯+c¯ 0
− c¯√
2u¯
0 − v¯u¯−c¯
 .
We apply the Fourier transformation to w with respect to y and t to obtain
the following ODE for wˆ:
⇔ ∂xwˆ(x, ω, s) =M(ω, s)wˆ(x, ω, s) + fˆ(x, ω, s), (9.2)
where M(ω, s) := isA+ iωE.
In this representation one could easily split the in- and out-going waves.
The incoming waves are related to the eigenvalues of M(ω, s) with negative
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imaginary part and the outgoing ones to those with positive imaginary part,
this is shown in [33], where general solution of decoupled system of ODE’s
(9.2) is computed and the inverse Fourier transformation is applied.
V denote the matrix with left eigenvectors of M(ω, s). To get absorbing
boundary conditions one should cancel all incoming waves, for example in
x = 0, by imposing
pi (V wˆ) = 0 for x = 0, (9.3)
where pi is the projection onto the eigenvectors of M(ω, s), where eigenvalues
have negative imaginary parts.
According to Lemma 2.2 and Lemma 2.3 of [33] we can consider the eigen-
values of S(λ, ω) := λA1+ωA2, where (λ, ω) ∈ R2 to compute the eigenvalues
of M(ω, s).
If λ ≥ 0, then
κ1 = −(λu+ ωv), κ2 = −(λu+ ωv + αc), κ3 = −(λu+ ωv − αc), (9.4)
where α :=
√
λ2 + ω2 and
v1 =
 √2λ−ω
ω
 , v2 =
 √2ωα+ λ
α− λ
 , v3 =
 −√2ωα− λ
α+ λ
 , (9.5)
else if λ ≤ 0
κ1 = −(λu+ ωv), κ2 = −(λu+ ωv − αc), κ3 = −(λu+ ωv + αc) (9.6)
and
v1 =
 √2λ−ω
ω
 , v2 =
 √2ωα− λ
α+ λ
 , v3 =
 −√2ωα+ λ
α− λ
 . (9.7)
To get λj(ω), which are the eigenvalues from M(ω, 1), we solve
κj(ω, λj(ω)) = 1 for j = 1, ..., n, for all ω ∈ R.
κ1 = 1
⇔ −(λ1u+ ωv) = 1
⇔ λ1 = −ωv − 1
u
.
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To get λ2(ω) we have to solve a quadratic equation,
κ2 = 1
⇔ −(λ2u+ ωv + α1c) = 1
⇔ −λ2u− ωv − 1 =
√
λ21 + ω2
⇒ λ22 + 2λ2
u(ωv + 1)
u2 − c2 +
(ωv + 1)2 − ω2c2
u2 − c2 = 0
⇒ λ2 = −u(ωv + 1)
u2 − c2 ±
c
u2 − c2
√
(ωv + 1)2 + ω2(u2 − c2).
By similar calculations, we achieve
⇒ λ3 = −u(ωv + 1)
u2 − c2 ∓
c
u2 − c2
√
(ωv + 1)2 + ω2(u2 − c2).
In [33] it could be proven that the eigenvalues of −iM(ω, 1) are uniquely given
by,
λ1 =
−ωv − 1
u
,
λ2 = −u(ωv + 1)
u2 − c2 +
c
u2 − c2
√
(ωv + 1)2 + ω2(u2 − c2),
λ3 = −u(ωv + 1)
u2 − c2 −
c
u2 − c2
√
(ωv + 1)2 + ω2(u2 − c2).
The corresponding right eigenvectors rj(ω) of M(ω, 1) are then given by
rj(ω) = vj(ω, λj(ω)). To distinguish the cases we denote s1 := sign(λi).
r1 =
 √2λ1−ω
ω
 , r2 =
 √2s2ωα2 + |λ2|
α2 − |λ2|
 , r3 =
 √2s3ωα3 − |λ3|
α3 + |λ3|
 .
The left eigenvectors lj(ω) are,
l1 =
 √2λ1u−ω(u+ c)
ω(u− c)
 , l2 =
 √2s2ωu(α2 + |λ3|)(u+ c)
(α2 − |λ3|)(u− c)
 , l3 =
 −√2s3ωu(α3 − |λ|)(u+ c)
(α3 + |λ|)(u− c)
 .
V (ω, λ) =
 l1l2
l3
 =
 √2λ1u −ω(u+ c) ω(u− c)√2s2ωu (α2 + |λ2|)(u+ c) (α2 − |λ2|)(u− c)
−√2s3ωu (α3 − |λ3|)(u+ c) (α3 + |λ3|)(u− c)
 .(9.8)
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Taylor expansion of V in (ω, λ) around the point (ω, λ) = (0, 1) is used for the
definition different orders of absorbing boundary condition. The first order
absorbing boundary condition for U can be written as
pik(V (0, 1)T−1U) = 0 for x = 0 and λk(0) ≤ 0.
From (9.8) we get,
V (0, 1) =
 √2λ1(0)u 0 00 2|λ2(0)|(u+ c) 0
0 0 2|λ3(0)|(u− c)
 ,
T−1 =
 0
1√
2g
0
1
2g 0
1
2c
− 12g 0 12c
 .
For this we get
V (0, 1)T−1 =
 0 − 1g 0− s2g 0 − s2c
s3
g 0 − s3c
 ,
where λ1(0) = − 1u , |λ2(0)| = − s2u+c and |λ3(0)| = − s3u−c . Then the first-order
absorbing boundary condition (9.2.2) in x=0 is,
if λ1 ≤ 0 : −vg = 0
if λ2 ≤ 0 : −ug − ηc = 0
if λ3 ≤ 0 : ug − ηc = 0.
(9.9)
Note that the second and third absorbing boundary condition (9.9) is equiv-
alent to the well known Flather condition [15], since
−u
g
− η 1
c
= 0
⇔ −hu
g
− η g
g
h√
gh
= 0
⇔ hu = −η
√
gh.
Consider a rectangular domain, at x = 0 we would like to impose an absorbing
boundary condition, then we get subcritical outflow in the following situation
λ2(0) ≤ 0
⇔ − 1
u+ c
≤ 0
⇒ u+ c ≥ 0
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The absorbing boundary condition specify hu = −η√gh.
We get a subcritical inflow in the following situation
λ1(0) ≤ 0
⇔ − 1
u
≤ 0
⇒ u ≥ 0
Then u + c ≥ 0 since the gravity wave speed c ≥ 0, two characteristics are
entering the domain. The absorbing boundary condition specifies v = 0.
We get a supercritical inflow in the following situation
λ3(0) ≤ 0
⇔ − 1
u− c ≤ 0
⇒ u− c ≥ 0
The absorbing boundary condition specifies hu = η
√
gh. Notice in the super-
critical in- or out-flow cases we need no absorbing condition.
To compute the second order absorbing boundary condition in x = 0 we
have to compute
pik(V (0, 1)T−1∂tU + ∂ωV (0, 1)T−1∂yU) = 0 for x = 0 and λk(0) ≤ 0.
This gives
∂ωλ1(0) = − v
u
,
∂ωλ2(0) = − v
u+ c
,
∂ωλ3(0) = − v
u− c .
and ∂ωαj(0) = sj∂ωλj(0), with this we get
∂ωV (0, 1) =
 −√2v −(u+ c) (u− c)√2s2u −2s2v 0
−√2s3u 0 −2s3v

84 CHAPTER 9. TREATMENT OF BOUNDARY CONDITIONS
⇒ ∂ωV (0, 1)T−1 =
 −√2v −(u+ c) (u− c)√2s2u −2s2v 0
−√2s3u 0 −2s3v

 0
1√
2g
0
1
2g 0
1
2c
− 12g 0 12c

=
 −ug −vg −1− s2vg s2ug − s2vc
s3v
g − s3ug − s3vc

Then the second-order absorbing boundary condition (9.2.2) in x=0 is,
if λ1 ≤ 0 : −∂tvg − u∂yug − v∂yvg − ∂yηg = 0
if λ2 ≤ 0 : −∂tug − ∂tηc − v∂yug + u∂yvg − v∂yηc = 0
if λ3 ≤ 0 : ∂tug − ∂tηc + v∂yug − u∂yvg − v∂yηc = 0
. (9.10)
For the shelf flows which we would like to compute, there are two rele-
vant cases. Due to the very large speed of long gravity waves in the ocean
c0 =
√
gH  v we are always in a subcritical flow and either one or two
characteristics are leaving the domain. Carrying over the results of [14, 33]
to the linearised shallow water equations, we obtain the following analytical
boundary conditions:
If two characteristics are leaving the domain, the first order absorbing
boundary conditions specifies the normal volume-flux V = η
√
gH at the open
boundary.
In the case of one outgoing characteristic we obtain as before V = η
√
gH
for the normal volume-flux. In addition, we obtain a no-slip condition for the
tangential volume-flux, namely U = 0.
Now we translate these analytical boundary conditions to obtain data for
the Riemann solver at the absorbing boundary. Let ξ be the outward pointing
coordinate normal to the boundary and let QL be the approximation at the
interior point ξ = 0−. We want to determine QR at ξ = 0+ such that an
appropriate discretisation of the absorbing boundary condition is fulfilled at
the boundary. We linearise the system around the interior state QL. In the
subcritical case, there are two possibilities (see Figure 9.1):
(a) v ≥ 0 at ξ = 0 and only λ1 < 0 or,
(b) v < 0 at ξ = 0 and both λ1 < 0 and λ2 < 0.
In case (a) we need to specify QA, since only one characteristic enters the
domain, and we can only specify one condition on the absorbing boundary.
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For this we choose
VA = Vη := ηL
√
gHL, (9.11)
corresponding to the absorbing condition. This condition is equivalent to the
radiation condition of Flather [15] which is used by Gjevik et. al. [19].
In case (b), we want to prescribe the state QB , since two characteristics
enter the domain and we have to specify two conditions at the boundary. In
this case the first order absorbing boundary conditions are
VB = Vη (9.12)
UB = 0. (9.13)
In both cases, this yields a well-posed problem. In case (a), the states QL and
QA are separated by a simple wave,
QA := QL + α1r1.
These are three equations for the unknowns α1,HA and UA. An elementary
calculations gives
HA = HL(1 + βL) (9.14)
UA = UL(1 + βL) (9.15)
where
βL :=
Vη − VL
VL −HL
√
gHL
. (9.16)
Dividing (9.15) by (9.14) one obtains that
uA = uL, (9.17)
so there is no jump in tangential velocity!
In case (b), the states QL and QB are connected by two waves separated
by the intermediate state QA,
QB := QL + α1r1 + α2r2
From (9.12)–(9.13), we have VB = Vη := ηL
√
gHL and UB = 0. A straight-
forward computation yields
HB = HL(1 + βL). (9.18)
The numerical flux at the northern boundary is simply
Gi,jmax+ 12 :=
{
G(QA) for case (a)
G(QB) for case (b)
, (9.19)
where (i, jmax) is the index of the northern cells adjacent to the boundary.
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9.2.3 Free-slip inflow boundary conditions
For the finite-volume scheme, we have implemented two types of inflow bound-
ary conditions. The first is the no-slip inflow boundary condition which we
have already described for the finite-difference scheme. As is documented in
Table 10.5 for our finite-volume scheme, this leads to a loss of accuracy even
for smooth incoming jets. Since the water depth is computed from values
downstream, small inaccuracies in the specification of the boundary condition
can lead to large numerical errors or even instabilities.
This may be explained as follows: fixing the tangential velocity at the
boundary to be zero leads to a jump in tangential velocity when the internal
flow develops vortices near the boundary. This admittedly small discontinuity
can cause loss of accuracy, and must be removed to get the expected rate of
convergence.
Therefore we would like to propose a second type of boundary condition,
which we call free-slip. We will show that this leads to smoother solutions and
increase convergence rates Section 10.3.
To analyse the possible inflow boundary conditions, we linearise the system
at the inflow boundary around a state Qˆ := (Hˆ, Uˆ , Vˆ )T , with U = Hu, V =
Hv and H = η − z. Assuming zξ = 0, we obtain
Qt + AˆQξ = 0,
where ξ is the coordinate normal to the inflow boundary, Aˆ is the Jacobian
of the flux function in the ξ-direction, V is the volume-flux in the ξ-direction
and U is the volume-flux parallel to the boundary.
The general Riemann solution consists of four states QL, QA, QB and QR
as shown in Figure 9.1. They are connected by three waves travelling with
speeds
λ1 = vˆ −
√
gHˆ, λ2 = vˆ, λ3 = vˆ +
√
gHˆ,
where vˆ is the component of the velocity in the ξ-direction. The corresponding
eigenvectors are denoted by r1, r2, r3.
For our boundary value problem, we have vˆ > 0, since we assume that we
are at an inflow boundary. Typical velocities vˆ will not exceed one meter per
second. But the typical speed of long gravity waves
√
gH will be of the order
of 30 meters per second to 140 meters per second for water depths of 100 to
2000 meters. Thus, the inflow velocity vˆ is much smaller that the speed of
long gravity waves, and we have subcritical flow. Therefore, the eigenvalues
satisfy
λ1  0 ≤ λ2  λ3.
9.2. FINITE-VOLUME BOUNDARY CONDITIONS 87
ξ
t
QR
λ3
QB
λ2
QA
λ1
QL
ξ
t
QR
λ3
QB
λ2
QA
λ1
QL
Figure 9.1: Solution of linear Riemann problem at inflow boundary, QL exterior,
QR interior domain.
As a result, the numerical boundary data we are looking for are given by QA.
This state QA will be connected by waves of the second and the third families
to the state QR,HAUA
VA
−
HRUR
VR
 = α2
01
0
+ α3
 1UˆHˆ
Vˆ
Hˆ
+
√
gHˆ
 . (9.20)
These are three equation for the five unknowns HA, UA, VA, α1 and α2. To
obtain a uniquely solvable system we need to specify two of the unknowns.
This corresponds to the fact that exactly two characteristic are entering the
domain. Oliger and Sundstrøm [49] showed that the initial boundary value
problem (7.1) is well posed under the boundary condition
∂u
∂ξ
= 0 and v = vjet, when ξ = 0. (9.21)
We translate condition (9.21) to our inflow Riemann problem by requiring
that
uA = uR and vA = vjet. (9.22)
Now we have only three unknowns left. Plugging uA and vA into (9.20) gives HAHA uA
HA vjet
−
HRUR
VR
 = α2
01
0
+ α3
 1UˆHˆ
Vˆ
Hˆ
+
√
gHˆ
 , (9.23)
which yields
α2 = HA uA −HR uR − α3 Uˆ
Hˆ
, α3 =
VA − VR
Vˆ
Hˆ
+
√
gHˆ
.
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Choosing Qˆ = QR, this leads to the following formula for the state QA at the
boundary,
HA =
HR
√
gHR
vR +
√
gHR − vjet
, UA = HAuR, VA = HAvjet. (9.24)
The numerical flux at the boundary is simply
Gi, 12 := G(QA), (9.25)
computational results where this boundary conditions are applied are given in
Chapter 10, for a test-case with linear bottom topography, which is explained
later, we achieve larger difference between free-slip and no-slip boundary con-
ditions, see Figure 9.2.
9.2.4 Balanced Inflow Boundary Condition
In Section 10.4 we will apply another variant of the jet inflow boundary condi-
tion. In order to motivate it, let us consider once more the free-slip boundary
condition derived in the previous section. As can be seen from Figure 9.1 and
equation (9.20), the jet inflow data were assigned to the intermediate state
QA via vA = vjet. Then the state QA was connected to the inner state by
two waves. This defined uA = uR and HA implicitly. We would like to point
out that the third wave, a long gravity wave leaving the domain, is effectively
suppressed, and no wave can leave the domain. Indeed in Section 10.4.2 we
show that this may lead to an increase of the overall water height.
Now we modify the boundary condition to include the outgoing wave. For
this, we apply the jet inflow condition to the outer state QL instead of QA.
Since we now have three waves to connect the inner stateQR with the jet, there
is one more degree of freedom. We determine this by the following reason-
ing: at the jet, we already know the normal velocity v(x, 0−, t) = vL(x, t) =
vjet(x, t). By the free/slip condition, we also know the tangential velocity
u(x, 0−, t) = uL(x, t) = uR(x, t). It remains to determine H(x, 0−, t) =
HL(x, t). Now we request that these values (H,u, v)(x, 0−, t) are compatible
with the shallow water equations. To determine HL(x, t) it is sufficient to use
the balance of tangential volume-flux. Taking into account that uy(x, 0, t) = 0
by the the free-slip condition, we obtain
ut + uux = −g(H + z)x + fv, (9.26)
or
H(x) + z(x) = H(x0) + z(x0)− 12g (u(x)
2 − u(x0)2)− 1
g
∫ x
x0
(ut − fv).
(9.27)
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Figure 9.2: Velocity plots at time 120h, on the left side no-slip inflow is used and
on right side free-slip. Eddies develop close to the boundary when free-slip inflow
is used. The setup of this experiment is equal to that of Section 10.4.1 where the
parabolic shelf-profile is substituted to a linear profile.
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Note that the geostrophic balance
η(x)− η(x0) = f
g
∫ x
x0
v (9.28)
is a special case of the volume-flux balance Equation (9.27) when u ≡ 0
(remember that η = H + z).
For the cells (i, 1) at the southern boundary, the in-flowing flux is given
by the Riemann solver Fˆ via
Gi, 12 := Fˆ (QL, QR, ny), (9.29)
where ny = (0, 1) is the inward unit vector normal to the southern boundary.
Note that y 1
2
is the position of the boundary edge.
In Section 10.4 we will see that this boundary condition is transparent, i.e.
it admits both in- and outflow.
Chapter 10
Numerical Experiments for
Jets in a Rotating Frame
In this section we present comparisons of the staggered scheme and the high-
order finite-volume scheme on different challenging test problems.
10.1 Order of Accuracy
To compute the numerical order of accuracy of the finite-volume scheme we
use a slight modification of an experiment of Xing and Shu ([69], see also
[42]. On the unit square [0, 1] × [0, 1] the bottom topography, initial surface
elevation, and initial volume-flux are given by the smooth functions
z(x, y) = sin(2pix) + cos(2piy),
η(x, y, 0) = 10 + esin(2pix) cos(2piy),
U(x, y, 0) = sin(cos(2pix)) sin(2piy),
V (x, y, 0) = cos(2pix) cos(sin(2piy)).
We compute the solution up to time T = 0.05, where the time-step is given
by
∆t = CFL
∆x
max[0,1]×[0,1] {|λ(Q)|} , where (10.1)
max
[0,1]×[0,1]
{|λ(Q)|} = max
[0,1]×[0,1]
{
|u|+
√
gH, |v|+
√
gH
}
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N H U V
L1-error rate L1-error rate L1-error rate
25 4.56E-02 1.70E-01 4.37E-01
50 1.69E-02 1.43 7.44E-02 1.19 1.76E-01 1.31
100 7.19E-03 1.23 3.33E-02 1.16 7.58E-02 1.22
200 3.35E-03 1.10 1.58E-02 1.08 3.48E-02 1.12
400 1.63E-03 1.04 7.68E-03 1.04 1.66E-02 1.07
800 8.02E-04 1.02 3.80E-03 1.02 8.12E-03 1.03
Table 10.1: The L1-errors and convergence rates for each of the components in
the convergence test of Section 10.1, computed with the first-order finite-difference
scheme of Section 8.1. The reference solution is computed with the high-order finite-
volume scheme on a 1600× 1600 grid.
with CFL = 0.5.
The physical parameters are g = 9.812 and f = 10.0. The reference solution
is computed with the finite-volume scheme on a grid with 1600× 1600 cells.
According to the discussion in Section 8.1, we expect the original finite-
difference scheme (8.1)–(8.3) to be first order accurate. This is confirmed by
the results in Table 10.1. The improved enlag scheme (8.6) and (8.7) is indeed
second-order accurate, see Table 10.2.
For the finite-volume scheme we expect fourth-order accuracy (indeed the
Runge-Kutta scheme for time integration, the Gaussian rules for integrating
the numerical fluxes and the cell centred source term are all formally fourth-
order accurate, and the spatial WENO reconstruction procedure is even fifth-
order accurate).
Table 10.3 reports the L1-errors together with convergence rates for the
finite-volume scheme. For this test case, we get the expected fourth-order
accuracy (in fact almost fifth-order) in all components.
10.2 Large Eddies in a Doubly Periodic Do-
main.
To illustrate visually the difference in performance of the finite-difference and
the finite-volume schemes, we compute the evolution of potential vorticity
(PV) in a very hard test-case taken from [12]. The PV is a conserved quantity
that is advected with the flow and is a good test of the effect of the numerical
diffusion on complex smooth solutions of the rotating shallow water equations.
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N H U V
L1-error rate L1-error rate L1-error rate
25 3.27E-02 1.19E-01 2.41E-01
50 8.45E-03 1.96 3.30E-02 1.85 6.27E-02 1.94
100 2.10E-03 2.01 8.45E-03 1.96 1.60E-02 1.97
200 5.26E-04 2.00 2.12E-03 2.00 4.01E-03 2.00
400 1.32E-04 2.00 5.31E-04 2.00 1.01E-03 2.00
800 3.29E-05 2.00 1.33E-04 2.00 2.52E-04 2.00
Table 10.2: The L1-errors and convergence rates for each of the components in
the convergence test of Section 10.1, computed with the improved second-order
finite-difference scheme of Section 8.1. The reference solution is computed with the
high-order finite-volume scheme on a 1600× 1600 grid.
N H U V
L1-error rate L1-error rate L1-error rate
25 6.70E-03 2.06E-02 5.34E-02
50 8.46E-04 2.99 1.60E-03 3.69 7.30E-03 2.87
100 6.84E-05 3.63 9.19E-05 4.13 5.57E-04 3.71
200 3.06E-06 4.48 3.70E-06 4.64 2.48E-05 4.49
400 1.10E-07 4.79 1.32E-07 4.81 9.03E-07 4.78
800 3.66E-09 4.91 4.38E-09 4.91 3.04E-08 4.90
Table 10.3: The L1-errors and convergence rate for each component in the con-
vergence test of Section 10.1, computed with the high-order finite-volume scheme
of Chapter 3. Each grid is N × N and the reference solution is computed on a
1600× 1600 grid.
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Figure 10.1: The figure shows a cross-section of the initial data of Example 2: (top)
surface elevation, (middle) x-component of the velocity field, and (bottom) potential
vorticity.
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Since this test-case is doubly periodic, which can easily be implemented in
both schemes, the comparison does not involve the complications of boundary
conditions.
Consider a doubly periodic domain (−pi, pi)2 with flat bottom topography.
Let u := (u, v) be the velocity field. The potential vorticity is given by
q :=
∇× u+ f
H
. (10.2)
Assume that the flow is geostrophically balanced initially, i.e., that the grav-
itational forces exactly balance the Coriolis force. Using (7.1), this balance
can be written as
g∇H + fu⊥ = 0. (10.3)
If the potential vorticity is known throughout the domain, the balance condi-
tion (10.3) specifies the state of the shallow water system completely. At this
state, the surface elevation solves the following equation,
Hxx +Hyy +
fq
g
H =
f2
g
, (10.4)
with evanescent boundary conditions.
In this example, we use the initial potential vorticity of [12],
q(x, y, 0) =
{
q¯ +Q sign(yˆ)(a− ∣∣|yˆ| − a∣∣), |yˆ| < 2a,
q¯, otherwise,
,
yˆ = y + cm sinmx+ cn sinnx,
where q¯ is the mean potential vorticity, q¯ ±Qa is the maximum/minimum of
the potential vorticity, and 2a is the width of the jet. As in [12], we use the
scalings h¯ = 1, L2R = gH/f
2 = 0.25, a = 0.5, h¯Q/f = 2 and f = 4pi, with one
unit time corresponding to one day. The parameters of the perturbation are
m = 2, n = 3, c2 = −0.1 and c3 = 0.1.
By solving the balance condition (10.3), the potential vorticity field yields
a balanced double jet flow. Cross-sections of the initial surface elevation,
velocity field and potential vorticity are shown in Figure 10.1. The actual
solution of the balance condition is computed using a simple central finite-
difference scheme on a 512× 512 grid.
The time evolution of these seemingly simple initial data quickly produces
large complex vortical structures with many smaller vortex filaments tearing
off. In Figure 10.2 and Figure 10.3 we have plotted the potential vorticity
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at two times for the finite-volume scheme and the finite-difference scheme,
respectively. Both schemes seem to produce the same coarse scale vortices,
but in addition the high order finite-volume scheme also resolves several small
scale vortices. See [12] for a comparison with a Semi-Lagrangian contour
advection algorithm.
10.3 Convergence Test for a Barotropic Jet Prob-
lem
In this and the following two examples we study barotropic jets. Here we
show that the no-slip boundary condition described in Section 9.2.3 yields the
expected loss of convergence rates. We also show that the free-slip boundary
condition gives high-order convergence rates.
As in [19, 64] the water is initially at rest. Then the jet is started smoothly
across the southern boundary (see Figure 10.4) with velocity
vjet(x, t) = Vmax exp
(
−
(
2(x− LB)
B
)2)
γ
(
t
2000
)
, (10.5)
where the growth function γ is given by
γ(τ) :=
{
70 τ9 − 315 τ8 + 540 τ7 − 420 τ6 + 126 τ5, if τ ≤ 1,
1, else. . (10.6)
The centre of the jet LB = 100km and the width is B = 50km. The maximum
velocity is Vmax = 0.04ms . The full strength of the jet is reached after 2000s.
We compute on the domain Ω = [0, 300km]× [0, 300km] with smooth bottom
topography given by
Q1 = 0.5 (DO −DS),
Q2 = 0.5 (DO +DS),
z(x, y) = −Q1 tanh
(
x−XO
XS
)
−Q2,
where DS = 400m, DO = 1000m, XS = 40km, and XO = 120km. Initially,
the water in Ω is at rest, so η(x, y) ≡ 0. The boundary conditions in the
x-direction are reflective (east-west), while the boundary condition at y = 0
(south) is an inflow condition.
The northern boundary condition (at y = 300km) is transparent. We
use the radiation condition [15] for the finite-differences and the absorbing
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Figure 10.2: Contour lines of the potential vorticity at day 2 (up) and day 4
(down) computed with the finite-volume scheme and finite-difference scheme, both
on a 512 × 512 grid. The vortical pattern closely resembles the results reported in
[12], although clearly with more numerical diffusion.
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Figure 10.3: Contour lines of the potential vorticity at day 6 (up) and day 8
(down) computed with the finite-volume scheme and finite-difference scheme, both
on a 512 × 512 grid. The vortical pattern closely resembles the results reported in
[12], although clearly with more numerical diffusion.
10.3. CONVERGENCE TEST FOR A BAROTROPIC JET PROBLEM 99
N η U V
L1-error rate L1-error rate L1-error rate
50 6.10E07 7.89E09 4.84E09
100 2.90E07 1.07 4.26E09 0.89 2.42E09 1.00
200 1.38E07 1.07 2.30E09 0.95 1.20E09 1.02
400 6.31E06 1.13 1.11E09 0.99 5.85E08 1.04
800 2.76E06 1.20 5.51E08 1.01 2.83E08 1.05
Table 10.4: The L1-errors and convergence rates for each of the components in the
convergence test of Section 10.3. The solutions were computed with the second-order
finite-difference scheme with no-slip inflow conditions. The reference solution was
computed with the high-order finite-volume scheme on a 1600× 1600 grid.
boundary condition [14] for the finite-volume scheme. For this particular
example, the two conditions are equivalent. The acceleration of gravity g =
9.81ms2 and the Coriolis parameter f = 1.2× 10−4s−1.
In Tables 10.4 and 10.5 we have computed the rates of convergence of the
two schemes at the final time T = 3000s. At this time the jet has flooded
a large part of the domain and the west-going wave is partially reflected at
the boundary. The reference solution was computed using the finite-volume
scheme on a 1600 × 1600 grid. As predicted in Section 9.2.3 both schemes
do not converge with the high rates obtained in Example 10.1. This is in
accordance with the discussion in [49, 3, 13], which predicts that a no-slip
inflow boundary condition will result in a loss of smoothness in the whole
domain, for computations on very fine grids.
To obtain a smoother solution we apply the free-slip boundary condition
developed in Section 9.2.3 to the finite-volume scheme. Our boundary condi-
tion for the finite-difference scheme is that the tangential volume-flux should
be continuous, which is realised by
Ui,inflow = Ui,inflow+1. (10.7)
As shown in Tables 10.6 and 10.7 these boundary conditions recover the ex-
pected higher orders of convergence, especially for the finite-volume scheme.
Once more the reference solution was computed using the finite-volume scheme
on a 1600× 1600 grid.
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N η U V
L1-error rate L1-error rate L1-error rate
50 3.19E06 4.57E08 4.47E08
100 2.11E05 3.92 8.21E07 2.48 5.70E07 2.97
200 1.51E04 3.80 6.97E06 3.56 4.36E06 3.71
400 5.10E03 1.57 4.19E06 0.73 1.88E06 1.21
800 2.67E03 0.93 3.72E06 0.17 1.02E06 0.89
Table 10.5: The L1-errors and convergence rates for each of the components in the
convergence test of Section 10.3. The solutions were computed with the finite-volume
scheme with no-slip boundary conditions.
N η U V
L1-error rate L1-error rate L1-error rate
50 2.14E07 2.34E09 2.91E09
100 1.07E07 0.99 1.10E09 1.09 1.38E09 1.07
200 5.20E06 1.05 4.91E08 1.16 6.35E08 1.13
400 2.25E06 1.21 2.02E08 1.28 2.67E08 1.25
800 7.25E05 1.64 6.42E07 1.65 8.53E07 1.65
Table 10.6: The L1-errors and convergence rates for each of the components in
the convergence test of Section 10.3. The solutions were computed with the finite-
difference scheme with free-slip inflow conditions. The reference solution was com-
puted with the high-order finite-volume scheme on a 1600× 1600 grid.
N η U V
L1-error rate L1-error rate L1-error rate
50 3.20E06 4.64E08 4.57E08
100 2.20E05 3.86 9.08E07 2.35 6.43E07 2.83
200 1.66E04 3.72 1.37E07 2.73 7.85E06 3.04
400 1.32E03 3.65 1.59E06 3.11 8.23E05 3.25
800 1.02E02 3.69 1.45E05 3.45 7.16E04 3.52
Table 10.7: The L1-errors and convergence rates for each of the components in the
convergence test of Section 10.3. The solutions were computed with the finite-volume
scheme with free-slip inflow boundary conditions.
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10.4 Development of Eddies in Shelf Slope Area
10.4.1 Ormen Lange Shelf Experiment I
In [64], Thiem et al. used a numerical model based on the first-order finite-
difference scheme of Section 8.1 to study the impact of the shelf geometry
upon along-shelf currents. The setup is taken from the Ormen Lange gas field
off the western Norwegian coast. The shelf width in this model is constant
with a depth profile given by
z(x, y) =

−DO, x ≤ XO,
−DO + (DO −DS)
(
XO−x
XS
)2
, XO ≤ x ≤ XL,
−DS , otherwise,
where shelf depth DS = 250m, ocean depth DO = 1600m, ocean edge XO =
100km, shelf edge XL = 190km and shelf slope width XS = 90km . The
domain is [0, Lx] × [0, Ly], where Lx = 300km and Ly = 600km. Initially,
the surface elevation η = 0m and the water is initially at rest. The boundary
conditions in the x-direction (west x = 0 km (Norwegian sea), east x =
300 km (coast)) are reflective. On part of the southern boundary (y = 0 km,
|x− LB | ≤ B with B = 10 km, LB = 185 km) we prescribe an in-flowing jet
with velocity
vjet(x, t) = Vmax exp
(
−
(
2(x− LB)
B
)2)
(1− exp(−σt)) (10.8)
where Vmax = 0.4m/s, the jet growth factor σ = 2.3148 × 10−5, acceleration
of gravity g = 9.81m/s2 and Coriolis parameter f = 1.2 × 10−4s−1. For the
rest of the southern as well as for the northern boundary we prescribe an
absorbing radiation condition, see Figure 10.4.
In Subsection 10.3 we have compared the no-slip inflow boundary condi-
tion with the more accurate free-slip inflow boundary condition for a smooth
jet. Now we will study these boundary conditions for the more realistic Or-
men Lange setup described above.
The first computation uses the finite-difference scheme with no-slip inflow
boundary condition as described in Section 9.1. The second computation is
done by the finite-volume scheme. The no-slip inflow boundary condition is
the same as the free-slip boundary condition (9.24), except that we set the
tangential velocity uA to zero. At the outflow boundary, we use conditions
(9.12) and (9.13).
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Figure 10.4: The computational domain of the example in Section 10.4. The
types of boundary conditions used are indicated.
The final computation, again by the finite-volume scheme, uses the free-slip
inflow boundary condition (9.24).
The results of the three computations after 60, 120, and 240 hours are
shown in Figures 10.5 and 10.6. The plots of the finite-difference and finite-
volume solutions with no-slip inflow boundary condition look quite similar.
After a short time, the narrow current starts to oscillate and large eddies are
generated. However, we would like to point out that in addition to these
physical oscillations the finite-difference develops large numerical oscillations,
which we damp by adding artificial diffusion as in [19] Equation (4) by adding
eddy viscosity ν, given by
ν = ql2
[(
∂u¯
∂x
)2
+
(
∂u¯
∂x
+
∂v¯
∂y
)2
+
(
∂v¯
∂y
)2] 12
, (10.9)
according to Smagorinsky [61]. Where l denotes the grid size and the depth
mean current velocity defined to first order by,
u¯ =
U
H
, v¯ =
V
H
. (10.10)
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The diffusion parameter q is set to q = 0.1 in all finite-difference computation.
The finite-volume solution with the free-slip inflow boundary condition looks
different, eddies are close to the inflow.
10.4.2 Setup for Ormen Lange Shelf Experiment II
In the setup of Section 10.4.1, the in-flowing jet was cut off at x = LB ±B/2.
After some time, these points become transition points with a noticeable dis-
continuous shear layer. For the next experiment we avoid such a discontinuous
shear layer and change the boundary condition by assigning the in-flowing jet
profile vjet defined in equation (10.8) on the whole southern boundary.
The results are displayed in Figures 10.7. Eddies are still created and are
of similar strength as in the previous section Figures 10.5. Note, however,
that the maximal water level is now about 15cm, which is 3.3cm higher than
before (11.7cm). This was to be expected because our new southern boundary
condition does not allow any outflow.
From this experiment we can conclude that the non-smooth patching of
the boundary condition at the southern boundary is not the mechanism which
creates the instability. In the next experiment we will investigate if the insta-
bility is effected by the start-up procedure.
10.4.3 Setup for Ormen Lange Shelf Experiment III
We use the same setup as in Subsection 10.4.2 but here we use the smooth
(four times continuously differentiable) growth function γ(τ) of (10.6) with
τ = t/24h, see Figure 10.8. Eddies are still being created and are qualitatively
about the same as before. This is also suggested by the linear stability analysis
in [19].
10.4.4 Setup for Ormen Lange Shelf Experiment IV
Here we present another variant of the southern boundary condition. In Sec-
tion 10.4.1 we used a discontinuous patch of an in-flowing jet in the centre and
open outflow at the periphery. In Section 10.4.2 we prescribed inflow every-
where. Now we joined the inflow- and the open outflow boundary conditions
smoothly: Let F infl
i+ 12 ,j
be the flux determined by the free-slip inflow boundary
condition and F absorb
i+ 12 ,j
the one given by the absorbing outflow boundary con-
dition. Now we use the following convex combination to obtain the effective
boundary flux
Fi+ 12 ,j := χ(x)F
infl
i+ 12 ,j
+ (1− χ(x))F absorbi+ 12 ,j . (10.11)
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Figure 10.5: Ormen Lange Experiment I. Velocity plots at 60 (top), 120, and
240 (bottom) hours, computed with the Finite-Difference scheme no-slip boundary
condition (left), Finite-Volume no-slip boundary condition and Finite-Volume free-
slip boundary condition (right).
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Figure 10.6: Ormen Lange Experiment I. Contour plots of surface elevation at 60
(top), 120, and 240 (bottom) hours, computed with the Finite-Difference scheme
no-slip boundary condition (left), Finite-Volume no-slip boundary condition and
Finite-Volume free-slip boundary condition (right).
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Figure 10.7: Ormen Lange Experiment II.. Contour plots of surface elevation
(top) and velocity plots (bottom) at 240 hours, computed with the Finite-Difference
scheme free-slip boundary condition (left), Finite-Volume no-slip boundary condition
and Finite-Volume free-slip boundary condition (right).
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Figure 10.8: Smooth startup function γ(τ) compared with exponential startup.
The function χ(x), which prescribes the transition from the open outer region
towards the jet in the centre of the domain, is given by
χ(x) =

0 , x < TW −R,
Θ
(
x−TW+R)
2R
)
, TW −R ≤ x ≤ TW +R,
1 , TW +R < x < TE −R,
Θ
(
2R−(x−TE+R)
2R
)
, TE −R ≤ x ≤ TE +R,
0 , x > TE +R.
Here Θ(x) := x5 [126 + x(−420 + x(540 + x(−315 + 70x)))] and the smooth-
ing radius is R = 5000. The transition points are TW := LB − 12B and
TE := LB + 12B. The numerical results are shown in Figure 10.11. They
agree in considerable detail with the previous computations and hence con-
firm the development of eddies, without introducing any discontinuity via the
numerical boundary treatment.
10.4.5 Balanced inflow boundary conditions: Ormen Lange
Shelf Experiment V
There remains one technical issue concerning the previous boundary condition:
the transition points TE and TW have to be chosen by hand. This is not
necessary for the volume-flux balanced boundary condition derived in Section
9.2.4 . There the decision of outflow/inflow is taken automatically by the
Riemann solver.
The results for the balanced boundary condition are shown in Figure 10.12.
They are in excellent agreement with the results in Figure 10.11. This shows
that the volume-flux boundary condition is an interesting alternative to the
previous treatments, if we know the far-field values η(x0, y0) and U(x0, y0).
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Figure 10.9: Ormen Lange Experiment III. Contour plots of surface elevation (top)
and velocity plots (bottom) at 60 (left), 120, and 240 (right) hours, computed with
the Finite-Volume scheme free-slip boundary condition and smooth growth function
Equation (10.6).
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Figure 10.10: The function χ(x) prescribes the convex combination of the absorbing
condition and the jet
The results for the geostrophically balanced boundary condition are almost
identical, and hence we do not display them here.
10.4.6 Comparison with linear stability analysis
Linear stability analysis described in [18] and [64] shows that the along shelf jet
as defined for the Ormen Lange case, section 10.4.1, is unstable with respect to
along shelf wave perturbations. The maximum predicted exponential growth
rate of 0.44 day−1 occurs for a wave length of 44 km. The corresponding wave
period is 34.2 hours. A second unstable mode has a maximum growth rate of
0.28 day−1, a wave length of 54 km and a period of 41.1 hours. There are also
steady, neutrally stable, shelf wave oscillations in the band of wave lengths
around 1000− 1200 km with corresponding period 35.6− 40.5 hours.
To compare the results of the linear stability analysis with the solution of
the finite volume scheme in more detail we did the same computation as in
section 10.4.1 on an enlarged domain of 300× 9600km2, grid-width 2 km and
final time 480 hours (see Figure 10.13). Since several periods of the long waves
(wavelength 1000−1200 km) fit into this domain, it is possible to measure the
wavelength very accurately. Figure 10.14 shows the surface elevation for the
section x = 200 km, 0 km ≤ y ≤ 400 km, which is the upper shelf-edge. It is
here that we observe the strongest wave amplitudes. The peaks indicate a wave
length of 49 km, which is the separation distance of the eddies. Figure 10.15
shows the surface elevation for the section along the coast (x = 300 km, 0 km
≤ y ≤ 8400 km). Here we observe the second strongest wave amplitudes. The
peaks indicate a wave length of 1152 km. Both wave, the one in Figure 10.14
with wave length 49 km, and the one in Figure 10.15 with 1152 km, have the
same wave period of 39.5 hours. For the second wave, time-plots of surface
displacement, and velocity v are shown in Figure 10.16. Time plots for the
first wave are similar, and not shown here.
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Figure 10.11: Ormen Lange Experiment IV. Contour plots of surface elevation
(top) and velocity plots (bottom) at 60 (left), 120, and 240 (right) hours, computed
with the Finite-Volume scheme free-slip boundary condition and exponential growth
function Equation (10.6) and transition smoothing.
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Figure 10.12: Ormen Lange Experiment VI. Contour plots of surface elevation (top)
and velocity plots (bottom) at 60 (left), 120, and 240 (right) hours, computed with
the Finite-Volume scheme free-slip boundary condition, exponential growth function
and balanced Equation (9.27) at inflow.
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Figure 10.13: Large domain of 300× 9600 km2, where the two cross-sections from
Figure 10.14 and Figure 10.15 are marked, the position from which the frequency
plots Figure 10.16 are taken is marked with the black circle.
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Figure 10.14:
Section of surface displacement at x = 200 km, computed on a domain of
300× 9600 km2. The maximum exponential growth rate is observed for a
wave length of 49 km.
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Figure 10.15: .The wave length of the neutrally stable long wave at the eastern
boundary x = 300 km is 1152 km.
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Figure 10.16: The frequency of the maximum unstable waves is approximately
39.5 hours. The upper plot shows the frequency in the surface displacement and the
lower plot shows the the frequency in long shelf velocity component v¯
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The computational results of Figure 10.14, showing the development of
eddies with period 35− 40 hours and an along shelf separation of 40− 60 km,
are in close, but not complete, agreement with the predictions of the linear
stability analysis.
The oscillation with wave length of about 1200 km and period about
40 hours (see Figure 10.15) is most pronounced in the sea level η and its
amplitude grows considerably over a time span of 10 days. Clearly, this os-
cillation corresponds to the steady long shelf wave oscillations found by the
stability analysis. In the numerical simulations the oscillation seems to be ex-
cited by the periodic eddy formation near the inflow boundary and propagates
subsequently downstream with a speed of about 30 km/hours.
A perfect correspondence between the linear stability analysis and the
numerical simulations of the inflow jet cannot be expected due to nonlinear
effects and the downstream development of the eddies in the model.
Note that for the situations computed above, the finite difference scheme
yields almost equal results as the finite volume scheme.
Chapter 11
Discussion
In the first part of this work, we have constructed well-balanced finite volume
schemes for the shallow water equations, which are of any desired order of ac-
curacy. The new schemes generalize a class of second-order schemes proposed
by Audusse et al. [1]. A (4, 5, 4)th order version of the new scheme gives the
expected high resolution both for smooth and non-smooth flows, and perfect
balance for the lake at rest in one and two spatial directions. The key tech-
nique, a new quadrature formula for the source term, can be applied to a wide
variety of first and second-order well balanced schemes, to raise their order of
accuracy. Work on stable schemes for flows with dry areas is in progress.
We would like to pointing us to the recent paper [69, 70], where a class
of more general balance laws is treated via different techniques. Our high
order accurate quadrature technique using extrapolation carries over to that
class as well, and it will be well-balanced exactly if the continuity condition
(4.8) of [70] holds. For the lake at rest, (4.8) is given by the hydrostatic
reconstruction, but for each system of balance laws, an analogous technique
has to be established (separately for each scheme). We will leave this to future
work. In the second part of this work we have presented a comparison of a
finite-difference and a high-order finite-volume scheme for geophysical flow
problems. To conclude our report we discuss
1. the efficiency and stability of the FD and FV solvers,
2. the numerical inflow boundary conditions,
3. the geophysical implication of the computational results.
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11.1 Efficiency and stability of the FD and FV
solvers
The results indicate that the two schemes compute qualitatively and quanti-
tatively similar solutions. The rates of convergence are as expected, i.e., first
order for the original finite-difference scheme used by Gjevik et al. in [19], sec-
ond order for the modified finite-difference scheme, and fourth order (almost
fifth) for the finite-volume scheme.
An exact quantitative comparison of run-times is not possible, since the
two codes are research codes written in different languages and by different
programmers. However, it is fair to say that for the very smooth test prob-
lems 10.1 (see Table 10.2 and Table 10.3) and 10.2 the higher order finite
volume scheme is asymptotically more efficient. For the more realistic, and
less smooth, test problems Section 10.4, both the FD and the FV code give
qualitatively the same results on the same grid, but the FD scheme is much
faster than the FV scheme. It would be desirable to run the FV scheme on a
coarser grid to reduce the runtime, but then the inflow data for the jet would
be resolved by less then 10 cells, and the flow is not sufficiently resolved any
more. This might be different for broader currents. Note that the FV scheme
could resolve small gravity waves which were completely smeared by the FD
scheme. However, these waves quickly leave the computational domain and
do not seem to have a noticeable impact on the major currents.
The FV scheme has an important advantage over the FD scheme: it is
much more stable in cases with strong gradient. We can run it with CFL
numbers of 0.5 (in all our computations) and sometimes up to 1, without
adding any artificial viscosity. This includes solutions with shock-like discon-
tinuities, e.g. hydraulic jumps. If we run the FD scheme without artificial
viscosity, and for smooth solutions, it may already produce instabilities for
CFL numbers of 0.5. This happened for example when we implemented the
free-slip boundary condition into the FD scheme. For hydraulic jumps, a lot
of artificial viscosity has to be added to stabilise the FD scheme, and this
reduces the accuracy of the scheme.
11.2 Numerical inflow boundary conditions
Using Riemann decompositions, we could successfully translate the FD bound-
ary conditions to the FV solver. We could also improve the no-slip inflow
boundary conditions by the free-slip condition, which yields smoother solu-
tions (Tables 10.4-10.7). Moreover, we developed a transparent inflow condi-
tion, which allows waves to leave the domain through the inflow boundary.
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11.3 Geophysical implication of the computa-
tional results
Various numerical experiments for the Ormen Lange cases presented in Sec-
tion 10.4, with the FD and the FV schemes and different implementations
of the boundary conditions led to almost identical results for two different
startup profile configurations. These results are also in close agreement with
linear stability analysis (see Section 10.4.6). Therefore the computations pre-
sented here fully confirm the results of [64] about instabilities of the shelf slope
jet and the formation of eddies.
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Chapter 12
Summary and Future
Perspectives
In this thesis we have developed a general class of high resolution shock cap-
turing and stable well-balanced schemes for shallow water flows. Moreover, we
showed that the schemes are also applicable to complex oceanographic flows,
as a prototype example.
The finite-volume scheme is much more expensive with respect to computer
time than the traditional finite-difference scheme, but one benefits from a lot
higher accuracy. To obtain a similar accuracy for smooth flows with the
finite-difference scheme one would have to refine the grid several times. For
non-smooth flows, the finite volume scheme is accurate and robust, while
the finite difference scheme develops dispersive oscillations which need to be
damped by artificial viscosity. This may, for example, make the finite-volume
scheme attractive for studies of high frequency oscillations associated with
strong current shears or small scale bathymetric features on the shelf edge.
The high accuracy and robustness of the developed finite volume schemes
as well as the growing international interest in oceanographic and other geo-
physical flows strongly motivates to continue the development of the schemes
and deepen the collaboration with geophysicists.
Key items for future research are
• reducing the computational cost significantly, while maintaining a com-
parable accuracy
• analysing the stability of the new inflow boundary condition
• extending the scheme to more complex applications, including bottom
friction, turbulence modeling, wet/dry fronts and multi-layer shallow
water
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Appendix A
Implementation and
Parallelisation
To get a parallel scheme we perform a domain decomposition. The full domain
ω is uniformly subdivided into XBlock×YBlock rectangular blocks. Each block
will be assigned to a single processor, so it is necessary to exchange data
between processors, when we want to assemble the solution of each block to
the solution of the full domain. In the following we describe the parallelisation
in detail.
To each block we assign the values xpos and ypos.
The global block number can be computed from the block positions xpos
and ypos in x- and y-direction as follows:
GloBlockNum(xpos, ypos) := xpos +XBlock ∗ ypos. (A.1)
To each of the four sides of a block a flag value is assigned, which is either −1,
indicating a physical boundary (boundary of the full domain), or the block
number of the corresponding neighbouring block.
By this we get the values flagNorth, flagEast, flagSouth and flagWest, which
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Figure A.1: Example for a subdivided domain into rectangular blocks.
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are used in the MPI exchanging routines:
flagNorth =
{ −1, if ypos = YBlock − 1
GloBlockNum(xpos, ypos + 1), else
flagEast =
{ −1, if xpos = XBlock − 1
GloBlockNum(xpos + 1, ypos), else
flagSouth =
{ −1, if ypos = 0
GloBlockNum(xpos, ypos), else
flagWest =
{ −1, if xpos = 0
GloBlockNum(xpos − 1, ypos), else
The numbers of cells in x- or y-direction in each block are denoted by MBlock,
NBlock. The switch statement at line 4 in Listing A.1 corresponds to a clas-
sical Runge-Kutta loop, so the integration of the semi-discrete scheme (3.8).
The time step ∆t is computed via CFL condition (10.1) in the beginning of
each Runge-Kutta loop in the routine computeTimestep(rank) at line 15. The
processors compute the largest gravity wave speed in the assigned block and
send it to one master processor. After that the master processor computes
the global time step via the CFL condition and sends it back to all other
processors.
The sendRecieveBoundaryData routine at line 18 updates the ghost cell
values on each side of a block. After the complete exchange of average values
the first reconstruction sweeps (cf. Figures 5.4 and 5.5) will be performed
(line 20). This procedure will be repeated with the new computed data of
the first sweep, at lines 22 and 24. Finally, the computed point values of the
second sweep have to be exchanged, such that all necessary data for the flux
computation are avaliable for each processor (line 26). The numerical fluxes
are computed in the routine computeFluxData(Fx, Gy) via a Riemann solver
for all interior boundaries. Physical boundaries, denoted by the flag value −1,
are treated in the way explained in Section 9.2.
The well balanced quadrature of the source term (cf. (2.16)) is computed
in computeSourceData(SCIx,SCIy,Coriolis).
The exchange routine is divided into two parts, to guarantee that all nec-
essary information is distributed and made available for each processor. Part
one is the exchange over the north and south edges and part two is the ex-
change over the east and west edges.
A non-parallel version of the scheme could be achieved by deleting all
sendRecieve* routines from Listing A.1.
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Listing A.1: Main routine
1 while (T<E) {
2 // beg in o f Runge−Kutta loop
3 for ( int k=1; k<=4; k++){
4 switch ( k ){
5 case 1 : t = T;
6 case 2 : t = T + 0.5∗ dt ;
7 case 3 : t = T + 0.5∗ dt ;
8 case 4 : t = T + 1.0∗ dt ;
9 }
10
11 i f ( k==1) {
12 // save data f o r Runge−Kutta update
13 saveU ( ) ;
14 // Master proces s computes t imes t ep
15 computeTimestep ( rank ) ;
16 }
17
18 sendRecieveBoundaryData ( ) ;
19
20 reconstructSweep1 ( ) ;
21
22 sendRecieveBoundarySweep1Data ( ) ;
23
24 reconstructSweep2 ( ) ;
25
26 sendRecieveReconstructedBoundaryData ( ) ;
27
28 computeFluxData (Fx , Gy) ;
29
30 computeSourceData (SCIx , SCIy , C o r i o l i s ) ;
31
32 RungeKuttaUpdate (Fx , Gy, SCIx , SCIy , C o r i o l i s ) ;
33 }
34
35 f inalRungeKuttaUpdate (kx , ky ) ;
36
37 // update o f time
38 T = T + dt ;
39 }
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Figure A.2: How to exchange data for parallel version of code
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