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Abstract
A dynamical fuzzy space might be described in terms of a dynamical three-
index variable Cab
c, which determines the algebraic relations fafb = Cab
cfc of
the functions fa on a fuzzy space. A fuzzy analogue of the general coordinate
transformation would be given by the general linear transformation on fa. The
solutions to the invariant equations of motion of Cab
c can be generally constructed
from the invariant tensors of Lie groups. Euclidean models the actions of which are
bounded from below are introduced. Lie group symmetric solutions to a class of
Euclidean model are obtained. The analysis of the fluctuations around the SO(3)
symmetric solution shows that the solution can be regarded as a fuzzy S2/Z2.
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1 Introduction
Several thought experiments in semi-classical quantum gravity and string theory [1]-[2] imply
uncertainties in space-time observables such as distances. This suggests that the smooth
continuum space-time, which is the classical notion of space-time in general relativity, should
be replaced with a quantum one in yet unknown theory of quantum gravity. An interesting
candidate is given by non-commutative geometry or fuzzy space [3]. The main general idea
of fuzzy space is that a space-time is not apriori given by coordinates, but is defined by
the algebraic relations of the fields on it. Since matter and space-time cannot be separately
considered in physics, the main idea itself would be acceptable for many of the physicists,
although it is harder to apply the idea to physics than the standard methods.
The dynamics of space-time can be classically described by the general relativity. On the
other hand, it is not yet clear what can describe the dynamics of a fuzzy space-time ∗. The
description should approach the general relativity in classical limit. The central principle of
general relativity is the invariance under the general coordinate transformation. It would be
obviously interesting if a dynamical fuzzy space can be obtained from formulation invariant
under a fuzzy analog of the general coordinate transformation. This kind of formulation would
lead to fuzzy general relativity, which may describe dynamical fuzzy spaces.
A fuzzy space is characterized by the algebraic relations fafb = Cab
cfc of the functions
fa on it. Therefore it would be a natural assumption that a dynamical fuzzy space can be
obtained by making the three-index variable Cab
c a dynamical variable. It will be argued in
the following section that a fuzzy analog of the general coordinate transformation is given
by the general linear transformation on fa. Thus the central proposal of this talk, which is
mainly based on the paper [5], is that fuzzy space dynamics should be described by a theory
of dynamical Cab
c with the invariance under the general linear transformation.
The above proposal is that dynamical fuzzy spaces are described by a kind of tensor
models. Actually tensor models appeared previously in the study of quantum gravity as
a description of the simplicial quantum gravity in more than two dimensions [6]. However
there are differences in the treatment of the tensor models between the simplicial quantum
gravity and the dynamical fuzzy spaces. In the context of the simplicial quantum gravity,
the integration with the tensor variables generates the partition function, and the classical
solutions are not important. On the contrary, semi-classical treatment plays central roles in
this talk. In other words, it is assumed that the tensor models can be treated semi-classically
∗The present author considered evolving fuzzy spaces in [4]. However, the formulation gives certain time-
dependent fuzzy spaces, but does not give any dynamical fuzzy spaces influenced by the back reactions from
matter fields.
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in certain limits. Another difference from the simplicial gravity is that tensors of rank higher
than three are not considered irrespective of the dimensions of space. I expect that fuzzy
spaces of various dimensions can be generated from three-tensor models. This will be an
appropriate feature of the models, because the dimensions should be a dynamical effective
quantity of a fuzzy space.
In the following section, a fuzzy analog of the general coordinate transformation is discussed
and the general form of the models is proposed. In Section 3, it is shown that the solutions to
the equations of motion can be generally constructed from the invariant tensors of Lie groups.
In Section 4, Euclidean models are introduced, the actions of which are bounded from below.
In Section 5, the Lie group symmetric classical solutions to a class of Euclidean models are
obtained. In Section 6, the fluctuations around the SO(3) symmetric solution are analyzed in
the quadratic order, and the space associated with the solution is identified with fuzzy S2/Z2.
The final section is devoted to discussions and comments.
2 A fuzzy general coordinate transformation and the
general form of the models
Let me first review the general coordinate transformation in the usual continuous space Rd.
A basis of the continuous functions on Rd can be given by
{1, xi, xixj , xixjxk, · · · }, (1)
where xi (i = 1, · · · , d) are the coordinates of Rd. Let fa with an index a denote these
independent functions in the set. A continuous function on Rd is given by a linear combination
of fa.
Let me consider a general coordinate transformation,
x′
i
= ti(x1, · · · , xd). (2)
It is a natural restriction that the coordinate transformation is not singular, and is invertible.
Since the right-hand side is a continuous function, the general coordinate transformation can
be rewritten as a linear transformation,
x′
i
=Mi
afa, (3)
where Mi
a are real.
Now let me consider a fuzzy space with a finite number of independent functions fa (a =
1, · · · , n) on it. This fuzzy space is a fuzzy analogue of a compact space in usual continuous
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description. It is assumed that all the fa are real functions, and therefore the variable Cab
c,
which determines the algebraic relations fafb = Cab
cfc, is assumed to be real. Neither the
associativity nor the commutativity of the algebra is assumed, so that Cab
c has no other
constraints.
An important assumption of this talk is to interpret the transformation rule (3) as a partial
appearance of a more general linear transformation,
f ′a =Ma
bfb, (4)
where Ma
b can take any real values provided that the matrix Ma
b is invertible, which comes
from the assumed invertibility of the coordinate transformation (2). Thus the fuzzy general
coordinate transformation is the GL(n,R) transformation on fa. Under the transformation
(4), the three-index variable Cab
c transforms in
C ′ab
c
=Ma
a′Mb
b′Ca′b′
c′(M−1)c′
c
. (5)
In the next, let me discuss the construction of an action invariant under the GL(n,R)
transformation. From the transformation property (5), the lower and upper indices must be
contracted to make an invariant. Since Cab
c has more lower indices than the upper, it is
necessary to introduce an additional variable which has more upper indices to construct an
invariant action as a polynomial function of Cab
c. Therefore I introduce a new variable with
two upper indices, gab, which is real and symmetric in the indices, gab = gba. Thus an invariant
action is a function of the two dynamical real variables gab and Cab
c,
S(gab, Cab
c), (6)
where all the indices are contracted.
3 Classical solutions and Lie group symmetries
In this section I discuss the general properties of the classical solution to the equation of
motion from the invariant action (6). Let me suppose that the equation of motion of Cab
c,
∂S
∂Cab
c = 0, (7)
is satisfied for Cab
c = C0ab
c
, gab = gab0 . It can be shown [5] that, using the invariance under the
GL(n,R) transformation, the equation of motion of gab is automatically satisfied if gab0 is not
degenerate and (7) is satisfied.
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Now let me consider a Lie group which has a representation of dimension n. The represen-
tation can be either reducible or irreducible, and can be either real or even complex, provided
that the invariant tensors considered below are real. Let me embed the representation to a
classical solution: The lower index of a classical solution is assumed to be transformed in the
representation, while the upper one in the inverse representation.
Let gab0 be a real symmetric rank-two invariant tensor under the inverse representation. I
assume the tensor gab0 is invertible as a matrix. Let me introduce I
α
ab
c (α = 1, 2, · · · , N), which
span all the real tensors invariant under the same transformation property as C0ab
c
. Let me
consider an ansatz that C0ab
c
is given by a linear combination of these invariant tensors,
C0ab
c
= AαI
α
ab
c, (8)
where Aα (α = 1, 2, · · · , N) are real coefficients. Since the action is obviously invariant
under the transformation of the Lie group, the left-hand side of (7) becomes a real invariant
tensor when gab and Cab
c are substituted with the invariant tensors above. Therefore, after
exchanging the upper and lower indices by using gab0 and its inverse g
0
ab, the left-hand side of
(7) can be expanded with Iαab
c,
g0aig
0
bjg
ck
0
∂S
∂Cij
k
∣∣∣∣ g=g0
C=C0
= Bα(A1, A2, · · · , AN)Iαabc, (9)
where Bα(A1, A2, · · · , AN) are functions of A1, A2, · · · , AN , which are determined from the
form of S. Therefore the equation of motion (7) is reduced to the following simultaneous
equations for A1, A2, · · · , AN ,
Bα(A1, A2, · · · , AN) = 0, (α = 1, · · · , N). (10)
These equations are generally much easier to solve than (7). Since the numbers of the variables
and the equations are the same, the simultaneous equations (10) will generally have some
number of solutions. The solutions are generally complex, but real solutions can be actually
found in some interesting cases. Some series of SO(3) invariant solutions to some examples of
equations of motion are given in [5].
4 Euclidean models
In the following I consider the constrained models which are expected to produce fuzzy spaces
with Euclidean signatures. It is imposed that
gab = δab, (11)
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and gab is not dynamical. Even though the underlying symmetry has been changed from
GL(n,R) to SO(n), this Euclidean model seems to be interesting enough. One reason is that,
as mentioned in the previous section, the detailed value of gab is not important in constructing
the classical solutions. Another reason is that, while the number of the degrees of freedom of
Cab
c is O(n3), that of gab is only O(n2), and may be negligible in the continuum limit n→∞,
regardless of whether gab is dynamical or not. An advantage of the constraint (11) is that one
can construct an action bounded from below. The existence of a bound will make it easier to
find a stable classical solution.
To construct a bounded action, let me start with an elementary fact that a real matrix M
identically satisfies the following inequality,
Tr(MTM) ≥ 0, (12)
where Tr and T denotes the trace and the transpose of matrix, respectively. Consider real
matrices Ma (a = 1, 2, · · · , n), and apply this inequality to M =Ma+MTa . Then one obtains
Tr(MaMa) + Tr(M
T
a Ma) ≥ 0, (13)
where the repeated index a is summed over, and the same abbreviation will be implicitly
assumed below. In the same way, another inequality can be obtained from M = MTa Mb −
MbM
T
a ,
Tr(MaM
T
a MbM
T
b +M
T
a MaM
T
b Mb)− 2Tr(MaMbMTa MTb ) ≥ 0. (14)
The following quantities are bounded from below,
cTr(MTa Ma) + Tr((M
T
a Ma)
2),
cTr(MaM
T
a ) + Tr((MaM
T
a )
2), (15)
where c is an arbitrary real number. This can be easily proven in the basis which diagonalizes
MTa Ma or MaM
T
a , respectively. From (13), (14) and (15), it can be easily shown that the
following quantity is bounded from below,
SM = Tr(MaMa) + g1Tr(MaM
T
a MbM
T
b +M
T
a MaM
T
b Mb)
−2g2Tr(MaMbMTa MTb ), (16)
provided
g1 > g2. (17)
Substituting (Ma)bc = Cabc into (16), one obtains a function of Cabc, which is bounded from
below and can be graphically represented as the sum of the first and the g1 and g2 terms of
5
Figure 1: The Euclidean action in the discussions. It is bounded from below when g1 > g2
and g3 ≥ 0. The three vertices represent Cabc, the dots indicate the first index, and the lines
represent the contractions of the indices.
SE in Fig.1. In the figure, the three vertices represent Cabc, the dots indicate the first index,
and the lines represent the contractions of the indices. The g3 term of SE in Fig.1 is also
non-negative if
g3 ≥ 0, (18)
because
CabcCdbcCeafCedf + CabcCdbcCefaCefd
=
∑
bcef
(∑
a
CabcCeaf
)2
+
(∑
a
CabcCefa
)2
≥ 0. (19)
Thus the action SE given graphically in Fig.1 is bounded from below, when (17) and (18) are
satisfied.
5 The solutions to the Euclidean model
In this section, I will obtain the solutions to the equation of motion derived from the bounded
action SE in Fig.1. Let me first discuss the solutions to the equation of motion derived from
SM in (16), which is a part of the total action SE . In due course I will show that the solutions
found below for SM actually satisfy the equation of motion from the total action SE .
Let me start with a Lie group G which has a finite dimensional real representation R. It
is assumed also that the representation is irreducible and unitary. The real generators can be
assumed to satisfy
JTi = −Ji,
[Ji, Jj ] = fijkJk,
JiJi = −c1I,
(20)
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where I is an identity matrix, c1 is a real number, and fijk is the structure constant antisym-
metric in the indices and satisfies
fijkfi′jk = c2δii′ , (21)
where c2 is a real number.
Now let me denote the matrix indices of the generators by the capital roman indices like
(Ji)AB. The index of the matrices A (and B) ranges from 1 to dim(R), while the index of the
generators i ranges from 1 to dim(G). Let me combine the two kinds of indices into one index,
and identify it with the indices of the tensor Cabc. Namely,
A = a for a = 1, · · · , dim(R),
i = a− dim(R) for a = dim(R) + 1, · · · , dim(R) + dim(G). (22)
Then the ansatz of the solution is given by
Cabc =

 k ( Ja−dim(R))bc for
dim(R) < a ≤ dim(R) + dim(G)
1 ≤ b, c ≤ dim(R) ,
0 otherwise,
(23)
where k is a non-zero constant to be determined.
The equation of motion from SM is given by
MTa + 2g1(MaM
T
b Mb +M
bMTb Ma)− 2g2(MTb MaMb +MbMaMTb ) = 0. (24)
Substituting the ansatz (23) into the equation of motion through (Ma)bc = Cabc and using the
properties (20), (21), one can show that (23) is a solution to (24) if
k = ± 1√
4(g1 − g2)c1 + 2g2c2
. (25)
As for the g3 term of SE, each term contains two contractions between the first indices and
the second or the third ones. When the equation of motion of Cabc from the total action SE
is written down, the contributions from the g3 term contains at least one contraction between
the first index and the second or the third one. These contributions vanish, because the tensor
Cabc of the ansatz (23) can take non-zero values only when the first index and the second or
the third one are in the distinct ranges.
6 Analysis of the fluctuations around the SO(3) sym-
metric solution
In this section, I study the fluctuations around the solution (23), (25) with G=SO(3) in the
quadratic order. The real irreducible unitary representations of SO(3) can be classified by
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an integer spin j. The primary motivation for the analysis in this section is that the low
frequency spectra of the fluctuations will define the effective continuum space generated from
the solution. It will be found that the solution with G=SO(3) can be identified as a fuzzy
S2/Z2. Another motivation is that the signs of the eigenvalues of the quadratic fluctuations
determine whether a solution is locally stable or not. It will be found that, in a broad range of
the parameters g1,2,3, j, all the eigenvalues are positive except the Nambu-Goldstone-like zero
modes from the symmetry breaking of SO(n) to SO(3).
Let me start with a coordinate change. In the analysis, I want to use the properties of
the invariant tensors of SO(3) [7]. The properties are usually expressed in the basis of J3
eigenvectors, but the invariant two-tensor in such a basis has the form gm1m2 ∝ δm1,−m2 , which
has a form different from (11) of the Euclidean model. A linear transformation from the J3
eigen basis to the Euclidean basis can be given by(
(j,m,+)E
(j,m,−)E
)
= i
j+m√
2
(
1 1
i −i
)(
(j,m)
(j,−m)
)
for m > 0,
(j, 0)E = i
j(j, 0) for m = 0.
(26)
Here (j,m,±)E , (j, 0)E are the coordinates in the Euclidean model, while (j,m) are the coor-
dinates in the J3 eigen basis. The two-tensor (11) of the Euclidean model is transformed by
(26) to
g(j,m) (j
′,m′) = gmm
′
j δjj′ = (−1)j+mδm,−m′δjj′, (27)
where I have used (−1)m = (−1)−m for an integer j. In fact this is an invariant two-tensor in
the J3 eigen basis.
In the next, I discuss the implications of the reality condition on the tensor Cabc of the
Euclidean model in the J3 eigen basis. Let me first discuss the transformations of the invariant
tensors. The invariant three-tensor of SO(3) is given by the 3j-symbol,
(
j1 j2 j3
m1 m2 m3
)
in the
J3 eigen basis. In the Euclidean basis, this becomes
 j1 j2 j3m1 m2 m3
+ + +


=
i
∑
k jk+mk
23/2
{(
j1 j2 j3
m1 m2 −m3
)
+
(
j1 j2 j3
−m1 −m2 m3
)}
, (28)
where the case m1 +m2 −m3 = 0 (m1,2,3 > 0) is considered as an example. The right-hand
side is real, because of the conservation of the angular momentum m1 + m2 − m3 = 0, the
property
(
j1 j2 j3
−m1 −m2 m3
)
= (−1)j1+j2+j3
(
j1 j2 j3
m1 m2 −m3
)
, and the reality of the 3j-
symbol. The same reality in the Euclidean basis can be shown for all the other components.
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This implies that the ansatz for the classical solution can be assumed to be in the form
(real number) × (3j-symbol) in the J3 eigen basis. As for the solution given in Section 5
for G=SO(3), the index space of the three-tensor is composed of the spin 1 and the spin j
representation spaces. The classical solution C0abc can take non-zero values only when the first
and the other indices are in the spin 1 and spin j representation spaces, respectively. It is easy
to determine the numerical factor, and one obtains the non-trivial components of the classical
solution as
C0(1,m1) (j,m2) (j,m3) = ±
√
j(j + 1)(2j + 1)
4(g1 − g2)j(j + 1) + 4g2
(
1 j j
m1 m2 m3
)
(29)
in the J3 eigen basis, while the other components vanish.
Since the classical solution is symmetric under SO(3), the fluctuations from the classical
solution can be classified by the SO(3) transformation properties. Namely, the classification
can be done by the spins of the three indices a, b, c, as well as the total spin f of the fluctuation
and the composite spin h of b and c. More explicitly, the general form of the fluctuations can
be written as
δC(j1,m1) (j2,m2) (j2,m3) =
√
(2h+ 1)(2f + 1)
∑
h,f g
−m2−m3 m2+m3
h g
−m m
f
×
(
j1 h f
m1 m2 +m3 −m
)(
h j2 j3
−m2 −m3 m2 m3
)
δCα,f,m,
(30)
where α = {j1, j2, j3, h}, m = m1 + m2 + m3, and j1,2,3 take 1 or j. The factor in front is
determined from the normalization condition gaa
′
gbb
′
gcc
′
δCabcδCa′b′c′ = 1. Note that, because
of the triangle inequalities of the composition of spins, the summation over h and f are finite.
Because of the SO(3) symmetry, the action at the quadratic order of the fluctuations should
have the form,
S
(2)
E =
∑
α,α′,f,m
s2(α, α
′, f) gm,−mf δCα,f,mδCα′,f,−m. (31)
In the Euclidean basis, this implies that the eigenvalues of the quadratic fluctuations can
be obtained by diagonalizing the matrix s2(α, α
′, f) with respect to the indices α, α′. Each
eigenvalue has degeneracy 2f + 1.
Obtaining the matrix element s2(α, α
′, f) is a straightforward but a rather tedious work.
This work can be a little bit simplified by considering the trace over the momentum index m.
Namely, δCα,f,mδCα′,f,−m in (31) is replaced with δαα0δα′α′0δff0(g
−m m
f0
)−1. Then S
(2)
E in (31)
becomes (2f0 + 1)s2(α0, α
′
0, f0), where the factor in front comes from the summation over the
momentumm. Therefore, one can obtain s2(α0, α
′
0, f0) by evaluating the quadratic order of the
fluctuations of 1
2f0+1
SE with the substitution of (30) and the replacement of δCα,f,mδCα′,f,−m
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Figure 2: The graphical representation of the fluctuation (30). The normalization factor√
2h+ 1 is implicit. Each vertex represents the 3j-symbol. Each line between vertices repre-
sents the contraction of the indices with the two-tensor (27).
Figure 3: The graphical representation of the contribution to s2(α, α
′, f) from the first term
of SE in Fig.1. The implicit normalization factor is
√
(2h+ 1)(2h′ + 1).
in the way above. The factor 1
2f0+1
cancels the part
√
2f + 1 of the normalization in (30) in
the quadratic order.
The graphical representation is convenient for the explicit computation. The fluctuation
(30) can be represented as in Fig.2. Then the procedure of evaluating the quadratic order
explained in the previous paragraph can be graphically rephrased as that every choice of two
vertices in the action of Fig.1 are replaced with the fluctuation Fig.2, and the lines with f
are connected. For example, the contribution from the first term of Fig.1 becomes Fig.3 after
the replacement. This contribution can be computed explicitly by using the identities in [7].
Including also the implicit normalization factor
√
(2h+ 1)(2h′ + 1), the contribution from the
first term to s2(α, α
′, f) is evaluated as
(−1)h+j2+j3δj1j′1δj2j′3δj3j′2δhh′. (32)
The same procedure can be done for all the contributions, and the final expression is given by
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s2(α, α
′, f) = (−1)h+j2+j3δj1j′1δj2j′3δj3j′2δhh′
+g1Bδj1j′1δj2j′2δj3j′3
[
2
2j+1
δhh′(δj2j + δj3j)
+2D(−1)f(1 + (−1)h+h′)
{
j j f
1 h j
}{
j j f
1 h′ j
}
δj11δj2jδj3j
+2D(−1)h+h′
{
j2 j f
1 h j
}{
j2 j f
1 h′ j
}
δj11δj3j
+2D
{
j3 j f
1 h j
}{
j3 j f
1 h′ j
}
δj11δj2j
]
−2g2BD(−1)j+1δj11δj′11δj2j′3δj3j′2[(−1)j3+h
′
E(j3)δj2j + (−1)j2+hE(j2)δj3j ]
−2g2Bδj1j′1δj2j′2δj3j′3
[
− 2(−1)h
{
j j h
j j 1
}
δhh′δj2jδj3j
+DE(j3)δj11δj2j + (−1)h+h′DE(j2)δj11δj3j
]
+g3Bδhh′δj1j′1δj2j′2δj3j′3
[
2
2j+1
δj1j +
1
3
δj21 +
1
3
δj31
]
+g3B(−1)f
×
[√
2h′+1
3
{
j f 1
h′ j 1
}(
(−1)jδj′
2
jδj′
3
1 + (−1)h′δj′
2
1δj′
3
j
)
δh1δj1jδj2jδj3jδj′11
+
√
2h+1
3
{
j f 1
h j 1
}(
(−1)jδj2jδj31 + (−1)hδj21δj3j
)
δh′1δj′
1
jδj′
2
jδj′
3
jδj11
]
,
(33)
where
B =
j(j + 1)(2j + 1)
4(g1 − g2)j(j + 1) + 4g2 ,
D =
√
(2h+ 1)(2h′ + 1), (34)
E(l) =
∑
x
(2x+ 1)
{
f l x
j 1 h
}{
f l x
j 1 h′
}{
1 j x
1 j j
}
.
The analytical derivation of the eigenvalues of s2(α, α
′, f) seems to be hard. I have instead
analyzed the eigenvalues numerically. It is observed that the eigenvalues are non-negative in a
broad region of the parameters g1,2,3, j. Therefore the solutions are locally stable in that region.
Another observation is concerning the zero modes. There exists one zero eigenvalue for each
f = 1, 3, · · · , 2j−1. Moreover, one additional zero eigenvalue exists for each f = j−1, j, j+1.
Since each eigenvalue has degeneracy 2f + 1, the total number of the zero modes is given by
2j−1∑
f=1,3,···
(2f + 1) +
j+1∑
f=j−1
(2f + 1) = 2j2 + 7j + 3. (35)
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20 40 60 80 100 120 140
0.1
0.2
0.3
0.4
0.5
Eigenvalue
10 20 30 40 50
f
0.1
0.2
0.3
0.4
0.5
Eigenvalue
Figure 4: The eigenvalues of s2(α, α
′, f) for g1 = 2, g2 = g3 = 1, j = 50. In the left, the
eigenvalues are ordered in their values, of which the first 150 values are shown. There exist a
series of eigenvalues which smoothly approach zero. In the right, the values of this series are
well approximated by 0.000195723f(f + 1).
This agrees with the number of the zero modes coming from the spontaneous breakdown of
SO(n) to SO(3), where the total number of the indices is n = dim(R)+dim(G) = 2j+1+3 =
2j + 4. Thus all the zero modes can be identified as the Nambu-Goldstone-like modes of
SO(n)/SO(3). One also finds that there exist a series of eigenvalues which take rather smaller
values and smoothly approach zero as shown in the left figure of Fig.4. These small values
should characterize the effective continuum space generated by the solution. The distribution
is such that one small value exists for each f = 2, 4, · · · . j, and can be well approximated by
const.f(f +1) as in the right figure of Fig.4. These spectra agree with those of the Laplacian
on a two-sphere except the fact that f = 0 and odd f are lacking. This implies that the SO(3)
solution can be regarded as a fuzzy SO(3)/Z2, although explaining the lack of f = 0 requires
a detailed identification of the field associated with the spectra.
7 Summary and comments
In this talk, I have shown that the three-tensor models can be used as dynamical models
of fuzzy spaces. The classical solutions to the models can be generally constructed from
invariant tensors of Lie groups. Euclidean models which have actions bounded from below
are introduced. The explicit solutions with Lie group symmetries are found for a class of
Euclidean model, and the SO(3) symmetric solution is identified as a fuzzy S2/Z2, based on
the low-frequency spectra of the fluctuations around the solution.
A question is how many of all the classical solutions are accompanied with Lie group
symmetries. If most of the solutions are, it would be interesting to use the three-tensor
models as fuzzy higher dimensions [8] to explain the origin of the symmetries in our world.
12
As explained in Section 1, a motivation to consider the three-tensor models is to obtain
a fuzzy analogue of general relativity. It will be especially interesting to investigate whether
gravity-like low frequency modes exist in the models.
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