The Hydrologic Simulation Program-FORTRAN (HSPF) model is widely used to develop management strategies for water resources. The spatial resolution of the input data used to parameterize the HSPF model may lead to uncertainty in model outputs. In this study, we evaluated the impact of the spatial resolution of the digital elevation model (DEM) and land use data on uncertainty in HSPF-predicted flow and sediment. The resolution of DEMs can affect stream length, watershed area, and average slope, while the resolution of land use data can influence the distribution of land use information.
INTRODUCTION
Watershed models have been developed to examine watershed-scale processes and to evaluate the hydrologic effect of various management scenarios (Beven ) . The lack of data at appropriate spatial and temporal scales, particularly in China and some African countries, is a major limitation to the use of watershed models for predicting flow and sediment, and this has affected watershed management. The spatial information in the input data has been identified as a key issue in hydrological modeling (Wilson et al. ; Quiroga et al. ) . Wagenet & Hutson () pointed out that while the use of geographic information systems (GIS) has greatly improved the simulation of watershed processes, the scale at which GIS data, including soil surveys, digital elevation models (DEMs), and land use, should be collected and used is an issue that needs further study. Fine-scale DEMs and detailed or high-resolution land use and soil maps (e.g., 1:25,000) generate accurate estimations. However, researchers cannot always acquire such detailed information because of the high costs involved. It is therefore important to understand the effect of spatial data resolution on the accuracy of watershed models and to estimate the resolution-induced uncertainties. Recently, a new method was developed to estimate uncertainty related to the resolution of input data, using probability density weather and water quality monitoring and consequently reduce the cost of flow and water quality monitoring.
The spatial data for watershed model include land use, soil, and DEMs for which the accuracy varies depending on the scale of the watershed and mapping methods. In a study using 71 watersheds and TOPMODEL, Wolock () showed that coarse DEM and land use resolution not only reduced predicted flow but also reduced predicted sediment. Although these studies highlighted the impact of spatial input data resolution on simulated flow and sediment, they did not examine the effects of spatial data resolution on model output given the model structure and parameters. Furthermore, after the researchers quantified the uncertainties, only a few studied the estimated pdfs and CDFs of these uncertainties, information that is very important to the estimation of total uncertainties using the Bayesian approach and similar methods (Patil et al. ; Patil & Deng ) . In this paper, we investigate the impact of the mesh size of the DEM and the land use map scale on simulated runoff and sediment derived using the HSPF model.
The overall aim of this study was to estimate the impact of spatial information (DEM and land use) on uncertainties in HSPF model-predicted stream flow and sediment. The particular objectives of this study were to quantify the uncertainties in simulation flow and sediment related to spatial input data resolution and to estimate these uncertainties using pdfs and CDFs.
MATERIALS AND METHODS

Study area and available data
The study area is a tributary of the Luan River, located in northeastern China, and it covers an area of about 2,200 km 2 (Figure 1) . The watershed is a typical sub-basin of the Luan River basin, which behaves as an ecological barrier between Tianjin and Beijing and the entire North China zone. The elevation varies between 663 and 1,814 m and the average slope is about 24%. Most of the watershed (70% of the total area) is covered by forest, while agricultural land accounts for about 15% of the total area. The predominant soil in the watershed (about 75% of the total) is brown forest soil. The average annual precipitation and evaporation from the water surface are about 450 and 470 mm, respectively, and the average annual runoff and sediment are about 0.9 × 10 8 m 3 and 3.5 × 10 8 kg, respectively. 
Model identification
The HSPF model parameters that affect flow and sediment in the upper Yixun River were calibrated using monthly measured hydrologic and sediment data for the period [2007] [2008] [2009] (Table 1 ). The model was calibrated according to the standard procedure described by Donigian et al.
() and evaluated using the observed data for the watershed outlet. The objective function used in model calibration was the Nash-Sutcliffe coefficient (R NS 2 ), defined as follows:
where y sim is the monthly simulated output, y obs is the monthly observed output, y avg is the average output of interest, and i is month. 
Model uncertainty due to DEM and land use resolution
Changes in the model performance related to variations in spatial scale were quantified using the relative error (RE)
given as:
where y base is the output from the base scenario (DEM at 30 × 30 m resolution and land use data at 20 × 20 m resolution), and y sim is the simulated variable at different resolutions.
Estimation of DEM and land use resolution-induced uncertainty
The pdf and the CDF can adequately describe model uncer- Generalized extreme value
μ, ξ, and α are location parameters; λ, σ, and β are scale parameters; and α1,α2 , k, δ, and γ are shape parameter; a and b are boundary parameters. b Where, z ¼ x À μ=σ:
on the Kolmogorov-Smirnov (KS) statistic, which serves as a goodness-of-fit test and has been widely used in hydrological studies (e.g., Haan & Skaggs ) . The KS statistic is based on the maximum vertical difference between the theoretical and the empirical CDF and the latter is given by:
where (x 1 , x 2 , x 3 . . . x n ) is a set of random samples and N is the number of observations x.
The KS statistic is given by:
The five distributions used in this study are shown in Table 2 . The corresponding statistical parameters were estimated depending on the distribution fit (lowest KS value).
RESULTS AND DISCUSSION
Model performance
The potential of the model to predict observed flow and sedi- decreased from 30 to 480 m, the data were distributed in two blocks, in the zone between À1.2 and 0, and in the zone between À4.0 and À2.4. In the zone (bin) between À2.4 and À1.2 there were no data. This break in the data suggests that as the resolution of the DEM changed, there were resolutions at which the RE changed considerably. This is also evident in Figure 3 , which illustrates that when the DEM resolution decreased from 180 to 210 m and from 210 to 240 m, the RE for predicted flow increased to a greater extent than when the DEM resolution decreased from 30
Estimation of DEM resolution-induced uncertainty
to 180 m and from 240 to 480 m. In other words, when the resolution of the DEM was decreased to resolutions coarser than 180 × 180 m, there was a large degree of uncertainty. Therefore, in practical terms, a DEM resolution finer than 180 × 180 m should be selected. In the distribution of the RE for predicted sediment, there were no data in the zone between À6 and À2, indicating a similar break in the data as seen for flow prediction. Figure 3 shows that when the DEM resolution decreased from 90 to 180 m, there was a large increase in uncertainty (RE) in sediment prediction.
The DEM resolution-induced uncertainty distributions are illustrated in Figure 5 , and results from the distribution-fit analysis are presented in Table 5 . For flow, the generalized Pareto distribution was the best fit for DEM resolution-induced uncertainty (RE), with the lowest KS value of 0.147 (Table 5 ). Therefore, the DEM resolution-induced uncertainty (RE) in flow ( f(D f )) simulation can be described with a generalized Pareto distribution using the parameter estimates of Table 5 .
For sediment, the lowest KS value for the DEM resolution-induced uncertainty (RE) was 0.091 for a Johnson SB distribution (Table 5 ). The pdf of sediment uncertainty (RE) related to DEM resolution ( f(D s )), which followed a Johnson SB distribution, is defined in Equation (6) However, Figure 5 shows that the best-fit distribution (theoretical CDF) could not be clearly defined by these uncertainties (empirical CDF). This is mainly because of the limited number of resolutions of DEM data used in this study. A larger number of RE values derived from more DEM resolutions would improve the distribution fit.
A dataset with more resolutions would enable better identification of the distribution fit and smoother functions of DEM resolution-induced uncertainty.
Estimation of land use data resolution-induced uncertainty
We considered land use classes at resolutions ranging from 20 m (finest) to 960 m (coarsest). Table 6 shows an ( Figure 6 ). The spatial resolution of land use data affected sediment prediction more than flow prediction. These results support previous findings by Luzio et al. () using the SWAT model, in which they showed that, although the land use input did not affect runoff estimates, sediment yields were significantly biased. Figure 6 shows the RE variance in model output related to land use resolution for the calibration period. Similar to the DEM resolution-induced uncertainty, the relationships between land use data resolution and the predicted flow and predicted sediment were non-linear.
As for the RE related to DEM resolution, the RE related to land use resolution was analyzed using pdfs and CDFs.
The pdfs for land use resolution-induced uncertainties in predicted values of flow and sediment are shown in Figure 7 and the CDFs for land use resolution-induced uncertainties in predicted values of flow and sediment are shown in Figure 8 .
Results of the distribution fit for RE related to land use resolution are presented in Table 8 . Based on the lowest KS values for flow and sediment of 0.099 and 0.096, respectively (Table 8) , the pdfs of land use data resolution-induced uncertainty (RE) in simulated flow ( f(L f )) and sediment ( f (L s )), as described in Equation (7) and Equation (8) using the parameter estimates in Table 8 , followed a generalized Pareto distribution and a Johnson SB distribution, respectively. The determination of the distribution fit was restricted by the limited resolutions of land use data available for this study (Figure 8 ). The accuracy of the results would be improved if land use data at a greater range of 
CONCLUSIONS
The results of our study highlighted DEM and land use data which in turn affects flow and sediment detachment and washoff, with an impact on sediment generation. Our results indicate that every effort must be made to collect spatial data at a fine resolution to minimize uncertainty in model simulations.
Digital elevation models and land use pdfs can be used to determine the spatial data resolution-induced uncertainty in simulated flow and sediment. Using the pdfs, we ident- 
