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Abstract
The classical clique tree approach to chordal graphs (and, more recently, to strongly chordal
graphs) can be generalized to show a common structure for other classes of graphs, includ-
ing clique graphs of chordal graphs, outerplanar graphs, distance-hereditary graphs, and chordal
bipartite graphs.
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0. Introduction
Disparate classes of graphs can be viewed in terms of a common sort of tree structure
determined with respect to selected induced subgraphs. Section 1 will present details
of the leading example of this perspective, in which the selected induced subgraphs are
all the maxcliques (maximal complete subgraphs) of a graph and the tree structures are
called clique trees. The graphs that have clique trees are precisely the chordal graphs
(the graphs with no induced cycles larger than triangles). Chordal graphs constitute
one of the most thoroughly studied and seriously applied classes of graphs.
Generalizing clique trees by selecting other sorts of induced subgraphs, such as ver-
tex neighborhoods, allows certain concepts and results of chordal graph theory to be
transferred to other classes of graphs—even to seemingly unrelated classes such as
the outerplanar graphs. Section 2 develops the features common to this general ‘sub-
graph tree’ approach, including equivalent hypergraph formulations, and then surveys
several other examples (details of which appear elsewhere). Section 3 concentrates on
a strengthening of this approach that specializes chordal graphs to strongly chordal
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graphs, again giving common features and hypergraph equivalents and then survey-
ing illustrative examples, including parallel subgraph tree characterizations of strongly
chordal graphs and chordal bipartite graphs.
1. Clique trees
Suppose G is any graph and T is a tree whose vertices—call them nodes to help
avoid confusing them with the vertices of G—are precisely the maxcliques of G. For
every v∈V (G), let Tv denote the subgraph of T induced by those nodes that contain
v. If every such Tv is connected—in other words, if every Tv is a subtree of T—then
call T a clique tree for G.
Fig. 1 shows a graph G with a clique tree T , where bfg abbreviates {b; f; g} and
multiple edges show the cardinality of the intersection of adjacent nodes. Note that Ta
is a single node, Tb is a path of length three, and Tg is T .
The following three propositions show how clique trees can be recognized and con-
structed; their proofs are given in [27, Section 2.1] and are also immediate instances
of the proofs of Theorems 12 given in Section 2. Proposition 1 shows how to avoid
checking the connectivity of every Tv to show that a tree T is a clique tree.
Proposition 1 (Acharya and Las Vergnas [1] and McKee [23]). Suppose T is any
tree whose nodes are precisely the maxcliques of G. Then T is a clique tree for






|S ∩ S ′|= |V (G)|: (1)
In the example in Fig. 1, equality (1) is 18−10=8. The cycle C4 is an example of
a graph that has no clique tree (T would have to have four nodes, each of cardinality
2, and three edges, each corresponding to a single vertex; but 8 − 3 = 4). Let w
denote the complete graph whose vertices are all the maxcliques of G, with each edge
SS ′ weighted by |S ∩ S ′|¿ 0. Proposition 2 shows how easy it is to construct clique
trees when they exist.
Proposition 2 (Bernstein and Goodman [5]). If G has a clique tree, then its clique
trees are precisely the maximum spanning trees of w.
Fig. 1. A graph G with a clique tree T ; multiple edges indicate the cardinality of the intersection of adjacent
nodes.
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Hence there is a clique tree for G if and only if Kruskal’s algorithm, or any other
greedy maximum spanning tree algorithm, produces a spanning tree T of w that
satisJes equality (1). Thus clique trees need not be uniquely determined (in Fig. 1,
any two edges could have been chosen to join the three cardinality-4 nodes, and the
cardinality-3 nodes could be adjacent to any of the cardinality-4 nodes). But the fol-
lowing proposition shows that, for any clique tree T for G, the multiset (meaning that
duplicate members are allowed) {S ∩ S ′: SS ′ ∈E(T )}—which will also be denoted by
E(T )—is uniquely determined. (For instance in Fig. 1, every clique tree T has the
multiset E(T ) = {bg; cg; bcg; bcg}.)
Proposition 3 (Barrett et al. [3] and Ho and Lee [18]). Every two clique trees T for
a graph G have identical multisets E(T ).
Refs. [3,18] expand on the uniqueness of the multiset E(T ) in Proposition 3 as
follows: If T is a clique tree for a graph G, then a subset Q ⊆ V (G) is contained in
E(T ) if and only if Q is a minimal vertex separator of G, meaning that there exist
u; v∈V (G) such that every path connecting u and v contains a vertex in Q and no
proper subset of Q has this same property; moreover, the multiplicity of Q in E(T )
equals one less than the number of components in the subgraph of G induced by those
vertices that are adjacent to every vertex in Q.
Graphs that have clique trees turn out to be precisely the chordal graphs (also fre-
quently called triangulated graphs). Chordal graphs form a class of graphs whose
structural properties have been rediscovered several times by workers in computer sci-
ence, statistics, and matrix analysis, and is a class that also provides a context in which
many standard graph problems are tractable. See [27, Section 2.1] for references and
detailed discussion of chordal graphs, including the following, from [11,16,30], which
serves as the prototype for the examples in Section 2.
Example 1. A graph G has a clique tree if and only if G is a chordal graph.
One way to prove that G has a clique tree T exactly when G is chordal uses the
fact that G is chordal if and only if G has a perfect elimination ordering, meaning an
ordering v1; : : : ; vn of V (G) such that each vi is in a unique maxclique in the subgraph
of G induced by {vi; : : : ; vn}. Perfect elimination orderings are easily obtained from
clique trees: v1 can be any vertex of G that is in a unique node of T , then remove
v1 from the nodes of T , contract any edge joining nodes that become comparable, and
repeat. Perfect elimination orderings can also be used in the recursive construction of
clique trees.
Considerable work has been done on the possible ‘shapes’ that a clique tree can
have. For instance, [21] deJnes the leafage of a chordal graph to be the minimum
number of leaves necessary in a clique tree. The special case of graphs that have
leafage at most two corresponds to the widely studied class of interval graphs, and
[29] considers the chordal graphs with leafage at most three; [6] goes the other way,
considering the minimum diameter of clique trees.
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2. Subgraph trees
Suppose S is any multiset of selected induced subgraphs of a graph G such that
every vertex of G is in at least one member of S (again identifying the subgraphs
in S with their vertex sets). Suppose T is any tree with node set S and, for every
v∈V (G), let Tv denote the subgraph of T induced by those nodes that contain v. If
every such Tv is connected, then call T an S tree for G. A subgraph tree of G is an
S tree for some multiset S of subgraphs of G, and a clique tree of G is an S tree
where S is the set of all maxcliques of G.
Let w(S) denote the complete graph on the vertex set S, with each edge SS ′
weighted by |S∩S ′|¿ 0. The following theorems are the generalized versions of Propo-
sitions 1–3 (in which S was the multiset of all maxcliques).





|S ∩ S ′|¿ |V (G)| (2)
and T will be an S tree for G if and only if equality holds in (2).
Proof. Suppose T is any tree with vertex set S. Then each v∈V (T ) has |V (Tv)| −
|E(Tv)|¿ 1, with equality if and only if Tv is connected. Summing these inequalities
over all v∈V (G) shows (2), with equality if and only if every Tv is connected.
Theorem 2. If G has an S tree, then the S trees for G are precisely the maximum
spanning trees of w(S).
Proof. Since
∑
S∈V (T ) |S|=
∑
S∈S |S| is Jxed for G, inequality (2) achieves equality
when the sum of the edge weights is maximized.
Theorem 3. Every two S trees T for a graph G have identical multisets E(T ).
Proof. First suppose G has S trees T and Tˆ with the multisets E(T ) and E(Tˆ ) diLering
on exactly one edge: say SS ′ ∈E(T )−E(Tˆ ) and SˆSˆ ′ ∈E(Tˆ )−E(T ). Then SS ′ and SˆSˆ ′
will be in a common cycle in the acyclic graph T ∪ Tˆ . Thus, each v∈ S ∩ S ′ will also
be in Sˆ ∩ Sˆ ′ (since Tˆ v is connected), and so S ∩S ′ ⊆ Sˆ ∩ Sˆ ′. The converse containment
follows similarly.
The theorem then follows from, as in any graph, spanning trees T and Tˆ being
linked by a sequence T =T1; : : : ; Tk= Tˆ of spanning trees such that adjacent trees diLer
by a single edge. SpeciJcally, pick any edge SˆSˆ
′ ∈E(Tˆ ) − E(T ), then pick an edge
SS ′ ∈E(T ) − E(Tˆ ) from the unique cycle formed by E(T ) ∪ {SˆSˆ ′}, and then deJne
T1 to have edgeset E(T ) − {SS ′} ∪ {SˆSˆ ′}; continue in this way to deJne T2; : : : until
reaching Tk with E(Tk) = E(Tˆ ).
The rest of this section presents examples of classes of graphs—all discussed in [9]—
that can be characterized by the existence of a subgraph tree for a natural multiset S
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Fig. 2. A graph G that is a clique graph of a chordal graph, with two views of a closed neighborhood
tree T .
of induced subgraphs of G. In Example 1, the class of graphs having S trees was
characterizable as the intersection graphs of subtrees of trees. But it is important to
realize that this was a consequence of this particular choice of S—other choices do
not necessarily lead to classes that are intersection classes [27, Section 1.2].
While Example 1 dates back to the 1970s, the following examples are all consid-
erably more recent and less well studied. Each requires a proof that a graph has an
S tree if and only if the graph is in a speciJed class of graphs. While these proofs
are dependent on the particular properties of both S and the class of graphs, vertex
elimination orderings [9] are often involved, with the elimination ordering and the S
trees interrelated much as happens in Example 1.
Because much of the work in this area has been done using the alternative termi-
nology of hypergraphs and because that work underlies the proofs of the following
examples, this paragraph brieNy sketches that terminology; also see [4,9,27] (yet the
current paper’s viewpoint can still be appreciated without knowledge of hypergraphs).
A hypergraph (X;E) consists of a Jnite set X and a multiset E = {S1; : : : ; Sn} of
nonempty subsets of X . The incidence graph of the hypergraph (X;E) is the bipar-
tite graph having vertex set X ∪ E with an edge xSi whenever x∈X , Si ∈E, and
x∈ Si. A hypergraph (X;E) is a tree hypergraph (or, sometimes, a hypertree) if there
is a tree T with X = V (T ) such that, for each Si ∈E, there is a subtree Ti of T
with V (Ti) = Si. The dual hypergraph (X ∗;E∗) of the hypergraph (X;E) has X ∗ = E
with E∗ = {S∗x : x∈X } where each S∗x = {S ∈E: x∈ S}. For instance, the hypergraph
(V (G); V (T )) corresponding to Fig. 1 has the tree hypergraph (V (T );E∗) as its dual,
where E∗ = {V (Tv): v∈V (G)}. Thus, G has an S tree if and only if (V (G);S) is
the dual of a tree hypergraph.
In Example 2, the clique graph of any graph G is the intersection graph of all
the maxcliques of G. The clique graphs of chordal graphs were studied as dually
chordal graphs in [7] and by others under a variety of other names; see [9, Section
5.4; 27, Section 7.5]. Recall that the open neighborhood N (v) of a vertex v consists
of all the vertices adjacent to v, and the closed neighborhood N [v] of v is N (v)∪ {v}.
The following connection with the multiset of all closed neighborhoods of vertices
originated, in terms of hypergraphs, in [7,13].
Example 2. If S is the multiset of all the closed neighborhoods of vertices of a graph
G, then G has an S tree if and only if G is the clique graph of a chordal graph.
Fig. 2 illustrates Example 2. Note that equality in (2) now reduces to
∑
SS′∈E(T ) |S∩
S ′|= 2|E(G)| (which is 10 = 2 · 5 in Fig. 2).
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Fig. 3. A graph G that is the incidence graph of a biacyclic hypergraph, with two views of a open neigh-
borhood tree T ; the dotted edges denote an empty intersection of adjacent nodes.
Biacyclic hypergraphs were introduced in [14] (also see [9, Section 8.3]) and can be
characterized as hypergraphs such that both they and their duals are tree hypergraphs.
The following connection with open neighborhoods of vertices also corresponds to [14].
Example 3. If S is the multiset of all the open neighborhoods of vertices of a graph
G, then G has an S tree if and only if G is the incidence graph of a biacyclic
hypergraph.
Fig. 3 illustrates Example 3. Note that equality in (2) now reduces to
∑
SS′∈E(T ) |S∩
S ′|=2|E(G)|− |V (G)| (which is 4=2 ·5−6 in Fig. 3). Also, when G is an incidence
graph of a biacyclic hypergraph, S ⊆ V (G) is contained in E(T ) if and only if S is a
minimal vertex separator that consists of pairwise nonadjacent vertices (coming from
one color class of the bipartite graph G).
The next example, from [25], has a rather diLerent Navor. The cycle space of a
graph is the vector space over Z2 of all edge-disjoint unions of cycles (each viewed
as a set of edges, and including the ‘empty cycle’) under the operation of symmetric
diLerence. Nonseparable graphs are the 2-connected graphs—equivalently, graphs in
which every two edges are in a common cycle. Outerplanar graphs are graphs that
have a plane embedding in which all the vertices are incident to a common face (called
the exterior face); see [9, Section 7.3].
Example 4. If S is the multiset of all the vertex sets of induced cycles of a graph G,
then G has an S tree if and only if the cycle space of G has a basis, the total length
of whose cycles equals 2|E(G)| − |V (G)|; moreover, if G is nonseparable, then the S
tree is unique if and only if G is an outerplanar graph.
Complement-reducible graphs (or cographs), introduced in [12] (also see [9, Section
11.3; 27, Section 7.9]), can be characterized as those graphs with no induced paths of
length three. Distance-hereditary graphs [2,19] (also see [9, Section 3.1]) are those
graphs in which the distance between two vertices in every connected induced subgraph
equals their distance in the original graph. Nicolai [8,28] presented a connection with
the duals of tree hypergraphs that corresponds to the following (two) result(s) (also
see [26]).
Example 5. If S is the multiset of all the maximal complement-reducible (chordal)
subgraphs of a graph G, then G has an S tree if and only if G is a distance-hereditary
(chordal) graph.
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Nicolai [28] also showed that, if G is bipartite and S is the multiset of all the
maximal complete bipartite subgraphs of G, then G has an S tree if and only if G is
distance-hereditary. The following is another consequence of Nicolai’s result in Exam-
ple 5, since the maximal complement-reducible subgraphs are precisely the maximal
subgraphs with diameter at most two when G is a distance-hereditary graph (see [26]).
The square of a graph G has the same vertex set as G with an edge between two
vertices if and only if the distance between them in G is one or two.
Example 6. If S is the multiset of all the maximal subgraphs with diameter at most
two in a graph G, then G has an S tree if and only if G is the square of a chordal
graph.
Finally, [8] deJnes ‘homogeneously orderable graphs,’ a class that includes both the
classes of clique graphs of chordal graphs and of distance-hereditary graphs, and shows
that these are precisely the graphs that have S trees that correspond to a particular
multiset S of subgraphs (in fact, there are two diLerent choices of S that will work;
see [9, Sections 5.4, 8.4]).
3. Strong subgraph trees
Strongly chordal graphs are chordal graphs such that every cycle C of even length
at least six contains a chord that combines with the edges of C to form two shorter
even-length cycles. These were introduced by Farber in [15] (also see [9, Sections 3.4,
5.5; 27, Section 7.12]). The leading example for this section is a tree characterization
of strongly chordal graphs that can be generalized to other graph classes.
Suppose T is a clique tree for a chordal graph G. Recall that the multiset {S ∩
S ′: SS ′ ∈E(T )}, also denoted by E(T ), consists of the minimal vertex separators of
G with multiplicities as described in the paragraph following Proposition 3. Given a
graph G with a clique tree T , call a spanning tree T (1) of w(E(T )) an E(T )-tree if
T (1)v is connected for all vertices v that are in minimal vertex separators of G. DeJne
a strong clique tree for G to be a clique tree T such that there exists an E(T ) tree
T (1), and also, similarly, an E(T (1)) tree T (2), and so on until T (j) eventually becomes
edgeless. Fig. 4 shows an example of a graph with a strong clique tree.
The following consequence of [15] is proved in [24] and will also be an immediate
instance of the proof of Theorem 4 below.
Fig. 4. The chordal graph G and a clique tree T from Fig. 1, with trees T (1) through T (4).
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Fig. 5. A chordal graph G that is not strongly chordal.
Example 7. If S is the multiset of all the maxcliques of a graph G, then G has a
strong S tree if and only if G is a strongly chordal graph.
Fig. 5 shows a chordal graph that is not strongly chordal; note that T (2) is not an
E(T (1)) tree (because T (2)g is not connected).
DeJne a strong S tree for G to be an S tree T such that there also exists an E(T )
tree T (1), an E(T (1)) tree T (2), and so on until T (j) eventually becomes edgeless.
Theorem 4. An S tree T of a graph G is a strong S tree if and only if there do
not exist distinct vertices v1; : : : ; vk ∈V (G) and distinct nodes S1; : : : ; Sk ∈V (T ) where
k¿ 3 and, for each i, Si ∩ {v1; : : : ; vk}= {vi; vi+1} (computing subscripts modulo k).
Proof. First suppose that T is an S tree for G for which there do exist X={v1; : : : ; vk}
⊆ V (G), S1; : : : ; Sk ∈V (T ), and, for each i, Si ∩ X = {vi; vi+1}. Since each Tvi is a
subtree of T , these nodes must occur in the cyclic order 〈S1; S2; : : : ; Sk ; S1〉 around a
closed walk in T . The portion of this walk between Si and Si+1 cannot pass through
any other Sj (because vi ∈ Si ∩ Si+1, vi ∈ Sj, and Tvi is connected). Therefore, this
walk cannot pass through any Si more than once. Let T− be the smallest subtree of
T that contains all the nodes S1; : : : ; Sk . Each Si will be a leaf of T−. Each Si will
have a unique neighbor S ′i in T
−, and the pendant edge SiS ′i will correspond to a node
S(1)i = Si ∩ S ′i ∈V (T (1)). Similarly, T (1) will contain nodes S(1)1 ; : : : ; S(1)k where each
S(1)i ∩ X = {vi; vi+1}. Moreover, there will be smaller and smaller trees T (2); T (3); : : :
such that each T (j) will contain nodes S( j)1 ; : : : ; S
( j)
k where each S
( j)
i ∩ X = {vi; vi+1}.
But then, eventually, V (T (j)) will equal {S( j)1 ; : : : ; S( j)k }, and each S( j)i ∩ X = {vi; vi+1}
will contradict T (j) being an E(T (j−1)) tree.
Conversely, suppose T is an S tree and j is minimal such that T (j) is not an
E(T (j−1)) tree (setting T (0) = T ). Then there must be some v1 ∈V (G) and nodes
S( j)1 ; S
( j)
k ∈V (T (j)v1 ) joined by a path in T (j) with none of the interior nodes containing
v1. There will be nodes S
( j)
2 ; : : : ; S
(j)
k−1 along that path and there will be v2; : : : ; vk ∈V (G)
such that each S( j)i ∩{v1; : : : ; vk}= {vi; vi+1}; moreover, k¿ 3 since S( j)1 S( j)k ∈ E(T (j)v1 ).
The nodes S( j)1 ; S
( j)
2 ; : : : ; S
( j)
k can be traced back to similar nodes S1; S2; : : : ; Sk ∈V (T )
of the sort not allowed by the statement of the theorem.
The chordal but not strongly chordal graph in Fig. 5 illustrates Theorem 4 with
v1 = b, v2 = c, v3 = g, S1 = {a; b; c}, S2 = {c; g; h}, and S3 = {b; f; g}.
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The nonexistence of vertices vis and nodes Sjs as described in Theorem 4 is the
deJnition [22] of the hypergraph (V (G);S) being totally balanced; also see [9, Section
8.2; 27, Section 2.3]. Moreover, totally balanced hypergraphs are automatically duals
of tree hypergraphs; see [20] (and also [27, Section 2.3]). Thus, Theorem 4 has the
hypergraph formulation given in the following corollary. (The hypergraph formulation
of Example 7 occurs in [15]; also see [24].)
Corollary 1. G has a strong S tree if and only if (V (G);S) is a totally balanced
hypergraph.
Notice that checking that each T (j) is an E(T (j−1))) tree can be done by checking





|S ∩ S ′|=
∣∣∣
⋃
{S: S ∈V (T (j))}
∣∣∣ :
The rest of this section presents examples of classes of graphs that can be character-
ized by the existence of a strong subgraph tree for a natural multiset S of subgraphs.
For instance—and somewhat unexpectedly—[15] contains the following.
Example 8. If S is the multiset of all the closed neighborhoods of vertices of a graph
G, then G has a strong S tree if and only if G is a strongly chordal graph.
For instance, the graph G in Fig. 2 is strongly chordal, with the T shown there a
strong closed neighborhood tree. (Examples 2 and 8 show that clique graphs of chordal
graphs are automatically strongly chordal; indeed, [7] shows that G is strongly chordal
if and only if every induced subgraph of G is a clique graph of a chordal graph.)
A graph is chordal bipartite [17], also see [9, Section 3.3; 27, Section 7.3], if it
is bipartite and every cycle of length at least six has a chord. (As shown by C4,
chordal bipartite graphs do not need to be chordal.) The hypergraph formulation of the
following occurs in [10] (also see [24]).
Example 9. If S is the multiset of all the open neighborhoods of vertices of a graph
G, then G has a strong S tree if and only if G is a chordal bipartite graph.
For instance, the graph G in Fig. 3 is chordal bipartite, with the T shown there
a strong open neighborhood tree. (Examples 3 and 9 show that incidence graphs of
biacyclic hypergraphs are automatically chordal bipartite; indeed, [14] shows that G is
chordal bipartite if and only if every induced subgraph of G is the incidence graph of
a biacyclic hypergraph.)
The following corresponds to Example 4 (see [25]).
Example 10. If S is the multiset of all the vertex sets of induced cycles of a non-
separable graph G, then G has a strong S tree if and only if G has an outerplanar
representation in which every face has an edge that borders the exterior face.
Finally, [26] contains several characterizations of the class of graphs that have strong
S trees when S is the multiset of all the maximal complement-reducible subgraphs of
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a graph—for instance, G has such an S tree if and only if G is both distance-hereditary
and its square G2 is strongly chordal.
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