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Using nuclear interactions that reproduce the properties of many atomic nuclei and neutron matter to a few
percent accuracy, we perform the first realistic ab initio calculations of the nuclear equation of state as a func-
tion of temperature and density. From these calculations we determine the location of the critical point and the
liquid-vapor coexistence line for symmetric nuclear matter with equal numbers of protons and neutrons. These
calculations are made possible by a new computational method called the pinhole trace algorithm. For typical
simulations of interest, the computational speed up ranges from a factor of several thousands to several millions.
We find the critical temperature Tc = 15.80(0.32)(1.60) MeV, critical density ρc = 0.089(04)(18) fm−3, crit-
ical chemical potential µc = −22.20(0.44)(2.20) MeV and critical pressure Pc = 0.260(05)(30) MeV/fm3.
The first error bar is the combined statistical error and extrapolation error to the thermodynamic limit, and the
second error bar is the estimated systematic error from uncertainties in the nuclear interaction arising from
omitted higher-order terms.
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FIG. 1. Phase diagram of symmetric nuclear matter. The horizontal axis is nucleon density ρ as a fraction of saturation density ρ0, and the
vertical axis is temperature in units of MeV. The solid lines indicate first-order transitions, the filled circles are critical points, and the dashed
line represents crossover transitions. The dashed-dotted line marks the boundary of the liquid-vapor coexistence region, with the liquid-vapor
critical point at the apex. The dotted line marks the critical temperature, while the dashed-double-dotted line corresponds to the critical
pressure.
In recent years much progress has been made in ab initio or fully microscopic calculations of the structure of atomic nuclei.[1–
5] These first principles calculations are based on chiral effective field theory whereby nuclear interactions are included term by
term in order of importance.[6] Unfortunately, most ab initio methods rely on computational strategies that are not designed for
calculations at nonzero temperature. One exception is the method of lattice effective field theory. There have been some early
efforts to describe nuclear thermodynamics using lattice simulations,[7, 8] however there has been little progress since then. The
difficulties stem from the amount of computational effort needed to perform grand canonical simulations of nucleons in large
spatial volumes. One can reduce the effort by working with a restricted single-particle space.[9, 10] If we want to perform fully
unbiased calculations, however, a great amount of effort is needed to compute determinants of matrices of size 4V × 4V , where
V is the lattice volume. In this letter we report a new paradigm for calculating ab initio nuclear thermodynamics called the
pinhole trace algorithm. In the pinhole trace algorithm, the matrix determinant calculations involve much smaller matrices of
size A×A, where A is the number of nucleons. The resulting computational acceleration is a factor of several thousands at high
densities to several millions at low densities.
The nuclear equation of state at nonzero temperature is important for describing the evolution and dynamics of core-collapse
supernovae,[11] neutron star cooling,[12] neutron star mergers[13] and heavy-ion collisions.[14] It is well established that
highly-excited nuclear states can be treated as part of an equilibrium thermal distribution. The large density of states at high
energies allows a statistical treatment in terms of thermodynamic concepts, such as temperature, entropy, and free energy. In
Fig. 1 we show the phase diagram of symmetric nuclear matter with equal numbers of protons and neutrons. The horizontal
axis is the nucleon density ρ as a fraction of the saturation density ρ0, and the vertical axis is temperature in units of MeV. The
dashed-dotted line indicates the boundary of the liquid-vapor coexistence region, and the liquid-vapor critical point lies at the
apex.
The ab initio calculations presented here are based on nuclear lattice effective field theory (NLEFT) using a leading-order
effective field theory interaction.[15] Despite the simplicity of the interaction, the ground-state energies and charge radii of the
light and medium-mass nuclei are well reproduced to a few percent accuracy, as well as the zero-temperature equation of state
3of pure neutron matter.[15] As detailed in Supplemental Materials, for this interaction we find that symmetric nuclear matter at
zero temperature saturates at density ρ0 = 0.205(08)(40) fm−3 with energy per particle E/A = −16.9(0.3)(1.7) MeV. The
first error bar combines both statistical errors and extrapolation errors to the thermodynamic limit. The second error bar is the
estimated systematic error from uncertainties in the nuclear interaction arising from omitted higher-order interactions, and these
are estimated by calculating the typical contributions from missing operators at next-to-leading order. The lattice calculations
are performed using auxiliary-field Monte Carlo simulations.[23, 24] At fixed nucleon number A, volume V and temperature T ,
the expectation value of any observable O is measured as
〈O〉β = ZO(β)
Z(β)
=
TrA(e
−βHO)
TrA(e−βH)
, (1)
where Z(β) is the canonical partition function, β = T−1 is the inverse temperature, H is the Hamiltonian, and TrA is the trace
over the A-nucleon states. Throughout, we use natural units where ~ = c = kB = 1.
The pinhole trace algorithm (PTA) is an extension of the pinhole algorithm introduced to sample the spatial positions and
spin/isospin of the nucleons.[25] It is a sum over position states of the nucleons on the lattice. Naively, one might expect the PTA
to suffer from severe Monte Carlo sign oscillations. By sign oscillations we mean the cancellation of positive and negative matrix
determinants in our auxiliary-field Monte Carlo simulations. In auxiliary-field simulations with attractive pairing interactions,
the sign problem is held in check by pairing symmetries. The pairing symmetries produce matrices with eigenvalues that come
in complex conjugate pairs so that the corresponding matrix determinants remain positive. Since the pinhole positions and
indices are allowed to explore unpaired configurations, they could spoil the protection from sign oscillations provided by pairing
symmetries. Indeed, this worry is one reason why the method had not been considered earlier, and why grand canonical ensemble
simulations have instead been used for simulations of the thermodynamics of nuclear systems as well as ultracold atoms.[16, 17]
Fortunately, we find that this is not the case. Although there are some sign oscillations, the pinholes are dynamically driven by
the underlying particle interactions to form pairs, thereby quenching the problem of sign oscillations.
In this work we perform simulations on L3 = 43, 53, 63 cubic lattice with up to 144 nucleons and a spatial lattice spacing
a = 1/150 MeV−1 ≈ 1.32 fm, such that the corresponding momentum cutoff is Λ = pi/a ≈ 471 MeV. The temporal lattice
spacing is taken to be at = 1/2000 MeV−1. We impose twisted boundary conditions along the coordinate directions, which
means that each nucleon momentum component pi must equal θi/L + 2pini/L for our chosen twist angle θi and some integer
ni. As detailed in Supplemental Materials, we average each observable over all possible twist angles by Monte Carlo sampling.
As others have found,[18–20] we find that twist averaging significantly accelerates the convergence to the thermodynamic limit.
In this analysis we consider symmetric nuclear matter with equal numbers of protons and neutrons and the Coulomb interaction
is neglected. We note that in actual heavy-ion collisions the Coulomb interaction can be important, and so the comparison with
Coulomb-removed nuclear matter is not entirely straightforward. We compute the chemical potential using a quantum version of
the Widom insertion method.[21] This consists of inserting or removing nucleons in the system and measuring the corresponding
change in the free energy. We determine the pressure p by integrating the Gibbs-Duhem equation, dp = ρdµ, starting from the
vacuum with p = 0, ρ = 0.
In Fig. 2 we present the calculated chemical potential and pressure isotherms for L3 = 63. Each point represents a separate
simulation. The temperature T covers the range from 10 MeV to 20 MeV and densities from 0.0080 fm−3 to 0.20 fm−3.
The statistical errors are very small, less than 0.02 MeV for µ and less than 0.002 MeV/fm3 for p. These are too small to be
clearly visible in Fig. 2 and are not shown. The liquid-vapor coexistence line is determined through the Maxwell construction
of each isotherm and depicted as a solid black line in Fig. 2. The liquid-vapor critical point is then located by solving the
equations dµ/dρ = d2µ/dρ2 = 0. The same process applied to the data for L = 43 and L = 53 in order to estimate the
error associated with extrapolation to the thermodynamic limit. From our calculations we find that the critical temperature
Tc = 15.80(0.32)(1.60) MeV, density ρc = 0.089(04)(18) fm−3, critical chemical potential µc = −22.20(0.44)(2.20) MeV
and critical pressure Pc = 0.260(05)(30) MeV/fm3. The first error bar is the combined statistical error and extrapolation error
to the thermodynamic limit. The second error bar is the estimated systematic errors associated with the contribution of omitted
higher-order interactions. We note that results of this study are already consistent with empirical results. A recent analysis of
multifragmentation in heavy-ion collisions produced the following empirical values for the critical point:[22] Tc = 17.9(4) MeV,
ρc = 0.06(1) fm−3 and Pc = 0.31(7) MeV/fm3.
In future work we intend to improve upon these calculations by including higher-order interactions in lattice effective field
theory. With the pinhole trace algorithm, many exciting applications are now possible based on first principles calculations of
quantum many-body systems at nonzero temperature. This includes studies of superfluidity in symmetric and asymmetric nuclear
matter, neutrino interactions in warm nuclear matter and supernova explosions, the properties of neutron stars and neutron star
mergers, and extensions to other quantum many-body systems such as ultracold atoms and molecules.
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FIG. 2. (Upper panel) The µ-ρ isotherms of symmetric nuclear matter computed on the lattice with L3 = 63. The numbers on the lines are
temperatures in MeV, and the temperature difference between adjacent isotherms is 1 MeV. The black line denotes the liquid-vapor coexistence
line derived from Maxwell construction, and the red star marks the calculated critical point. (Lower panel) The p-ρ isotherms of symmetric
nuclear matter are shown for L3 = 63. The black line denotes the liquid-vapor coexistence line, and the red star marks the calculated critical
point. The cyan rectangle marks the empirical critical point extracted from heavy-ion collisions.[22]
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5SUPPLEMENTAL MATERIALS
Pinhole trace algorithm
The canonical partition function of A nucleons can be written in the single particle basis as
Ω(β,A) =
∑
c1,··· ,cA
〈c1, · · · , cA| exp(−βH)|c1, · · · , cA〉, (2)
where ci = (ni, σi, τi) are the quantum numbers of the i-th particle, with ni an integer triplet specifying the lattice coordinate,
σi is the spin and τi is the isospin. On the lattice the components of ni take integer values from 0 to L− 1, where L is the box
length in units of the lattice spacing. The inverse temperature is β = 1/T , and H is the Hamiltonian. The neutron number N
and proton number Z are separately conserved, and the summation in Eq. (2) is limited to the subspace with the specified values
for N and Z.
The inverse temperature β can be divided into Lt slices with time lattice spacing at such that β = Ltat. For each time slice
the two- and three-body interactions can be decomposed using an auxiliary field transformation. Taking the two-body contact
interaction as an example, we have
exp
(
−C
2
ρ2
)
=
√
1
2pi
∫
ds exp
(
−s
2
2
+
√−Csρ
)
, (3)
where C is the coupling constant, ρ is the density operator. The two- and three-body interactions are then substituted by the
interaction of the particles with auxiliary fields. The fluctuations of the auxiliary fields are integrated out to restore the original
partition function. Putting these pieces together, we obtain the path integral expression,
Ω(β,A) =
∑
c1,··· ,cA
∫
Ds1 · · · DsLt〈c1, · · · , cA|M(sLt) · · ·M(s1)|c1, · · · , cA〉, (4)
where M(snt) =: exp(−atH(snt)) : is the normal-ordered transfer matrix for time step nt and snt is our shorthand for
all auxiliary fields at that time step.[23, 24] For notational convenience we will use the abbreviations ~c = {c1, · · · , cA} and
~s = {s1, · · · , sLt}.
In the pinhole trace algorithm we evaluate Eq. (4) using Monte Carlo method with importance sampling. We generate an
ensemble Ω of {~s,~c} configurations with relative probability distribution
P (~s,~c) = |〈~c|M(sLt) · · ·M(s1)|~c〉| , (5)
then the expectation value of any operator Oˆ can be expressed as
〈Oˆ〉 = 〈MO(~s,~c)〉Ω/〈M1(~s,~c)〉Ω, (6)
where
MO(~s,~c) = 〈~c|M(sLt) · · ·M(sLt/2+1)OˆM(sLt/2) · · ·M(s1)|~c〉 /P (~s,~c). (7)
We use the Metropolis algorithm to update ~s and ~c alternately. We first fix the nucleon configuration ~c and update the auxiliary
fields ~s. Starting from the rightmost time slice s1, we update s1, · · · , sLt successively. For snt we generate a new configuration
s′nt with probability distribution
P0(s
′
nt) ∝ exp
(
− s
′2
nt
2 + s
′
nt
∂ lnP
∂snt
|snt=0
)
. (8)
Let us write ~s ′ for the new configuration with snt replaced by s
′
nt . We accept the new configuration ~s
′ if
P (~s ′,~c)/P0(s′nt)
P (~s,~c)/P0(snt)
> r, (9)
where r is a random number uniformly distributed in [0, 1]. Whether the new configuration is accepted or not, we then progress
to snt+1 and continue onward.
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FIG. 3. The auto-correlation coefficient of the total energy for the pinhole trace algorithm. A is the number of nucleons, the temperature is
T = 10 MeV and box size is L = 6. For each update cycle we update the auxiliary field once and pinhole configurations 16 times.
After updating ~s, we then update the nucleon configuration ~c. For this we randomly choose a nucleon i, and move it to one of
its neighboring sites
ci = {ni, σi, τi} → c′i = {n′i, σi, τi}, (10)
or flip its spin,
ci = {ni, σi, τi} → c′i = {ni,−σi, τi}. (11)
The corresponding new nucleon configuration ~c ′ is accepted if
P (~s,~c ′)/P (~s,~c) > r′ (12)
with 0 ≤ r′ < 1 a random number. Because in the ~c update only one nucleon is moved or spin flipped at a time, the successive
configurations are correlated. Only when all nucleons have been updated do we obtain statistically independent configurations.
In Fig. 3 we show the auto-correlation coefficient
ρ(n) =
Cov[E(n0), E(n0 + n)]√
D[E(n0))]D[E(n0 + n)]
, (13)
whereE(n0) andE(n0+n) are the energies calculated after n0 and n0+n update cycles, respectively. Cov and D are covariance
and variance, respectively. It is clearly seen that the auto-correlation time increases with the nucleon number, which means that
for larger systems more ~c updates will be needed to accelerate the convergence to equilibrium and reduce the uncertainties.
Nevertheless, in all calculations considered here, 16 ~c updates for every ~s update appear to achieve optimal efficiency.
At low temperatures the Monte Carlo simulations face the notorious sign problem, which refers to cancellations between
positive and negative amplitudes. The average phase
〈eiθ〉 = 〈M1(~s,~c)〉Ω (14)
signifies the severity of the sign problem. In practice the calculations become noisy when 〈eiθ〉 is less than 0.1. In Fig. 4
we show the average phase of PTA for temperatures from 1 MeV to 15 MeV in the 16O nucleus. Here the average phase is
a monotonically increasing function of the temperature and asymptotes to 1 at high temperatures. For temperatures as low
as 1 MeV, the average phase decreases to 0.3, which requires a factor of ten times more measurements to achieve the same
prescribed precision. Nevertheless, for all temperatures above 1 MeV, we find that the sign problem is rather mild.
In Fig. 5 we show the computational time needed to generate one new configuration, consisting of one ~s update and 16 ~c
updates. A is the nucleon number, L is the box size, and Lt is set to 100. The grey line shows the fitted linear function, which
shows that for large A and L the time scales as A2L3.
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FIG. 4. The average phase 〈eiθ〉 as a function of the temperature T in 16O. Circles and triangles denote results for L = 8 and L = 9
respectively.
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FIG. 5. The CPU time for generating a single configuration in units of seconds. A and L is the nucleon number and box size, respectively.
The grey line shows the fitted linear scaling relation for large A or L.
Widom insertion method
In classical thermodynamics simulations, the Widom insertion method (WIM)[21] is used to determine the statistical mechan-
ical properties.[26, 27] In the WIM we freeze the motion of the molecules and insert a test particle to the system and measure
the insertion parameter,
B = 〈exp(−Ψ/T )〉Ω, (15)
where 〈〉Ω denotes the ensemble average, and Ψ is the interaction energy of the test particle with the other particles in the system.
The chemical potential, pressure, and other observables can be determined from the insertion parameter B. The advantage of
the WIM is that we do not need the total free energy, which would require an evaluation of the partition function.
In lattice effective field simulations the chemical potential and pressure can be determined by differentiating the free energy
with respect to the particle number and volume, respectively. However, this involves multiple calculations with different particle
numbers or different volumes. Due to the fact that the volume cannot change continuously due to the limit of the lattice structure,
the absolute free energy can only be inferred with an integration from absolute zero, which induces large uncertainties due to
the sign problem at very low temperatures. On the other hand, in the PTA the single particle basis serves as a counterpart of
8the classical particles in a molecular dynamics simulation. This similarity allows us to apply the Widom insertion method to the
PTA to extract the intensive variables.
For every configuration ~c generated in the PTA, we calculate the expectation values associated with adding one nucleon or
removing on nucleon. We define
B1 =
∑
c′
〈~c ∪ c′|M(snt) · · ·M(s1)|~c ∪ c′〉 /P (~s,~c),
B−1 =
∑
i
〈~c \ ci|M(snt) · · ·M(s1)|~c \ ci〉 /P (~s,~c), (16)
where the summation over c′ runs over all single particle quantum numbers and the summation over i runs over all existing
particles. P (~s,~c) is the probability given in Eq. (5). The extra free energy of inserting or removing one particle is given by
F (A± 1)− F (A) = −T ln
[ 〈B±1〉Ω
(A± 1)!
]
. (17)
Using symmetric difference, we have
µ = [F (A+ 1)− F (A− 1)]/2 = T
2
ln
[
A(A+ 1)
〈B−1〉Ω
〈B1〉Ω
]
. (18)
In the PTA the summations in Eq. (16) can be calculated using random sampling. ForB1 we insert a nucleon with random spin
at a random lattice site and propagate it through all time slices, while for B−1 we simply remove one of the existing nucleon. As
only one particle is inserted/removed in each measurement, we find that the quantum Widom insertion method (QWIM) is very
efficient and precise in calculating the chemical potential. In Fig. 6 we benchmark the QWIM using a free nucleon gas where the
chemical potential can be calculated analytically. In the grand canonical ensemble, the chemical potential µ can be determined
by solving the equation ∫ Λ
0
ρ()
1 + e−β(−µ)
d = A, (19)
where
ρ() =
2
pi2
mV
√
2m (20)
is the level density for free Fermi gas with two species, m is the nucleon mass, and Λ = (pi/a)2/(2m) is the energy cutoff
imposed by the lattice at lattice spacing a. In Fig. 6 the solid line shows the exact solutions and the circles show lattice results
calculated using the QWIM. The temperature is T = 10 MeV, and the box size is L = 5. We see that the lattice results agrees
well with the analytic solutions forA ≤ 100. The deviation for smallA can be explained by the difference between the canonical
ensemble at fixed A and the grand canonical ensemble at fixed µ.
Backbending
The calculated isotherms we have found follow the pattern expected for a liquid-vapor phase transition in a finite system.
Above Tc the system is in a supercritical state, while below Tc the pure liquid and vapor phases exist in the high- and low-
density regime, respectively. For states encompassed by the two arms of the coexistence line, the system is a mixture of the
liquid and vapor phases. In the thermodynamic limit, where N,V → ∞ with ρ = N/V fixed, µ and p are constants in the
coexistence regime along an isotherm. Both µ and p are uniquely determined by the chemical and mechanical equilibrium
conditions, µl = µv = µcoex and pl = pv = pcoex, where the subscripts l and v denote the liquid and vapor phases, respectively.
For a finite system the above conditions still hold. However, the surface effects are non-negligible, and µcoex and pcoex can have
different values. A well-known example is that the pressure of the vapor in equilibrium with small liquid drops can be larger
than its thermodynamic-limit value, with the difference compensated by the contribution of the surface tension. Bearing the
importance of the surface contributions in mind, we can easily interpret the ab initio calculations presented in Fig. 2 of main
text.
The most prominent feature of the isotherms in Fig. 2 is the backbending curvature in the coexistence regime below Tc.
Note that the origin of this backbending is completely different from that of similar structures found in the van der Waals
model or other mean field calculations. The mean field models describe homogeneous systems and the backbending of the p-ρ
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FIG. 6. The chemical potential of the free nucleon gas (N = Z = A/2) as a function of the nucleon number A. The temperature T = 10 MeV
and the box size L =5. Average twisted boundary conditions are applied in all directions (as explained below). The circles denote the lattice
results using the Widom insertion method. The solid line shows the exact solution in the grand canonical ensemble.
isotherms result in a negative compressibility. In this regard the assumption of homogeneity conflicts with the condition of
mechanical equilibrium. Conversely, in our ab initio calculations we do not rely on the assumption of homogeneity; the results
always describe realistic systems. In particular, phase separation occurs spontaneously whenever it is favored by the free energy
criterion. In the coexistence regime, the most probable configurations consist of high-density liquid regions and low-density
vapor regions, the surface separating these regions gives rise to a positive contribution to the total free energy, which prohibits
the formation of small liquid drop in vapor or small bubbles in liquid. The distortions of the isotherms reflect the efforts of the
system to overcome such a surface energy barrier.
In Fig. 7 we show schematic plots illustrating the underlying mechanism. Given a fixed volume V and a temperature T below
the critical value Tc, the free energy F is a function of the nucleon number A. In the middle panel of Fig. 7 we show the free
energy curve across the liquid-vapor coexistence region. We subtract µcoexA from F to remove most of the A-dependence, with
µcoex assuming the value at the thermodynamic limit. For a finite system the surface free energy Fsurf is approximately propor-
tional to the area of the surface. In the upper panel of Fig. 7 we show the most probable configurations for different densities.
At low densities we have a nucleus surrounded by small clusters, while at high densities we see bubbles in a nuclear liquid. At
intermediate densities the system contains bulk nuclear matter with appreciable surface areas. The surface area first increases
after the formation of a nucleus then decreases when most of the volume is occupied by the liquid phase. Correspondingly Fsurf
has a unique maximum and creates a bump in the free energy curve. In the lower panel of Fig. 7 we show the corresponding
chemical potential µ = ∂F/∂A. The backbending is a natural result of the surface free energy contributions.
Finite volume effects
In any first principles calculation of a quantum many body system, we are necessarily working with finite number of nucleons
in a finite volume. The finite volume together with the chosen boundary condition will induce fictitious shell effects. New lattice
magic numbers for protons or neutrons emerge where the calculated observables exhibit unphysical kinks. It was observed that
66 particles for one species of spin-1/2 fermions give results close to the thermodynamic limit. This number was extensively
used in most of the nuclear matter, neutron matter or cold atom simulations.[28, 29] However one would ideally like to explore
different densities by varying the number of nucleons as well as different the lattice volumes. For this we must reduce as much
as possible the problem of ficitious shell effects.
The origin of the finite volume shell effects is the constraint imposed by the boundary conditions on the particle momenta. For
a cubic box with periodic boundary conditions (PBC), particles are only allowed to have momenta p = 2piL n, which results in a
series of magic numbers 2, 14, 38, · · · for one species of spin-1/2 fermions. One solution is to use twisted boundary conditions
(TBC)[30] which attach extra phases to wave functions when the particle cross the borders. In this case the particle momenta
are p = θ + 2piL n for some chosen twist angles θ. It has been found that averaging over all possible twist angles provides an
efficient way of approaching the infinite volume limit.[19, 20, 31, 32]
The TBC method was first proposed for exactly solvable models[31–35] and then found applications in quantum Monte
Carlo methods.[18] Many groups have applying TBC to lattice QCD calculations to find infinite volume results otherwise not
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FIG. 7. The schematic plots of the vapor-liquid phase transition in a finite nuclear system with fixed volume V and temperature T < Tc.
(Upper panel) The most probable configurations for different nucleon number A. Red (blue) points stand for protons (neutrons). The dashed
lines signify the surfaces separating the liquid and vapor phases. (Middle panel) The free energy. Solid (dashed) lines denote the results with
(without) the surface contributions. (Lower panel) The chemical potential µ = ∂F/∂A.
accessible.[36–39] Meanwhile, the application of TBC to lattice effective field theory was shown to be successful, though still
limited to few-body and exactly solvable systems.[40] In this section we discuss the application of the TBC to lattice Monte
Carlo calculations and show how it helps remove finite-volume shell effects in thermodynamics calculations.
We apply the twisted boundary conditions to the single particle wave functions,
ψ(x+ L, y, z, σ, τ) = exp(i2σθx)ψ(x, y, z, σ, τ),
ψ(x, y + L, z, σ, τ) = exp(i2σθy)ψ(x, y, z, σ, τ),
ψ(x, y, z + L, σ, τ) = exp(i2σθz)ψ(x, y, z, σ, τ), (21)
where −pi ≤ θx, θy , θz < pi are the independent twist angles in the three directions. Note that for spin σ = ±1/2 we use
the opposite twist angles, which is necessary to preserve time reversal symmetry and avoid sign cancellations. In this paper we
employ TBC by averaging over all possible (θx, θy, θz), which we call average twisted boundary conditions, ATBC. This can be
easily implemented in Monte Carlo calculations by allocating to every thread a random phase triplet with elements uniformly
distributed in the interval [−pi, pi).
In Fig. 8 we compare the binding energies at T = 0 and T = 16 MeV and the chemical potential at T = 16 MeV calculated
with different boundary conditions. For the same density, different box sizes correspond to different nucleon numbers. The
open symbols denote the results calculated with periodic boundary conditions, the full symbols show the results for the average
twisted boundary conditions. Here we see clear shell effects for the PBC calculations. For each box size the energy and chemical
potential oscillates with respect to the nucleon number and exhibit extrema at lattice magic numbers A = 4, 28, 76, · · · . The
amplitudes of the oscillation are smaller for larger boxes, but for L = 6 the ficitious shell effects are still apparent. For example,
for T = 0 MeV the energy minimum occurs at ρ ≈ 0.153 fm−3, which is a shell effect that corresponds to A = 76. These
results can be misleading if we do not take into account the finite volume corrections.
With ATBC, each of the kinks found above disappear and the results collapse onto universal curves. The chemical potential
or the Fermi level, which is very sensitive to the shell structure, can now be precisely calculated and the results for L = 4, 5, 6
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FIG. 8. (Upper panel) The binding energy per nucleon calculated with periodic boundary conditions (open symbols) and average twisted
boundary conditions (full symbols, as explained below). The temperature is T = 0 MeV. The squares, circles and triangles show the results
calculated with box sizes L = 4, 5 and 6, respectively. The cross with error bars shows the empirical saturation density and binding energy.
(Middle panel) The binding energy per nucleon for T = 16 MeV. (Lower panel) The chemical potential at T = 16 MeV.
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FIG. 9. The energy per nucleon at T = 0 MeV calculated with box sizes from L = 4 to L = 10. Average twisted boundary conditions are
imposed in all directions. The cross with error bars shows the empirical saturation point.
can be used to estimate the uncertainty in the extrapolation to the thermodynamic limit.
Some remarks must be added for the finite volume effects. Here we distinguish between finite volume effects and finite size
effects. The former comes into play together with the boundary conditions and can be removed by using twisted boundary
conditions. However, the latter is due to the finite particle number and manifests itself mainly through the surface effects.
That is, the finite size effects are maximized for inhomogeneous systems, in particular, the system comprising of two or more
phases. The contact surfaces of the different phases give positive contributions to the free energy, which will vanish at the
thermodynamic limit. For example, for symmetric nuclear matter with sub-saturation density, the system we described can be
viewed as a large volume of liquid containing a number of small bubbles, with bubble density ρ = 1/V , where V is the volume
used in the simulation. For large V at fixed density, the bubbles merge together into large ones and the surface effects will
eventually disappear.
The finite size effects scale with the surface-volume ratio, which in turn scales as O(A−1/3) with respect to the nucleon
number. Thus these effects decay very slowly and cannot be removed with present computational settings. One example of the
surface effects are the upbending of the T = 0 energy curves at low densities in Fig. 8. For infinite nuclear matter, at the sub-
saturation densities the density and the binding energy per nucleon will be exactly the value at the saturation point. However, for
finite systems the extra surface energy causes the upbending of the energy curve and makes it converging to the binding energy
per nucleon of small nucleus in the vacuum, E/A ≈ −8 MeV.
In Fig. 9 we show the energy per nucleon at T = 0 calculated with different box sizes. In order to show the finite size effects
we have removed the finite volume effects by imposing the average twisted boundary conditions. The calculated energies at
sub-saturation energy tend to increase with respect to the box size. However, the convergence is extremely slow. To reduce the
finite size effects by one order of magnitude, we have to use 103 times more nucleons and 103 times larger volume, which is not
affordable at present.
We must stress that the existence of the surface effects at phase coexistence is not a deficiency of our method. Instead of
studying the infinite homogeneous matter, our method focuses on the real finite systems with phenomena like cluster and phase
separation. Consequently, we believe that our formalism, together with the advanced nuclear interactions, will pave the way of
fully understanding the nuclear thermodynamic processes.
Interpolation and error analysis
In extracting the equation of state and critical point, we make an interpolation for the lattice results using the fifth-order virial
expansion,
µ(ρ, T ) = a0 + a1 ln ρ+
4∑
i=1
ai+1ρ
i, (22)
where ai are functions of T and should be fitted for each isotherm separately. Note that this expression is only meant to
parametrize the isotherms and the resulting parameters cannot be compared directly with the real virial coeffcients. For non-
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integer temperatures the chemical potential is obtained by cubic spline interpolation. We the use the interpolated equation of
state for differentiation and integration.
The error in the critical values are estimated by the bootstrap method, by which we resample every lattice results with variance
given by the Monte Carlo simulation several times, and estimate the variance of the critical values by the resulting distribution.
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