The spectral collocation or pseudospectral (PS) methods (Fourier transform methods) combined with temporal discretization techniques to numerically compute solutions of some partial differential equations (PDEs). In this paper, we solve the Korteweg-de Vries (KdV) equation using a Fourier spectral collocation method to discretize the space variable, leap frog and classical fourth-order Runge-Kutta scheme (RK4) for time dependence. Also, Boussinesq equation is solving by a Fourier spectral collocation method to discretize the space variable, finite difference and classical fourth-order Runge-Kutta scheme (RK4) for time dependence. Our implementation employs the Fast Fourier Transform (FFT) algorithm.
Introduction
Let us consider the equation 0 has been found in many other applications such as magnetohydro dynamic waves in a cold plasma , longitudinal vibrations of an enharmonic discrete-mass string , ion-acoustic waves in a cold plasma, pressure waves in liquids-gas bubble mixture , rotating flow down a tube, and longitudinal dispersive waves in elastic rods . The exact solutions of (1) is
where 0
x is an arbitrary integration constant.
We investigate the numerical solution of the KdV equation using the Fourier-Leap Frog methods, due to Fornberg and Whitham [2] , and the Fourier based fourthorder Runge-Kutta (RK4) method for better stability of the solution. Consider the equation 2 3( ) 0
The equation (3) is known as the Boussinesq equation, where subscripts x and t denote differentiation, was introduced to describe the propagation of long waves in shallow water. The Boussinesq equation also arises in several other physical applications including one-dimensional nonlinear lattice waves, vibrations in a nonlinear string, and ion sound waves in a plasma. It is well known that The Boussinesq equation (3) 
representing a solitary wave, where 2 14 cb    is the propagation speed and b, 0
x arbitrary constants determining the height and the position of the maximum height of the wave, respectively. From the form of c it is apparent that the solution can propagate in either direction (left or right). In the present work, we have applied to (3) two numerical methods to study soliton solutions and investigate their interactions upon collision: a combination of finite differences and a Fourier pseudospectral method 2 Analysis the method for the Korteweg-de Vries (KdV) equation Now (6) u(x, t) is transformed into Fourier space with respect to x, and derivatives (or other operators) with respect to x. Applying the inverse Fourier transform 1 {( ) ( )}, 1, 2, . n n n u F ik F u n x     (7) using this with n = 1 and n = 3, 
In practice, we need to discretize the equation (8) . For any integer N > 0, we consider 2 , 0,1, , 1.
Let u (x, t) be the solution of the KdV equation (5) . Then, we transform it into the discrete Fourier space as
From this, using the inversion formula, we get 21 The equation (11) can be written in the vector form U t = F (U) (12) where F defines the right hand side of (11).
Fourier Leap-Frog Method for KdV Equation
A time integration known as a Leap-Frog method (a two step scheme) is given by where the superscripts denote the time level at which the term is evaluated. In this subsection, we use a Fourier collocation method and this scheme to solve the 1 1 2 n n n t     U U F system given in (12) numerically. Here, we follow the analysis of Fornberg and Whitham [10] . Using the Leap-Frog scheme to advance in time, we obtain
U(t + Δt) = U(t -Δt) + 2ΔtF(U(t))
This is called the Fourier Leap-Frog (FLF) scheme for the KdV equation (5) . FLF needs two levels of initial data. Usually, the first one is given by the initial condition u(x, 0) and the second level u(x, Δt) can be obtained by using a higherorder one-step method, for example, a fourth -order Runge-Kutta method. Thus, the time discretization for (11) is given by
where we denote
In general, the Fourier-Leap Frog scheme defined in (13) is accurate for low enough wave numbers, but it loses accuracy rapidly for increasing wave numbers.
Fourier Based RK4 Method for KdV Equation
Notice that the Fourier-Leap-Frog method is a second-order scheme and has some disadvantage in the way that the solution of the model problem is subject to a temporal oscillation with period 2Δt a commonly suggested alternative method is the Runge-Kutta methods. The classical fourth-order Runge-Kutta methods for the system (11) (14) where the superscripts denote the time level at which the term is evaluated.
Linear stability analysis
For an analysis of stability we use the standard Fourier analysis to find the condition imposed on the time step Δt. For simplicity we let 1   and consider the KdV equation in the form 0,
By using FLF scheme
We approximate this equation by 
By using RK4 method
To do stability analysis of the RK4 scheme for the KdV equation, we could use the approach used in analyzing the stability of the Fourier Leap-Frog schemes as in the previous subsection. To do this, we substitute ( , )
After a very tedious and long derivation, we are led to the stability condition or after we numerically experiment with the scheme, we see that the appropriate time step is the one satisfying the condition 3 0.062 t x    The right-hand side of the system of ODES in time given in (12) F (U) is
Numerical Results and Examples
In order to show how good the numerical solutions are in comparison with the exact ones, we will use the 2 L and L  error norms defined by 12 
To implement the performance of the method, three test problems will be considered: the motion of a single solitary wave, the interaction of two positive solitary waves, the interaction of three positive solitary waves and other solutions.
The motion of a single solitary wave
Consider the KdV equation (5) 
In this example we compute the numerical solutions u(x, 1) using the Fourier Leap-Frog scheme. The numerical solution at t = 0, 0.5, 1, 1.5 and 2 in Figure 3 .1 with N = 128. It is clear from Figure 1 that the proposed method performs the motion of propagation of a solitary wave satisfactorily, which moved to the right with the preserved amplitude. In Figure 2 , we plot the exact solution and Numerical solution at t = 1 with N = 128, Figure 3 show the error at each collection point at t = 1 with N =128, Table 1 displays the values of error norms obtained at N = 64, N = 128 and N = 256. 
Example 2
Now, we solve the same problem using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. Figure 4 shows simulation of the solution computed using N = 128. In Figure 5 , we plot the exact solution and Numerical solution at t = 1 with N = 128, Figure 6 show the error at each collection point at t = 1 with N =128. Table 2 displays error norms obtained at N = 64, N = 128 and N = 256. From these results we can see that by carefully choosing the time steps, RK4 is more accurate than the Fourier Leap-frog, but Fourier Leapfrog is easier than RK4. [3cosh( 28 ) cosh(3 36 )]
The interaction of two positive solitary waves
We solve equation (5) with initial solution (19) using the FLF scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. We plot the exact solution and the numerical solutions at t = -0.4,-0.1, 0, 0.1, and 0.4 at N = 256 and 0.000123 t  in Figure 7 . 
Example 4
We solve example 3 using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. Figure 8 show simulation of the solution computed. We plot the exact solution and the numerical solutions at t = -0.4,-0.1, 0, 0.1, and 0.4 with N = 256 and 0.000237 t  in Figure 9 . In next method, we can study the interaction of n solitary waves by using the initial condition given by the linear sum of n separate solitary waves of various amplitudes
Interaction of two positive solitary waves can be studied by using the initial condition given by the linear sum of two separate solitary waves of various amplitudes 12 ( ,0)
The calculation is carried out with the time step ∆t = 0.000984 and N = 256 over the region -40 ≤ x ≤ 40, we solve using the FLF scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. We plot the numerical solutions at t = 0, 2.5, 3.8, 4.3 and 6.5 with N = 256, in Figure 10 , respectively. The initial function was placed on the left side of the region with the larger wave to the left of the smaller one as seen in the Figure 10 , both waves move to the right with velocities dependent upon their magnitudes. The shapes of the two solitary waves is graphed during the interaction at t = 3.8 and after the interaction at time t = 6.5, which is seen to have separated the larger wave from the smaller one. According to the figure, the larger wave catches up the smaller wave at about t = 2.5, the overlapping process continues until the time t = 5, then two solitary waves emerge from the interaction and resume their former shapes and amplitudes. 
Example 6
We solve example 5 using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. The calculation is carried out with the time step ∆t = 0.0019 and N = 256 over the region 40 40 x    , Figure 11 shows simulation of the solution computed. We plot the numerical solutions at t = 0, 2.5, 3.8, 4.3 and 6.5 with N = 256, in Figure  12 , respectively. (e) (f) Fig. 12 : Fourier spectral solution for interaction of two waves of the KdV equation using RK4 scheme with initial condition (21) and N =256.
The interaction of three positive solitary waves
Consider the KdV equation (5) with  = 6,  =1, and L = 40
We solve (5) with initial condition (22).The calculation is carried out with the time step ∆t = 0.000123 and N = 256 over the region -20 ≤ x ≤ 20, we solve using the FLF scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. We plot the numerical solutions at t = -0.3, -0.1, -0.05,0, 0.05 and 0.3 with N =256, in Figure 13 , respectively.
Example 8
We solve example 7 using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. The calculation is carried out with the time step ∆t = 0.000237 and N = 256 over the region -20 ≤ x ≤ 20, we plot the numerical solutions at t = -0.3, -0.1, -0.05,0, 0.05, and 0.3 with N =256, in Figure 14 , respectively. In this interaction of three positive solitary waves is studied by using the initial condition given by the linear sum of three separate solitary waves of various amplitudes from (20)
Example 9
We solve (5) using initial condition (23).The calculation is carried out with the time step ∆t = 0.00527 and N = 256 over the region -70 ≤ x ≤ 70, we solve using the FLF scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. Figure 15 shows the numerical solution at t = 0, 5, 8, 10, 12, 18.As can be seen the three pulses travel with time to the right. But the taller soliton moves faster, hence the three occasionally merge and then split apart again.
Example 10
We solve example 9 using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. The calculation is carried out with the time step ∆t = 0.01 and N = 256 over the region 70 70 x    , we solve using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. Figure 16 and 17 shows simulation and plane view of the solution computed. 
Other solutions
Now suppose that the initial condition is such that is does not just produce one or more solitons. Let us choose as initial condition [11] with  = 6,  = 1 , L = 40,Δt = 0.0019 and N = 128 using the RK4 scheme to march the solution in time and the Fourier spectral method to take care of the spatial domain. Four is not of the form n (n + 1).The peak moving to the right. In addition, there are waves moving to the left. These will disperse and lose their form with time. We need two initial conditions. The initial conditions we use to numerically solve equation (25) can thus be extracted from the above relation (6) for t = 0 at u(x, t) and ( , )
We have changed the solution interval from [a, z] to [0,2π], with the change of variable. 
 
u(x, t) is transformed into Fourier space with respect to x, and derivatives (or other operators) with respect to x. Applying the inverse Fourier transform using 
In practice, we need to discretize the equation (26). For any integer N > 0, we consider 2 , 0,1, , 1. t) , v(x, t) be the solution equation (29). Then, we transform it into the Discrete Fourier space as
from this, using the inversion formula, we get 
The system of equations (30) can be written in the vector form t w = F (U, V) (31) where F defines the right hand side of (30).
Combination of finite differences and a Fourier pseudospectral method
The numerical scheme used is based on a combination of finite differences and a Fourier pseudospectral method. After we have changed the solution interval from [a, z] to [0,2π] and u(x, t) is transformed into Fourier space with respect to x, and derivatives (or other operators) with respect to x, equation (25) become 22 1 2 1 2
In practice, we need to discretize the equation (32). For any integer N > 0, Let u (x, t) be the solution equation (32). Then, we transform it into the Discrete Fourier space using the inversion formula, we get x  0, 2 14 cb    and Δx = 1, with Δt = 0.001 .It is clear from Figure 1 that the proposed method performs the motion of propagation of a solitary wave satisfactorily, which moved to the right with the preserved amplitude. Figure 27 that the proposed method performs the motion of propagation of a solitary wave satisfactorily, which moved to the left with the preserved amplitude. 
Conclusions
In Our study, we applied Fourier spectral collocation methods to solve partial differential equations of the form () We applied the leap-frog scheme combined with the Fourier spectral collocation, called the Fourier Leap-Frog method, to find numerical solution of the KdV equation, with α = 6, and β = 1. Also we applied the fourth-order Runge-Kutta (RK4) method combined with the Fourier spectral collocation to the same problem. We presented stability conditions for these schemes, and we found out that the Fourier Leap-Frog method is less stable and far less accurate compared to the classical RK4 scheme. Even though it is quite costly to use, RK4 is easy to implement and needs only one level of initial data, whereas two levels of the initial data are needed in the Fourier Leap-Frog methods. We then applied the finite difference scheme combined with the Fourier spectral collocation to find numerical solution of the Bossinesq equation. Also we applied the fourth-order Runge-Kutta (RK4) method combined with the Fourier spectral collocation to the same problem. In order to show how good the numerical solutions are in comparison with the exact ones, we will use 2 L and L  error norms. It is apparently seen that Fourier spectral collocation method is powerful and efficient technique in finding numerical solutions for wide classes of nonlinear partial differential equations.
Open Problem
The work presented in this paper transform some types of partial differential equations like the Korteweg-de Vries equation (KdV) , Boussinesq equation to simple ordinary differential equations using Fourier spectral method, can be solved by simple techniques ( Leap frog, finite difference, Runge Kutta, …), the question here what the results of using other spectral methods to solve these equations instead of Fourier spectral method. The other question, in this paper we applied the used method to solve solitons, what happened when we solve equations by non solitons spectral methods.
