In this paper, we establish a unique continuation property for stochastic heat equations evolved in a convex domain G ⊂ R n (n ∈ N) with homogeneous Dirichlet boundary condition, which shows that the value of the solution can be determined by means of the observation on arbitrary open domain of G at arbitrary given time. Further, if G is bounded, we obtain a quantitative version of the unique continuation property.
Introduction
In this paper, we are devoted to the unique continuation of the following stochastic parabolic equation:
dy − ∆ydt = aydt + bydB(t) in G × (0, T ),
where T > 0 is arbitrarily given and G ⊂ R n is a given convex domain with the C 2 boundary Γ. Let G 0 ⊂ G be a nonempty subdomain.
We need to introduce some notations and its meanings to be used in the context. By (Ω, F , {F t } t≥0 , P ), we denote it a complete filtered probability space, on which defines a one dimensional standard Brownian motion {B(t)} t≥0 . Let H be a Banach space. We use the symbol L 2 F (0, T ; H) to stand for a the Banach space of all H-valued and {F t } t≥0 -adapted processes X(·) with E |X(·)| 2 L 2 (0,T ;H) < ∞. By the same manner, we adopt the symbols L ∞ F (0, T ; H) to denote the Banach space consisting of all H-valued {F t } t≥0 -adapted bounded processes and L 2 F (Ω; C([0, T ]; H)) the Banach space consisting of all H-valued {F t } t≥0 -adapted continuous processes X(·) such that E(|X(·)| 2 C(0,T ;H) ) < ∞. All the above spaces are endowed with the canonical norm.
For the coefficients of the equation (1.1), we impose on them the following assumptions:
The exact meaning of the definition to the solution of (1.1) is as follows.
We call y ∈ L (1.
2)
The main result reads Theorem 1.1 For any T 1 ∈ (0, T ], the solution y to the equation (1.1) vanishes, P -a.s., provided that y(·, T 1 ) = 0 in G 0 , P -a.s. Further, if G is bounded, then there exist two constants C > 0 and δ ∈ (0, 1), such that the solution of the equation (1.1) satisfies that
is a quantitative version of the unique continuation property with respect to G 0 ×{T 1 }. Indeed, if y is a solution to the equation (1.1) such that y(x, T 1 ) = 0 in G 0 , P -a.s., then, by (1.3) and the backward uniqueness of the stochastic heat equations, it is clearly that y vanishes, P -a.s.
Remark 1.2
In this paper, for the simplicity of notations, we only consider the case that T 1 = T .
Remark 1.3
An obvious drawback of Theorem 1.1 is that it needs the convexity of the domain G. This convex condition is crucial in the proof. We do not know how to drop it now.
The study of unique continuation for partial differential equations might be originated from the classical Cauchy-Kovalevskaya theorem. It was studied extensively in the literature. There are too many works in this topic to give a comprehensive list of them. We refer the readers to [5] and [17] and the rich references therein. The classical unique continuation property is qualitative property. It guarantees that the value of the solution in a given domain M 1 can be uniquely determined by that of the solution in a suitable subdomain M 2 of M 1 . Once this is known, in the context of applications, especially in control/inverse problems, an natural problem is that whether one can find a way to recover the solution in M 1 by the values of it in M 2 ⊆ M 1 . It is well known(see [4] for example) that the noncharacteristic Cauchy problem is a severely ill-posed problem, i.e., a small error on the data in M 2 may have uncontrollable effects on the solution in M 1 . Therefore it is very important for the applications to have stability estimate of it, whenever such solutions belong to a certain class of functions. We refer the readers to the book [7] for a first introduction on the subject. Generally speaking, such kind of estimates can be divided into two large classes:
1. Observability estimate. The usually form of it reads
where · M 1 and · M 2 denote some suitable norms for the restriction of the solution y on M 1 and M 2 , respectively, and C is independent of y. We refer the readers to [3] and [13] for the observability estimate for heat equations and stochastic heat equations, respectively.
2. Quantitative version of unique continuation. It also appears in the form of the inequality (1.4). The difference is that C depends on y. One can see [1, 2, 12] and [9] for such kind of estimates for heat equations and stochastic heat equations, respectively.
Both the above two kind of estimates play very important roles in Control Theory and Inverse Problems(see [3, 6, 7, 8, 16] for example).
Compared with the fruitful results of unique continuation for deterministic partial differential equations, there are very few results for stochastic partial differential equations. As far as we know, [9, 11, 14, 15] are the only published papers in this topic. Among them, [14] and [9] are devoted to the unique continuation for stochastic heat equations. In [14] , the author shows that a solution of the stochastic heat equation(without boundary condition) evolving in G vanishes almost surely, provided that it vanishes in G 0 × (0, T ), P -a.s. and G is bounded. In [9] , the author proves that a solution of the stochastic heat equation(with a partial zero Dirichlet boundary condition on arbitrary open subset Γ 0 of Γ) evolving in G vanishes almost surely, provided that its normal derivative equals 0 in Γ 0 × (0, T ), P -a.s. and G is bounded. Compared with Theorem 1.1, the results in [14, 9] do not need the convexity of the domain G. However, they have to untilize the behavior of the solution in a time duration (0, T ). On the other hand, Theorem 1.1 can conclude that the solution vanishes almost surely if it vanishes in G 0 × {T }, which presents that we only need to observe the behavior of the solution at any fixed time constant T . Further, we need not the assumption that G is bounded.
The rest of this paper is organized as follows: In Section 2, we introduce some standing notations and three lemmas which are preliminaries for the proof of Theorem 1.1. In Section 3, we complete the proof of Theorem 1.1.
Some Preliminaries
This section is devoted to some preliminaries for the proof of Theorem 1.1. We fix a positive number r and a point x 0 ∈ G 0 such that B r ⊂ G 0 ⊂ G, where B r denotes the open ball with center at x 0 and radius r, in G. We proceed to introduce some notations to be used in the sequel. Define the backward heat kernel
For the function so defined, some straightforward calculation tells that
provided that H(t) = 0. We aim at two lemmas for H(·) and N(·) in this section, which will play crucial roles in the proof of Theorem 1.1.
Lemma 2.1 For the function N(·) defined in (2.3), involving the solution y to the equation (1.1), holds the estimate
Proof : In terms of Itô's formula, we have
Returning to its integral form, we have for any 0 ≤ s < t ≤ T that
(2.5) In the above equality, we desert the term involving the integral with respect to dB by the property of stochastic integral and apply the boundary condition that y, solution to the equation (1.1), vanishes on the boundary Γ × (0, T ).
We conclude from (2.5) that H(·) has derivative with respect to the time variable t, then we have
Thus it follows by integration by parts that
Therefore, we have the following formula:
Integrating the above inequality with respect to the time variable from 0 to T 2 and regrouping it, we have that
as desired.
Next, we proceed to show another lemma involving N(t) defined in (2.3).
Lemma 2.2 For each T > 0 and 0 ≤ s < t ≤ T , it follows that
Proof : Also, we do another calculation for d G y 2 Kdx by using Itô's formula again as follows (with y vanishing on the boundary):
In the similar manner, we do in terms of Itô's formula and noticing the first equation in
The first term in (2.8) reads
The second term in (2.8) is
In what follows, we calculate the third term in (2.8).
We denote the sum of the two terms of the first line of the right hand side of the sign "=" in (2.11) by B, for it stands for the integral on the boundary by divergence theorem. Thus, we have with the properties of K that
Kdxdt.
(2.12)
Combining (2.8)-(2.12), one finds that
From another point view of calculation, we also have after some integration by parts that
(2.14)
Thus, we can find for any 0 ≤ s < t ≤ T and in terms of (2.7), (2.13) and (2.14) that
For a further estimate for N(t) − N(s). We first treat the boundary term B. It reads
following from the fact (x − x 0 ) · ν ≥ 0 for that G is assumed being convex. And, we also have
in terms of elementary inequality.
From (2.15) -(2.17), it follows that
Then we complete the proof of Lemma 2.2. At last, we introduce the following backward uniqueness for solutions to (1.1).
Lemma 2.3 Assume that y is a solution to the equation (1.1). If y(T
Lemma 2.3 was first proved in [10] (see [10, Corollary 1.1] for the details) for bounded G. By a very similar argument, the same result can be obtained for unbounded G. Hence, we omit the detailed proof here.
Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 based on the preliminaries established in Section 2.
Proof of Theorem 1.1: Based on Lemma 2.2 and Gronwall's inequality, it follows that
Integrating (3.1) with respect to time variable over [0,
], it is easy to see that
. This inequality together with (2.4) and Lemma 2.1, implies that
Denote by A(λ) the right hand side of (3.2). From the definition of H(·), we see
For fixed T and y, it is clear the F (λ) is a continuous function of λ. Then, we know
by straightforward computation, one has from the above inequality that
dx.
In the above process, we adopt integration by parts in the last step. There, it is easy for one to find that
Taking expectation from both sides of (3.4) and noticing that
we have the following estimate:
dx .
(3.5) Consequently, we arrive at the following inequality:
dx. 
This, together with (3.6), implies that
If y(·, T ) = 0 in G 0 , P -a.s., then we know that the right hand side of (3.7) equals zero, which implies that the left hand side of (3.7) equals zero. Thus, we get y(·, T ) = 0, P -a.s. Then, by the backward uniqueness of stochastic heat equations, we know y = 0 in G × (0, T ), P -a.s. Now we confine us to the case that G is bounded. Set m = max x∈G |x − x 0 | 2 . We first have that
Next, we are to give the relation between E G y 2 (x, T 2 )dx and E G y 2 (x, T )dx. Recalling y being the solution of (1.1), then using Itô's formula and by integration by parts, one has that
for any 0 ≤ s < t ≤ T . As a result, by Gronwall's inequality, one has
This inequality, together with (3.8), implies that
Combing (3.2) and (3.10), it follows that
(3.12) Then, it is clearly that
Similar to the argument to obtain (3.5), we have the following estimate: In the above inequality, the simple notations β, γ, δ are given as follows: .
To the end, letting C = 2 δ e β and noticing that γ = 1 − δ in (3.19) and B r ⊂ G 0 , we conclude that (3.20) as desired.
