Abstract-In an earlier work, Poor and Verdú established an upper bound for the reliability function of arbitrary single-user discrete-time channels with memory. They also conjectured that their bound is tight for all coding rates. In this note, we demonstrate via a counterexample involving memoryless binary erasure channels (BECs) that the Poor-Verdú upper bound is not tight at low rates. We conclude by examining possible improvements to this bound.
I. INTRODUCTION
Consider an arbitrary input X X X defined by a sequence of finite-dimensional distributions [9] X X X 1 = X n = X (n) 1 ; . . . ; X (n) which is an arbitrary sequence of n-dimensional conditional distributions from X n to Y n , where X and Y are the input and output alphabets, respectively. We assume throughout that X is finite and that Y is arbitrary.
In [8] , Poor and Verdú established an upper bound for the reliability function E 3 (R) of W W W . They then conjectured that this bound is tight for all code rates. However, no known proof could substantiate this conjecture. In this work, we demonstrate via a counterexample that their original upper bound formula is not necessarily tight at low rates. A possible improvement to this bound is then addressed. Previous related work mainly involved the establishment of upper and lower bounds for E 3 (R). In [1] , [4] , [6] , and [10] (cf. also the references therein), the authors examined E 3 (R) for discrete memoryless channels (DMCs). More specifically, they presented three upper bounds (sphere packing, space partitioning, and straight line) and two 
for R > 0. 
On the other hand, the finite alphabet assumption ensures the existence ofX n such that
whereŶ n is the channel output due to channel inputX n . LetX X X be the triangular-array process havingX
In the previous theorem, the range of the supremum operation includes all possible inputs. However, it is straightforward from the proof of the Poor-Verdú upper bound (e.g., [8, eq. (14) ]) that one can place both a uniformity restriction and the asymptotic condition of (1) on the input to yield a (possibly) better bound. This is illustrated in the next corollary.
Corollary 1:
The channel reliability function satisfies
for any R > 0, where Remark: An observation that upholds the result of the above corollary is that for a channel W W W and any input X X X uniformly distributed over its support and satisfying
the channel large deviation spectrum satisfies
This is justified as follows. Let M n 1 = jS(X n )j. We then observe that iX W (x n ; y n ) = log 2 P X ; Y (x n ; y n ) P X (x n )P Y (y n ) = log 2 P X ; Y (x n ; y n ) 1 M x 2S(X ) P X ; Y (x n ; y n ) = log 2 M n + log 2 PX ;Y (x n ; y n )
x 2S(X ) PX ;Y (x n ; y n ) log 2 M n :
Hence by (4)
for n infinitely often, which immediately gives that X X X (R) = 0. Consequently, when maximizing X X X (R) over all X X X that are uniformly distributed over their support, one only needs to consider those X X X violating (4); this justifies the upper bound formula in Corollary 1.
III. LOOSENESS OF E PV (R) AT LOW RATES
In this section, we provide a counterexample in terms of a binary erasure channel (BEC) with crossover probability " (0 < " < 1), which proves the looseness of E PV (R) at low rates.
Denote byX X X the input to the BEC, whereX for R 1 0 ":
Observe that (5) is exactly the space partitioning upper bound E par (R) for the BEC which is given by [1] E par (R) 1 for 0 < R < 1 0 p " (see the Appendix).
Remarks:
• It can be shown by Cramer's theorem [2] that for DMCs X X X (R) = sup s>0 0sR 0 log 2 E 2 0s1i (X;Ỹ ) (6) for a channel inputX X X uniformly distributed over its entire space.
The memoryless BEC, however, is indeed a peculiar channel for which the space-partitioning upper bound E par (R) is actually equal 1 to (6). For example, in the case of the memoryless BSC, (6) is numerically observed to be strictly less than Epar(R) (and the straight-line bound); hence, the above simple technique that is used to disprove the tightness of E PV (R) at low rates certainly does not apply for the BSC. Furthermore, since (6) is equal to E par (R) for the BEC, we also cannot use this technique to disprove the tightness of E PV (R) at high rates [since E par (R) is tight at high rates].
• One may ask that the looseness of EPV(R) at low rates may be due to the fact that in its formula, the range of the supremum operation includes all the inputs in Q(R), which may not be neces- Clearly, E () PV (R) is no greater than EPV(R) since the former involves an additional restriction on the choice of X X X. Also, note that the uniform input over f0; 1g n , which is used to disprove the tightness of EPV(R), does not belong to P(R; ) for 0 < R 1 0 ; hence, a possible improvement on E PV (R) may be rendered from E () PV (R). We, however, can create another counterexample to show that E () PV (R) is still not tight at rates close to zero.
Claim: Consider a BEC with crossover probability ", and fix > 0. Then for 0 < R < 1=k Proof: LetX X X be block-wise independent with block size k; i.e.,
where ! 1 = bn=kc, j 1 = n 0 !k, PX is the j-dimensional marginal of PX , and PX is equally distributed over a set consisting of the all-zero 1 This property actually holds for all memoryless q-ary (q 2) erasure channels with input alphabet f0; 1; . . . ; q01g, output alphabet f0; 1; . . . ; q01; eg, and crossover probability ". So the Poor-Verdú bound is also loose at low rates for this entire family of channels. Observe that underX X X, the BEC (when the very last term is excluded)
is transformed into a DMC with transition probability described by 
where v 0 (y k ) and v 1 (y k ), respectively, represent the number of 0's and 1's in y k , and 1f1g is the set indicator function. Since PŶ jX only depends on v0 and v1, we can rewrite (7) and (8) 
where ( The proof is completed by noting that fiX W (X
is independent and identically distributed (i.i.d.), and hence we can apply Cramer's theorem [2] which is strictly greater than lim R#0 E 3 (R) = 0log 2 (")=2. Conse-
is not tight at rates close to zero.
• The previous remarks, together with the remark following Corollary 1, indicate that when bounding the reliability function of a channel by its large deviation spectrum, one should always consider the input whose normalized support size ultimately achieves the considered code rate. Any small deviation of the asymptotic normalized support size from the code rate could lead to a loose upper bound (at low rates). As a consequence, the best upper bound that can be readily obtained from the proofs of the Poor-Verdú upper bound in [8] and Theorem 1 is
Further investigation of the tightness of (11) at low rates for the BEC is an interesting future work.
APPENDIX
Lemma 1: For a BEC with crossover probability " E par (R) > E sl (R) for 0 < R < 1 0 p ", where E sl (R) represents a straight-line upper bound for the channel reliability function. Proof: First recall that for a BEC, the low-rate reliability function can be written as where the last equality follows by l'Hôpital's rule [11] . Now [1, Theorem 10.7.3] indicates that any line segment between a point on the sphere-packing upper bound and a point on the spacing partitioning upper bound is an upper bound for the channel reliability. Construct the straight-line upper bound by taking the point The proof is then completed by noting that Epar(R) is strictly convex in its domain, and hence is larger than E sl (R) for 0<R<10 p ". We discuss mainly a Bethe tree TB;N on which each vertex has N + 1 neighboring vertices. For simplicity, we investigate only T B; 2 (see Fig. 1 ) in this correspondence.
To index the vertices on TB; 2, we first fix any one vertex as the "root" and label it by 0. A vertex is said to be on the nth level if the path linking it to the root has n edges.
We also discuss a rooted Cayley tree TC;2 (i.e., a binary tree, see Fig. 2 ). In a Cayley tree T C; 2 , the root has only two neighbors and all other vertices have three neighbors just as in TB; 2. When the context permits, TB; 2 and TC; 2 are all denoted simply by T .
We denote by L m n the subgraph of T containing the vertices from nth level to the mth level. In particular, T (n) 1 = L n 0 is the subtree of T containing the vertices from level 0 (the root) to level n.
We use (n; j) to denote the jth vertex at the nth level. Thus, (n; j)
has neighbors (n + 1; 2j 0 1); (n +1; 2j) and (n 0 1; [j=2]), where
[c] is the smallest integer not less than c.
We denote by jBj the number of vertices in subgraph B. It is easy to see that if T is a Bethe tree T B; 2 T (n) = 3 1 2 n 0 2
if T is a Cayley tree T C; 2 T (n) = 2 n+1 0 1:
Let = f0; 1g T , F be the smallest Borel field containing all cylinder sets in . Let X = fX t ; t 2 T g be the stochastic process defined on the measurable space (; F), that is, for any ! = f!(t); t 2 T g, define X t (!) = !(t); t2 T: (3) Let be a probability measure on the measurable space (; F). We will call a random field on tree T . Definition 1 (see [5] ): Let be a probability measure on the measurable space (; F). If (!(j)j!(k); k 2 T 0 fjg) = (!(j)j!(k); k 2 N(j)) (4) 0018-9448/02$17.00 © 2002 IEEE
