Abstract
22
FE models are widely used to predict the dynamic 23 properties of structures. However, the results obtained 24 from a FE model often differ from the experimental 25 results obtained from a vibration test. This discrepancy 26 can be caused by both, errors in the experimental data 27 and errors in the analytical model. Despite the presence 28 of experimental errors, it is generally assumed that the 29 experimental data are a better representation of how the 30 structure behaves than are the predictions from the ini-31 tial FE model. Consequently, the FE model is corrected 
114
The basic GA was suggested by Holland [6] . It is and mutation [8, 11] . In the first operation, a number of 
144
Kirkpatrick et al. [7] proposed SA as a powerful 
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158 for the objective function (downhill move), this point is 159 accepted and replaces the old one. However, in the op-160 posite case (uphill move), the candidate design may ei-161 ther be rejected or accepted depending on a control 162 parameter (similar to temperature in the annealing 163 process) which is reduced slowly so as not to get trapped 164 in a local minimum. At initial stages of optimization (at 165 high temperatures), the probability of accepting uphill 166 moves is higher. Later on (at low temperatures), it be-167 comes smaller so that in the end the designs having 168 higher cost are almost never accepted. Various imple-169 mentations of SA exist, based on different cooling 170 schedules and neighbourhood functions [8] . The success 171 of SA lies in the fact that a random choice of a candidate 172 point and the occasional acceptance of uphill moves, 173 avoid getting stuck in a local minimum. 174
Both GA and SA are frequently used in structural 175 optimization problems [13] [14] [15] [16] [17] [18] . 
177
In the method of CLM [9, 10] a cooperative search 178 mechanism is set up, which combines the advantage of 179 the local gradient-based algorithms (fast convergence) 180 with the global approach of GA (parallel strategy and 181 information exchange). A population of search points is 182 used, initially spread over the search space. The deriv-183 ative information in each of these points directs the 184 global search process. Instead of performing separate, 185 independent searches from each of these points (which is 186 the case in multistart local optimization 1 ), the local 187 optimizers are coupled during the search process by 188 constraints that enforce the global search process to 189 converge towards one point. In this way a cooperative 190 search mechanism is set up that aims to perform better 191 than multistart local optimization (Fig. 1 
242
(x ðiÞ ; k ðiÞ 2 R n ). hÁ; Ái denotes the inner product (for the 1 Multistart local optimization consists in performing a number of local optimization runs, each starting from another point, but sequentially, so without any coupling. 2 CLM is originally developed in the area of neural networks. In [9, 10] 
289
The CLM algorithm is implemented in the optimiza- 
303
This is in contrast with local MP methods, which are 304 fully determined but can only find local minima. 3 In [9,10] a steepest descent method is used for solving the Lagrange programming network. Our implementation with the Trust Region Newton method is meant for realizing a faster convergence and for obtaining a robust optimization process. 
311 The inequalities in Eqs. (11) and (12) 
333 In Fig. 2 A
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384 therefore it is not sure whether the result is a local or the 385 global minimum, one should look at the history of the 386 (normalized) objective function f n evaluated by each 387 search point. Fig. 3d shows that the final objective 388 function value, i.e. the one evaluated at the final solu-389 tion, is the least one of all values encountered during the 390 process, i.e. when the search points explored the search 391 space. If, on the other hand, lower f n values would ap-392 pear during the history, the analyzer knows that he has 393 to adjust the tuning parameters until the final f n value is 394 the least one. 4 Note that the symbol a is used in this section on FE model updating, whereas the symbol x is used in the general mathematical formulations of previous sections. 
514
The Jacobian matrix J a , containing the sensitivities to a, 515 has to be adjusted as follows:
517 to obtain the Jacobian matrix J p with sensitivities to p,
518
which are the variables of the optimization problem.
519
The damage detection is performed in two updating 520 processes, to identify the reference and the damaged 521 state respectively (Fig. 10 ).
522
In order to make the damage identification method 
531
The actual damage, however, is unknown to the an-532 alyzer and is identified in the second updating process.
533
Since no prior knowledge exists, the initial damage pa-534 rameters are chosen randomly, however still within 535 physically meaningful limits.
536
In the reference state of the test beam some initial 537 cracks were already present, 5 probably due to the self 538 weight or the drying process of the fresh concrete. 
561
The function is plotted with respect to p 1 and p 2 in 
U N C O R R E C T E D P R O O F
593 multiple local minima. Therefore, again a CLM opti-594 mization run is performed with a population consisting 595 of four searching points. The corresponding initial par-596 abolic damage patterns are plotted in Fig. 14a . The same 597 normalization and tuning parameters as previously are 598 used (plus sc c3 ¼ 10). The third parameter is bounded by 599 7 6 p 3 6 16. The CLM run ends in the global optimum as 600 can be seen in Fig. 14b, showing 6 The optimization with only two parameters is not reported here. 
632 starting from the same four points separately and using 633 a standard local optimization method, all end up in a 634 wrong solution 7 (Fig. 15) . Notwithstanding that, the 635 CLM method does find the global minimum (Fig. 16) The applied damage is identified correctly (Fig. 16b) .
643 It is an asymmetrical damage pattern with a maximum 644 value of a e dam ¼ 40% of the reference YoungÕs modulus, 645 at the location where the static load was applied, i.e. at 4 646 m of the left beam end (Fig. 7) . The influence of the 647 cracks is spread out over a zone consisting of 16 beam 648 elements.
649
In Fig. 17a and the results are shown in Fig. 17c . 8 A similar pattern 668 is identified for the undamaged as well as for the dam- 7 An undamaged state is obtained in the first three runs (p 1 6 À 4) and an almost undamaged state in the last run (p 1 ¼ 32). 8 The calculated values for the bending stiffness at the ends of the beam are omitted. 
