Abstract: Combinatorial optimization is often with the local extreme point in large numbers. It is usually discontinuous, multidimensional, non-differentiable, constraint conditions, highly nonlinear NP problem. In this paper, according to the characteristics of combinatorial optimization problem, we put forward the combination optimization of multi-agent differential evolution algorithm (COMADE) through combining the multi-agent and differential evolution algorithm, in which we designed the competition behavior and self-learning behavior of agent. Through performance testing of strong connected, weak connected and overlap connected deceptive function on the COMADE algorithm, the results show that the COMADE algorithm is effective and practical value.
INTRODUCTION
Combinatorial optimization is often with the local extreme point in large numbers. It is usually discontinuous, multidimensional, non-differentiable, constraint conditions, highly nonlinear NP problems. The combinatorial optimization is always hot subject in the fields of science and engineering. The traveling salesman problem (TSP) is a famous problem in the combinatorial optimization. The combinatorial optimization's solution has not only great academic value but important practical value. It has many solutions [1] [2] [3] , such as Ant colony Algorithm (ACA), Particle Swarm Optimization (PSO) and so on, and the method of intelligent optimization is quite efficient. In this paper, a kind of combination optimization of multi-agent differential evolution algorithm (COMADE) is proposed. Through performance testing of strong connected, weak connected and overlap connected deception function on the COMADE algorithm, the results show that the COMADE algorithm is effective and practical value.
DESIGN OF AGENT FOR COMBINATORIAL OP-TIMIZATION
Combinatorial optimization can be described as [4] : S, f ( ) , where S is the search space, and f is the objective function: f : S R . The purpose of solving is to find x * S for f (x * ) f (x) and x S . Therefore, we can use an agent to represent a state of search space. Now we define that an agent is a candidate solution of problems to be optimized, which is expressed as a model one:
where n is the scale of the problem, the energy of agent is equal to the value of the objective function, that is
In order to calculate the energy of each agent, we put the agents into a fixed grid L expressed Fig. (1) . The agents which can interact with L i, j are determined by the parameter of perception range, which can be denoted as R s . Thus, the agents which can interact with L i, j are expressed as the follow model tow.
The neighborhood of L i, j , which is the range of interaction with L i, j , is denote as N i, j .
Competition Behavior
In competition behavior, the perception scope of each agent is set 1, thus, there are 8 agents in the neighborhood, which can be denoted as N c . When the energy of L i, j is not less than the others of neighborhood, L i, j will continue to survive, otherwise it will die. The procedure of competition behavior can be described as following [4, 5] :
Energy(L i, j ) Energy(a max ) , the offspring c = (c 1 , c 2 , , c n ) can be created by a max in the 2 ways.
First way: when the set D represents the differential bit number of L i, j and a max , we establish the model three:
where Random (2) is used to randomly generate 0 or 1.
Second way: we build the model four:
where Random is used to randomly generate the real number between 0 and 1.
The number of set D is equal to Hamming Distance between L i, j and a max . When the number is small, it shows that L i, j and a max are similar, it is hard to generate the offspring by the first way. Therefore, we choose the way to generate the offspring c by the parameter of D
, the first way is used, otherwise the second way.
Self-learning Behavior
Each agent can increase energy by self-learning behavior. But only when energy of an agent is not less than the any one of the learning scope, can the agent can get a chance to learn. We define the learning table as matrix (LL) p 2 , which has p rows and 2 columns, therefore the learning table meets the following conditions [4] [5] [6] :
and
Therefore, the learning can be composed of a learning sub meter.
The learning procedure of the agent (L i, j = (l 1 , l 2 ,..., l n )) is described as the following:
First learning way:
Step 1: q 1 ;
Step 2: generate (LL) q ;
Step 3: choose 1 row from (LL) q , suppose no. j row, generate a new agent (a = (a 1 , a 2 ,..., a n )) from the following the model five:
Step
Step 5: delete the j row from (LL) q , if (LL) q is null, then+1 ;
Step Second learning way:
Step 1: randomly generate a sequence of integers from 1 to n , denote it as ( p 1 , p 2 , , p n ) , set q 1 ;
Step 6: if q LL w , turn to step 2, otherwise
Generally speaking, it is good to take the first learning way. When it is failure to learn in the first way and Learning(L i, j ) True , we will take the second way to learn.
DESIGN OF COMADE
The algorithm of COMADE is described as the following [4] [5] [6] [7] :
Step 1:
Step 2: evaluate Energy of every agent in t L by the com- 
Learning(L i, j t+1/2 ) = True , take the second self-learning behav-
Step 4: differential and crossover operation for each agent of L i, j t+1 , generate L t+1 ;
Step 5: evaluate Energy of every agent in
Step 6: if meet the termination condition, exit, otherwise, t=t+1, turn to step 2.
SIMULATION EXPERIMENT
There are many practical problems of combinatorial optimization. In order to test the algorithm performance of COMADE, we choose the deception function to test [4, [7] [8] [9] [10] [11] [12] .
Experiment of Strong Connected Function
We use the following tow strong connected functions to test COMADE:
(a 5i 4 , a 5i 3 , a 5i 2 , a 5i 1 , a 5i )
From the above Table 1 , we can know that the calculation amount of COMADE is about 10% of the others, the performance of COMADE is very good.
Experiment of Weak Connected Function
We use the following tow weak connected functions to test COMADE:
, a i+3n/6 , a i+4n/6 , a i+5n/6 ) From the above Table 2 , we can know that it is harder to solve the weak connected deceptive function than to solve the strong connected deceptive function, but we can see that it is only millions of evaluation to solve the 90 dimensional weak connected cheat function through the COMADE algorithm
Experiment of Overlap Connected Function
We use the following tow overlap connected functions to test COMADE: 
