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ABSTRACT
Dialogue-state dependent language models in automatic inquiry
systems can be employed to improve speech recognition and un-
derstanding. In this paper, the dialogue state is defined by the
set of parameters contained in the system prompt. Using this
knowledge, a separate language model for each state can be con-
structed.
In order to obtain robust language models we study the lin-
ear interpolation of all dialogue-state dependent language mod-
els and an automatic text clustering algorithm. In particular, we
extend the clustering algorithm so as to automatically determine
the optimal number of clusters. These clusters are then be com-
bined with linear interpolation.
We present experimental results on a Dutch corpus which
has been recorded in the Netherlands with a train timetable in-
formation system in the framework of the ARISE project [1]. The
perplexity, the word error rate, and the attribute error rate can be
reduced significantly with all of these methods.
1. INTRODUCTION
If the choice of words a speaker is uttering correlates with the
state a dialogue system is in, this knowledge can be used to im-
prove the language model of the recognizer. In [2] and [6] the
dialogue state is defined by the question the user is replying to.
Using this definition, the language model training corpus is split
according to the dialogue states and a separate language model
for each dialogue state is then trained.
One of the main drawbacks of this approach is that the num-
ber of words in the language model training corpus for each di-
alogue state is rather small and that several dialogue states even
remain unobserved in the training material. Possible ways to
overcome this problem are to generalize dialogue states until a
sufficient amount of training material for each state is obtained
[2, 7] or to decide between the dialogue-state dependent and a
global language model [6], if the first is not robust enough.
Both methods do not take into account that a single dialogue-
state dependent language model can well contribute to the pre-
diction of the user utterance in several other different dialogue
state. It might thus be desirable to use a combination of all
dialogue-state dependent language models for each dialogue state.
In [9] we therefore proposed to train a language model for each
dialogue state and use a linear interpolation of all dialogue-state
dependent and a global language model for each dialogue state
instead of deciding between the dialogue-state dependent and the
global language model. In doing so, supplementary information
contained in the different language models can be exploited.
In this paper we use the automatic text clustering algorithm
presented in [3] to merge dialogue states until a sufficient amount
of training material for each generalized dialogue state is ob-
tained and compare this approach with our previous experiments,
Parts of the corpus have been provided by KPN Royal Dutch Tele-
com. The responsibility for this study lies with the authors.
Table 1: Specification of the Dutch corpus
training testing
dialogues 7756 453
sentences 73402 4330
words 290745 18491
based on a linear interpolation of all dialogue-state dependent
language models for each dialogue state. In addition, we extend
the clustering algorithm so as to automatically find the optimal
number of clusters using Leaving-One-Out.
Using a combination of the clustering algorithms and the
linear interpolation, the number of generalized dialogue-state de-
pendent language models can first be reduced and then be inter-
polated linearly as suggested in [9], thus speeding up recogni-
tion.
2. DESCRIPTION OF THE CORPUS
The corpus which we used for our experiments was recorded
with the prototype of a Dutch train timetable information system
in the framework of the ARISE project (see Table 1). The lan-
guage model training material is identical to the transcriptions
of the user utterances. The vocabulary used throughout all of
the following experiments consists of 985 words, the phoneme
inventory of 36 phonemes. Since we did not have access to the
online version of the information system we ran all experiments
off-line. For our experiments, we generated a word graph on the
testing corpus with our own large vocabulary continuous speech
recognition system [4].
3. DEFINITION OF THE DIALOGUE STATES
As in [2] and [6] we define the dialogue states in a natural way.
In order to generate a database query, the system has to fill sev-
eral slots and has to prompt questions to the user. Typically, the
user will answer these questions in the desired way and provide
the necessary information. In our case, the slots which have to
be filled before a database query can be started are station of de-
parture, station of arrival, date and time. With the four different
slots defined above, 24   1 = 15 potential dialogue states have
to be considered. In addition, the system is capable of asking
whether the user wants a repetition of the connection which has
been retrieved from the database, whether he wants an earlier or
later connection or whether he would like to obtain a completely
different one. In combination, the system prompt can contain 19
different sets of parameters which can either be part of a ques-
tion for this set or a verification of it. An additional garbage state
is defined to enable a classification of dialogue states which ob-
viously resulted from errors within the system.
We split the corpus according to the dialogue state of each
utterance and thus obtain a separate training corpus for each di-
alogue state. We observed 32 of the 39 possible dialogue states
in the language model training and 25 in the testing corpus. For
the rest of this paper we will use the following notation: let S
denote the number of different dialogue states, s the current dia-
logue state, C
s
= (w
s;1
  w
s;N
s
) the language model training
corpus for dialogue state s and N
s
the number of words in this
corpus.
4. DEFINITION OF THE LANGUAGE MODELS
Let N
s
(h;w) denote the frequency of event (h;w) in training
corpus C
s
, n
0;s
(h) the number of different words which have
not been observed after history h and W the size of the vocabu-
lary. For each dialogue state swe constructed a trigram language
model with the dialogue-state dependent training corpus C
s
. The
models for each dialogue state are based on absolute discount-
ing. For smoothing, the relative frequencies are discounted with
a discounting weight b
s
and are interpolated with a generalized
singleton backing-off probability distribution 
s
(wjh). Details
are described in [5].
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5. INTERPOLATION OF THE LANGUAGE MODELS
As described above, the motivation for this combined model is
to investigate whether other dialogue states can contribute to the
prediction of what the user is going to say. p
0
denotes the proba-
bility distribution provided by the global language model which
has been trained on the whole training corpus and 
s
(i) the in-
terpolation weight for dialogue-state dependent language model
i in dialogue state s:
ep
s
(wjh) =
S
X
i=0

s
(i)  p
i
(wjh) ; (2)
where
S
X
i=0

s
(i) = 1 8s :
The main problem with this model is the rather large number of
(S + 1)
2 interpolation weights. In order avoid optimization on
the testing data we would have had to split the training corpus
into two parts using one of them for the training of the language
models and the other as a cross-validation set for the estima-
tion of the interpolation weights. This would have further de-
teriorated the language models. Instead, we decided to use the
training corpus itself for the estimation of the 
s
(i). Using the
Expectation-Maximization-Algorithm for the estimation of the
interpolation weights on these data would have lead to setting

s
(s) = 1 and 
s
(i) = 0 8s 6= i. Therefore we computed
Leaving-One-Out probabilities on the training corpus and used
these probabilities in the iteration formula:
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where 
s
(wjh) and n
0;s
(h) are also modified accordingly. The
modification of these quantities is very convenient in our lan-
guage model software, since we store the counts of trigrams,
bigrams and unigrams and compute the language model proba-
bilities when needed. For details, the reader should refer to [8].
6. AUTOMATIC DIALOGUE-STATE CLUSTERING
In order to compare the interpolation of dialogue-state dependent
language models with the generalization of dialogue states, we
applied an automatic text clustering algorithm to merge the train-
ing corpora of several dialogue states until a sufficient amount of
training material for each language model is obtained. We used
the automatic text clustering algorithm presented in [3]. Let K
denote a set of clusters, i.e. generalized dialogue-states. For
simplification we define a mapping function M which maps a
dialogue state s to one of the jKj generalized dialogue states:
M : S  ! K
M(s) 7 ! k : (4)
The criterion which has to be maximized is the log-likelihood
F of the cluster dependent unigram language models p
M(s)
(w)
over all possible mapping functions which map a dialogue state
s to a cluster M(s):
F =
S
X
s=1
N
s
X
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log p
M(s)
(w
s;n
) (5)
The cluster-dependent unigram probability distribution for a spe-
cific cluster k in Equation (5) is defined as follows:
p
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:
The clustering process is started by assigning one of the clusters
to each dialogue state s at random. As in [3] we then perform an
exchange algorithm, trying each cluster for each dialogue state.
Finally the dialogue state is assigned to the best fitting cluster.
Although this algorithm works favourably well in terms of
reducing the perplexity, the number of clusters cannot be deter-
mined automatically with the unigram perplexity criterion. Ide-
ally, the clustering algorithm should choose that number of clus-
ters which minimizes the perplexity on new, previously unseen
data. For a number of clusters larger than or equal to the number
of dialogue-states, the clustering algorithm presented in [3] will
assign each dialogue-state to a distinct cluster, thus minimizing
the perplexity on the training data. An automatic reduction of
the number of clusters is not possible with this algorithm.
In order to simulate unseen data we therefore extend the
clustering algorithm and use a different criterion. Instead of min-
imizing the log-likelihood F of the cluster dependent unigram
models we now minimize the log-likelihood F of the cluster de-
pendent Leaving-One-Out unigram models:
p
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Using this probability distribution in Equation (5) we perform
the same exchange algorithm. Initially, the number of clusters
is identical to the number of distinct dialogue-states, assuring
that each cluster contains only one dialogue-state dependent lan-
guage model training corpus. Using the conventional unigram
models in Equation (5) the algorithm would stop at this point.
With the Leaving-One-Out unigram models the algorithm now
merges dialogue-states until no corpus is moved any more and
the Leaving-One-Out perplexity on the training data is mini-
mized.
start with initial mapping M(s) = s 8s
for each dialogue state s
for each cluster k
move corpus C
s
from cluster M(s) to
cluster k
compute likelihood using Equations (5)
and (7)
move C
s
from M(s) to that cluster k
which maximizes the likelihood
repeat until no dialogue-state dependent corpus is
moved anymore
Figure 1: Text clustering algorithm used in combination with
Leaving-One-Out unigram probabilities.
Table 2: Baseline word error rates for the global language model
and the interpolation of the 32 dialogue-state dependent lan-
guage models with the global language model.
trigram perplexity errors [%]
model del / ins / WER
global 11.8 2.0 / 2.6 / 14.0
interpolated 9.3 1.8 / 2.5 / 13.2
7. EXPERIMENTAL RESULTS
In order to evaluate the performance of the different language
models we measured the perplexities and the word error rates on
the word graph. The graph error rate of the word graph we used
is 7.2%. Table 2 comprises the baseline results achieved with
the global language model and the interpolated model defined in
Equation (2).
In a first experiment we used the automatic text clustering
algorithm presented in [3]. We studied the effect of different
numbers of clusters on the word error rate. For each cluster we
trained a separate trigram language model. All dialogue states
which were clustered together were then mapped to this general-
ized language model during the rescoring of the word graph. As
Table 3 clearly indicates, the clustering algorithm can be used
successfully to reduce the number of language models. The last
line in Table 3 shows the performance of the dialogue-state de-
pendent language models without any clustering. The impact on
the word error rate is disappointing. The interpolated model in
Table 2 performs significantly better than the generalized dia-
logue states in Table 3.
The main disadvantage of the automatic text clustering algo-
rithm is that the optimal number of clusters (optimal in terms of
reducing the perplexity on new data) cannot be determined auto-
matically. As described before, we therefore changed the clus-
tering criterion in order to incorporate Leaving-One-Out. Fig-
ure 2 summarizes the experiments carried out with this algo-
rithm. Starting with a number of clusters equal to the number
of distinct dialogue states, the algorithm reduces the number of
clusters from 32 to 21 in a single iteration step and stops. The
Table 3: Perplexities and word error rates for different clusters
computed with the unigram perplexity criterion. The language
models are not interpolated.
number perplexity errors [%]
of clusters del / ins / WER
5 9.8 1.9 / 2.8 / 13.6
10 9.8 2.0 / 2.6 / 13.6
15 9.9 2.0 / 2.6 / 13.7
20 10.0 2.0 / 2.6 / 13.7
25 10.0 2.0 / 2.6 / 13.7
30 10.0 2.1 / 2.6 / 13.7
32 10.0 2.1 / 2.6 / 13.7
upper of the two figures also shows the perplexities for a smaller
number of clusters. We simply fixed this number and ran the
algorithm in order to verify that the Leaving-One-Out unigram
perplexity for 21 clusters is in fact minimal. We also computed
the normal unigram perplexities for the the same clustering al-
gorithm, shown in the lower of the two figures. These perplexi-
ties do of course increase with a decreasing number of clusters.
Table 4 lists the distinct dialogue states which were clustered to-
gether with the Leaving-One-Out clustering criterion. As the ta-
ble shows, the composition of the different clusters corresponds
closely to what one might expect, e.g. question and verification
turns are not clustered together.
In a final experiment we compared the global model, the
interpolated model defined in Equation (2), and an interpola-
tion of the 21 cluster language models with the global language
model. The parameters of the last two models were estimated
as described in [9]. As Table 5 shows, the last method does not
improve the word error rate any further. The main advantage,
though, is the smaller number of language models which have to
be interpolated. Instead of 33 models, only 22 models are now
interpolated and the computing time can thus be reduced.
For these three combined models we also measured the at-
tribute error rate, defined as the number of incorrectly recog-
nized attributes. An attribute in this context is determined by the
database slot type, e.g. station of arrival, and the attributed value,
e.g. station Amsterdam. The slot type and value were extracted
from the best sentence of the recognizer output.
8. CONCLUSION
We presented experiments with dialogue-state dependent lan-
guage models on a Dutch database which has been acquired with
an automatic train timetable information system in the European
ARISE project. We compared two methods for constructing ro-
bust dialogue-state dependent language models which are based
on automatic text clustering on the one hand and the linear inter-
polation between several of the dialogue-state dependent and a
global model on the other. Our experiments indicate that the pa-
rameters can be estimated reliably using Leaving-One-Out prob-
abilities on the training corpus. A combination of both methods
performs best in terms of attribute error rate and computing time.
In particular, we described a means of creating dialogue-
state dependent language models automatically from a language
model training corpus by using Leaving-One-Out for the cluster-
ing algorithm and for the estimation of the interpolation weights.
No additional parameters have to be optimized manually.
With the combined model the attribute error rate has been
reduced by 5% relative, from 14.7% with a dialogue-state inde-
pendent language model to 14.0% with our best dialogue-state
dependent model.
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Figure 2: Leaving-One-Out unigram and normal unigram per-
plexities for different numbers of clusters computed with the
Leaving-One-Out unigram perplexity criterion.
Table 4: Clusters obtained with the Leaving-One-Out clustering
criterion.
Q: date
Q: station of arrival
GARBAGE, Q: date, time
Q: repeat connection
Q: station of arrival, date,
Q: station of departure
Q: station of departure and arrival
Q: station of arrival, date, time,
Q: station of departure and arrival, date, time
Q: previous train, Q: next train
Q: time
Q: new connection
V: date
V: date, time
V: repeat connection
V: station of departure,
V: station of departure, date
V: station of arrival,
V: station of arrival, date
V: station of departure and arrival
V: station of arrival, date, time,
V: station of departure, date, time,
V: station of departure and arrival, date,
V: station of departure and arrival, date, time
V: station of arrival, time,
V: station of departure and arrival, time
V: station of departure, time
V: previous train,
V: next train
V: time
Table 5: Word and attribute error rates for selected language
models
trigram perplexity errors [%] errors [%]
model del / ins / WER del / ins / AER
global 11.8 2.0 / 2.6 / 14.0 2.3 / 5.1 / 14.7
interpolated 9.3 1.8 / 2.5 / 13.2 2.1 / 5.6 / 14.0
clustered 9.2 1.9 / 2.5 / 13.2 2.0 / 5.6 / 14.0
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