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Abstract
The penetration of electric vehicles becomes a catalyst for the sustainability
of Smart Cities. However, unregulated battery charging remains a challenge
causing high energy costs, power peaks or even blackouts. This paper studies
this challenge from a socio-technical perspective: social dynamics such as the
participation in demand-response programs, the discomfort experienced by al-
ternative suggested vehicle usage times and even the fairness in terms of how
equally discomfort is experienced among the population are highly intertwined
with Smart Grid reliability. To address challenges of such a socio-technical
nature, this paper introduces a fully decentralized and participatory learning
mechanism for privacy-preserving coordinated charging control of electric vehi-
cles that regulates three Smart Grid socio-technical aspects: (i) reliability, (ii)
discomfort and (iii) fairness. In contrast to related work, a novel autonomous
software agent exclusively uses local knowledge to generate energy demand plans
for its vehicle that encode different battery charging regimes. Agents interact
to learn and make collective decisions of which plan to execute so that power
peaks and energy cost are reduced system-wide. Evaluation with real-world data
confirms the improvement of drivers’ comfort and fairness using the proposed
planning method, while this improvement is assessed in terms of reliability and
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cost reduction under a varying number of participating vehicles. These findings
have a significant relevance and impact for power utilities and system opera-
tor on designing more reliable and socially responsible Smart Grids with high
penetration of electric vehicles.
Keywords: electric vehicle, Smart Grid, decentralized system, optimization,
learning, charging control, planning, scheduling, reliability, discomfort, fairness
1. Introduction
The growing scale and complexity of urban environments as well as the im-
plications of climate change on the planet make the use of renewable energy
resources and the elimination of fossil fuels imperative for meeting sustainable
development goals [1]. A progressive step towards this direction is the large
adoption of electric vehicles (EVs) to replace internal combustion engines. In-
stead of vehicles that run on gasoline and diesel, electric vehicles are equipped
with batteries and they are charged when plugged into the power grid. Once
charged, vehicles can travel up to a few hundred kilometers before requiring
a recharge. Currently, private electric vehicles are predominantly charged at
home, but more public charging stations are established. It is predicted that
by 2025, electric vehicles will share approximately 22% of the current vehicle
market [2]. However, without a thorough investigation of the potential impact
that a large-scale adoption of electric vehicles can have on existing power in-
frastructure, a relatively sudden influx in power demand can potentially have
disastrous consequences on the power grid reliability.
The charging of an electric vehicle is usually performed soon after its driver
returns home or arrives at work and plugs the vehicle to the grid. Given that
a large number of drivers return home or arrive at work around the same time
of the day, the synchronized charging of vehicles can result in a power peak
demand [3]. Moreover, the development of battery technologies often aims at
reducing charging times [4]. This makes power peaks as well as power influxes
sharper and, as a result, costly to serve and manage. From the supply-side,
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the integration of renewable energy resources makes power supply more volatile
and complex to plan so that they match the power demand of electric vehicles
given the stochastic nature of renewables [5]. Power utilities have the option
to control the charging of electric vehicles to improve power grid reliability [3,
6], which however requires a computational infrastructure that may be costly
and unscalable to centrally manage, i.e. single point of failure. Moreover,
centralized charging control requires the acquisition of sensitive personal data
such as mobility patterns and residential occupancy information that can violate
privacy and allow discriminatory data analytics, which can in turn undermine
the adoption of electric vehicles and the trust of citizens on this technology [6,
7, 8]. Finally, charging control is not exclusively a technical challenge, dealt
mainly as such in earlier work (see below), but a social one as well. Comfort and
fairness criteria in terms of convenient charging times for the citizens and equal
convenience for all citizens can make electric vehicles a more viable adopted
technology.
This paper introduces a novel Vehicle to Grid [3] (V2G) socio-technical con-
trol paradigm of coordinated charging applied as a Smart Grid enabler. Elec-
tric vehicles are not required to return electricity to the grid but instead they
provide demand-response services to power utilities using their coordination ca-
pabilities. Therefore, this proposed novel methodology neither violates physical
constraints nor operationally depends on characteristics of the power infras-
tructure. Moreover, in terms of reactive power and voltage control, earlier work
provides an optimal scheduling formulation without violating the grid operat-
ing constraints [9]. Coordination is distinguished from a localized distributed
optimization as the former one requires interactions and the exchange of infor-
mation between electric vehicles such that a system-wide objective is satisfied.
For instance, load-balancing or matching of supply-demand, i.e. minimization of
variance, root mean square error or other complex quadratic cost functions [10],
are examples of such objectives. When charging control of electric vehicles is
performed by autonomous (software) agents acting on behalf of their drivers
and agents locally generate multiple (alternative) charging plans as contribu-
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tions to the operational flexibility of the Smart Grid, the charging coordina-
tion problem turns out to be a 0-1 multiple-choice combinatorial optimization
problem, which is NP-hard. A fully decentralized and privacy-preserving learn-
ing algorithm is employed to tackle this challenging computational problem:
I-EPOS (http://epos-net.org), the Iterative Economic Planning and Opti-
mized Selections [11, 12]. Socio-technical aspects are studied such as the impact
of coordination on human discomfort and fairness measured by the likelihood
of disturbing the usual mobility and lifestyle habits of citizens when alterna-
tive charging regimes are adopted. This perspective makes the proposed ap-
proach more realistic, viable and applicable compared to related methodologies
reviewed below.
Related work on charging control of electric vehicles is classified in three cat-
egories: (i) Non-coordinated optimization of battery utilization to improve envi-
ronmental factors and the individual driving profile of a vehicle [13, 14] as well as
the multi-objective optimization of plug-in hybrid electric vehicles [15, 16, 17],
e.g. fuel economy and motor start engine. These approaches do not focus on the
optimization and reliability of the Smart Grid. (ii) Centralized coordination of
charging control via single aggregators that provide ancillary services, a category
in which 47 reviewed methodologies fall in [18, 19, 20, 21, 22, 23, 24, 9]. (iii) Dis-
tributed methodologies that focus on localized cost minimization [25, 26, 27, 28]
rather than decentralized charging coordination of autonomous electric vehicles
that is the focus of this paper (Novelty 1).
In the third category falls a technical study on regulating a fair access of
the vehicles to charging, i.e. proportional, max-min, minimum delay and pro-
portional utility [29]. Similarly, notions of convenience are earlier introduced
and measured by the state of charge (SoC) and the total charging time of the
battery [21, 27]. The driver’s satisfaction in terms of charging at the shortest
time is studied in three centralized charging policies [23]. None of these method-
ologies tackle social aspects of Smart Grid optimization such as discomfort and
fairness measured empirically by the driving behavior and human mobility. So-
cial discomfort and fairness are so far studied in the context of residential energy
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and appliances [30, 31, 32], e.g. heating and cooling. Recent state of the art
studies notions of discomfort, i.e. changes of regular travel times or long term
battery degradation, as a result of a centralized optimization of shifted charging
times [33, 34]. In contrast, this paper advances state of the art by studying
both discomfort and fairness in the context of a decentralized and autonomous
charging control mechanism that is privacy-preserving by design (Novelty 2).
Finally, this paper measures the impact of a varying participation level on
the optimization process of charging electric vehicles. To the authors’ best
knowledge, this is not addressed in earlier work (Novelty 3).
In summary, the literature gap that this paper fills is the following: how to
improve the Smart Grid reliability in the scenario of decentralized and coordi-
nated charging control of electric vehicles, while meeting social welfare criteria
related to drivers’ discomfort and fairness in the experienced discomfort. The
main contributions of this paper are the following:
• A new privacy-preserving methodology to locally and autonomously gen-
erate charging plans for electric vehicles by reasoning based on local his-
torical mobility data and technical vehicle characteristics.
• The applicability of I-EPOS, a general-purpose decentralized learning al-
gorithm, to the charging control of electric vehicles for the socio-technical
optimization of Smart Grids.
• Quantitative findings using real-world data that show how the optimiza-
tion of technical objectives, e.g. reliability, influence the user discomfort
and social fairness.
• Quantitative findings that show how all socio-technical aspects are influ-
enced by a varying participation level of electric vehicles in the optimiza-
tion process.
• A new application scenario and benchmark dataset [35] for the evaluation
of combinatorial optimization algorithms.
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Figure 1 provides a schematic reference of the solution. This paper is out-
lined as follows: The following section introduces the local operational planning
for electric vehicles. Section 3 illustrates the decentralized collective learning
process as well as it defines measures of reliability, discomfort and fairness em-
ployed for the socio-technical Smart Grid optimization. Section 4 illustrates
how planning is performed using a real-world dataset and illustrates the experi-
mental results and findings. Finally, Section 5 concludes this paper and outlines
future work.
1. Plan Generation 2. Plan Selection 
3. Plan Execution 
4. Socio-technical Evaluation 
1. Determining flexibility windows 
-  Determining windows start  
     Line 3 of Algorithm 1, Figure 3(a) 
-  Determining windows end 
     Line 5 of Algorithm 1, Figure 3(b) 
2. Determining charging slots within 
    each flexibility window 
-  Determining number of slots 
     Lines 2-6 of Algorithm 2 
-  Determining charging slots 
     Algorithm 3 
 
3. Generating charging plans 
-  For each flexibility window, 
charging slots are ranked according 
to vehicle usage history 
    Line 2 of Algorithm 4 
-  Each agent generates charging plans 
using highly ranked slots 
     Line 4 of Algorithm 4 
-  I-EPOS selects a plan for each agent 
based on one of the two system-wide 
objectives:  MIN-DEV & MIN-COST 
-  Each agent is charged according to the 
selected charging plan 
-  Measurements: deviation of power 
consumption (Smart Grid reliability), 
total energy cost, system discomfort & 
fairness 
Figure 1: A schematic overview of the contributed solution.
2. Local and Autonomous Operational Planning
This section illustrates how electric vehicles can locally and autonomously
plan, i.e. schedule, their power usage in order to achieve various system-wide
objectives such as the improvement of system reliability or the reduction of
power costs. Table 1 outlines the mathematical symbols used in this paper in
the order they appear.
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2.1. An overview
This paper introduces a new concept of local and autonomous operational
planning of electric vehicles as the means to meet system-wide objectives of
Smart Grids. The motivation here is that if adjustments in power demand can
be pre-computed and scheduled, operational uncertainties are minimized and
more effective regulatory actions can be applied under several operational sce-
narios, e.g., failures of power generators, price peaks, weather events influencing
the availability of renewable energy resources, etc. Planning is a well-established
approach in literature [36, 37, 38, 39] and in several related real-world applica-
tion domains [11, 12, 40, 41].
Each vehicle is equipped with a software agent that can autonomously gen-
erate a number of possible charging plans that determine how the vehicle is
charged and draws power from the Smart Grid. Each plan may cause a varied
level of driver’s discomfort measured empirically via the likelihood of the plan
to be violated by, for example, an unexpected traveling event. Agents make co-
ordinated selections of a plan to execute such that they collectively accomplish
a system-wide Smart Grid objective, while driver’s discomfort is measured and
self-regulated.
Figure 2 illustrates the proposed novel concept of plan generation that is
the core contribution of this paper. Agents locally calculate the time required
for a full battery charge as well as compute flexibility windows within which
their vehicle is usually available for charging. In practice, windows correspond
to times in which a vehicle is parked at home. During these times, the state
of charge of the battery in a vehicle increases, i.e. the vehicle is charged, or
remains at the same level. The state of charge cannot decrease as the vehicle is
parked and does not consume power from its battery. In each window, charging
slots can be efficiently computed. In each charging slot a full battery charging
can be performed. A single charging slot up to a maximum number of slots
that is equal to the maximum number of possible plans v form a flexibility
window. The agent ranks the slots from low to high by a data-driven reasoning
based on historical data: the likelihood of vehicle usage computed from past
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trips determines the ranking of the slots. Each charging plan uses a varied
number of top ranked slots. For example, in a plan that uses two charging slots,
the charging is completed in two different periods corresponding to the top-two
ranked slots.
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Figure 2: Plan generation defines flexibility windows within which the state of charge (SoC)
increases or does not vary. In each window, several charging slots are defined in which a full
charging can be performed. Slots are ranked from low to high according to the likelihood
of vehicle usage computed from historical data. (a). Likelihood of the vehicle usage derived
from historical data. (b). Original states of charge if the vehicle is charged at the beginning
of each window. (c). States of charge in a generated plan that uses two slots with the lowest
likelihood of usage in each window (e.g. Slot 2 and Slot 1 in Window 3). (d). States of charge
in a generated plan that uses all slots in each window.
Figure 3 illustrates the redistributed power usage of the plans in Figure 2c
and 2d for Window 3. Each electric vehicle model consumes a certain level of
power from the grid when it is charged. For this illustration, a Nissan Leaf
model equipped with a 6.6 kW onboard charger is used [42].
Note that all planning operations are localized to preserve privacy that is a
novelty of this approach. No personal data are shared to third parties. Tech-
nology for the realization of such electric vehicle charging control and planning
exists [43, 44, 45, 46, 47] and can be adopted in the context of a (i) home energy
management system [48], (ii) a demand-response program by a power utility
company [49] or (iii) a third party technology provider for electric vehicles [50].
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Figure 3: State of charge (SoC) and power consumption of the Nissan model for Window 3
belonging to the plans of Figure 2c and 2d
2.2. Technical concept
This section elaborates on the proposed technical concept. Assume a number
of n electric vehicles powered by a common power system. Each vehicle is char-
acterized by a modelm that determines features such as the battery capacity and
charging rate. Production models of electric vehicles are earlier reviewed [51].
Each vehicle is assumed equipped with an agent i that is a software application
controlling the battery charging. As earlier discussed, technology for such con-
trol is available in the market [52]. The agent is constrained by a minimum time
interval of size m during which the vehicle continuously charges without pause.
The minimum time interval m constraints the number of interruptions on bat-
tery charging such that the battery lifetime is not heavily influenced. Moreover,
it limits the computational search space, i.e. the larger the interval m the fewer
the number of time shifts that can be performed on the battery charging within
a certain period of time.
Each agent i locally generates a sequence of a maximum of v plans Di =
(di,j)
v
j=1 that schedule the power consumption of the vehicle for the future
period T = |di,j | when charging from the Smart Grid. These plans may be
equivalent for the driver of the vehicle or they may cause different levels of
discomfort, for example, each plan may disturb the regular use of a vehicle to a
different extent. Each agent i selects one and only one plan di,j = (di,j,t)
T
t=1 to
execute according to a selection function j = fs(Di) ∈ {1, ..., v} designed to serve
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a system-wide objective such as the improvement of reliability or the reduction
of power cost in the Smart Grid. Reliability concerns how homogeneous the total
power demand is over time so that power peaks causing cascading failures [32, 53]
are prevented or mitigated. Cost concerns the monetary value of the total power
demand governed by the spot price signal P = (pt)
T
t=1 (USD/kWh) of a power
market [54].
Reasoning about plan generation is locally performed based on accumulated
historical data that represent a typical temporal usage pattern of the electric
vehicle and the driver’s profile, e.g. daily or weekly usage. These data are not
shared to any third party and managed by the agent to preserve privacy. They
are referred to as Si = (si,t)
T
t=1, where si,t ∈ [0, 1] stands for the state of charge
of the vehicle at time t. This signal is used as a seed for the plan construction
using real-world data as illustrated in Section 4.1. The goal of plan generation
is to compute several ways of charging the electric vehicle during times in which
the vehicle is not used, e.g., when the vehicle is parked at home. These times
are referred to in this paper as the flexibility windows, Wi = (Si,w)
qi
w=1 ⊆ Si, of
an agent i. Algorithm 1 illustrates how windows are computed.
Algorithm 1 Computation of flexibility windows.
Require: Si
1: w=0;
2: for t = 1 to T do
3: if si,t < si,t−1 and si,t < si,t+1 then
4: w = w + 1;
5: while si,t ≥ si,t−1 and si,t ≤ si,t+1 and t < T do
6: Si,w = Si,w ∪ si,t
7: t = t + 1;
8: end while
9: if |Si,w| ≥ Tc(m, si,x,w) then
10: Wi = Wi ∪ Si,w
11: else
12: w = w − 1;
13: end if
14: end if
15: end for
Ensure: Wi, ∀i ∈ {1, ..., n}
The algorithm identifies the times at which the state of charge stops decreas-
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ing and starts increasing (line 3 of Algorithm 1). These times are the beginning
of the flexibility windows. The end of the windows is detected by the times
in which the state of charge stops increasing and starts decreasing (line 5 of
Algorithm 1). This indicates that the electric vehicle is again in use. Figure 4
illustrates how the start and end of a window are detected. The algorithm ex-
cludes windows that do not have the length for a full charging3 (line 9-13 of
Algorithm 1). The charging time Tc(m, si,t) of model m with state of charge
si,x,w at the beginning time x of window w is given as follows:
li,w = Tc(m, si,x,w) = (1− si,x,w) bm
rm
, (1)
t-1 t t+1
So
C
Time
(a) Start of window
t-1 t t+1
So
C
Time
OR
(b) End of window
Figure 4: Detection of window limits. (a) State of charge is higher at t+1. (b) State of charge
is equal or higher at t− 1, and lower at t+ 1.
where bm is the battery capacity of model m (kWh) and rm is the charging rate
of model m (kW).
The usual operation of an electric vehicle suggests that within a window
corresponding to ‘parked at home’ or ‘parked at work’, the driver charges im-
mediately the vehicle. This action has significant implications. The power con-
sumption mainly occurs at the very beginning of the window instead throughout
the window time. Given that these windows among citizens have high tempo-
ral similarity as they correspond to a regular behaviorial activity and mobility
patterns, the aggregate energy consumption at the beginning of the windows is
3The algorithm assumes that windows of length shorter than the full charging time are
more sensitive to user interruptions and therefore have a higher uncertainty when used for
scheduling the charging of the vehicle. The evaluation of this assumption with several other
algorithm variations is subject of future work.
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synchronized among the electric vehicles and results in power peaks that can
potentially cause blackouts or increase the energy cost. Moreover, as the battery
technology [4] improves by allowing higher charging rates, the power peaks are
expected to become even sharper. This section introduces a model that tackles
this limitation by establishing ki,w charging slots Qi,w = (Si,w,o)
ki,w
o=1 within each
window w. The number of slots ki,w > 0 is computed by Algorithm 2. Lines
2-6 determine the number of slots as follows:
ki,w =
|Si,w|/Tc(m, si,x,w), if ki,w < vv, if ki,w ≥ v , (2)
Algorithm 2 Computation of the number of slots for each window.
Require: Wi, Tc(m, si,x,w), v
1: for all Si,w ∈Wi do
2: ki,w = |Si,w|/Tc(m, si,x,w)
3: if ki,w ≥ v then
4: ki,w=v
5: li,w = |Si,w|/ki,w
6: end if
7: Ki = Ki ∪ ki,w
8: end for
Ensure: Ki, ∀i ∈ {1, ..., n}
where |Si,w| is the size of window w, Tc(m, si,x,w) is the charging time of model
m at window w and v determines the maximum number of plans with which an
agent can operate. When knowing the number of slots per window, the actual
slots can be determined according to Algorithm 3.
Algorithm 3 Computation of slots.
Require: Wi, Ki, li,w
1: for w = 1 to w = |Wi| do
2: for o = 1 to o = ki,w do
3: for t = x + o · li,w − li,w to x + o · li,w − 1 do
4: Si,w,o = Si,w,o ∪ si,t,w,o
5: end for
6: Qi,w = Qi,w ∪ Si,w,o
7: end for
8: end for
Ensure: Qi,w, ∀i ∈ {1, ..., n} and ∀w ∈ {1, ..., qi}
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Plan generation is then performed by redistributing the charging of electric
vehicles among the slots. A design choice here is (i) how many slots to use and
(ii) which slots to use.
The number of slots determines the extent of redistribution, in other words,
how uniformly distributed charging is over time. The plans are generated such
that the first plan uses one slot, whereas the last plan uses all v slots. Each
plan in between uses an additional slot incrementally.
The slots used in each plan are determined by the likelihood of the vehicle
usage Ui = (ui,t)
T
t=1 extracted from historical data. Based on these data, the
slots in each window can be ranked from low to high likelihood of usage. Each
plan uses the slots with the lowest likelihood utilization so that the likelihood of
discomfort is minimized. Therefore, the discomfort gi of a plan can be defined
as follows:
gi =
1
T
T∑
t=1
(1− si,t) · ui,t, (3)
where si,t is the state of charge and ui,t is the likelihood of vehicle usage at time
t.
After determining the slots for each plan, charging in each window w is
performed in zi(m, si,x,w) non-overlapping intervals of size m as follows:
zi(m, si,x,w) =
Tc(m, si,x,w)
m
, (4)
where Tc(m, si,x,w) is the charging duration and m is the minimum time interval
that a vehicle is charged without pause. The intervals are uniformly distributed
across the slots used by each plan. Algorithm 4 illustrates the plan generation
process.
The plan generation algorithm iterates over the windows (line 1 of Algo-
rithm 4) and ranks the slots of each window according to the likelihood Ui of
vehicle usage (line 2 of Algorithm 4). The window with the maximum number of
slots corresponds to the number of plans v = max(Ki) (line 3 of Algorithm 4).
Each plan j is generated by randomly shuffling zi(m, si,x,w) charging intervals
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Algorithm 4 Computation of agent’s plans.
Require: Si, Ki, Qi,w, Ui, li,w
1: for all Si,w ∈Wi do
2: Qˆi,w=rank(Qi,w,Ui)
3: for j = 1 to j = max(Ki) do
4: Sˆi=shuffle(Si, j, Qˆi,w, li,w, m)
5: di,j = di,j ∪ di,j,t
6: end for
7: end for
Ensure: Di, ∀i ∈ {1, ..., n}
over j slots (line 4 of Algorithm 4). The plan is computed as di,j = di,j ∪ di,j,t,
where:
di,j,t =
em > 0, if sˆi,t < sˆi,t+10, if sˆi,t ≥ sˆi,t+1 ,∀t ∈ {1, ..., T − 1}. (5)
Therefore, each value di,j,t ≥ 0 of a plan contains the power demand em of model
m (kW) at time t for the respective change sˆi,t to sˆi,t+1 in the state of charge.
3. Decentralized Learning and Decision-making
This paper focuses on two system-wide objectives for the charging optimiza-
tion of electric vehicles: (i) MIN-DEV and (ii) MIN-COST. The former aims at
minimizing the standard deviation, σ, of the total demand as a measure of load
uniformity, load balancing and peak-shaving that contribute to the reliability of
the Smart Grid. The latter aims at reducing the total energy cost by taking
into account temporal energy prices.
Agents employ the I-EPOS system [11, 12] as a fully decentralized and
privacy-preserving learning mechanism for coordinating the charging of electric
vehicles. I-EPOS has been studied earlier in load-balancing of bike sharing sta-
tions [12] and in demand-response of residential energy consumption [31, 32, 41].
In that Smart Grid scenario, the agents control individual home appliances or
the aggregate demand of the household. In contrast, this paper contributes a
new application of I-EPOS in Smart Grids and provides fundamental insights
on how the charging of electric vehicles can be modeled as a 0-1 multiple-choice
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combinatorial optimization problem. In such a model, the optimization turns to
be a plan selection problem of complexity O(vn): each agents selects one of the
possible charging plans such that the total consumption of all electric vehicles
satisfy one of the two aforementioned objectives.
To manage this vast combinatiorial complexity, the agents of I-EPOS are
self-organized [55] in a tree topology as a way to structure their interactions
with which they perform a cooperative optimization. A tree topology is a de-
sign choice to perform a computationally cost-effective aggregation of the power
demand level as well as to perform coordinated decision-making. The computa-
tional and communication complexity depends on the number and size of plans
v as well as the number of children k that each node has such that O(vk), while
the network topology does not have a significant impact on the performance
as earlier shown [12]. This makes I-EPOS a highly efficient and scalable dis-
tributed algorithm for problems of combinatorial complexity as confirmed with
comparisons to other state of the art algorithms [12].
The optimization of the plan selections is performed by a set of consecutive
learning iterations of bottom-up (leaves to root) and top-down (root to leaves)
interactions. At each iteration, an agent i selects a plan j to satisfy the MIN-DEV
optimization objective as follows:
j =
v
arg min
j=1
σ(aˆ1 − aˆi + ai − dˆi + di,j) (6)
where σ() measures the standard deviation of a plan, aˆ1 =
∑n
i=1 dˆi is the
earlier aggregate plan of all earlier selected plans dˆi summed up at the root
i = 1, aˆi, ai are the earlier and current aggregate plans respectively of all
plan selections of the agents in the branch underneath agent i and dˆi, di,j
are the earlier selected plan and the current possible plan j of agent i. Note
that the minimization of variance and standard deviation are quadratic cost
functions [10] that requires coordination among the agents’ selections. The
aggregate plans in Equation 6 serve this purpose. Moreover, privacy is preserved
by only exchanging aggregate plans instead of the individual ones. Further
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elaboration on the I-EPOS algorithm is out of the scope of this paper and is
available on earlier work [11].
The MIN-COST selection function aims at reducing the total energy cost by
taking into account the temporal energy prices as follows:
j =
v
arg min
j=1
T∑
t=1
(ai,t + di,j,t) · pt, (7)
where ai,t is the power demand of the aggregate plan at time t, di,j,t is the
power demand of the possible plan j at time point t and pt is the energy price
at time t. Note that this is a linear cost function that can be minimized locally
without requiring coordination among agents, i.e. the minimum total energy
cost computed at the end of the first learning iteration is optimal and therefore
no further iterations are required. The use of I-EPOS in this case serves ex-
clusively the distributed aggregation of the selected plans ai and therefore, the
term ai,t is not actually required for the optimization.
This paper studies how the optimization of reliability using the MIN-DEV
and MIN-COST objectives may influence human and social aspects such as the
discomfort and fairness respectively. The system discomfort Gd is measured by
the average discomfort as follows:
Gd =
1
n
n∑
i=1
gi. (8)
A set of charging regimes are defined as fair if all agents have the same level of
discomfort. Fairness increases with the reduction in the dispersion of discomfort.
Mathematically, fairness is defined as follows:
Gf = 1− σ(g1, ..., gn), (9)
where σ(g1, ..., gn) measures the standard deviation of the discomfort values
among the agents.
Note that other more complex objective functions for reliability could be em-
ployed such as scenarios of power generator failures [41] and cascading failures
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triggered by power line failures [53]. In such scenarios I-EPOS can optimize a
matching objective between power demand and a given incentive signal com-
puted by parametric power supply models of transactive control systems [41].
Such models are made available within the I-EPOS software artifact [12].
4. Results and Discussion
This section illustrates the experimental methodology based on a real-world
dataset and the experimental results of the decentralized optimization.
4.1. Experimental methodology
The conducted experiments4 are based on real-world data from the California
Household Travel Survey of the California Department of Transportation during
the period 2010–2012 [56]. The data cover several aspects of electric vehicles,
citizens’ demographics, mobility, information about the vehicles and other. The
vehicle types are outlined in Figure 5. A number of 2910 vehicles are fitted
with GPS with a recording resolution of one second: This monitors vehicles
continuously for a period of seven days, although the days may be different
among the vehicles.
0 . 6 5 %0 . 6 9 %
3 . 7 8 %0 . 9 6 %
1 2 . 5 1 %
3 . 7 8 %
7 7 . 6 3 %
G a s o l i n eD i e s e lH y b r i dC N GE VP H E VO t h e r
Figure 5: Vehicles by type contained in the California Household Travel Survey for 2010-
2012 [56]. EV: Electric Vehicle, PHEV: Plug-in Hybrid Electric Vehicle, CNG: Compressed
Natural Gas.
The GPS data are preprocessed to compute the trip profiles of each vehicle.
The profiles encode each trip made by the vehicle as a destination i.e. home,
4The raw data of all experimental results illustrarted in the plots of this paper as available
in the Supplementary Material.
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work, school, or other, a start/finish trip time, and an average speed. From
these data, the usage of vehicles can be analyzed on a weekly basis given their
type. Weekly5 usage of all GPS-equipped vehicles in the dataset are shown in
Figure 6a.
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Figure 6: (a) The use of electric vehicles throughout the week. For comparison, the usage of
non-electric vehicles is also shown. Data for all vehicles are binned within one minute periods.
The usage frequency at each minute is divided by the total number of vehicles used. Note the
characteristic peaks on rush hours during the week, the usage during the day and the intuitive
daytime usage during the weekend days. The qualitative shape of the curves remains the same
among the vehicle types i.e. electric vs. non-electric. Both electric and plug-in hybrid vehicles
are under the ‘EV’ category. (b) Three state of charge (SoC) profiles over a period of one
week for several vehicles of the same vehicle model: Tesla S [58].
Given the trip profiles, the state of charge profiles can be constructed for the
entire week from Sunday 00:00 to Saturday 23:59 with the following assump-
tions: (i) Every vehicle starts at 100% state of charge on Sunday at 00:00. (ii)
Charging starts as soon as a vehicle arrives at home. (iii) Every vehicle of the
same type is assumed to have the same technical specifications, for example,
5The model of Section 2.2 relies on historical driver data to calculate the probabilistic
availability of each vehicle throughout the week. A limitation of the Californian Survey dataset
is that the data per vehicle is only a week in length and sampled at different weeks. Therefore,
it is assumed that the data are representative of a weekly usage of the vehicle. However,
this limitation does not influence the design of operational planning or the decentralized
optimization approach that are data independent. Future work can extend the findings of
this paper with further new datasets [33, 57].
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battery charge/discharge rates, battery capacity, etc, as listed in Table 2. (iv)
A vehicle in transit travels at the average speed during the entire journey as
reported in the dataset. (v) A vehicle faster than 60 mph discharges according
to its highway mileage, otherwise according to its city mileage. The ‘miles per
gallon’ denotes the efficiency of the electric vehicle as outlined in Table 2. From
the original pool of 2910 GPS-equipped vehicles, 131 vehicles are excluded that
contain a negative state of charge value no matter which vehicle model is as-
signed to them. The remaining 2779 vehicles are assigned to one of the five
models listed in Table 2. The shares of electric vehicle models in this final pool
follows the current market shares of the vehicle models.
The energy consumption (in kWh) of a trip is given as follows:
Et =
d · η
fe
, (10)
where η = 33.705 kWh/gallon (the conversion of energy between gasoline and
Joules [62]), d = s · tt is the distance covered during the journey, with s the
average speed in mph and tt the duration of the journey in hours. The fe
(miles/gallon) is the fuel efficiency of the vehicle model for a given scenario:
either moving in the city or on a highway (see Table 2). Given that the vehicular
trip data contain an average speed, fe is determined as moving in the city when
the average speed is s ≤ 60 mph or moving on the highway if s > 60mph.
Moreover, given the energy consumption of every trip in Equation 10, the state
of charge of the battery can be calculated as a function of time based on the
battery capacity and battery charging rate of a vehicle (Table 2). An illustration
of three profiles about the state of charge of a vehicle are given in Figure 6b.
The aforementioned preprocessed data are used to generate the plans as
shown in Section 2. The plans are made openly available [35] for the commu-
nity to further study the charging control of electric vehicles as well as new
algorithms for combinatorial optimization problems. I-EPOS6 [63] is imple-
6Available at http://epos-net.org and https://github.com/epournaras/EPOS (last ac-
cessed: January 2019)
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mented in the Protopeer distributed prototyping toolkit [64]. The agents are
randomly positioned in a binary tree topology. All agents generate four plans7.
Four participation scenarios are evaluated. Each scenario assumes that a subset
of all electric vehicles is equipped with the capability to generate plans. The
rest of the non-participating vehicles use the default charging pattern observed
in the historical data. The four participation levels are 25%, 50%, 75% and
100%. The planning horizon is set to T = 1440 and T = 10080 that correspond
to daily8 and weekly optimization respectively.
Experimental results
An overview of the load curves is given in Figure 7. Figure 8 illustrates
the performance of I-EPOS under MIN-DEV (10th iteration) and MIN-COST. The
performance is measured by the relative, to the control data, decrease in stan-
dard deviation and cost respectively. The relative deviation reduction under
daily optimization is on average 30.1%, 51.7%, 63.3% and 61.1% for 25%, 50%,
75% and 100% participation level. Respectively, the relative deviation reduc-
tion under weekly optimization is 27.1%, 46.1%, 58.7% and 57.7%. The relative
cost reduction under daily optimization is on average 10.5%, 21.1%, 31.8% and
42.7% for 25%, 50%, 75% and 100% participation level. For weekly optimiza-
tion, the respective cost reduction is 10.1%, 20.4%, 30.7% and 41.2%. For the
MIN-DEV and MIN-COST optimization goals, the performance of daily optimization
is on average 3.54% and 8.74% higher respectively than the weekly one over all
participation levels.
Note that the negative cost reduction on Saturday (Figure 8b) is an artifact
of the limited data: The agents avoiding the peak spot price on Friday choose
7A sensitivity analysis for the tree topology and the number of plans is carried out in earlier
work [12] confirming in various settings that (i) the topological structure plays no significant
role in the optimization and (ii) a higher number of possible plans provides a higher degree of
freedom for the further reduction of the cost function.
8Under the daily optimization scheme, the week is split into 8 time periods: Sunday 00:00-
11:59 (12 hours), Sunday 12:00-Monday 11:59 (24 hours), Monday 12:00-Tuesday 11:59 (24
hours), Tuesday 12:00-Wednesday 11:59 (24 hours), Wednesday 12:00-Thursday 11:59 (24
hours), Thursday 12:00-Friday 11:59 (24 hours), Friday 12:00-Saturday 11:59 (24 hours) and
Saturday 12:00-23:59 (12 hours).
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Figure 7: Demand curves of the electric vehicles under daily and weekly optimization with
MIN-DEV and MIN-COST.
to charge on Saturday morning given the off-peak price. However, the load on
Saturday cannot be shifted to the off-peak hours on Sunday morning as Saturday
is the last day in the performed experiments. The global power demand curves
in Figure 7 confirm this rationale. In case the performed experiments were not
bound to one week and the Saturday load could be shifted to the next morning–
a more realistic scenario–the cost reduction on Saturday should be positive as
well.
Figure 9a, 9c and 9e illustrate the learning curves in terms of relative de-
viation, discomfort and fairness respectively for MIN-DEV under varied levels of
participation. Note that optimization is performed to improve the relative devi-
ation. The influence of discomfort and fairness over the course of the iteration
is illustrated. Moreover, note that although learning is not performed under the
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Figure 8: Performance of I-EPOS (10th interation) under a varied participation level.
linear cost function of MIN-COST, results are included in Figure 9b, 9d and 9f for
more comprehensive comparisons.
Figure 9a confirms the monotonous improvement of reliability by MIN-DEV
in the course of 10 iterations. Convergence though is performed rapidly in the
first 3-4 iterations. This learning trend is similar for varied participation levels.
Discomfort and fairness in Figure 9c and 9e remain stable over the course of
learning iterations.
Figure 10 illustrates the probability of plan selections in the performed ex-
periments. In MIN-DEV with a 100% participation level, Plans 1, 2, 3, and 4 are
selected with 0.18, 0.16, 0.23, and 0.43 probability under daily optimization and
0.08, 0.07, 0.18, and 0.66 probability under weekly optimization. In contrast,
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Figure 9: Learning curves for different levels of participation.
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the respective probabilities for MIN-COST change as follows: 0.66, 0.20, 0.10, and
0.04 under daily optimization and 0.58, 0.31, 0.08, 0.04 under weekly optimiza-
tion. Under MIN-DEV, Plan 4 is the most frequently selected plan as it gradually
charges vehicles over all available charging slots. On the other hand, Plan 1 is
the most frequently selected one under MIN-COST as a single charging slot makes
more likely the completion of charging during off-peak hours.
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Figure 10: Plan selections under varied participation level.
Figure 11a illustrates the mean discomfort for MIN-DEV, MIN-COST and control
data under a varying participation level. A discomfort envelope is defined by the
upper and lower bounds when all agents select Plan 4 and Plan 1 respectively.
This is because the slots used for charging are ranked according to the likelihood
of utilization in the historical data.
Given that Plan 1 is frequently selected under MIN-COST and Plan 4 under
MIN-DEV (Figure 10), the mean discomfort of MIN-COST is closer to the lower
bound and MIN-DEV closer to the upper bound of each envelope. MIN-COST has
on average 19.0% lower discomfort than MIN-DEV. Moreover, the striking lower
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Figure 11: Discomfort and fairness of MIN-DEV, MIN-COST and control data under varied
participation level. The discomfort envelope defines the upper (Plan 4) and lower (Plan 1)
bounds.
discomfort of I-EPOS compared to controlled data is a result of the plan gen-
eration design and the ranking of the slots as well. By taking a careful look at
Figure 2, it can be observed that Figure 2b in Window 3 has higher discomfort
than the plan of Figure 2c with zero discomfort because of the likelihood of
utilization during charging. Moreover, the mean discomfort for MIN-COST is on
average 0.00168, 0.00204, 0.00197 and 0.00197 for 25%, 50%, 75% and 100%
participation level. A similar trend is confirmed for MIN-DEV. This means that
a low number of participating agents has to make more disruptive decisions to
anticipate for the missing contributions of the non-participating agents. The
shift of the selection from Plan 4 under 100% participation level towards Plan
1 and 2 further justifies this finding.
Note that the low scale of the discomfort values in Figure 11a are a result
of how discomfort is defined in Equation 3, i.e. a multiplication of the state of
charge with the likelihood of the vehicle utilization by the selected plan, given
that both of these measures vary in the range [0, 1]. As an illustrative example:
For plans charging at slots with 0.1 likelihood of vehicle utilization, the range
25
[0, 0.012] of discomfort values in Figure 11a corresponds to vehicles charged up
to 88%, which is likely to cause a range anxiety to some drivers [65, 66, 67].
This information can be used in multi-dimensional incentive and cryptocurrency
schemes [68] designed for both collective and individual participation criteria:
a citizen may have an intrinsic interest in Smart Grid reliability while a higher
battery charging level can be achieved via the optimization.
Figure 11b illustrates the fairness for MIN-DEV, MIN-COST and control data
under varied participation levels. Fairness improves for both MIN-DEV and MIN-
COST compared to the control data. MIN-COST has on average 0.038% higher
fairness than MIN-DEV. The mean fairness for MIN-COST is on average 0.9960,
0.9966, 0.9962 and 0.9960 for 25%, 50%, 75% and 100% participation level. A
similar trend is confirmed for MIN-DEV.
5. Conclusion and Future Work
This paper concludes that a socio-technical Smart Grid optimization is fea-
sible by decentralized coordination of charging control in electric vehicles. This
paper introduces a novel planning mechanism for battery charging of electric
vehicles running locally by an autonomous software agent. Collective decision-
making of the executed plans by the decentralized learning system of I-EPOS
achieves significantly lower power peaks and energy costs without violating cit-
izens’ privacy. Social welfare aspects such as discomfort and fairness are mea-
sured and regulated making the applicability of the proposed methodology more
realistic in complex socio-technical system such as the Smart Grid.
Social welfare in terms of discomfort and fairness improve in all scenarios
compared to the empirical observations in real-world data. The experimental
findings show that by minimizing the power peaks a higher discomfort is intro-
duced for citizens compared to minimizing power costs. This is because making
the power load more uniformly distributed requires the charging of vehicles
at times of a higher likelihood of usage. The experimental findings also con-
firm and quantify the potential for higher reliability and cost reduction when a
larger number of electric vehicles participate in the optimization process. These
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findings are relevant for power utilities, system operators and technology stake-
holders in the business ecosystem of Smart Grids and the broader application
domain of electric vehicles.
Future work aspires to study the socio-technical optimization capacity of
I-EPOS in more complete datasets [33, 57] as well as in pilot field tests. The
applicability of more complex parametric models for reliability is subject of
future work. The integration of decentralized charging control of electric ve-
hicles with residential demand-side energy management applications and the
utilization of renewable energy resources can further expand the operational
flexibility of the Smart Grid. In addition, charging regimes may play a key role
on vehicle mobility patterns as well as traffic jams in future traffic flow systems.
The modeling of the charging coordination as a bottom-up sharing economy can
bring new opportunities for active citizens’ participation in self-sustained Smart
Cities.
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Table 1: An overview of the mathematical symbols.
Symbol Interpretation
n Number of agents
i ∈ {1, ..., n} An agent
m Electric vehicle model
m Minimum charging interval
v Maximum number of generated plans
j ∈ {1, ..., v} A generated plan
Di Generated plans of agent i
di,j Plan j of agent i
T Planning horizon
fs(Di) Selection function s of a plan for execution
t ∈ {1, ..., T} Time point
P Price signal
pt Price value at time t
Si State of charge signal of agent i
si,t State of charge of agent i at time t
w ∈ {1, ..., qi} A window
Wi Windows of agent i
Si,w Window w of agent i
qi Number of windows of agent i
si,x,w State of charge of agent i at the beginning x of window w
li,w Slots size of agent i in window w
Tc(m, si,x,w) Charging time of model m with state of charge si,x,w at the beginning
x of window w
bm Battery capacity of model m
rm Charging rate of model m
o ∈ {1, ..., ki,w} A slot
ki,w Number of slots of agent i in window w
Si,w,o Slot o of agent i in window w
Qi,w Slots of agent i in window w
Ki Numbers of slots for agent i
si,t,w,o State of charge of agent i at time t of slot o in window w
Ui Likelihood of usage for vehicle i
ui,t Likelihood of usage at time t for vehicle i
gi Discomfort of a plan generated by agent i
di,j,t Power demand of agent i at time t for plan j
zi(m, si,x,w) Number of charging intervals for model m with state of charge si,x,w at
the beginning x of window w
Qˆi,w Ranked slots of agent i in window w
Sˆi Shuffled state of charge signal of agent i
sˆi,t State of charge from a shuffled signal of agent i at time t
em Power demand of model m when charging
σ() Standard deviation of a plan
aˆi Earlier aggregate plan of agent i
dˆi Earlier selected plan of agent i
ai Current aggregate plan of agent i
u The child of an I-EPOS agent
ai,t The power demand in the aggregate plan of agent i at time t
Gd The average discomfort of all agents
Gf The fairness among the discomfort of all agents
Et The energy of a vehicle trip
dt The distance of a vehicle trip
η Energy conversion between gasoline and Joules
fe Efficiency of an electric vehicle in city/highway
ν Speed of a vehicle trip
tt Time of a vehicle trip
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Table 2: Descriptive statistics of the electric vehicle models. MPG: Miles Per Gallon of
gasoline, bm: battery capacity and rm: charge rate.
Model
MPG
City/Highway
bm (kWh) rm (kW)
Nissan Leaf [42] 126/101 24 6.6
Tesla S 85 kWh [58] 88/90 85 9.6
BMW i3 [59] 137/111 22 7.4
Fiat 500e [60] 121/103 24 6.6
Ford Focus [61] 110/99 23 6.6
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