Abstract. Complexity theoretic aspects of continuation methods for the solution of square or underdetermined systems of polynomial equations have been studied by various authors. In this paper we consider overdetermined systems where there are more equations than unknowns. We study Newton's method for such a system.
I. Introduction
Complexity theoretic aspects of continuation methods for the solution of systems of polynomial equations have been studied by Renegar [11] , Smale [20] - [22] , Shub and Smale [15] - [19] , and Dedieu and Shub [4] . These papers have considered square or underdetermined systems. In this paper we consider overdetermined systems, where there are more equations than unknowns. We study Newton's method for such a system and then apply it to the elements of a path in the space of problems to produce a path of solutions. This is the approach of Renegar, Smale, Shub-Smale and Dedieu-Shub referred to above.
A) Newton's method: The affine case. We study here Newton's method to find the zeros of an analytic function f : E → F with E and F two real or complex Hilbert spaces. In fact the domain of f may be an open set in E but, with abuse of notation, we continue to write f : E → F.
For a continuous linear operator A : E → F with closed image, the Moore-Penrose inverse of A is the composition of two maps
where π is the orthogonal projection onto im A and i, defined on im A, is the right inverse of A whose image is the orthogonal complement of ker A in E. 
The convergence properties of the sequence N (k)
f (x), k ≥ 0, can be described when Df (x) is surjective, in terms of these invariants. They need modification in the injective case since, via Df (x) † , we lose the information about the component of
⊥ . For this reason we introduce
The main and well-known properties of Newton's method in the case of surjective derivative are 1. fixed points correspond to zeros of f , and 2. convergence to fixed points is quadratic.
We have seen that in the case of injective derivatives Newton's method may have fixed points which are not zeros. Convergence to these fixed points may fail to be quadratic, as the following simple example shows. We consider
where a ∈ R is given. Here x = 0 is a stationary point of
When a = 0 then x = 0 is a zero of f ; when a = 0 then f (0) = 0. Newton's iterate is given by . In Theorem 4 below we prove a generalization of this fact.
Our main results on Newton's method are of two types, gamma theorems and alpha theorems. Gamma theorems give an estimate of the size of a disc of convergence of Newton's method about a zero. Alpha theorems give a criteria for convergence of Newton's method at a point from the value of alpha at that point. 
Theorem 2. Let x and ζ ∈ E satisfy Df (ζ) † f (ζ) = 0, Df (ζ) injective with closed image and
then Newton's sequence satisfies
Remark 1. Since v → 0 when x → ζ, the condition λ < 1 is satisfied when
For any real k ≥ 1 we now define
We have the following.
is injective with closed image and
Our last local result about Newton's method is the following:
ζ is an attractive fixed point for Newton's method, 2) ζ is a strict local minimum for
We do not know if attracting fixed points for Newton's method are always local minima of f 2 . We may use Theorem 1 to give a complexity upper bound estimate for continuation methods. We state our result in greater generality.
First we recall that, given an analytic function f : E → F and points x, ζ ∈ E with f (ζ) = 0 and
approximate zero of f and ζ its associated zero. Now suppose we are given a family of analytic functions f t : E → F for t ∈ [0, 1] and ζ t ∈ E depending differentiably on t such that f t (ζ t ) = 0 and Df t (ζ t ) is injective with closed image for all t ∈ [0, 1]. Let L ζ be the length of the curve
We associate to a subdivision 0 = t 0 < t 1 < · · · < t p = 1 a sequence x i for i = 0, . . . , p by x 0 = ζ 0 and x i+1 = N ft i+1 (x i ). 
Theorem 5. There is a partition
Now we state a version of Theorem 5 in terms of the path f t . In order to do so we require that f t be differentiable as a function of t. For simplicity we restrict our attention to f t ⊂ P (d) , the space of polynomial systems f = (f 1 , . . . , f m ) where, for
and let L f be the length of the path f t ⊂ P (d) . 
Theorem 6. There is a partition
Here P (d) and C n have Hermitian products which make them Hilbert spaces, and µ, L ζ , L f are all defined with respect to the induced norms.
For estimates of µ see [3] . References [2] , [3] and [18] have versions of Theorems 5 and 6 when Df is an isomorphism. B) Newton's method: the multihomogeneous case. Let E 1 , . . . , E k be complex or real vector spaces and 
for (x 1 , . . . , x k ) ∈ E and (λ 1 , . . . , λ k ) a k-tuple of scalars, i.e., (λ 1 , . . . , λ k ) ∈ G = C k or R k as the case may be. We assume throughout that f is analytic. The domain of f may be an open subset of E, but with abuse of notation we continue to write f : E → F.
The multihomogeneous projective Newton iteration was introduced by Dedieu and Shub [4] in the case of underdetermined systems. We will use here the results of that paper. The iteration is defined on E but is invariant under the natural identifications which define the product of the projective spaces P(E 1 )×. . .×P(E k ). Indeed this is much of our motivation in defining Newton's iteration as we do, but it is important to keep in mind that implementations of the method reside in E itself! For the rest of this section we will assume that E, F and G are complex and finite dimensional vector spaces and that E i has an Hermitian product , i . For the case where E, F and G are real we would replace the Hermitian product by an inner product. Also, we denote
Notice that V x is also the subspace of E spanned by the vectors (0, . . . , x i , . . . , 0), i = 1, . . . , k. The dimension of V x is k, since x ∈ E * . We now define an Hermitian structure on E, and hence on x ⊥ , depending on x, by
Condition ( * ) says that ×λ is an isometry from x ⊥ to (×λx) ⊥ as well as from E to E with their given Hermitian products.
We are now ready to define the multihomogeneous projective Newton iteration for f . We denote this map as
As for the affine versions of Newton's method, define
In the definition of γ 1 (f, x),
x is the operator norm with respect to , x . These invariants satisfy the following:
, where x = (x 1 , . . . , x k ) and y = (y 1 , . . . , y k ) ∈ E * . In fact we will use here the distances defined in P(E i ) by
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Our main theorem in this section is the following:
There is a universal constant γ u > 0, approximately equal to .15872, with the following properties: Let ζ ∈ E * be a zero of f , with Df (ζ)| ζ ⊥ injective and x ∈ E * , such that
Then the multihomogeneous Newton sequence x 0 = x, x k+1 = N f (x k ), converges to ζ and, for each k ≥ 1,
Theorems 5 and 6 now have their multihomogeneous analogues, which follow from Theorem 7 instead of Theorem 1. We don't bother to state them.
II. The proofs of Theorems 1-6
Our proofs of Theorems 1-4 proceed by a series of lemmas. The proofs of Theorems 1-3 are analogues of the proofs of the alpha and gamma theorems in [22] and [2] .
We frequently use the notation π G to denote orthogonal projection on G.
Lemma 1. When Df (x) is injective and
is nonsingular, and its inverse is equal to
† Df (y) is invertible, and its inverse is bounded in norm by
A proof of this lemma is given in Stewart-Sun [24] for m×n matrices with m ≥ n and rank A = rank B = n. In fact this proof is valid in the more general context we deal with here.
Lemma 4. If Df (x) is injective and
Proof. We have
By Lemma 1 Df (x) and Df (y) are both injective, so that, by Lemma 2,
Proof. By Lemma 3 we have
We now use Lemma 4 to bound Df (x) † . As in the proof of Lemma 3 we get
and we are done.
Lemma 6. Under the hypothesis of Lemma 5 we have
Moreover,
By Lemmas 4 and 5 we get
Proof of Theorem 1. We have
, and we are done.
Proof of Theorem 2. We have
or, equivalently,
When 2 √ 2α 1 (f, ζ) < 1 and v is small enough we have
An induction finishes the proof.
Lemma 7. The derivative of the Moore-Penrose inverse of A, when A is an injective bounded linear operator with closed image, is given by
Proof. Since A † = (A * A) −1 A * , the lemma follows by straightforward differentiation.
Lemma 10. When Df (x) is injective and u
Proof of Theorem 6. Theorem 6 follows from 5. We need only see that the length L ζ of the curve ζ t is less than or equal to the length L f , of the curve f t , times µ, which is proven in the next lemma.
III. The proof of Theorem 7
Proof of Theorem 7. It will be shown in Lemma 18 that
when f (ζ) = 0, Df (ζ)| ζ ⊥ is injective and
The proof follows easily by induction.
Remarks. 1. The quantities N f (x) and d P appearing in Theorem 7 satisfy the following invariance properties : for any λ ∈ G * and x ∈ E * , N f (×λx) = ×λN f (x) ( [4] , Proposition 1) and d P (×λx, ζ) = d P (x, ζ). For this reason we can substitute for x the quantity ×λx, so that ×λx − ζ ∈ x ⊥ . This is accomplished with
This quantity cannot be equal to zero because, in such a case, d P (ζ i , x i ) = 1 and consequently d P (ζ, x) ≥ 1, contrary to the hypothesis v ≤ .15872. For this reason we suppose in the following that
In this case
2. We also use here the concept of distance between two vector subspaces in E. If V and W are two such subspaces, this distance is the maximum of the sine of a given u ∈ V with its orthogonal projection in W . This distance is denoted here by d ζ (V, W ) because it is related to the Hermitian structure , ζ . Various results concerning the distance between two vector subspaces are proved in [4] , section 2.1. 
