Introduction
Since Perelman's pioneering article [21] , there are several attempts to study Ricci flow in connection with heat distributions. As one of them, J. Lott [18] provides several monotonicity formulae from the viewpoint of optimal transportation by extending Topping's approach [20, 25] . His argument is based on the Eulerian calculus, which can be rigorous if everything is sufficiently regular. On the other hand, sometimes it is not easy to verify the required regularity. For instance, we must take much care on it if the manifold is non-compact.
Among results in [18] , Lott introduced L 0 -functional on the space of (space-time) curves and the associated L 0 -distance as an analog of L-distance in [21, 25] . He proved the monotonicity of transportation cost given in terms of L 0 -distance between heat distributions. By using it, he gave an alternative proof of the monotonicity of F -functional in [21] . The main purpose of this paper is to prove the monotonicity of L 0 -transportation cost by a probabilistic approach using a coupling of Brownian motions. As an advantage of our approach, we just require much weaker regularity assumptions and we can extend the result to more general transportation costs.
The organization of this paper is as follows. In the next subsection, we will state our framework and results more precisely. We also review Lott's result on the monotonicity of L 0 -transportation cost there. In subsection 1.2, we give a review of historical background and related known results in more detail. All necessary calculations, formulae and properties on L 0 are summarized in section 2. The reader, who wants to grasp only heuristics or a rough story of this paper, can skip section 2 except for Proposition 2.7, where we give a Hessian estimate for the L 0 -distance. The most part of section 2 (e.g., the L 0 -cut locus, the L 0 -exponential and so on) are analogous to ones for Riemannian distance or L-distance.
In sections 3 and 4, we will construct a coupling of g(τ )-Brownian motions which satisfies a requirement of our main theorem (Theorem 1.1 below). In section 3 we will discuss it under a strong regularity assumption on L 0 . More precisely, we assume that L 0 -cut locus is empty there (see section 2 for the definition of L 0 -cut locus; It is a concept analogous to the cut locus for the Riemannian distance function). While it is very restrictive, we believe that the argument given in that section will be insightful and that it helps us to understand the rigorous argument given in section 4. We employ an approximation of Brownian motions by geodesic random walks there, as in the previous result [15] (see section 1.2 for known results as well as the reason why we choose it).
1.1. Framework and main results. Let (g(t)) 0≤t≤T be a Ricci flow on a connected manifold M without boundary with d := dim M ≥ 2. That is, g(t) solves the following evolution equation: ∂ ∂t g(t) = −2Ric g(t) . (1.1)
In the sequel, we always assume that (M, g(t)) is a complete Riemannian manifold for each t.
For stating Lott's result and ours, we introduce L 0 -functional and some notions concerning with it. Under the Ricci flow g(t) on ddimensional manifold M, L 0 -functional is given by L 0 (γ) := 1 2
for each piecewise smooth curve γ : [t ′ , t ′′ ] → M, where R g(t) is the scalar curvature with respect to g(t). As a minimal value of L 0 -functional with the fixed endpoints (in space-time), we define L 0 -distance L 0 . That is, for 0 ≤ t ′ < t ′′ ≤ T and m
where the infimum is taken over piecewise smooth curves γ : [t ′ , t ′′ ] → M such that γ(t ′ ) = m ′ and γ(t ′′ ) = m ′′ .
We denote by P (M) the space of Borel probability measures on M and P ∞ (M) the subspace of P (M) whose element has smooth density. For 0 ≤ t ′ < t ′′ ≤ T and µ ′ , µ ′′ ∈ P (M), the (optimal) L 0 -transportation cost C and if they satisfy some technical assumptions (see Corollary 5 in [18] for details, although we will mention it partially in the sequel), then
is non-decreasing (Proposition 13 in [18] ).
Let us turn to state our result. Until the end of the paper, we fix two time intervals 0 ≤ t Since it looks awkward to work with backward heat equation (1.2), we shall reverse the time by setting τ ′ = τ ′ (s) := t ′ 1 − s and τ ′′ = τ ′′ (s) := t ′′ 1 − s for 0 ≤ s ≤ S. By g(τ ′ )-Brownian motion (resp. g(τ ′′ )-Brownian motion), we mean a time-inhomogeneous diffusion process on M associated with △ g(τ ′ (s)) (resp. △ g(τ ′′ (s)) ), where s stands for the timeparameter of the process. Theorem 1.1. Assume that (g(t)) 0≤t≤T satisfies
is a supermartingale and the map
is measurable.
Theorem 1.1 provides us a probabilistic interpretation of the monotonicity of (1.3). That is, roughly speaking, we can show the monotonicity by taking an expectation of L τ ′ (s),τ ′′ (s) 0 (X s , Y s ). Actually, we can say more: Let ϕ : R → R be concave and non-decreasing. We define a new transportation cost C
Corollary 1.2. Assume that our Ricci flow satisfies the condition (1.4). Then for any two families c(t ′ ) and c(t ′′ ) of probability mea-
Note that Lott's result can be regarded as a special case of Corollary 1.2, that is, the case ϕ(x) = x and M is compact. Moreover, in order to make Otto's calculus rigorous, Lott further assumed that the curves c ′ , c ′′ and the "E 0 -minimizing geodesics" (see (4.9) in [18] for the definition of E 0 ) which interpolate c ′ (t ′ 0 +s) and c ′′ (t ′′ 0 +s) lie in P ∞ (M). In [18] , it is claimed that the last extra condition can be relaxed by giving an alternative proof which is analogous to Topping's approach in [25] . In this paper, we give a proof based on the theory of stochastic calculus, and we do not only relax the extra regularity assumption but weaken the compactness assumption on M to the curvature condition (1.4). Recall that, under a well-known sufficient condition to the unique existence of a Ricci flow in [4, 23] , the condition (1.4) is automatically satisfied. As a matter of fact, stochastic calculus is already used in [15] to extend Topping's result [25] (see below for more details). Thus our result provides an additional evidence that stochastic calculus is an efficient tool to study this sort of problems.
Historical background and related results.
Recall that the Ricci flow is a solution to the evolution equation (1.1). This equation was introduced by Hamilton in [9] and used to find an Einstein metric (i.e., a metric g such that Ric(g) = const.g) by deforming any given Riemannian metric g 0 with positive Ricci curvature on a compact 3-manifold.
Inspired by quantum field theory, such as nonlinear σ-models, Perelman [21] interprets the Ricci flow as a gradient flow; At least formally, the Ricci flow can be regarded as the gradient flow of the so-called Perelman's F -functional. This interpretation naturally leads to the monotonicity formula for F : The functional F is nondecreasing along the Ricci flow. Additionally, the so-called W-functional is also shown to be non-decreasing along the Ricci flow. As is well-known, these monotonicity formulae are effectively used in the resolution of Thurston's geometrization conjecture by Perelman.
Recently, alternative approaches to those formulae have been initiated on the basis of optimal transportation. For the monotonicity of W, Topping [25] gave an alternative proof by using the L-transportation cost via so-called Lagrangian calculus. More precisely, he consider the optimal transportation cost whose cost function is given by a renormalization of Perelman's L-distance. He proved the monotonicity of this transportation cost between (time-rescaled) heat distributions and derived the monotonicity of W-functional by taking a sort of timederivative of the optimal cost. For studying the monotonicity of F , Lott [18] showed the monotonicity of (1.3) as explained in section 1.1. Then he recovered the monotonicity of F -functional (Corollary 6 in [18] ) again by taking a sort of time-derivative. As mentioned, Lott's argument is based on so-called Eulerian calculus (see e.g. [26] for a comparison with Lagrangian calculus).
Such monotonicity formulae for optimal transportation costs between heat distributions are also studied in a slightly different context. For instance, on a complete Riemannian manifold with a fixed metric, the same sort of monotonicity of L p -Wasserstein distance is equivalent to non-negative Ricci curvature or an L q -gradient estimate for the heat semigroup (see [22] and references therein). For time-dependent metrics, the same sort of monotonicity of L 2 -Wasserstein distance is shown to be equivalent to the property that the metric evolves as a super Ricci flow by McCann and Topping [20] . On one hand, the latter result is a natural extension of the former one since the latter recovers the former when the metric does not depend on time. On the other hand, this result can be regarded as a primitive form of the results [18, 25] (This observation is also addressed in [18, 25] themselves). These former results indicate that monotonicity formulae in the optimal transportation should be connected with the geometry of the space in a deeper way and that more studies are expected in this direction.
From its definition, optimal transportation cost is strongly related with the notion of coupling of random variables or stochastic processes. Thus it is natural to consider the above-mentioned problem by using a coupling method of stochastic processes. Even only in stochastic differential geometry, there are several results in coupling method. Traditionally, they paid much attention to estimating the time that two particle meets, while it does not match with our present purpose (see [7, 11, 17] ; see [12, 27] also). By using a similar idea as ones in those studies, we can construct a coupling by parallel transport on a complete Riemannian manifold with a lower Ricci curvature bound and it is tightly connected with the monotonicity of Wasserstein distances (see [22] and references therein). Extensions of those kind of coupling to the time-dependent metric case are achieved by Kuwada [16] and by Arnaudon, Coulibaly and Thalmaier [1] . A typical example of the time-dependent metric is backward (super) Ricci flow. To construct a coupling, the former used an approximation by coupled geodesic random walks and the latter construct a one-parameter family of coupled particles which consists of a string and moves continuously as time evolves. As a result, they recover the monotonicity formula in [20] and extend it to non-compact spaces. Topping's monotonicity formula is also proved and extended by Kuwada and Philipowski [15] and discussed later by Cheng [5] . The former used the same method as in [16] and the latter uses an argument studied in [27] .
In all those couplings, we are interested in the behavior of distancelike functions (e.g. distance itself or L-distance) between a coupling of diffusion processes (X s , Y s ). In those cases, the main technical difficulty arises at singular points of the functions (e.g. cut locus). Roughly speaking, there are two obstructions: Firstly, the construction of the coupling itself depends on a regularity of the function. Secondly, we can not apply Itô's formula directly when the coupled process lies on the singular points. Thus we require some indirect arguments as mentioned above to overcome these obstructions. In this paper, we follow the argument used in [15, 16] . More precisely, we consider a coupling of geodesic random walks (X ε s , Y ε s ). The construction of it requires less regularity and this fact works well to avoid the first obstruction.
at each approximation step ε (see Proposition 4.2), up to an wellcontrolled error. Along this idea, we can avoid the second obstruction. Since geodesic random walks converge to (time-inhomogeneous) Brownian motions, we can obtain an estimate for a coupling of Brownian motions as the limit. For those who are interested in other approaches, it is worth mentioning that a comparison with other approaches is discussed in [15, 16] .
L 0 -geometry along Ricci flow
In the rest of the paper, we always assume (1.4).
2.1. Differential calculus of L 0 and L 0 . The main aim in this subsection is to give an estimate of (a contraction of) the Hessian for L t ′ ,t ′′ 0 , which we will use in the subsequent sections. Let γ : [t ′ , t ′′ ] → M be a piecewise smooth curve. For each variation of γ with a variational vector field V , we denote by (δ V L 0 )(γ) and (δ V δ V L 0 )(γ) the first and second variation of L 0 . We omit all proofs in this subsection except for Proposition 2.7, because all proofs are routine (see e.g., [13, section 17, 18 and 19] 
is independent of the choice of a variation which realizes the variational vector field V as its infinitesimal variation. Hence we call 
Proposition 2.3. Under the assumption in Proposition 2.2, we have
In particular, by combining with Proposition 2.2,
We denote the curvature tensor with respect to g(t) by R g(t) . It appears in the following second variation formula for L 0 . For a piecewise smooth curve γ :
By definition, L 0 I γ (V, W ) is symmetric in V and W .
Proposition 2.4. For any smooth variation (not being necessarily proper) of an
Remark 2.1. In (2.2), the second term on the right hand side is independent of the choice of a variation of γ which realizes the variational vector field V as its infinitesimal variation. On the other hand, since γ is L 0 -geodesic, the first term can be written as follows:
The next formula is derived from Proposition 2.4.
Proposition 2.5. Keeping the notations in Proposition 2.4, we have an alternative form of the second variational formula:
To deduce an estimate of (a contraction of) the Hessian for L
, we need a testing vector field. For this, we introduce the notion of spacetime parallel transport. This notion will be used also to construct a coupling of two Brownian motions in subsequent sections.
by solving the linear differential equation
One can check easily that / /
. Note that the space-time parallel transport can be defined as an isometry for more general time-dependent metrics; see [15, Remark 5] .
The main result in this subsection is the following.
For the proof, we gather formulae for geometric quantities along the Ricci flow. For the proof, see [24, equation (2.1.9) and subsection 2.5].
, one has
. By Proposition 2.3, Proposition 2.8 and (2.1), we see
Next we compute and give an estimate for (a contraction of) the Hessian. For each i = 1, 2, · · · , d, we define a system of vector fields
and we take a variation
(b) f i has A i as its variational field:
is the transversal vector field, and
)-geodesic and g(t ′′ )-geodesic respectively at ε = 0:
We further set
It is easy to see that ℓ
we can compute the Hessian as
By the second variational formula (Proposition 2.5), we have
Hence, by taking the sum over i = 1, 2, . . . , d with formulae in Proposition 2.8, we have
which is equal to ∂L
Some estimates on relatively compact open subsets.
We begin with estimates which hold globally under the curvature assump-
Recall that dim M = d and our Ricci flow is defined on [0, T ]. Given any metric g, we denote by ρ g the corresponding Riemannian distance.
Proposition 2.9.
(i) Comparison of metric g(t) between two different times:
(ii) Comparison of distance ρ g(t) between two different times:
In particular,
Although the proof is parallel to the corresponding statements in L-geometry (especially (i) and (ii) are irrelevant to L or L 0 ), we give it for completeness.
(ii) obviously follows from (i).
(iii) Take a piecewise
Thus the conclusion holds since γ is arbitrary.
Then we have the following:
where the constants depend only on T , K − , K + (γ) and C(γ).
(iv) Bounding the speed of L 0 -minimizing curve at some time by
Proof. (i) The proof is similar to Proposition 2.9(iii). By Proposition 2.9(i), we see that
The other is obtained similarly.
(iv) By the mean value theorem, we can take t * ∈ (t ′ , t ′′ ) such that
Since γ is L 0 -minimizing, the right hand side is dominated by
The following is a starting point of local estimates in this subsection. Proof. Since M 0 is relatively compact, there is a compact B 0 with M 0 ⊂ B 0 ⊂ M which contains all g(0)-geodesics joining any pair of points in M 0 . Let us define K + = K + (B 0 ) and R 1 := R 1 (B 0 ) by
Then, by Proposition 2.10(i) and Proposition 2.9(ii), L
) be defined as follows:
Take a relatively compact open B with
2.9(iii) and Proposition 2.9(i) yields L 0 (γ) > R 1 . Thus B enjoys the claimed property on L 0 -minimizing curves. By a similar argument, we can prove the corresponding property for g(t)-geodesics by using Proposition 2.9(ii). Thus, the assertion holds by enlarging B if necessary. 
and (2.4) 
holds and take
, and a curve γ 2 from (t
] be a (unique) affine increasing surjection. We defineγ : [t ′ , t ′′ ] → M as follows:
Note that, by the choice of δ 1 ,
Now we turn to the estimate. We begin with the following basic estimate:
By the choice ofγ, we have
Then the choice of δ 1 together with (2.4), (2.5) and (2.6) yields that there is a constantĈ > 0 depending only on T , K ± , d and C such that the right hand side of the last equality is bounded from above byĈε. Moreover, by virtue of the choice of δ 1 and
Thus, by minimizing the right hand side of (2.7) over γ 1 and γ 2 , the left hand side is bounded from above by (5 +Ĉ)ε. We can give the same upper bound to L
in the same manner and hence the assertion holds.
We fix a bounded open M 0 ⊂ M and δ > 0 arbitrarily and denote by
. We further define
We topologize Γ δ by the pull-back distance
Lemma 2.13. There are constant c 5 , c 6 > 0 such that, for each 0 ≤ t
Proof. For each 0 ≤ t ′ < t ′′ ≤ T , m ′ , m ′′ ∈ M 0 and γ ∈ Γ t ′ ,t ′′ m ′ ,m ′′ , the claimed bound follows from Proposition 2.10(iii) and (iv) with constants max{c 1 , c 3 } and max{c 2 , c 4 } as c 5 and c 6 . By virtue of Lemma 2.11 (cf. Remark 2.2), we can choose them to be independent of t ′ , t ′′ , m ′ , m ′′ and γ.
Proposition 2.14 (Compactness result). We have the following:
where the constant depends on K − , K + , C but not on s, u, t ′ , t ′′ , m ′ , m ′′ and the choice of γ.
(ii) Uniform boundedness: Γ δ is uniformly bounded.
is given by the product of the Euclidean one in ∆ δ and the uniform topology in
Proof. Equi-Lipschitz estimate: For 0 ≤ s < u ≤ T , we have
where we have used Proposition 2.9(i) in the last inequality. Then the equi-Lipschitz estimate follows by Lemma 2.13 and the compactness of M 0 . Uniform boundedness: It is obvious from the Equi-Lipschitz estimate.
Closedness:
tinuous (see e.g., [ 19, Appendix 1, pp198-201]). By using L 0 , ι(Γ δ ) is expressed as follows:
Finally, by combining them with Ascoli's compactness theorem, we conclude that Γ δ is compact.
The
where the curve γ is the solution to the L 0 -geodesic equation
See the Remark 2.3(i) below.
(ii) L 0 cut
Remark 2.3. (i) Since our Ricci flow is assumed to be complete, we see that L 0 exp
be the maximal interval, on which the L 0 -geodesic equation for γ can be solved (Recall that our Ricci flow is defined on [0, T ]). Since the L 0 -geodesic equation is of the normal form, the standard theory of ODE shows that I is open in [t ′ , T ]. On the other hand, the Gronwall lemma, applied to the first inequality in Proposition 2.10(iii) (take u ′ = t ′ and u ′′ = t), gives an upper bound for sup t∈I |γ(t)| g(t) . This implies that {γ(t) : t ∈ I} is a bounded set. From the completeness of the metric, γ(t) converges as t → sup I, which turns to show that I is closed in [t ′ , T ]. Since [t ′ , T ] is connected and I = ∅, we must have I = [t ′ , T ]. As v is arbitrary, we conclude that L 0 exp
, thenγ(t ′′ ) = 0 must hold. This can be seen as follows: Let η(t) := γ(t ′′ + t ′ − t) and g(t) := g(t ′′ + t ′ − t) for t ∈ [t ′ , t ′′ ]. Then η satisfies the differential equation Since they can be shown by the same arguments as the usual Riemannian geometry or L-geometry, we omit the proof of (i) and (iv). The proof of (iii) is along the same line of Lemma 5 in [20] .
Proof of Proposition 2.16 (ii).
Since the closedness follows from (iii), we prove that L 0 cut . By Sard's theorem, C has measure zero and hence we need only to prove so is also C ′ . For this, consider the map φ :
Then by the first variational formula for L 0 (Proposition 2.1), we have
. Therefore by Remark 2.3(ii), the implicit function theorem tells us that
φ(v, w) = 0, v = w; both v and w are regular points of L 0 exp is a (2d
Take a countable cover {(U i , ψ i )} i of M which consists of local coordinate neighborhoods and consider the map
Again by the implicit function theorem, we see that
Now, letting
Therefore it has measure zero.
Proof of Proposition 2.16 (iii).
Assume that L 0 cut is not closed. Then we can take a sequence (t 
with neglecting finite numbers of points if necessary.
Note that, for each t
. Taking a subsequence if necessary, we may assume that t
We introduce the notion of L 0 -Jacobi fields. For a smooth curve
, we define a linear form J t (V ) as follows:
Note that some computation yields the following relation between J t and L 0 I γ : (2.9)
Then the vector field J along γ given by J(t) :=
is an L 0 -Jacobi field. Indeed, we can verify it by applying ∇ g(t)
Here we are identifying V with a vector in T γ(t ′ ) M). Since V = 0, we have J ≡ 0.
Conversely, suppose that there is an L 0 -Jacobi field J along γ with
γ(t ′ ) J = 0. Indeed, if V = 0, then J ≡ 0 must hold by the uniqueness of the solution to the second order linear differential equation J t (J) = 0. By identifying V with a vector in T˙γ (t ′ ) (T γ(t ′ ) M), we consider a variation f given by (2.10). Then again by the uniqueness of the solution to J t (J) = 0, the variational vector field corresponding to f coincides with J. Then J(t ′′ ) = 0 means (dL 0 exp t ′ ,t ′′ γ(t ′ ) )˙γ (t ′ ) (V ) = 0 and hence the conclusion holds.
Proposition 2.18. For each (t ′ , m ′ ; t ′′ , m ′′ ) ∈ M, the following two conditions are equivalent: 
there exists an open neighborhood U ofγ(t ′ ) such that the map is diffeomorphic on U to its image.
We extend γ forward in time, to γ :
= ∅ for sufficiently small ε 0 > 0. For each ε ∈ (0, ε 0 ], we define w ε ∈ T γ(t ′ ) M to be the tangent vectorγ ε (t ′ ) of the unique L 0 -minimizing curve γ ε joining (t ′ , γ(t ′ )) and (t ′′ + ε, γ(t ′′ + ε)). By Proposition 2.16(iv) and Proposition 2.3, L 0 is smooth around (t ′ , m ′ ; t ′′ + ε, γ(t ′′ + ε)) and
so that {w ε } 0<ε≤ε 0 is a bounded set. Therefore, taking a subsequence, we can assume that w ε converges to a vector w ∈ T˙γ (t ′ ) M as ε ↓ 0. Then we show that w ε ∈ U for a sufficiently small ε > 0. Since γ ε (t) smoothly depends on w ε and L 0 is lower semi-continuous (cf. the proof of Proposition 2.14), by using Lemma 2.12, we have
where
It clearly holds that γ w (t ′′ ) = m ′′ . Therefore, γ w is also an L 0 -minimizing curve joining (t ′ , m ′ ) and (t ′′ , m ′′ ). By the uniqueness, we have γ = γ w , so thatγ(t ′ ) = w. Thus w ε ∈ U for a sufficiently small ε > 0. Now, for a sufficiently small ε > 0, we haveγ(t ′ ), w ε ∈ U and
which impliesγ(t ′ ) = w ε , so that γ = γ ε . Hence the curve γ is uniquely L 0 -minimizing.
Conversely, assume that (ii) holds. Suppose that γ and η are two L 0 -minimizing curves joining (t ′ , m ′ ) and (t ′′ , m ′′ ). By the assumption (ii), γ has an L 0 -minimizing extension γ : [t ′ , t ′′ + ε] → M. Then the piecewise smooth curve c defined by
which is the concatenation of η and γ| [t ′ ,t ′′ +ε] , must be also L 0 -minimizing. A standard variational argument shows that the curve c(t) becomes C 1 at t = t ′′ and must be L 0 -geodesic (so that c is found to be smooth). By the uniqueness result (with respect to the initial conditions at time t ′′ + ε) of the ODE theory, we must have γ = c, in particular, we have γ = η. Therefore, the L 0 -minimizing geodesic joining (t ′ , m ′ ) and (t ′′ , m ′′ ) must be unique. Next, we show that L 0 exp
Then there is an L 0 -Jacobi field along γ with J(t ′ ) = 0, J(t ′′ ) = 0 and J ≡ 0 by Lemma 2.17. Note that ∇ g(t ′′ ) γ(t ′′ ) J(t ′′ ) = 0 holds (cf. the proof of Lemma 2.17). We take an L 0 -minimizing extension γ : [t ′ , t ′′ + ε] → M of γ and extend J to a piecewise smooth vector field on [t ′ , t ′′ +ε] (which we denote again by J) by requiring that J| [t ′′ ,t ′′ +ε] ≡ 0. We further take a vector field V along γ with V (t
γ(t ′′ ) J(t ′′ −) and V (t ′′ + ε) = 0, and then consider any proper variation g(u, t) :
with the variational vector field W = J +aV (a > 0). Since W vanishes at the endpoints of γ, such a proper variation exists. By a piecewise use of the second variational formula (Proposition 2.4) together with (2.9) and the symmetry of L 0 I γ , we have
which is negative for sufficiently small a > 0. On the other hand, since γ is L 0 -minimizing and g is proper, it must hold that
Finally we study relations in the time-reversal and L 0 -cut locus. Let g(τ ) = g(T − τ ). Then g(τ ) evolves under the backward Ricci flow
For τ ′ < τ ′′ , we consider the corresponding functional
where η is the solution to the L 0 -geodesic equation
One can see that this is actually the Euler-Lagrange equation for
We call γ the time-reversal of η. By definition, L 0 (η) = L 0 (γ) holds. In addition, by comparing (2.11) with (2.1), we can easily show that γ is an L 0 -geodesic if and only if η is an L 0 -geodesic.
(i) There is more than one L 0 -minimizing curve joining (t ′ , x) and (t ′′ , y) iff there is more than one L 0 -minimizing curve joining (τ ′ , y) and (τ ′′ , x).
as the set of all points x ′′ ∈ M such that there is more than one L 0 -minimizing curve joining (τ ′ , x ′ ) and
(w) and w is a critical point of L 0 exp
. We also define 
, where a linear form J τ is defined by replacing γ(t),γ(t) and g(t) in (2.8) with η(τ ),η(τ ) and g(τ ) respectively and changing the sign of all terms involving the Ricci curvature. Then the criticality of L 0 -exponential map is also characterized by L 0 -Jacobi fields as in Lemma 2.17 by the same argument. Moreover, a vector field J along η is an L 0 -Jacobi field if and only if a vector field J along the time-reversal of η given by
is an L 0 -Jacobi field. Then the conclusion easily follows by combining these observations with Lemma 2.17. The assertion (iii) follows immediately from (i) and (ii). The assertion (iv) can be proved in the same way as Proposition 2.18.
3. Construction of a coupled Brownian motions in the absence of L 0 -cut locus
In this section, we will show Theorem 1.1 under the assumption that L 0 cut is empty where L 0 cut is defined in section 2.3.
is a smooth function of (t ′ , m ′ ; t ′′ , m ′′ ) (Theorem 2.16(iv)), and for each m ′ , m ′′ ∈ M and t ′ < t ′′ , we can take a unique minimizer for L 0 joining (t ′ , m ′ ) to (t ′′ , m ′′ ). Therefore, for each pair of points, the space-time parallel transport as a map between their tangent spaces is uniquely determined. In the following, we construct a coupled Brownian motions by space-time parallel transport, introduced in Definition 2.6.
Let e 1 , e 2 , . . . , e d ∈ R d be the canonical basis of R d . We denote by π : F (M) → M the frame bundle over M and by π : O g(t) (M) → M the orthonormal frame bundle with respect to the metric g(t). Note that O g(t) (M) varies along our Ricci flow but not for F (M). We canonically have the map defined by
where F (M) m stands for the fiber at m of F (M). Recall our notations on time parameters τ ′ (s), τ ′′ (s) given in section 1: We sometimes drop s and simply write τ
is the system of canonical horizontal vector fields on F (M) associated with g(t), and (V α,β ) d α,β=1 is the system of canonical vertical vector fields, each of which is defined by
It is known that the random variable (U s , V s ) takes its value in
The next statement is an Itô formula for the process (X, Y ) = (X s , Y s ) 0≤s≤S . We omit the proof because it is straightforward. (X s , Y s ) is a supermartingale after we prove the integrability. For proving the integrability, we consider a family of functions ϕ n ∈ C 2 (R) with ϕ n (x) ↑ x as n → ∞ for each x ∈ R. Suppose in addition that ϕ n is nondecreasing, concave and bounded from above. Since L 0 is bounded from below, we can easily show that Y s ) ) is a supermartingale. Then the integrability will be ensured by the monotone convergence theorem and the fact L
The proof of the integrability in the next section will go along the same idea but we will show it together with the rigorous proof of Theorem 1.1. We fix a measurable section (or selection)
of minimal L 0 -geodesics, where, the measurability is with respect to the Borel σ-field generated by the uniform topology on the path space. Since L 0 -minimizing curves with fixed endpoints form a compact set (Proposition 2.14), the existence of such a section is ensured by a measurable selection theorem (e.g. [3, Theorem 6.9.6] and Proposition 2.14). We further fix a measurable section σ(t, ·) :
To construct a geodesic random walk, we prepare an
, each of which is uniformly distributed on the unit ball in R d centered at the origin. Since it will be needed when working with these λ's, we shall summarize necessary formulae as follows. We omit the proof because it is obvious or an easy consequence of the divergence theorem.
Lemma 4.1. Let V be an n-dimensional real Euclidean space. Let ℓ : V → R be a linear function and α : V × V → R be a symmetric 2-form on V . Let B n is the unit ball in V centered at origin. Then
where in the last equality, we have naturally regarded α as the linear homomorphism V → V * ∼ = V .
Suppose further that we are given another n-dimensional real vector space W , a linear function f : V ⊕ W → R, a symmetric 2-form β on V ⊕ W and a linear homomorphism A : V → W . Then
where (e i ) In (4.6), letting M 0 ↑ M with the dominated convergence theorem and letting η ↓ 0 yield
Since Λ s is bounded from below by Proposition 2.9 (iii), the monotone convergence theorem yields the conclusion by β ↑ ∞. Indeed, we obtain the integrability of Λ s by applying this argument with u = 0. Now we are in turn to complete the proof of Theorem 1.1. (X s , Y s ) is a supermartingale. Thus it suffices to show that we can choose the family of laws of couplings as a measurable function of initial data.
To complete it, we shall employ a measurable selection theorem. Note that the space of all Borel probability measures on the path space C([0, S] → M × M) equipped with the weak topology is a Polish space.
We define K as the set of all laws of a coupling (X, Y ) of g(τ ′ (s))-Brownian motion X = (X s ) 0≤s≤S and g(τ 
Thus, by tending n → ∞ and R → ∞ after it, we obtain
In particular, by applying the same argument for k = 1, f 1 ≡ 1 and u 1 = 0, we obtain that L 
