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INTRODUCTION 
What is the behavior of the solutions of a partial differential 
on a family of non-characteristic hypersurfaces tending to infinity? 
Do they tend to zero, or are they asymptotic to the solutions of a 
“standard” equation ?In this article we find answers in some very 
particular situations which seem to be strongly dependent even on the 
presence and sign of lower-order linear terms. 
Consider solutions ofthe equation 
(0) 024 = $ a2upx; - &4/w = F(u(x, t)) 
in ordinary space-time (x = (xi , x2 , xa) E R3, t E R’). The Cauchy 
data u / 1=0 ,au 1 at I,+, must be sufficiently smooth and small at 
infinity. For F(u) = 1 u /p-% where 3 < p < 5, we show that U(X, t) 
must decay uniformly like 1 t I’-’ as t -+ &co. If F is preceded by a 
small parameter or else if the data of the solution are small, then the 
same decay holds if only F and its first two derivatives vanish at the 
origin. 
This decay may be used to show that asymptotically EL acts like 
solutions U+ and ZL of the linear wave equation q Ju, = 0; that is, 
u*-u+O as t-+&o2 
(uniformly and) in L2 and energy norms. The energy norm means the 
L2 norm of all the first derivatives as functions of x. On the other hand, 
under much weaker conditions on F; namely that F and its first two 
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derivatives vanish at zero; every solution of the linear equation with 
“nice” Cauchy data is the U+ of some u (as well as the U- of some 
other u). Therefore one can form the scattering operators 
ll- + u -j u+ and u * u- = v+-+ v. 
These operators are defined for any u- or u with nice Cauchy data, 
under the stated condition on F with one exception: the first operator 
in the cubic case p = 3. Another easily proven consequence of the 
decay is that each of u+ , u- and u determines the other two uniquely. 
Conservation of energy implies that the energy norms of U+ and U_ are 
identical. 
The methods used are clearly capable of generalization, atleast to 
other dimensions and to more general hyperbolic equations. Con- 
currently, Segal [1.3] and Morawetz [20] are considering the equation 
q u = m2u + F(u) with m > 0. Another obvious generalization isthat 
the functions may be complex-valued. 
After some preliminary remarks, Theorem 1.6 shows that global 
solutions of (0), b ounded locally in time, exist for a class of non- 
linear terms F(x, U) including the case 3 < p < 5 already discussed. 
That the solutions are classical (C2) follows easily (Theorem 1.9). 
Section 2 is devoted primarily to proving that 
i 
G(x, u(x, t)) dx = O(t-Z), 
where aG/au = F and G > 0. This is accomplished by the energy 
method with the multiplier 
(Y2 + P)U, + 2rtu, + 2tu (y = I x 0. 
That is, one multiplies the equation by this expression, integrates and, 
after lengthy integrations by parts, looks for positive terms. The 
procedure generalizes C. Morawetz’s method [8], [Z9] (also cf. [18]) to 
the case of a non-linear equation. The dimension n may be arbitrary 
in this section. We find two important restrictions: linear terms like 
m2u must be absent from the equation, and the non-linearity must be 
sufficiently strong, namely, p > (RZ + 3)/(n - 1). We hope we have 
presented the calculations in a manner which clarifies the scope of 
the method. The affirmative conclusions are listed in Theorem 2.4. 
In Theorem 2.6 we pass to the limit to admit a larger class of solutions. 
In Theorem 3.1 is proved the uniform decay mentioned above as 
well as the boundedness of the L2 norm of the solution, when 
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3 < p < 5 and n = 3. There are two ingredients: the estimate of 
Section 2 and a variant of a standard integral equation involving the 
operator 
(-A)-’ sin(t( -Ll)l12), A = ~a2/3x,“. 
This operator is the convolution in x by a kernel which is almost, 
but not quite, uniformly bounded by an integrable function of t. 
From the uniform decay, the existence and certain properties of U, 
are deduced. All the results up to this point are summarized in 
Theorem 3.6. In the case of small F or u referred to above, the same 
sort of decay and asymptotics is proved in Theorems 3.9 through 3.11. 
The smallness condition is necessary because the boundedness of 
U(X, t) must be deduced from an inequality like 
supr Iu(x, t)! < const(l + 4s~. I u VI> 
where I is a linear integral operator but y > 1. 
In Theorem4.1 and 4.2, u is constructed from U- . The unbound- 
edness of (--0)-l has forced us to treat the cubic case separately. 
Theorem 4.3 shows that u is smooth if U- is. In Theorem 4.8 we 
consider the scattering operator U- + u -+ U+ . The intervening 
material is devoted entirely to showing that the u obtained from K is 
good enough (in the sense that the Cauchy data at some time are 
smooth and small at infinity) that the preceding sections apply to 
yield U+ from U. This procedure fails in case p = 3 without a smallness 
condition. The other scattering operator u -+ u- = v+ + v is easier 
to justify and is discussed in Theorem 4.10 in the cubic case. 
The existence proof in section one puts Jdrgens’ theorem [6] in a 
new light. It uses neither the explicit representation fthe fundamental 
solution in three dimensions nor in any essential way Sobolev’s 
theorem. Early work on this scattering problem was done in [14], 
[31, and [W, h w ere various hypotheses are made which automatically 
ensure the decay of the non-linear term. Namely, F must depend on t 
as well as on x and u and decay at a certain rate as a function of t. 
The estimates of Section 2 were discovered in 1963 [15]. In [Z6] they 
were used to obtain u+ from u in the case of a time-independent cubic 
term with space-damping: F(x) = q(x)u3 where Q decays as a function 
of x (also cf. [2]). In this situation u was also constructed from U+ or U- 
via Huygens’ principle, but the asymptotic condition was different 
from the one we are presently considering. The condition required 
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that the Cauchy data at time 0 of the solution of the non-linear 
equation with data equal to that of U* at time t go to zero in energy 
norm as t -+ &co. This more difficult and probably less natural 
condition is discussed briefly in the last theorem of this paper. 
Some distinctions between the cases m = 0 and m > 0 may be 
listed as follows. (1) For m > 0, the estimates of Section 2 fail. 
(2) If m = 0, there is no obvious estimate for the L2-norm of a 
solution as there is in the other case. (3) For dimension three and 
m = 0, the kernel mentioned above decays in LP norm for large p 
like tf-l and so just misses being integrable; while for m > 0, when 
--d is replaced by m 2 - A, a related kernel decays like tE-3/2. (4) If 
m = 0, this kernel is not bounded in L2 as it is when m > 0, n = 3. 
Working primarily in the case m > 0, Segal [II] showed how, in 
general, u could be constructed from the uniform decay of U- and 
from the boundedness of the L” norm of the kernel, in the sense of 
the more natural asymptotic condition. Theorems 4.1 and 4.2 tell the 
story if m = 0. If still another asymptotic condition, the weak energy 
topology, is considered, the existence of U+ is also shown in [II] to 
be an easily proven consequence of the decay of the solutions of the 
linear equation. However, it remained to show that such a u+ deter- 
mines u uniquely. Then in [22] and [13] Segal proved this uniqueness, 
assuming a smallness condition on F or U, via property (3) of the 
kernel for m > 0 and the uniform decay of the solutions. S. Nelson 
has estimated the kernel for m > 0 [9]. In this paper we have a similar 
perturbation theorem if m = 0. But the integral estimates of Section 2 
permit an unperturbed result if 3 < p < 5. The estimates of [20] permit 
a similar result for m > 0 if a space-damping factor is introduced. 
We feel that the question of decay has merely been broached and that 
much remains to be discovered by more powerful methods yet 
unknown. 
The raison d’&tre for the study of these particular questions is that 
they are a simplified model of questions in relativistic quantum 
mechanics. Specifically, the coupled Maxwell-Dirac equations for 
photon-electron interaction form a hyperbolic system with cubic 
terms. We make three unrelated comments in this connection. 
Firstly, the equation 0~ = u3 curiously appears as an exceptional 
case in various situations. See Theorem 2.5 and the remarks which 
follow. Secondly, the nearest approximation in. our situation to the 
unitary of the scattering operator seems to be the norm preservation 
mentioned above. Thirdly, regarding Lorentz invariance, we discuss 
in Remark 4.11 the validity of the asymptotic condition in the 
Lorentz norm. 
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This work owes its very existence to the intuition, advice and 
enthusiasm of Professor I. Segal. The results in their present form 
have been presented in lectures at Stanford in 1966 and at the 
Coloquio Brasileiro de Matematica, at M.I.T. and at Brown in 1967. 
1. EXISTENCE AND SMOOTHNESS 
We shall be working in Euclidean n-space R”. With the exception 
of Section 2 and the following lemma, the dimension will be three. 
L3 will denote the set of twice continuously differentiable functions 
on Rn with compact support. Lp will denote the space of functions 
u on R” whose pth powers are integrable, with the usual norm 
Hk denotes the space of functions all of whose derivatives of order 
<k belong to L s. For a function u depending on x E Rn and t E RI, 
the energy norm is the function of t, 
where we have used the notation U’ = au/at and Vu = grad, u = 
[au/ax, ,..., au/ax,]. Note that the L2 norm of u is omitted from this 
definition. We also define operators 
A = 5 a2qaxi2, 0 = A - ayat2, B = (-A)l/‘. 
The latter and its powers may be defined by Fourier transform as 
B%(t) = I 5 I”~(0 
One form of Sobolev’s inequality may be stated as 
LEMMA 1 .l. Let u be a positive integer and p and q Jinite numbers 
greater than one such that p-l = q-l + m-l. Then there is a constant C
such that 
IB-‘uIo d Clul, 
for all u E Lp with B-% E La. 
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Proof. In its conventional form the inequality is 
14 L G const c I WJ I9 for all 4 E 9, 
pj=o 
where D denotes any derivative of order 0 (cf. for instance [S]). But 
Da = R,Ba where R, is the Riesz transform defined by R>(f) = 
(ill t l)%l,..., &?w, t- = (5, ,***, t ). Since the R,‘s are bounded 
operators on L@ for p > 1 (cf. [4]), the inequality may be expressed 
as / $ Ig < const 1 BO+ lp . But the image of 9 under B0 is dense in Lp 
as may be shown by duality. So the inequality holds for all + E Lq 
with BO$ E LP. 
The next lemma discusses the decay of the nice solutions of the 
linear wave equation. 
LEMMA 1.2. Let u be a solution of q u = 0, where n = 3 with 
Cauchy data of finite energy. Then / u(t)ie is a constant. If the data 
lies in 9 then for all t E R, 
j u(t)jg < const(1 + I t 1)1-z/P 
for 2 < p < co. Also 
j bull < const(1 + / t j)2-2/p, / ru(t)le < const(1 + I t I) 
zfru(t) denotes 1 x 1 u(x, t), ) x 1 = length of x in R3. 
Proof. The solution with Cauchy data f(x) = u(x, 0) and 
g(x) = u/(x, 0) is 
u = u, + u; ) 
where 
z&(X, t) =yz J 
Ir--YI=lll 
4~) ds’, .
From this formula the estimate on j u(t)lm clearly follows. On the 
other hand, let k(x) be the compactly supported solution of dk = g. 
Then w = u, + u6 is the solution of q w = 0 such that w’ = u, so 
that 
) u(t)12 < 1 w(t)], = constant 
The estimate for / u(t)j, follows immediately. If f and g vanish 
for I x / > c then u(x, t) vanishes for I x 1 > 1 t 1 + c whence 
1 x / I u(x, t)l < (I t I + c) u(x, t)l and the proof is complete. 
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Next we estimate the solution of the inhomogeneous wave equation 
in terms of the right-hand side. 
LEMMA 1.3. Let f(x, t) be a function and u(x, t) the solution of 
mu = f with vanishing Cauchy data at t = 0. Then 
for each q, 1 < q < 3, with c2 depending only on q and c1 an absolute 
constant. Each of these is valid provided its right-hand side is jinite. 
Proof. They follow from the representation 
u(t) = - j: [B-l sin(t - T)B]~(T) d7. 
Thus I @)I: = I W)l; + I u’(t)li and the first estimate is obvious 
Next, 
I u(t)12 B j: I Ff(~)l dT 
and Lemma 1.1 applies. For the uniform estimate define K(x, t) by 
its Fourier transform with respect o X: 
R(t,t) = l[l-2sintj[i. 
The next lemma gives some properties ofK. Now 
4x, t) = - j: j 0 -Y, t - T)(W)( y, T> dy d7 
and by Holder’s inequality, 
1 U(X, t)l < j: 1 K(t - T)I,, 1 Bf(T)l, dT
for (q/)-l + q-l = 1. Since I E I = Cf (&/I 5 I) & , we have 
I Bfk)l* < con4 v f(T)I, with a constant going to infinity as q ---+ 1. 
The proof is completed by the next lemma. 
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LEMMA 1.4. The function K(x, t) de$ned above belongs to Lp for 
each t and 
j K(t)l, = const 1 t j-1+3/p 
if 312 <p < co. 
Proof. Since x(4, t) = t2$(tt, l), we have K(x, t) = t-lR(x/t, l), 
so that / K(t)/, = 1 t j-1+3/p 1K(l)I, provided that K(1) ELP. For 
the values of p given above, this is the case. This may be seen, for 
example, by the explicit computation (r = / x I): 
K(x, t) = const 2% i IR sin p sin(rp) dp/p, 
+ 
0 
whence from [I], 
K(x, t) = const r-l log(l 1 + Y l/l 1 - f I). 
For the local construction of solutions of the non-linear equation 
the following variant of the contraction principle, not intended to be 
at all general, will prove convenient. 
LEMMA 1 S. Let X be a Banach space and L a mapping from a closed 
ball B of center 0 into X such that LO = 0 and 
/Lu--vI <qluI +lvl)l~--ol 
for u and v in this ball, where 9 is a non-decreasing function. If u. belongs 
to the ball of half the radius and if 
20~ u. I) < 1, 
then there exists u E B such that u = u0 + Lu. 
Proof. Consider the mapping u -+ uO + Lu in the ball of radius 
2t~,p= lugI. There 
/uo+Lul <p+fpwp.) <2/-h 
ILU-LVI <*lu-vl, 
so the contraction principle applies. 
THEOREM 1.6. Let F(x, u) be a real-valued C2 function defked for 
x E R3 and u reaE such that F(x, 0) = F,(x, 0) = 0 and 
IF,, I + I u-‘Fm I = O(1) as u-0 
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and 
/F, j + 1 ulFz j = O(G1’21 u I”) as lul+co, 
where 01 < 1 and 
G(x, u) = jUF(s, v) dv 3 0. 
0 
The boundedness conditions are supposed to be uniform in x. 
Let f E H1 and g E L2 have the property that the solution uO(x, t) of the 
linear wave equation with u,(O) = f and u@) = g is uniformly con- 
tinuous and bounded in each strip {I t / < T, x E R3). [The variable x
will often be suppressed in our notation.] 
Then there exists a unique solution u(x, t) in space-time of 
0~ = 0, 4, 40) = f, u’(O) = g, 
satisfying conditions (i) and (ii): 
(i) u(x, t) is uniformly continuous and bounded in each strip. 
(ii) u(x, t) is a strongly continuous function of t with values in HI 
and u’(x, t) is strongly continuous with values in L2. 
In addition, the solution satis$es (iii) and (iv): 
(iii) 
+I +)I: + .I-%> 4x> 4) dx = 81 Vf I; + ilg I; + J G&f(x)) dx. 
(iv) The value of the solution at any point (x,, to) depends only 
on the values of f(x) and g(x) in the ball of center x0 and radius 1 t, /. 
In each strip {I t I < T, x E R3}, the dependence of u on u,, may be 
described in the following manner. If X is the space of all functions 
satisfying (i) and (ii), with the naturally associated norm, then the 
operator u. -+ u = Wu, is a bounded operator on X and so is its Frechet 
derivative. Also, so long as u. remains pointwise uniformly bounded 
in the strip, the derivative WY0 at u,, remains bounded as a linear operator 
in the space of functions atisfying (ii). 
Because of the invariance ofthe equation under time translation and 
reversal, itis enough to prove the theorem on an arbitrary strip 
O<t<T. 
LEMMA 1.7. (existence ina small time interval). For all TV > 0 there 
exists an interval T,, = T&L, F) > 0 in which a solution exists atisfying 
(i)-(iv) for any u0 such that 
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Proof. X is a Banach space under the norm 
sup{1 4% + 14% + I4%) over 0 < t ,( T. 
The operator L defined by 
h(t) = j” [B-l sin B(t - T)] F(u(T)) d7 
0 
will be shown to map X into itself. (The integral may be considered as 
Ls-valued.) Now let 0 < t < T and ) u lx < I”, 1 v Jx < p. Since 
FE C’, 
< const s t 1U(T) - $T)I, dT 0 
< const T 1 u - v lx, 
where the constant (and the constants below) depends only on F and E.L. 
We also estimate 
1 Lu(t) -Lo(t)/, < const 
s 
t / t - 7 I’-” I v[+(T)) -F(V(T)]/, dT 
0 
by Lemma 1.3 with q = 413 say. Now, 
/ F’(u) vu -F’(o) vv 14,3 
< ) F,(u) - F&)lq I vu 12 + I F&)II I vu - vv I2 + I F&4 - ~&4lP/3 
< const{l u - D I4 I Vu I2 + I u I4 I Vu - VvI2 + (I 24 I4 + I 21 Id 24-V 121 
< const 1 u - z, Ix. 
Since 1 Lu(t) - Lv(t)12 < T sup I Lu - La le , we see that 
I Lu - Lv Ix < c(T + T3’4)l u - v Ix, 
c depending only on p and F. Now T,, is chosen so that 
6’ = c(T, + T,3’4) < l/2. 
By Lemma 1.5 there exists a solution in X to 
u = 240 + Lu. 
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It is immediate that u is a solution of the stated Cauchy problem. 
Also note that 
/ G(u(t))l, < const 1 u(t)122 < const. 
The energy identity (iii) is well-known (and is a special case of [I?‘], 
for instance). To prove (iv), take a fixed (x0 , to) and let 52 = 
((x,t)It--t,tix-xoI,O~tdT}. The subspace X which 
consists of those elements of X with support in Sz is closed and is 
stable under the operator L, So u lies in X if u,, does. 
LEMMA 1.8 (uniform bound). For all p > 0, there exists a constant 
c = c(p, F) such that: if j u,, IX + T < p then 1 u lx < c, where u is 
the solution, presumed to exist in [0, T]. 
Pyoof. Since G 3 0, the energy identity (iii) gives a bound for 
1 u(t)l, .Since 
I 4412 d If I2 + TSUP I Wl,~ 
it suffices to give a bound for ) u(t)lm . Let 1 < q < 312 and 
r = 2q(2 - q)-1, where q - 1 is small. 
Writing F(x, u(x, t)) = F(u), we have 
By assumption, 
V[F(u)] = F,(u) + F,(u) * vu. 
I +F, I + IF, I f WG1’21 u Ia + I u I>, XER~, UER. 
So at any t, 
I VWl, d 4 GW2 I * IQ + I u MI u 12 + I Vu 12) 
< ConstO G(u)l:“(l u 1%+ I u If,) + I u l?l u 1~2”){1 u I2 + I Vu 12>, 
where /3 = et + N(i - r-l), N being the degree of growth of G at 
infinity. Thus the bounds already known have the consequence 
I VF(u)l, < const{l u I”, + 11 
with a constant depending only on F and I*. We have p < 1 if q is 
chosen near enough to one. By Lemma 1.3, 
) u(t)la < p + const 
s 
1 1 t - 7 )2-3’g(1 + I u(~)lt) dr, 
420 
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M(t) < p + const T3-3/q(1 + M(t)B), 
where M(t) is the supremum of 1 all over the interval [0, t]. Since 
/3 < 1 there is a bound for M(t) depending only on these constants; 
that is, on p and F. 
Proof of existence. Let u, denote the solution of the linear wave 
equation with the same Cauchy data as u at t = s. That is, 
u&t) = [cos(t - s)B] u(s) + [B-l sin(t - s)B] u’(s). 
We shall show that, for all t.~ > 0, there exists another constant 
c* = c*(p,F) such that if 1 u0 JX + T < p then 
I % Ix < c* (0 < s < T). 
The bound for 1 u, je + I u, ]a is immediate. Also u, - us = 
(u, - U) + (U - us), so that 
u,(t) - q,(t) = 1: [B-l sin B(t - T)] F(u(T)) dT, 
and the same estimate as in the proof of the preceding lemma shows 
that 
Therefore in order to solve in a given time interval [0, T] we can 
successively apply Lemma 1.7 to the function t += u(t - s) where 
s = T, , 2T, ,.... This procedure terminates in a finite number of 
steps. 
Dependence on the data. Denote by W the operator from the data 
u,, to the solution u, and by Wu,vO its Frechet derivative at u,, in the 
direction v,, . If u = Wu, then v = WuOvo is the solution of 
q v = F,(u)v with v(0) = Q(O), v’(0) = vi(O). So 
v(t) = v,(t) + j: [B-l sin(t - T)B][F,(u(T)) v(r)] dT, 
whence 
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and in [0, T], 
where c depends only on a bound for T and I u Irn .The last expression 
is thus bounded by 
SUP (I 00 Ie + I vo 12) eCT* 
to. =I 
This means that 
bound exp(cT). 
Secondly, 
WU, is an operator on the indicated space with 
I wlm G 1 wo(t)lm + const s 1 I t - T j2-3’* I V[F&)r& d7, 
where the q-norm is bounded by 1 FJu)(r 1 VW Is+ 1 F,,(u)\ mlVu I2 1 w ir+ 
/ Fz, I7 / w I2 . The same kind of estimate as in Lemma 1.8 shows that 
I ~1 IX < ConSt Iw. IX 
with a constant depending on p 3 1 u0 Ix + T. That is, W has a 
bounded derivative in X. 
THEOREM 1.9 (smoothness). Let f E H&C and g E H&, , where HfO, 
consists of functions which belong to Hk on each compact set. Let F(x, u) 
be a C3 function such that all its deriwatiwes of order <3 are bounded for 
bounded u; F, F, , F,, , F,, and F,,, are 0( I u 1) as u --t 0 uniformly in x; 
and the condition atinfinity of Theorem 1.6 holds where G >, 0. Then 
there is a unique solution u(x, t) of the same Cauchy problem in all 
space-time such that properties (iii) and (iv) hold and u(x, t) is a C3 
function of t with values in Hk/ for j = 0, 1, 2. 
COROLLARY. The solution isa C2 function in all its wariables. 
Proof. The corollary follows from the fact that in three dimensions 
f%C consists entirely of continuous functions. Again, the theorem 
need only be proved in a strip 0 < t < T. Also we may assume f and g 
have compact supports, for property (iv) allows f and g to be multiplied 
by appropriate cut-off unctions and the question at hand is a local one. 
With this assumption, the solution uo(x, t) of the linear equation is a 
Cj function of t with values in H*-j for j = 0, 1,2, and so it is 
uniformly continuous and bounded. Thus the preceding theorem 
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applies. In particular, from the manner in which the solution was 
constructed, it is the limit in the space X of u, where 
u n = uo + Lun-, (n = 1, 2,...). 
We shall prove that 1 B”u,(t)I, is bounded uniformly in t and n 
(forn 3 1 and0 ,<t < T)ifk = 0, 1,2or3.IfK = Othisisalready 
known and we consider the succeeding values of k inductively. To 
avoid excessive repetition, let us jump to the case k = 3. We have 
I B3F(Q2 d const{l u, I2 + I Bun I2 + I(%J2 I2 + I B% I2 
+ I (Bd3 12 + I &Pun 12 + I B3un I& 
with a constant depending only on / u, Irn .This comes from carrying 
out the indicated differentiations explicitly and making use of the 
conditions on F. By induction, / u, Jm + I u, /a + / Bu, 1s + I B%, le 
is bounded in t and n, so that all the terms are bounded. For instance, 
I Bu,B%, 12 < (I Bun 12 I B2un l,)“‘“(l Bun Is I B2un W4 
is bounded because of Sobolev’s inequality. Thus 
I B3un+1 Wle G I B3~o(t)l, + 2 ,: I B3W4d7)12 d7 
is bounded. From the equation U: = -F(u,-,) - Pu, follows the 
boundedness of ui, Bul and B2ui in L2. That is, z@ is bounded in t 
with values in H4-j for i = 0, 1, and 2. The limit of a subsequence of 
{un} coverging in the associated weak* topology, must be the solution u
of Theorem 1.6. Finally, for k .< 3, B”+lf and Bkg belong to L2 and 
Bku satisfies a differential equation o(Bku) = BkF(x, U) with a 
right-hand side bound in t with values in L2. Hence Bk+lu and Bku’ 
are continuous in t with values in L2. So for k < 2, Bku” = 
-Bk+2~ - BkF(x, u) is also continuous. 
Remark. Of course, we have not used the conditions on F at 
infinity but have shown that any bounded solution with finite nergy 
norm must be smooth if ua is smooth. 
2. ENERGY ESTIMATES 
Consider the operator 
0 = -a2/at2 - B*B, 
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where B is a closed, densely defined linear operator from H to K, 
real Hilbert spaces, so that 0 operates on H-valued functions of 
time t. We seek a “multiplier” M(t)(a/at) + N(t) which transforms 0 
into a pure divergence of positive terms plus positive rror terms. 
Here M(t) and N(t) are operators on 27, and we introduce a closely- 
related operator M,(t) on K. Let primes denote a/at and [B, MJ = 
BM - M,B. Since out first identity is purely formal, we shall call it a 
METALEMMA. Assume that for each t the operators M(t) and 
N’(t) - [B, M(t)]*B are symmetric. Then for any H-valued function 
(- q u, Mu’ + Nu) = $ 1; (Mu’, u’) + (u’, Nu) + ; (Bu, MIBu) 
+ ‘2 (([B, M]*B - Aqu, u)/ - ((1, M’ + iv) u’, d) 
+ ((B*BN - ; M’B*B + f IV) u, u). 
Proof. From the identities 
and 
(d, Mu’) = {+(Mu’, u’)}’ - Q(M’u’, u’), 
(d, Ah) = (u’, Nu)’ - (u’, la’) - (u’, N’u), 
(B*Bu, Mu’) = {;(Bu, M,Bu}’ + (Blc, [B, M]u’) - +(Bu, M;Bu), 
we find 
(-mu, Mu’ + Nu) = #Mu’, u’) + (u’, Nu) + +(Bu, M,Bu))’ 
- (8,’ + N)u’, II’) + (([B, M]*B - N’)u, u’) 
+ (Bu, (BN - &M;B)u). 
By hypothesis the next-to-last term can be written as 
$(([B, M]*B - .N’)u, u)’ - &(([B, M]‘*B - N”)u, u), 
which gives the required identity. 
From now on, we shall assume that H consists of the real-valued 
square-integrable functions on an open set 52 in R, , and K = Hn+l, 
We define, for u E H, 
Bu = [P2u, &/&, ,..., &/t3x,] E K, 
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so that B*B = b - d acts on H, b being a real constant. Taking 
M(t) as the operation of multiplication on H by a function m(x, t), 
x E Q, and MI(t) the same on K, 
So the condition that [B, M]*B - N’ be symmetric is satisfied ifN is 
a first-order linear differential operator with real coefficients Nu = 
e l Vu + p where P’ = Vet. In this case, ([B, &fj*B - N’)u = -p’u. 
The pointwise version of the metalemma now reads 
THEOREM 2.1. For any C2 function, we have 
(u”-Au+bu)(mu’+C.vu+pu)=~+v~Y+Z 
lye’ = Vm, 
2X = m 124’ I2 + m / Vu I2 + (bm -p’)u2 + 2u't *Vu + 2upu', 
2Y = -2Vu(mu' + t * Vu +pu) + t(( Vu I2 - j u' 1") + (Vp + bt)u*, 
22 = (V * t - m’ - 2p)j u' I2 + b(2p - V . C - m’)u2 
+(~w-dp)u2+(2p-V*t-m')~Vuj2+2~~*~, j,k ax, axj ax, 
Proof. The metaIemma is merely intended to be suggestive; 
indeed, integration of the pointwise identity over Q should return 
us to the previous one,provided u is zero near the boundary. The 
expression for X is clearly correct in this sense. Next we calculate 
(with uk = &/ax, and C = (8,&*): 
and 
v(pu) . vu =p 1 VU I2 + V(@'pu2)- @pu2. 
Hence 
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(B*Bh 4 = ; (+=$ u&4,) + ((P-~v*c)wvu) -~~~~P)u,u) 
+b((p+74)u,u). 
Next, 
((N” - M’B*B)u, u) = (P * vu, u) + (p”u, u) - b(m’u, )
- (m/Vu, Vu) - (Vm’ * Vu, u) 
= ((9” - bm’)u, u) - (m/Vu, Vu), 
using P’ = Qm. Finally, 
2(($VZ’ + N)u’, u’) = ((-m’ + V * P - p)u’, u’). 
This gives us the terms 2. The proof of Theorem 2.1 is completed by 
keeping track of the divergence terms in x which were thrown away 
in the earlier calculations. 
Next we find some necessary conditions for the non-negativity of 2. 
LEMMA 2.1. Assume m is a function of r = 1 x 1 and t only, 
e(x, t) = e(r, t) XT-~, and e’ = m, . If 2 >, 0, then r-V’ < 8,. < m’ and 
( 2p - (n - l)t/r /< m’ - /r. 
Proof. We note that Qm = m,xr-1, ru, = x . Vu, 
so that 
ad. 
3 = Q-l& - Y+qXk) + tr,T-2xjxlc , 
3% 
and 
\J ’ P = (n - l)r-1t + t; 
2 2 UjUk = r-q(l vu 12 - u,2) + tru,2. 
Hence the terms in 22 with derivatives of u can be written as 
(V * e - m’ - 2p) 1 u’ I2 + 2/, + 2p - V * 1p - m’) ( Vu 12 + 2(~--1/ - 4,) 
(I vu 12 - u,2). 
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These terms are non-negative for all spherically symmetric u if and 
only if 
-24 + v * & + ni < 2p < v * e - m’. 
That is, we must have m’ ,< dr and 2p lying between the two functions 
(n - l)r-l/ & (8, - m’). S ince the coefficient of the “angular 
derivatives” in Z is r-V - 8, , we see that if Z is to be non-negative, 
either u must be spherically symmetric (so that / Vu 1 = / u, 1) or C 
must be sublinear as a function of r. 
Remark. If b = 0, n < 3 and we restrict ourselves to spherically 
symmetric U, we could obtain much stronger estimates than the ones 
below. In this case the estimates are however probably well-known. 
Making hypotheses motivated by Lemma 2.1 and adding a non- 
linear term G(x, t, u) where G is a real C’ function vanishing when u 
vanishes, we compute the effect of a multiplier. 
THEOREM 2.2. Let L’ = m, , /p = m’ and 2p = (n - l)r-Y. In 
addition, let v = Y(~-~)/~u. Then 
(u” - du + bu + G(x, t, u)(mu’ + &L, + pu) = ~+v.k;+zl 
where 
rn-1Xl = +rn(~‘~ + ( Vv I2 + bv2) + &Re(v’v,) 
+ 8-l(n - I)(n - 3) r+3mu2 - 4-l(n - l)(rn-2rnu2), + rn-kzG(x, t, u) 
2, = (r-l/ - lr)( 1Vu I2 - UT + (n - l)(n - 3)(2~)-~~~) 
- &‘,a” + (n - 1)(2r)-%LG,(x, t, u) 
- (24 + (n - 1) r-l/) G(x, t, u) - mG,(x, t, u) - k’G,(x, t, u) 
and 
Yl = Y + xr-lr?G(x, t, u). 
Proof. We first calculate (with e = Lx r-l) 
G,mu, = [mG], - mGt - m,G, 
G,k, = Gut * vu 
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whence the nonlinear terms as stated in the theorem. Next, all the 
terms in 2, involving derivatives of u reduce to (cf. Lemma 2.1) 
(r-16 - C,)( 1vu 12 - 24,“). 
The remaining terms in 2, are 
[-btT + (p” - Ap)/2]u”. 
Having noted that /” = lrr and that 
d(r-It) = (v-q., + (n - I) r-y-qr 
= Y-l& + (n - 3)(r-24 - r-V), 
these terms equal 
{-b& - (n - l)(n - 3)(2r)-“(Ly - r-lt)}u2. 
Next, we calculate from Theorem 2.1 
2x = m(u’2 + j vu 12 + bu2) + 2L u’q. + (n - l)r-‘Cu’u - (rz - 1)(2r)-97z,u2 
= rl-nm(v’2 + 1 vv 12 + bv2 + rl-n27!v’vr + 2x, , 
where 
2x0 = -(n - 1) r-lmuu, - (n - 1)2(2r)-2muz - (~2 - 1)(2y)-lm$ 
= +?Z(n - 1) g - jj myne2u2 
! f 1 
+ ?$-J myne3u2 . 1 
This completes the proof of the theorem. 
The choice of (r2 + t2)u, + (2rt)u, + (n - 1)tu as multiplier gives 
the following identity. 
THEOREM 2.3. Let u(x, t) be a solution of the equation 
u" - du + G,(x, t, u) 1 0 
in an open cylinder {x E Sz, -co < t < CO> with smooth boundary. 
Suppose u(x, t) is C2 in the closure and has compact support in x.for each t 
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and vanishes on the boundary. Then 
(I vv I2 + vt") + 2rtv,v, + 
(n - l)(n - 3) Y2 + t2 v2 
8 Y2 1 d* 
+ $ j, (r2 + t2)G dx = 2t j,, (x . V) (2)’ dS 
+ j R [W + l)tG - ( n - l)tu G, + (Y” + t2)G, + 2rt G,] dx. 
Here v is the unit exterior normal on the boundary, v = Y(~-~)/‘% and G 
denotes G(x, t, u(x, t)), etc. 
Proof. We integrate the identity of Theorem 2.2 over fin: 
:j,,x'+ j,, Yl ." + jazl = 0. 
We have 6 = 0, m = r2 + t2 and L’ = 2rt. The term 
I (rmu2), Y-~ dx, s) 
which appears in X, , vanishes. On the boundary %I, zlf and any 
tangential derivative of u also vanish, so that 
Y = -2 Vu@ - Vu) + c 1 vu (2 = -4t Vu(x . V) 2 + 2xt (g)“, 
whence the boundary term above. The other terms are clearly as 
stated above. 
The conclusions are drawn in 
THEOREM 2.4. In addition, suppose that n > 3, that the complement 
of A? is star-shaped and that for some T the inequalities 
n-l 
OGGG 2(n+l)G, G, < 0, tG, < 0 
holdfor all real u, x E Q and / t / > T. Then 
(4 R s(y2 + t2)G dx is bounded in t. 
(b) (1 - 8)‘Q2 j (I Vu 12 + 1 u’ 12) dx is bounded in t and 8. 
nn(~<eltl} 
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Cc) Ifn>% s 
u2 dx and t2 
I 
r2u2 dx are bounded in t. 
R sa 
(d) I” s [(n - l)uG, - 2(n + l)G] 1 t ) dx dt < co. 
-cc n 
(e) jl j, [(r2 + t2)Gf + 2rtG,] dx dt < 03. 
Proof. The right-hand side of the identity of Theorem 2.3 has the 
same sign as t for 1 t / > T. Since / L 1 < m and 1 z+ j < I Vv 1, 
n = &m(I 8’ 12 + ) vv I”) + Gv’vr 
is non-negative. This clearly implies every conclusion except (b). 
To prove (b), we restrict our attention to the region 1 x ] < 81 t I, 
whereO<0<1.ThenmfG>(1-8)2t2sothat 
A = )(m + 1) 1 0’ + v, 12 + +z - e) I 0’ - v, 12 + &m(I vv 12 - v,2) 
3 ;( 1 - ep”{l vv 12 + VQ}. 
Returning to U, 
1 Vv I2 = r”-l 1 Vu j2 + (n - 1) rn-2uu, + E?. 
f j 
2 
2 
1”-3u2 
=Y”-‘jVu~2+ar - a n - l r”-2u2 I 2 - i(n - l)(n - 3)F3; 
Thus 
s 
yl- dx > L 1 - 8)2t2 
2( 
j ld2 + / Vu I2 - + (n - l)(n - 3) 15 1’ 
U2. 
dx, 
where both integrals are taken over Q n (1 x / < 81 t I}. This proves (b). 
Remark. If G, = up, then the condition on G means that 
p>(n+3)(n- 1). 
The equation c]u = u3, n = 3, has special invariance properties. 
One of these is the existence of several time-independent integral 
expressions. 
THEOREM 2.5. Let u be a C2 solution of 
u“ - Au + u3, x~R3, 
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with compact support in x for$xed t. Then the following three xpressions 
are time-independent: 
E, = 
s )I vu I2 + 
d2 + ; u4/ dx, 
E, = tE, + 2 
s 
(YU),U’ dx, 
E3 = j I(72 + t2) (I Vu I2 + uf2 + ; u4) + 4t(ru),u’t dx. 
In addition, E, and E, are non-negative and 
Proqf. Applying Theorem 2.2 with m = 1, / = 0, gives the 
standard energy El . With m = r2 + t2 and G = 2rt, it gives 
1 
Cn/l + (r2 + t2) - u4 dx = constant 
2 I 
and hence E3 = constant. With m = t, and L = 7, it gives E, = 
constant. That E, > 0 was proved in the preceding theorem. Finally, 
the definition for E3 can be written as 
E, = t2E, + j r2 (1 vu I2 + zi2 + $ u4) dx + 2t(E, - tE,). 
So t2E1 - 2tE, + E, > 0 for all t. 
Remark. Morawetz [S] has considered “Lorentz-inversion” 
J : u --t u where z, is defined by (for n = 3) 
v(x, t) = 
1 
( 
X t 
t2 - I x 12 u t2 - I x 12 ’ t2 - I x (2 1 
and shown that 
JWt)J = M3 and J&J = -M2, 
where &Zsu = (r2 + t2)u’ + 2rtu, + 2tu and Msu = tu’ + YU, + u 
[19]. These are the multipliers used above. This is related to the 
invariance of the “cubic” equation under J. In fact, if 0 u = F(x, t, u), 
then v = Ju satisfies 
q v = (t2 - r2)-3F (& , & , (P - 72)vj. 
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We mention two other special properties of the cubic function 
F(u) = u3. Firstly, the operator u + u3 takes H1 into L2 but no higher 
power does. Secondly, / F’(u)1 = O(G(U)~/~) as u + 00 while this is 
true for no higher power; this was a basic condition in Theorem 1.6 
with 01 = 0. 
It is clear that the identity of Theorem 2.3 can be extended to a 
much more general class of solutions. We shall need only the following 
weak form of it. We also specialize to the case of three dimensions 
and G independent of t. 
The conditions on the initial data are that f, Of, V(rf ), g and rg lie 
in L2 and that u,(t) = (cos tB) f + (B-l sin tB)g be uniformly 
continuous and bounded in each strip t, < t < t, , x E R3. In addition 
we assume there exist sequences of functions fk and g, in .Q which 
approximate f and g (resp.) in this sense: 
lfk -fl, + ! “(fk -f)l, + IVW, -f))lz + l&f -g 12-f I ac -g)l,--0 
and u,,(t) = (cos tB) fk + (B-l sin tB)g, uniformly bounded on each 
strip. 
The existence of approximating sequences follows from a standard 
procedure if the condition on ukO were omitted. For a simpler looking 
condition, but one which requires extra differentiability on f and g, 
see Remark 2.7 below. 
THEOREM 2.6. Assume that F(x, u) and G = JF du satisfy the 
inequalities of Theorem 2.4 and the growth and smoothness conditions of 
Theorem 1.9. Under the above conditions on f and g, there exists a unique 
solution of q u = F(x, u) in R4 with u(O) = f, u’(O) = g such that 
(i)-(iv) of Theorem 1.6 hold on each strip and in addition, for each t, 
t2 I G(u(t))l, d t I V(rf)Ifi + 4 I rg 122 + I r2G(f)ll. 
Proof. Let fk and g, be an approximating pair as above. By 
Theorem 1.9 there exists a solution uk(x, t) of the equation with 
initial data (fk , gJ. This solution is C2 on all space-time and has 
support in a “double cone” {I x / < / t / + c>. By Theorem 2.3, 
(*I t2 I G(+(th G ?I V($dl”, + B I rgk I”, + I r”G(fdl, . 
By assumption, the solutions ukO of the linear wave equation with 
initial data ( fk , gk) remain uniformly bounded on each strip in the 
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space L”. Hence the boundedness of W in the norm of X, together 
with the final statement of Theorem 1.6, implies that 
I uk(t> - we + I Uk(2) - 402 
< const(l V(fk -f)12 + /gk -g I2 + lfk -f12) 
for all K and all t in an arbitrary interval (tl , ts). By assumption, the 
right-side of this inequality tends to zero with k. Since ) F(x, u)/ = 
O(l u I) as u --+ 0, we have 
the constant depending on the uniform bounds of the functions. The 
right-hand side of this inequality tends to zero for each t. Finally, 
the convergence of 1 r2G( fk)li to ) r2G( f )li follows from 
I ~2G(.fkh < const Iy2fk2 I3Ifk I& G const IVkfd2 Ifk 1;” = O(l). 
So each term in (*) converges as K --+ co. 
Remark 2.7. The conditions on the initial data in this theorem are 
satisfied if f E H2, V(rf )E L2, g E H1, and rg E L2. 
Proof. This follows from the Sobolev inequality 1f lco < constl f IHP 
in three dimensions. In fact, if we can find approximating functions 
fk and g, so that 
Ifk -f /Ifa + 1 V(y(fk -f))i2 + Igk -g IIf’ + 1 y(gk -cd12-“, 
then I ~2h.d4 - uoW12 --+ 0 uniformly in t, so that usk tends to u,, 
uniformly in R *. The approximating functions may be constructed 
in the standard manner: 
fk = 4k * r;kf, gk = (bk * tk& 
where C&(X) = k+(kx), 4 E 9, J+ = 1,O < + d 1 and ii(x) = 5(x/k), 
5 E 3, 5 = 1 in a neighborhood of the origin. We omit the details. 
3. UNIFORM DECAY AND ASYMPTOTIC BEHAVIOR 
Integral decay of the type found in Section 2 implies uniform decay 
under certain growth conditions on the nonlinear term. We assume 
for the sake of convenience that F depends only on u. 
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THEOREM 3.1. Let F be a Cl function, and G a continuous function 
of polynomialgrowth at in.nity, such that for some X > 0 and 0 < 01 < 1, 
the inequality 
! F’(u)1 < A I G(W2(l u la + 1) 
holds for all real numbers u. 
Assume that u(x, t) is a solution of the equation q u = F(u) in all 
space-time R4 which is bounded in each strip {tI < t < t, , x E R3} and 
that 
I4t)le + (1 + 6 I W~))l:‘5 = O(l) 
for all real t and some /I > 0. 
Denote by uS(x, t) the solution of the linear wave equation with the 
same Cauchy data as u(x, t) at ajxed time s. If 
I us(x, t)l = 0((1 $ / t I)‘-‘) for allx and t, 
for all E > 0, then the same estimate holds for u(x, t). 
If, in addition, /3 > 2/3 and / F(u)1 < hi G(u)/~/~(~ u lc( + 1)1 u / for 
all u and 
1 us( = O(1) for all t, 
then the last estimate also holds for u(t). 
Proof. It is clearly sufficient totake s = 0 and to consider only the 
case t -+ + 00. An application of Lemma 1.3 to u - u, results in the 
estimate 
j u(t) - u,(t)lm < const 
s 
’ I t - T j2+* /F’(u(T)/~ 1 VU(T)I~~T 
0 
where r = 2q/(2 - q) > 2 for q slightly larger than one. By the 
conditions on F and G, 
and 
I G(u)l% < cone I G(~)l:‘~(l + I uIL) 
< const(1 + ~)-~~“(l + I 24 I”,), 
where 6 = N( l/2 - 1 /r) = N( 1 - 1 /q) and N is the degree of 
growth of G at infinity. Hence 
/ u(t)l- < const I(1 + ty-’ + jb 1 t - 7 12-3’e(l + ~)-~“~(l + / u(T)lza)dT/. 
so 
I F(u)l,,, < X 1 j I W)l”‘“(l u I1+a + I u I) dx 1”’ 
< A I G(u)I:‘*  u Ii’, Iulr(l 24 1: + 1). 
1 u(t)\, < const 1 + I s t 0 (1 + 7)E-a-1’3 ) U(T)];” dTl. 
Since (1 + 7)C-fi-1/3 is integrable for small E and since 2/3 is less than 
one, / u(t)]s must be uniformly bounded, using the same kind of 
reasoning as in the uniform case. 
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Defining M(t) = sup] a(~)[~ over 0 < 7 < t, the last integral is 
majorized by 
t3-310-2Rlr 
ll 
:(I - o)2-3%-*R’r dj (1 + M(t)*+“). 
For a given E > 0, Q may be chosen so close to one that 3 - 3/q - 
2/3/r<~--~and6+~~~l.S0 
M(t) < const(l + M(t)“+“}, 
whence M(t) is bounded. The uniform decay of u follows directly 
from the integral inequality for 1 ~(t)/~ ,
Again by Lemma 1.3, 
I u(t) - uo(% G 2 j; I W~))lws d7. 
By the condition on F, 
Remarks. (i) If the kernel j t - 7 l2-a/q were integrable to infinity, 
the bound on F’(u) would be required only for large U. (ii) If F(0) = 0 
and G is increasing for u > 0 and decreasing for u < 0, then the 
bound on F is automatically valid. (iii) A slightly different version of 
of this theorem would involve replacement of the assumptions on 
u,(x, t) by assumptions on the asymptotic behavior of U(X, t) as 
t -+ --co. We omit this version as it would not be useful to us. 
As we now show, the uniform decay of the solutions implies their 
convergence to “free” solutions as t + + co. A similar theorem clearly 
holds as t -+ - 00. 
THEOREM 3.2. Under all the conditions of the preceding theorem, 
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there exists a unique solution u+ of the linear wave equation such that for 
each E > 0, 
I u+W12 + I u+W, + (1 + I t IY I u+(% < cow 
for all real t and 
u+(t) - u(t) -+ 0 as t--t +co 
in the L2, energy (and uniform) norms. 
Proof. We shall define 
u+(t) = u(t) + s: [B-l sin(t - T)B]F(u(T)) d7. 
We have already show that ( B-1F(u(~))12 isan integrable function of T 
on the whole real line. Therefore the integral is a bounded function oft 
with values in L2 and j u+(t) - u(t)l, -+ 0 as t ---f + 00. Since u is 
bounded in L2, so is u+ . Next, 
I %44)l, < h I W4)l:‘2(l ~(~>l*m” + I~(~)I,> 
< const(1 + 1 7 l)C-2. 
This is also an integrable function of T, so that the statements about 
the energy norm follow. Thirdly, just as in the proof of the preceding 
theorem, 
j u+(t) - u(t)lm < const 
s 
; 1 t--7 I”-“‘“(1 + /T I)-““(1 + j U(T)/:+‘) 1 vu(T)12dT 
f const 
s 
; 1 t - T 12-3n(l + / ,r I)-“? d7 
< const( 1 + / t 1p-l 
for any E > 0 if q is chosen close enough to one. This completes the 
proof. 
Remark. In case j F(i)(u)1 < Al G(u)1112 ju 1+--j for j = 0, 1, an 
examination of the proof shows that, as t --+ + co, 
I u+(t) - 4% + I u+(t) - 4qlm + I t 12’3 I u+(t) - w2 = O(+-=). 
COROLLARY 3.3 (conservation fenergy). If u is a solution such that 
both u+ and u- exist and are asymptotic to u in the energy norm, and if 
G’ = F, then / u+ je = / u- le. 
5W2/4-5 
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In fact, *I ~(t)lg + J G(u(x, t)) dx is independent oft. As t --t & co, 
the second term tends to zero while the difference between the first one 
and *I uJt)lE tends to zero. 
THEOREM 3.4 (uniqueness). Also assume that 1 G(u)1 = O(l u 13) as 
u -+ 0, and ) G(u + v)l < const() G(u)] + 1 G(w)\) for all u and v. 
If u and v are two solutions atisfying the conditions of Theorem 3.1, 
and if u+ and v+ coincide, then u and v coincide. Of course, the same is 
valid if u- and vu_ coincide. 
Proof. The functions F and G satisfy as w --t 0 
1 F’(w)1 = 0( 1 G(w)I”“) = 0( 1 G(w)(l@ 1 w I”“). 
So for bounded u and v, 
IF(u) -+)I < con4 G(u)/ + I G(WTl u I + I v IY I u - v I 
by the monotonicity of G. Therefore, for the solutions u(x, 7) and 
qx, 719 
IF@4 -W% G con4 GW, + I WW~“(1 ZJ lm + I v W2 I u - v I6 ,
< const I 7 I-7/6+r I u(7) - v(T)]~ 
for any 6 > 0. Now subtraction of the equation for u and v gives 
u(t) - v(t) = Jr [B-l sin B(t - T)][F(u(T)) - F(v(T))] dT. 
By Sobolev’s inequality. 
I 44 - We < 1; I F@(4) -W44>12 dT 
< const -‘SUP 1u(T) - V(T)le , 6 > 0. 
T>t 
Hence for sufficiently arge t, u(t) = v(t). So u and v are identical. 
COROLLARY 3.5 (dependence of u on u+). For any pair of solutions 
u and v, there exist constants T and k depending only on the bounds of 
/ G(u)l, and 1 u Ice and those of v, such that 
I u(t) - v(t)le d k I u+ - v+ le for t >, T. 
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All the results up to this point are summarized in 
THEOREM 3.6. Let G be a C4 function satisfying the conditions 
0 < 4G(u) G UC’(U), 
I G”(u)1 < const G(~)l/~(l + / u Iti) 
for all u where 0 < 01 < 1. Let f, Of, V(rf ), g, and rg all belong to L2 
and let u,,(t) = [cos Bt] f + [B-l sin Bt]g be uniformly continuous on 
each strip such that 
1 uO(x, t)l < const(1 + 1 t I)‘-l 
for all E > 0. Also assume that f and g are approximable by functions in 
$9 in the sense of Theorem 2.6. 
Then the solution of the Cauchy problem mu = G’(u), u(0) = .f, 
u’(0) = g satisfies properties (i)-(iv) of Theorem 1.6 as well as the 
following: 
I W4))l, = O(t-‘) and I @)lm = O(l t P--l), 
as t --t & CCJ for all E > 0. There exist unique solutions u, of the linear 
wave equation asymptotic to u in the sense of Theorem 3.2 as t -+ -J= co. 
These two solutions have the same energy norm, and each of them 
determines u uniquely. 
Proof. The first inequality on G implies that G(u) = O(u4) as 
u 4 0. Theorem 2.6 and the results of this section with p = 1 apply 
immediately. 
The next two lemmas are preparations for Theorem 3.9. 
LEMMA 3.7. Let M(t) be a non-negative continuous function of t 
satisfying the inequality 
in some interval containing 0, where c1 and c2 are positive constants and 
y>l.ZfM(O)<c,and 
c1c(2y-1r1 < (1 _ yl)y&lr~, 
then in the same interval 
M(t) < .-A--. 
1 - y-l 
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Proof. The function N = c1 + @!I~ - M is strictly convex as a 
function of M with a unique minimum N,, occurring at M,, = 
(csy)-(~-~)-‘. By assumption, N,, < 0. By continuity of M in t, M(t) is 
no larger than the smallest value of M where N vanishes. By inter- 
polation, the latter is less than c,M,,(c, - N&l = c,(l - y-l))‘. 
LEMMA 3.8. Let some constants be given as follows: 
0 < y-l < u < 1, 
clc~-l)-l < (1 - r-‘)(4ryrc - I)-l( 1 - o)-yy-l)-l. 
If w(t) is a continuous function of t satisfying 
o < w(t) < cl(l + t)-l + c2 I:, (t - 4- 4~)‘dT 
in some interval 0 < t < T (T ,( CO), then in the same interval 
w(t) < cl(l - y-‘)-‘(1 + t)p 
Proof. Let Iz be the number +(I - o)-l(yu - 1)-l. Let M(t) = 
sup[( 1 + w 4dl over the interval 0 < T < t. The integral 
inequality implies 
w(t) < cl(l + t)-1 + c2 [J: (t - T)-“(I + .)-y” d’] M(t)y. 
Since 1 + T 3 1, while either 1 + T > I + t/2 or else t - T > t/2, 
the integral is brackets is bounded by 
min{(l - ~7)~’ FO, (k/2)t”} < k(l + t)C-O. 
Therefore M(0) < cl and 
M(t) < Cl + k c,M(t)y. 
The preceding lemma applies. 
We now prove existence and decay for an equation with a smallness 
condition but with no condition at infinity on the non-linear term. 
THEOREM 3.9. Let G be a C3function such that G(0) = G’(0) = 0 
and 
1 G”(u)/ = O(u4) as u-0. 
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Let f, Of and g belong to L2 such that u,,(t) = (cos tB) f + (B-l sin Bt)g 
is bounded in L2, uniformly continuous on each strip, and 
I Vf 12 + I g 12 + SUPU + I t IF’ I %(X, Gl < co < *, 
the supremum being taken over all space-time R4. Here 0 < E < g. 
Then there exists a positive constant k depending only on E with the 
following property. Let h(p) = supj u-~G”(u)I over 1 u 1 < p. If 
then there is a unique solution of the Cauchy problem 
q u = G’(u) in R4, 40) =f, u’(0) = g 
such that properties (i) and (ii) of Theorem 1.6 hold. In addition, 
properties (iii) and (iv) of Th eorem 1.6 hold, as well as the estimates 
and 
I we G 3co/z / u(t)j2 < const 
/ u(x, t)1 < &,(I + I t /y-1. 
Proof. We omit the easy uniqueness proof. Making use of the fact 
that Lemma 1.7 depends only on the properties of G near zero, we 
see that there exists a solution U(X, t) in some interval 0 < t < T, of 
positive length. Properties (i)-(iv) ofTheorem 1.6 are satisfied inthat 
interval. We also note that for j = 0, 1, 2, 
G(j)(u) < A(p) / u 16-j for 1 u I < p. 
We shall estimate u(x, t) in whatever interval [0, T] it may exist 
where it satisfies (i)-(iv) and the inequality (u(t)lm < p. The quantity 
p is to be larger than 
co = I vf Iz + I g 12 + I 2W)l:‘” + sup(l + I t l)l-’ I ~o(t)lm , 
but will be chosen more specifically below. First of all, the standard 
energy identity 
; I 4t)t = f I Vf I”, + ; I g I”, + j” G(f(4) dx - s G(+, t)) dx 
implies 
I We d co + cw4)1’2 I 4q; < co + (w(p)y2 1 u(t)l”e . 
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By Lemma 3.7, / u(t)], < 3c,/2 provided that 
CHEEP) < (21913. 
Next by Lemma 1.3, 
I u(t) - ~o(%c < c it (t - T)‘-“’ I G”(u(T))~, 1v+)j2 dT, 
0 
where r-l = q-l - 2-l and q is chosen to be (1 - ~/4)-l. But 
I G”(u)/, < h(p) / u* I+ <X(p) 124 I;-3s’2 124 l:+3E’2. 
So by the estimate on I u(t)& , 
1 u(t)lm < c,(l + q--l + ccy A(p) 1: (t - T)-‘+~“* / u(T)~:+~“~ dT, 
where c is a certain absolute constant. So by Lemma 3.8 with 
c = 1 - 3614, y = 1 + 3~/2 and w(t) = 1 all , 
/ u(t)lm < E-lCo(l + q--l 
provided that cs4A(p) is less than a certain constant depending only 
on E. Choosing p > +c,, , this implies in particular that j all < p 
and 1 u(t)j, < p in whatever interval the solution may exist. So 
Lemma 1.7 may be applied successively to the solutions U(X, t - T,,), 
U(X, t - 2T,), etc., whence the solution exists for all t > 0. By time 
reversal it exists for negative time as well. The estimates proved 
above are valid for all time. 
The boundedness of the L2 norm would follow from Lemma 1.3 if 
j G’(~(t)la,~ were known to be integrable. With q and E related as 
above, 
I u(t) - ~o(al < c J: I mt - ~h3Q,(,a-s) I G’(U(T))lu dT 
< cc~-3c’2h (/h) 1: ( t - 7 f3’-‘)‘* 1 U(T)l~+3”2 dr. 
Therefore 1 u(t)], < const(1 + ( t 1)&-l/2 and / G’(~(t))la,s < h(p)1 u(t)/: 
is integrable. This completes the proof of the theorem. 
Incidentally, a better estimate on 1 u(t)l, now follows. We also mention 
that the constant E-$, in the conclusion of this theorem may be 
replaced by c,,(p - 5 + E)-’ if ) G”(u)1 = O(l u jp--l) with p > 5. 
DECAY AND ASYMPTOTICS FOR 024 = F(Z4) 441 
THEOREM 3.10. Under the conditions of the preceding theorem (for 
an appropriate specific choice of E), there exist unique solutions u, of the 
linear wave equation asymptotic to u as t ---f &co in the energy, uniform, 
and L2 norms. They have identical energy norms and each of them 
determines u uniquely. 
Proof. The asymptotics follow from the integrability of( G’(u(t))12 
and of I GWN6~B and from the convergence of 
s 
co (t -T)-l+3c’4 ( u(T)1y2 dT,t 
as in the proof of Theorem 3.2. The identity /u+ le = 1 U- le follows 
from the convergence of J G(u(x, t)) dx to zero. The uniqueness of u 
comes from the observation 
1 G’(u) - G’(v)12 < co4 u I2 + I v I”)(1 u I”, + Ia Ii) Iu - 21 Ia, 
as in Theorem 3.4. 
THEOREM 3.11. Theorem 3.9 and 3.10 remain valid under the 
weaker condition / G”(u)1 = O(u2) as u -+ 0, if the following minor 
changes are made. The constant c,, should also majorixe sup1 u(t)i2 ,the 
definition fh(p) is sup/ u-~G”(u)I and the bounds 3c,/2 and .clco should 
be changed to certain other functions of E and co . 
Proof. We are treating this case separately because the estimates 
are slightly more involved. Consider 
A solution u(x, t) exists locally in time as before. From the energy 
identity and the bound on G, 
I we < co + QY2 I 4a2 I 4% > 
where p is to be chosen later so as to be a bound for the values of 
u(x, t). Secondly, 
Thirdly, 
I u(t)l, < co + U(P) ,: I +>I”,‘” I +)I%” dT. 
/ u(t) - uo(t)lm < CA(,) 1: 1 t - T I-1+3r’4 1 U(T)\,‘+’ /Us’;’ ) VU(T)(~ d7. 
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Thus for some absolute constant, 
l’%(t)2 + X(p) ,: W(T)3[(1 + 1 7 l)(E-1)4’3 
+ (1 $ / 7 I>‘-1 I t -- 7 I- l+3~/~] dTj, 
As in Lemma 3.8, this implies that w(t) < const provided that 
C&P) is small enough and p is chosen appropriately. As before, this 
estimate implies the other conclusions. 
4. SCATTERING 
DEFINITIONS. For a fixed negative time T, let X be the space of all 
functions u(x, t)(x E R3)(t < T) which are strongly continuous 
functions of t with values in L6(R3) and for which u’ and u are strongly 
continuous in t with values in L2(R3) and 
is finite. 
Let the space Y consist of those functions which, in addition to 
lying in X, are strongly continuous in t with values in L”(R3) n L2(R3) 
and for which 
Remark. Any solution of the linear wave equation with Cauchy 
data consisting of functions in 9 lies in Y. 
THEOREM 4.1. Let u-(x, t) be any solution of the linear wave 
equation which lies in X. Let F’ be a C-function vanishing at zero whose 
first derivative satisfies 1 F’(u)/ = 0( 1 u 1”) for all real u. Then there 
exists a Jinite T and a unique solution u E X of nu = F(u) such that 
ast--+--co. 
I u(t) - u-@)I, = O(l t I-‘) 
THEOREM 4.2. Let u-(x, t) be any solution of the linear wave equation 
which lies in Y. Let F be a C2-function such that F(0) = F’(0) = 0 and 
the second derivative satisjies / F”(u)/ = O(l u 1~‘~~) as u --+ 0, where 
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p > 3. Then there exists a jinite T and a unique solution u E Y of 
c]u = F(u) such that, as t + -CO, 
I u(t) - u-(% = O(l t I23 
/ u(t) - U-(t)lm = O(l t 12--P+q, 
1 u(t) - u-(t)12 = O(l t p-q, 
for any E > 0. These last two estimates also hold if u- E Y and 
I F”(u) = w u I) for all u. This theorem is in part a special case of 
Theorem 1 of [II]. 
Proof. We define an operator L as follows 
IA(t) = St [B-l sin(t - 7)B] F(u(T)) dT. 
-cc 
For a functionF as in Theorem 4.1 we now show that L is a (non-linear) 
bounded operator from X to X. By Sobolev’s inequality, for every u 
and v in X we have 
< const 
1 t (1 u(T)i, + t v(T)Ie)2 1 u(T) - V(T)la dT -02 
< const It I-‘(1 24IX + I v 1~)~ I24 - v IX. 
SO / LU - Lv lx < const(/ T 1-l + 1 T 1-lj3)(j u lx + 1 v j# 1 u - v IX. 
If I T / is large enough, then by the contraction principle, Lemma 1.5, 
there exists a solution u E X of the equation 
u=u-+Lu. 
Then 
j u(t) - u-(t)le = 1Lu(t)l, < const / t 1-l / u 1; 
and Theorem 4.1 is proved. 
To prove Theorem 4.2 we shall show that L is defined on the ball 
of radius p in Y, where p = 2 ) z.- Iy say. Let u and v lie in Y with 
norms QL. Then at any time T < T. 
/ F(u) -F(v)j, < const(I u jm + j 2) l,)“-l ;u - v I2 
< const I 7 11-0( I 24 1 y + j v I y)p-l 1 u - v / y. 
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So for t < T, 
/ h(t) - Lw(t)l, < const 
Next, 
/F(u) -@)I,,, < con4 u L + I w /m)D-5/3(/ u i2 + I u 12Y3 I u - 2, I2 
< const / 7 /-D+5/3 (I~lY+l~l~)p-ll~-~lY~ 
so that as in Lemma 1.3, 
j Lu(t) - Lv(t)12 < const j t )-p+s/3(l u j y+ ) 2, / y)p-l )u - 21 j y. 
Next, for q slightly larger than one, 
/ B[F(u(T))]I, < const j u lz2’g /24 j;1+2’” I Vu I2 
< const 1 7 I-P+2’a I u 1% 
and there is an analogous estimate for ( B[F(u(T)) - F(v(T))] Ip . So by 
Lemma 1.3, we have 
= 0 [jt (t - 5)2--3/y 1 i- (- o+2’gdT (/u(y+/w/y)~-‘(u-vjy 
-co 
] 
= O[l t 13-o--l’Q]( 1 II/ y + ( v 1 y)-l 1 u - v 1 y . 
Since p > 3, q may be chosen so that 
s=-4ipfl/q>O. 
Then 
~Lu-~~vi~~const~T~-*(~u/~+/v~~)“-’/u--~~. 
As before there exists a solution u E Y of u = up + Lu such that 
/ u Iy < p. Hence q u = F(U) and the estimates follow immediately. 
For the cubic case p = 3, we argue slightly differently: 
IF(u) -W4l,i, 6 const(l u I6 + I 0 Id2 I 24 - 0 I2 ; 
I h(t) - Lu(t)l, ,( const I t I -1’3(/ 24 IX + I v IX)’ :;; I 4~) - v(~)l~. 
Hence the solution of Theorem 4.1 satisfies 
I u(t)12 = O(1) and j u(t) - u-(t)/, = O(j t l-1’“). 
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The uniform estimate now follows because 
1 BF(u(7))(, < const j Vu j2 1 u /;6’2+3’q / u /~‘2-3’g = O(l 7 /--p+2’u). 
Remark. Due to the unboundedness of B-l, we do not know 
whether u E Y in the cubic case. The simple proof that u E X rests on 
Sobolev’s inequality. For powers larger than three, we can estimate 
the L” and L2 norms instead, and Sobolev’s inequality plays a minor 
role. 
Our primary goal is to prove enough “regularity” for the solution u
that Theorem 3.6 and Corollary 3.10 are applicable. Here is a 
smoothness theorem. 
THEOREM 4.3. Assume the conditions of Theorem 4.2 (that is, 
p > 3, u- E Y, and T given there). 
(a) u(x, t) is uniformly continuous in {t < T, x E R3) zf u- is. 
(b) u(x, t) is a continuous function of t with values in Hjfl and 
u’(x, t) is continuous with values in Hj, provided u- enjoys the same 
properties, and j = 0 or 1. If j = 2 the same is valid if, in addition, 
I Bu-(t)l, = O(/ t /--2’3) as t ---t - co. If j = 3 the same is valid if, in 
addition, F is a C3 function. 
(c) Ifj = 3 and these conditions hold, then u(x, t) is a C2function 
and all the derivatives of order ~2 of u(x, t) - u-(x, t) tend to zero 
uniformly as t + - Go. 
Proof. The integral operator L may be given in concrete form as 
h(t) = - jt K(t - T) * BF(u(T)) dT, 
-u3 
where * denotes convolution in x E R3 and K denotes the kernel of 
Lemma 1.4. Define K,,(x, t) = K(x, t) for 0 < t < 1 and zero other- 
wise; define K1(x, t) = K(x, t) for t > 1 and zero otherwise; define 
H(x, t) = BF(u(x, t)) for t < T and zero otherwise. Then the 
integral equation may be written as 
u-u-=K,#H+K,#H 
where # denotes convolution in all variables R4. Now let 1 < q < 413. 
From the proof of the preceding theorem, 
1 H(t)/, < const 1 t I-‘+“~ 
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so that H gL*(R4). On the other hand, by Lemma 1.4, 
/ K(t)l,, = const 1 t j-1+3’p’ 
so that Kr ELM’ where q’ = q(q - 1)-r > 4. Therefore K, # H 
is uniformly continuous. Since K,, is integrable in t with values in Lq’ 
and H is bounded with values in La, K, # H is also uniformly con- 
tinuous. This proves (a). 
In order to prove (b), it suffices to show that / B~F(u(t))12 is an 
integrable function of t in a neighborhood of - 00. If j = 1, 
j BF(u(t))12 < const / u(t)/: / Vu(t)12 = O(f”). 
If j = 2, PF(u) = --F”(u) 1Vu I2 -F’(u) Au, so that 
1 B2F(u)12 < const 1u Irn IVu 1:” j Vu 1:‘” + I u lb I Au 12. 
But by the case j = 1 already proved, / Au j2 = O(1) and 
Therefore / B2F(u(t))i2 = O(te2). If j = 3, 
1 B3F(u)I < const{l F”‘(u)/ 1 Vu I3 + I F”(u)1 )Vu 1 I du I + I F’(u) VAU I 
in absolute value, and so 
I B3F(u)/, < const{l Bu I”, + / u Im 1 B’u I8 I Bu 1:” ) Bu 1:” + I u 1: I B3u 12}. 
This is also O(tP) by the preceding case. This proves (b). The 
solution ow is a Cj function with values in H4-i for j = 0, 1, 2. 
Since H2 consists ofbounded continuous functions, u is a C2 function 
in space-time. 
In general, we denote by u,(x, t) the solution of [7u, = 0 with the 
same Cauchy data as u(x, t) at t = s. The next lemma lists ome 
properties of+(x, t) where T is given in Theorems 4.1 and 4.2. 
LEMMA 4.4. (a) U&X, t) is uniformly continuous in every strip 
{tl < t -c t, , x E R3} 2. u-(x, t) is. 
(b) For any E > 0 there is a constant c depending continuously on 
( u- IY such that 
I UT(t) - x-(t)iz i- (1 + I t IF I UT(t) - u-(t)Lo ,(c I zf- 1% 
for all real t. 
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Proof. From the integral equation 
q(t) = u-(t) + j’ K(t - T) BF(U(T)) dT, 
--m 
the uniform continuity of ur follows in a manner analogous to the 
proof of Theorem 4.3(a). Next, 
1 z+(t) - u-(t)12 d 2 11, I F(u(T))I~,~ dT < cona I u 1% < const I u- 1% 
and 
/ UT(t) - u-(t)l, < const 
u 
T  
--m 1 t - 7 12-“* ; 7 I-o+2’a d’) 1 u 1% 
< const(1 + / t I)“-“‘” /u- 1% 
because / u ly < 2 1 U- 1 r . In case p = 3, the latter is not true and 
/ u lr should be replaced by I u lx + supliT j u(r)lz, which is in turn 
less than2/u-1,. 
In order to apply Theorem 3.6, we must know, in particular, that 
ru(x, t) has finite nergy at some time, where Y = / x I. Except in the 
cubic case, this can be done as follows. 
DEFINITION. The space 2 consists of the functions which in 
addition to belonging to Y, enjoy the properties that IU(X, t) is strongly 
continuous in t with values in L6, that YU’(X, t) and V(ru(x, t)) are 
strongly continuous with values in L2 and that 
I u Iz = I u I Y + “t:q I~-‘~u(ql, + It-1’3yU(t)l, 
is finite. By Lemma 1.2, any free solution with Cauchy data 9 belongs 
to 2. 
THEOREM 4.5. T may be chosen so that the solution u(x, t) of 
Theorem 4.2 belongs to 2, provided that u- E 2 and p > 3. 
LEMMA 4.6. There exists a constant c > 0 independent of t and f 
such that 
I BrWsin Btlf I2 < 41 B-lf I2 + I tf I2 + I yf I2 
for all real t and any function f (x) f OY which the right-hand side is Jinite. 
The notation Y means the operation of multiplication by Y = 1 x I. Also 
I mswf I2 G I tfl2 + I yfl2 * 
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Proof. We use the notation 
where .$ E R3 is the variable dual to x. By Fourier transformation, 
! T[COS BWI, = I V&OS I e lPfW112 * 
Carrying out the indicated derivatives, we find the upper bound 
I ?I73 + IVJL f rom which follows the second conclusion of the 
lemma. 
Now letting = [B-l sin Bt] f, we have 
I Brg 12 = I VPgll, G I r?r 12 + I g 12. 
Next, I g I2 < I B-Y I2 and 
Carrying out the derivatives, we find the upper bound 
const 
s {I WI2 + I tfl” + I 5 IF’ If?> d5, 
which gives the desired estimate. 
Proof of Theorem 4.5. The operator L has already been defined. 
ForuEZwithnorm <CL = 2 1~ I=, 
< I ’ {I BrB-‘[sin(t - T)B]F(u(T))/~ + I r[cos(t - T)B]F(u(T))/~}~” dT. -m 
By Lemma 4.6, 
1 rLu(t)la < const ) rLu(t)l, 
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The first wo term in this integrand, already estimated in the proof of 
Theorem 4.2, are majorized by 
const{l 7 15’3--r, + (t - T) I 7 I’-? I u 1% * 
(It is in this and the following bound that the cubic case fails.) On the 
other hand, 
/ rF(u)/, < const 1 yu3 IzI u 1:’ < const 1 ru la / u 1: 1 u iz3 
Thus 
<. const 1 7 11’3-4’3+3-’ 1 ~-l’~ru I6 / u I”;‘. 
( rLu(t)ls < const I rLu(t)l, < const j t j3-’ Iu 1%) 
whence 1 Lu I z < const/ T 13--p ( u lz . Analogously, 
1 Lu - Lv lz < const I T 13-“(\ u Iz + 1 v Iz)o-l 1u - v lz 
for any u, v E 2 of norm <<CL. As before, the contraction principle 
concludes the proof. 
We approximate the Cauchy data of u(x, t) at t = T by smooth 
functions. 
LEMMA 4.7. Let p > 3 and let u-(x, t) be a solution of the linear 
wave equation which belongs to 2. Assume in addition either (i) or (ii): 
(i) Vu- has jinite nergy norm; 
(ii) There exists a sequence of solutions of the linear wave equation 
with Cauchy data in 9 which converges to u- in Z strongly and which 
is uniformly bounded in each strip t, < t < t, of R4. 
Then u(T) = f and u’(T) = g satisfy the conditions of Theorem 2.6. 
Proof. In case (i) is assumed, part (b) of Theorem 4.3 with j = 1 
implies, in particular, that u(T) E H2 and u’(T) E H1. By Theorem 4.5, 
V(ru( T)) and ru’( T) belong to L2. Remark 2.7 applies to this situation 
and terminates the proof of (i). 
In case (ii), approximating sequences for f and g are constructed 
explicitly. Denote by uwk the approximating solution assumed in (ii). 
Denote by uk the solution of the non-linear equation q u” = F(uk) with 
thesamedataasuekatt = -k(k = 1,2,...).Weclaimthatuk(T)=fk 
and (uk)‘( T) = gk app roximate f and g in the required sense. 
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Consider the operators L, defined by 
&v(t) = f [B-l sin B(t - T)] F(v(7)) dT. 
.v 
We previously denoted L-, by L. These operators satisfy almost the 
same estimate as L. In fact, the estimates in the proofs of Theorems 4.2 
and 4.5 carry through if the integrals J’ are replaced by J’ . The 
only non-trivial alteration ecessary in thSese estimates occu;? in the 
case of the uniform bound, where the integral 
i 
T 
--m I t -T 12-3’Q jT I-“+“*dr 
appears with t < T < 0 and Q slightly arger than one. This integral is 
0( 1 t 12---3/g) as t -+ - co. Therefore the following assertion isvalid. 
For E > 0, let 2, be defined exactly as 2 was, except that I tu(t)lco is
replaced by I tl-“u(t)/, . Then there exist positive constants c and 6 
independent of s, w and w such that 
I L,v - -Lw lz, < c I T I-“(1 v lz, + I w IzJ~-~ I v- w lz, 
for all z, and w in 2, and s < T. This Lipschitzian property implies 
that, for an appropriate choice of T, and for k > - T, uk is the unique 
solution in 2, of the equation 
(*) Uk = 24-k + L-,(u”). 
Also 
P = sy 128 /z, < co. 
Since u-k has data in 9, uk is a C2 function in R3 x (- CO, T], as in 
Theorem 4.3(c). The domain of dependence property of L-k implies 
that f k and gk vanish outside a compact set. Therefore f k and gk 
belong to 9. 
Subtracting the equation u = U_ + Lu from (*) we can write 
(**) Uk - u = (24-k  UJ + (L-,u” - LUk) + (Lu” - Lu). 
Each of these terms will be shown to tend to zero appropriately. It is 
convenient o introduce the norm 
I * lw = y$l/ v(% + I v(t)12 + I t-W4l, + I ~-“34)l,I. 
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The proof of Theorem 4.5 shows that there exists 8 < 1 such that 
if 1 ZI lz + I w Iz < EL, This takes care of the last term in (M). Again 
referriGg to the istimates of Theorem 4.5, 
I L-,u” - Lu’; lw 
< const 1 uk I>, sup 
s 
-k 
(I 7 /2--O+c  1 t 1-l 1 t - T I I T I1--P+f) dT 
t<T --(I) 
= O(k3-O+c) as K 3 co 
for any E between 0 and p - 3. Thus the second term in (w) also 
tends to zero in W, so that 
It remains to show that the solutions 
v”(t) = cos(t - T)fk + [BP sin(t - T)B]gk 
are uniformly bounded on each strip t, < t < t, in R4. An equivalent 
way to define vk is by the equation 
uk = vk + LTU’. 
The difference between this equation and (*) is 
.$ = Ubk + L-,t‘” _ LTUk. 
Since uPk is uniformly bounded on strips by assumption, it suffices 
to consider 
L-kUk(t) - LTUk(t) = jf, K(f - T) * B&+kk(~)) dr, 
which is a solution of the linear wave equation in R4. At every point, 
it is majorized by 
I T 
T I K(t - 4, I Wu”(r))l, d7 < const I ulc IPZ, I t - T jr---l / i-lr--l dr
--m s --co 
for small E > 0. This is a bounded function of t and iz. The proof is 
complete. 
sSo/2/4-6 
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We are finally in a position to form the scattering operator. 
THEOREM 4.8. Let u-(x, t) satisfy the equation q u- = 0 with 
Cauchy data in Cc. Let p 3 3. 
(a) For any real h, there is a C2 solution u(x, t) of the equation 
q u = AI u jp-% asymptotic to u-(x, t) as t -+ - 00 in the energy 
andL2 norms. 
(b) Assume either that 3 < p < 5 and h > 0 or that h or u- are 
sufJiciently small. Then there is a solution u+(x, t) of mu+ = 0 asymptotic 
to u(x, t) in the same senses as t -+ +oo. 
This theorem is a special case of the next one. 
THEOREM 4.9. Let F be a C3 function such that F(0) = F’(0) = 0 
and / F”(u)1 = O(/ u IP-~) as u --+ 0 where p > 3. Let u-(x, t) be a 
solution of the linear wave equation which is unzformly continuous on 
strips t, < t < t, , has$nite energy norm, and 
I u-(t)12 + (1 + I t I) I u-(t)L < cow --co<t<co. 
(a) There exists a solution of q u = F(u) which is asymptotic to u- 
in the L2, energy and uniform norms as t --t - co. 
(b) Assume the smallness condition 
c- sup 1 s-W(s)/ < k- 
Irl<c- 
where k- is a certain absolute constant and 
c- = suPilu-(t)l, + I u-(t)12 + (1 + I t I) I ~-(tM 
over - co < t < co. Then there exists a unique solution u+ of the linear 
wave equation asymptotic to u in the same norms as t + + co. Also u, 
is uniquely determined from u- and 1 u+ Je = 1 u- le . 
(c) The same conclusion holds if instead of the smallness condition 
we assume p > 3 and 
1 F’(u)\ < const G(~)l/~(l + I u ie), 
0 < 4G(u) < d(u) 
for all u, where G’ = F, 0 < 01 < 1; and if in addition, we assume that 
that u- E 2 satisfies the condition of Lemma 4.7 (i) or (ii). 
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(d) In each case (b) and (c), the solution u(x, t) is a C2 function 
in R4 provided that u-(t) E H4, u:(t) EH8 and 1 Bu-(t)l, = O(l t I-‘) 
ast-+ --Go. 
Proof. Part (a) is a restatement of Theorem 4.2, which says that 
u(x, t) exists for t < T at least. In particular, u(T), Vu(T) and u’(T) 
belong to L2. By Lemma 4.4(a), ur(x, t) is uniformly continuous on 
any strip. By Lemma 4.4(b), 
SUP{1 W)l2 + (1 + I t IY’ I%wo~ -=c a, 
the supremum taken over all real t. Actually, Lemma 4.4(b) gives a 
more precise statement of this uniform bound: 
sup(1 + I t iy-’ Iu+)lm < sup(l + I t I) I U-(&z + c I u- 1%’ 
This right-hand side -+O as c- -+ 0. Therefore, writing f = u(T) and 
g E u’(T), the constant cs of Theorem 3.9 (or 3.11) tends to zero as c- 
tends to zero. In other words, the smallness condition on c0 in those 
theorems is implied by the smallness condition in part (b) of this 
theorem, if k- is chosen appropriately. So, by Theorems 3.10 and 
3.11, the solution z1(x, t) exists globally and part (b) follows. Under 
the conditions of part (c), Theorem 4.5 implies that rVu(T) and 
TU’( T) belong to L2, while Lemma 4.7 implies that f and g satisfy the 
approximability conditions of Theorem 2.6, so that Theorem 3.6 may 
be applied. Finally, under the conditions of part (d), Theorem 4.3(c) 
says thatf E H4 and g E H3. By Theorem 1.9, and the remark following 
it, u(x, t) is a C2 function everywhere. 
If the operators u -+ u* are denoted by W, , then the preceding 
theorem is a statement about S = W+W-‘. The next theorem is 
concerned with the other scattering operator W;l K . We state it only 
for the cubic case, which was omitted from Theorem 4.9(c) due to 
our ignorance of whether ru(x, t) has finite nergy at time t = T. 
THEOREM 4.10. Let u(x, t) be a solution fq u = us with Cauchy 
data belonging to9. Then there xists a unique solution fthe linear wave 
equation which is asymptotic tou as t -+ - co and is asymptotic tosome 
other solution v of mv = v3 as t -+ +a. 
The word asymptotic is taken in the sense of the L2 norms of u, 
Vu and u‘. As usual, more general conditions on the Cauchy data 
would be enough. By Theorem 3.6, u(x, t) exists globally and there 
exists a unique solution u-(x, t) of [7x = 0 asymptotic to u at -co. 
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A glance at Theorem 3.2 reveals that 
over all t. Hence ) u-(t)l, = O(j t /-2/3+r) as t + &co. Now apply 
Theorem 4.1 with two modifications: reverse time and replace 1 t j213 
by j t j2/3--s. Thus u- = V+ for some z, with q u = 03. 
The norm defined as 
) U(t)lL = {I B1’“u(t)l”, + 1 B-1’2u’(t)(;}1’2 
is independent of t if u is a solution of q u = 0. In addition it is 
Lorentz invariant on such solutions: 
for any Lorentz transformation 9, where (u o P’)(x, t) = u(~(x, t)) 
[141- 
Remark 4.11. Under the conditions of Theorem 4.9, say, 
I u(t) - Klc(t)lL - 0 as t--+&m 
provided that the inequality 
I + I2 < const I B1124 b2 
is valid for all test functions +. 
This inequality would be the special case of Lemma 1.1 with half 
a derivative, except that, in that lemma, u must be an integer. It seems 
likely that the case u = l/2 could be proved by an interpolation 
argument. Assuming its validity, we could argue as follows. 
I u(t) - u+(t)lL -S 2 J‘:, I B-‘F(u(T))I~  dr / < const It I ~04(7)h, I dT I. fm 
The integrand is integrable on the whole line because I F(u(T)))~ and 
/ F(u(T))[~,~ are. This would imply the asymptotic statement. 
The other kind of asymptotic ondition mentioned in the intro- 
duction may be described as follows. Let U(t) denote the propagator 
for the non-linear equation. That is, if v is the Cauchy data at time 
zero, then U(t)w denotes the Cauchy data of a solution at time t. 
The propagator for the linear wave equation is denoted by U,,(t), 
which is a group of (linear) orthogonal operators in energy norm. 
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See [7] or [RI). W e ask whether the limits (as t --f 5 00) 
lim Uo(-t) U(t)v = J&v, 
lim U(-t) Uo(t)v = Q&V 
exist strongly in energy norm. The first limit is equivalent to 
lim( U(t)v -- Uo(t) J&v) = 0, 
which is the condition we have discussed throughout this article. 
The second limit, however, has a different meaning unless U(t) were 
to satisfy a Lipschitz condition uniformly in t. We now sketch the 
proof of the following theorem, which was stated in [16] in a slightly 
more general form. It should be compared with Theorem 4.1. 
THEOREM 4.12. Let u-(x, t) be a solution of Ou- = 0 with the 
Cauchy data in 9. Let q(x) be a non-negative continuous function such 
that 
Let U(t) be the propagator for the equation au = q(x)u3, x C R3. Then 
U( - t) u-(t) converges in energy norm as t --+ - co. 
The proof is based on Huygens’ principle and Sobolev’s inequality. 
A Hilbert space P is formed by the set of pairs [f, g], where f E L6, 
Of EL2 and g eL2, and the norm is the energy norm {I Of 1; + 1 g 1i}1’2. 
By abuse of notation, we denote the pair of functions [u(t), u’(t)] by 
u(t). 3’ is the space on which the operators are defined. The operators 
U(t) form a bounded (non-linear) group of operators on z?. The 
bounded operator V is defined as V[f, g] = [0, -qf3]. We shall 
denote by 1 1 the norm of an element of 2 and by )I 11 the norm of a 
bounded linear operator on s. 
We use the easily proved identity 
$ W-t) u-(t)] = -- U( -t),-(,) Vu-(t), 
where U(t),w denotes the Frechet derivative of U(t) at y in the 
direction of w. Since 1 Vu-(t)1 is an integrable function of t, it is 
sufficient to prove that 
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Now the basic integral equation which we have repeatedly used, can 
be written 
u(t)w = Uo(t)w + j" Uo(t - T) VU(T)W dT. 
0 
When differentiated, this becomes 
U(T),W dr. 
Taking norms in S? and negative t, 
I u(-th~ I G I w I -=P j,” II h(,)y 11dT. 
For present purposes, we take y = u-(t). If u-(O) vanishes when 
1 x [ < c and if 0 < r < --t, then by Huygens’ principle, U(--7) u-(t) 
vanishes for 1 x 1 < -t - T - c. Therefore 
!I ~U(-&L(t) II d [SUP !+)I Q)12> 
where the supremum is taken over the complement ) x / > -t - T - c. 
The necessary boundedness now follows from the integral condition 
on q. 
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