Let a three-dimensional isotropic elastic body be described by the Lamé system with the body force of the form F (x, t) = ϕ(t)f (x), where ϕ is known. We consider the problem of determining the unknown spatial term f (x) of the body force when the surface stress history is given as the overdetermination. This inverse problem is ill-posed. Using the interpolation method and truncated Fourier series, we construct a regularized solution from approximate data and provide explicit error estimates.
Introduction
Let Ω = (0, 1) × (0, 1) × (0, 1) represent a three-dimensional isotropic elastic body and let T > 0 be the length of the observation time. For each x := (x 1 , x 2 , x 3 ) ∈ Ω, we denote by u(x, t) = (u 1 (x, t), u 2 (x, t), u 3 (x, t)) the displacement, where u j is the displacement in the x j -direction.
As known, u satisfies the Lamé system (see, e.g., [4, 5] )
where F (x, t) = (F 1 (x, t), F 2 (x, t), F 3 (x, t)) is the body force and div(u) = ∇ · u = ∂u 1 /∂x 1 + ∂u 2 /∂x 2 + ∂u 3 /∂x 3 . The Lamé constants λ and µ satisfy µ > 0 and λ + 2µ > 0. The system (1) is associated with the initial condition    (u 1 (x, 0), u 2 (x, 0), u 3 (x, 0)) = (g 1 (x), g 2 (x), g 3 (x)), x ∈ Ω, ∂u 1 ∂t (x, 0), ∂u 2 ∂t (x, 0), ∂u 3 ∂t (x, 0) = (h 1 (x), h 2 (x), h 3 (x)), x ∈ Ω,
and the Dirichlet boundary condition (u 1 (x, t), u 2 (x, t), u 3 (x, t)) = (0, 0, 0), x ∈ ∂Ω, t ∈ (0, T ),
namely the boundary of the elastic body is clamped.
The direct problem is to determine u from u(0, x), u t (0, x) and F . We are, however, interested in the inverse problem of determining both of (u, F ). Of course, to ensure the uniqueness of the solution we shall require some additional information (the overdetermination). Similarly to [2, 6] , we shall assume that the surface stress is given on the boundary of the body, i.e.,    σ 1 τ 12 τ 13 τ 21 σ 2 τ 23 τ 31 τ 32 σ 3
where n = (n 1 , n 2 , n 3 ) is the outward unit normal vector of ∂Ω and the stresses σ and τ are defined by τ jk = µ ∂u j ∂x k + ∂u k ∂x j , σ j = λ div(u) + 2µ ∂u j ∂x j , j, k ∈ {1, 2, 3}.
In 2005, Grasselli, Ikehata and Yamamoto [2] showed that the body force of the form F (x, t) = ϕ(t)f (x) is uniquely determined from (1) (2) (3) (4) provided that ϕ ∈ C 1 ([0, T ]) is given such that ϕ(0) = 0 and the time of observation T > 0 is large enough. In spite of the uniqueness, the problem of determining the spatial term f is still ill-posed, i.e. a small error of data may cause a large error of solutions. Therefore, it is important in practice to find a regularization process, namely to construct an approximate solution using approximate data.
Recently, the regularization problem was solved partially in [6] , where a regularized solution for the time-independent term f is produced using further information on the final condition u(x, T ). The final condition plays an essential role in [6] since it enables the authors to find an explicit formula for the Fourier transform of f , and then use this information to recover f .
It was left as an open problem in [6] (see their Conclusion) to find a regularization process without using this technical condition. The aim of the present paper is to solve this problem completely, i.e. to find a regularization process of f using only the data in (1) (2) (3) (4) . We follow the interpolation method introduced in [7] where the authors constructed a regularized solution for the heat source of a heat equation. More precisely, lacking the final condition, we are only able to find an approximation for the Fourier transform f (ξ) with |ξ| large. The idea is that because f (ξ) is an analytic function (since f has compact support), we can use some interpolation process to recover f (ξ) with |ξ| small. The paper is organized as follows. In Section 2, we shall set some notations and state our main results. Then we prove the uniqueness in Section 3 and the regularization in Section 4. Finally, in Section 5 we test our regularization process on an explicit numerical example.
Main results
Recall that our aim is to recover the spatial term
of the body force F (x, t) = ϕ(t)f (x) from the system (1-4). The Lamé constants always satisfy µ > 0 and λ + 2µ > 0, and the data I = (ϕ, X, g, h) is allowed to be non-smooth,
Note that E * 1j and E * 2j in Lemma 1 depend on u(x, T ) instead of the data I = (ϕ, X, g, h). Therefore, in general these terms are unknown. However, our observation is that with |α| large, E * 1j and E * 2j are relatively small in comparison with E 1j and E 2j , and can be relaxed when computing the integrals Ω f j Gdx which are the Fourier coefficients of f j 's. So we introduce some convenient notations.
Definition 1 (Information from data). For I = (ϕ, X, g, h) and α ∈ C 3 such that α · α < 0, denote (using notations of Lemma 1) .
Note that any function w ∈ L 2 (Ω) admits the representation
where κ(m, n, p) := (1 + 1 {m =0} )(1 + 1 {n =0} )(1 + 1 {p =0} ).
As we explained above, we hope to approximate F (f j )(α) by H j (I)(α) with |α| large. To do this, we need some lower bounds on |D 1 (I)(α)| and |D 2 (I)(α)|. We shall require the following assumptions on ϕ and T .
(W1) There exist Λ(ϕ) ∈ (0, T ) and C(ϕ) > 0 such that either ϕ(t) ≥ C(ϕ) for a.e t ∈ (0, Λ(ϕ)) or ϕ(t) ≤ −C(ϕ) for a.e t ∈ (0, Λ(ϕ)). 
The main point in our regularization is to recover F (f )(α) with |α| small from approximate values of F (f )(α) with |α| large. As in [7] we shall use the Lagrange interpolation polynomial.
Definition 3 (Lagrange interpolation polynomial). Let
A = {x 1 , x 2 , ..., x n } be a
set of n mutually distinct complex numbers and let w be a complex function. Then the Lagrange interpolation polynomial
L [A; w] is L [A; w] (z) = n j=1 k =j z − x k x j − x k w (x j ). Theorem 2 (Regularization). Assume that (u 0 , f 0 ) is
the exact solution to the system (1-4) with the exact data
, where the conditions (W1) and (W2') are satisfied.
where
Then we have, for all j ∈ {1, 2, 3},
and there exist constants ε 0 > 0 and C 0 > 0 depending only on the exact data such that for all ε ∈ (0, ε 0 ),
Remark 2. In our construction, the convergence in
Uniqueness
In this section we shall prove Theorem 1. We start with the proof of Lemma 1 by using the argument in [6] .
Proof of Lemma 1.
(Ω)) of the k-th equation of the system (1) with G j k (k = 1, 2, 3), then using the integral by part and the boundary conditions (3) and (4), we have
Multiplying (A k ) with α j α k , and then getting the sum of k = 1, 2, 3, we have
Choosing k = j in (A k ), then multiplying the result by |α| 2 0 , and adding to (6), we obtain d
We can consider (6) and (7) as the differential equations of the form
where η > 0 is independent of t. Getting the inner product (in L 2 (0, T )) of (8) with
, we have
Applying (9) to (6) and (7) with η = √ λ + 2µ |α| 0 and η = √ µ |α| 0 respectively, we get
It follows from the latter equations that
This is the derised result.
The following lemma gives a lower bound for |D j (I) (α)| (defined in Lemma 1) when ϕ satisfies the condition (W1).
Proof. Denote k 1 = √ λ + 2µ and k 2 = √ µ. By the triangle inequality, one finds that
We have, with |α| 0 large,
On the other hand, the condition (W1) implies that
with |α| 0 large. The desired result follows immediately from the above inequalities.
The proof of the uniqueness below follows the argument in [7] . We shall need a useful result of entire functions (see e.g. [3] , Section 6.1).
Lemma 3 (Beurling). Let φ be a non-constant entire function satisfying the condition: there exists a constant
Proof of Theorem 1. Suppose that (u 1 , f 1 ) and (u 2 , f 2 ) are two solutions to the system (1-4) with the same the data I = (ϕ, X, g, h). Then (u, f ) :
is a solution to (1-4) with data (ϕ, 0, 0, 0). We shall show that (u, f ) = 0.
Assume that f = 0, namely f j = 0 for some j ∈ {1, 2, 3}. For any n, p ∈ N ∪ {0}, let us consider the entire function
and {sin (mπx 1 ) cos (nπx 2 ) cos (pπx 3 )} m∈N,n,p∈N∪{0} is an orthogonal basis on L 2 (Ω), there exist some (n 0 , p 0 ) such that ψ n 0 ,p 0 is non-constant.
On the other hand, recall from Lemma 1 that
where α r = (ir, n 0 π, p 0 π). Fix ε > 0 such that min{T √ λ + 2µ, T √ µ} > 2 + ε. Then it is straightforward to see, from the explicit formulas in Lemma 1 and the lower bound in Lemma 2, that |E * ej (α r )| ≤ C 1 e −(1+ε)r , |D e (I)(α r )| ≥ C 2 r, e = 1, 2, with r > 0 large, where C 1 > 0 and C 2 > 0 are independent of r. Therefore, it follows from (10) that
for r > 0 large. This yields lim sup
which is a contradiction to Lemma 3. Thus f ≡ 0. Now following the proof of Lemma 1 up to the equations (6) and (7) (α 2 := α needs not be negative at that time) we obtain
for all α ∈ C 3 . Note that y ≡ 0 is the unique solution to the differential equation
where η ≥ 0 independent of t. Applying this to (11) and (12) with α ∈ R 3 we get
Adding the latter equations we obtain
To get the same equation to (13) with α = 0, we can simply use identity (A k ) with α = 0 to get d
Putting (13) and (14) together, we arrive at
This implies that u ≡ 0 because {cos(mπx 1 ) cos(mπx 2 ) cos(nπx 3 )} m,n,p≥0 forms an orthogonal basis of L 2 (Ω).
Regularization
Lemma 1 and Lemma 2 allow us compute F (f )(α) approximately with |α| large. To recover F (f )(α) with |α| small, we shall need the following interpolation inequality. This is an adaption of Lemma 4 in [7] . The only difference is that we are working on a 3-dim problem, and hence we require more interpolation points.
Lemma 4 (Interpolation inequality)
. Let B r = {±z j |z j = 5r + j, j = 1, 2, . . . , 24r} for some integer r ≥ 50. Let ω : C → C be an entire function such that |ω (z)| ≤ A e |z| for some constant A. Then for any function g : B r → C one has
Proof. Fix z ∈ C with |z| ≤ πr. We have the following residue formula at 49 simple poles {z} ∪ B r , ξ={x∈C:|x|=50r}
This gives the simple bound
Now we bound the right hand side of (15). For x ∈ C, |x| = 50r, we have |ω (x)| ≤ A e 50r , |x − z| ≥ (50 − π) r and
We shall show that
Note that the function
is increasing and concave in 0, (29r) 2 . Using Jensen's inequality we get 
Thus (17) holds. Replacing (16) and (17) into (15) we obtain
Next, we observe that
where σ = sup
Now we bound the the right hand side of (19). We have
Since J (1) ≤ e 30 and, by direct expansion,
we conclude that J (r) ≤ e 30r for all r ≥ 1. Thus (19) reduces to
The desired result follows from (18), (20) and the triangle inequality.
The last of our preparation to prove the regularization result is the following useful lemma on the truncated Fourier series. The proof is elementary and we refer to Lemma 5 in [8] for details (in [8] the authors dealt with the 2-dimensional case, but the proof for 3-dimensional case is essentially the same).
Lemma 5. For each w ∈ L 2 (Ω) and r > 0, we define
We are now ready to prove the main result.
Proof of Theorem 2. We shall first estimate the error f ε j − Γ rε f 0 j , where Γ r is defined in Lemma 5. Then we compare Γ rε f 0 j and f j 0 by employing Lemma 5. The conclusion follows from the triangle inequality. In the following, C, C 1 , C 2 always stand for constants depending only on the exact data, and saying that ε > 0 small enough means that ε ∈ (0, ε 0 ) for some constant ε 0 > 0 depending only on the exact data.
Step 1: Bound on F ε j (m, n, p) − F f 0 j (mπ, nπ, pπ) for m, n, p ∈ [0, r ε ]. Applying Lemma 4 to g (z) = H ε j (z, nπ, pπ) and
we find that for m, n, p ∈ [0, r ε ] and ε > 0 small enough
The error |ω (z) − g (z)| can be bound by direct computation. Indeed, for z ∈ B rε , we have
It is straightforward to see from the explicit formulas of
On the other hand, Lemma 2 ensures that C 2 r ε ≤ |D j (I 0 ) (−iz, nπ, pπ)| ≤ C 1 r 2 ε and
for all z ∈ B rε and ε > 0 small enough. Therefore, from (21) and (22) we get
Moreover, the condition (W2') gives
Thus we obtain
for all ε > 0 small enough.
Step 2: Conclusion. (i) Using the Parseval equality and the estimate (23) one gets
Since
→ 0 by (24) and Γ rε f
→ 0 by Lemma 5, we obtain ||f 
Thus f ε Now, we consider the disturbed data, for n ∈ N, j ∈ {1, 2, 3}, We can see that the error of the data is small
(in fact, they even converge in the uniform norm). However, the error of the solution is large since
as n → ∞. Thus the problem is ill-posed and a regularization is necessary. Now, we apply our regularization procedure for ε = 0.01 and the disturbed data with n = 10. The resulting regularized solution is 
