The performance of a non-coherent Binary Frequency Shift Keying (BFSK) receiver using first, second, and third order selection combining methods over a frequency non-selective and slowly Nakagami-ni fading channel is investigated. Analytical and numerical results for first order selection combining are compared to second and third order selection combining. Probability of error plots are provided for a range of the Nakagami-m variable.
Introduction
Channel diversity is a technique that uses L fading replicas of the transmitted signal which are received over L statistically independent channels. The reccived information from the diversity branches can be combinctl to decrease the bit error rate. There are several methods of diversity combining. We will investigate first, second, and third order (SC, SC-2, and SC-3) selection combining. Order 1 (SC-1 or SC) uses the signal branches with largest amplitudes. Order 2 (SC-2) combines the two dominant signal branches. Order 3 (SC-3) combines the three dominant signal branches. The communication channel is assumed to be a frequentiy non-selective, slowly fading Nakagamiin channel, with additive white Gaussian noise.
The signal amplitude at the receiver is assumed to be a Nakagami-m random variable. Its probability density function (pdf) is given by [I] 0 , else
where r(m.) is the gamma function, and f l = E { ( C y 2 } .
(3) The Nakagami-m distribution is a generalized formula that can model different fading environments using different values of its parameters. If m, = 1/2 it models a one-sided Gaussian fading channel, if m. = 1 the channel has Rayleigh fading characteristics, while for large m, the channel becomes non-fading [l] .
A block diagram of L parallel diversity branches feeding the BFSK receivers is shown in Fig. 1 . BFSK is used, which allows non-coherent detection.
Selection Combining
Selection combining (SC) is a diversity combining technique wherc the signal with the largest amplitudc, or largest signal-to-noise ratio, in L diversity branches is selected. Thus, the decision variable for the selection combining technique is defined as
where the signal-to-noise ratios per diversity chan-
distributed random variables with identical mean Tc.
The pdf of yk is derived from (1) as [l] where yB = LTc = average SNR per bit. The probability of error is given by
where the bit error rate of BFSK for a fading chaiinel, conditioned on the signal-to-noise ratio y, is given by U.S. Government work not protected by U.S. copyright
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The pdf of 7 is given by
where Equation (6) can be reduced to 
where the signal-to-noise ratios per diversity channel "/k (k = 1,2, a , L ) are independent, identically distributed random variables with the pdf given in ( 5 ) .
The output 7 is given by
The probability of error is given by (6), where [2]
The pdf for 7, after some manipulations, is obtained as Using (13) and (14) in (6) 
where 7k (IC = 1,2, . . , L ) are independent, identically distributed random variables with the probability density function in (5). The output 7 is given by
The probability of error is given by (6) where
The pdf for 7 is given by where g(., .) is defined in (9).
Results
The error rate is evaluated using the derived equa- 
Conclusion
The SC techniques are in general simple techniques because they can give satisfactory performance without an L dependency. This is something we desire in order to construc:t simpler receivers. On the other hand, these techniques are not optimal techniques since thcy do not iisc all the available diversity branches at the saxne time. But, if the diversity order L varies as a fiinction of location or time, it is desirable that the reccivcr have an L independency.
It is shown that system with a higher diversity order L pcrfornis better than a system with a smaller L. As far as the comparison between the three techniques is concerned, we conclude that as the order increases the selection combining techniques perform better. Finally, regarding the Nakagami fading channel, it is shown that its the factor m, increases the system pcrforms better. 
