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Abstract
This paper proposes methods for reducing the maximum degree of vertices in graphs that
maintain optimal broadcast time when a vertex can call a vertex at distance at most k during
any time unit. The basic idea behind the proposed construction method is to eliminate edges
from binary n-cubes. We show that, by this approach, the maximum degree of a vertex can
be reduced to at most (2k − 1)√log2 |V | − k, where 26 k ¡ log2 |V |, which asymptotically
achieves the lower bound provided |V |= 2n and a constant k.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The study of communication networks and communication algorithms is key to the
design of high performance parallel and distributed computer systems. Over the past
several decades, a number of e9orts have focused on :nding e9ective topologies to
serve as the underlying structure of communication networks. Results have included
the design and analysis of cycles, meshes, tori, k-ary n-cubes, star graphs, pancake
graphs, and de Bruijn graphs [16,20,22,25]. The availability of e=cient algorithms for
various communication tasks is an important requirement of a good network design.
 Earlier versions of some results contained in this paper appear in S. Fujita and A. Farley, “Sparse
Hypercube—A Minimal k-Line Broadcast Graph”, Proceedings of IPPS=SPDP’99, IEEE, San Juan, Puerto
Pico (1999), pp. 320–324.
∗ Corresponding author.
E-mail addresses: fujita@se.hiroshima-u.ac.jp (S. Fujita), art@cs.uoregon.edu (A.M. Farley).
0166-218X/03/$ - see front matter ? 2002 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(02)00244 -5
432 S. Fujita, A.M. Farley /Discrete Applied Mathematics 127 (2003) 431– 446
In particular, the capability of e=cient broadcasting, i.e., the one-to-all communica-
tion task, is a desirable feature. Let us model the topology of a communication network
by a graph G = (V (G); E(G)), where vertices V (G) represent sites and edges E(G)
represent lines of the network. If each vertex can call at most one other vertex during
any time unit, then a broadcast in graph G takes at least log2 |V (G)| time units
(i.e., the number of informed vertices can at most double during each time unit). We
refer to graphs in which broadcast can be completed in this minimum time as minimal
broadcast graphs [13].
Selection of a communication model is an important factor when de:ning commu-
nication networks. The simplest model is the store-and-forward model, where a vertex
can communicate with a particular neighbor at any point. In [14], we proposed the
line communication model, which is a simpli:ed model of circuit switching or worm-
hole routing [7]. The line communication model can be described as follows: for any
u; v∈V (G), vertex u transmits a message by calling any other vertex v during a given
time unit; the call succeeds if it shares no edge with other calls during the same time
unit and if v is not the intended recipient of another call at that time. Note that a
vertex can switch through several calls that do not collide on edges. It was shown
that under this line communication model, broadcast can be completed in the mini-
mum, log2 |V (G)| time units in any connected graph G, regardless of the location of
originating vertex [14].
The line communication model suggests an interesting new direction for research,
namely limiting the length of a call (i.e., the number of edges occupied by a call)
by some constant k (¿ 1) and characterizing networks in which broadcast can be
completed in minimum time regardless of the location of originating vertex. Such net-
works will be referred to as minimal k-line broadcast graphs (k-mlbg, for short). This
call-length constraint is reasonable from an implementation standpoint; long-distance
calls utilize more network resources, can be more di=cult to complete, are more likely
to fail, and can cause bottlenecks for other competing communication processes. In this
paper, we consider the problem of :nding small, in terms of maximum vertex degree,
k-mlbgs. We propose a method for constructing such graphs for any given constant k
of call length.
The paper is organized as follows. In Section 2, we provide some basic de:nitions
and derive basic properties of our k-line communication model and corresponding
minimal broadcast graphs. In Section 3, we present a construction method for realizing
2-mlbgs with small maximum degree. The method considers the n-cube as a basis for
k-line broadcasting, removing edges to create sparse cubes that allow minimum-time
broadcasting for the case when k = 2. Section 4 extends the construction and routing
to the case of k¿ 3. It is shown that for any n¿k¿ 2, there is a k-mlbg G of order
N = 2n such that (G)6 (2k − 1)√log2 N − k. Section 5 concludes the paper with
a summary of results and a discussion of possible, future research directions.
2. Preliminaries
Let G = (V (G); E(G)) be an (undirected) graph with N vertices, where V (G) and
E(G) represent the set of vertices and the set of edges in graph G, respectively. For
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any u; v∈V (G), let distG(u; v) denote the length of a shortest path connecting u and v
in graph G, where distG(u; v) is called the distance between u and v in G. Throughout
the paper, we assume for any distinct vertices u; v∈V (G), distG(u; v)6N − 1; i.e., G
is connected.
Denition 1 (k-line communication). Let k be a positive integer. A k-line communi-
cation is a communication model de:ned as follows: (1) all communications proceed
step by step according to the global clock; (2) at any given time; each vertex can call
at most one other vertex at distance no more than k; and (3) a call succeeds if it
shares no edge nor receiver with another call placed at the same time.
Note that 1-line communication is equivalent to the standard store-and-forward com-
munication model in which each vertex can call at most one vertex at distance one at
any time, assuming single reception; and that an (N − 1)-line communication is equiv-
alent to the general line communication model with calls of (essentially) unbounded
length, as de:ned and discussed earlier [14].
Denition 2 (minimum-time k-line broadcast scheme). A broadcast scheme in graph
G is said to be a minimum-time k-line broadcast scheme for G if it requires
log2 |V (G)| time units under the k-line communication.
Property 1. For any graph G and for any integer k¿ 1; a minimum-time k-line
broadcast scheme for G is a minimum-time (k + 1)-line broadcast scheme for G.
Denition 3 (k-mlbg). A graph G is said to be a minimal k-line broadcast graph
(k-mlbg; for short) if; for any vertex v∈V (G); there exists a minimum-time k-line
broadcast scheme for G from vertex v. Let Gk denote the class of k-mlbgs.
Property 2. ∀k¿ 1; Gk ⊆ Gk+1.
In this paper, we consider the class Gk for 16 k6N − 1. In the literature, several
researchers have studied class G1 [5,6,8,9,13,15,18,19,23], and obtained results includ-
ing methods for constructing graphs that realize minimum number of edges for certain
values of number of vertices N , and approximate the minimum for others. On the other
end of the scale, the basic result on line broadcasting obtained in [14] implies that all
connected graphs are members of the class GN−1. In addition, several interesting re-
sults have been obtained concerned with the class GN−1 [4,24]. These results de:ne
the limits for the problem we discuss here.
If we measure the goodness of a k-mlbg G by overall number of edges in the graph,
then a rather simple graph attains the lower bound. Consider the tree consisting of one
central vertex of degree N − 1 and N − 1 leaves. As can be easily veri:ed, it is a
graph with fewest edges that is a member of Gk for any k¿ 2. Therefore, throughout
this paper, we measure the goodness of the constructed graphs G in terms of the
maximum degree over all vertices in G, denoted by (G). The smaller (G) is, the
better the graph is considered to be, since it could signi:cantly reduce the fabrication
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distance 3
Fig. 1. A graph G with (G) = 3 (h = 3).
and maintenance costs and thus increases the scalability of the resultant network. 1 As
such, we are concerned with minimizing (G).
Before concluding this section, we want to show several theorems concerned with
an upper and lower bounds on the maximum degree of certain k-mlbgs.
Theorem 1 (An upper bound for large k). For any k¿ 2log2 ((N +2)=3); there ex-
ists a graph G ∈Gk with N vertices such that (G)6 3.
Proof. For any h¿ 1; there is a tree G satisfying the following three conditions:
(G) = 3; maxu;v∈V (G) distG(u; v)6 2h; and |V (G)| = 3 × 2h − 2. Fig. 1 illustrates
graph G for h = 3. Since G is a tree, any pair of vertices is connected by a unique
(simple) path in G; i.e., by the second condition, G ∈G2h. By the third condition, since
h= log2 ((N + 2)=3), the theorem follows.
Theorem 2 (A lower bound for k = 2; 3; 4). For any k = 2; 3; 4 and for any n¿ 1; if
G ∈Gk is a graph with N = 2n vertices; then (G)¿ 
√
log2 N.
Proof. Since N =2n; in any minimum-time broadcast scheme; the number of informed
vertices must “exactly” double in each time unit; i.e.; the source must call n distinct
vertices; within distance k of the source. In graph G with maximum degree (G); there
are at most (G) vertices at distance 1 and at most (G)× ((G)− 1)i−1 vertices at
distance i; for any i¿ 2. Hence; for k = 2; it must hold that
n6(G) + (G)((G)− 1) = (G)2 (1)
for k = 3; it must hold that
n6(G) + (G)
2∑
i=1
((G)− 1)i
= (G)3 − (G)2 + (G) = (G)3 − (G)((G)− 1)6(G)3;
1 Note that if G is a k-mlbg, the diameter of G is at most klog2 |V |; i.e., any two vertices in G can
be connected by a path with at most log2 |V | hops of k-line communication. Although it should be an
interesting problem to design a k-mlbg with a small (G) subject to a given diameter, we leave it as an
open problem.
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where the last inequality is due to (G)¿ 1; and for k = 4; it must hold that
n6(G) + (G)
3∑
i=1
((G)− 1)i
= (G)4 − 2(G)3 + 2(G)2
= (G)4 − 2(G)2((G)− 1)6(G)4;
where the last inequality is due to (G)¿ 1. Hence the theorem follows.
By a similar argument to Theorem 2, we have the following theorem.
Theorem 3 (A lower bound for k¿ 5). For any n¿k¿ 5; if G ∈Gk is a graph with
N = 2n vertices; then (G)¿ 
√
( 13 )log2 N + 1+ 1.
Proof. We may solve the following inequality instead of inequality (1):
n6(G)×
k−1∑
i=0
((G)− 1)i : (2)
Assume there is a graph G with (G) = 2. Note that such a graph G is a cycle with
N =2n vertices. Since the maximum distance over all pairs of vertices in a cycle with
N (=2n) vertices is N=2 = 2n−1; in order to complete a broadcast in n time units; it
must hold 2n−16 kn. However; for any n¿k¿ 5; 2n−1¿kn; a contradiction (observe
that when k = 5 and n= 6; 2n−1 = 32 and kn= 30). Hence (G)¿ 3. Since
(G)
k−1∑
i=0
((G)− 1)i = (G)
{
((G)− 1)k − 1
((G)− 1)− 1
}
=
(
1 +
2
(G)− 2
)
{((G)− 1)k − 1}
6 3{((G)− 1)k − 1};
where the last inequality is due to (G)¿ 3; the theorem follows.
3. Sparse hypercubes for 2-line broadcast
In this and the next sections, we propose a method for realizing k-mlbgs with N=2n
vertices for any n¿ k + 1. We do this by “eliminating” edges from binary n-cube
(or simply n-cube), which is known to have a minimum-time broadcasting property
under the 1-line communication model. Given two bit strings u = unun−1 : : : u1 and
v= vnvn−1 : : : v1 of length n each and an integer i∈{1; 2; : : : ; n}, let us denote v=⊕iu
if uj = vj for all j = i and uj = 1 − vj for j = i. Binary n-cube Qn is a Cayley graph
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de:ned as V (Qn) = {0; 1}n and E(Qn) = {{u; v} | v = ⊕iu; 16 i6 n}. Note that by
de:nition, (Qn) = n and |E(Qn)| = n · 2n−1. In what follows, for any 16 i6 n
and for any u∈{0; 1}n, we call {u;⊕iu} the i-dimensional edge of u, where we
refer to the least signi:cant bit as dimension one and the most signi:cant bit as
dimension n.
In the literature, several variants of the n-cube have been proposed to improve
the “goodness” of the topology. The variants with smaller maximum degree include
cube-connected cycles [27], cubical ring connected cycles [3], pipelined hypercubes
[30], and so on. The reduction of maximum degree is generally accomplished by al-
lowing a greater diameter than the original n-cube. On the other hand, variants with
shorter diameter include folded hypercubes [11], several variations of twisted hyper-
cubes [1,12,21], crossed cubes [10], and full cubes [29]. The reduction in diameter
is, in turn, generally accomplished by augmenting the graph with extra edges or by
replacing subsets of edges by other subsets of equal size.
In this section, we consider 2-line broadcasting (i.e., k = 2) and construct graphs
of order N = 2n that we call sparse hypercubes. An extension to the case of k¿ 3
is discussed in the next section. As will be shown in this and next sections, sparse
hypercubes, as subgraphs of n-cubes, signi:cantly reduce the maximum degree from
n (=(Qn)) to at most (2k − 1) k
√
n− k, for any given n¿k¿ 2. Recall that in
Theorem 1, we have proved that for any k¿ 2log2 ((N + 2)=3);
(G)6 3.
Let m be a positive integer strictly less than n. Consider an m-cube Qm with ver-
tex set V (Qm) = {0; 1}m. The basic step of our construction is to “label” vertices in
V (Qm) by a set C of labels to satisfy the following requirement (hereafter, we call it
Condition A):
∀u∈V (Qm); {f(u)} ∪ {f(v) | {u; v}∈E(Qm)}= C; (3)
where f(u) denotes the label assigned to vertex u by f. In other words, Condition A
requests that, for any label c∈C, the subset of vertices which is assigned label c by
f forms a dominating set for Qm. 2
Example 1. Vertices in V (Q2) can be labeled by a set {c1; c2} of two labels as
f(00) = f(11) = c1 and f(01) = f(10) = c2
to satisfy Condition A; and vertices in V (Q3) can be labeled by a set {c1; c2; c3; c4} of
four labels as
f(000) = f(111) = c1; f(001) = f(110) = c2;
f(010) = f(101) = c3 and f(011) = f(100) = c4
to satisfy Condition A.
2 A dominating set for G is a subset U of V (G) such that for any u∈V (G), either u∈U or there is a
vertex v∈U such that {u; v}∈E(G).
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For any m¿ 1, there is at least one such labeling f of V (Qm) satisfying Condition
A. In fact, a trivial labeling which labels all vertices by the same label ful:lls the
condition. Let f∗ be a labeling of V (Qm) which assigns as many labels as possible
under Condition A, and m denote the number of labels assigned by f∗ to V (Qm). In
the following, we refer to f∗ as an “optimal labeling” of V (Qm). Observe that two
labelings shown in Example 1 are both optimal, and that 2 = 2 and 3 = 4. Given an
optimal labeling f∗ of V (Qm), we can proceed to construct a sparse hypercube G of
order N = 2n, as is described in the following procedure.
Procedure Construct BASE(n; m) {n¿m¿ 1}
Step 1: Let V (G), {0; 1}n, and let f∗ be an optimal labeling of V (Qm) with a set
C={c1; c2; : : : ; cm} of m labels. By using f∗, de:ne a labeling g of V (G) as follows:
∀u= unun−1 : : : u1 ∈V (G); g(u), f∗(umum−1 : : : u1):
Step 2: Let S={n; n−1; : : : ; m+1}. Note that S is not empty since n¿m. Partition S
into m subsets S1; S2; : : : ; Sm in such a way that ‖Si|−|Sj‖6 1 for any 16 i¡ j6 m,
where some subset Si can be empty (i.e., n− m can be smaller than m).
Step 3: According to the labeling g of V (G) and the partition of S, de:ne set E(G)
of edges as follows: for each u∈V (G),
Rule 1: {u;⊕iu}∈E(G) for 16 i6m; and
Rule 2: {u;⊕iu}∈E(G) for m+ 16 i6 n ⇔ g(u) = cj and i∈ Sj.
The basic notion of our construction is that we create 2n−m copies of Qm and connect
them by as few number of edges as possible to guarantee that the resulting graph
is a 2-mlbg (the correctness proof will be given below). Rule 1 interconnects the
vertices in each subcube by using the i-dimensional edges for i=1; 2; : : : ; m, and Rule
2 interconnects these subcubes in such a way that, for i=m+1; m+2; : : : ; n, a vertex
u with label cj is connected with vertex ⊕iu through the i-dimensional edge i9 “i” is
a member of subset Sj which has the same subscript “j” with the label of u. In what
follows, we denote by Gn;m a graph generated by calling Construct BASE(n; m). Note
that the execution of Steps 1 and 2 is nondeterministic, since, in general, there are
plural selections of f∗ and the partition of S.
Example 2. Consider an execution of Construct BASE(4;2). Let G4;2 be the graph
to be generated. Let V (G4;2) = {0; 1}4 (={0; 1}n); and let f∗ be the labeling of
V (Q2) (=V (Qm)) shown in Example 1. In Step 1; by using f∗; vertices in V (G4;2)
are labeled as; for example; g(0011) = g(0111) = g(1011) = g(1111) =f∗(11) = c1. In
Step 2; set S = {4; 3} is partitioned into 2 (=2) subsets as; for example; S1 = {3} and
S2 = {4}. Finally in Step 3; any vertex u∈V (G4;2) is connected with vertices ⊕1u and
⊕2u by Rule 1 (see Fig. 2); and by Rule 2, for example, vertex 0011 is connected
with vertex 0111 (= ⊕3 0011) since S1 = {3} and g(0011) = g(0111) = c1, i.e., since
dimension “3” of the edge connecting 0011 and 0111 is a member of subset S1, and
the label c1 of vertices 0011 and 0111 has the same subscript “1” to subset S1. Fig. 3
illustrates G4;2.
Example 3. Consider an execution of Construct BASE(15;3). Let G15;3 be the graph
to be generated. Let V (G15;3)={0; 1}15; and let f∗ be the labeling of V (Q3) shown in
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0101
0111
1101
1111
1110
0110
0100
1011
1001 1100
0011
0001
Fig. 2. Edges due to Rule 1.
1011
0101
0111
1101
1111
1110
1001 1100
0011 0110
0001 0100
Fig. 3. A graph generated by calling Construct BASE(4,2).
Example 1. In Step 1; by using f∗; vertices in V (G15;3) are labeled as; for example;
g(x000) = f∗(000) = c1 for all x∈{0; 1}12. In Step 2; set S = {15; 14; : : : ; 4} is parti-
tioned into 4 (=3) subsets as even as possible; i.e.; in such a way that |Si|=3 for all
i=1; 2; 3; 4. Let S1={15; 14; 13}; S2={12; 11; 10}; S3={9; 8; 7}; and S4={6; 5; 4}; with-
out loss of generality. Then; in Step 3; any vertex u∈V (G15;3) is connected with three
vertices ⊕1u;⊕2u;⊕3u by Rule 1; and by Rule 2; for example; vertex 000000000000000
is connected with three vertices
100000000000000; 010000000000000; and 001000000000000
since S1 = {15; 14; 13} and g(000000000000000) = c1. It should be worth noting that
the maximum degree of the resultant graph G15;3 is (G15;3) = 6 (=3 + 3); which is
less than a half of (Q15) = 15.
In order to verify that Gn;m is in fact a 2-mlbg, we present a minimum-time 2-line
broadcast scheme for Gn;m. In the description of the scheme, we use symbol s to denote
the source of a broadcast and variable U to denote the set of informed vertices.
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vertex s
0000
1010
0100
1111
Fig. 4. A broadcast in G4;2 from vertex 0000.
Scheme Broadcast 2=(s)
Phase 1: { Dissemination between subcubes using pre:x of length n− m: }
Let U={s}. For i=n (down)to m+1, execute the following operation, step by step:
∀w∈U , (i) if {w;⊕iw}∈E(Gn;m), then w calls vertex ⊕iw directly by a call of length
1, otherwise, w calls vertex ⊕i(⊕jw) by a call of length 2 passing through vertex ⊕jw,
where ⊕jw is a neighbor of w such that 16 j6m and {⊕jw;⊕i(⊕jw)}∈E(Gn;m);
(ii) add ⊕i(⊕jw) to set U .
Phase 2: { Dissemination in subcubes using su=x of length m:}
For i=m (down)to 1, execute the following operation, step by step: ∀w∈U , (i) w
calls vertex ⊕iw by a call of length 1, and (ii) add ⊕iw to set U .
Example 4. Consider a broadcast in graph G4;2 generated in Example 2. Let 0000 be
the source vertex; i.e.; initially U = {0000}. In the :rst time unit; vertex 0000 (∈U )
calls vertex 1010 (=⊕4 (⊕20000)) through vertex 0010 since {0000; 1000} ∈ E(G4;2)
and 0010 is a vertex such that 0010=⊕20000 and {0010;⊕40010}∈E(G4;2). Now U=
{0000; 1010}. In the second time unit; in a similar way; vertices 0000 and 1010 (∈U )
call vertices 0100 (=⊕30000) and 1111 (=⊕3(⊕11010)); respectively. Fig. 4 illustrates
the calls in the :rst two time units. In the :nal two time units, each informed vertex
broadcasts to its respective 2-cube.
Theorem 4. Scheme Broadcast 2 is a minimum-time 2-line broadcast scheme for the
graph constructed by Construct BASE(n; m).
Proof. By the description; the scheme consists of n (=log2 N) time units. Hence in
the following; we will focus on the correctness of the scheme.
Since the labeling g of V (Gn;m) satis:es Condition A with respect to the su=x
of length m, by the description of Construct BASE(n; m), for any w∈V and for any
m + 16 i6 n, either (i) {w;⊕iw}∈E(Gn;m), or (ii) there is a vertex v such that
v=⊕jw for some 16 j6m and {v;⊕iv}∈E(Gn;m). Hence every call placed in Phase
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1 is feasible. On the other hand, since {u;⊕iu}∈E(Gm;n) for any u∈V (Gn;m) and for
any 16 i6m, every call placed in Phase 2 is also feasible. Hence the only problem
we need to consider is the edge disjointness of the calls placed in each time unit.
In Phase 1, every m-cube induced by the vertices of the same pre:x of length n−m
has at most one informed vertex. Further, in the tth time unit, for 16 t6 n−m, each
(n− t + 1)-cube induced by the vertices with the same pre:x of length t − 1 contains
exactly one call. Hence, during Phase 1, all calls placed in the same time unit are
mutually edge disjoint. After the :rst n − m time units, each of the above m-cubes
contains exactly one informed vertex. In Phase 2, each of these vertices broadcasts to
all other vertices in the m-cube to which it belongs by using calls of length 1; i.e., by
a set of mutually edge-disjoint paths. Hence the theorem follows.
We now estimate the minimum of the maximum degree over all the generated graphs.
By description, any graph generated by Construct BASE(n; m) has the same maximum
degree, say n;m. The following lemma immediately holds.
Lemma 1. For any n¿m¿ 1; n;m6 (n− m)=m+ m.
The following lemma gives an upper and lower bounds on m.
Lemma 2. For any m¿ 1; m=2+ 16 m6m+ 1.
Proof. The upper bound is trivial since every vertex in Qm has exactly m neighbors.
When m = 2p − 1 for some positive integer p; it is known that there is a labeling f
of V (Qm) with a set of m+ 1 labels which ful:lls Condition A (the labeling is based
on the notion of Hamming code. See [28] for detail). Suppose that m + 1 is not a
power of 2. Let m′ be the largest integer less than m such that m′+1 is a power of 2.
Note that 2(m′ + 1)¿m+ 1; i.e.; m′ + 1¿ (m+ 1)=2. Partition Qm into 2m−m
′
Qm′ ’s
in a straightforward manner; and label each subcube to satisfy Condition A. By the
de:nition of Condition A; any labeling of Qm by a set C of m′ labels which ful:lls
Condition A with respect to each Qm′ ; leads to a labeling of V (Qm) which ful:lls
Condition A with respect to the original Qm. Since m′ + 1 is a power of 2; there is
a labeling of Qm′ with m′ + 1¿ (m + 1)=2 labels which ful:lls Condition A; which
completes the proof.
Note that the lower bound in the above lemma could not be improved in general.
In fact, for m=2, 2 = 2=  22+1¡ 2+ 1. By using the above lemmas, we have the
following theorem.
Theorem 5. For any n¿ 1; there is a 2-mlbg G of order N =2n such that (G)6 2
√2 log2 N + 4 − 4.
Proof. When n= 1; graph G consisting of two vertices connected by an edge ful:lls
the condition; since 2√6 − 4 = 2 × 3 − 4 = 2¿(G) = 1. Hence in the following;
we assume n¿ 2.
S. Fujita, A.M. Farley /Discrete Applied Mathematics 127 (2003) 431– 446 441
By Lemmas 1 and 2, for any 16m¡n,
n;m6
⌈
n− m
m
⌉
+ m¡
n− m
m
+ m+ 16
2(n− m)
m+ 2
+ m+ 1;
where the last inequality is due to m¿ m=2+ 1¿ (m+ 2)=2. Now, let us select m
to be m∗ = √2n+ 4 − 2. Note that 16m∗¡n for any n¿ 2. Since
n;m∗ ¡
2(n− √2n+ 4+ 2)
√2n+ 4 + (
√
2n+ 4 − 2) + 1
=
2n+ 4
√2n+ 4 + 
√
2n+ 4 − 3
6 2√2n+ 4 − 3
the theorem follows.
Note that if m=m+1 and n=m(m+2), then (G)=(n−m)=m+m=2m, which
is less than 2
√
n = 2
√
log2 N (i.e., it is less than twice the lower bound of Theorem
2).
4. Sparse hypercubes for larger k
In this section, we extend the ideas of the last section to the case k¿ 3. The idea of
an extension is to apply the construction in Section 3, recursively. The key observation
in support of our recursive construction is as follows:
Remark 1. Let a; b be integers satisfying 16 b¡a; and Ga;b be the graph generated by
calling Construct BASE(a; b). For any u∈V (Ga;b) and for any b+16 i6 a; either (i)
{u;⊕iu}∈E(Ga;b) or (ii) there exists a vertex v∈V (Ga;b) such that {v;⊕iv}∈E(Ga;b)
and v=⊕ju for some 16 j6 b.
4.1. Construction
To clarify the exposition of our basic idea, we :rst restrict our attention to the case
of k = 3. Let G be a graph with vertex set V (G) = {0; 1}n, and let a; b be integers
such that 16 b¡a¡n. The following procedure is used to label vertices in V (G).
Procedure LABEL(n; a; b) {n¿a¿b¿ 1}
∀u = unun−1 : : : u1 ∈V (G), label u by f∗(uaua−1 : : : ub+1), where f∗ is an optimal
labeling of V (Qa−b).
Example 5. Let n=7; a=4; and b=2. Let f∗ be the labeling of V (Q2) (=V (Qa−b))
given in Example 1; and let g denote the labeling of V (G) (={0; 1}7) to be obtained
by calling Procedure LABEL(n; a; b). Then; labeling g is determined as g(x00y) =
g(x11y) = c1 and g(x01y) = g(x10y) = c2 for any x∈{0; 1}3 and y∈{0; 1}2.
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a,b
a-b
γ n-a1S
a-b b
S
set S of size n-a
dimensions used in G
dimensions used in Q
Fig. 5. Partition of set S when k = 3.
The idea of our recursive construction of a graph with N = 2n vertices for k = 3,
is to connect 2n−a copies of Ga;b with respect to the labeling of V (G) obtained by
calling LABEL(n; a; b), in an equivalent way to the connection of copies of Qm with
respect to the labeling of V (G) as in Construct BASE. A formal description of the
procedure is given as follows:
Procedure Construct REC(n; a; b) {n¿a¿b¿ 1}
Step 1: Let V (G) = {0; 1}n, and label it by a set C = {c1; c2; : : : ; ca−b} of a−b
labels by calling Procedure LABEL(n; a; b). For each u∈V (G), let g(u) denote the
label assigned to vertex u.
Step 2: Let S = {n; n − 1; : : : ; a + 1}. Partition S into a−b subsets S1; S2; : : : ; Sa−b
in such a way that ‖Si| − |Sj‖6 1 for any 16 i¡ j6 a−b. Fig. 5 illustrates such a
partition.
Step 3: According to the labeling of V (G) and the partition of S, de:ne set E(G)
of edges as follows: for each u= unun−1 : : : u1 ∈V (G)
Rule 1: {u;⊕iu}∈E(G) for 16 i6 a ⇔ {uaua−1 : : : u1;⊕i(uaua−1 : : : u1)}∈
E(Ga;b); and
Rule 2: {u;⊕iu}∈E(G) for a+ 16 i6 n ⇔ g(u) = cj and i∈ Sj.
Note that in Rule 1, two vertices u and ⊕iu (∈V (G)) are connected by the i-
dimensional edge, for 16 i6 a, if su=ces of them of length a are connected by the
i-dimensional edge in graph Ga;b. In other words, Rule 1 makes 2n−a copies of Ga;b,
which has been shown to be a 2-mlbg (see Theorem 4). On the other hand, Rule 2
speci:es a way of connecting those copies by as few number of edges as possible in
such a way to guarantee that the resultant graph G is a 3-mlbg.
Example 6. Let us consider an execution of Construct REC(7; 4; 2). Suppose that the
vertex set V (G) = {0; 1}7 of G is labeled by g with a set {c1; c2} of two labels as in
Example 5; and that in Step 2; set S = {7; 6; 5} (={n; n− 1; : : : ; a+ 1}) is partitioned
into 2 (=2) subsets S1 = {7; 6} and S2 = {5}. Then; in Step 3; Rule 1 connects vertex
0000000 with three vertices 0000100; 0000010; and 0000001 since in G4;2; vertex 0000
is connected with three vertices 0100; 0010 and 0001 (see Example 2; again); and; by
Rule 2; vertex 0000000 is connected with two vertices 1000000 and 0100000 since
g(0000000) = c1 and S1 = {7; 6}.
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The idea of the recursion can be generalized for larger k as follows. Assume n¿k.
We may use k−1 parameters n1; n2; : : :, nk−1 such that n¿nk−1¿ · · ·¿n1¿ 1 instead
of two parameters a; b in Construct REC. The algorithm is described as follows.
Procedure Construct(k; (n; nk−1; : : : ; n1)) {n¿nk−1¿nk−2¿ · · ·¿n1¿ 1}
Step 1: If k = 2, then call Construct BASE(n; n1), and return the resultant graph G
as the output.
Step 2: Let V (G) = {0; 1}n, and label it with a set C = {c1; c2; : : : ; cnk−1−nk−2 } of
nk−1−nk−2 labels by calling LABEL(n; nk−1; nk−2). For each u∈V (G), let g(u) denote
the label assigned to vertex u.
Step 3: Let S= {n; n− 1; : : : ; nk−1 +1}. Partition S into nk−1−nk−2 subsets S1; S2; : : : ;
Snk−1−nk−2 , in such a way that ‖Si| − |Sj‖6 1 for any 16 i¡ j6 nk−1−nk−2 .
Step 4: According to the labeling of V (G) and the partition of S, de:ne set E(G)
of edges as follows: for each u= unun−1 : : : u1 ∈V (G),
Rule 1: {u;⊕iu}∈E(G) for 16 i6 nk−1 ⇔ {unk−1unk−1−1 : : : u1;⊕i(unk−1
unk−1−1 : : : u1)}∈E(Gˆ), where Gˆ is the graph generated by calling Construct(k −
1; (nk−1; nk−2; : : : ; n1)); and
Rule 2: {u;⊕iu}∈E(G) for nk−1 + 16 i6 n ⇔ g(u) = cj and i∈ Sj.
Note that in Rule 1, two vertices u and ⊕iu∈V (G) are connected by the i-
dimensional edge, for 16 i6 nk−1, if su=ces of them of length nk−1 are connected
by the i-dimensional edge in graph Gˆ, which is the graph generated by (recursively)
calling Procedure Construct(k − 1; (nk−1; nk−2; : : : ; n1)). In other words, Rule 1 makes
2n−nk−1 copies of Gˆ. On the other hand, Rule 2 speci:es a way of connecting those
copies by as few number of edges as possible in such a way to guarantee that the
resultant graph G is a k-mlbg. In order to verify that the resultant graph G is in fact
a k-mlbg, we propose a minimum-time k-line broadcast scheme for graph G below.
Scheme Broadcast k(s)
Phase 1: { Dissemination between subcubes using pre:x of length n− nk−1: }
Let U = {s}. For i = n (down)to nk−1 + 1, execute the following operation, step
by step: ∀w∈U , (i) if {w;⊕iw}∈E(Gˆ), where Gˆ is the graph generated by calling
Construct(k − 1; (nk−1; nk−2; : : : ; n1)), then w calls vertex ⊕iw directly by a call of
length 1, otherwise, w calls vertex ⊕i(⊕jw) by a call of length at most k − 1 pass-
ing through vertex ⊕jw, where ⊕jw is a neighbor of w such that 16 j6 nk−1 and
distGˆ(⊕jw;⊕i(⊕jw))6 k − 1; (ii) add ⊕i(⊕jw) to set U .
Phase 2: { Dissemination in subcubes using su=x of length nk−1: }
For i= nk−1 (down)to 1, execute the following operation, step by step: ∀w∈U , (i)
w calls vertex ⊕iw by a call of length at most k − 1 by calling this broadcast scheme
recursively, and (ii) add ⊕iw to set U .
By a similar argument to Theorem 4 and by induction on k, we can easily prove the
following theorem (note that the base case has already been proved in Theorem 4).
Theorem 6. Scheme Broadcast k is a minimum-time k-line broadcast scheme for the
graph constructed by Procedure Construct(k; (n; nk−1; nk−2; : : : ; n1)); where n¿nk−1¿
nk−2¿ · · ·¿n1¿ 1.
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Theorem 7 (Upper bound for general k). For any n¿k¿ 3; there is a k-mlbg G of
order N = 2n such that (G)6 (2k − 1)√log2 N − k.
Proof. By the description of the algorithm; if 16 n1¡n2¡ · · ·¡nk−1¡n; the max-
imum degree (G) of the resultant graph G is bounded as
(G)6
⌈
n− nk−1
nk−1−nk−2
⌉
+
k−3∑
i=1
⌈
ni+2 − ni+1
ni+1−ni
⌉
+
⌈
n2 − n1
n1
⌉
+ n1:
By Lemma 2
(G)6
⌈
2(n− nk−1)
nk−1 − nk−2 + 2
⌉
+
k−3∑
i=1
⌈
2(ni+2 − ni+1)
ni+1 − ni + 2
⌉
+
⌈
2(n2 − n1)
n1 + 2
⌉
+ n1:
Now; let us select ni to be n∗i = k
√
mi+ i−1 for 16 i6 k−1; where m=n−k (¿ 1).
Note that since 16  k√mi6  k
√
mi+16  k
√
mk= m for any 16 i6 k − 2; it ful:lls
16 n∗1 ¡n
∗
2 ¡ · · ·¡n∗k−1¡n. Then; since k
√
mi+1− k√mi ¡n∗i+1−n∗i ¡ k
√
mi+1− k√mi+2
for all 16 i6 k − 2 and n− n∗k−16m− k
√
mk−1 + 1; we have
(G)6
⌈
2(m− k
√
mk−1 + 1)
k
√
mk−1 − k
√
mk−2 + 2
⌉
+
k−3∑
i=1
⌈
2( k
√
mi+2 − k
√
mi+1 + 2)
k
√
mi+1 − k√mi + 2
⌉
+
⌈
2( k
√
m2 − k√m+ 2)
k
√
m+ 2
⌉
+  k√m
6 2 k√m+
k−3∑
i=1
2 k√m+ 2 k√m+  k√m
= (k − 1)2 k√m+  k√m
6 (2k − 1) k√n− k;
where the second inequality is due to k
√
m¿ 1. Hence the theorem follows.
Note that we can slightly improve the coe=cient 2k − 1 by determining n∗i ’s more
carefully; e.g., when k = 3, by determining two parameters as n∗1 =  3
√
4n and n∗2 =
 3√2n, we have (G)6 3 3√4× 3√n+o( 3√n)  4:7623 3√n+o( 3√n), for su=ciently large
n. By extending this argument, we can obtain an asymptotic upper bound (2k= k
√
2) k
√
n+
o( k
√
n) for su=ciently large n, which is a generalization of Theorem 5.
Corollary 1. For any n¿k¿ log2 n; there is a k-mlbg G of order N =2n such that
(G)6 4log2 log2 N − 2.
Proof. When k=log2 n; k
√
n6 n1=log2 n=2. Hence by Property 2; the corollary follows.
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Corollary 2 (Tight bound for constant k). For any constant k¿ 2; there is a graph
G ∈Gk of order N = 2n such that (G) = $( k
√
n) which asymptotically attains the
lower bound in Theorem 3.
5. Conclusion
In this paper, we have introduced the k-line communication model and explored
the design of e=cient broadcast networks and algorithms for this model. We present
a construction method that starts with a core complete hypercube of lesser order and
then interconnects a number of these together in an e=cient fashion to realize a suf-
:cient graph. The method constructs graphs G of order N = 2n with (G)6 (2k −
1)√log2 N − k for any n¿k¿ 2, which (asymptotically) achieves the lower bound
for constant k.
As a side e9ect of limiting vertex degree and allowing longer calls, we potentially
increase communication congestion with competing tasks over the edges of the network.
A related, future research problem is that of dealing with accommodating congestion
at each edge. Note that our line communication model assumes that calls must be edge
disjoint during each time unit. In practice, each edge could be designed to accommodate
several calls simultaneously. A reasonable idea to overcome heavy congestion due
to sparseness of the graph is to increase the bandwidth of each link by applying
multiedges, as has been explored in dilated networks [2] and fat-trees [26]. Limiting the
bandwidth to m concurrent messages per line suggests another dimension of the problem
for future research. Finally, it should be promising to investigate minimum-time gossip
graphs [17] under our model, and to extend our proposed model to vertex-disjoint
settings.
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