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ABSTRACT
Correct modeling of subcooled boiling flow has generated significant interest con-
sidering its use in a large number of industrial applications, including nuclear
power plants. Due to the decrease in computational cost and the limitations
of experimental studies, CFD simulation is a proven, powerful tool in multiphase
modeling. Understanding and predicting the process of wall nucleation are of par-
ticular significance in numerical simulation of subcooled boiling flow, since wall
nucleation parameters, such as bubble departure diameter and bubble departure
frequency, partially constitute the boundary conditions of gas phase. However,
in previous work, sensitivity study of wall nucleation models and validation of
predicted wall nucleation parameters were not sufficient.
In this work, Eulerian-Eulerian multiphase model and RPI wall boiling model
were adopted to simulate the upward forced convective subcooled boiling flow
in a vertical annulus using the commercial CFD code, Fluent 18.2. The flow
behaviors were quantitatively predicted at three different pressures and the results
were compared with available experimental data. Newly proposed wall nucleation
models were used to replace the built-in models of Fluent 18.2. At each pressure,
the impacts of bubble size modeling, inlet liquid temperature and interfacial heat
transfer modeling were studied.
It was found that significant under-predictions of void fraction resulted from
implementing new wall nucleation models. Reasonable prediction of gas velocity
could only be obtained at Port 3 at high pressures. With a specific combina-
tion of built-in models, reasonable results of void fraction distribution could be
obtained. However, to provide physical predictions of void fraction profiles, un-
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physically large wall nucleation parameters must be assumed. Hence, it could be
deduced that the contribution of wall nucleation to the volume fraction of gas was
overemphasized in simulation. It was also found that new wall nucleation models
performed better at low pressure. The other parameters impacted the results sim-
ilarly at different pressures: a) bubble size impacted the void fraction distribution
mainly by affecting the volumetric heat transfer rate and thus volumetric mass
transfer rate; b) change of inlet liquid temperature only led to growth or drop in
the magnitude of void fraction profiles; c) interfacial heat transfer was not dif-
ferentiated between evaporation and condensation, so various leading coefficients
of the heat transfer model affected liquid-to-gas and gas-to-liquid mass transfers
simultaneously.
Considering the requirement of unphysically large evaporation heat flux to ob-
tain reasonable predictions, inaccurate modeling of bubble growth might be an
important cause of under-prediction of void fraction. A mesh refinement study
was attempted to identify if the discrepancy was due to a coarse mesh. Higher
mesh resolution did help to enhance the prediction, but the improvement was
limited, still leaving a large gap between simulations and experimental results.
Further improvements of bubble size modeling, heat transfer modeling and near-
wall treatment are suggested to increase the accuracy of prediction.
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Subcooled boiling is of significant importance in nuclear engineering given its
existence in many components of nuclear power plants, such as the reactor core
and the secondary side of steam generators. In subcooled boiling, evaporation may
occur near the heated wall given the sufficiently high wall temperature, while the
bulk liquid still remains subcooled. Wall nucleation, which refers to the formation
of bubbles in nucleation sites on the heated surface, is an important source of
number density of bubbles and therefore an essential phenomenon in subcooled
boiling. Fundamentally, the process of wall nucleation can be characterized by
bubble departure diameter, bubble departure frequency and active nucleation site
density. Wall nucleation is helpful in enhancing the heat transfer between the
heated wall and flowing liquid. However, if wall nucleation is rapid enough to
produce a vapor film covering the heated surface, the heat transfer will decrease
significantly. As a result, the heater temperature may rise rapidly and the heater,
which is usually a nuclear fuel rod in nuclear reactor, may melt [4]. The point
where vapor film starts to form is usually known as departure from nucleate
boiling (DNB) and the corresponding maximum heat flux is named critical heat
flux (CHF). Therefore, correctly predicting behaviors of boiling flow, especially
near the heated wall, is of great significance in heat exchange systems including
nuclear power plants.
The boiling flow can be studied by either full-size or scaled-down experimental
facilities. However, experiments may not always be practical due to high cost and
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extreme experimental conditions. Because of the rapid increase of computational
power capacity, computational fluid dynamics (CFD) has generated great inter-
est in providing both qualitative and quantitative predictions of the behaviors of
subcooled boiling flow [5]. Eulerian-Eulerian two-fluid model was suggested by
Ishii [6] for a wide range of two-phase simulation. The RPI boiling model was
proposed by Kurul and Podowski [7] to model the wall nucleation phenomena. In
RPI wall boiling model, the total wall flux is divided into three categories, one of
which is determined by wall nucleation parameters including bubble departure di-
ameter and bubble departure frequency. Therefore, the process of wall nucleation
is of particular importance in numerical simulation of subcooled boiling flow, since
the wall nucleation parameters partially serve as the boundary conditions of gas
phase.
Even though the applicability of two-fluid model and RPI boiling model to
prediction of behaviors of forced convective subcoold boiling flow has been illus-
trated [4,8–17], the validation of predicted wall nucleation parameters and investi-
gation of wall nucleation models were limited. Most of the simulations were based
on a primitive bubble departure diameter model and a bubble departure frequency
model initially developed from pool boiling. Therefore, those models might not
be able to account for the impacts of other important factors. A sensitivity study
of wall nucleation models is still required and of great interest.
1.2 Existing work
1.2.1 Wall nucleation modeling
Wall nucleation, which is the formation of gas via heat transfer on the heated
surface, plays an essential role in subcooled flow boiling. Many small cavities can
usually be found on the heated wall and can serve as the initial nucleation site,
where the generation of gas will firstly occur. Due to the heat transfer process
happening in these small cavities, bubbles will grow rapidly after they are formed
2
until the bubble size reaches the critical dimension. They will continue to grow,
detach from the nucleation sites, then collapse or slide along the heated wall [18].
In general, wall nucleation is characterized by bubble departure diameter, bubble
departure frequency and nucleation site density, which have been widely studied
but still require further investigation.
1.2.1.1 Modeling of bubble departure diameter
To model the bubble departure diameter, three major approaches have been
utilized: energy balance approach, force balance approach, and correlation ap-
proach [1].
Tolubinsky and Kostanchuk [19] formulated an early model for bubble departure










which was widely used in commercial CFD codes, such as Fluent and CFX.
Unal [20] modeled the bubble growth using energy balance approach. It was
assumed that the bubble size was controlled by the evaporation of liquid film
between bubble and heated wall, and energy output to the bulk liquid. The
maximum bubble size was taken as the bubble departure diameter and was given
as:






































where P is the flow pressure, ∆Tsup = Tw − Tsat is the wall superheat, hfg is the
latent heat, Ub is the near wall bulk velocity, and U0 = 0.61 m/s. The subscripts
s, f and g denote the solid material, liquid gas phase, respectively. This model
was also widely packaged in commercial CFD codes.
Fritz [21] adopted a force balance approach considering the surface force and
buoyancy force, to model the bubble departure in pool boiling. However, it was
shown that Fritz’s model agreed with experimental data only around atmospheric
pressure [22]. Therefore, Kocamustafaogullari and Ishii [23] modified Fritz’s model
by adding dependence on pressure using a density ratio.
Chang [24] assumed that bubbles were under thermodynamic and hydrody-
namic equilibrium when they were of departure size. The calculation suggested
that the bubble departure diameter depended on buoyant force, surface tension
force, and dynamic force, which could be projected into tangential and normal
directions. Also, models for these forces were formulated by Chang [24], but
values for coefficients involved in these models were not suggested. Besides, the
validation of this model against experimental data was not provided.
Similarly, a force balance model involving buoyancy force, surface tension force
and frictional force between gas and liquid was used by Levy [25]. Due to the
failure of early approach, a frictional force model, which depended on wall shear
stress and D3d was proposed. However, similar to other early models, constants in
force modeling were not determined.
Koumoutsos et al. [26] studied the bubble departure in forced convective boiling
flow using a force balance approach considering only surface tension, drag and
gravity forces. Noticeably smaller bubble departure diameter in forced convective
boiling was reported compared to pool boiling. It was indicated that drag force
was smaller compared with buoyancy and surface tension forces, which resulted
in the failure of using force equilibrium to elucidate the flow velocity dependence
on Dd.
4
Klausner et al. [27] analyzed the bubble departure in horizontal force convective
boiling flow. A force balance approach, considering surface tension, quasi-steady
force, gravity force, shear lift force, buoyancy force, hydrodynamic force and con-
tact pressure force, was implemented in the directions parallel and normal to
the heating surface. Based on the force analysis, Klausner et al. [27] found that
surface tension force was not sufficient to keep bubbles attaching on the heated
surface. Unsteady force due to asymmetrical growth of bubble, which was helpful
in holding bubbles at the nucleation site, was introduced. When the force balance
in either direction was violated, the bubble departed from the heated surface and
the size at this time was taken as bubble departure size. Klausner et al. [27] also
doubted whether bubble departure correlations derived from pool boiling were
applicable in flow boiling, since the departure mechanisms were different for pool
boiling and flow boiling.
Situ [28] modeled the bubble size when bubble lifted off from the heated wall
in vertical forced convective subcooled boiling flow. The analysis was based on
a force balance of bubbles at nucleation site. These forces, which consisted of
unsteady drag force, gravity force, surface tension, shear lift force, pressure force
and the quasi-steady force, were projected to radial and axial directions. These
forces acting on bubbles were analyzed in the basis of work of Klausner et al. [27].







Later, a similar approach was applied to estimate bubble departure diameter by
Situ et al. [30]. A force balance along the flow direction was assumed when the
bubbles were of departure size.
Prodanovic et al. [31] differentiated maximum bubble diameter at nucleation





where σ, ρf and Kf are surface tension, liquid density and thermal diffusivity of
liquid, respectively. To account for the dependence on pressure, heat flux, flow rate
and subcooling, the dimensionless diameters were correlated with a dimensionless
subcooling, Boiling number, Jakob number and density ratio. The new correlation
was validated against experimental data.
Hong et al. [32] conducted a visual study of bubble departure under static
and heaving conditions. A force balance approach, considering hydrodynamic
pressure force, surface tension force, quasi-steady drag, contact pressure force,
unsteady-drag force, shear lift force and buoyancy force, was utilized. Under
static condition, the force balance was violated in the normal direction to the
heated wall when the bubble was going to detach from the nucleation site. Based
on experimental data, bubble departure size was calculated and led to an average
error of ±17.5%
New Dd models were proposed by Brooks and Hibiki [1] with an energy balance
approach, based on six experimental datasets as summarized in Table 1.1. Some
available bubble departure diameter models were validated against these dataset
and large errors were reported. In addition to the dimensionless groups proposed
by Prodanovic et al. [31], dependence on other important groups, such as Re and
Pr, were added as well. The bubble departure diameter was assumed to be non-
dimensionalized by the Laplace length considering the relative success of models
by Kocamustafaogullari-Ishii [23] and Fritz [21]. Finally, the bubble departure

























and CDd is 2.11×10−3 and 1.36×10−3 for conventional channels and mini-channels,
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respectively. As shown in Fig. 1.1, the newly developed bubble departure diameter
showed success in predicting Dd against available datasets.











Measurement Dd, fd Dd, fd Dd Dd, fd Dd Dd
Fluid Water R134a Water Water R113 FC87












210-950 130 71-334 100-492 11-26 1.32-14.6
Mass flux
(kg/m2 s)
235-685 1206 76-603 235-986 113-287 192-666
Subcooling
(°C)
7-46 4,7,9.5 20-36 5-40 1-19 1.96-4.91
(a) Conventional channels (b) Mini channels
Figure 1.1: Comparison of the newly developed bubble departure diameter
model with experimental data [1]
Tian et al. [33] developed bubble departure diameter model based on experi-
mental data of Chen et al. [34]. A force balance model, considering surface tension,
shear lift force, quasi-steady drag force, buoyancy force, contact pressure force,
unsteady drag force and hydrodynamics pressure force was adapted. To correctly
model the unsteady drag force, which plays a significant role on bubbles, new
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bubble growth model was proposed based on Zuber’s [29] model. The new model
resulted in an error of less than ±16.2% compared with experimental data.
1.2.1.2 Modeling of bubble departure frequency





where tW is the bubble wait time and tG is the bubble growth time. Bubble wait
time is the time interval between the detachment of bubble and the initial of next
bubble in the nucleation site. Bubble growth time refers to the time from the
initial to departure of bubble. Similarly, energy balance approach, force balance
approach and correlation approach were applied to formulate bubble departure
frequency models [1].
Cole [35] proposed an early correlation for fd in pool boiling. A force balance
approach was attempted to model the bubble departure on a horizontal heated
surface by balancing buoyancy force and drag force. Cole [35] adopted the as-
sumption of Deissler [36] that a new bubble would generate when the last bubble
detach from the surface. Equality between characteristic velocity and Ddfd was
also proposed by Cole [35]. The bubble departure frequency was derived as:
fd =
√
4g (ρf − ρg)
3CDρfDd
(1.9)
where CD ≈ 1 for freely rising bubbles. However, this correlation may not be
applicable to vertical boiling flow, since buoyancy force and drag force will impact
bubble movement similarly, rather than adversely.
Ivey [37] suggested that a single relationship between bubble departure diameter
and bubble departure frequency was not sufficient to cover the entire range of
bubble diameter. Therefore, an analysis was conducted based on three regions:
a) hydrodynamic region where buoyancy and drag forces dominated, b) transition
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region where surface tension, drag force and buoyancy force are of the similar
importance, and c) thermodynamic region in which thermodynamic conditions
during bubble growth are governing. Separate expressions were proposed and
validated with available experimental data of pool boiling.
Thorncroft et al. [38] investigated the wall nucleation process in vertical forced
convection boiling and compared with vertical pool boiling. It was found that the
bubble growth time, tG, could be directly related to bubble departure diameter.
Basu et al. [39] modeled bubble waiting time and growth time in subcooled flow
boiling. The bubble waiting time, tW , was shown to depend on wall superheat
and assumed to be independent of bulk liquid subcooling. The bubble growth
time was non-dimensionalized with the Jacob number considering superheat and
bubble departure diameter. The dimensionless parameter was correlated by a
simple exponential law of Jacob number of subcooling.
Situ et al. [30] reviewed the available fd models. It was found that the bubble de-
parture frequency was not a strong function of Reynolds number and Jacob num-
ber. Situ et al. [30] indicated that the dimensionless bubble departure frequency
depended on dimensionless nucleate boiling heat flux modeled by Chen [40]. The
non-dimensional bubble departure frequency f ∗d and non-dimensional nucleate












However, since the experimental data were only available for the beginning section
of nucleate boiling, further studies were still required.
In a recent study, Brooks and Hibiki [1] derived bubble departure frequency
using an energy balance approach, based on available datasets. The Nusselt num-
ber was modeled by a power law of Reynolds number and Prantl number. The
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characteristic velocity was assumed to be proportional to the product of bubble de-
parture frequency and bubble departure diameter. Considering the dimensionless
bubble departure freqeucny f ∗d developed by Situ et al. [30], Brooks and Hibiki [1]























Due to the limited data in mini-channels, only Cfd for conventional channels was
supported. The comparison of newly proposed fd model and experimental data
are shown in Fig. 1.2 and the average error was less than ±35% [1].
Figure 1.2: Comparison of the newly developed bubble departure frequency
model with experimental data [1]
1.2.1.3 Concluding remarks
Bubble departure diameter and bubble departure frequency, which are of consid-
erable importance in heat flux partitioning, have been studied for a long time.
Due to the complexity of wall nucleation phenomenon, a single model may not
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be applicable over a wide range of working conditions, such as pressure and mass
flux. For instance, bubble departure mechanisms in pool boiling and forced con-
vective boiling are different, which may require separate models. Most of the
correlations and models proposed previously were proposed based on limited ex-
perimental data. Recently, good agreement of newly proposed fd and Dd models
with experimental data over a wide range of conditions were obtained by Brooks
and Hibiki [1]. Further investigation of implementing these new models may be
of great interest.
1.2.2 CFD simulation of subcooled boiling
Commercial CFD codes, such as CFX and Fluent, are now considered as powerful
and promising tools to predict and simulate multiphase flow. Numerous studies on
numerical simulation of vertical subcooled boiling flow have been conducted and
sensitivities of physical models have been discussed in previous research [4,8–17].
1.2.2.1 Sensitivity of drag and non-drag forces
Drag force plays an important role in liquid-gas two-phase flow. Zhang et al.
[4] studied the vertical subcooled boiling of refrigerant R-134a in annulus. It
was shown that among the built-in models, Tomiyama model yielded significant
over-estimation in the center of annulus and under-estimation in the near-wall
region. The results of other drag models roughly agreed with experimental data
[4]. Krepper et al. [8] illustrated that compared to Schiller-Naumann model,
interfacial drag coefficient evaluated by Ishii-Zuber model resulted in lower gas
velocity and radial void fraction profiles which were closer to experimental data.
In addition to drag force, many non-drag forces, such as lift force, turbulent
dispersion force and wall lubrication force, are crucial in correctly predicting sub-
cooled flow boiling. It was shown by Krepper et al. [8] that non-drag forces did
impact the radial void fraction profiles, but the influence on the cross sectional
averaged void fraction distribution were not significant. Additionally, Končar et
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al. [12] found that without non-drag forces, the simulation results poorly agreed
with experimental data.
The wall lubrication force can push the gas away from the heated wall and
reproduce the void fraction peak in the near-wall region. For boiling of water at
about 0.1 MPa, it was shown that implementing wall lubrication force model was
beneficial [12]. Končar and Kreppser [9] found that wall lubrication force modeling
resulted in underestimation of volume fraction of gas in the near-wall region for
the vertical convective flow boiling of refrigerant R-113 at 26.9 bar in annulus.
Among all the wall lubrication models, Zhang et al. [4] recommended Antal et
al. model and Hosokawa model for subcooled boiling of refrigerant R-134a at 1-2
MPa.
Zhang et al. [4] also made comprehensive sensitivity study of built-in non-drag
force models. Moraga’s lift model was recommended. Additionally, if bubbles
were not heavily deformed, Saffman-mei lift model was applicable, even if it was
primarily designed for spherical solid particles and liquid drops.
Krepper and Rzehak [13] simulated the DEBORA experiments and observed
deviations of void fraction and gas velocity compared with experimental data.
Krepper and Rzehak [13] found that the imprecision of turbulent dispersion force
modeling might contribute to this deviation and advocated improvement of it.
1.2.2.2 Sensitivity of bubble size
Correctly modeling bubble sizes is essential in estimating interfacial interaction
and heat transfer. For instance, the diameter of the secondary phase can impact
the drag force acting on gas. Moreover, the size of gas bubbles governs the ac-
tive range of wall lubrication force and then influences the reproduction of void
peak in CFD simulation. Also, interfacial area concentration, which can affect
the interaction and heat transfer between phases, depends on bubble size. Ac-
cordingly, evaporation and condensation of bubbles, which is related to interfacial
heat transfer, will be impacted by the bubble diameter. Therefore, the bubble
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size should be correctly predicted in flow boiling. However, the size of bubbles
in boiling flow is affected by complex mechanism, such as evaporation, condensa-
tion, breakup and coalescence, which makes it difficult to accurately estimate the
bubble diameter in the flow.
Končar et al. [12] tried different approaches to bubble diameter modeling in
boiling flow. They implemented constant bubble diameter and linear function of
local subcooling, where the bubble size is between 1 and 3.8 mm. The ‘increasing
profile’ model as shown in Eq. 1.13 is recommended, since the results of bubble
size had good agreement with experimental data. However, only results with
constant bubble diameter of 1 mm showed significant difference from radial void










d∗b = min (dbw + yw, db,max)
where dbw is the bubble departure diameter, yw is the radial distance from the
near-wall cell center, db,max = 2dbw and ∆Tsub,w is the local subcooling.
In addition, it was shown by Chen et al. [11] that when the refrigerant bubble
size varied from 0.7 mm to 1.3 mm, constant mean bubble diameter (1 mm)
could be acceptable. In summary, constant bubble diameter [9], ‘boiling-dia’
correlation [4] and linear function of liquid subcooling [8, 13] were all shown as
effective methods at different flow conditions.
In addition to these simple approaches, Cheung et al. [16] and Yeoh et al. [15]
adopted the Multiple Size Group (MUSIG) boiling model as the population bal-
ance model to account for the bubble breakup and coalescence. The predicted bub-
ble size distributions showed good agreement with experimental data. Colombo
and Fairweather [14] predicted the bubble size distribution with a pre-defined
log-normal probability distribution. However, the accuracy of bubble diameter
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prediction was not satisfactory and improvement of bubble breakup and coales-
cence modeling were desired.
1.2.2.3 Sensitivity of turbulence model and wall function
In most engineering applications, the fluid flows are turbulent, in which the be-
haviors of flow are chaotic and unsteady. It is essential to estimate the impacts
of turbulence in CFD simulations of both single-phase and multi-phase flows. To
correctly predict the turbulence of flow, a number of turbulence models, such as
Standard and Realizable k− ε models, and Standard and SST k−ω models were
proposed.
In addition, due to the existence of solid wall, the flow behaviors near the wall
will be different from bulk flow. Since the boundary layer, where flow patterns
change rapidly, of turbulent flow is thin, a mesh with high near-wall resolution may
be necessary to obtain accurate results in this region. Furthermore, in subcooled
flow boiling, bubbles will be first generated at the heated wall and then move
towards the subcooled region. The formation, growth and detachment of bubbles
can impact the liquid near the heated wall [9] and may further influence the bulk
flow as well. The negative impacts of solid boundary might be compensated by
implementing proper wall function.
Končar and Krepper [9] implemented two new two-phase wall functions: a)
wall function for adiabatic bubbly flow of Troshko and Hassan [41] and b) boil-
ing wall function of Ramstorfer et al. [42], in convective flow boiling simulation.
They showed that better agreement of void fraction and phase velocities could be
obtained using boiling wall function. However, Končar and Krepper [9] reported
over-estimation of turbulent kinetic energy in the near-wall region using boiling
wall function and advocated further investigation into this direction.
Krepper and Rzehak [13] improved boiling wall function and suggested two-
phase k − ε/k − ω models for further enhancement.
Zhang et al. [10] made a comprehensive study of impacts of turbulence models
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and wall functions on subcooled boiling simulation and suggested standard and
realizable k − ε models with all wall functions except non-equilibrium wall func-
tion for grids with Y -plus in the range of 12.7 - 35.7. Based on their study [10],
compared with dispersed and per phase treatments, mixture treatment had supe-
riority in convergence rate, but inferiority in accuracy.
Colombo and Fairweather [14] improved the prediction of subcooled boiling flow
using the wall roughness model. However, the improvements were not noticeable
for all flow conditions. Additionally, Colombo and Fairweather [14] advocated fur-
ther investigation in wall model and its application in Reynolds stress turbulence
model, and suggested separate model for larger bubbles.
1.2.2.4 Sensitivity of experimental conditions
Experimental conditions, such as working fluid, inlet subcooling and heat flux,
may impact the accuracy of CFD modeling. At low pressure, the saturation
temperature of working liquid will be more sensitive to pressure drop than high
pressure and constant Tsat over the entire domain may not be a proper approxima-
tion. Moreover, low inlet subcooling and large wall heat flux can lead to saturated
boiling rather than subcooled boiling and difficulties of modeling bubble size.
Water-steam flow in vertical tube and hot channel of fuel assembly over a wide
range of working conditions were modeled using CFX and two-fluid model by
Krepper et al. [8]. It is indicated that at low mass flux (400 kg/m2s), area-
average void fraction was under-predicted and over-estimation was found at high
pressure (15 MPa) and large mass flux (2000 kg/m2s) [8].
For simulation of DEBORA experiments, Krepper and Rzehak [13] found that
at relatively lower pressure, the void fraction peak would shift from wall to the
middle of the pipe, which could not be properly caught using monodispersed
bubble size.
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1.2.2.5 Sensitivity of wall nucleation models
In RPI boiling model [7], which is widely used in subcooled boiling simulation,
the wall heat flux are divided into several parts including evaporative flux, which
is given as:
q′′E = VdNwρghfgfd (1.14)
where Vd is the volume of the bubble based on the bubble departure diameter,
Nw is the nucleation site density, ρg is the gas density, and hfg is the latent heat
of evaporation, and fd is the bubble departure frequency.
In Fluent 18.2 [43], the mass transfer rate from wall to gas representing wall





Therefore, it may be vital to correctly choose or modify wall nucleation models. In
most commercial CFD codes, such as Fluent and CFX, only basic wall nucleation
models are provided. However, most of those models cannot properly model the
wall nucleation in subcooled boiling and yield large error compared with available
datasets [1]. As summarized in Table 1.2, most of the previous studies utilized
these basic models. Recently, some research assessed the performance of wall
nucleation models [14–17].
Yun et al. [17] replaced the bubble departure model of Tolubinsky-Kostanchuk
and Lemmert-Chawla nucleation site density model by Klausner’s force balance
Dd model and fd model of Hibiki-Ishii. The predicted flow patterns showed good
agreement with experimental data. In addition, Yun et al. [17] suggested that
these advanced wall boiling models could be applicable to flow over a wide range
of conditions, even accidental conditions in nuclear reactors.
Cheung et al. [16] studied the performances of some empirical correlations
for wall nucleation parameters in low-pressure subcooled flow boiling simulation.
These models were assessed against axial and local radial measured flow condi-
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tion profiles. Cheung et al. [16] recommended different combinations of empirical
correlations for local radial and axial measured data. In addition, single combi-
nation of correlations was not sufficient to provide reasonable prediction over a
wide range of mass flow rate and wall heat flux.
Yeoh et al. [15] evaluated a mechanistic model for bubble departure frequency
and a fractal model for active nucleation site density. Even though for all com-
binations of correlations, predicted void fraction and Sauter-mean diameter of
bubble showed good agreement with experimental data, heat flux partitioning
components predicted were inconsistent. In addition, improved wall nucleation
models compensated for the under-prediction of wall temperature and yielded
more reasonable wall superheat distributions.
Colombo and Fairweather [14] compared the performances of bubble departure
models of Tolubinsky-Kostanchuk, and Kocamustafaogullari-Ishii in predicting
subcooled boiling flow covering a wide range of conditions. It was found that no
single model for Dd was applicable to entire datasets. Colombo and Fairweather
[14] deduced that the difference between predicted bubble size and experimental
data might be due in part to the underestimation of departure diameter.
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Table 1.2: Wall nucleation models used in previous studies
Study Dd Nw fd
Končar et al. [12] Unal L-C a Cole
Krepper et al. [8] T-K b L-C a Cole
Chen et al. [11] T-K b L-C a Cole
Krepper and Rzehak [13] modified T-K b L-C a Cole
Zhang et al. [10] T-K b L-C a Cole
Zhang et al. [4] T-K b L-C a Cole
Yun et al. [17] Klausner H-I d Cole
Yeoh et al. [15] Unal, Fritz, K-I c L-C a, Basu Cole
Cheung et al. [16] Unal, Fritz,K-I c L-C a, Basu Cole






In summary, CFD, a powerful tool for thermal hydraulics studies, has been used
to simulate subcooled boiling in pipes, annuli, and fuel assembly. The applica-
bility of Eulerian two-phase framework coupled with RPI wall boiling model to
predict the void fraction distributions in upward subcooled flow boiling over a
wide range of conditions has been validated. However, since subcooled boiling is
a complex phenomenon, precise simulation results rely on correctly modeling of
various physical models, such as turbulence model, inter-phase interaction models
and wall nucleation models. Moreover, it can be difficult to conduct sensitivity re-
search on all of them in a single study. Therefore, most of the previous work only
focused on specific thermal hydraulics models. Moreover, discussion on predicted
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wall nucleation process was available only in recent studies [14–17] and valida-
tion of wall nucleation parameters against experimental data was limited [14].
Therefore, investigations of wall nucleation models in numerical study of forced
convective sucooled boiling flow are still of significant interest.
1.3 Benchmark experiment
Experiments to study the upward water-steam two-phase flow under relatively
low pressure in a vertical annulus conducted by Ozar et al. [2] were chosen as the
benchmark experiments. The schematic diagram of the testing section and the
cross section of flow channel are shown in Fig. 1.3. The inner and outer diameters
of the annular pipe were 19.1 mm and 38.1 mm, respectively. The entire pipe was
divided into two parts: heated section and unheated section. The heated length
was 2845 mm and the unheated length was 1632 mm. In the heated section,
three measurement ports were axially located at z/Dh = 52, 108, 149. At each
measurement port, void fraction, bubble interface velocity and interfacial area
concentration were measured at ten different radial positions. To monitor these
flow parameters, four-sensor conductivity probes were used.
Flow behaviors under 57 different conditions were tested in experiments. Three
experiment cases with sufficient pressure difference, working conditions of which
are summarized in Table 1.3, were chosen as the simulation cases. Cases 1-3
represent low pressure case, intermediate pressure case and high pressure case,
respectively.









Case 1 218 383.45 1.96 237.88
Case 2 504.71 410.2 1.02 240.82
Case 3 743.12 425.32 1.03 202.64
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(a) Schematic of testing section [2]
Ri = 9.55mm
Ro = 19.05mm
(b) Cross section of flow channel
Figure 1.3: Schematic of testing section and flow channel
In the following discussion, to simplify the analysis, non-dimensional radial





where Ro is the outer radius of flow channel and Ri is the inner radius.
1.4 Objectives
It is known that investigation of wall nucleation models in CFD simulation of
subcooled boiling is still of great interest and new bubble departure diameter and
bubble frequency models proposed by Brooks and Hibiki [1] showed superiority
over other models. Therefore, the present work primarily focuses on examining
the performances of these new models in CFD simulations of subcooled boiling
flow in a vertical annulus. Subcooled boiling flow at three different pressures was
numerically simulated and results were compared with experimental data of Ozar
et al. [2]. For each case, the impacts of inlet bulk liquid temperature, bubble
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size modeling and interfacial heat transfer model were examined and discussed.
Finally, attempts were made to improve the prediction.
This thesis is arranged in the following structure:
• Chapter 1 introduces the background of this research and reviews existing
experimental study of wall nucleation. The numerical study of subcooled
boiling and benchmark experiments for this study are reviewed as well.
• Chapter 2 summarizes the computational approach used, which includes
governing equations, general simulation set-ups and description of User De-
fined Function (UDF).
• Chapter 3 presents the simulation results and discussion.






ANSYS Fluent [43] provides three multiphase models: VOF model, Eulerian
model and mixture model. Subcooled boiling has been simulated using com-
mercial CFD codes by numerous investigators. A number of studies have proven
that Eulerian-Eulerian multiphase model coupled with RPI wall boiling model are
applicable to predict the behaviors of subcooled boiling flow [4,8–17].
2.1.2 Conservation Equations
• Conservation of mass
The continuity equation of qth phase is given as
∂
∂t
(αqρq) +∇ · (αqρq~vq) =
n∑
p=1
(ṁpq − ṁqp) + Sq (2.1)
where
~vq = the velocity of phase q
ṁpq = the mass transfer from phase p to phase q
ṁqp = the mass transfer from phase q to phase p
Sq = the source term
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• Conservation of momentum
The conservation of momentum of qth phase is given as
∂
∂t









~Fq + ~Flift,q + ~Fwl,q + ~Fvm,q + ~Ftd,q
) (2.2)
where τq is the stress-strain tensor of phase q. ~Rpq is an interaction force
between phase p and phase q. p is the pressure. ~Fq, ~Flift,q, ~Fwl,q, ~Fvm,q and
~Ftd,q are the external body force, lift force, wall lubrication force, virtual
mass force and turbulent dispersion force, respectively. ~vpq is the interphase
velocity. Some terms are defined as







∇ · ~vql (2.3)
where µq and λq are the shear and bulk viscosity of phase q, respectively.
~vpq =
~vp ṁpq > 0~vq ṁpq < 0 (2.4)
~vqp =






Mpq (~vp − ~vq) (2.6)
where Mpq(Mqp) is the interphase momentum exchange coefficient.




(αpρphp) +∇ · (αqρq~uqhq) =αq
dpq
dt




(Qpq + ·mpqhpq − ·mqphqp)
(2.7)
where hq is the specific enthalpy of phase q, ~qq is the heat flux, Sq is the
source term, Qpq is the intensity of heat exchange between phases and hpq
is the interphase enthalpy.
2.1.3 RPI boiling model
2.1.3.1 Heat flux partitioning
Based on the RPI boiling model [7], the heat flux from the wall to the liquid is












E are the convective heat flux, the quenching heat flux, and
the evaporative heat flux, respectively.
• The convective heat flux q′′C is given as:
q′′C = hC (Tw − Tf ) (1− Ab) (2.9)
where hC is the single phase heat transfer coefficient, and Tw and Tl are the
wall and liquid temperatures, respectively.





(Tw − Tf ) (2.10)
where kf is the liquid conductivity, ρf is the liquid density, cp,f is the specific
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heat of liquid phase and fd is bubble departure frequency.
• The evaporative flux q′′E is given as
q′′E = VdNwρghfgfd (2.11)
where Vd is the volume of the bubble based on the bubble departure di-
ameter, Nw is the nucleation site density, and hfg is the latent heat of
evaporation, and fd is the bubble departure frequency.
2.1.3.2 Interfacial heat transfer
• Interface to liquid heat transfer
After bubbles depart from the heated wall, heat transfer will occur between
liquid and gas, which can be described by:
q′′lt = h (Tsat − Tf ) (2.12)
where h is the volumetric heat transfer coefficient.
• Interface to gas heat transfer
It is assumed that the gas retains the saturation temperature by rapid evap-




(Tsat − Tg) (2.13)
where δt is the time scale set to a default value of 0.05 and cp,g is the
isobaric heat capacity.
2.1.3.3 Mass transfer
• Mass transfer from the wall to gas
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where q′′E is the evaporation heat flux.
• Interfacial mass transfer
The interfacial mass transfer rate is evaluated as:






where q′′vt and q
′′
lt are interface to gas heat transfer rate and interface to liquid
heat transfer rate, respectively.
2.1.4 Bubble size
By default, the diameter of secondary phase in Fluent is evaluated using the










dmax −K (∆Tsub −∆Tin) ∆Tsub ≤ 13.5K
(2.16)
where dmin = 0.00015m, dmax = 0.001m, ∆Tmin = 0K, ∆Tmax = 13.5K and K =
dmax−dmin
∆Tmax−∆Tmin . It is worth mentioning that Db calculated using boilng-dia model is
usually smaller than 1 mm, which may be significantly under-estimated at some
conditions.
2.2 Computational domain and mesh
To simplify calculation and save computational power, a 2-D section along axial
section was selected as the calculated domain. The schematic diagram of the
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geometry is shown in Fig. 2.1a. To increase the convergence speed and save time,
only half of the flow domain was meshed, which produced a 2-D quadrilateral
mesh. The mesh near the inlet is shown in Fig. 2.1b. Meshes along radial and




L = 2845mm q′′
G G
(a) Geometry (b) Mesh
Figure 2.1: Computational geometry and mesh
2.2.1 Mesh Convergence
First, an appropriate mesh size was selected by conducting mesh convergence.
Results with mesh size 17× 350, 22× 350, 30× 450 and 37× 650 were compared.
The operating conditions and physical models used for mesh convergence are
summarized in Table 2.1.
The results of the grid sensitivity study are shown in Fig. 2.2. These results
only varied in the region near the heated wall. In the off-wall region, they agreed
with each other. Additionally, due to the limitation of aspect ratio, which refers
to the ratio of length of the longest side of a cell to that of the shortest, finer axial
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Bubble departure diameter Unal
Bubble departure frequency Cole
Nucleation site density Lemmert and Chawla
mesh is desired for finer radial mesh, which may require unaffordable computing
power. Therefore, mesh size 22 × 350 was considered sufficient to capture the
main feature of radial void fraction distribution and was used in this work, if not
specified.




To balance the computational power requirement and precision of solution, all
properties of liquid and gas were assumed linear functions to temperature. Piecewise-
linear profiles, which require material properties at two or more different tempera-
tures as input, were used for liquid and gas properties. The liquid phase properties
at inlet temperature and saturation temperature, under inlet pressure were used.
For gas phase, saturation properties under inlet and outlet pressures were used,
since the gas temperature was assumed to be saturation temperature in the RPI
boiling model. Therefore, piecewise-linear profile could still be a good approx-
imation, although some gas properties, such as density, are strong functions of
pressure.
2.3.2 Convergence criteria
In CFD simulation, residual is an important indicator for convergence. However,
residual alone may not be sufficient to judge convergence, especially for multiphase
flow modeling. Therefore, global mass balance and area-averaged outlet void
fraction were monitored to provide more information on convergence. If these
parameters did not change significantly with iteration, a convergence was assumed
and the global mass and energy imbalances would be calculated. If the mass flow
rate difference between inlet and outlet was smaller than 0.01% of the inlet mass
flow and the heat transfer rate difference between inlet, outlet and inner wall was
within 0.01% of the total wall power, the solution was assumed to be converged.
2.3.3 Physical models
For multiphase model, Eulerian multiphase model were utilized. Standard k − ε
turbulence model with enhanced wall treatment and mixture turbulence multi-
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phase model were used in all simulation cases.
Several inter-phase heat transfer models are integrated in commercial CFD
code, Fluent. In this work, a new heat transfer model proposed by Akiyama [45]
was implemented to examine the impacts of interfacial heat transfer. The new
heat transfer model is given as:
Nu = ChRe
0.6Pr1/3 (2.17)







where vr is the relative velocity between liquid and gas and Db is the bubble
diameter.
2.3.4 Boiling model
In this work, the default RPI boiling model by Kurul and Podowski [7] was uti-
lized. Since saturation temperature is a function of pressure, a pressure dependent
saturation temperature profile was implemented, which was essential for the low
pressure case. Regarding wall nucleation models, built-in models and more physi-
cal models described in Eq. 1.7 and Eq. 1.12 were used and results were compared.
The implementation of new models will be discussed later.
It was worth mentioning that the bubble departure diameter model proposed
by Brooks and Hibiki [1] was correlated to the number mean bubble departure
diameter, DNd . In addition to D
N
d , Dd can be estimated by averaging the surface
area and volume of bubbles, which yield surface area mean departure diameter,
DSd , and volume mean departure diameter, D
V


























It was indicated by Mart́ınez-Cuenca et al. [46] that these diameters were equal
only when the bubble departure diameter was normally distributed. Therefore,
using number mean diameter to predict the volume of departed bubbles, which
partially serves as the boundary conditions in the RPI boiling model, could cause
inherent errors. To overcome this issue, the bubble departure diameter supplied






The value of CV suggested by Mart́ınez-Cuenca et al. [46] was 1.12 and was used
in this work.
2.4 Model implementation
2.4.1 Introduction to UDF
In ANSYS Fluent, user-defined functions (UDFs) should be used to implement
new physical models. UDF is a function that can be understood by Fluent and
can enhance the performance of the code. UDFs are written in C language and
should be interpreted or compiled before they can be linked to ANSYS Fluent.
Based on UDF manual [44], UDFs can:
• read information from a case or data file
• write information to a case or data file
• return a value or/and modify an argument
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In general, UDFs should include the header file udf.h provided by Fluent Inc.
In addition, they should be coded based on the general standard of C language.
However, it is essential that they should be programed using specific macros,
which will be introduced later, so that Fluent solver can understand them. In
addition to pass values to Fluent solver, some data, such as material properties,
cell information or flow variables, are accessed from Fluent solver using predefined
macros. The macros used in the following simulation are summarized in Appendix
B.
2.4.2 UDFs for Wall boiling models
The UDFs for boiling models, such as bubble departure diameter, are defined
with macro DEFINE BOILING PROPERTY and have the following format
DEFINE_BOILING_PROPERTY(name,f,t,c0,t0,from_index,from_sps_index,
to_index,to_sp_index)
There are nine arguments to DEFINE_BOILING_PROPERTY: name, f, t, c0,
t0, from_index, from_sp_index, to_index, to_sp_index, where name is de-
fined by users and other eight arguments will be passed to the function by the
Fluent solver. The detailed description of these arguments is shown in Table 2.2.
Table 2.2: Arguments in UDF macro for wall nucleation models
Argument Description
name The name of UDF
f Index that identifies a wall face
t Pointer to the wall face thread
c0 Cell index of the cell adjacent to the wall
t0 Pointer to mixture-level cell thread
from_index Liquid phase in boiling models
from_sp_index ID of liquid materials
from_index gas phase in boiling models
from_sp_index ID of gas materials
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Initially, only information of cells adjacent to the heated wall, where subcooled
boiling occurs, is passed to the UDF and indices of other cells are unknown and
cannot be called directly. However, since the entire domain is uniformly divided
into 7,700 cells, the cell indices can be precisely predicted based on cell information
of cells adjacent to the wall face. The flow domain and corresponding cell indicies
are shown in Fig. 2.3.
67 45 23 1
68 46 24 2
69 47 25 3
70 48 26 4
71 49 27 5
84 62 40 18
85 63 41 19
86 64 42 20
87 65 43 21















Figure 2.3: Mesh and cell indicies
2.4.3 UDFs for Heat Transfer Model
UDFs for inter-phase heat transfer use a macro with the following format:
DEFINE_EXCHANGE_PROPERTY(name, c, mixture_t, liq_index, vap_index)
Similarly, there are five arguments to DEFINE_EXCHANGE_PROPERTY: name, c,
mixture_t, liq_index, vap_index, where name is defined by users and other
four arguments will be passed to the function by the Fluent solver automatically.
The detailed description of these arguments are shown below.
It should be noted that UDFs for inter-phase heat transfer are desired to return
the volumetric heat transfer coefficient. Therefore, they should be modified based
on the selected interfacial area model.
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Table 2.3: Arguments in UDF macro for heat transfer model
Argument Description
name The name of UDF
c Cell index
mixture_t Pointer to the mixture-level thread
liq_index Liquid phase
vap_index gas phase
2.4.4 Verification of UDF macros
UDFs were verified before the implementation of new physical models to make
sure that correct macros were selected. A large number of UDF examples of
built-in models are provided by Fluent Inc [44]. Therefore, macros mentioned in
Section 2.4 can be easily verified by comparing results using UDFs and built-in
models.
2.4.4.1 Verification of UDF macro for wall nucleation models
Fluent Inc [44] provides an UDF example for bubble departure diameter model
of Tolubinski and Kostanchuk [19]. Therefore, macro DEFINE BOILING PROP-
ERTY was verified using built-in Tolubinski-Kostanchuk model. Detailed Fluent
setups are summarized in Table 2.4 and the results are compared in Fig. 2.4. It
was found that these two sets of results were almost identical and thus the macro
was verified.
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Table 2.4: Simulation setups for UDF verification
Working conditions Case 1
Bubble diameter 1.98 mm
Drag force Universal-drag
Lift force Moraga
Wall lubrication Antal et al.




Bubble departure frequency Cole
Nucleation site density Lemmert-Chawla
Figure 2.4: Verification of UDF macro for wall nucleation model
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2.4.4.2 Verification of UDF macro for heat transfer model
An UDF example demonstrating how to compute the heat transfer coefficient
using Ranz-Marshall model is provided by Fluent Inc [44]. The macro DEFINE -
EXCHANGE PROPERTY can be verified by comparing the results using this
provided UDF with those using built-in Ranz-Marshall model. The detailed sim-
ulation setups are summarized in Table 2.5 and the results are shown in Figure
2.5. It was found that these two sets of results were almost identical and thus the
macro was verified.
Table 2.5: Simulation setups for UDF verification




Wall lubrication Antal et al.
Turbulent dispersion Burns et al.
Turbulence interaction Troshko-Hassan
Interfacial area Symmetric
Bubble departure diameter Unal
Bubble departure frequency Cole
Nucleation site density Lemmert-Chawla
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3.1 Low pressure case
The experimental conditions for the low pressure case are summarized in Table
3.1. No gas was detected at Port 1. At Port 2 and Port 3, the Sauter-mean
diameters based on 〈ai〉 and 〈αg〉 were 1.33 mm and 2.63 mm, respectively. Thus
the arithmetic average diameter is (Dsm,Port2 +Dsm,Port3) /2 = 1.98 mm.
If not specified, models summarized in Table 3.2 were used in low pressure case.
Table 3.1: Flow conditions for low pressure case [2]
q′′w (kW/m




238 12.7 1.96 218 1.1× 10−3
Table 3.2: Models used for low pressure case
Drag Universal-drag
Lift Moraga
Wall lubrication Antal et al.
Turbulent dispersion Burns et al.
Turbulence interactiono Troshko-Hassan
Interfacial area Symmetric
Nucleation site density Lemmert-Chawla
Bubble size 1.98 mm
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3.1.1 Preliminary simulations
First, preliminary simulations was completed, with models shown in Table 3.3
and the results of preliminary simulation are shown in Fig. 3.1 - 3.3.
Table 3.3: Models for preliminary simulations
Label Dd fd h
Built-in Tolubinski-Kostanchuk Cole Ranz-Marshall
New Brooks-Hibiki Brooks-Hibiki Akiyama
Built-in models yielded both larger void fraction and larger gas velocities over
the entire channel. In addition to the underestimation of αg at Port 3, new wall
nucleation models made more reasonable estimation of void fraction at Port 1 and
Port 2. Moreover, both cases yielded significant overestimation of gas velocities
and the results of ‘New’ case was slightly more reasonable.
Based on Eq. 2.1, for steady-state flow, ∇ · (αgρg~vg) directly depends on the
inter-phase mass transfer and source terms. Decreasing the gas velocities would
lead to increase of the void fraction, if other terms did not change. Therefore, if
gas velocity profiles estimated were corrected to agree with measurement, ‘Built-
in’ case would result in even larger predictions of αg, and results from ‘New’ model
might show good agreement with experimental data.
Significant difference in liquid-to-gas mass transfer rate at the cell adjacent to
the heated wall could be found between ‘Built-in’ case and ‘New’ case. Using
built-in models, it was assumed that gas was generated on the heated wall much
more rapidly. Even though gas was transferred to liquid more quickly in ‘Built-in’
case, higher void fraction was still estimated compared with the ‘New’ case. At
the cell adjacent to the inner wall, the mass transfer rate might depend on both
wall-to-gas mass transfer and inter-phase mass transfer. In the RPI boiling model,
wall-to-gas mass transfer rate depended on evaporation heat flux. Therefore, to
understand the impacts of wall nucleation models on wall-to-gas mass transfer,
the evaporation heat fluxes were compared in Fig. 3.4. It was found the calculated
q′′E using built-in models was much larger than that using new models. Therefore,
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.1: αg calculated with different
wall nucleation models
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.2: vg calculated with different
wall nucleation models
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(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.3: Volumetric liquid-to-gas mass transfer rate calculated with different
wall nucleation models
Figure 3.4: Evaporation heat flux estimated with different wall nucleation
models
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it could be rationally deduced that larger evaporation heat flux led to more rapid
wall-to-gas mass transfer and then more massive gas phase over the flow channel.
3.1.2 Validation of wall nucleation parameters
Based on previous discussion, void fraction profiles predicted using new wall boil-
ing models were not satisfactory and showed large deviation from experimental
data. Larger evaporation heat flux, which was determined by wall nucleation pa-
rameters, was required to predict more gas in the channel. To validate the new
wall nucleation models, calculated bubble departure parameters shown in Fig.
3.5a and Fig. 3.5b were compared with available experimental data summarized
in Table 3.4. The void fraction data and wall nucleation data were taken from
the same facilities, so the wall nucleation data summarized in Table 3.4 could be
a good criterion to validate the calculation of wall nucleation parameters.




2) P (kPa) ∆Tsub (K) Dd (µm) fd (Hz)
1.01 246 301 20.0 90.7 4.03× 102
1.01 246 302 15.9 85.7 9.39× 102
0.990 246 303 10.0 83.9 1.39× 103
1.02 246 152 10.7 338 2.03× 102
1.00 246 152 15.4 265 2.64× 102
Notwithstanding the bubble departure diameter data for the same flow con-
ditions were not available from experiments, the Dd at low pressure should be
within the range from 90 µm to 300 µm. Therefore, predicted bubble departure
diameter, which varied from 120 µm to 180 µm, could be a physical estimation at
low pressure. The built-in Dd model proposed by Tolubinski and Kostanchuk [19]
suggested that the bubble departure diameter should be larger than 500 µm, which
was unphysically large.
Similarly, the bubble departure frequency was experimentally estimated to be
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(a) Dd (b) fd
Figure 3.5: Wall nucleation parameters calculated with new wall nucleation
models
located within [200, 1400] Hz. The fd was predicted smaller than 1600 Hz, which
could be considered physical as well.
Therefore, if the default heat flux partitioning model was strictly followed, the
predicted evaporation heat flux profile was rational. However, the void fraction
was underestimated. It could be concluded that the physical estimation of q′′E
resulted in inaccurate estimation of volume fractions of gas in the flow channel.
In addition, constant bubble diameter was assumed in the entire channel for pre-
liminary simulations and this approach could not properly describe the bubble
size distributions. Therefore, the inaccurate estimation of bubble size might also
be a major source of error and its impacts will be discussed later.
3.1.3 Impacts of bubble size
The impacts of bubble diameter were examined by comparing the results with
constant bubble diameter of 1.33 mm, constant bubble diameter of 1.98 mm and
‘boiling-dia’ correlation. At Port 3, smaller bubble size led to more gas in the
channel and boiling-dia correlation resulted in a nonphysically large void peak near
the heated wall. At Port 2, bubble size impacted the void fraction distributions
differently in the region r∗ < 0.15 where larger bubbles yielded more steam, and
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region r∗ > 0.15 where large bubbles suppressed the condensation. At Port 1, it
was worth noting that the smallest bubbles yielded the highest void peak and the
narrowest bubble existence region.
Comparing inter-phase mass transfer rate could help to comprehensively under-
stand the influence of bubble size. In general, smaller bubbles had larger interfacial
area concentration and larger volumetric heat transfer coefficient. It was found
that at Port 2 and Port 3, the liquid-to-gas mass transfer rate at the cell adjacent
to the heated wall was larger with smaller bubble size. Therefore, the mass trans-
fer rate in this region was not solely determined by evaporation heat flux, but also
impacted by interfacial heat transfer. In addition, gas-to-liquid mass transfer was
also enhanced by smaller bubbles. As a result, higher void peak and more rapid
decline of void fraction from the peak were predicted for smaller bubbles. At Port
1, heat might be purely transferred from secondary phase to primary phase, which
accounts for the unique features of void fraction and mass transfer rate profiles
at Port 1.
Wall lubrication force, which reproduced the void peak, was partially governed
by bubble size. With smaller bubble size, the wall lubrication force was active in a
narrower region away from walls. Therefore, wall lubrication force might account
for the higher and narrower void peak resulted from smaller bubbles.
At Port 1 and Port 2, smaller bubble size yielded smaller gas velocities, which
was still significantly larger than experimental data. Besides, at Port 1, no bub-
ble was detected from experiments, so the corresponding gas velocities were zero.
However, steam was predicted at Port 1 and eventually led to non-zero gas veloci-
ties. In addition, the smaller overestimation of vg at Port 3 indicated that smaller
bubble size could improve the prediction of bubble velocity.
It was obvious that bubble size could have significant impacts on the void
fraction distributions. In subcooled boiling, the bubble size increased rapidly
from departure diameter to large diameter within a thin layer near the heated
wall, where conductivity probes could not work properly due to the intensive
evaporation. Therefore, the area-average bubble diameter, 〈Dsm〉, measured from
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(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.6: αg calculated with different approaches to modeling bubble size
experiment might be inaccurate. In addition, all the bubble size models compared
in this section could not correctly describe the change of bubble size in the near-
wall region. A more sophisticated approach to describing bubble transfer and the
change of bubble size cross the channel might be required. Coupling interfacial
area transport equation (IATE) could be a potential solution to this issue and
the IATE has been validated for experiments in the same facilities by Brooks and
Hibiki [47].
3.1.4 Impacts of inlet subcooling
In experiments, some flow parameters and boundary conditions, such as wall flux,
pressure, and inlet temperature, were directly measured [2], so these values had
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.7: vg calculated with different
approaches to modeling bubble size
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.8: Volumetric liquid-to-gas
mass transfer rate calculated with
different approaches to modeling
bubble size
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inherent uncertainty. Based on Table 3.5, the uncertainties of pressure and mass
flow rate were within 1 %, so they might not have significant impacts on the esti-
mation. It is worth noting that the inlet temperature was measured by a K-type
thermocouple, accuracy of which was 1 K and the measured inlet subcooling was
12.7 K, so the real inlet subcooling might deviate from the measured value by
about ±7.9%. Even though the steady state averaging could reduce the error of
liquid subcooling, the impacts of measurement accuracy was still studied consid-
ering its possible distinct influences. The sensitivity study of inlet subcooling was
accomplished by adjusting the inlet temperature by ±1 K.
Table 3.5: Instrument accuracy [2]
Instrument Parameter Accuracy
Flow meter Qf ±0.75 %
T-type thermocouple T ±2.2 K
K-type thermocouple T ±1 K
Absolute pressure gage Pin < ±0.2 %
Differential pressure gage ∆P < ±0.5 %
The effects of inlet subcooling were straightforward. As the inlet temperature
increased, less steam was predicted and axial void velocities decreased. Moreover,
the radial tendency of αg did not change significantly. As a result, good agreement
between predicted void fraction profiles of r∗ > 0.3 and experimental data was
obtained with ∆Tsub,in = 11.7 K, especially at Port 2 and Port 3. At Port 1, even
though the relative difference between simulation results and experimental data
tended to infinity due to the absence of bubbles in experiments, a match between
calculation and experiments could still be considered because of the low magnitude
of predicted void fraction profiles. Moreover, less energy was required to saturate
liquid water for lower subcooling, so more intensive generation of bubbles on the
heated surface was estimated.
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.9: αg calculated with different
∆Tin,sub
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.10: vg calculated with
different ∆Tin,sub
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3.1.5 Impacts of inter-phase heat transfer
Interfacial heat transfer is an important source of volume fraction of gas phase
in subcooled boiling. After departure from heated surface, bubbles may grow by
receiving heat from superheated liquid. However, evaporation may occur only
within a thin layer near the heated wall where the liquid temperature is higher
than saturation temperature. In subcooled region, the condensation of bubbles is
a pivotal mechanism to correctly predict subcooled boiling.
In this work, the built-in heat transfer model of Ranz and Marshall [48], default
and modified Akiyama’s [45] models were implemented to study the impacts of
inter-phase heat transfer. By default, the leading constant Ch in Eq. 2.17 is 0.37.
The Akiyama’s heat transfer model was modified by adjusting the Ch by a factor
of 3 and the results were labeled as ‘Akiyama*3’ and ‘Akiyama/3’.
First, the difference between built-in model and Akiyama’s model was only
significant at Port 3. At Port 1 and Port 2, built-in model yielded slightly higher
void fraction, while at Port 3, Akiyama’s heat transfer model provided larger
estimation of void fraction. These features were coincident with the impacts on
volumetric mass transfer rate.
Second, leading constant Ch did have notable impacts on the simulation results.
At Port 1 and Port 2, larger Ch resulted in less steam in the channel. Based on the
mass transfer rate profiles, it was clear that evaporation only occurred in the cell
adjacent to the heated wall at Ports 1 and 2. Since interfacial heat transfer were
not distinguished between evaporation and condensation, larger leading constant
also caused bubble condensation to increase and thus bubble volume fraction to
decrease. At Port 3, with large Ch, void fraction rose to a higher peak rapidly
and then declined sharply, which means larger leading constant enhanced both
evaporation and condensation.
Lastly, Ranz-Marshall model, default Akiyama model and Akiyama model with
smaller Ch yielded similar shapes for gas velocity profiles. Larger Ch led to smaller
gas velocities at Ports 1 and 2, and resulted in larger vg at Port 3. Besides, due
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.11: αg calculated with
different approaches to modeling
inter-phase heat transfer
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.12: vg calculated with
different approaches to modeling
inter-phase heat transfer
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(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.13: Volumetric liquid-to-gas mass transfer rate calculated with different
approaches to modeling inter-phase heat transfer
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to the difference in heat transfer rates, the bubble existence regions calculated
with various heat transfer models showed apparent deviation, so the gas velocity
profiles predicted were different as well.
In summary, it might be deduced that interfacial heat transfer was not differ-
entiated between evaporation and condensation. In addition, the built-in model
of Ranz and Marshall [48] and new model of Akiyama [45] were not suggested for
bubble condensation by Park et al. [49]. Therefore, the prediction of subcooled
flow boiling may be improved by using separate heat transfer models for evapo-
ration and condensation, and implementing more physical heat transfer models.
3.1.6 Concluding remarks
Using more physical wall nucleation models, the void fraction was underestimated
and the gas velocities were overestimated over the entire channel. It was found
that calculated evaporation heat flux, which governed the calculation of wall-to-
gas mass transfer rate, and the volume fraction of gas were positively correlated.
Built-in wall nucleation models led to a much larger evaporation heat flux and
thus more intensive wall-to-gas mass transfer, which finally caused more steam
over the whole channel. Considering the underestimation of void fraction with
new wall nucleation models, it was deduced that either larger bubble departure
diameter, bubble departure frequency or nucleation site density was required to
make more reasonable prediction of subcooled boiling flow. However, it was shown
that Dd and fd predicted with new models might not deviate significantly from
the actual values. Either the wall partitioning model or other simulation setups
should be improved to provide better prediction.
In addition, the interfacial heat and mass transfers were of great importance in
numerical calculation of subcooled boiling flow. Those parameters, such as inter-
facial heat transfer model and bubble size, could notably impact the quantitative
results.
In this work, the bubble sizes were only evaluated using either a simple corre-
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lation of local subcooling or a constant bubble diameter. Using the ‘boiling-dia’
correlation, the bubble size was under-predicted over the entire channel. With
the arithmetic-averaged 〈Dsm〉, sizes of some bubbles were over-predicted while
sizes of others were under-predicted. Therefore, the results may be improved by
implementing advanced approaches to bubble size modeling, such as IATE [47].
In addition, the uses of existing interfacial heat transfer models might be ques-
tioned. Interfacial heat transfer governs the condensation and evaporation of
bubbles after departure from the heated surface. Since the wall nucleation pa-
rameters were validated against available experimental data, inaccurate modeling
of interfacial heat transfer might account for the imprecision of simulation results.
It was found that same heat transfer model was utilized for evaporation and con-
densation. Thus, improvements of heat transfer modeling were still required.
3.2 Intermediate pressure case
The flow conditions at intermediate pressure are summarized in Table 3.6. In this
case, only Group-1 bubbles existed at Port 1 and Port 2, and significant amount
of Group-2 bubbles were detected at Port 3. The arithmetic average of 〈Dsm〉 at
Ports 1 and 2 is 2.648 mm. In this section, if not specified, the models summarized
in Table 3.7 were used.
Table 3.6: Flow conditions for intermediate pressure case [2]
q′′w (kW/m




241 14.9 1.02 m/s 504 2.8× 10−3
3.2.1 Preliminary simulations
First, preliminary simulations were conducted as references. The models used are
summarized in Table 3.8 and results are shown in Fig. 3.14 - Fig. 3.16.
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.14: αg calculated with
different wall nucleation models
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.15: Volumetric liquid-to-gas
mass transfer rate calculated with
different wall nucleation models
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Table 3.7: Models used for intermediate pressure case
Drag Symmetric
Lift Moraga
Wall lubrication Antal et al.
Turbulent dispersion Burns et al.
Turbulence interactiono Troshko-Hassan
Interfacial area Symmetric
Nucleation site density Lemmert-Chawla
Bubble size 2.648 mm
Table 3.8: Models for preliminary simulations
fd Dd h
Built-in Unal Cole Ranz-Marshall
New Brooks-Hibiki Brooks-Hibiki Akiyama
Radial void fraction distributions at Port 2 and Port 3 predicted using built-in
models showed good agreement with experimental data except the over-prediction
of r∗ > 0.6 at Port 3. The most notable feature of the simulation results using more
physical models might be the significant under-prediction of void fraction over the
entire flow channel. Based on the discussion in section 3.1, the evaporation heat
fluxes, which was determined by wall nucleation parameters, were also compared
in Fig. 3.16. It was shown that q′′E evaluated using built-in models was almost ten
times larger than that calculated using more physical models. The difference of
wall nucleation parameters might partially explain the disparity of void fraction
profiles.
In addition, the impacts of evaporation heat flux and wall nucleation on the
predicted void fraction profiles could be better understood by comparing the vol-
umetric mass transfer rates, since it was already shown that wall nucleation was
one of the factors determining the mass transfer rate at the cell adjacent to the
inner wall. Using Unal’s [20] Dd model and Cole’s [35] fd model, mass transfer
rate was positive only in the very adjacent cells of heated wall, but they were
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Figure 3.16: Evaporation heat flux comparison
(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.17: vg calculated with different wall nucleation models
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much larger than those estimated using new models. Therefore, even though gas
was generated only at the very adjacent cell to the heated surface, built-in mod-
els still predicted large amount of gas because of the rapid evaporation near the
heated wall. In simulation, it might be concluded that even though bubbles were
condensed over the majority of the channel, significant amount of gas could still
exist with sufficiently intensive wall nucleation.
The accuracy of bubble size estimation in ‘Built-in’ case was questionable.
Based on measurement, significant amount of Group-2 bubbles, the diameters
of which were much larger than Group-1 bubbles, existed at Port 3. With con-
stant bubble diameter of 2.648 mm, the behaviors of Group-1 bubbles could be
physically estimated but the modeling of Group-2 bubbles was not provided. It
was found in Section 3.1.3 that smaller estimation of bubble diameter predicted
more gas. At some point between Port 2 and Port 3, the Group-2 bubbles became
dominating and bubble sizes were underestimated with Dd = 2.846 mm. Even
though void faction profiles with built-in models showed good agreement with
experimental data, the correctness of prediction was still questionable.
With built-in models, the axial gas velocities calculated were about 25 % higher
than measured values. Based on previous discussion, over-estimation of gas veloc-
ity could lead to under-prediction of gas volume fraction. Therefore, it could be
deduced that if the velocity distributions were corrected, the void fraction profiles
would deviate from measured values. Using more physical models, more reason-
able estimation of gas velocities was obtained, especially at Port 3. At Port 1
and Port 2, although vg were over-predicted in ‘New’ case, the difference between
calculation and measurement was slightly smaller than ‘Built-in’ case.
3.2.2 Validation of wall nucleation parameters
It was obvious that the prediction of void fraction profiles became much worse
at intermediate pressure and large evaporation heat flux was required to provide
reasonable prediction. Thus the wall nucleation parameters at intermediate pres-
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sure were validated as well. However, the experimental data at the same flow
conditions were limited and only those summarized in Table 3.9 were available.
Therefore, the validation of wall nucleation parameters might not be as reliable
as that at low pressure.
The calculated bubble departure diameter was in the range of 45-60 µm, which
roughly agreed with experimental data. In the fully developed region, the esti-
mated bubble departure frequency was in the range of 1300 Hz to 5000 Hz. Based
on the available data, the measured fd at 450 kPa was about 1300 Hz, so it was
likely that the prediction of bubble departure frequency was inaccurate. However,
since calculated and measured values were on the same order of magnitude, the
prediction could still be assumed reasonable considering the dependence of fd on
liquid temperature. Thus at intermediate pressure, the estimation of q′′E was still
rational using advanced wall nucleation models.
Figure 3.18: Calculated Dd Figure 3.19: Calculated fd




2) P (kPa) Tf (K) Dd (µm) fd (Hz)
1.0 352 450 395.15 52 1340
1.0 304 452 401.15 46 1150
Therefore, at intermediate pressure, the simulations showed similar features as
in the low pressure case. Unphysically large wall nucleation parameters must be
assumed to provide reasonable estimation of void fraction distributions.
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3.2.3 Impacts of bubble size
Based on discussion at low pressure, bubble size might impact the prediction of
void fraction and inter-phase mass transfer rate. In this section, the results with
‘boiling-dia’ approach, constant bubble diameters of 2.37 mm, 2.648 mm and 3
mm, were compared. Impacts of bubble sizes on void fraction and gas velocity
profiles are shown in Fig. 3.20 and Fig. 3.21. The ‘boiling-dia’ approach, which
under-estimated the bubble size, made the most reasonable prediction of radial
void fraction distributions, even though under-prediction could still be observed.
With smaller bubble sizes, the void peak was of larger magnitude. Tiny bubbles
led to rapid gas-to-liquid mass transfer rate and thus sharper declines of void
fraction after the void peak.
The impact of bubble size could be extracted from the difference of mass transfer
rate distributions. It was found from Fig. 3.22 that the constant bubble diameter
approaches yielded similar volumetric mass transfer rate, which might account
for the similar void fraction profiles predicted using different constant bubble
sizes. Since the ‘boiling-dia’ correlation offered much smaller prediction of bubble
diameters, both liquid-to-gas and gas-to-liquid mass transfer rates were enhanced.
Larger void fraction was estimated at Ports 2 and 3 because of the more intensive
liquid-to-gas mass transfer predicted with ‘boiling-dia’ correlation.
The wall lubrication force, which might reproduce the void peak, could also
resulted in difference between various bubble size approaches. It is known that
the effective region of wall lubrication force is proportional to the bubble diameter.
Therefore, it is rational that smaller bubble size estimation predicted a void peak
closer to the heated wall.
In general, all the constant bubble size approaches yielded similar gas veloc-
ity profiles. With constant bubble diameter, larger Db predicted quicker-moving
bubbles, but the difference between different bubble diameters was not notable.
At Port 1, gas velocities were estimated smaller using ‘boiling-dia’ correlation and
showed agreement with experimental data except that the bubbles were predicted
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.20: αg calculated with
different approaches to modeling
bubble size
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.21: vg calculated with
different approaches to modeling
bubble size
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(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.22: Volumetric liquid-to-gas mass transfer rate calculated with different
approaches to modeling bubble size
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existing in a narrower region. At Port 2, gas velocities were over-predicted with
all bubble size approaches and the overestimation rose as r∗ increased. At Port 3,
gas velocities estimated with constant bubble diameters agreed with experimental
data in the region where 0.2 < r∗ < 0.7 and over-predictions were observed in
other regions.
3.2.4 Impacts of inlet subcooling
The impact of inlet subcooling was examined for intermediate pressure case as
well. It was not surprising that different inlet subcoolings only led to deviation
in magnitudes of radial void fraction distribution, which was similar to the low
pressure case. It is apparent that radial void fraction profiles followed a same ten-
dency, notwithstanding inlet liquid temperature were different. Since the amount
of steam predicted at intermediate pressure was rather limited, the impact of
∆Tsub,in on void fraction was not as significant as those at low pressure.
With smaller inlet subcooling, which meant less energy was needed to boil
water, bubbles could be predicted in a wider region as shown in Fig. 3.24. If
the gas phase existed, the gas velocity in this cell would be nonzero. It might
be obvious that larger inlet subcooling would narrow the region where bubbles
existed, but the axial velocity magnitude was shown not to be a strong function
of inlet liquid temperature at intermediate pressure.
3.2.5 Impacts of inter-phase heat transfer
The heat transfer model of Ranz and Marshall [48] and that of Akiyama [45]
yielded little difference. The impact of heat transfer coefficient was also studied
by changing the leading constant to 3Ch,default and Ch,default/3. The results are
labeled as ‘Akiyama*3’ and ‘Akiyama/3’.
At Port 1, it was predicted that the gas was condensed after departure from
the heated wall, so increasing and decreasing the coefficient resulted in lower and
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.23: αg calculated with
different ∆Tin,sub
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.24: vg calculated with
different ∆Tin,sub
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higher void fraction, respectively. At Ports 2 and 3, large leading coefficient led
to larger void peak and rapid decrease of void fraction after the peak. Small
coefficient suppressed the formation of bubbles near the heated wall as well as
their condensation when they moved towards subcooled region. It was also found
that the difference in magnitude of void peak in these two ports calculated using
default Ch and Ch,default/3 were not apparent. Considering the larger void fraction
predicted in the subcooled region, decreasing Ch might cause larger 〈αg〉.
The impact of leading constant can also be extracted from the difference of
mass transfer rate, which is directly related to interfacial heat transfer. Larger
coefficient caused increase in magnitude of mass transfer rate, both positive and
negative, so larger void peaks and sharper declines after peaks were predicted.
However, the impacts of smaller Ch were not distinct at Port 2 and Port 3, which
provided an explanation of the difference between ‘Akiyama’ case and ‘Akiyama/3’
case. At these positions, the suppression of gas-to-liquid mass transfer over-
whelmed the deterioration of evaporation with smaller Ch, so the 〈αg〉 predicted
using smaller Ch was unexpectedly larger.
Unlike the void fraction and volumetric mass transfer rate, the gas velocity was
barely impacted by the interfacial heat transfer. The vg profiles predicted at all
three ports followed a similar trend. Even though the bubble existence range was
differently predicted with various heat transfer models, the gas velocity calculated
was well predicted.
3.2.6 Concluding remarks
At intermediate pressure (500 kPa), the void fraction was also under-predicted
with advanced wall nucleation models and the prediction became much worse
compared with low pressure case. However, void fraction profiles calculated using
built-in models showed good agreement with measured data, especially at Port
2 and Port 3. It was shown that evaporation heat flux evaluated using built-in
wall nucleation models was significantly larger than that estimated using new
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.25: αg calculated with
different approaches to modeling
inter-phase heat transfer
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.26: Volumetric liquid-to-gas
mass transfer rate calculated with
different approaches to modeling
inter-phase heat transfer
65
(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.27: vg calculated with different approaches to modeling inter-phase
heat transfer
wall nucleation models. Nevertheless, prediction of q′′E using new models were as-
sumed reasonable. Therefore, the significance of wall nucleation might be further
overemphasized at intermediate pressure case. With physical prediction of wall
nucleation, only limited amount of gas was predicted. It is known that wall nucle-
ation is only a major source of number density of bubbles, but not an important
contributor to volume fraction of gas. Instead, interfacial heat transfer may be
more beneficial in increasing void fraction. It could be rationally deduced that the
importance of interfacial heat transfer was underrated considering the fact that
unphysicallly large wall nucleation was required to provide good prediction.
Other flow parameters, such as inlet liquid temperature, had similar impacts
on simulation results. Inlet subcooling did not affect the shapes of void fraction
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profiles and only modified the magnitudes of them. Bubble size exerted influence
by impacting interfacial heat transfer and wall lubrication force. Besides, since
interfacial heat transfer model was not differentiated between condensation and
evaporation, larger leading constant would enhance both liquid-to-gas and gas-to-
liquid mass transfers.
3.3 High pressure case
The flow conditions at high pressure are summarized in Table 3.10. In this case,
only Group-1 bubbles existed at Port 1 and Port 2, and the amount of Group-2
bubbles detected at Port 3 was not significant. The arithmetic average of 〈Dsm〉
at Ports 1-3 is 1.82 mm. In this section, if not specified, the models summarized
in Table 3.11 were used.
Table 3.10: Flow conditions for high pressure case [2]
q′′w (kW/m




202.64 15.2 1.03 743.12 4.1× 10−3
Table 3.11: Models used for intermediate pressure case
Drag Universal-drag
Lift Moraga
Wall lubrication Antal et al.
Turbulent dispersion Burns et al.
Turbulence interactiono Troshko-Hassan
Interfacial area Symmetric
Nucleation site density Lemmert-Chawla
Bubble size 1.82 mm
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3.3.1 Preliminary simulations
At high pressure, the advantages of new models included the reasonable prediction
of void fraction at Port 1 and good estimation of gas velocities at Port 3. However,
αg at Port 2 and Port 3 were significantly under-predicted, which was similar to
the results at intermediate pressure. At Ports 1 and 2, calculated gas velocities
were larger than measured values and steam was predicted in a wider region.
Proper combination of built-in models provided more reasonable results. At
Port 2, radial distribution of void fraction showed good agreement with exper-
imental data. At Port 3, even though the shape of void fraction profile was
different from measured data, inaccuracy might be corrected by modifying inter-
phase interaction models considering the similar magnitude of void fraction profile
between simulation and measurement.
Table 3.12: Models for preliminary simulations
Dd fd h
Built-in Unal Cole Ranz-Marshall
New Brooks-Hibiki Brooks-Hibiki Akiyama
Calculated mass transfer rate and evaporation heat fluxes are compared in Fig.
3.29 and Fig. 3.30. It was not surprising that near-wall mass transfer rate and
q′′E predicted using built-in models were also much larger than those estimated
using new models. At Port 3, q′′E,new was only around 2.6% of q
′′
E,built−in. As a
result of larger evaporation heat flux, the near-wall volumetric mass transfer rate
predicted with built-in models was much larger than that calculated using new
models. Therefore, it was shown again that large evaporation heat flux, associated
with rapid wall nucleation and intensive mass transfer near the heated wall, was
related to more gas phase in the channel.
Similarly, at Port 1 and Port 2, gas velocities were over-predicted and ‘Built-
in’ case yielded higher estimation of vg. At Port 3, new wall nucleation models
also provided reasonable estimation of gas velocity profile, which was similar to
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.28: αg calculated with
different wall nucleation models
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.29: Volumetric liquid-to-gas
mass transfer rate calculated with
different wall nucleation models
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Figure 3.30: Comparison of evaporation heat flux
(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.31: vg calculated with different wall nucleation models
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intermediate pressure.
3.3.2 Validation of wall nucleation parameters
Since experimental data at high pressure were not available, the calculated wall
nucleation parameters were not validated against experimental data. The calcu-
lated bubble departure diameter varied from 37 µm to 41 µm and the bubble
departure frequency estimated was smaller than 4600 Hz. In spite of the lack of
experimental data, prediction of wall nucleation parameters could still be consid-
ered physical.
Figure 3.32: Calculated Dd Figure 3.33: Calculated fd
3.3.3 Impacts of bubble size
Different bubble diameter approaches were also implemented to examine the im-
pacts of bubble size. Generally, smaller bubbles predicted slower-moving gas
phase, which was particularly distinct at Port 1 and Port 2. Similarly, bubble size
influenced the void fraction by modifying interfacial mass heat transfer.
At low-subcooling ports, smaller bubbles offered lower prediction of bubble
velocities. At Port 3, velocity profiles computed using constant bubble size inter-
sected with that calculated using ‘boiling-dia’ correlation. The difference between
them became smaller as the z/Dh increased and agreement between prediction
and experimental data could be approximately obtained for all approaches at Port
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3.
3.3.4 Impacts of inlet subcooling
Compared with low pressure and intermediate pressure cases, inlet subcooling did
not have unique impact on subcooled boiling flow at high pressure. Void fraction
profiles with different inlet liquid temperature could be distinguished from each
other by the magnitude.
Similarly, shapes of gas velocity profiles were not affected by inlet liquid sub-
cooling. Gas phase would exist in a wider region of the channel and the gas
velocity profiles would deviate slightly with smaller inlet subcooling.
3.3.5 Impacts of inter-phase heat transfer
Nusselt number model of Ranz and Marshall [48] and Akiyama’s [45] model yielded
similar estimations. Since heat transfer models were not differentiated between
liquid-to-gas heat transfer and gas-to-liquid heat transfer, increasing or decreasing
heat transfer coefficient would enhance or suppress both evaporation and conden-
sation, and the void fraction profiles would be affected accordingly. The predicted
shapes of gas velocity profiles were not impacted by the heat transfer model.
3.3.6 Concluding remarks
At high pressure, simulation results did not show any unique features, compared
to lower-pressure simulations. With physical estimation of wall nucleation param-
eters, void fraction over the entire channel was under-predicted significantly. The
boundary conditions and other simulation setups impacted the simulation results
similarly to low pressures.
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.34: αg calculated with
different approaches to modeling
bubble size
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.35: vg calculated with
different approaches to modeling
bubble size
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(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.36: Volumetric liquid-to-gas mass transfer rate calculated with different
approaches to modeling bubble size
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.37: αg calculated with
different ∆Tin,sub
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.38: vg calculated with
different ∆Tin,sub
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(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.39: αg calculated with
different approaches to modeling
inter-phase heat transfer
(a) z/Dh = 52
(b) z/Dh = 108
(c) z/Dh = 149
Figure 3.40: vg calculated with
different approaches to modeling
inter-phase heat transfer
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(a) z/Dh = 52 (b) z/Dh = 108
(c) z/Dh = 149
Figure 3.41: Volumetric liquid-to-gas mass transfer rate calculated with different
approaches to modeling inter-phase heat transfer
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3.4 Comparison of results at different pressures
The performances of new wall nucleation models at different pressure levels are
compared in Fig. 3.42 to Fig. 3.45. It was noted that new models provided
under-predictions of void fraction at all three cases. At low pressure, results using
new models showed agreement with experimental data at Port 1 and Port 2. At
Port 3, the simulation errors caused by new models were comparable with those
resulted from built-in models, which over-estimated the void fraction.
At intermediate pressure and high pressure, new wall nucleation models yielded
serious underestimations of gas volume fraction and built-in models offered more
reasonable predictions. It was also illustrated that evaporation heat flux in the
standard heat flux partitioning model of RPI boiling model was, in a sense, directly
related to the amount of gas predicted. In general, the q′′E calculated using built-
in models at higher pressures, were much larger than low pressure. However,
predicted evaporation heat flux using new models did not change significantly
in these three cases. At high pressure, the q′′E at Port 3 with new models was
only 2.6% of that with built-in models. As a results, the under-prediction of void
fraction was much larger at higher pressures.
Based on this feature, the following discussions could be conducted:
• Since the wall nucleation parameters summarized in Fig. 3.44 and Fig.
3.45 were validated against available experimental data, the inaccurate es-
timation of active nucleation site density might lead to under-prediction of
evaporation heat flux. However, improving nucleation site density modeling
might be sufficient to provide better results only at low pressure, considering
the huge difference of evaporation heat fluxes between ‘Built-in’ case and
‘New’ case at intermediate and high pressures.
• If the calculated wall nucleation parameters were believed not to deviate
significantly from physical values, it might be concluded that to obtain rea-





Figure 3.42: Void fraction profiles at
different pressures (solid lines are
calculated using new models and dash





Figure 3.43: Evaporation heat flux





Figure 3.44: Bubble departure




Figure 3.45: Bubble departure
frequency calculated at different cases
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ration heat flux should be assumed. In simulation, larger q′′E may represent
more rapid wall-to-gas mass transfer. However, in subcooled boiling flow, a
large number of bubbles was generated on the heated surface, but the vol-
ume fraction of gas phase was relatively low. Void fraction increased rapidly
in a thin layer, the thickness of which might be much smaller than the height
of first cell layer, near the heated wall. Therefore, the importance of wall
nucleation might be overemphasized in the numerical simulations and the
evaporations near the heated wall were not captured properly. This inac-
curacy may be compensated by increasing mesh resolution near the wall or
over the whole channel.
• In this work, the interfacial area concentration transport was not modeled
and the change of bubble diameter was not captured appropriately. Since
bubbles depart from the heated surface with small sizes, which may result
in large interfacial area concentration and rapid evaporation, simple ap-
proaches to bubble size modeling can cause failure in estimating bubble size
changes in the region near the heated wall. Using ‘boiling-dia’ model, the
bubble size is not constant and is positively related to liquid temperature.
However, in the superheated region, the bubble size should be negatively
related to liquid temperature. Therefore, ‘boiling-dia’ model is still not
physical. In addition, bubble breakup and coalescence are also important
mechanisms in determining the bubble size and interfacial area concentra-
tion. Without modeling of interfacial area concentration, impacts of these
two mechanisms may not be properly captured. Therefore, enabling inter-
facial area concentration modeling and implementing advanced treatments
of bubble sizes might be helpful in providing accurate predictions.
• It should be stated that refining the near-wall mesh could lead to failure
of wall function of turbulence model and thus the convergence problem.
Instead of refining the near-wall mesh to provide a detailed description of
boiling near the heated surface, improving the near-wall treatment method
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might be a better way to capture the main features of flow. Some attempts
of implementing advanced wall functions were made in numerical simula-
tions of subcooled boiling flow [9] and adiabatic two-phase flow [9,13,50,51]
successfully.
3.5 Mesh resolution improvement
Based on the previous discussion, smaller radial grid size may be able to improve
predictions of subcooled boiling flow. However, due to the limitation of aspect
ratio, grid size along the axial direction should be reduced correspondingly if
the mesh resolution along radial direction increases. Finally, two high-resolution
meshes of size 37 × 650 and 60 × 600 were implemented and the results were
compared with those using coarse mesh (22× 350).
The impact of grid size is shown in Fig. 3.46. It was found that the finer
meshes (37 × 650) resulted in predictions of a lower void fraction and the finest
meshes (60 × 600) caused higher void peaks. Therefore, high-resolution mesh
might improve the simulation results, but decreasing grid size did not always
enhance the estimation of void fraction. At high pressure, the enhancement of
void fraction was more significant, which might be a result of relatively important
role interfacial heat transfer plays in simulations at high pressure. Even though,
at high pressure, the magnitude of void fraction peak at Port 3 estimated with
finest mesh was about 30% larger than that predicted with coarse mesh, the void
fraction was still significantly under-predicted. Additionally, the computational
cost increased rapidly as the mesh became finer.
It was worth mentioning that the grid size did not significantly impact the
results using built-in models, as shown in Fig. 2.2. The mesh convergence based
on built-in models suggested that coarse mesh was sufficient to obtain converged
solutions. However, refining mesh resulted in deviation of results using new wall
nucleation models. The dependence on mesh size might be due in part to the
involvement of bulk liquid properties in new wall nucleation models. Decrease of
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(a) Low pressure (b) Intermediate pressure
(c) High pressure
Figure 3.46: Impacts of mesh refinement
radial mesh size could lead to higher resolution of liquid temperature and deviation
of liquid properties at the center of the channel, which were used as bulk liquid
properties. As a result, the simulation results using new models did not converge
with coarse mesh.
Since the results of new wall nucleation models showed heavy dependence on
mesh size, further investigation was required towards this issue. In addition,
even though mesh refinement might improve the simulation results, large gap
could still be observed between estimations and experimental data. Therefore,
increasing mesh resolution might not be a good solution to inaccurate prediction
of subcooled boiling flow.
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CHAPTER 4
CONCLUSIONS AND FUTURE WORK
4.1 Conclusions
Numerical simulations were conducted to predict the behaviors of upward forced
convective subcooled boiling in a vertical annulus at three different pressures. The
simulations were performed on the basis of Eulerian-Eulerian multiphase model
coupled with RPI wall boiling model. For each case, built-in models provided by
Fluent 18.2 were used to provide preliminary predictions. Then, advanced bubble
departure diameter model and bubble frequency model proposed by Brooks and
Hibiki [1] were implemented with the assistance of UDFs.
Void fraction was significantly under-estimated using new wall nucleation mod-
els, while built-in models provided more physical predictions of void fraction pro-
files. Predicted gas velocity profiles only showed agreement with experimental
data at Port 3 of higher pressure cases and gas velocities were significantly overes-
timated at all other ports. The calculated bubble departure diameters and bubble
departure frequencies were validated against available experimental data. It was
also found that built-in models, which predicted much more gas over the channel,
provided a much higher estimation of evaporation heat flux. It was worth noting
that evaporation heat flux was determined by wall nucleation parameters, includ-
ing bubble departure frequency and bubble departure diameter. Therefore, it
might be concluded that the void fraction was under-predicted while evaporation
heat flux was physically estimated.
To obtain better understanding of the simulation of subcooled boiling in Fluent
18.2, the impacts of bubble size modeling, inlet liquid temperature and interfacial
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heat transfer modeling were studied. Change of bubble size leads to deviation
of interfacial area concentration and volumetric mass transfer rate. Therefore,
smaller bubble size resulted in larger 〈αg〉 at Port 2 and Port 3 where evaporation
was relatively significant, and smaller 〈αg〉 at Port 1 where mass was transferred
from liquid to gas on the heated wall. Additionally, as a result of wall lubrication
force, the shapes of void fraction profiles differed with various bubble sizes.
The impact of inlet liquid temperature was straightforward. Inlet subcooling
affected the magnitude of radial void fraction profiles and barely impacted their
shapes. At intermediate and high pressures, the impact on gas velocity could be
neglected. At low pressure, higher inlet temperature yielded larger gas velocities
and the results with lower ∆Tsub,in and measured temperature were almost the
same.
It was also illustrated that heat transfer model did not differentiate between
evaporation and condensation. Manually adjusting the leading constant in heat
transfer model would impact liquid-to-gas and gas-to-liquid mass transfer rates
similarly.
Attempt of increasing mesh resolution was made to improve the predictions.
Even though the calculated void fraction is higher with fine meshes, the enhance-
ments were too small to provide physical predictions. Therefore, smaller grid sizes
might not be a proper solution of the underestimation of void fraction using new
wall nucleation models.
4.2 Future work
It was shown that in simulation, wall nucleation was not only a major source of
number density of bubbles, but also a major source of volume fraction of gas.
Therefore, the main reason for under-prediction of void fraction might be the fail-
ure to accurately capture of bubble growth and evaporation process. Considering
the notable underestimation of void fraction, more efforts are still necessary.
Advanced treatment of bubble size and interfacial area concentration should be
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implemented. It is known that bubbles depart from the heated wall in small sizes
and these tiny bubbles may grow or coalesce into larger bubbles. In this work,
with simple approaches to modeling bubble size, the bubble sizes were constant
or a function of local subcooling. Using constant bubble diameter, the bubble
sizes were usually either overestimated or underestimated. Using the ‘boiling-
dia’ model, which negatively correlated bubble diameter to liquid subcooling, the
bubble sizes were under-predicted over the whole channel except the region near
the heated wall. In addition, interfacial area concentration modeling was not
coupled to simulations in this work, which resulted in the failure of predicting
breakup and coalescence of bubbles. Since interfacial area concentration and
bubble size are deterministic factors in volumetric heat transfer rate modeling,
inaccurate prediction of these factors may cause serious problems. Recently, some
advanced approaches were implemented to capture the condensation, breakup
and coalescence of bubbles and success was reported. Therefore, more physical
approaches to modeling bubble size and interfacial area concentration, coupled
with advanced wall nucleation models, are recommended and of great interest.
A suitable heat transfer model should be implemented, since interfacial heat
transfer plays an important role in boiling flow. In this work, a single heat transfer
model was used for both evaporation and condensation. Besides, the heat transfer
models used in this work were not specifically developed for forced convective
subcooled boiling. For instance, Akiyama’s [45] model was proposed based on
experiments of pool boiling and might not be the most suitable approach for
condensation of bubbles [49]. Therefore, implementing proper heat transfer model
and using separate models for condensation and evaporation should be considered
for further improvement.
In addition, refining mesh is not recommended to enhance the accuracy of re-
sults, since significant improvement could not be obtained using finer meshes.
Instead of capturing all the details over the whole channel, a wall function ap-
proach, which represent the flow behaviors in the near-wall region, should be
developed or improved from existing wall function approaches.
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Lastly, improvement of wall flux partitioning model may be helpful in provid-
ing reasonable predictions. It was shown that unphysical evaporation heat flux,
which was estimated by wall flux partitioning model, was required to provide rea-
sonable estimations. Therefore, the use of wall flux partitioning model should be
reexamined and further improvement should be investigated.
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APPENDIX A
SOURCE CODE OF UDFS
A.1 Tolubinski-Kostanchuk bubble departure diameter
model
/*********************************************
UDF that demonstrates how to compute the bubble










int liq_phase = from_index;
Thread **pt0 = THREAD_SUB_THREADS(t0);
real T_SAT = C_STORAGE_R(c0,t0,SV_SAT_TEMPERATURE);
real T_l = C_T(c0, pt0[liq_phase]);










DEFINE_EXCHANGE_PROPERTY(heat_udf, c, t, i, j)
{
Thread *ti = THREAD_SUB_THREAD(t,i);
Thread *tj = THREAD_SUB_THREAD(t,j);
real val;
real d = C_PHASE_DIAMETER(c,tj);
real k = C_K_L(c,ti);





Pr = PR_NUMBER (C_CP(c,ti),C_MU_L(c,ti),k);




A.3 Source code of UDFs used in Case-1
/*************************************************
UDF that demonstrates how to compute the bubble diameter
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real diam_b, subcool, Bo, Ja_T, rho_star,
del_rho, mu_lsat, k_lsat;
real cp_lsat, h_fg, Lo, Pr_sat, factor_1,
factor_2, factor_3, factor_4;
int liq_phase = from_index;
int vap_phase = to_index;
int c_m = c0+10;
real CDd = 0.0023632;
Thread **pt0 = THREAD_SUB_THREADS(t0);
real T_SAT = C_STORAGE_R(c_m,t0,SV_SAT_TEMPERATURE);
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real T_w = F_T(f,t);
real T_l = C_T(c_m, pt0[liq_phase]);
/*the bulk liquid temperature*/
real rho_f = C_R(c_m,pt0[liq_phase]);
real c_pf = C_CP(c_m,pt0[liq_phase]);
real rho_g = C_R(c_m,pt0[vap_phase]);
real T_g = C_T(c_m,pt0[vap_phase]);
real h_g = C_H(c_m,pt0[vap_phase]);





/*liquid viscosity at saturation temperature*/
k_lsat = KMIN+(T_SAT-TMIN)*(KMAX-KMIN)/(TMAX-TMIN);
/*liquid thermal conductivity at saturation temperature*/
cp_lsat = CPLMIN+(T_SAT-TMIN)*(CPLMAX-CPLMIN)/(TMAX-TMIN);






factor_1 = pow(Ja_T, -0.49);
factor_2 = pow(rho_star, -0.78);
factor_3 = pow(Bo, 0.44);















real diam_b, subcool, Bo, Ja_T, rho_star, del_rho,
mu_lsat, k_lsat, cp_lsat, h_fg, Lo, Pr_sat, factor_1,
factor_2, factor_3, factor_4, Ja_w, N_T, f_d,
alpha_f, C_fd, factor_f1, factor_f2, factor_f3,
factor_f4;
int liq_phase = from_index;
int vap_phase = to_index;
int c_m = c0+10;
real CDd = 0.00211;
Thread **pt0 = THREAD_SUB_THREADS(t0);
real T_SAT = C_STORAGE_R(c_m,t0,SV_SAT_TEMPERATURE);
real T_w = F_T(f,t);
real T_l = C_T(c_m, pt0[liq_phase]);
real rho_f = C_R(c_m,pt0[liq_phase]);
real c_pf = C_CP(c_m,pt0[liq_phase]);
real rho_g = C_R(c_m,pt0[vap_phase]);
real T_g = C_T(c_m,pt0[vap_phase]);
real h_g = C_H(c_m,pt0[vap_phase]);
real h_f = C_H(c_m,pt0[liq_phase]);
real g =9.81;
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real k_f = C_K_L(c_m,pt0[liq_phase]);












factor_1 = pow(Ja_T, -0.49);
factor_2 = pow(rho_star, -0.78);
factor_3 = pow(Bo, 0.44);





factor_f1 = pow(Ja_w, 2.28);
factor_f2 = pow(rho_star, -0.93);
factor_f3 = pow(Ja_T, -1.46);
















Table B.1: Predefined macros in Fluent
Macro Argument Types Returns
Cell
macros
C_T(c,t) cell_t c, Thread *t Temperature
C_U(c,t) cell_t c, Thread *t u velocity
C_V(c,t) cell_t c, Thread *t v velocity
C_W(c,t) cell_t c, Thread *t w velocity
C_R(c,t) cell_t c, Thread *t Density
C_H(c,t) cell_t c, Thread *t Enthalpy
C_K_L(c,t) cell_t c, Thread *t Thermal
conductivity
C_CP(c,t) cell_t c, Thread *t Specific heat




cell_t c, Thread *t Phase
diameter
C_VOLUME(c,t) cell_t c, Thread *t Cell volume
Face
macros
F_T(f,t) face_t f, Thread *t Temperature
Vector
macros
NV_VEC(V) variable V Vector-like
variable V
NV_MAG(V) vector V Magnitude of
vector V
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