Abstract-A major challenge facing future grid systems is to identify the source of abnormal behaviors caused by faults or voltage instability. In this paper, phasor measurement units (PMUs) have been considered for detecting disturbances and degradation in the grid. Considering that the source of voltage instability mainly impacts neighboring areas, we present a simple and yet efficient algorithm that can identify affected areas. The algorithm is based on K-mean optimization that classifies PMUs into different classes of power quality. We introduce the concept of a space-time solution to identify multiple faults. Since this is a multi-objective problem, we extend the K-mean algorithm to achieve space-time optimization in two successive stages (i.e., time and space). As an alternative approach to the space-time solution, we also present a hierarchical network that is based on a distributed mapping technique. This approach may only require time-based clustering as it limits the PMU population search to a small local region. We used our real-time virtual PMU embedded into our software in the loop testbed to verify the performance of the proposed schemes. For the IEEE 39-bus transmission system, it is shown that the proposed space-time synchrophasor data classification scheme is capable of detecting and isolating areas in the grid that suffer from multiple disturbances, such as faults.
I. INTRODUCTION
A MAJOR challenge for future wide area measurement systems is how to respond securely and reliably to various disturbances in the next generation of power grid networks. Power systems are subjected to a wide range of disturbances, which may cause voltage and frequency instability. In fact, frequency and voltage are the most important parameters, where frequency is a system-wide characteristic whilst voltage is a local feature [1] . For instance, the disturbance leading to a voltage collapse may be initiated by a variety of causes, such as a severe change of system conditions, or when the reactive power demand exceeds the sustainable capacity of the available reactive power resource. Frequency deviations mainly result from an imbalance between energy supply and demand.
In addition, voltage stability can be the result of a gradual variation of load, which could also affect the frequency.
Traditionally, disturbance detection relies on customer calls to the utility and through the SCADA (Supervisory Control and Data Acquisition) system [2] . The main disadvantage of SCADA is that the measurements may not be able to provide a timely assessment of the dynamic state of the power system [3] , [4] . This is mainly due to low scanning rates, as well as a lack of time synchronization. In other words, the SCADA method may not be able to handle immediate event detection at the onset of an unstable event [4] . However, synchrophasor measurements offer real-time visibility to the dynamics of the power system that complement traditional SCADA measurements [5] , [6] .
Indeed, with the ever increasing deployment of Phasor Measurement Units (PMUs) in the power system, the dynamic has shifted towards situational awareness through a wide area monitoring system using synchronous measurement data generated by a network of PMUs [4] , [7] . While the main objective of PMU deployment is to improve monitoring and dynamic control of the power grid, a new opportunity has recently emerged in how to utilize PMU measurement data for transmission line fault detection and location [8] , [9] . For example, there has been considerable effort in using travelling waves (also known as telegrapher's equations) to locate faults in a single transmission line [10] - [13] . Bear in mind that some faults may cause voltage instability and others lead to voltage collapse. Furthermore, in many cases the source of voltage instability may not be the result of a single fault, but rather an imbalance between generation and consumption.
The presence of renewables can also contribute to voltage instability. Indeed, there can be multiple sources of such instabilities caused by changing load demands, excessive reactive power, or faults such as line tripping, short circuits, etc. Although methods can be applied to distinguish between faults and voltage fluctuations [14] - [16] , the main challenge is to locate the proximity of the problem, regardless of its nature. Since voltage instability is a local phenomenon, our approach is based on identifying neighboring PMUs that are most affected by voltage instability. Furthermore, if demand and supply are not balanced due to a sudden overload condition at a particular location, it could lead to a frequency instability, unless it is quickly detected and mitigated.
In order to detect regions that have been impacted by faults or sudden overloads, we introduce a time-based voltage or frequency observation vector that uses K-mean optimization [17] - [19] within the space of large populations U.S. Government work not protected by U.S. copyright.
of PMUs. However, in a wide area monitoring system it is possible that multiple disturbances may occur simultaneously. As we will show later, the proposed k-mean optimization, despite its ability to accurately detect a single fault, is unable to identify multiple faults that may occur simultaneously in diverse regions throughout the grid network. Therefore, spacedependency is another factor that needs to be incorporated into the optimization process. Solving problems in both space and time requires a suitable multi-objective optimization solution, such as NSGA-II [20] , [21] . In this paper, and for the sake of simplicity, we extend the K-mean solution into two successive multi-objective clustering processes. Furthermore, as an alternative approach to overcoming the space-dependency, we also consider a hierarchical synchrophasor network [22] to limit the space search associated with each local region. To achieve this, we propose a local mapping strategy to detect local disturbances, particularly on buses interconnecting neighboring regional networks.
In the following, we first present our proposed K-mean clustering technique by defining a time-based observation vector as the input. Furthermore, to offer a general solution to the problem of multiple disturbances (e.g., faults) in a large network, we introduce a recursive two-stage K-mean clustering process. In Section III, we also present an alternative solution to overcome space-dependency with a local mapping scheme using a hierarchical network structure [22] , [23] . In Section IV, the proposed scheme is then evaluated for the IEEE 39-bus system. This is followed by final remarks and conclusion.
II. SPACE-TIME SYNCHROPHASOR DATA CLASSIFICATION
In this section we propose an approach that aims at partitioning a grid monitoring area into differing levels of power quality ranging from safe to unsafe. To achieve this, we offer a clustering technique to classify the synchrophasor data into a certain number of clusters, according to their degree of voltage fluctuation. The method is based on the K-means algorithm, which has been extensively used for vector quantization of speech and video signals [17] - [19] . The basic idea is to obtain an optimum set of K-cluster centers where every observation vector can be assigned to the nearest center. This is an iterative process with the object of minimizing the sum of the squared distance of all such assignments. However, in a wide area monitoring system it is possible that multiple disturbances, such as faults, may occur in different regions of the grid. This would require defining a position-based observation vector. Furthermore, to analyze the effect of a single disturbance we also consider a time-based observation criterion that looks at the consecutive time-sample of each synchrophasor date. To achieve both space and time optimization we consider a two-stage solution (shown in Fig. 1 ), which is described below.
In the first-stage we consider the time synchronized samples of positive sequence voltage to form the observation vector. For an N number of PMUs in the network, let's define a voltage-based vector for the ith node (i = 1, 2, . . . N) as:
The vector has a dimension of n, where t−n+1, t−n+2, . . . , t corresponding to the n consecutive time stamps in which the synchrophasor data has been measured (it should be noted that a frequency-based observation, f i = (f t−n+1,i , f t−n+2,i , . . . f t,i ) can also be used, as will be discussed in Section IV). Let K be the number of clusters representing the power quality levels (e.g., K = 2 in the case of fault detection) with n-dimensional cluster centers as
The clustering algorithm is run iteratively to minimize the error function defined as:
where S i is the cluster with the centroid being C i .
The iteration process is done according to the following steps:
1) Select a set of K arbitrary n-dimensional center vectors within the observation vector domain. 2) Obtain the Euclidean distance between observation vectors and each cluster center. 3) Form a set of K clusters S i (i = 1, 2, . . . , K) with the centroid being C i and map each observation vector to the nearest cluster center, where
4) Update the centroid of each cluster to represent a new set of cluster centers,
where m i is the number of observation vectors assigned to the cluster S i . 5) Repeat steps 2-4 until the assignments in each cluster remain unchanged. 6) Select the cluster with the longest distance to the positive sequence vector of the non-faulted balanced system (i.e.,
as the relatively Most Unstable Cluster (MUC). Following the first stage in which the MUC has been identified, the second stage begins with the objective of localizing the synchrophasor data that has fallen into the MUC. In this case, K-mean clustering aims at further splitting the MUC in which the nodes within each sub-cluster can be as close to each other as possible, and yet as far from nodes in other subclusters as possible. In this case, for the M number of nodes in MUC, the space-based observation vector for the jth node (j = 1, 2 . . . .M) is defined as:
The procedure of space-based partitioning is similar to timebased partitioning, except that the voltage-based observation
] is replaced by the space-based observational vector S j = (x j , y j ). In space-based partitioning, K-mean clustering is initially centered on selecting K=2, regardless of the number of faults. Under these conditions, two spaced-based sub-clusters will be generated. The first step is to measure the location distance between the two sub-clusters' centers as:
where
y are the horizontal and vertical components of sub-cluster centers: C S 1 and C S 2 .
As shown in Fig. 1 , the location distance is then compared with a pre-defined threshold, d threshold , to assess whether the two sub-clusters belong to the same neighborhood. For example, if D x,y < d threshold the two sub-clusters will merge into one sub-cluster. The resulting sub-clusters undergo further timespace splitting until the unstable buses are located, as depicted in Fig. 1 . Although K = 2 is used in the K-means algorithm, recursive time-space classification is capable of locating more than 2 faults. The number of final sub-clusters emerging from this process corresponds to the number of faults.
It should be noted that in the case where the number of nodes in a faulty sub-cluster exceeds two, further time-based refinement will be carried out to identify the worst affected areas. Bear in mind that since the algorithm in each stage has a finite number of partitions, it will converge to a local optimum [18] . There is no guarantee that global optimum can be reached. Nonetheless, it is widely believed that the effects of the initial centroids in the k-means process, which are normally randomly selected, could have a significant impact upon the stability and optimization of the results [24] - [28] . Therefore, finding a better initialization method would result not only in faster convergence, but also mitigate the tendency to fall into a local minimum [24] - [28] . Although there are many variations in intuitively selecting the proper quantity of cluster centroids, their performance largely depends on the user's application and this is deemed important enough to warrant a separate study. Based on the nature of the data set for our application, we have intuitively developed a method of determining the cluster center for K=2, which is based on merging and splitting clusters.
In our approach the initial centroid values are determined by first calculating the mean vector value of the entire data set. For example; for a grid system with an N number of PMUs we form an observation matrix based on N observation vectors as:
we then obtain a row vector, M, containing the mean value of each column as follows:
. . , n, is the mean value of column j. We then calculate the corresponding standard deviation of each column (10) , as shown at the bottom of this page.
Based on the mean vector M, as well as δ 1 , δ 2 , . . . and δ n , two (K = 2) initial n-dimensional center vectors can be generated as:
The above two initial centroids, which are based on the mean vector and the corresponding standard deviations, can prevent the centroids getting too close to each other, but not too far away from the center of the whole entity (the mean vector). The results presented in Section IV verify that such selections can reduce the K-means computational complexity with respect to the number of iterations. As shown in [24] and [28] , the computation complexity of the K-means algorithm is O (N nK+1 log N) , where N is number of vectors to be clustered, n is the dimension of the vectors, and K is the number of clusters. Lloyds K-means algorithm, one of the heuristic algorithms, has a complexity of O(NnKl) [24] , where l is the number of iterations.
III. SPACE LOCALIZATION VIA HIERARCHICAL NETWORK
To overcome space dependency, we also consider a hierarchical synchrophasor network as an alternative approach to second stage clustering. Bear in mind that for wide area measurement systems a Phasor Data Concentrator (PDC) first receives GPS-synchronized phasor measurement data from its local PMUs [23] . The aggregated synchrophasor data collected at each local PDC is then forwarded through a wide area network to the so-called Regional PDC (RPDC) or Master PDC (MPDC), which is normally located at the grid regional control center [22] . Fig. 2 shows an example of a hierarchical synchrophasor network that consists of two groups of PMUs communicating with their respective local PDCs. Here, our main objective is to process the PMU data at lower local PDC levels in order to identify buses/lines that suffer from power disturbances. It should be noted that a power disturbance can also affect the power profile of the neighboring regions. In order to detect links with poor power quality, it is important to recognize whether the source of voltage instability is confined within a single PDC or involves any of its neighboring PDCs.
If it is within the same local area, the respective PDC would initiate an appropriate action to overcome the problem. If the unstable region is shared between two neighboring areas, such actions need to be taken at the next level PDC and, in the case of a hierarchical PDC structure [22] , this would require creating a local map at a lower PDC level. The map is constructed by assigning a so-called neighboring ID list to PMU nodes reporting to their local PDC. In the example shown in Fig. 2 , there are two local PDCs: PDC-A and PDC-B both reporting to the next level PDC, i.e., Regional PDC (RPDC). According to this figure, the PDC-A and PDC-B each have 6 and 5 PMUs respectively. The local map of PDC-A is furnished with the neighbor IDs of its associated PMUs. Furthermore, if the neighbor PMU reports to another PDC, its ID is followed by its respective PDC, as shown in Fig. 2 .
At each instance, as soon as a local PDC receives synchrophasor data from its associate PMUs, it performs a power quality assessment to identify the PMU nodes with abnormal behavior. Specifically, time-based partitioning will be performed and repeated when the MUC contains more than two observation vectors, in order to locate the source node or link of the disturbance. If such nodes are not edge nodes according to the local map (e.g., every node in PDC-A, except A6), the PDC would be able to classify the area between the two most abnormal nodes as an unstable region. In this case the PDC will then forward their corresponding PMU IDs, together with their synchrophasor data, to the RPDC. The PDC will also use the optional field to flag the status of the combined data frame as unstable [22] . If any abnormal PMU node is an edge node, the PDC will then forward the combined data to the RPDC by flagging its status as regionally unstable. Under these conditions and, if the combined data frame from the neighboring PDC has also been flagged as unstable, a further PMU data analysis will be carried out at the RPDC by invoking time-based partitioning on the involved nodes. Bear in mind that the main objective of such an analysis is to identify any two neighboring PMUs with the worst abnormal behavior. It should be noted that any form of disturbance, such as a fault occurrence or voltage fluctuation, can have a different impact on the synchrophasor data of the nearby PMU nodes. Although the above mapping strategy helps to localize the source of a disturbance, the main challenge is how to analyze, process, and classify the PMU data in order to detect voltage fluctuations.
IV. PERFORMANCE EVALUATION
In the following experiments we consider the IEEE 39-bus grid model (see Fig. 3 ) using 30 PMUs: 29 installed on bus 1 to 29 and 1 on bus 39. While PMUs can be placed optimally [29] - [34] , our main objective has been mainly to assess the performance of the space-time scheme under various test conditions. We used our real-time EMULAB based synchrophasor network testbed [35] , [36] which utilizes a licensed software package at the application layer and includes the IEEE 39-bus grid system [37] , [38] . The testbed has the flexibility to install a Virtual PMU (VPMU) at any desirable location in the IEEE 39-bus grid system. The VPMU has been carefully calibrated according to the C37.118 [23] , [39] for both measurements and real-time communications. The frame rate is 60 frames per second.
We first examine the performance of the space-time clustering technique for double and triple faults in a nonhierarchical (flat) synchrophasor network. Bear in mind that the main objective of space-time partitioning is first to detect disturbance occurrences and then identify their approximate whereabouts in the grid. To achieve this, K-mean partitioning is performed in two successive stages: time and space. In both cases K=2 is used for clustering, which is based on merging and splitting the unsafe cluster. For time-based partitioning, by assuming that the time of impact is short, we consider five consecutive measurements to be sufficient to detect a sever overload occurrence, such as fault. Under these conditions the observation vector for node "i" corresponds to:
We assume that all the PMUs communicate with a single PDC. For multiple disturbance detection two sudden overload changes (e.g., faults) are imposed simultaneously on buses 7 and 16 as shown in Fig. 3 . The PDC upon receiving all the PMU data, first performs time based (first stage) partitioning to find the worse cluster (MUC). The positive sequence voltage vectors for all buses and the corresponding cluster center for two clusters are displayed in Table I . The initial centroid vectors have been selected according to Eq. (11) in order to carry out the two-cluster time-based classification. As indicated in Table I, In the second stage, the PDC carries out space-based partitioning on the MUC (cluster 1) to further locate and isolate multiple faults. From Table II we can observe that two subclusters, namely sub-cluster-1 (buses 6, 7, 8) and sub-cluster-2 (buses 15, 16, 17, 21, 22, 23, 24) , are generated. Since the distance between the two sub-cluster centers (i.e., D x,y = 3.1423) is larger than the pre-defined threshold d threshold = 2.1, both sub-clusters are classified as non-neighbors. Consequently, both have to be treated as two separate faulty clusters and will undergo further space-based splitting. In the second round, two sub-clusters that emerge from sub-cluster-1 will be merged back to one cluster indicating a single fault since the distance between the centroids of the two sub-clusters (i.e., 0.8766) is far less than d threshold . Similar to sub-cluster-1, sub-cluster-2 will be merged back to one cluster, indicating a single fault. We should point out that the pre-defined threshold, d threshold , is experimentally selected in such a way as to ensure that distances between faulty areas are far from each other. More specifically, the threshold determines the size of the geographical area even though the sub-cluster may end up with more than one fault.
In the case where the number of nodes in a faulty sub-cluster contains more than two nodes, further time-based refinement can be carried out to identify the worst affected areas. As shown in Fig. 4 , bus 7 is categorized as the faulty bus in sub-cluster-1 having a distance of 1.4871 to the non-faulted balanced vector V balance . At the same time buses 16 and 24 are classified as the faulty area having a distance of 1.5019 to the non-faulted balanced vector V balance . These results indicate that the space-time solution can effectively isolate faulty areas. 5 shows the performance of the proposed space-time clustering scheme in a scenario where the digital data waveform generated at the application layer is corrupted by white Gaussian noise. Specifically, the signal to noise ratio (SNR) is set to 15 dB. As can be seen from Fig. 5 , after time-based partitioning, bus 5 has fallen in the MUC due to the effect of noise. This is different than the result in Table I where there is no noise and bus 5 is excluded from MUC. However, after space-based partitioning and further time-based refinement, bus 5 is excluded from MUC and bus 7 is correctly categorized as the faulty bus. This result shows that low SNR may affect some edging buses (such as bus 5) which is far from the cluster center in the first round of recursion in space-time classification. With the help of further space-time refinement, the effect of noise will be eliminated and with an increase in SNR, the impact of noise is reduced and is negligible when the SNR is higher than 25 dB. Table III depicts the performance of frequency based Kmeans clustering for a non-hierarchical (flat) IEEE 39-bus system when a sudden overload change happens on bus 16. Specifically, a 3-phase RLC load (a EMTP component with voltage being 25 kV (RMS, L-L), active power being 100 MW and reactive power being 50 MVAR) is suddenly connected to Bus 16 at time point A (3.0s) and disconnected at time point B (3.05 s). In this case, the frequent-base observation vector f i = (f −4,i f −3,i f −2,i f −1,i f 0,i ) is used for node: "i". As can be seen from Table III In Table IV the performance of the traditional K-means algorithm with randomly selected initial centroids and the proposed K-means algorithm are compared using the multivariate iris data set from the UCI repository of machine learning databases [40] , [41] . In these tests, the accuracy of clustering is assessed by comparing the clusters obtained in our experiments with the clusters already available in the UCI data set [41] . The percentage accuracy and the average number of iterations are displayed in Table IV . As can be observed from this table, the proposed K-mean algorithm can achieve In our next experiment, we will examine the performance of space-localization via hierarchical networks for the same double and triple faults. As shown in Fig. 3 , the IEEE 39-bus transmission system is divided into local regions: A and B. Time-based K-means clustering has been carried out simultaneously within the local PDC-A (i.e., buses 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 18 and 39) and PDC-B (i.e., buses 14, 15, 16, 17, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28 and 29) , respectively. In area A its local PDC classifies all the measurements into two clusters as shown in In the following experiment, a single fault occurring on the interconnecting bus 17, is investigated by space location via a hierarchical network. In area A, its local PDC classifies all measurements into two clusters, as shown in Fig. 7 . Cluster 1 includes buses 3, 4, and 18 is far from the non-faulted balanced vector V balance (distance is 0.96) and can be viewed as an MUC. Cluster 2 is closer to the non-faulted balanced vector V balance (distance is 0.48) and can be deemed a stable cluster. Since there are 3 buses in MUC (cluster 1), a K-means clustering algorithm is performed again to get the final MUC (cluster 1 containing bus 18). By checking the local map, PDC-A will recognize that bus 18 is an edge node connecting to bus 17 of area B. After labeling bus 18 as abnormal, PDC-A will then forward its synchrophasor data to the RPDC for further classification. PDC-B performs a two-cluster K-means algorithm in area B and the results are shown in Fig. 7 . The cluster center of cluster 1 has a longer distance to the non-faulted balanced vector V balance (distance is 1.24) and is therefore considered an MUC. Again, a K-means clustering algorithm is repeated to get the final MUC (cluster 1 containing buses 16 and 17), as shown in Fig. 7 . Since bus 17 is connected to bus 18 of area A (an edge Bus), PDC-B will then forward the synchrophasor data of buses: 16 and 17, to RPDC for further cluster analysis. The RPDC will then reassess the synchrophasor data for buses 16, 17 , and 18 by carrying out a two-cluster classification. As displayed in Fig. 7 , bus 17 is categorized in the MUC and can then be recognized as the faulty bus. This result demonstrates that the hierarchical network is capable of locating a single fault in the edge area.
For the single fault on bus 17, space-time partitioning will first generate an MUC including buses 3, 4, 15, 16, 17, 18, 21, 22, 23, 24 and 27 by performing time based partitioning. After space-based partitioning, two sub-clusters namely, subcluster-1 (buses 3, 4, 17, 18, 27 and sub-cluster-2 (buses 15, 16, 21, 22, 23, 24) , are generated. However, since the distance (1.4576) between their centroids is less than d threshold , both sub-clusters will be merged back into one, indicating a single fault. Time-based partitioning will be performed again to locate faulty bus 17.
As can be observed from the results, both space-time and time-based hierarchical approaches can identify multiple faults. However, while the hierarchical approach offers less computational complexity, it is unable to detect multiple faults in each local region, including interconnecting buses. Nonetheless, in most practical applications the synchrophasor network may have a two-level hierarchical structure, as shown in Fig. 6 . In order to incorporate multiple fault detection capabilities, a space-time solution may also need to be considered instead of time-based alone. This could consequently add to the computational complexity of the hierarchical approach.
Finally, we should point out that the results presented here are based on severe disturbances, such as faults. Nonetheless, the proposed space-time approach can also be used for power quality classification by selecting K > 2. Consequently, this can result in a higher number of clusters where each can represent a distinct power-quality level.
V. CONCLUSION
Power quality disturbances and ways to control it has been one of the most challenging issues in smart grid. Our objective in this paper is to develop a K-means algorithm based strategy that is capable of identifying regions that suffer from faults or undesirable voltage fluctuations. We have proposed a new concept called space-time classification. As a proof of concept we use a simple solution to a multi-objective problem using a two-stage K-mean optimization. As an alternative approach to localize a disturbance, we also proposed a mapping strategy capable of detecting unstable regions in hierarchical networks to overcome the space-dependency that can also reduce computation. The results indicate that the proposed strategy is very effective in detecting multiple sources of voltage instability.
