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Abstract
Consider a complex simple Lie algebra g of rank n. Denote by Π a system of simple roots, by W the corresponding
Weyl group, consider a reduced expression w = sα1 ◦ ... ◦ sαt (each αi ∈ Π) of some w ∈ W and call diagram
any subset of J1, ... ,tK. We denote by U+[w] (or Uwq (g)) the ”quantum nilpotent” algebra defined as in [11].
We prove (theorem 5.3. 1) that the positive diagrams naturally associated with the positive subexpressions (of the
reduced expression of w) in the sense of R. Marsh and K. Rietsch [16], coincide with the admissible diagrams
constructed by G. Cauchon [4] which describe the natural stratification of Spec(U+[w]).
This theorem implies in particular (corollaries 5.3. 1 and 5.3. 2):
1. The map ζ : ∆ = {j1 < ... < js} 7→ u = sαj1 ◦ ... ◦ sαjs is a bijection from the set of admissible diagrams
onto the set {u ∈W | u ≤ w}.
2. For each admissible diagram ∆ = {j1 < ... < js}, sαj1 ◦ ... ◦ sαjs is a reduced expression of u = ζ(∆).
3. The map ζ′ : ∆ = {j1 < ... < js} 7→ u′ = sαjs ◦ ... ◦ sαj1 is a bijection from the set of admissible diagrams
onto the set {u ∈W | u ≤ v = w−1}.
4. For each admissible diagram ∆ = {j1 < ... < js}, sαjs ◦ ... ◦ sαj1 is a reduced expression of u
′ = ζ′(∆).
If the Lie algebra g is of type An and w is choosen in order that U
+[w] is the quantum matrices algebra
Oq(Mp,m(k)) with m = n− p+ 1 (see section 2.1), then, by [5], the admissible diagrams are known to be the
Γ
-
diagrams in the sense of A. Postnikov [18]. In this particular case, the equality of Le - diagrams and positive
subexpressions (of the reduced expression of w) have also been proved (with quite different methods) by A. Postnikov
([18], theorem 19.1.) and by T. Lam and L. Williams ([15], theorem 5.3.).
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1 Introduction.
Given a complex simple Lie algebra g of rank n, denote by Π a system of simple roots, by W the corresponding
Weyl group, and consider a reduced expression w = sα1 ◦ ... ◦ sαt of some w ∈ W .
Denote by U+[w] (or Uwq (g)) the ”quantum nilpotent” algebra associated to w as in [11] and by X1, ... , Xt the
canonical generators of U+[w] associated with this choosen reduced expression of w (see section 2.1 for more details).
The natural action of the torus on the prime spectrum Spec(U+[w]) induces a finite stratification which is completely
described by the admissible diagrams (also called Cauchon diagrams) which are some particular subsets of J1, ... , tK
(see [4]). Those admissible diagrams are very closely connected with the quantum commutation rules satisfied by the
canonical generators. For example, in the An type, one can choose w such that U
+[w] is a quantum matrices algebra
Oq(Mp,m(k)) = k < Xi,j > (1 ≤ i ≤ p, 1 ≤ j ≤ m)
and we know [5] that the commutation relations
Xu,vXi,j = Xi,jXu,v − (q − q
−1)Xi,vXu,j (i < u, j < v) (∗)
determine the shape of admissible diagrams by the following observation:
If P is any completely prime ideal of Oq(Mp,m(k)), we have immediately
Xu,v ∈ P ⇒ (Xi,v ∈ P or Xu,j ∈ P) (∗∗)
This implies [5] that ∆ ⊂ J1, ... , pK × J1, ... , mK (the set of indexes) is an admissible diagram if and only if, for each
i, j, u, v as over, we have:
(u, v) ∈ ∆ ⇒ ((i , v) ∈ ∆ or (u, j ) ∈ ∆)
This means that the admissible diagrams are the unions of truncated rows and columns, namely the
Γ
- diagrams in the
sense of A. Postnikov (see [18]).
So, we see on this example that admissible diagrams are quantum objects since, in the non quantum case (when q = 1),
the formulas (∗) become Xu,vXi,j = Xi,jXu,v, so that observation (∗∗) is not valid any longer and the admissible
diagrams become invisible.
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On the other hand, R. Marsh and K. Rietsch [16] defined the notion of positive subexpression of the reduced w’s
expression considered over. These positive subexpressions are defined by particular subsets of J1, ... , tK that we call
the positive diagrams. R. Marsh and K. Rietsch proved in [16] that they are in one to one natural correspondence with
the elements of the Weyl group which are smaller or equal to w (for the Bruhat order). In this paper, we prove
(theorem 5.3. 1) that the positive diagrams coincide with the admissible diagrams, which can be interpreted saying that
R. Marsh and K. Rietsch positive subexpressions are quantum objects.
In particular, this implies (corollary 5.3. 1):
1. The map ζ : ∆ = {j1 < ... < js} 7→ u = sαj1 ◦ ... ◦ sαjs is a bijection from the set of admissible diagrams
onto the set {u ∈W | u ≤ w},
2. Consider an admissible diagram ∆ = {j1 < ... < js} and some integer i ∈ J1, ... , tK. Set ∆ ∩ Ji+ 1, ... , tK =
{jc, ... , js} (1 ≤ c ≤ s). Then the expression sαi ◦ sαjc ◦ ... ◦ sαjs is reduced. In particular, sαj1 ◦ ... ◦ sαjs
is a reduced expression of ζ(∆),
3. Consider some u ∈ W with u ≤ w. Then, the only admissible diagram ∆ such that ζ(∆) = u is recursively
defined as follows:
• 1 ∈ ∆ ⇔ l(sα1 ◦ u) = l(u) − 1 ⇔ u
−1(α1) is a negative root,
• Consider some integer i ∈ J1, ... , t− 1K, assume that ∆ ∩ J1, ... , iK = {j1, ... , jd} and set ui = sαjd ◦ ... ◦
sαj2 ◦ sαj1 ◦ u (ui = u if ∆ ∩ J1, ... , iK = ∅).
Then (i + 1 ∈ ∆) ⇔ (l(sαi+1 ◦ ui) = l(ui) − 1) ⇔ (u
−1
i (αi+1) is a negative root).
It also implies (corollary 5.3. 2):
1. The map ζ′ : ∆ = {j1 < ... < js} 7→ u
′ = sαjs ◦ ... ◦ sαj1 is a bijection from the set of admissible diagrams
onto the set {u ∈W | u ≤ v = w−1}.
2. Consider an admissible diagram ∆ = {j1 < ... < js} and some integer i ∈ J1, ... , tK. Set ∆ ∩ Ji+ 1, ... , tK =
{jc, ... , js} (1 ≤ c ≤ s). Then the expression sαjs ◦ ... ◦ sαjc ◦ sαi is reduced. In particular, sαjs ◦ ... ◦ sαj1
is a reduced expression of ζ′(∆).
In the particular case U+[w] = Oq(Mp,m(k)) mentioned over, this last result gives back a theorem of A. Postnikov [18]
and a theorem of T. Lam and L. Williams [15].
In the general case, let us denote by ∆ ↔ w∆ the one to one correspondence constructed by R. Marsh and K. Rietsch
[16] between the positive diagrams and the elements of the Weyl group which are smaller or equal to w.
Let us also denote by ∆ ↔ P∆ the one to one correspondence constructed by G. Cauchon [4] between the admissible
diagrams and the prime ideals of U+[w] which are invariant under the torus action.
By the theorem 5.3. 1 of this paper, it turns out that there exists a natural one to one correspondence
w∆ ↔ P∆
between the elements of the Weyl group which are smaller or equal to w and the prime ideals of U+[w] which are
invariant under the torus action.
Let us recall that, in the particular case U+[w] = Oq(Mp,m(k)) mentioned over, S. Launois [13] has constructed (with
quite different methods) such a one to one correspondence which, moreover, preserves the ordering (where the Weyl
group is provided with the Bruhat order and the spectrum Spec(Oq(Mp,m(k))) is provided with the inclusion order).
This leads us to ask the following questions (unsolved at the moment):
• Question 1. Does this Launois correspondence coincide with ours in the particular case U+[w] = Oq(Mp,m(k))?
• Question 2. Does our correspondence w∆ ↔ P∆ preserve the ordering in the general case (where the Weyl group is
provided with the Bruhat order and the spectrum Spec(U+[w]) is provided with the inclusion order)?
(A positive answer would supply the Bruhat order with a nice quantum interpretation.)
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2 Background on Weyl groups.
Following J. C. Jantzen ([11]), we use the following conventions all along this paper.
• g is a complex simple Lie algebra.
• Φ is the (irreducible) root system of g with respect to a fixed Cartan subalgebra.
• Π is a fixed basis of Φ, Φ+ denotes the subset of positive roots, and we set n = |Π|, N = |Φ+| (1 ≤ n ≤ N).
• W is the Weyl group of Φ and ( , ) is the unique scalar product on the real vector space V generated by Φ, such
that ‖β‖2 = 2 (‖β‖ :=
√
(β, β)) for all short roots β in Φ.
• For any β in Φ, we set dβ =
‖β‖2
2
, β∨ =
β
dβ
, and sβ denotes the reflection with respect to β
(sβ(x) = x − (β∨, x)β for any x in V ).
• k is a field with char(k) 6= 2 and, in addition, char(k) 6= 3 if Φ has type G2.
• q ∈ k∗ := k \ {0}, q is not a root of unity.
• The k-algebra Uq(g) and it’s canonical generators Eα, Fα, K±1α (α ∈ Π) are defined as in [11]. We denote by U
+
(or U+q (g)) the subalgebra generated by the Eα (α ∈ Π).
• Denote by ZΠ the root lattice. The algebra Uq(g) is ZΠ-graded and, if α in Π, deg(Eα) = α, deg(Fα) = − α,
deg(K±1α ) = 0.
• For any ρ =
∑
α ∈ Π
mαα (mα ∈ Z) in the root lattice ZΠ, we set Kρ =
∏
α ∈ Π
Kmαα . The multiplicative group T =
{Kρ | ρ ∈ ZΠ} is called the Torus (of Uq(g)). This group acts on the algebra Uq(g) by
Kρ.u = K
−1
ρ uKρ (∀u ∈ Uq(g))
In particular, for any homogeneous element u of Uq(g) with degree deg(u) = γ ∈ ZΠ, we have Kρ.u = q−(ρ,γ)u.
2.1 Quantum algebras U+[w].
Consider any w ∈ W , set t = l(w) and consider a reduced expression
w = sα1 ◦ ... ◦ sαt (αi ∈ Π for 1 ≤ i ≤ t) (1)
It is well known that
β1 = α1, β2 = sα1(α2), ... , βt = sα1 ... sαt−1(αt)
are distinct positive roots and that the set {β1, ..., βt} does not depend on the reduced expression (1) of w. For any
α ∈ Π, define the braid automorphism Tα of the algebra Uq(g) as in ([11], p. 153), and set
Xβ1 = Eα1 , Xβ2 = Tα1(Eα2), ... , Xβt = Tα1 ... Tαt−1(Eαt).
The following results are classical ([11], chapter 8):
• Xβ1 , ... , Xβt are all in U
+. Each Xβi (1 ≤ i ≤ t) is homogeneous of degree deg(Xβi) = βi.
• We denote by U+[w] (or Uwq (g)) the subalgebra of U
+ generated by Xβ1 , ... , Xβt . This algebra does not
depend on the above reduced expression (1) of w (although the variables Xβ1 , ... , Xβt depend of (1)).
• The ordered monomials Xa := Xa1β1 ... X
at
βt
, a = (a1, ... , a1) ∈ N
t, are a basis of U+[w] (as a k-vector space).
• Since the above generators Xβi are homogeneous, the ZΠ-graduation of Uq(g) induces a ZΠ-graduation of U
+[w]
and the action of the Torus T on Uq(g) induces, by restriction, an action of T on U
+[w].
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• If 1 ≤ i < j ≤ t, we have the following straightening formula due to Levendorskii and Soibelman:
XβjXβi − q
−(βi,βj)XβiXβj = Pj,i, (2)
Pj,i =
∑
a = (ai+1,...,aj−1)
caX
ai+1
βi+1
...X
aj−1
βj−1
. (3)
with a ∈ Nj−i−1, ca ∈ k, and ca 6= 0 for only finitely many a. Pj,i is homogeneous with degree βi + βj so that, if
j = i + 1, we have Pj,i = 0.
The reader will observe a little difference between those formulas and the original Levendorskii - Soibeman’s one
([14], prop. 5.5.2.), in which the left member of (2) is XβjXβi − q
(βi,βj)XβiXβj . The reason is that Levendorskii
and Soibelman use a version of the quantum group Uq(g) which slightly differs from our’s. Under our conventions,
a direct proof of formulas (2) and (3) is given in [17].
• When w = w0, we have t = N , {β1, ..., βt} = Φ+ and U+[w] = U+.
An example
Assume, for sake of simplicity, that k = C is the complex numbers field, that g has type An with n ≥ 3 and that the
simple roots ǫ1, ... , ǫn are ordered such as the Dynkin diagram is
ǫ1 −−− ǫ2 −−− ǫ3 −−− · · · −−− ǫn−1 −−− ǫn
Consider the following particular reduced expression of the longest element in W :
w0 = sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫj ◦ sǫj−1 ◦ ... ◦ sǫ1) ◦ ... ◦ (sǫn ◦ sǫn−1 ◦ ... ◦ sǫ1) (4)
Denote by Y1,2, Y1,3, Y2,3, ... , Y1,j+1, Y2,j+1, ... , Yj,j+1, ... , Y1,n+1, Y2,n+1, ... , Yn,n+1 the canonical generators
of U+ with respect to this reduced decomposition and observe that:
Lemma 2.1. 1
1. Yj,j+1 = Eαj for 1 ≤ j ≤ n.
2. Yi,j+1 = Yi,jYj,j+1 − q−1Yj,j+1Yi,j for 1 ≤ i < j ≤ n.
Proof
1. This results from the equality
sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫj ◦ sǫj−1 ◦ ... ◦ sǫ2)(ǫ1) = ǫj .
2. Recall (see section 2.1) that
Yi,j+1 = Tǫ1 ◦ (Tǫ2 ◦ Tǫ1) ◦ ... ◦ (Tǫj−1 ◦ Tǫj−2 ◦ ... ◦ Tǫ1) ◦ (Tǫj ◦ Tǫj−1 ◦ ... ◦ Tǫj+2−i)(Eǫj+1−i ).
Since {ǫj−i, ... , ǫ1} ⊥ {ǫj, ... , ǫj+2−i} and {ǫj−i−1, ... , ǫ1} ⊥ ǫj+1−i, Yi,j+1 is equal to
Tǫ1 ◦ (Tǫ2 ◦ Tǫ1) ◦ ... ◦ (Tǫj−1 ◦ Tǫj−2 ◦ ... ◦ Tǫj+1−i) ◦ (Tǫj ◦ Tǫj−1 ◦ ... ◦ Tǫj+2−i) ◦ Tǫj−i(Eǫj+1−i)
with, by [11],
Tǫj−i(Eǫj+1−i) = Eǫj−iEǫj+1−i − q
−1Eǫj+1−iEǫj−i .
Moreover, we have
sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫj−1 ◦ sǫj−2 ◦ ... ◦ sǫj+1−i) ◦ (sǫj ◦ sǫj−1 ◦ ... ◦ sǫj+2−i)(ǫj+1−i)
= sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫj−1 ◦ sǫj−2 ◦ ... ◦ sǫj+1−i)(ǫj+1−i + ǫj+2−i + ... + ǫj)
= sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫj−2 ◦ sǫj−3 ◦ ... ◦ sǫ1)(ǫj) = ǫj .
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This implies that
Tǫ1 ◦ (Tǫ2 ◦ Tǫ1) ◦ ... ◦ (Tǫj−1 ◦ Tǫj−2 ◦ ... ◦ Tǫj+1−i) ◦ (Tǫj ◦ Tǫj−1 ◦ ... ◦ Tǫj+2−i)(Eǫj+1−i )
= Eǫj = Yj,j+1.
Since {ǫj , ǫj−1 ... , ǫj+2−i} ⊥ ǫj−i, we have
Tǫ1 ◦ (Tǫ2 ◦ Tǫ1) ◦ ... ◦ (Tǫj−1 ◦ Tǫj−2 ◦ ... ◦ Tǫj+1−i) ◦ (Tǫj ◦ Tǫj−1 ◦ ... ◦ Tǫj+2−i)(Eǫj−i)
= Tǫ1 ◦ (Tǫ2 ◦ Tǫ1) ◦ ... ◦ (Tǫj−1 ◦ Tǫj−2 ◦ ... ◦ Tǫj+1−i)(Eǫj−i ) = Yi,j .

Denote by v a square root of q and, as in [1], denote by ei,j the generators of U
+ constructed by H. Yamane [19].
We know that:
• ej,j+1 = Eǫj for 1 ≤ j ≤ n.
• ei,j+1 = vei,jej,j+1 − v−1ej,j+1ei,j for 1 ≤ i < j ≤ n.
This implies:
• vi−jei,j+1 = (vi−j+1ei,j)ej,j+1 − ej,j+1q−1(vi−j+1ei,j) for 1 ≤ i < j ≤ n and, from lemma 2.1. 1, we deduce (by
induction on j − i):
Lemma 2.1. 2
Yi,j+1 = v
i−jei,j+1 for 1 ≤ i ≤ j ≤ n.
Now, consider an integer p with 1 < p < n and set
w = (sǫp ◦ sǫp−1 ◦ ... ◦ sǫ1) ◦ (sǫp+1 ◦ sǫp ◦ ... ◦ sǫ2) ◦ ... ◦ (sǫn ◦ sǫn−1 ◦ ... ◦ sǫn−p+1) (5)
If p < j < n, we observe that
{ǫj−p, ... , ǫ1} ⊥ {ǫj+1, ... , ǫj+1−p+1, ... , ǫn, ... , ǫn−p+1}.
This implies that
w0 = w1 ◦ w ◦ w2
with
w1 = sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫp−1 ◦ sǫp−2 ◦ ... ◦ sǫ1),
w2 = sǫ1 ◦ (sǫ2 ◦ sǫ1) ◦ ... ◦ (sǫn−p ◦ sǫn−p−1 ◦ ... ◦ sǫ1).
If d, d1, d2 denote the number of simple reflections which appear respectively in the expressions of w, w1, w2 given
above, we observe that d + d1 + d2 is equal to the length of w0. This implies:
Lemma 2.1. 3
1. (5) is a reduced expression of w.
2. If p ≤ j ≤ n, then
Tw1 ◦ (Tǫp ◦ Tǫp−1 ◦ ... ◦ Tǫ1) ◦ ... ◦ (Tǫj−1 ◦ Tǫj−2 ◦ ... ◦ Tǫj−p+1)(Eǫj ) = Yj,j+1.
3. If p ≤ j ≤ n and 1 ≤ i ≤ p, then
Tw1 ◦ (Tǫp ◦ Tǫp−1 ◦ ... ◦ Tǫ1) ◦ ... ◦ (Tǫj ◦ Tǫj−1 ◦ ... ◦ Tǫj−i+2)(Eǫj−i+1 ) = Yi,j+1.
6
This implies that the canonical generators Xi,j+1 of U
+[w] verify
Xi,j+1 = T
−1
w1
(Yi,j+1)
for p ≤ j ≤ n and 1 ≤ i ≤ p.
Since the Yamane generators ei,j+1 (p ≤ j ≤ n , 1 ≤ i ≤ p) verify the commutation relations of quantum matrices, it
results from lemma 2.1. 2 that the generators Yi,j+1 verify the same property. Now, as T
−1
w1
is an automorphism of
Uq(g) and as the ordered monomials in the variables Xi,j+1 (where the order on these variables is defined by the
inverse lexicographic order on the indexes (i, j + 1)) are a basis of U+[w], we conclude that
Proposition 2.1. 1
U+[w] is the algebra Oq(Mp,m(k)) with m = n− p+ 1 and with canonical generators the variables Xi,j+1 (p ≤ j ≤
n , 1 ≤ i ≤ p).
2.2 Diagrams.
w, t, the simple roots αi, the positive roots βi (1 ≤ i ≤ t), are defined as in section 2.1., and we set
v = w−1 = sαt ◦ ... ◦ sα1 (6)
Definition 2.2. 1 A diagram with respect to (1) is any subset ∆ of J1, ... ,tK. (If there is no possible ambiguity, we
omit to precise ”with respect to (1)”.)
In the following, we sometimes also omit the symbol ◦ in the composition of maps.
Consider a diagram ∆. For any i ∈ J1, ... , tK, we set
s∆αi =
{
sαi if i ∈ ∆
Id if i /∈ ∆
}
and we denote
• w∆ = s∆α1 ... s
∆
αt
• v∆ = (w∆)−1 = s∆αt ... s
∆
α1
• for any i ∈ J1, ... , t, t+ 1K, w∆i = s
∆
αi
... s∆αt (w
∆
1 = w
∆ , w∆t+1 = Id)
• for any i ∈ J0, 1, ... , tK, v∆i = (w
∆
t−i+1)
−1 = s∆αt ... s
∆
αt−i+2
s∆αt−i+1 (v
∆
0 = (w
∆
t+1)
−1 = Id, v∆t = v
∆)
Remark (The case of example 2.1)
Assume we are in the situation of example 2.1, so that
w = sα1 ◦ sα2 ◦ ... ◦ sαt
= (sǫp ◦ sǫp−1 ◦ ... ◦ sǫ1) ◦ (sǫp+1 ◦ sǫp ◦ ... ◦ sǫ2) ◦ ... ◦ (sǫn ◦ sǫn−1 ◦ ... ◦ sǫn−p+1)
Set m = n− p+ 1, so that t = mp, and consider a rectangular tableau consisting in p×m boxes labeled from 1 to mp
as mentioned in the following figure.
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1 p+ 1
p 2p mp
(m− 1)p+ 1
Following A. Postnikov [18], let us draw this tableau with p wires going along the rows and m wires going along the
columns. Label ends of the wires from 1 to n+ 1 as in the following figure.
1
p
p+ 1 p+ 2 n+ 1
n+ 1
p+ 1
p21
We observe that, if W is identified as usual with the symmetric group Sn+1 so that each sǫi is the transposition (i, i+ 1),
the wiring diagram defined over corresponds to the permutation v = w−1.
Now, consider any diagram ∆ (i.e. any subset of J1,mpK), color in dark the boxes which label is in ∆, and replace the
corresponding crossing in non-colored boxes as a non crossing :
white box colored box
Then, if ∆ = {i1 < ... < il}, we observe that this new wiring diagram corresponds to the permutation sǫil ◦ ... ◦ sǫi1 = v
∆.
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So, using the A. Postnikov’s conventions ([18], p. 71-72) we can say:
1. ∆ is a pipe dream or a wiring diagram.
2. u = v∆ is the element of W corresponding to the pipe dream ∆ and ∆ is a pipe dream (or a wiring diagram) of u.
In particular, we have:
3. v is the element of W corresponding to the full pipe dream ∆ = J1, ... , tK.
4. Id is the element of W corresponding to the empty pipe dream ∆ = ∅.
Now, in the general case, let us denote by ≤ the Bruhat order on the Weyl group W . Since (1) is a reduced expression of
w, we have that (6) is a reduced expression of v. Let us recall ([12], corollary A.1.8) that an element u of W satisfies u ≤
w (resp. u ≤ v) if and only if it can we written as a product of simple refections obtained by omitting some of the sαi in
the reduced expression (1) (resp. (6)). So, we have immediately:
Lemma 2.2. 1
1. The map: ∆ 7→ u = w∆ (resp. u = v∆) is surjective from the set of diagrams onto the set {u ∈ W | u ≤ w}
(resp. {u ∈ W | u ≤ v}).
2. The map u 7→ u−1 is a bijection from {u ∈W | u ≤ w} onto {u ∈W | u ≤ v}.
Lemma 2.2. 2
v∆ := (v∆0 , v
∆
1 , ... , v
∆
t ) is a subexpression of (6) in the sense of Marsh and Rietsch [16].
Proof
This is because v∆i−1 = s
∆
αt
... s∆αt−i+2 =⇒ v
∆
i = v
∆
i−1s
∆
αt−i+1
with
s∆αt−i+1 =
{
sαt−i+1 if t− i+ 1 ∈ ∆
Id if t− i+ 1 /∈ ∆
}
.

Lemma 2.2. 3
If u = (u0, u1, ... , ut) is a subexpression of v, there exists a unique diagram ∆ such that v
∆ = u . So, the map
∆ 7→ v∆ is a bijection from the set of diagrams onto the set of subexpressions of v.
Proof
Since u is a subexpression of v, we have u0 = Id and
(∀i ∈ J1, ..., tK) (ui−1)
−1ui ∈ {st−i+1, Id}.
Given any diagram ∆, we have v∆ = (v∆0 , v
∆
1 , ... , v
∆
t ). Since v
∆
0 = u0 = Id, we have v
∆ = u if and only if
(∀i ∈ J1, ..., tK) (ui−1)
−1ui = (v
∆
i−1)
−1v∆i = s
∆
αt−i+1
.
Now, there exists a unique diagram ∆ which satisfies those conditions. It is defined by
(∀i ∈ J1, ..., tK) (t− i+ 1 ∈ ∆) ⇔ (ui−1)
−1ui = st−i+1.

Definition 2.2. 2 We say that a diagram ∆ is positive with respect to the reduced decomposition (1) (or that ∆ is
positive if there is no ambiguity) if v∆ = (v∆0 , v
∆
1 , ... , v
∆
t ) is a positive subexpression of (6) in the sense of Marsh and
Rietsch [16], namely:
v∆i−1 < v
∆
i−1sαt−i+1 (∀ i ∈ J1, ..., tK)
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Observation 2.2. 1 The full diagram and the empty diagram are both positive.
Proof
• If ∆ = J1, ... ,tK is the full diagram, we have v∆i−1 = sαt ... sαt−i+2 for any i ∈ J1, ... ,tK (v
∆
0 = Id). Since (6)
is a reduced expression of v, sαt ... sαt−i+2sαt−i+1 is a reduced expression of v
∆
i−1sαt−i+1 . So, clearly, we have
v∆i−1 < v
∆
i−1sαt−i+1 .
• If ∆ = ∅, we have v∆i−1 = Id, so that v
∆
i−1 < v
∆
i−1sαt−i+1 .

Consider any i ∈ J1, ... , tK, set j = t− i+ 1 and {j1 < ... < js} = ∆ ∩ Jj + 1, ... , tK = ∆ ∩ Jt− i+ 2, ... , tK,
so that v∆i−1 = s
∆
αt
... s∆αt−i+2 = sαjs ... sαj1 and v
∆
i−1sαt−i+1 = sαjs ... sαj1 sαj .
If w1 and w2 are in W , it results from ([12], corollary A.1.8) that
(w1 < w2) ⇔ (w1 6= w2 and w1 is obtained by omitting some simple reflections in a reduced expression of w2)
⇔ (w−11 < w
−1
2 ).
So, with w1 = v
∆
i−1 and w2 = v
∆
i−1sαt−i+1 , we obtain:
(v∆i−1 < v
∆
i−1sαt−i+1) ⇔ (sαj1 ... sαjs < sαjsαj1 ... sαjs )
Let us set u = sαj1 ... sαjs and recall that l(sαju) = l(u) ± 1. If l(sαju) = l(u) + 1, we have that u < sαju
([12], A.1.6). Conversely, if u < sαju, we have l(u) < l(sαju) ([12], A.1.6) and, consequently, l(sαju) = l(u) + 1.
So, we have:
(v∆i−1 < v
∆
i−1sαt−i+1) ⇔ l(sαjsαj1 ... sαjs ) = 1 + l(sαj1 ... sαjs )
Since the mapping i 7→ j = t− i+ 1 is a bijection of J1, ..., tK, we conclude:
Lemma 2.2. 4 The diagram ∆ is positive if and only if, for any j ∈ J1, ..., tK,
∆ ∩ Jj + 1, ..., tK = {j1 < ... < js} ⇒ l(sαjsαj1 ... sαjs ) = 1 + l(sαj1 ... sαjs ).
Now, we can prove the following characterization of positive diagrams.
Proposition 2.2. 1 The diagram ∆ is positive if and only if, for any j ∈ J1, ..., tK,
∆ ∩ Jj + 1, ..., tK = {j1 < ... < js} ⇒ l(sαjsαj1 ... sαjs ) = 1 + s.
Proof
Assume that ∆ is positive, choose j, j1, ... , js as above, and consider any l with 1 < l < s. We have
∆ ∩ Jjl + 1, ... , tK = {jl+1 < ... < js} and, by lemma 2.2. 4, l(sαjl sαjl+1 ... sαjs ) = 1 + l(sαjl+1 ... sαjs ). From
this, we get that l(sαj1 ... sαjs ) = s and, again by lemma 2.2. 4, l(sαjsαj1 ... sαjs ) = 1 + s.
Conversely, assume that this equality holds for any j and choose j, j1, ... , js as above. We have ∆ ∩ Jj1 + 1, ... , tK
= {j2 < ... < js} and, by assumption, l(sαj1 sαj2 ... sαjs ) = 1 + (s − 1) = s. So, l(sαjsαj1 ... sαjs ) = 1 +
l(sαj1 ... sαjs ) and ∆ is positive by lemma 2.2. 4.

2.3 Some properties of positive diagrams.
In this section, we use the same conventions as in section 2.2.
Proposition 2.3. 1
1. The map: ∆ 7→ u = v∆ is a bijection from the set of positive diagrams onto the set {u ∈W | u ≤ v}.
2. The map: ∆ 7→ u = w∆ is a bijection from the set of positive diagrams onto the set {u ∈ W | u ≤ w}.
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Proof
1. By lemma 2.2. 1, f : ∆ 7→ u = v∆ is a map from the set of positive diagrams in the set {u ∈W | u ≤ v}.
Consider any u ∈ W with u ≤ v. By ([16], Lemma 3.5.), there exists a unique positive subexpression u+ = (u0,
u1, ... , ut) of (6) with ut = u. By lemma 2.2. 3, there exists a unique diagram ∆ which satisfies v
∆ = (v∆0 , v
∆
1 ,
... , v∆t ) = u
+ . So, ∆ is positive (def. 2.2. 2) and v∆ = v∆t = ut = u. This proves that f is surjective.
If ∆′ is a positive diagram such that v∆
′
= u, then v∆
′
= (v∆
′
0 , v
∆′
1 , ... , v
∆′
t ) is a positive subexpression of (6)
with v∆
′
t = v
∆′ = u. So, we have v∆
′
= u+ ⇒ v∆
′
= v∆ and, by lemma 2.2. 3, ∆′ = ∆. This proves that f is
bijective.
2. Denote by g the bijection u 7→ u−1 from {u ∈W | u ≤ w} onto {u ∈ W | u ≤ v} (lemma 2.2. 1).
Then g−1 ◦ f : ∆ 7→ u = (v∆)−1 = w∆ is a bijection from the set of positive diagrams onto the set
{u ∈W | u ≤ w}.

Consider any p ∈ J1, ... , tK, p 6= 1, t, and set
w1 = sα1 ... sαp (7)
w2 = sαp+1 ... sαt (8)
We have w = w1w2 and, since (1) is a reduced expression of w, (7) and (8) are reduced expressions of w1 and w2
respectively.
Denote by ∆ any subset of J1, ... , pK, so that ∆ is a diagram with respect to (7) and with respect to (1) both.
Proposition 2.3. 2
(∆ is positive with respect to (7)) ⇔ (∆ is positive with respect to (1))
Proof
Assume that ∆ is positive with respect to (1) and consider any j ∈ J1, ... , pK. We have ∆ ∩ Jj + 1, ... , pK = ∆ ∩
Jj + 1, ... , tK and, using the characterization of positive diagrams given in proposition 2.2. 1, we obtain that ∆ is
positive with respect to (7).
Assume that ∆ is positive with respect to (7) and consider any j ∈ J1, ... , tK. If j ≤ p, we have ∆ ∩ Jj +1, ... , tK = ∆
∩ Jj + 1, ... , pK, so that the characterization given in proposition 2.2. 1 is satisfied. If j > p, we have ∆ ∩ Jj + 1, ... , tK
= ∅, so that the characterization given in proposition 2.2. 1 is again satisfied.

Now, consider a non empty diagram ∆ (with respect to (1)) and two integers j, m in J1, ... , tK with j < m and m ∈ ∆.
Let us recall that (β1, ... , βt) is the sequence of positive roots associated to the reduced expression (1)) of w (section
2.1) and let us denote:
• ∆ = J1, ... , tK \ ∆,
• ∆ ∩ Jj + 1, ... , m− 1K = {j1 < ... < jr} (unless this set is empty),
• ∆ ∩ Jj + 1, ... , m− 1K = {l1 < ... < lp} (unless this set is empty),
• (γ1, ... , γp, γp+1) is the sequence of (non necessarily positive) roots defined recursively by γp+1 = βm and, for
1 ≤ i ≤ p, γi = sβli (γi+1),
• For 1 ≤ i ≤ p, we set ai = (β∨li , γi+1).
Until the end of this section, we assume that ∆ ∩ Jj + 1, ... , m− 1K is nonempty, so that p and the roots γi (1 ≤ i
≤ p+ 1) are well defined.
Lemma 2.3. 1
γ1 = βm − apβlp − ...− a1βl1
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Proof
For 1 ≤ i ≤ p, we have γi = γi+1 − aiβli . Summing these equalities, we get γ1 = γp+1 − apβlp − ... − a1βl1 and, by
definition, γp+1 = βm.

Set
w′ = sα1 ... sαm−1 (9)
and observe that, since (1) is a reduced expression of w, (9) is a reduced expression of w′.
Lemma 2.3. 2
For any i ∈ J1, ... , pK, denote by w′i the element of W obtained by omitting sαli , ... , sαlp in (9).
Then, we have γi = w
′
i(αm).
Proof
Assume that i = p and set up = sα1 ... sαlp−1, so that:
w′ = upsαlp sαlp+1 ... sαm−1 ⇒ u
−1
p w
′ = sαlp sαlp+1 ... sαm−1 ⇒ upsαlpu
−1
p w
′ = upsαlp+1 ... sαm−1 = w
′
p.
As up(αlp) = βlp , we conclude that w
′
p = sβlpw
′. So, w′p(αm) = sβlpw
′(αm) = sβlp (βm) = γp.
Assume i < p, γi+1 = w
′
i+1(αm), and set ui = sα1 ... sαli−1. We have w
′
i+1 = uisαliσ with σ ∈ W and w
′
i = uiσ.
Form this, we deduce (as in the case i = p) that uisαliu
−1
i w
′
i+1 = w
′
i. So, w
′
i(αm) = sβliw
′
i+1(αm) = sβli (γi+1) = γi.

Now, we can prove:
Proposition 2.3. 3 Assume that
βj + βm = apβlp + ...+ a1βl1 .
Then ∆ is not positive (with respect to (1)).
Proof
By lemma 2.3. 1, we have βj = − γ1 and, by lemma 2.3. 2, we can write βj = − w′1(αm). Recall that w
′
1 is obtained by
omitting sαl1 , ... , sαlp in the reduced expression (9) of w
′ and that
{l1 < ... < lp} = ∆ ∩ Jj + 1, ... , m− 1K = Jj + 1, ... , m− 1K \ {j1 < ... < jr}. So, we have
w′1 = sα1 ... sαj−1sαjsαj1 ... sαjr = ηsαjsαj1 ... sαjr
with η = sα1 ... sαj−1 .
Since βj = η(αj), we have βj = − w′1(αm) ⇒ αj = − sαjsαj1 ... sαjr (αm) ⇒ sαjsαj1 ... sαjr (αm) = −αj is a
negative root. By ([9], lemma 10.2.C), this implies that l(sαjsαj1 ... sαjr sαm) < r + 2.
As m ∈ ∆, we have ∆ ∩ Jj + 1, ... , tK = {j1 < ... < js} with s > r and jr+1 = m. So, l(sαjsαj1 ... sαjs ) ≤
l(sαjsαj1 ... sαjr sαm) + s− (r + 1) < r + 2 + s− (r + 1) = s+ 1 and, by proposition 2.2. 1, ∆ is not positive.

3 Background on the deleting derivations algorithm.
3.1 Conventions.
In this section, we use the conventions of section 2.1 and we set R = U+[w]. In order to simplify a little bit the
notations, we set
• Xi = Xβi for any i ∈ J1, ..., tK, so that R = k < X1, ... , Xt >. Moreover, X1, ... , Xt are called the
canonical generators (with respect to the reduced decomposition (1)) of R.
• Recall (section 2.1) that, for each ρ in the root lattice ZΠ, the map hρ: u 7→ Kρ.u is in Aut(R), the group of
automorphisms of the algebra R.
• Let us set H = {hρ | ρ ∈ ZΠ} and observe that H is an abelian subgroup of Aut(R).
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• Recall that R is ZΠ-graded and that, for any homogeneous element u of degree γ in R, for any ρ ∈ ZΠ, we have
hρ(u) = q
−(ρ,γ)u.
• For each (i, j) ∈ (J1, ... , tK)2, set λi,j = q−(βi,βj), qi = λi,i = q−‖βi‖
2
, and observe that qi is not a root of unity.
• If 1 ≤ i < j ≤ t, the Levendorskii-Soibeman formula can be written
XjXi − λj,iXiXj = Pj,i, (10)
Pj,i =
∑
a = (ai+1,...,aj−1)
caX
ai+1
i+1 ...X
aj−1
j−1 . (11)
with a ∈ Nj−i−1, ca ∈ k, and ca 6= 0 for only finitely many a . Moreover, Pj,i is homogeneous with degree βi +
βj so that, if j = i + 1, we have Pj,i = 0. In the general case, this also implies that, if ca 6= 0, then
ai+1βi+1 + ... + aj−1βj−1 = βi + βj .
• Since βi and βj are positive roots, βi + βj is non zero. So, if ca 6= 0, then a is nonzero.
• From this, we get that the generators X1, ... , Xt of R satisfy the equalities and the assumption 6.1.1. of ([4],
section 6.1.).
• Moreover, since the ordered monomials Xa := Xa11 ... X
at
t , a = (a1, ... , a1) ∈ N
t, are a basis of R, it results
from ([4], propositions 6.1.1. and 6.1.2.) that R satisfies the conventions of ([4], section 3.1.). In particular, R is an
iterated Ore extension of the ground field k and so, R is a noetherian domain.
• We denote by F = Fract(R) the division ring of fractions of R.
• By ([4], proposition 6.1.1.), we also get that R is the k-algebra generated by the ”variables” X1, ... , Xt
submitted to the relations (10).
• For each l ∈ J1, ... , tK, we set hl = hβl ∈ H , and observe that, if i ∈ J1, ... , tK, we have hl(Xi) = λl,i Xi.
• Since each Xi is homogeneous, it is an H-eigenvector and, since λ1,1 = q−(β1,β1) is not a root of unity, the
assumption 4.1.2. of [4] is satisfied. Since each λi,j is a power of q, the assumption 4.1.1. of [4] is also satisfied. As
explained in [4] (proof of lemma 4.2.2.) this implies that each prime ideal of R is completely prime.
• Recall that each automorphism h ∈ H can be extended in a (unique) automorphism (denoted h also) of F , so that
H can be seen as a subgroup of Aut(F ).
3.2 The algebras R(m).
Recall ([4], section 3.) that, for any m ∈ J2, ... , t+ 1K, there exists a family (X
(m)
1 , ... , X
(m)
t ) of new ”variables” in
F , called the canonical generators (with respect to the reduced decomposition (1)) of the algebra R(m) =
k < X
(m)
1 , ... , X
(m)
t >, and which satisfies the following properties:
• If 1 ≤ i < j ≤ t, we have the following simplified Levendorskii-Soibelman formula:
X
(m)
j X
(m)
i − λj,iX
(m)
i X
(m)
j = P
(m)
j,i (12)
with
⋄ m ≤ j ⇒ P
(m)
j,i = 0. (13)
⋄ j < m ⇒ P
(m)
j,i =
∑
a = (ai+1,...,aj−1)
ca(X
(m)
i+1 )
ai+1 ...(X
(m)
j−1)
aj−1 (14)
where the coefficients ca are the same as in (11).
(So, P
(m)
j,i = 0 in the case i+ 1 = j < m and, in the general case, if ca 6= 0,
we have ai+1βi+1 + ... + aj−1βj−1 = βi + βi , so that a is nonzero.)
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• This implies that the generators X
(m)
1 , ... , X
(m)
t of R
(m) still satisfy the equalities and the assumption 6.1.1.
of ([4], section 6.1.).
• The ordered monomials (X(m))a := (X
(m)
1 )
a1 ... (X
(m)
t )
at , a = (a1, ... , a1) ∈ Nt, are a basis of R(m). So, R(m)
still satisfies the conventions of ([4], section 3.1.). In particular, R(m) is an iterated Ore extension of the ground
field k and so, R(m) is a noetherian domain.
• We have Fract(R(m)) = Fract(R) = F .
• By ([4], proposition 6.1.1.), R(m) is the k-algebra generated by the ”variables” X
(m)
1 , ... , X
(m)
t submitted to the
relations (12).
• For each ρ in the root lattice ZΠ and for each i ∈ J1, ... , tK, we still have hρ(X
(m)
i ) = q
−(ρ,βi)X
(m)
i . This implies
that hρ(R
(m)) = R(m). So H can still be seen as a subgroup of Aut(R(m)) and each X
(m)
i is a H eigenvector. If l
and i are in J1, ... , tK, we have hl(X
(m)
i ) = λl,i X
(m)
i and, as above, this implies that R
(m) satisfies the
assumptions 4.4.2. and 4.4.1. of [4]. As explained in ([4], proof of lemma 4.2.2), this implies that each prime ideal
of R(m) is completely prime.
• If u ∈ F , and if γ ∈ ZΠ, we say that u is homogeneous of degree γ, if hρ(u) = q−(ρ,γ)u for all ρ in ZΠ.
So, for example, each X
(m)
i is homogeneous of degree βi.
• If u1, ... , ur are homogeneous of same degree γ, then any linear combination of u1, ... , ur (with coefficients
in k) is homogeneous of degree γ.
• Clearly, if u1 is homogeneous of degree γ1 and u2 is homogeneous of degree γ2, then u1u2 is homogeneous of
degree γ1 + γ2.
• Likewise, if u is nonzero and homogeneous of degree γ, then u−1 is homogeneous of degree − γ.
• So, if u1, ... , ur are nonzero and homogeneous of degrees γ1, ... , γr respectively, if a = (a1, ... , ar) ∈ Zr,
then ua := ua11 ... u
ar
r is homogeneous of degrees a1γ1 + ... + arγr.
• For each j ∈ J1, ... , tK, denote by δ
(m)
j the left hj - derivation of R
(m) defined by X
(m)
j . This means that, for
each a ∈ R(m), δ
(m)
j (a) := X
(m)
j a − hj(a)X
(m)
j .
• If j ∈ J1, ... , tK, we have
hj(k < X
(m)
1 , ... , X
(m)
j−1 >) = k < X
(m)
1 , ... , X
(m)
j−1 >,
δ
(m)
j (k < X
(m)
1 , ... , X
(m)
j−1 >) ⊂ k < X
(m)
1 , ... , X
(m)
j−1 > .
So, hj induces an automorphism, still denoted hj , of the algebra k < X
(m)
1 , ... , X
(m)
j−1 >. It is the only automorphism
of k < X
(m)
1 , ... , X
(m)
j−1 > which satisfies hj(X
(m)
i ) = λj,iX
(m)
i for any i.
Likewise, δ
(m)
j induces a left hj - derivation of k < X
(m)
1 , ... , X
(m)
j−1 >, still denoted δ
(m)
j . It satisfies the following
properties:
1. If 1 ≤ i < j, we have δ
(m)
j (X
(m)
i ) = P
(m)
j,i .
This implies that δ
(m)
j is zero on k < X
(m)
1 , ... , X
(m)
j−1 > and so, that X
(m)
j a = hj(a)X
(m)
j for any a in
k < X
(m)
1 , ... , X
(m)
j−1 >, as soon as j ≥ m.
2. δ
(m)
j is locally nilpotent on k < X
(m)
1 , ... , X
(m)
j−1 >.
3. We have
R(m) = k[X
(m)
1 ][X
(m)
2 ;h2, δ
(m)
2 ] ... [X
(m)
m−1;hm−1, δ
(m)
m−1] [X
(m)
m ;hm] ... [X
(m)
t ;ht].
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• For each i ∈ J1, ... , tK, we have X
(t+1)
i = Xi, so that R
(t+1) = R.
Until the end of this section, we assume that m ∈ J2, ... , tK.
• Recall that qm = λm,m is not a root of unity and define quantum integers [l]qm (resp. quantum factorial [l]!qm)
for l ∈ N, as in ([4], section 2.).
• For each i ∈ J1, ... , tK, we have
1. m ≤ i ⇒ X
(m)
i = X
(m+1)
i . In particular, we have X
(m)
m = X
(m+1)
m .
2.
i < m ⇒ X
(m)
i = X
(m+1)
i +
+∞∑
l=1
C
(m+1)
l (X
(m+1)
m )
−l
with
C
(m+1)
l =
(1− qm)−l
[l]!qm
λ−lm,i (δ
(m+1)
m )
l (X
(m+1)
i ).
• We observe that, since k < X
(m+1)
1 , ... , X
(m+1)
m−1 > is δ
(m+1)
m - stable, we have C
(m+1)
l ∈
k < X
(m+1)
1 , ... , X
(m+1)
m−1 > and, since δ
(m+1)
m is locally nilpotent on k < X
(m+1)
1 , ... , X
(m+1)
m−1 >, only finitely
many C
(m+1)
l are non zero.
• If i < m and X
(m+1)
m X
(m+1)
i − λm,jX
(m+1)
i X
(m+1)
m = P
(m+1)
m,i = 0, then δ
(m+1)
m (X
(m+1)
i ) = 0 and so,
X
(m)
i = X
(m+1)
i .
• There exists a unique homomorphism of k-algebras
Θ(m) : k < X
(m+1)
1 , ... , X
(m+1)
m−1 > → k < X
(m)
1 , ... , X
(m)
m−1 >
which verifies Θ(m)(X
(m+1)
i ) = X
(m)
i for 1 ≤ i ≤ m− 1.
• When m = 2, we set
1. Zi = X
(2)
i for i ∈ J1, ... , tK.
2. R = R(2).
• R = k < Z1, ... , Zt > is the k - algebra generated by the variables Z1, ... , Zt submitted to the relations:
(1 ≤ i < j ≤ t) ⇒ ZjZi = λj,iZiZj (15)
• For any i ∈ J1, ... , tK, we have X
(2)
i = ... = X
(i+1)
i = Zi.
• Sm = {(X
(m+1)
m )l | l ∈ N} = {(X
(m)
m )l | l ∈ N} is a multiplicative system of regular elements in R(m) and in
R(m+1). It satisfies the Ore condition (on both sides) in each one of those rings and we have R(m)S−1m =
R(m+1)S−1m .
3.3 Prime and H-prime spectrum of R(m), admissible diagrams
Consider any integer m ∈ J2, ... , t+ 1K. As usual, we denote by Spec(R(m)) (resp. H − Spec(R(m))) the set of all
prime ideals (resp. H- invariant prime ideals) of R(m). Recall (see section 3.2) that each prime ideal of R(m) is
completely prime. If m ∈ J2, ... , tK, we denote by
φm : Spec(R
(m+1)) → Spec(R(m))
the canonical injection defined in ([4], section 4.3).
Moreover, if m′ ≤ m+ 1 and if P ∈ Spec(R(m+1)), then P ′ = φm′ ◦ ... ◦ φm(P) is called the canonical image of P
in Spec(R(m
′)). (If m′ = m+ 1, this canonical image is P itself.)
Let us now recall the main properties of the maps φm.
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• Denote by P(m+1) any prime ideal in Spec(R(m+1)) and set P(m) = φm(P(m+1)).
1. If X
(m+1)
m /∈ P(m+1), then P(m+1) ∩ Sm = ∅ and
P(m) = R(m) ∩ P(m+1 )S−1m .
In this case, X
(m)
m = X
(m+1)
m /∈ P(m).
2. If X
(m+1)
m ∈ P(m+1), there exists a unique algebra homomorphism g : R(m) → R(m+1)/P(m+1 ) which
verifies g(X
(m)
i ) = X
(m+1)
i + P
(m+1 ) for all i ∈ J1, ... , tK, and P(m) = Ker(g).
In this case, X
(m)
m = X
(m+1)
m ∈ P(m).
3. For any h ∈ H , we have h(P(m)) = φm(h(P(m+1 ))) ([4], lemma 5.5.5.) so that, by the injectivity of φm,
P(m+1 ) is H - invariant if and only if P(m) is H - invariant.
• A diagram ∆ is said admissible (with respect to the reduced decomposition (1)) if there exists a prime ideal P
of R ( = R(t+1)) whose canonical image P(2) in Spec(R) ( = Spec(R(2))) verifies:
P(2) ∩ {Zi |1 ≤ i ≤ t} = {Zi | i ∈ ∆}.
• Consider a diagram ∆ and denote by P
(2)
∆ = ({Zi | i ∈ ∆}) the ideal generated by the variables Zi with
i ∈ ∆. Then, by ([4], proposition 5.5.1.), we have
1. P
(2)
∆ ∈ H − Spec(R
(2)).
2. Conversely, for any Q ∈ H − Spec(R(2)), there exists a (unique) diagram ∆ such that Q = P
(2)
∆ , namely
∆ = {i ∈ J1, tK | Zi ∈ Q}.
• A diagram ∆ is admissible if and only if there exists P∆ ∈ Spec(R) (= Spec(R(t+1))) such that
P
(2)
∆ = φ2 ◦ ... ◦ φt(P∆).
(See [4], theorem 5.5.1. and observe that, since each φi is injective, P∆ is unique.)
• The map ∆ 7→ P∆ is a bijection from the set of admissible diagrams onto the set H − Spec(R) (=
H − Spec(R(t+1))). In fact, if ∆ is admissible, then P∆ is H - invariant because P
(2)
∆ = φ2 ◦ ... ◦ φt(P∆) is.
So, ∆ 7→ P∆ is a map from the set of admissible diagrams into H − Spec(R). It is injective because the map
∆ 7→ P
(2)
∆ is injective. If P ∈ H − Spec(R) , then φ2 ◦ ... ◦ φt(P) ∈ H − Spec(R
(2)). So φ2 ◦ ... ◦ φt(P)
= P
(2)
∆ with ∆ an admissible diagram such that P = P∆.
4 New results on H-invariant prime ideals.
In this section, we consider an integer m ∈ J2, ... , t+ 1K, and we denote by P(m) an H-invariant prime ideal. We set
A(m) = R(m)/P (m) and we observe that this algebra is a noetherian domain (since R(m) is noetherian and P (m) is
completely prime). Set Dm = Frac(A
(m)) it’s division ring of fractions. Denote by fm : R
(m) → A(m) the
canonical homomorphism and, for each i ∈ J1, ... , tK, set x
(m)
i = fm(X
(m)
i ) the canonical image of X
(m)
i in A
(m).
If h is an element of the group H , we have h(P(m)) = P(m) and, consequently, h induces an automorphism of the
algebra A(m), denoted h, which satisfies h ◦ fm = fm ◦ h. This automorphism can be extended in an automorphism,
still denoted h of the division ring Dm.
4.1 A necessary and sufficient condition for P(m) to be in Im(φm).
Assume that m ≤ t and recall (section 3.2) that R(m) is the k - algebra generated by the variables X
(m)
1 , ... , X
(m)
t
submitted to the relations 12:
X
(m)
j X
(m)
i − λj,iX
(m)
i X
(m)
j = P
(m)
j,i (X
(m)
i+1 , ... , X
(m)
j−1)
for i < j, and with P
(m)
j,i (X
(m)
i+1 , ... , X
(m)
j−1) ∈ k < X
(m)
i+1 , ... , X
(m)
j−1 >.
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Proposition 4.1. 1
P(m) ∈ Im(φm) if and only if one of two following conditions is satisfied
a) X
(m)
m /∈ P(m).
b) X
(m)
m ∈ P(m) and Θ(m)(δ
(m+1)
m (X
(m+1)
i )) ∈ P
(m) for 1 ≤ i ≤ m− 1.
Proof.
Assume that P(m) ∈ Im(φm), so that P(m) = φm(P(m+1 )) with P(m+1 ) ∈ Spec(R(m+1)), and assume that
condition a) is not satisfied. This implies that P(m) = ker(g) where g : R(m) → R(m+1)/P(m+1 ) is the
homomorphism which transforms each X
(m)
i in x
(m+1)
i = X
(m+1)
i + P
(m+1 ). Consider 1 ≤ i ≤ m− 1.
Recall that δ
(m+1)
m (X
(m+1)
i ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) and and that
Θ(m) : k < X
(m+1)
1 , ... , X
(m+1)
m−1 > → k < X
(m)
1 , ... , X
(m)
m−1 > is the homomorphism which transforms each X
(m+1)
l
in X
(m)
l . Since X
(m)
m ∈ P(m), we have X
(m+1)
m ∈ P(m+1 ) ([4], proposition 4.3.1.) and so, δ
(m+1)
m (X
(m+1)
i ) ∈
P(m+1 ). Now, we have
g(Θ(m)(δ
(m+1)
m (X
(m+1)
i ))) = g(Θ
(m)(P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ))) = g(P
(m+1)
m,i (X
(m)
i+1 , ... , X
(m)
m−1)) =
P
(m+1)
m,i (x
(m+1)
i+1 , ... , x
(m+1)
m−1 ) = P
(m+1)
m,i (X
(m+1)
i+1 , ... , X
(m+1)
m−1 ) + P
(m+1 ) = 0.
This implies that Θ(m)(δ
(m+1)
m (X
(m+1)
i ))) ∈ ker(g) = P
(m).
If condition a) is satisfied, then P(m) ∈ Im(φm) by ([4], lemma 4.3.1.).
Assume that condition b) is satisfied. So, if 1 ≤ i ≤ m− 1, we have, as previously, P
(m+1)
m,i (X
(m)
i+1 , ... , X
(m)
m−1) =
Θ(m)(δ
(m+1)
m (X
(m+1)
i )) ∈ P
(m). So, in A(m) = R(m)/P(m), we have P
(m+1)
m,i (x
(m)
i+1 , ... , x
(m)
m−1) = 0.
Since P
(m)
m,i = 0 (see section 3.2), we can write x
(m)
m x
(m)
i − λm,ix
(m)
i x
(m)
m = P
(m)
m,i (x
(m)
i+1 , ... , x
(m)
m−1) = 0 =
P
(m+1)
m,i (x
(m)
i+1 , ... , x
(m)
m−1).
If 1 ≤ i ≤ j − 1 with j 6= m, we have (see section 3.2)
x
(m)
j x
(m)
i − λj,ix
(m)
i x
(m)
j = P
(m)
j,i (x
(m)
i+1 , ... , x
(m)
j−1) = P
(m+1)
j,i (x
(m)
i+1 , ... , x
(m)
j−1).
So, by the universal property of algebras defined by generators and relations, there exists a (unique) homomorphism
ǫ : R(m+1) → A(m) which transforms each X
(m+1)
l in x
(m)
l . This homomorphism is surjective, and its kernel ker(ǫ)
= P(m+1 ) is a prime ideal of R(m+1). We observe that, since X
(m)
m ∈ P(m), we have X
(m+1)
m ∈ P(m+1 ), and
that ǫ induces an automorphism
ǫ : R(m+1)/P(m+1 ) → A(m) = R(m)/P(m)
which transforms each x
(m+1)
l in x
(m)
l . Recall that fm : R
(m) → R(m)/P(m) denotes the canonical homomorphism.
So, g = (ǫ)−1 ◦ fm : R
(m) → R(m+1)/P(m+1 ) is the homomorphism which transforms each X
(m)
l in x
(m+1)
l . As
ker(g) = ker(fm) = P(m), we conclude that P(m) = φm(P(m+1 )).

Corollary 4.1. 1
Assume 2 ≤ m ≤ t+ 1 and consider some Q ∈ Spec(R(m)).
Assume that X
(m)
m /∈ Q, ... , X
(m)
t /∈ Q.
Then there exists P ∈ Spec(R) such that Q is the canonical image of P in Spec(R(m)). Moreover, if P(2) is the
canonical image of P in Spec(R(2)), then
P(2) ∩ {Zm, ... , Zt} = ∅.
Proof.
We prove this by decreasing induction on m.
• If m = t+ 1, we have Q ∈ Spec(R) and P = Q satisfies the required properties.
• Assume 2 ≤ m ≤ t. By proposition 4.1. 1, we have Q = φm(Q′) with Q′ ∈ Spec(R(m+1)). Since X
(m)
m /∈ Q,
we have (see section 3.3) X
(m+1)
m /∈ Q′ and, if we set Sm = {(X
(m+1)
m )d | d ∈ N},
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Q = R(m) ∩ Q′S−1m .
Assume X
(m+1)
j ∈ Q
′ with j ≥ m. Since X
(m+1)
j = X
(m)
j (see section 3.2), we have X
(m)
j ∈ R
(m) ∩ Q′ ⊆
R(m) ∩ Q′S−1m = Q, which is false. So, we have:
– X
(m+1)
m /∈ Q′.
– X
(m+1)
m+1 /∈ Q
′, ... , X
(m+1)
t /∈ Q
′ and, by the induction assumption, there exists P ∈ Spec(R) such that Q′
is the canonical image of P in Spec(R(m+1)). This implies that Q = φm(Q′) is the canonical image of P
in Spec(R(m)). Moreover, again by the induction assumption, we have
P(2) ∩ {Zm+1, ... , Zt} = ∅.
As X
(m+1)
m /∈ Q′, we know ([4], proposition 5.2.1.) that Zm /∈ P(2).

4.2 Some properties of A(m).
For each integer j ∈ J2, ... , m− 1K, we set P(j) = φj ◦ ... ◦ φm−1(P(m)). Let us, first, construct in A(m), a new
version of the deleting derivations algorithm.
Proposition 4.2. 1
For each integer j ∈ J2, ... , m− 1K, there exists a sequence (x
(j)
1 , ... , x
(j)
t ) in Dm = Frac(A
(m)) and a subalgebra
A(j) = k < x
(j)
1 , ... , x
(j)
t > of Dm which satisfy the following properties.
1. If l and i are in J1, ... , tK, we have hl(x
(j)
i ) = λl,ix
(j)
i , hl(A
(j)) = A(j) and hl induces, by restriction,
an automorphism (still denoted hl) of A
(j).
2. Choose l ∈ J1, ... , tK and denote by d
(j)
l the left hl - derivation of A
(j) associated to x
(j)
l (d
(j)
l (a) = x
(j)
l a
− hl(a)x
(j)
l for all a ∈ A
(j)). Then d
(j)
l (k < x
(j)
1 , ... , x
(j)
l−1 >) ⊂ k < x
(j)
1 , ... , x
(j)
l−1 > and d
(j)
l is locally
nilpotent on k < x
(j)
1 , ... , x
(j)
l−1 >.
3. There exists a unique homomorphism fj : R
(j) → A(j) which transforms each X
(j)
i in x
(j)
i . fj is surjective
and ker(fj) = P(j).
4. If l ∈ J1, ... , tK, we have d
(j)
l ◦ fj = fj ◦ δ
(j)
l and hl ◦ fj = fj ◦ hl.
5. If l, e ∈ J1, ... , tK, we have hl ◦ he = he ◦ hl and hl ◦ d
(j)
e = λl,ed
(j)
e ◦ hl.
6. If x
(j+1)
j = 0, then x
(j)
i = x
(j+1)
i for each i ∈ J1, ... , tK.
7. If x
(j+1)
j 6= 0, and i ∈ J1, ... , tK, then
(a) j ≤ i ⇒ x
(j)
i = x
(j+1)
i . In particular, we have x
(j)
j = x
(j+1)
j .
(b) i < j ⇒ x
(j)
i = x
(j+1)
i +
+∞∑
d=1
c
(j+1)
d (x
(j+1)
j )
−d with c
(j+1)
d =
(1− qj)−d
[d]!qj
λ−dj,i (d
(j+1)
j )
d (x
(j+1)
i ).
(We observe that, since k < x
(j+1)
1 , ... , x
(j+1)
j−1 > is d
(j+1)
j - stable, we have c
(j+1)
d ∈ k < x
(j+1)
1 , ... , x
(j+1)
j−1 >
and, since d
(j+1)
j is locally nilpotent on k < x
(j+1)
1 , ... , x
(j+1)
j−1 >, only finitely many c
(j+1)
d are non zero.)
Proof.
First observe that, if 3. is satisfied and if hl ◦ fj = fj ◦ hl (as homomorphism from R
(j) towards D(m)) for any l,
then properties 1. to 5. are all satisfied. In fact,
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1. For all l and i in J1, ... , tK, we have hl(x
(j)
i ) = hl ◦ fj(X
(j)
i ) = fj ◦ hl(X
(j)
i ) = λl,ifj(X
(j)
i ) = λl,ix
(j)
i .
This immediately implies that hl(A
(j)) = A(j) and hl induces, by restriction, an automorphism of A
(j).
4. If P ∈ R(j), we have d
(j)
l (fj(P )) = x
(j)
l fj(P ) − hl(fj(P ))x
(j)
l , = fj(X
(j)
l P − hl(P )X
(j)
l ) = fj ◦ δ
(j)
l (P ). This
proves that d
(j)
l ◦ fj = fj ◦ δ
(j)
l .
2. By 4., we have d
(j)
l (k < x
(j)
1 , ... , x
(j)
l−1 >) = d
(j)
l (fj(k < X
(j)
1 , ... , X
(j)
l−1 >)) = fj(δ
(j)
l (k < X
(j)
1 , ... , X
(j)
l−1 >))
⊂ fj(k < X
(j)
1 , ... , X
(j)
l−1 >) = k < x
(j)
1 , ... , x
(j)
l−1 >. Moreover, if a ∈ k < x
(j)
1 , ... , x
(j)
l−1 >, we can write a
= fj(P ) with P ∈ k < X
(j)
1 , ... , X
(j)
l−1 >. Since δ
(j)
l is locally nilpotent on k < X
(j)
1 , ... , X
(j)
l−1 >, we have
(δ
(j)
l )
r(P ) = 0 for some r ∈ N, and (d
(j)
l )
r(a) = (d
(j)
l )
r ◦ fj(P ) = fj ◦ (δ
(j)
l )
r(P ) = 0. So, d
(j)
l is locally
nilpotent on k < x
(j)
1 , ... , x
(j)
l−1 >.
5. If i in J1, ... , tK, we have hl ◦ he(x
(j)
i ) = λl,iλe,ix
(j)
i = he ◦ hl(x
(j)
i ) and, since A
(j) is generated by the
elements x
(j)
i , we have hl ◦ he = he ◦ hl.
Consider two elements a, b in A(j) such that the maps hl ◦ d
(j)
e and λl,ed
(j)
e ◦ hl coincide on a and b. Then,
we have hl ◦ d
(j)
e (ab) = hl(d
(j)
e (a)b + he(a)d
(j)
e (b)) = λl,ed
(j)
e (hl(a))hl(b) + λl,ehe(hl(a))d
(j)
e (hl(b)) =
λl,ed
(j)
e ◦ hl(ab). So, we just have to prove that hl ◦ d
(j)
e and λl,ed
(j)
e ◦ hl coincide on each x
(j)
i . Now,
hl ◦ d
(j)
e (x
(j)
i ) = hl(x
(j)
e x
(j)
i − λe,ix
(j)
i x
(j)
e ) = λl,eλl,i(x
(j)
e x
(j)
i − λe,ix
(j)
i x
(j)
j ) = λl,eλl,id
(j)
e (x
(j)
i ) =
λl,ed
(j)
e (hl(x
(j)
i )). So we can conclude that hl ◦ d
(j)
e = λl,ed
(j)
e ◦ hl.
For j ∈ J2, ... , m− 1K, denote by Hj the following assumption:
There exists a sequence (x
(j+1)
1 , ... , x
(j+1)
t ) ∈ (Dm)
t and a subalgebra A(j+1) = k < x
(j+1)
1 , ... , x
(j+1)
t > of Dm
which satisfy the analog of properties 1. to 5. obtained by changing j in j + 1.
Observe that the assumption Hm−1 is satisfied. In fact, the constructions of fm and of the variables x
(m)
i (see the
beginning of section 4) imply straightway the property 3. and the equality h ◦ fm = fm ◦ h for any h in H .
Now, assume that Hj is satisfied, define the elements x
(j)
i as in 6. and 7. and set A
(j) = k < x
(j)
1 , ... , x
(j)
t >. It
remains to prove that property 3. is satisfied and that hl ◦ fj = fj ◦ hl.
• Assume that x
(j+1)
j = 0, so that X
(j+1)
j ∈ Ker(fj+1) = P
(j+1 ). Recall that, in this case, P(j) is the kernel
of the homomorphism g : R(j) → R(j+1)/P(j+1 ) which transforms each X
(j)
i in X
(j+1)
i + P
(j+1 ).
By the assumption Hj , fj+1 : R(j+1) → A(j+1) induces an isomorphism f̂j+1 : R(j+1)/P(j+1 ) → A(j+1 )
which transforms each X
(j+1)
i + P
(j+1 ) in x
(j+1)
i . So fj = f̂j+1 ◦ g : R
(j) → A(j+1) is the homomorphism
which transforms each X
(j)
i in x
(j+1)
i , and we have ker(fj) = ker(g) = P
(j). Since, in this case, we have
x
(j)
i = x
(j+1)
i for each i, we obtain that fj satisfies the property 3. Moreover, if l and i are in J1, ... , tK, we
have hl ◦ fj(X
(j)
i ) = hl(x
(j)
i ) = hl(x
(j+1)
i ) = λl,i(x
(j+1)
i ) = λl,i(x
(j)
i ) = fj ◦ hl(X
(j)
i ). So, hl ◦ fj = fj ◦ hl.
• Assume that x
(j+1)
j 6= 0, so that X
(j+1)
j /∈ Ker(fj+1) = P
(j+1 ). Set Sj = {(X
(j+1)
j )
l | l ∈ N} and recall
that
P(j) = P(j+1 )S−1j ∩R
j .
As fj+1(X
(j+1)
j ) = x
(j+1)
j is invertible in Dm, fj+1 can be extended in an homomorphism
f˜j+1 : R
(j+1)S−1j → Dm (f˜j+1(Q(X
(j+1)
j )
−l) = fj+1(Q)(x
(j+1)
j )
−l for all Q in R(j+1) and l in N) and
we have ker(f˜j+1) = P(j+1 )S
−1
j . Recall that R
(j) ⊂ R(j+1)S−1j and let us compute f˜j+1(X
(j)
i ) for each i ∈
J1, ... , tK.
– If j ≤ i, then we have X
(j)
i = X
(j+1)
i (see section 3.2) and f˜j+1(X
(j)
i ) = x
(j+1)
i = x
(j)
i .
– If i < j, then we have
X
(j)
i = X
(j+1)
i +
+∞∑
d=1
C
(j+1)
d (X
(j+1)
j )
−d
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with
C
(j+1)
d =
(1− qj)−d
[d]!qj
λ−dj,i (δ
(j+1)
j )
d (X
(j+1)
i ).
As C
(j+1)
d ∈ R
(j+1), we have f˜j+1(C
(j)
d ) = fj+1(C
(j)
d ) =
(1 − qj)−d
[d]!qj
λ−dj,i fj+1 ◦ (δ
(j+1)
j )
d (X
(j+1)
i ) =
(1 − qj)
−d
[d]!qj
λ−dj,i (d
(j+1)
j )
d ◦ fj+1(X
(j+1)
i ) =
(1− qj)
−d
[d]!qj
λ−dj,i (d
(j+1)
j )
d (x
(j+1)
i ) = c
(j+1)
d . So, we get
f˜j+1(X
(j)
i ) = x
(j+1)
i +
+∞∑
d=1
c
(j+1)
d (x
(j+1)
j )
−d = x
(j)
i
So, we always have f˜j+1(X
(j)
i ) = x
(j)
i and the restriction fj of f˜j+1 to R
(j) is the unique homomorphism
from R(j) to A(j) which transforms each X
(j)
i in x
(j)
i . fj is surjective and ker(fj) = ker(f˜j+1) ∩ R
(j) =
P(j+1 )S−1j ∩ R
(j) = P(j). This proves that fj satisfies the property 3 and it remains to verify that, for any l
in J1, ... , tK, we have hl ◦ fj = fj ◦ hl. As hl(X
(j)
i ) = λl,iX
(j)
i , it is enough to check that hl(x
(j)
i ) =
λl,ix
(j)
i for each i.
If j ≤ i, we have hl(x
(j)
i ) = hl(x
(j+1)
i ) = λl,ix
(j+1)
i = λl,ix
(j)
i .
Now, assume i < j.
By the assumption Hj , we can use property 5. at the rank j + 1, so that
hl ◦ d
(j+1)
j = λl,jd
(j+1)
j ◦ hl.
For each d ∈ N, we have
hl(c
(j+1)
d ) = hl(
(1 − qj)−d
[d]!qj
λ−dj,i (d
(j+1)
j )
d (x
(j+1)
i ))
=
(1 − qj)−d
[d]!qj
λ−dj,i λ
d
l,j(d
(j+1)
j )
d ◦ hl(x
(j+1)
i ) = λl,iλ
d
l,jc
(j+1)
d .
So, hl( c
(j+1)
d (x
(j+1)
j )
−d) = λl,ic
(j+1)
d (x
(j+1)
j )
−d , which implies that hl(x
(j)
i ) = λl,ix
(j)
i .

Recall (see section 3.3) that, since P(m) is H - invariant, each P(j) (2 ≤ j ≤ m) is H - invariant. In particular,
P(2) is H - invariant. Set
∆ = {i ∈ [|1 , ... , t |] | Zi ∈ P
(2 )} = {j1 < ... < js} (unless this set is empty)
and
∆ = [|1 , ... , t |] \ ∆ = {l1 < ... < le} (unless this set is empty).
Recall that P(2) = P
(2)
∆ (see section 3.3), R = R
(2) and set A = A(2). For each i ∈ [|1 , ... , t |], set zi = x
(2)
i
and observe that f2 : R → A transforms each Zi = X
(2)
i in zi. So, we can also describe ∆ and ∆ as follows:
∆ = {i ∈ [|1 , ... , t |] | zi = 0}
∆ = {i ∈ [|1 , ... , t |] | zi 6= 0}
Observation 4.2. 1
Assume that ∆ is empty. Then each x
(m)
i (i ∈ [|1 , ... , t |]) is zero.
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Proof
If ∆ is empty, we have x
(j+1)
j = zj = 0 for each j ∈ [|1 , ... , m − 1 |]. By (proposition 4.2. 1, 6.), this implies that, if
i ∈ [|1 , ... , t |] and j ∈ [|1 , ... , m − 1 |], we have x
(j+1)
i = x
(j)
i . So, each x
(m)
i = x
(2)
i = zi = 0.

Until the end of section 4.2, we assume that ∆ is nonempty. So, we have:
Proposition 4.2. 2
1. A = k < zl1 , ... , zle > .
2. If 1 ≤ i < d ≤ e, we have zldzli = λld,lizlizld .
3. zl1 , ... , zle are all nonzero and the Laurent (ordered) monomials z
a = za1l1 ... z
ae
le
(a = (a1, ... , ae) ∈ Ze)
are k - linearly independent.
Proof.
1. A = k < z1, ... , zt > (see proposition 4.2. 1) and, for i /∈ {l1, ... , le}, we have i ∈ ∆ ⇒ Zi ∈ P
(2) =
ker(f2) ⇒ zi = 0.
2. We know (section 3.2) that ZldZli = λld,liZliZld . If we transform by f2, we obtain the required equality.
3. Denote by R̂ = k < Zl1 , ... , Zle > the subalgebra of R generated by Zl1 , ... , Zle . By the property 1., f2
induces (by restriction) a surjective homomorphism f̂2 : R̂ → A and ker(f̂2) = R̂ ∩P
(2). As each P ∈ P(2)
= P
(2)
∆ = ({Zj1 , ..., Zjs}) is a linear combination of monomials in which at least one of the variables Zji with
1 ≤ i ≤ s appears, this intersection is reduced to zero and then, f̂2 is an isomorphism which transforms each
Zli in zli . As the ordered monomials in Zl1 , ... , Zle are linearly independent, we have the same property for
the ordered monomials in zl1 , ... , zle . This easily implies that zl1 , ... , zle are nonzero and that the Laurent
ordered monomials in zl1 , ... , zle are also linearly independent.

4.3 Each x
(m)
i
is a Laurent polynomial in zl1 , ... , zle.
The conventions are the same as in section 4.2. and we still assume that ∆ is nonempty.
Let us consider some i in J1, ... , tK.
If u ∈ Dm and if γ ∈ ZΠ, we say (as in section 3.2) that u is homogeneous of degree γ if hρ(u) = q
−(ρ,γ)u for all
ρ in ZΠ. Since q is not a root of unity and V is spanned by Π, the degree of a nonzero homogeneous element is
uniquely defined. Moreover, we immediately have the following properties:
• If u1, ... , ur are homogeneous of same degree γ, then any linear combination of u1, ... , ur (with coefficients
in k) is homogeneous of degree γ.
• If u1 is homogeneous of degree γ1 and u2 is homogeneous of degree γ2, then u1u2 is homogeneous of degree
γ1 + γ2.
• Likewise, if u is nonzero and homogeneous of degree γ, then u−1 is homogeneous of degree − γ.
• So, if u1, ... , ur are nonzero and homogeneous of degrees γ1, ... , γr respectively, if a = (a1, ... , ar) ∈ Z
r,
then ua := ua11 ... u
ar
r is homogeneous of degree a1γ1 + ... + arγr.
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Lemma 4.3. 1
Consider some j in J2, ... , mK.
1. If j ≤ i+ 1, then x
(j)
i = zi. In particular, x
(i+1)
i = zi.
2. If 1 ≤ i < l ≤ t, then x
(j)
l x
(j)
i − λl,ix
(j)
i x
(j)
l = d
(j)
l (x
(j)
i ) = fj(P
(j)
l,i ) ∈ k < x
(j)
i+1, ... , x
(j)
l−1 >. Moreover, if
l ≥ j or l = i+ 1, then d
(j)
l (x
(j)
i ) = 0.
3. If U ∈ R(j) is homogeneous of degree γ, then fj(U) is homogeneous of same degree γ. In particular, x
(j)
i is
homogeneous of degree βi.
4. If j ≤ l ≤ t and u ∈ k < x
(j)
1 , ... , x
(j)
l−1 >, then zlu = hl(u)zl.
Proof
1. By proposition 4.2. 1, we have x
(i+1)
i = x
(i)
i = ... = x
(2)
i = zi.
2. By proposition 4.2. 1, we have x
(j)
l x
(j)
i − λl,ix
(j)
i x
(j)
l = x
(j)
l x
(j)
i − hl(x
(j)
i )x
(j)
l = d
(j)
l (x
(j)
i ) = d
(j)
l ◦ fj(X
(j)
i ) =
fj ◦ δ
(j)
l (X
(j)
i ) and we know (see section 3.2) that δ
(j)
l (X
(j)
i ) = P
(j)
l,i ∈ k < X
(j)
i+1, ... , X
(j)
l−1 >. Moreover, if l
≥ j or l = i + 1, we know (see section 3.2) that P
(j)
l,i = 0. Transforming by fj, we get the required result.
3. Consider ρ in ZΠ. By proposition 4.2. 1, we have hρ(fj(U)) = fj(hρ(U)) = q
−(ρ,γ)fj(U).
4. By 1., we have zl = x
(j)
l . So, zlu − hl(u)zl = x
(j)
l u − hl(u)x
(j)
l = d
(j)
l (u).
By 2., if i < l, we have d
(j)
l (x
(j)
i ) = 0 (since j ≤ l). This implies that d
(j)
l is zero on k < x
(j)
1 , ... , x
(j)
l−1 >
and, in particular, d
(j)
l (u) = 0.

Lemma 4.3. 2
Consider some j in J2, ... , mK.
1. If j ≤ l1, then x
(j)
i = zi.
2. Assume that l1 < j and denote by d the greatest integer such that ld < j (1 ≤ d ≤ p). Then x
(j)
i =
x
(ld+1)
i .
Proof
2. We prove this by induction on j. If j = ld + 1, there is nothing to prove. Assume j > ld + 1 and set j
′ =
j − 1 > ld. By lemma 4.3. 1, we have x
(j′+1)
j′ = zj′ = 0 (since j
′ ∈ ∆). So, by proposition 4.2. 1, x
(j)
i =
x
(j′+1)
i = x
(j′)
i = x
(ld+1)
i (by the induction assumption).
1. The proof is the same (observing that there is nothing to prove if j = 2).

Now, assume that l1 < m and denote by p the greatest integer such that lp < m.
Proposition 4.3. 1
Consider some j in J2, ... , mK and assume that i < j.
1. If i < j ≤ l1, then x
(j)
i = zi = 0.
Assume that l1 < j and denote by d the greatest integer such that ld < j (1 ≤ d ≤ p).
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2. (a) If ld ≤ i < j, then x
(j)
i = zi.
(b) If i < ld < j, then
x
(j)
i = x
(ld)
i + Q1z
−1
ld
+ ... +QKz
−K
ld
with K ≥ 1 and:
• If d = 1, then each Ql ∈ k.
• If d > 1 and i ≥ ld−1, then each Ql ∈ k.
• If d > 1 and i < ld−1, then each Ql ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
>.
Proof
1. By (lemma 4.3. 2, 1.), we have x
(j)
i = zi and, since i < l1, we have i ∈ ∆, so that zi = 0.
2. (a) By (lemma 4.3. 2, 2.), we have x
(j)
i = x
(ld+1)
i and, since ld + 1 ≤ i, this is also equal to zi.
(b) We prove this result by decreasing induction on i.
As in 2.a., we have x
(j)
i = x
(ld+1)
i and, since x
(ld+1)
ld
= zld 6= 0, it results from (proposition 4.2. 1, 7.(b))
that
x
(j)
i = x
(ld)
i + P1z
−1
ld
+ ... + PLz
−L
ld
with L ≥ 1 and each Pl = µl (d
(ld+1)
ld
)l (x
(ld+1)
i ) (µl ∈ k
∗). So, by lemma 4.3. 1, each Pl ∈
k < x
(ld+1)
i+1 , ... , x
(ld+1)
ld−1
> = k < x
(j)
i+1, ... , x
(j)
ld−1
> (by lemma 4.3. 2).
Assume that i = ld − 1. Then, by lemma 4.3. 1, we have d
(ld+1)
ld
(x
(ld+1)
i ) = 0. This implies that Pl = 0
for each l. So, x
(j)
i = x
(ld)
i and the proof is over.
Now, assume that i < ld − 1 and, for i+ 1 ≤ h ≤ ld − 1,
x
(j)
h = x
(ld)
h + Q1,hz
−1
ld
+ ... + QM,hz
−M
ld
with M ≥ 1, and:
• each Ql,h ∈ k if d = 1,
• Ql,h ∈ k if d > 1 and h ≥ ld−1,
• Ql,h ∈ k < x
(ld)
h+1, ... x
(ld)
ld−1
> if d > 1 and h < ld−1.
This implies the following results:
• If d = 1, then each x
(j)
h ∈ k < x
(ld)
h , z
−1
ld
> (i+ 1 ≤ h ≤ ld − 1).
• If d > 1 and ld−1 ≤ h ≤ ld − 1, then x
(j)
h ∈ k < x
(ld)
h , z
−1
ld
>.
• If d > 1 and i+ 1 ≤ h < ld−1, then x
(j)
h ∈ k < x
(ld)
h , x
(ld)
h+1, ... , x
(ld)
ld−1
, z−1ld >.
So, it turns out that each Pl ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
, z−1ld >.
• If d = 1 and h < ld, we have (by the first point of the proposition) x
(ld)
h = zh = 0. So, in this case,
each Pl ∈ k < z
−1
ld
> and
x
(j)
i = x
(ld)
i + Q1z
−1
ld
+ ... +QKz
−K
ld
with K ≥ 1 and each Ql in k.
• Now, assume that d > 1.
If ld−1 < h ≤ ld − 1, we have (by 2.a.) x
(ld)
h = zh = 0 (since h ∈ ∆). So,
– If i ≥ ld−1, each Pl ∈ k < z
−1
ld
> and
x
(j)
i = x
(ld)
i + Q1z
−1
ld
+ ... +QKz
−K
ld
with K ≥ 1 and each Ql in k.
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– If i < ld−1, each Pl ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
, z−1ld >. As, by lemma 4.3. 1, zld = x
(ld)
ld
q -
commutes with x
(ld)
i+1, ... , x
(ld)
ld−1
, each Pl can be written as follows:
Pl = S0,l + S1,lz
−1
ld
+ ... + SE,lz
−E
ld
with E ≥ 1 and each Sj,l ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
> . So, we conclude that, in this case,
x
(j)
i = x
(ld)
i + Q1z
−1
ld
+ ... +QKz
−K
ld
with K ≥ 1 and each Ql in k < x
(ld)
i+1, ... , x
(ld)
ld−1
>.

Proposition 4.3. 2
Consider some j in J2, ... , mK, assume that i+ 1 < j and consider some u ∈ k < x
(j)
i+1, ... , x
(j)
j−1 > .
1. If j ≤ l1, then u ∈ k.
Assume that l1 < j and denote by d the greatest integer such that ld < j (1 ≤ d ≤ p).
2. (a) If ld ≤ i, then u ∈ k.
(b) If i < ld, then
u = u1z
a1
ld
+ ... + uKz
aK
ld
with K ≥ 1, (a1, ... , aK) ∈ ZK and:
• If d = 1, then each ul ∈ k.
• If d > 1 and i ≥ ld−1, then each ul ∈ k.
• If d > 1 and i < ld−1, then each ul ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
>.
Proof
1. By (proposition 4.3. 1, 1.) we have x
(j)
h = 0 for any h < j. So, u ∈ k.
2. (a) Consider some integer h such that ld < h < j. By (proposition 4.3. 1, 2.a.) we have x
(j)
h = zh = 0
(since h ∈ ∆). So, u ∈ k.
(b) Consider some integer h with i < h < j.
If ld < h, then, as in 2.a., we have x
(j)
h = 0. If h = ld, then, again by (proposition 4.3. 1, 2.a.), we have
x
(j)
h = zh = zld .
• Assume that d = 1. If h < ld, then, by (proposition 4.3. 1, 2.b.), we have
x
(j)
h = x
(ld)
h + Q1z
−1
ld
+ ... +QMz
−M
ld
with M ≥ 1 and each Ql in k. By (proposition 4.3. 1, 1.), we also have x
(ld)
h = 0. So,
x
(j)
h ∈ k < z
−1
ld
> and it turns out that u ∈ k < z±1ld >. This implies that
u = u1z
a1
ld
+ ... + uKz
aK
ld
with N ≥ 1, (a1, ... , aN) ∈ ZN and each ul ∈ k.
• Assume that d > 1 and i ≥ ld−1. If i < h < ld, we have ld−1 < h < ld and, by (proposition 4.3. 1,
2.b.),
x
(j)
h = x
(ld)
h + Q1z
−1
ld
+ ... +QMz
−M
ld
with M ≥ 1 and each Ql ∈ k. By (proposition 4.3. 1, 1.) we also have x
(ld)
h = zh and, since h ∈ ∆,
x
(ld)
h = 0. As over, we conclude that
u = u1z
a1
ld
+ ... + uKz
aK
ld
with K ≥ 1, (a1, ... , aK) ∈ Z
K and each ul ∈ k.
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• Assume that d > 1 and i < ld−1. If i < h < ld, we have, always by (proposition 4.3. 1, 2.b.),
x
(j)
h = x
(ld)
h + Q1z
−1
ld
+ ... +QMz
−M
ld
with M ≥ 1 and:
– If ld−1 < h, then each Ql ∈ k and, as in the previous case, x
(ld)
h = 0. So, x
(j)
h ∈ k < z
−1
ld
>.
– If h = ld−1, then each Ql ∈ k and, consequently, x
(j)
h ∈ k < x
(ld)
h , z
−1
ld
> = k < x
(ld)
ld−1
, z−1ld >.
– If h < ld−1, then each Ql ∈ < x
(ld)
h+1, ... , x
(ld)
ld−1
> and, consequently,
x
(j)
h ∈ k < x
(ld)
h , x
(ld)
h+1, ... , x
(ld)
ld−1
, z−1ld >.
So, it turns out that u ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
, z±1ld >. As, by lemma 4.3. 1, zld = x
(ld)
ld
q -
commutes with x
(ld)
i+1, ... , x
(ld)
ld−1
, we conclude that
u = u1z
a1
ld
+ ... + uKz
aK
ld
with K ≥ 1, (a1, ... , aK) ∈ ZK and each ul in k < x
(ld)
i+1, ... , x
(ld)
ld−1
>.

Proposition 4.3. 3
Consider some j in J2, ... , mK with i < j.
1. If {l1, ... , lp} ∩ Ji+ 1, ... , j − 1K = ∅, then x
(j)
i = zi.
2. Assume that {l1, ... , lp} ∩ Ji+ 1, ... , j − 1K 6= ∅ and set {l1, ... , lp} ∩ Ji+ 1, ... , j − 1K = {lc < ... < ld}.
Then, we have
x
(j)
i = zi +
∑
a = (ac, ... , ad) ∈ F
η(a)zaclc ... z
ad
ld
,
where
• F is a finite (possibly empty) subset of Zd−c+1.
• If  denotes the inverse lexicographic order in Zd−c+1, then, for any a in F , we have a ≺ 0 (ie.
a = (ac, ... , ar, 0, ... , 0) with ar < 0.)
• For each a in F , we have η(a) ∈ k∗.
Proof
We prove the proposition by induction on j − i. In order to do this, we first prove the assertion 1.
So, assume that {l1, ... , lp} ∩ Ji+ 1, ... , j − 1K = ∅, and observe that there are two possibilities:
1. (a) j ≤ l1. By proposition 4.3. 1, we know that x
(j)
i = zi.
(b) l1 < j and, if d is the greatest integer such that ld < j, ld ≤ i < j. Again, by proposition 4.3. 1, we know
that x
(j)
i = zi.
Assume j − i = 1. In this case, we have {l1, ... , lp} ∩ Ji+ 1, ... , j − 1K = ∅. So, we are in the case of
assertion 1., and the proof is over.
Now assume j − i > 1. As the assertion 1. is already proved, we may assume that
{l1, ... , lp} ∩ Ji + 1, ..., j − 1K = {lc < ... < ld} is non empty. So, we have l1 < j, d is the greatest integer such
that ld < j and i < ld < j. Now, by proposition 4.3. 1, we can write
x
(j)
i = x
(ld)
i +Q1z
−1
ld
+ ... +QKz
−K
ld
with K ≥ 1 and three possible cases:
1. d = 1. Then each Ql ∈ k and, since x
(ld)
i = zi (see proposition 4.3. 1, 1.), the proof is over.
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2. d > 1 and i ≥ ld−1. Then each Ql ∈ k and, since x
(ld)
i = zi (see proposition 4.3. 1, 2.a.), the proof is over.
3. d > 1 and i < ld−1 (so that c ≤ d− 1). In this case, each Ql ∈ k < x
(ld)
i+1, ... , x
(ld)
ld−1
>. Since ld < j, it results
from the induction assumption that the proposition is true for each x
(ld)
h with i ≤ h < ld. This implies that
• If i+ 1 ≤ h ≤ ld−1, we have x
(ld)
h ∈ k < z
±1
lc
, ... , z±1ld−1 > (since {l1, ... , lp} ∩ Jh+ 1, ..., ld − 1K
⊆ {lc < ... < ld−1} and zh is either 0 or equal to zlr with c ≤ r ≤ d− 1). So, each Ql ∈
k < z±1lc , ... , z
±1
ld−1
>.
•
x
(ld)
i = zi +
∑
a = (ac, ... , ad−1) ∈ F1
η(a)zaclc ... z
ad−1
ld−1
,
where
⋄ F1 is a finite (possibly empty) subset of Zd−c.
⋄ For each a in F1, we have a ≺ 0 and η(a) ∈ k∗.
As each Ql is a summand of (ordered) Laurent monomials in zlc , ... , zld−1 , it turns out that
x
(j)
i = zi +
∑
a = (ac, ... , ad) ∈ F
η(a)zaclc ... z
ad
ld
,
where
⋄ F is a finite (possibly empty) subset of Zd−c+1.
⋄ For each a in F , we have a ≺ 0 and η(a) ∈ k∗.

This proposition implies immediately
Corollary 4.3. 1 Consider some integer d with 1 < d ≤ p. If 1 ≤ i < ld, then x
(ld)
i ∈ k < z
±1
l1
, ... , z±1ld−1 > .
Proof
By proposition 4.3. 3, x
(ld)
i = zi + Q with Q a (possibly 0) Laurent polynomial in zl1 , ... , zld−1 . As zi is either
0 or zlr with 1 ≤ r ≤ d− 1, the proof is over.

Corollary 4.3. 2 Consider some integer d with 1 < d ≤ p. In Dm considered as a left module over
k < x
(ld)
1 , ... , x
(ld)
ld−1
>, the ordered Laurent monomials zadld ... z
ap
lp
(ad, ... , ap in Z) are linearly independent.
Proof
By corollary 4.3. 1, we have k < x
(ld)
1 , ... , x
(ld)
ld−1
> ⊆ k < z±1l1 , ... , z
±1
ld−1
>. So, the corollary results immediately
from the k - linear independence of the ordered Laurent monomials in zl1 , ... , zle (see proposition 4.2. 2).

4.4 A new sufficient condition for P(m) to be in Im(φm).
The notations are the same as in the preceding sections, but we do not assume that ∆ is nonempty a priori.
Assume that P(m) is not in Im(φm) so that, by proposition 4.1. 1, X
(m)
m ∈ P(m) and there is some j in
J1, ... , m− 1K such that
U = Θ(m)(δ(m+1 )m (X
(m+1 )
j )) /∈ P
(m).
Let us choose such a j maximal. So, we have
Θ(m)(δ(m+1 )m (X
(m+1 )
i )) ∈ P
(m)
for any i in Jj + 1, ... , m− 1K and we observe that, since U /∈ P(m), we have u := fm(U) 6= 0 in A(m).
Recall that
∆ = {i ∈ [|1 , ... , t |] | Zi ∈ P
(2 )} = {j1 < ... < js} (unless this set is empty),
∆ = [|1 , ... , t |] \ ∆ = {l1 < ... < le} (unless this set is empty).
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Lemma 4.4. 1
∆ is nonempty, l1 < m, m /∈ ∆ and, if p denotes the greatest integer such that lp < m, we have j < lp < m.
Proof
First, recall that:
• If ∆ is empty, then (observation 4.2. 1) each x
(m)
l (l ∈ [|1 , ... , t |]) is zero.
• δ
(m+1)
m (X
(m+1)
j ) = P
(m+1)
m,j . This is 0 if m = j + 1 or a (finite) summand∑
a = (aj+1,...,am−1)
ca(X
(m+1)
j+1 )
aj+1 ...(X
(m+1)
m−1 )
am−1
with each a in Nm−1−j if m > j + 1 and, moreover, a is nonzero when ca 6= 0.
• Θ(m): k < X
(m+1)
1 , ... , X
(m+1)
m−1 > → k < X
(m)
1 , ... , X
(m)
m−1 > is an algebra homomorphism which transforms
each X
(m+1)
l in X
(m)
l .
Assume that m = j + 1. In this case, we have
δ(m+1)m (X
(m+1)
j ) = 0 ⇒ U = Θ
(m)(δ(m+1)m (X
(m+1)
j )) = 0 ⇒ u = fm(U) = 0
and we obtain a contradiction.
So, we have m > j + 1, and
δ(m+1)m (X
(m+1)
j ) =
∑
a = (aj+1,...,am−1)
ca(X
(m+1)
j+1 )
aj+1 ...(X
(m+1)
m−1 )
am−1 ⇒
U = Θ(m)(δ(m+1 )m (X
(m+1 )
j )) =
∑
a = (aj+1 ,...,am−1 )
ca (X
(m)
j+1 )
aj+1 ...(X
(m)
m−1 )
am−1 ⇒
u = fm(U) =
∑
a = (aj+1,...,am−1)
ca(x
(m)
j+1)
aj+1 ...(x
(m)
m−1)
am−1 .
Assume that ∆ is empty. Then, each x
(m)
l is zero and, since a is nonzero when ca 6= 0, we get that u = 0 and we
still have a contradiction. So, ∆ is nonempty.
If l1 ≥ m, then, for each l ∈ [|1 , ... , m − 1 |], we have (by lemma 4.3. 2 and, since l < l1) x
(m)
l = zl = 0. As over,
this implies that u = 0 and we still get a contradiction . So, l1 < m.
Since X
(m)
m ∈ P(m), we have x
(m)
m = 0. As x
(m)
m = zm (lemma 4.3. 1), we have Zm ∈ P(2) and so, m ∈ ∆.
Moreover, if lp ≤ j, then, for each l ∈ [|j + 1 , ... , m − 1 |], we have (by propostion 4.3. 1, 2.a. and, since lp < l < m)
x
(m)
l = zl = 0. As over, this implies that u = 0 and we still get a contradiction . So, j < lp.

Now, set V = δ
(m+1)
m (X
(m+1)
j ) = X
(m+1)
m X
(m+1)
j − q
−(βm,βj)X
(m+1)
j X
(m+1)
m (see section 3.2), so that U = Θ(m)(V ).
Lemma 4.4. 2
Consider some integer l with j < l < m. Then we have, in R(m+1),
X
(m+1)
l V = q
(βl,βm−βj)V X
(m+1)
l
+ q(βl,βm) [ q−(βj,βl+βm)X
(m+1)
j δ
(m+1)
m (X
(m+1)
l ) − δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j ]
+ q(βl,βm)δ(m+1)m ◦ δ
(m+1)
l (X
(m+1)
j ).
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Proof
We observe that, as each X
(m+1)
i is homogeneous of degree βi (see section 3.2), we have
δ
(m+1)
l (V ) = δ
(m+1)
l (X
(m+1)
m )X
(m+1)
j + q
−(βl,βm)X(m+1)m δ
(m+1)
l (X
(m+1)
j )
−q−(βm,βj)δ
(m+1)
l (X
(m+1)
j )X
(m+1)
m − q
−[(βm,βj)+(βl,βj)]X
(m+1)
j δ
(m+1)
l (X
(m+1)
m ).
So, we can write
δ
(m+1)
l (V ) = A+B − C −D
with
A = δ
(m+1)
l (X
(m+1)
m )X
(m+1)
j ,
B = q−(βl,βm)X(m+1)m δ
(m+1)
l (X
(m+1)
j ),
C = q−(βm,βj)δ
(m+1)
l (X
(m+1)
j )X
(m+1)
m ,
D = q−[(βm,βj)+(βl,βj)]X
(m+1)
j δ
(m+1)
l (X
(m+1)
m ).
Now, we compute separately the different pieces of the right member:
• δ
(m+1)
l (X
(m+1)
m ) = X
(m+1)
l X
(m+1)
m − q−(βl,βm)X
(m+1)
m X
(m+1)
l . As we also have δ
(m+1)
m (X
(m+1)
l ) = X
(m+1)
m X
(m+1)
l
− q−(βl,βm)X
(m+1)
l X
(m+1)
m , we can write X
(m+1)
l X
(m+1)
m = q(βl,βm) [ X
(m+1)
m X
(m+1)
l − δ
(m+1)
m (X
(m+1)
l ) ].
So, we get:
δ
(m+1)
l (X
(m+1)
m ) = (q
(βl,βm) − q−(βl,βm))X(m+1)m X
(m+1)
l − q
(βl,βm)δ(m+1)m (X
(m+1)
l ).
• From this, we deduce that
δ
(m+1)
l (X
(m+1)
m )X
(m+1)
j = (q
(βl,βm) − q−(βl,βm))X
(m+1)
m X
(m+1)
l X
(m+1)
j − q
(βl,βm)δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j .
But we also have
δ
(m+1)
l (X
(m+1)
j ) = X
(m+1)
l X
(m+1)
j − q
−(βl,βj)X
(m+1)
j X
(m+1)
l , so that δ
(m+1)
l (X
(m+1)
m )X
(m+1)
j =
(q(βl,βm) − q−(βl,βm))X
(m+1)
m [q−(βl,βj)X
(m+1)
j X
(m+1)
l + δ
(m+1)
l (X
(m+1)
j )]− q
(βl,βm)δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j .
So, we get:
A = (q(βl,βm) − q−(βl,βm))q−(βl,βj)X
(m+1)
m X
(m+1)
j X
(m+1)
l
+ (q(βl,βm) − q−(βl,βm))X
(m+1)
m δ
(m+1)
l (X
(m+1)
j )
− q(βl,βm)δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j .
• Now, we have A + B − C =
(q(βl,βm) − q−(βl,βm))q−(βl,βj)X
(m+1)
m X
(m+1)
j X
(m+1)
l
+ q(βl,βm)X
(m+1)
m δ
(m+1)
l (X
(m+1)
j ) − q
−(βm,βj)δ
(m+1)
l (X
(m+1)
j )X
(m+1)
m
− q(βl,βm)δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j =
(q(βl,βm) − q−(βl,βm))q−(βl,βj)X
(m+1)
m X
(m+1)
j X
(m+1)
l
+ q(βl,βm)[X
(m+1)
m δ
(m+1)
l (X
(m+1)
j ) − q
−(βm,βl+βj)δ
(m+1)
l (X
(m+1)
j )X
(m+1)
m ]
− q(βl,βm)δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j .
Since δ
(m+1)
l (X
(m+1)
j ) is homogeneous of degree βl + βj , we have
X
(m+1)
m δ
(m+1)
l (X
(m+1)
j ) − q
−(βm,βl+βj)δ
(m+1)
l (X
(m+1)
j )X
(m+1)
m = δ
(m+1)
m ◦ δ
(m+1)
l (X
(m+1)
j ).
So, we get:
28
A + B − C =
(q(βl,βm) − q−(βl,βm))q−(βl,βj)X
(m+1)
m X
(m+1)
j X
(m+1)
l
+ q(βl,βm)δ
(m+1)
m ◦ δ
(m+1)
l (X
(m+1)
j ) − q
(βl,βm)δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j .
• Using the computation of δ
(m+1)
l (X
(m+1)
m ) made in the first point over, we can write:
D = q−[(βm,βj)+(βl,βj)]X
(m+1)
j δ
(m+1)
l (X
(m+1)
m ) =
q−(βj,βl+βm)X
(m+1)
j [(q
(βl,βm) − q−(βl,βm))X
(m+1)
m X
(m+1)
l − q
(βl,βm)δ
(m+1)
m (X
(m+1)
l )].
So, we get:
D = q−(βj,βl+βm)(q(βl,βm) − q−(βl,βm))X
(m+1)
j X
(m+1)
m X
(m+1)
l
− q−(βj ,βl+βm)q(βl,βm)X
(m+1)
j δ
(m+1)
m (X
(m+1)
l ).
• Now, we have
δ
(m+1)
l (V ) = A+B − C −D = q
−(βj ,βl)(q(βl,βm) − q−(βl,βm))[X
(m+1)
m X
(m+1)
j − q
−(βj ,βm)X
(m+1)
j X
(m+1)
m ]X
(m+1)
l
+ q(βl,βm)[q−(βj ,βl+βm)X
(m+1)
j δ
(m+1)
m (X
(m+1)
l )− δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j ]
+ q(βl,βm)δ
(m+1)
m ◦ δ
(m+1)
l (X
(m+1)
j ).
So, we get:
δ
(m+1)
l (V ) = q
−(βj ,βl)(q(βl,βm) − q−(βl,βm))V X
(m+1)
l
+ q(βl,βm)[q−(βj ,βl+βm)X
(m+1)
j δ
(m+1)
m (X
(m+1)
l )− δ
(m+1)
m (X
(m+1)
l )X
(m+1)
j ]
+ q(βl,βm)δ(m+1)m ◦ δ
(m+1)
l (X
(m+1)
j )
As V is homogeneous of degree βj + βm, we have also
δ
(m+1)
l (V ) = X
(m+1)
l V − q
−(βl,βj+βm)V X
(m+1)
l ,
which gives the required formula.

Now, let us observe that, if j < l < m, we have the following results:
• δ
(m+1)
m (X
(m+1)
l ) ∈ k < X
(m+1)
l+1 , ... , X
(m+1)
m−1 > (or is zero if l = m− 1) (see section 3.2).
• Similarly, V = δ
(m+1)
m (X
(m+1)
j ) ∈ k < X
(m+1)
j+1 , ... , X
(m+1)
m−1 > (observe that j < m− 1 by lemma 4.4. 1).
• δ
(m+1)
l (X
(m+1)
j ) ∈ k < X
(m+1)
j+1 , ... , X
(m+1)
l−1 > (or is zero if l = j + 1), which implies that
δ
(m+1)
m ◦ δ
(m+1)
l (X
(m+1)
j ) ∈ k < X
(m+1)
j+1 , ... , X
(m+1)
m−1 >.
So, V , δ
(m+1)
m (X
(m+1)
l ), δ
(m+1)
l ◦ δ
(m+1)
l (X
(m+1)
j ), X
(m+1)
l , X
(m+1)
j are all in k < X
(m+1)
1 , ... , X
(m+1)
m−1 > and, if
we transform the equality of lemma 4.4. 2 by the algebra homomorphism Θ(m), we obtain:
Lemma 4.4. 3
X
(m)
l U = q
(βl,βm−βj)UX
(m)
l
+ q(βl,βm) [ q−(βj,βl+βm)X
(m)
j Θ
(m)(δ(m+1)m (X
(m+1)
l )) − Θ
(m)(δ(m+1)m (X
(m+1)
l ))X
(m)
j ]
+ q(βl,βm)Θ(m)(δ(m+1)m ◦ δ
(m+1)
l (X
(m+1)
j )).
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• It results of the choice of j that Θ(m)(δ
(m+1)
m (X
(m+1)
l )) ∈ P
(m).
Assume that l > j + 1, so that (by section 3.2)
δ
(m+1)
l (X
(m+1)
j ) =
∑
a = (aj+1,...,al−1)
ca(X
(m+1)
j+1 )
aj+1 ...(X
(m+1)
l−1 )
al−1
with each ca ∈ k.
As each X
(m+1)
i is a hm - eigenvector, each δ
(m+1)
m (X
(m+1)
j+1 )
aj+1 ...(X
(m+1)
l−1 )
al−1) is a linear combination of products
M1δ
(m+1)
m (X
(m+1)
i )M2 with j < i < l and M1 (resp. M2) an ordered monomial in X
(m+1)
j+1 , ... , X
(m+1)
i (resp. in
X
(m+1)
i , ... , X
(m+1)
l−1 ). This implies that Θ
(m)(δ
(m+1)
m ◦ δ
(m+1)
l (X
(m+1 )
j )) is a linear combination of products
N1Θ
(m)(δ
(m+1)
m (X
(m+1)
i ))N2 with j < i < l, N1 (resp. N2) an ordered monomial in X
(m)
j+1 , ... , X
(m)
i (resp. in
X
(m)
i , ... , X
(m)
l−1 ).
As Θ(m)(δ
(m+1)
m (X
(m+1)
i )) ∈ P
(m) for j < i < m, we conclude that
• Θ(m)(δ
(m+1)
m ◦ δ
(m+1)
l (X
(m+1 )
j )) ∈ P
(m).
We observe that this result is also true when l = j + 1 since, in this case, δ
(m+1)
l (X
(m+1)
j ) is zero (see section 3.2). So,
if we transform the equality of lemma 4.4. 3 by the algebra homomorphism fm, we obtain:
Lemma 4.4. 4
x
(m)
l u = q
(βl,βm−βj)ux
(m)
l . (16)
Recall (see section 3.2) that V = δ
(m+1)
m (X
(m+1)
j )) is an homogeneous polynomial in X
(m+1)
j+1 , ... , X
(m+1)
m−1 of degree
βm + βj . So, since Θ
(m) transforms each X
(m+1)
i (1 ≤ i < m) in X
(m)
i , U = Θ
(m)(V ) is an homogeneous
polynomial in X
(m)
j+1 , ... , X
(m)
m−1 of degree βm + βj . This implies:
Lemma 4.4. 5
u is a nonzero polynomial in x
(m)
j+1, ... , x
(m)
m−1. Moreover, u is homogeneous of degree βm + βj.
Proof
u = fm(U) is nonzero by construction. Since fm transforms each X
(m)
i in x
(m)
i , it turns out that u is a polynomial
in x
(m)
j+1, ... , x
(m)
m−1. Moreover, u = fm(U) is homogeneous of degree βm + βj by lemma 4.3. 1

Recall (lemma 4.4. 1) that j < lp and that p is the greatest integer such that lp < m. Denote by c the smallest
integer such that j < lc (1 ≤ c ≤ p). As u ∈ k < x
(m)
j+1, ... , x
(m)
m−1 >, it results from (proposition 4.3. 2, 2.b.) that
u = u1z
a1
lp
+ ... + uMz
aM
lp
with M ≥ 1, (a1, ... , aM ) ∈ Z
M and:
• If p = 1, then each ui ∈ k.
• If p > 1 and j ≥ lp−1, then each ui ∈ k.
• If p > 1 and j < lp−1, then each ui ∈ k < x
(lp)
j+1, ... , x
(lp)
lp−1
>,
so that we can write
• If c = p, then each ui ∈ k.
• If c < p, then each ui ∈ k < x
(lp)
j+1, ... , x
(lp)
lp−1
>.
In both cases, we may assume that u1, ... , uM are all nonzero, that a1 < ... < aM , and we observe that
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• Each ui ∈ k < x
(lp)
1 , ... , x
(lp)
lp−1
> and is homogeneous of degree βm + βj − aiβlp .
In fact, since u is homogeneous of degree βm + βj and zlp = x
(lp)
lp
is homogeneous of degree βlp , we have, for any ρ
∈ ZΠ,
hρ(u) = q
−(ρ, a1βlp )hρ(u1)z
a1
lp
+ ... + q−(ρ, aMβlp )hρ(uM )z
aM
lp
= q−(ρ, βm+βj) [u1z
a1
lp
+ ... + uMz
aM
lp
]
and, by corollary 4.3. 2, we can identify the coefficients of zailp , so that q
−(ρ, aiβlp )hρ(ui) = q
−(ρ, βm+βj)ui and hρ(ui)
= q−(ρ, βm+βj−aiβlp)ui.
By (proposition 4.3. 3, 1.) we have x
(m)
lp
= zlp = x
(lp)
lp
. So, using lemma 4.4. 4 with l = lp, we obtain:
zlpu = q
(βlp , βm−βj))uzlp
and, by (lemma 4.3. 1, 4.),
zlpu = hlp(u1)z
a1+1
lp
+ ... + hlp(uM )z
aM+1
lp
.
This implies that
q(βlp , βm−βj) [u1z
a1
lp
+ ... + uMz
aM
lp
]zlp
= [q−(βlp , βm+βj−a1βlp )u1z
a1
lp
+ ... + q−(βlp , βm+βj−aNβlp)uMz
aM
lp
]zlp .
As over, if 1 ≤ i ≤ M , we can identify the coefficients of zai+1lp , so that, since ui 6= 0 and q is not a root of unity, we
have −(βlp , βm + βj − aiβlp) = (βlp , βm − βj).
So, ai‖βlp‖
2 = 2(βlp , βm) and then ai = (β
∨
lp
, βm).
This implies that M = 1 and we conclude:
Lemma 4.4. 6
u = upz
ap
lp
with
• If c = p, then up ∈ k∗.
• If c < p, then up ∈ k < x
(lp)
j+1, ... , x
(lp)
lp−1
> \ {0}.
• ap = (β∨lp , βm).
• up is homogeneous of degree βm + βj − apβlp = γp + βj with γp = sβlp (βm).
Now, we extend this result as follows:
Lemma 4.4. 7
Consider some integer d with c ≤ d ≤ p. Then
u = udz
ad
ld
... z
ap
lp
with
• If c = d, then ud ∈ k∗.
• If c < d, then ud ∈ k < x
(ld)
j+1, ... , x
(ld)
ld−1
> \ {0}.
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• Denote by (γd, ... , γp, γp+1) the sequence of (non necessarily positive) roots recursively defined by γp+1 = βm
and, for d ≤ i ≤ p, γi = sβli (γi+1). Then, each ai = (β
∨
li
, γi+1).
• ud is homogeneous of degree γd + βj .
Proof
We proceed by decreasing induction on d.
If d = p, everything has been done in lemma 4.4. 6.
Assume that c ≤ d < p and that the lemma is true at the rank d+ 1, namely:
u = ud+1z
ad+1
ld+1
... z
ap
lp
with
• ud+1 ∈ k < x
(ld+1)
j+1 , ... , x
(ld+1)
ld
> \ {0}.
• If (γd+1, ... , γp, γp+1) is the sequence of (non necessarily positive) roots recursively defined by γp+1 = βm and,
for d+ 1 ≤ i ≤ p, γi = sβli (γi+1), then, each ai = (β
∨
li
, γi+1).
• ud+1 is homogeneous of degree γd+1 + βj .
By (proposition 4.3. 2, 2.b.), we have:
ud+1 = v1z
b1
ld
+ ... + vMz
bM
ld
with M ≥ 1, (b1, ... , bM ) ∈ ZM and:
• If d = c, then each vi ∈ k.
• If d > c, then each vi ∈ k < x
(ld)
j+1, ... , x
(ld)
ld−1
>.
As over, we may assume that v1, ... , vM are all nonzero, that b1 < ... < bM , and observe that
• Each vi is homogeneous of degree γd+1 + βj − biβld .
By (proposition 4.3. 3, 2.), we have
x
(m)
ld
= zld +
∑
s = (sd+1, ... , sp) ∈ F
η(s)z
sd+1
ld+1
... z
sp
lp
,
where
• F is a finite (possibly empty) subset of Zp−d.
• If  denotes the inverse lexicographic order in Zp−d, then, for any s in F , we have s ≺ 0.
• For each s in F , we have η(s) ∈ k∗.
By (lemma 4.3. 1, 4.), we have
zldud+1 = hld(v1)z
b1+1
ld
+ ... + hld(vM )z
bM+1
ld
.
For any e = (ed+1, ... , ep) ∈ Z
p−d, let us denote ze := z
ed+1
ld+1
... z
ep
lp
.
Again by (lemma 4.3. 1, 4.), there exists (λe,1, ... , λe,M ) ∈ (k∗)M such that
zeud+1 = λe,1v1z
b1
ld
ze + ... + λe,MvMz
bM
ld
ze.
Now, if we set a = (ad+1, ... , ap), we have
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x
(m)
ld
u = (1) + (2)
with
(1) = zldud+1z
a = hld(v1)z
b1+1
ld
za + ... + hld(vM )z
bM+1
ld
za
= q−(βld , γd+1+βj−b1βld )v1z
b1+1
ld
za + ... + q−(βld , γd+1+βj−bMβld)vMz
bM+1
ld
za
and
(2) = (
∑
s ∈ F
η(s)zs ) ud+1z
a =
∑
s ∈ F
η(s) (λs,1v1z
b1
ld
zs + ... + λs,MvMz
bM
ld
zs ) za.
Besides, we also have
ux
(m)
ld
= (1′) + (2′)
with
(1′) = ud+1z
azld = v1z
b1
ld
zazld + ... + vMz
bM
ld
zazld
= q−(ad+1βld+1 + ... + apβlp , βld )(v1z
b1+1
ld
+ ... + vMz
bM+1
ld
)za
and
(2′) = ud+1z
a [
∑
s ∈ F
η(s)zs ] =
∑
s ∈ F
η(s)(v1z
b1
ld
zazs + ... + vMz
bM
ld
zazs).
Using lemma 4.4. 4 and with l = ld, we obtain:
(1) + (2) = q(βld , βm−βj) [ (1′) + (2′) ].
We observe that (1) and (1′) are left linear combinations of monomials of type zhldz
a (h ∈ Z) with coefficients in A
= k < x
(ld)
j+1, ... , x
(ld)
ld−1
>, while (2) and (2′) are left linear combinations of monomials of type zhldz
e (h ∈ Z, e = a
+ s, s ∈ F ) with coefficients in A. Recall that, for any s ∈ F , we have s ≺ 0 ⇒ e = a + s ≺ a. So, by corollary
4.3. 2, we have (1) = q(βld , βm−βj)(1′), which implies that, if 1 ≤ i ≤ M ,
q−(βld , γd+1+βj−biβld ) = q(βld , βm−βj)q−(ad+1βld+1 + ... + apβlp , βld).
Recall that, for d+ 1 ≤ h ≤ p, γh = sβlh (γh+1) = γh+1 − (β
∨
lh
, γh+1)βlh = γh+1 − ahβlh . If we add up all these
equalities, we obtain γd+1 = γp+1 − (ad+1βld+1 + ... + apβlp). As γp+1 = βm, we get the formula
−(βld , γd+1 + βj − biβld) = (βld , βm − βj) − (βm − γd+1, βld)
for any i ∈ J1, ... , MK.
This implies that bi‖βld‖
2 − (βld , γd+1) = (βld , γd+1). So, as the integers bi are distincts, we necessarily have M =
1, b1 = (β
∨
ld
, γd+1) and v1 is homogeneous of degree γd+1 − b1βld + βj = γd + βj if we set γd = γd+1 − b1βld =
sβld (γd+1).

Now, in the case d = c, lemma 4.4. 7 becomes:
u = ucz
ac
lc
... z
ap
lp
with
• uc ∈ k
∗.
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• If (γc, ... , γp, γp+1) is the sequence of (non necessarily positive) roots recursively defined by γp+1 = βm and, for
c ≤ i ≤ p, γi = sβli (γi+1), then each ai = (β
∨
li
, γi+1).
In this case, uc is homogeneous of degree 0 and, since each zld = x
(ld)
ld
is homogeneous of degree βld (see lemma 4.3.
1), we obtain that u is also homogeneous of degree acβlc + ... + apβlp . So, as the degree of u is uniquely defined,
we have
βm + βj = acβlc + ... + apβlp
and, by proposition 2.3. 3, we conclude:
Proposition 4.4. 1
If P(m) is not in Im(φm), then
∆ = {i ∈ [|1 , ... , t |] | Zi ∈ P
(2 )}
is not a positive diagram with respect to (1) in the sense of definition 2.2. 2.
5 Connections between admissible and positive diagrams.
w and the algebra R = U+[w] are defined as in section 2. The admissible diagrams (with respect to the reduced
expression (1)) are defined as in section 3.3.
We know that the longest element w0 has a reduced expression of the form
w0 = sα1 ... sαN (αi ∈ Π for 1 ≤ i ≤ N = |Φ
+|) (17)
such that sα1 ... sαt is the reduced expression (1) of w.
In this section, we shall use the following conventions:
• Denote by R0 = U+[w0] the algebra associated to the reduced expression (17) as explained in section 2.1. and set
F0 = Fract(R0) it’s division ring of fractions.
• As in section 3.1, we set Xi = Xβi for 1 ≤ i ≤ N and we observe that X1, ... , Xt are also the generators of
R = U+[w] defined in section 2.1, so that R = k < X1, ... , Xt > is a subalgebra of R0 = k < X1, ... , XN >.
• For any ρ ∈ ZΠ we still denote by hρ the automorphism of R0 defined as in section 3.1.
• Each hρ can uniquely be extended in an automorphism, still denoted hρ, of F0.
• We still denote by H the set of all the automorphisms hρ of F0 (ρ ∈ ZΠ). It is a subgroup of Aut(F0).
• For any m in J1, ... , N + 1K, we define the algebra R
(m)
0 and it’s canonical generators X
(m)
1 , ... , X
(m)
N as in
section 3.2.
5.1 A property of admissible diagrams.
Consider ∆ a diagram with respect to (1) (ie. a subset of J1, ... , tK). It is also a diagram with respect to (17) but it is
not quite clear whether the properties ”∆ is admissible with respect to (1)” and ”∆ is admissible with respect to
(17)” are equivalent. In this section, we clarify this point.
Lemma 5.1. 1
1. There exists a unique algebra isomorphism g: R = k < X1, ... , Xt > → k < X
(t+1)
1 , ... , X
(t+1)
t > ⊂
R
(t+1)
0 which transforms each Xi (1 ≤ i ≤ t) in X
(t+1)
i .
2. For any ρ ∈ ZΠ and B ∈ R, we have g ◦ hρ(B) = hρ ◦ g(B).
3. The map P 7→ g(P) is a bijection from the set of H - invariant prime ideals of R onto the set of H -
invariant prime ideals of k < X
(t+1)
1 , ... , X
(t+1)
t >.
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Proof
1. We know (see section 3.1) that R is the k - algebra generated by the variables X1, ... , Xt submitted to the
Levendorskii - Soibelman relations (10) and (11). As X
(t+1)
1 , ... , X
(t+1)
t satisfy the ”same” relations (12) and
(14) (see section 3.2), there exists a unique homomorphism g: R = k < X1, ... , Xt > → k < X
(t+1)
1 , ... ,
X
(t+1)
t > ⊂ R
(t+1)
0 which transforms each Xi (1 ≤ i ≤ t) in X
(t+1)
i . As g transforms the base of the ordered
monomials in X1, ... , Xt in the base of the ordered monomials in X
(t+1)
1 , ... , X
(t+1)
t , it is an isomorphism.
2. For 1 ≤ i ≤ t, we have g ◦ hρ (Xi) = q−(ρ,βi)g (Xi) = q−(ρ,βi) X
(t+1)
i = hρ (X
(t+1)
i ) = hρ ◦ g (Xi). This implies
that the homomorphisms g ◦ hρ and hρ ◦ g coincide on R.
3. results thoroughly of 1. and 2.

Until the end of this section, we identify the canonical generators X1, ... , Xt of R with X
(t+1)
1 , ... , X
(t+1)
t
respectively, so that R is identified with the subalgebra k < X
(t+1)
1 , ... , X
(t+1)
t > of R
(t+1)
0 , H - Spec(R) is
identified with the set of H - invariant prime ideals of k < X
(t+1)
1 , ... , X
(t+1)
t > and the division ring F = Fract(R)
is identified with the subalgebra of F0 defined as follows: F = {as−1 |a ∈ R, s ∈ R \ {0}}. (R and F are both H -
invariant.)
Lemma 5.1. 2
Consider an integer m with 2 ≤ m ≤ t+ 1.
If X
(m)
1 , ... , X
(m)
N are the canonical generators of R
(m)
0 , then X
(m)
1 , ... , X
(m)
t are the canonical generators of
R(m).
Proof
We proceed by decreasing induction on m.
• If m = t+1, X
(t+1)
1 , ... , X
(t+1)
t are the canonical generators of R by the previous identification. So, they also
are the canonical generators of R(t+1) by the definition of this algebra.
• Assume that 2 ≤ m ≤ t and that X
(m+1)
1 , ... , X
(m+1)
t are the canonical generators of R
(m+1). Denote
(temporarily) by X
′(m)
1 , ... , X
′(m)
t the canonical generators of R
(m). Recall (see section 3.2) that they are
defined as follows:
• For each i ∈ J1, ... , tK, we have
1. m ≤ i ⇒ X
′(m)
i = X
(m+1)
i .
2.
i < m ⇒ X
′(m)
i = X
(m+1)
i +
+∞∑
l=1
C
(m+1)
l (X
(m+1)
m )
−l
with
C
(m+1)
l =
(1− qm)
−l
[l]!qm
λ−lm,i (δ
(m+1)
m )
l (X
(m+1)
i ).
Moreover, if hm is the (unique) automorphism of k < X
(m+1)
1 , ... , X
(m+1)
m−1 > which satisfies hm(X
(m+1)
i ) =
λm,iX
(m+1)
i (λm,i = q
−(βm,βi)), we have δ
(m+1)
m (a) = X
(m+1)
m a − hm(a)X
(m+1)
m for any a ∈ k < X
(m+1)
1 , ... ,
X
(m+1)
m−1 >. As X
(m)
1 , ... , X
(m)
t are defined by the same formulas, the proof is over.

Recall (see sections 3.1 and 3.2) that each prime ideal of R
(t+1)
0 (resp. R) is completely prime. So, if Q is any prime
ideal of R
(t+1)
0 , then P = Q ∩ R is a prime ideal of R. Moreover, since R = k < X
(t+1)
1 , ... , X
(t+1)
t > is H -
invariant, we have: (Q is H - invariant) ⇒ (P is H - invariant).
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Lemma 5.1. 3
If P is any H - invariant prime ideal of R, there exists a H - invariant prime ideal Q of R
(t+1)
0 , such that
• P = Q ∩ R.
• Q ∩ {X
(t+1)
t+1 , ... , X
(t+1)
N } = ∅.
Proof
Set
Q =
∑
a = (at+1 , ... , aN )
P(X (t+1 ))a
with a ∈ NN−t and (X(t+1))a := (X
(t+1)
t+1 )
at+1 ... (X
(t+1)
N )
aN .
Observe that, by the results recalled in 3.2, the family ((X(t+1))a) (a = (at+1, ... , aN ) ∈ NN−t) is a basis of R
(t+1)
0
as a right R - module. This implies that Q ∩ R = P and, since 1 /∈ P , that each (X(t+1))a /∈ Q (a ∈ NN−t). In
particular, Q ∩ {X
(t+1)
t+1 , ... , X
(t+1)
N } = ∅.
For each a = (at+1, ... , aN ) ∈ NN−t and each u ∈ R, we have (X(t+1))a u = ha(u) (X(t+1))a with ha = hat+1 ◦ ...
◦ haN ∈ H (see section 3.2).
This implies that Q is an R - bimodule.
Since, for any a and b in NN−t, we have (X(t+1))a (X(t+1))b = λ (X(t+1))c with c = a + b and λ ∈ k∗, Q is a
right R
(t+1)
0 - module. Moreover, since (X
(t+1))a P = ha(P) (X(t+1))a = P (X(t+1))a, we obtain that Q is an ideal in
R
(t+1)
0 .
Now, consider A, B in R
(t+1)
0 and assume that AB ∈ Q. As in section 4.3, denote by  the inverse lexicographic
order in NN−t and assume that, neither A, nor B is in Q. Write
A =
∑
a ∈F
Aa(X
(t+1))a
with F a non empty finite subset of NN−t and each Aa in R. Since, A /∈ Q, at least one coefficient Aa is not in
P . If we choose such a coefficient with a minimal, we get:
A = A1 + Aa(X
(t+1))a +
∑
a′ ∈F ′
Aa′(X
(t+1))a
′
with A1 ∈ Q and a ≺ a′ for any a′ in F ′. Similarly, we have
B = B1 + Bb(X
(t+1))b +
∑
b′ ∈G′
Bb′(X
(t+1))b
′
with B1 ∈ Q, Bb is not in P and b ≺ b′ for any b′ in G′.
Now, we have
(A − A1)(B − B1) = λAaBb(X
(t+1))c +
∑
c′ ∈E′
Cc′(X
(t+1))c
′
with λ in k∗, c = a + b, each Cc′ in R and, for each c
′ in E′, c ≺ c′. As (A − A1)(B − B1) ∈ Q, this
implies that AaBb ∈ P , which is impossible since P is completely prime. This implies that Q is (completely) prime.
Since P is H - invariant and each monomial X(t+1))a (a ∈ NN−t), is a H - eigenvector, Q is H - invariant.

Lemma 5.1. 4
Consider P0 ∈ Spec(R0) and P ∈ Spec(R).
Assume that P = Q ∩ R with Q = P
(t+1 )
0 = the canonical image of P0 in Spec(R
(t+1)
0 ).
For any m ∈ J2, ... , t+1K, we denote by P(m) (resp. P
(m)
0 ) the canonical image of P (resp. P0 ) in Spec(R
(m))
(resp. Spec(R
(m)
0 )) and we recall that, by lemma 5.1. 2, R
(m) is the subalgebra of R
(m)
0 generated by it’s t first
canonical generators X
(m)
1 , ... , X
(m)
t . Then
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P(m) = P
(m)
0 ∩ R
(m).
Proof
We prove this by decreasing induction on m.
• If m = t+ 1, we have R(m) = R, P(m) = P and P
(m)
0 = Q. So, we have the required equality by assumption.
• Assume m ≤ t and P(m+1 ) = P
(m+1 )
0 ∩ R
(m+1 ).
– Assume that X
(m+1)
m /∈ P
(m+1 )
0 , so that X
(m+1)
m /∈ P(m+1 ).
Set Sm = {(X
(m+1)
m )d | d ∈ N} and recall (sections 3.2 and 3.3) that
∗ R(m) S−1m = R
(m+1) S−1m .
∗ P(m) = P(m+1 ) S−1m ∩ R
(m).
∗ P
(m)
0 = P
(m+1 )
0 S
−1
m ∩ R
(m)
0 .
As R(m) ⊆ R
(m)
0 and P
(m+1 ) ⊆ P
(m+1 )
0 , we have
P(m) = P(m+1 )S−1m ∩ R
(m) ⊆ P
(m+1 )
0 S
−1
m ∩ R
(m)
0 = P
(m)
0 .
This implies that
P(m) ⊆ P
(m)
0 ∩ R
(m).
Now, consider some u ∈ P
(m)
0 ∩ R
(m).
We have P
(m)
0 ⊆ P
(m+1 )
0 S
−1
m ⇒ u (X
(m+1)
m )d1 ∈ P
(m+1 )
0 with d1 ∈ N.
We have R(m) ⊆ R(m+1) S−1m ⇒ u (X
(m+1)
m )d2 ∈ R(m+1) with d2 ∈ N.
Since m ≤ t, X
(m+1)
m is in R(m+1) and so, with d = max (d1, d2), we obtain that u (X
(m+1)
m )d ∈
P
(m+1 )
0 ∩ R
(m+1) = P(m+1 ) ⇒ u ∈ P(m+1 ) S−1m ∩ R
(m) = P(m). This implies that
P(m) = P
(m)
0 ∩ R
(m).
– Assume that X
(m+1)
m ∈ P
(m+1 )
0 , so that, since m ≤ t,
X(m+1)m ∈ P
(m+1 )
0 ∩ R
(m+1 ) = P(m+1 ).
Denote by
g : R(m) →
R(m+1)
P(m+1 )
the only algebra homomorphism which transforms each X
(m)
i (1 ≤ i ≤ t) in g(X
(m)
i ) = X
(m+1)
i + P
(m+1 )
(the canonical image of X
(m+1)
i in
R(m+1)
P(m+1 )
). We recall (section 3.3) that
P(m) = ker(g).
Denote by
g0 : R
(m)
0 →
R
(m+1)
0
P
(m+1 )
0
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the only algebra homomorphism which transforms each X
(m)
i (1 ≤ i ≤ N) in g0(X
(m)
i ) = X
(m+1)
i +
P
(m+1 )
0 (the canonical image of X
(m+1)
i in
R
(m+1)
0
P
(m+1 )
0
), so that
P
(m)
0 = ker(g0 ).
The canonical homomorphism R
(m+1)
0 →
R
(m+1)
0
P
(m+1 )
0
restricted to R(m+1) has it’s kernel equal to P
(m+1 )
0 ∩
R(m+1) = P(m+1 ). So, it induces an injective homomorphism
ǫ :
R(m+1)
P(m+1 )
→
R
(m+1)
0
P
(m+1 )
0
which transforms each X
(m+1)
i + P
(m+1 ) (1 ≤ i ≤ t) in X
(m+1)
i + P
(m+1 )
0 . So,
ǫ ◦ g : R(m) →
R
(m+1)
0
P
(m+1 )
0
is an algebra homomorphism which transforms each X
(m)
i (1 ≤ i ≤ t) in X
(m+1)
i + P
(m+1 )
0 = g0 (X
(m)
i ).
This implies that ǫ ◦ g is the restriction of g0 to R(m) and so, that Ker (ǫ ◦ g) = P
(m)
0 ∩ R
(m). Since ǫ
is injective, we also have Ker(ǫ ◦ g) = Ker (g) = P(m) and the proof is over.

Proposition 5.1. 1
Consider a diagram ∆ with respect to (1) (ie. a subset of J1, ... , tK), so that ∆ is also a diagram with respect to
(17). Then ∆ is admissible with respect to (1) if and only if ∆ is admissible with respect to (17).
Proof
• Assume that ∆ is admissible with respect to (17). This means (see section 3.3) that there exists some P0 in
Spec(R0) such that it’s canonical image P
(2 )
0 in Spec(R
(2)
0 ) verifies:
P
(2 )
0 ∩ {Z1 , ... , ZN } = {Zi | i ∈ ∆}.
Denote by Q = P
(t+1 )
0 the canonical image of P0 in Spec(R
(t+1)
0 ) and set P = Q ∩ R. We know that P ∈
Spec(R) and, by lemma 5.1. 4, it’s canonical image P(2) in Spec(R(2)) verifies
P(2) = P
(2 )
0 ∩ R
(2 ).
So,
P(2) ∩ {Z1, ... , Zt} = P
(2 )
0 ∩ R
(2 ) ∩ {Z1 , ... , Zt} = P
(2 )
0 ∩ {Z1 , ... , Zt} .
Since ∆ is a subset of J1, ... , tK), this implies that
P(2) ∩ {Z1, ... , Zt} = {Zi | i ∈ ∆}.
So ∆ is admissible with respect to (1).
• Assume that ∆ is admissible with respect to (1). This implies (see section 3.3) that there exists some P in H −
Spec(R) whose canonical image P(2) in Spec(R(2)) is the ideal of R(2) generated by {Zi | i ∈ ∆} (P(2) = 0
if ∆ = ∅).
Since P is H − invariant, it results from lemma 5.1. 3 that there exists a (H − invariant) prime ideal Q of
R
(t+1)
0 , such that
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– P = Q ∩ R.
– Q ∩ {X
(t+1)
t+1 , ... , X
(t+1)
N } = ∅.
Now, by corollary 4.1. 1, there exists P0 in Spec(R0) whose canonical image P
(t+1 )
0 in Spec(R
(t+1)
0 ) is equal
to Q and whose canonical image P
(2 )
0 in Spec(R
(2)
0 ) does not meet the set {Zt+1, ... , ZN}.
As over, by lemma 5.1. 4, we have
P(2) = P
(2 )
0 ∩ R
(2 ).
Since P
(2 )
0 does not meet the set {Zt+1, ... , ZN}, we have
P
(2 )
0 ∩ {Z1 , ... , ZN } = P
(2 )
0 ∩ {Z1 , ... , Zt} .
So, since {Z1, ... , Zt} ⊆ R(2), we can write
P
(2 )
0 ∩ {Z1 , ... , ZN } = P
(2 )
0 ∩ R
(2 ) ∩ {Z1 , ... , Zt}
= P(2) ∩ {Z1, ... , ZN} = {Zi | i ∈ ∆}.
This proves that ∆ is admissible with respect to (17).

5.2 The case w = w0.
Assume (in this subsection only) that w = w0.
Lemma 5.2. 1
For any diagram ∆ (with respect to (1)) we have:
∆ positive ⇒ ∆ admissible.
Proof
As in section 3.3, we denote by P
(2)
∆ the ideal of R = R
(2) generated by the canonical generators Zi with i ∈ ∆
(P
(2)
∆ = 0 if ∆ = ∅). Recall (see section 3.3) that P
(2)
∆ ∈ H − Spec(R
(2)).
Consider an integer m with 2 ≤ m ≤ t+ 1. We first prove, by induction on m, that there exists a prime ideal ideal
P(m) ∈ Spec(R(m)) such that P
(2)
∆ is the canonical image of P
(m) in Spec(R(2)).
• If m = 2, we just have to choose P(2) = P
(2)
∆ .
• Assume that, for some m with 2 ≤ m ≤ t, there exists a prime ideal ideal P(m) ∈ Spec(R(m)) such that P
(2)
∆ is
the canonical image of P(m) in Spec(R(2)). Since ∆ is positive, we deduce from proposition 4.4. 1 that P(m)
= φm(P(m+1 )) with P(m+1 ) in Spec(R(m+1)).
So, P
(2)
∆ is the canonical image of P
(m+1 ) in Spec(R(2)), and our affirmation is proved.
In particular, there exists P ∈ Spec(R(t+1)) = Spec(R) such that P
(2)
∆ is the canonical image of P in
Spec(R(2)). This means (see section 3.3) that ∆ is admissible.

Proposition 5.2. 1
The positive diagrams (with respect to (1)) coincide with the admissible diagrams (with respect to (1)).
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Proof
By lemma 5.2 1, the set of positive diagrams is contained in the set of admissible diagrams. By proposition 2.3. 1, the
number of positive diagrams is equal to the number of u in the Weyl group W such that u ≤ w (where ≤ denotes
the Bruhat order). Since we assume that w = w0, we get that the number of positive diagrams is equal to the cardinal
|W | of W . Since the set of admissible diagrams is in one to one correspondence with H − Spec(R) = H − Spec(U+),
the number of admissible diagrams does not depend on the reduced decomposition of w. In [17], Antoine Me´riaux gives
a precise description of admissible diagrams, for each type of the simple complex Lie algebra g, and for a particular
reduced decomposition of w0 so that he can compute their number and check that it is precisely equal to |W |. This
implies that the positive diagrams coincide with the admissible diagrams.

Let us observe that, in this proof, we use a result of Antoine Me´riaux to prove that the number of admissible diagrams
(which is also the cardinal of H − Spec(U+)) is equal to |W |. This equality can also be obtained using results of M.
Gorelik, N. Andruskiewitsch and F. Dumas ([8] and [2]) or T. J. Hodges and T. Levasseur and M. Toro [10] but this
should require some (minor) restricted assumptions on the choice of the ground field k (char(k) = 0) or on the
parameter q (q transcendent).
5.3 The general case.
We can now prove, in the general case (ie. w is not any longer assumed to be the longest element of W ):
Theorem 5.3. 1
The positive diagrams (with respect to (1)) coincide with the admissible diagrams (with respect to (1)).
Proof
Consider a diagram ∆ with respect to (1) (ie. a subset of J1, ... , tK), so that ∆ is also a diagram with respect to (17).
• Assume that ∆ is positive (with respect to (1)). By proposition 2.3. 2, ∆ is positive with respect to (17) and,
by proposition 5.2. 1, ∆ is admissible with respect to (17). Now, by proposition 5.1. 1, ∆ is admissible with
respect to (1).
• Assume that ∆ is admissible (with respect to (1)). By proposition 5.1. 1, ∆ is admissible with respect to (17)
and, by proposition 5.2. 1, ∆ is positive with respect to (17). Now, by proposition 2.3. 2, ∆ is positive with
respect to (1).

Corollary 5.3. 1 (All the diagrams are with respect to (1).)
1. The map ζ : ∆ = {j1, ... , js} 7→ u = w∆ = sαj1 ◦ ... ◦ sαjs is a bijection from the set of admissible
diagrams onto the set {u ∈W | u ≤ w} (ζ(∅) = Id).
2. Consider an admissible diagram ∆ = {j1, ... , js} and some integer i ∈ J1, ... , tK. Set ∆ ∩ Ji+ 1, ... , tK =
{jc, ... , js} (1 ≤ c ≤ s). Then the expression sαi ◦ sαjc ◦ ... ◦ sαjs is reduced. In particular, sαj1 ◦ ... ◦ sαjs
is a reduced expression of ζ(∆).
3. Consider some u ∈ W with u ≤ w. Then, the only admissible diagram ∆ such that ζ(∆) = u is recursively
defined as follows:
•
1 ∈ ∆ ⇔ l(sα1 ◦ u) = l(u) − 1 ⇔ u
−1(α1) is a negative root.
• Consider some integer i ∈ J1, ... , t− 1K and assume that ∆ ∩ J1, ... , iK = {j1, ... , jd}.
Set ui = sαjd ◦ ... ◦ sαj2 ◦ sαj1 ◦ u (ui = u if ∆ ∩ J1, ... , iK = ∅). Then
i+ 1 ∈ ∆ ⇔ l(sαi+1 ◦ ui) = l(ui) − 1 ⇔ u
−1
i (αi+1) is a negative root.
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Proof
As the admissible diagrams coincide with the positive diagrams, 1. is proposition 2.3. 1 (assertion 2.) and 2. is
proposition 2.2. 2. Now, let us prove 3.
• Assume that 1 ∈ ∆, so that ∆ = {j1, ... , js} with j1 = 1. As u = ζ(∆) = sαj1 ◦ ... ◦ sαjs , we have l(sα1 ◦ u)
= l(sαj2 ◦ ... ◦ sαjs ) = s − 1 = l(u) − 1.
Conversely, assume that l(sα1 ◦ u) = l(u) − 1. If 1 /∈ ∆, then ∆ ∩ J2, ... , tK = ∆ and, by 2., l(sα1 ◦ u) = l(u) +
1. So, we obtain a contradiction.
Now, we have classically: l(sα1 ◦ u) = l(u) − 1 ⇔ l(u
−1 ◦ sα1) = l(u
−1) − 1 ⇔ u−1(α1) is a negative root.
• Assume that i+ 1 ∈ ∆, so that ∆ ∩ Ji+ 1, ... , tK = {jd+1, ... , js} with jd+1 = i+ 1. As ui = sαjd ◦ ... ◦ sαj2 ◦
sαj1 ◦ u = sαjd+1 ◦ ... ◦ sαjs , we have l(sαi+1 ◦ u) = l(sαjd+2 ◦ ... ◦ sαjs ) = s − (d+ 1) = l(ui) − 1.
Conversely, assume that l(sαi+1 ◦ ui) = l(ui) − 1. If i+ 1 /∈ ∆, then ∆ ∩ Ji+2, ... , tK = {jd+1, ... , js} and, by 2.,
l(sαi+1 ◦ ui) = l(ui) + 1. So, we still have a contradiction and we conclude as over.

From corollary 5.3. 1 (assertions 1. and 2.) and lemma 2.2. 1 (assertion 2.), we deduce:
Corollary 5.3. 2
1. The map ζ′ : ∆ = {j1, ... , js} 7→ u
′ = v∆ = sαjs ◦ ... ◦ sαj1 is a bijection from the set of admissible
diagrams onto the set {u ∈W | u ≤ v = w−1} (ζ′(∆) = (ζ(∆))−1, ζ′(∅) = Id).
2. Consider an admissible diagram ∆ = {j1, ... , js} and some integer i ∈ J1, ... , tK. Set ∆ ∩ Ji+ 1, ... , tK =
{jc, ... , js} (1 ≤ c ≤ s). Then the expression sαjs ◦ ... ◦ sαjc ◦ sαi is reduced. In particular, sαjs ◦ ... ◦ sαj1
is a reduced expression of ζ′(∆).
If w and it’s reduced decomposition are chosen as in the example of section 2.1, we know (proposition 2.1. 1) that
U+[w] is the quantum matrices algebra Oq(Mp,m(k)) with m = n− p+ 1 and with the same canonical generators (as
U+[w]). So, by [5], the admissible diagrams are the
Γ
- diagrams. In this case, corollary 5.3. 2 has also been proved
(with quite different methods) by A. Postnikov ([18], theorem 19.1.) and by T. Lam and L. Williams ([15], theorem 5.3.).
In the general case, using the bijection between the set of admissible diagrams and H − Spec(U+[w]) recalled in
section 3.3, the two bijections of proposition 2.3. 1 and the coincidence of admissible and positive diagrams (theorem
5.3. 1), we get
Corollary 5.3. 3
1. There exists a natural bijection from the set {u ∈ W | u ≤ v = w−1} onto H − Spec(U+[w]). It is defined by
v∆ 7→ P∆
where ∆ describes the set of admissible diagrams.
2. There exists a natural bijection from the set {u ∈ W | u ≤ w} onto H − Spec(U+[w]). It is defined by
w∆ 7→ P∆
where ∆ describes the set of admissible diagrams.
When U+[w] is the quantum matrices algebra Oq(Mp,m(k)) as over, S. Launois [13] has constructed (with different
methods) a bijection from {u ∈W | u ≤ v} onto H − Spec(Oq(Mp,m(k))) which, moreover, preserves the ordering
(where the Weyl group is provided with the Bruhat order and H − Spec(Oq(Mp,m(k))) is provided with the inclusion).
So, it seems natural to ask the following questions:
Question 5.3. 1
Assume w and it’s reduced decomposition chosed as in the example of section 2.1.
Does the S. Launois bijection from {u ∈W | u ≤ v} onto H − Spec(Oq(Mp,m(k))) = H − Spec(U+[w]) coincide
with the first bijection of corollary 5.3. 3 ? If not, is there a simple relation between those two bijections ?
Question 5.3. 2
In the general case, are the two bijections of corollary 5.3. 3 isomorphisms of ordered sets, where the set
{u ∈ W | u ≤ v} (resp. {u ∈ W | u ≤ w}) is provided with the Bruhat order and H − Spec(U+[w]) is provided
with the inclusion?
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