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de tous les moments devant ton tableau à profiter de ta rigueur scientifique et
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Valentin, Victoire, Virginie, Vivien et Xavier.
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mes doutes et partager les vôtres mais aussi là pour s’amuser, vous ne pouviez pas
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d’autre. Merci. Merci de me comprendre mieux que quiconque sans même que
je parle. Merci de voir toujours les choses qui comptent avec autant de justesse.
Merci de me soutenir, peu importe les circonstances. Je pourrais m’étaler bien
plus, mais les mots ne pourraient pas faire ressortir avec justesse mon ressenti.
Je paraphraserai donc Montaigne : parce que c’est toi, parce que c’est moi, je ne
peux que te remercier d’être toi, juste toi, et d’accepter d’entremêler nos vies.
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Organisation de la thèse et
aperçu des contributions
Afin que le.a lecteur.rice trouve une certaine logique dans la présentation
de mes travaux, ni le résumé des résultats ni le document lui-même ne suivent
l’ordre chronologique. Ce chapitre fait office de description générale du manuscrit
et est là pour décrire l’ensemble de mes contributions. Le.a lecteur.rice prendra
soin de se souvenir de l’ensemble de mes coauteur.e.s, car c’est grâce à un grand
nombre de discussions avec ces personnes et bien d’autres encore que ces résultats
ont pu voir le jour. Chaque chapitre du document correspond à un article publié
ou en cours de publication.
Chapitre 1. Introduction. Dans l’introduction, nous faisons un bref résumé
de l’historique de la cryptographie. Nous décrivons les problèmes auxquels le.a
cryptographe fait face, afin de comprendre le contexte des travaux et des résultats
présentés dans ce document.
Chapitre 2. Préliminaires. Ce chapitre passe rapidement sur des notions
indispensables à la compréhension du document, principalement sur les corps
finis et les fonctions booléennes utilisées en cryptographie.
Chapitre 3. Attaques par invariant sur les chiffrements par bloc. De-
puis quelques années, les cryptographes s’intéressent à la construction de chif-
frements à bas coût, afin de satisfaire certaines contraintes d’implémentation.
Dans de nombreux chiffrements par bloc à bas coût proposés récemment, les
concepteur.rice.s ont fait le choix de diminuer drastiquement la complexité de
l’algorithme de cadencement de clefs, celui-ci se réduisant à l’addition de la
clef-mâıtre avec une constante de tour, souvent creuse, ou arbitrairement choisie.
Sur certains de ces algorithmes de chiffrement, il apparâıt alors un phénomène
étrange : un sous-ensemble en entrée du chiffrement est envoyé sur lui-même,
mais ceci pour un espace de clefs parfois de taille non-négligeable. Ce phénomène
est évidemment indésirable du point de vue de la sécurité de l’algorithme.
Nous expliquons pourquoi ce phénomène apparâıt dans certains chiffrements :
c’est une mauvaise interaction entre la couche linéaire et le choix des constantes de
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tour. Nous donnons des conditions nécessaires sur l’existence d’espaces invariants
à la fois par la couche linéaire et la couche de substitution. Finalement, nous
expliquons aussi comment choisir les constantes de tour de manière approriée
en fonction de la couche linéaire, et combien de tours il faut pour assurer la
non-existence d’espaces invariants. Toutes ces propriétés sont reliées à la forme
canonique rationnelle de la matrice représentant la couche linéaire du chiffrement.
Les résultats décrits dans ce chapitre sur les invariants ont été publiés à
CRYPTO 2017 : Christof Beierle, Anne Canteaut, Gregor Leander et Yann
Rotella : Proving resistance against invariant attacks : How to choose the
round constants, In Jonathan Katz et Hovav Shacham, éditeurs,CRYPTO
2017, Part II, volume 10402 de LNCS, pages 647 à 678. Springer, Heidelberg,
août 2017.
Chapitre 4. Attaques sur les registres filtrés exploitant la structure de
corps fini. Dans ce chapitre nous nous focalisons sur les registres à décalage
et à rétroaction linéaire (LFSR) filtrés. En 2010, Sondre Rønjom et Carlos Cid
ont mis en évidence une équivalence non-linéaire entre les registres filtrés que
nous avons appelée équivalence monomiale. Avec Anne Canteaut, nous avons
étudié cette équivalence entre les registres filtrés et nous avons observé que cette
équivalence ne modifiait pas la complexité linéaire de la suite produite, et donc
la complexité des attaques algébriques.
De plus, nous avons montré que le critère pertinent qui mesure la résistance
aux attaques par corrélation rapides n’est pas la non-linéarité, mais est en fait
la non-linéarité généralisée. Ce critère avait été introduit en 2001 par Gong et
Youssef, mais sans motivation cryptographique particulière et nous le relions ici
à la résistance à ces attaques. Enfin et surtout, nous avons pu montrer comment
il était possible de réaliser des attaques par corrélation classiques en découpant
l’état interne du registre dans les sous-groupes multiplicatifs du corps fini F2n .
Cette attaque nous permet de réaliser une technique de type “diviser pour mieux
régner” afin de retrouver l’état initial du registre. Il en découle la nécessité de
définir un nouveau critère sur les fonctions booléennes, afin de se prémunir contre
ce type d’attaque.
Les travaux décrits en détail dans ce chapitre ont été publiés à Fast Software
Encryption 2016 : Anne Canteaut et Yann Rotella : Attacks against filter
generators exploiting monomial mappings. In Thomas Peyrin, éditeur : FSE
2016, volume 9783 de LNCS, pages 78-98. Springer, Heidelberg, mars 2016.
Chapitre 5. Cryptanalyse de FLIP. L’algorithme de chiffrement à flot
FLIP [MJSC16], publié à EUROCRYPT 2016 par Pierrick Méaux, Claude Carlet,
Anthony Journault et François-Xavier Standaert est un chiffrement symétrique
adapté aux contraintes particulières du chiffrement hybride complètement homo-
morphe. Cependant, avec Sébastien Duval et Virginie Lallemand, nous avons pu
monter une attaque de type “supposer et déterminer” en 254 (respectivement 268)
opérations élémentaires, pour une sécurité revendiquée de 80 bits (respectivement
128 bits). Le chiffrement FLIP souffre principalement d’un trop petit nombre de
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monômes dans la représentation multivariée de la fonction booléenne de filtrage,
le système à résoudre devenant alors trop structuré, en particulier trop creux.
L’article a été publié à CRYPTO 2016 : Sébastien Duval, Virginie Lalle-
mand et Yann Rotella : Cryptanalysis of the FLIP family of stream ciphers.
In Matthew Robshaw et Jonathan Katz, éditeurs : CRYPTO 2016, Part I,
volume 9814 de LNCS, pages 457-475. Springer, Heidelberg, août 2016.
Chapitre 6. Fonctions booléennes à entrées restreintes. Suite à une
longue discussion avec les concepteurs de FLIP, nous nous sommes rendu compte
que ces derniers n’avaient pas analysé correctement la sécurité de leur chiffrement.
En effet, FLIP est composé d’un registre dans lequel la clef est stockée. À
chaque instant, une permutation publique choisie à l’aide d’un générateur pseudo-
aléatoire est appliquée aux bits du registre, et une fonction booléenne est utilisée
comme fonction de filtrage sur la clef permutée. Ainsi, les entrées de la fonction
sont toujours de poids de Hamming égal à celui de la clef. Utiliser les critères
classiques comme l’immunité algébrique ou la non-linéarité n’a donc plus de sens
car l’entrée de la fonction n’est pas uniformément distribuée. Il convient alors
de revisiter les critères classiques sur les fonctions booléennes cryptographiques
en considérant des entrées restreintes à un sous-ensemble donné. Dans le cas de
FLIP, il faut considérer les entrées ayant un poids de Hamming fixé. Nous avons
donc réalisé une étude sur les fonctions booléennes à entrées restreintes, et nous
avons vu à quel point les propriétés cryptographiques des fonctions booléennes
pouvaient varier lorsque l’entrée était restreinte.
L’article a été publié dans le journal IACR Transactions on Symmetric
Cryptology : Claude Carlet, Pierrick Méaux et Yann Rotella : Boolean
functions with restricted input and their robustness ; application to the FLIP
cipher. IACR Transactions on Symmetric Cryptology, 2017(3) :192-227, 2017.
Chapitre 7. Cryptanalyse du PRG de Goldreich. Le PRG (générateur
pseudo-aléatoire) de Goldreich [Gol00] est une construction théorique très célèbre
permettant d’étendre une source d’alea (graine) en une suite de taille plus grande.
La sécurité repose sur l’absence d’attaque fonctionnant en temps polynomial et
pose la question de l’existence de PRG dont les bits de sortie ne dépendraient
que d’un faible nombre de bits en entrée. Cette construction a une structure
proche de celle de FLIP. On peut donc lui appliquer une attaque similaire à celle
que nous avons proposée sur FLIP. Ceci conduit alors à une attaque sur ce PRG,
avec la complexité de O(2
√
n), où n est la taille de la graine [CDM+18].
Nous montrons qu’un niveau de sécurité minimal (par exemple 80 bits) dans
le générateur de Goldreich impose une taille de graine très importante (au
moins 10000 bits), ce qui rend l’utilisation de ce PRG très peu pratique voire
impossible. Finalement, cette étude remet sévèrement en cause la sécurité du
PRG de Goldreich qui reposait sur l’absence d’attaque en temps polynomial,
puisque nous avons proposé un algorithme en temps sous-exponentiel qui s’avère
extrêmement puissant pour des tailles raisonnables. De plus, nous concluons
à l’impossibilité de construire un générateur pseudo-aléatoire ayant une petite
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localité, c’est-à-dire dont la sortie ne dépend que de peu de bits de l’entrée, ce
qui affine les connaissances sur cette construction théorique.
Les résultats détaillés dans ce chapitre sont publiés à ASIACRYPT 2018
et ont été réalisés en collaboration avec Geoffroy Couteau, Aurélien Dupin,
Pierrick Méaux et Mélissa Rossi.
Chapitre 8. Cryptanalyse de Ketje. Ketje [BDP+14] est un chiffrement
authentifié proposé par les auteurs du standard de hachage SHA-3 [BDPA13]
et inspiré de ce dernier. Ketje suit une construction itérative appelée éponge
qui absorbe une partie du message clair et produit une partie du texte chiffré
à chaque tour. Pour un état interne secret de 200 bits, nous avons accès à une
partie de l’information sur cet état après chaque application de la fonction de
tour. L’attaque consiste à exploiter l’information issue de l’état interne à des
instants différents et à combiner cette information intelligemment de manière
à en déduire la valeur complète de l’état à un instant donné. Dans le cas de
Ketje, nous parvenons dans un premier temps à exploiter de l’information sur
deux tours consécutifs et dans un second temps, nous utilisons des techniques
non-triviales d’algorithmes de fusion de listes, en criblant avec des équations
non-linéaires pour exploiter de l’information sur 3 tours consécutifs.
Notre cryptanalyse [FNR18] s’applique à une version affaiblie de Ketje dans
laquelle le ratio (paramètre critique de la construction en éponge) est augmenté
(32 ou 40 bits au lieu de 16). Si elle ne contredit pas la sécurité revendiquée
par les concepteurs, notre attaque apporte un éclairage nouveau sur Ketje car
elle met en évidence une faiblesse jusqu’ici non-exploitée, issue de la possibilité
d’obtenir des équations creuses.
L’article détaillant notre cryptanalyse a été publié dans le journal IACR
Transactions on Symmetric Cryptology : Thomas Fuhr, Maŕıa Naya-Plasen-
cia et Yann Rotella : State-recovery attacks on modified Ketje Jr. IACR
Transactions on Symmetric Cryptology, 2018(1) :29-56, 2018.
Conclusion et perspectives. L’ensemble de mes travaux montre qu’une
vision structurelle des objets mathématiques mis en jeu dans les systèmes crypto-
graphiques peut avoir un apport important en cryptanalyse. Cette vision permet
de découvrir de nouvelles attaques et de mettre en évidence des nouveaux critères
de conception. Il est donc nécessaire de faire des allers-retours entre la conception
de chiffrements, la cryptanalyse et les notions mathématiques fondamentales
exploitées dans les attaques afin de déterminer précisément le niveau de sécurité
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3.2.4 Décomposition en cycles des permutations . . . . . . . . . 25
3.3 Prouver l’absence d’invariants sur des SPN . . . . . . . . . . . . 26
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5.3 Remarques générales . . . . . . . . . . . . . . . . . . . . . . . . . 101
x
Table des matières
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6.3 La non-linéarité . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
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6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
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7.3 Attaque “supposer et déterminer” sur P5 . . . . . . . . . . . . . 166
7.3.1 Lien avec FLIP . . . . . . . . . . . . . . . . . . . . . . . . 166
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1.1 Principes de la cryptographie
Un des principaux objectifs de la cryptographie est de permettre à deux
interlocuteur.rice.s (Alice et Bob), grâce à un procédé de chiffrement, de pouvoir
communiquer de manière confidentielle sur un canal de communication non
sécurisé. Plus généralement, la cryptographie permet d’assurer la confidentialité,
mais aussi l’authenticité et l’intégrité des messages transmis.
La confidentialité d’une communication est assurée par un algorithme de
chiffrement. Cet algorithme transforme un message initial appelé le clair en
un message indéchiffrable, le chiffré, pour toute entité ne connaissant pas la
clef (privée ou secrète) qui permet d’inverser le chiffrement afin de déchiffrer le
message.
Nous pouvons distinguer deux types de chiffrement : les chiffrements à clef
publique (dits asymétriques) et ceux à clef secrète (dits symétriques).
La cryptographie asymétrique. Dans le contexte de la cryptographie à clef
publique, Alice et Bob possèdent chacun.e une paire de clefs publique/privée.
La clef privée est connue seulement de son propriétaire et la clef publique est
connue de tous. Quand Bob souhaite envoyer un message à Alice, il le chiffre
en utilisant la clef publique d’Alice. Ensuite, Alice peut déchiffrer en utilisant
sa clef privée. En des termes un peu moins formels, tout le monde peut chiffrer
des message en utilisant la clef publique, mais seul le détenteur de la clef privée
associée à la clef publique peut déchiffrer.
La cryptographie symétrique. Dans le contexte de la cryptographie à clef
secrète, Alice et Bob doivent au préalable se mettre d’accord sur une valeur : la
clef secrète. Cette clef leur permet alors de chiffrer et de déchiffrer.
La cryptographie hybride. Les algorithmes de chiffrement symétriques sont
les seuls qui aient des performances acceptables pour la plupart des applications
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en termes de débit, de taille de clef ou de complexité d’implémentation matérielle.
Mais, l’inconvénient de la cryptographie symétrique est la nécessité d’échanger
la clef secrète de manière sécurisée. Ainsi, dans la plupart des applications, nous
combinons les deux types de cryptographie : on utilise un système asymétrique
pour échanger une clef secrète, qui paramètre ensuite un chiffrement symétrique.
On parle alors de chiffrement hybride.
1.2 Quelques repères historiques
Si le principe d’assurer la confidentialité d’un message remonte à l’Antiquité
(Plutarque fait état de l’utilisation par Lysandre de Sparte d’une scytale en
404 avant J-C), avant le XIXème siècle, en revanche, les messages codés ne sont
généralement obtenus qu’avec des transpositions et substitutions alphabétiques.
La cryptographie comme on l’entend aujourd’hui est nettement plus élaborée
et a pu voir le jour grâce à l’expansion de l’informatique et de la théorie de
l’information.
Voici donc quelques dates historiques importantes qui nous précipitent jusqu’à
l’avènement de la cryptographie moderne. La cryptographie est une science
relativement jeune, avec des applications évidentes dans un monde de plus
en plus connecté et qui pose actuellement des questions théoriques se situant
au croisement de l’informatique, des mathématiques et plus récemment de la
physique avec la probabilité grandissante de voir un jour arriver un ordinateur
quantique.
Principe de Kerckhoffs. En 1883, Auguste Kerckhoffs énonce un principe
fondamental de la cryptographie [Ker83] :
La sécurité d’un cryptosystème doit reposer exclusivement sur le secret de la
clef.
Ce principe de base de la cryptographie s’oppose à une sécurité par obscurité.
Il convient alors de faire en sorte que la partie secrète, i.e. la clef, soit la plus
facile et la moins coûteuse à changer. En effet, si le système entier est compromis
à un moment, il faut le remplacer dans sa totalité. Il est important de noter que
ce principe a été énoncé à la fin du XIXème siècle à une époque où les algorithmes
de chiffrement étaient mécaniques.
Le chiffrement de Vernam. Cet algorithme de cryptographie inventé par
Gilbert Vernam en 1917 est aussi appelé masque jetable ou one-time pad. C’est
un chiffrement parfait (inconditionnellement sûr), i.e. théoriquement impossible
à “casser”. Cependant il est impossible à mettre en pratique puisqu’il nécessite
l’utilisation d’une clef composée d’un suite aléatoire de caractères au moins aussi
longue que le message. De plus, chaque clef ne doit être utilisée qu’une seule
fois, d’où l’impraticabilité de ce chiffrement. L’opération de chiffrement consiste
à combiner par l’opération booléenne XOR (“ou” logique exclusif) les bits du
message clair avec les bits de la suite aléatoire correspondant à la clef.
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Enigma et les “bombes” de Turing. Pendant la seconde guerre mondiale,
les Allemands utilisaient une machine à chiffrer appelée Enigma dont le nombre
de clefs possibles était de l’ordre de 1016 c’est-à-dire environ 10 millions de
milliards, à une époque où les ordinateurs n’existaient pas encore. La taille
de l’espace des clefs possibles de la machine Enigma rendait toute recherche
exhaustive manuelle hors de portée. C’est avec les “bombes” d’Alan Turing, des
machines automatisant les calculs que ce dernier a pu “casser” Enigma : à partir
de messages chiffrés interceptés par les Alliés, il pouvait retrouver la clef et donc
déchiffrer les messages.
Claude Shannon et la notion de sécurité. Claude Shannon [Sha49] a
prouvé que le chiffrement de Vernam était inconditionnellement sûr. Ce dernier
étant impraticable, Shannon a théorisé la notion de sécurité des cryptosystèmes
et a introduit la notion de sécurité pratique.
Définition 1.1 (Sécurité inconditionnelle). La connaissance du message chiffré
n’apporte aucune information sur le message clair.
Pour avoir une sécurité inconditionnelle, il faut que la clef soit au moins aussi
longue que le message. Cela est évidemment impossible à mettre en place sauf
dans quelques applications particulières. Donc, dans toute la suite du document,
quand nous parlerons de sécurité, nous parlerons de sécurité pratique : tous les
chiffrements utilisés actuellement sont théoriquement cassables.
Définition 1.2 (Sécurité pratique). La connaissance du message chiffré et de
certains couples clairs/chiffrés ne permet de retrouver ni la clef ni le message en
un temps raisonnable.
De plus, Shannon a introduit les notions de confusion et de diffusion,
nécessaires à la sécurité d’un algorithme de chiffrement. La confusion signi-
fie que la relation entre les bits du texte clair, les bits du chiffré et les bits de
la clef doit être suffisamment compliquée. La diffusion exprime elle le fait que
changer un bit dans le texte clair doit changer un grand nombre de bits dans
le texte chiffré. En d’autres termes, un bit en entrée du chiffrement doit impac-
ter plusieurs bits en sortie, et la relation entre les bits doit être suffisamment
compliquée.
Data Encryption Standard (DES - 1973) L’algorithme de chiffrement
DES est un chiffrement symétrique standardisé qui souffre principalement de la
petite taille des clefs (56 bits). Il est actuellement complètement cassé, principa-
lement à cause de l’accroissement de la puissance des ordinateurs. Pour donner
quelques ordres de grandeur, en juin 1997, en utilisant 78000 ordinateurs, le DES
était cassé en 96 jours ; 6 mois plus tard, en distribuant les calculs sur plusieurs
millions de processeurs, récupérer une clef secrète utilisée dans le DES prenait
39 jours. Encore 6 mois plus tard, pour un coût de 250000 $, on arrivait à casser
le DES en une dizaine d’heures...
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Les tailles de clef actuelles sont, en cryptographie symétrique, souvent de 128
bits ou 256 bits.
Cependant, tous les systèmes décrits précédemment sont des algorithmes de
chiffrement symétrique, ce qui impose que deux entités qui veulent communiquer
en utilisant ces algorithmes doivent se mettre d’accord au préalable sur le secret
commun à utiliser, sans que celui-ce ne soit compromis.
Cryptographie asymétrique, Diffie-Hellman (1976). Le premier proto-
cole d’échange de clef au travers d’un canal non-sécurisé est le protocole de
Diffie-Hellman [DH76]. C’est le début de la cryptographie asymétrique. Le prin-
cipe est le suivant : Alice choisit un groupe fini et publie un générateur g de ce
groupe. Elle choisit ensuite un entier a au hasard, qu’elle garde secret, élève g à
la puissance a et transmet cette valeur à Bob. Bob choisit de même un entier
b au hasard et envoie gb à Alice. Finalement, Alice élève gb à la puissance a et
Bob fait de même pour ga et chacun retrouve gab, qui devient le secret commun
partagé par Alice et Bob. Ce protocole repose sur la difficulté de calculer gab à
partir uniquement de g, ga et gb sans avoir connaissance des valeurs de a et de b.
RSA : Rivest Shamir Addleman (1978). RSA [RSA78] est le chiffrement
asymétrique le plus connu et le plus utilisé actuellement. Ce cryptosystème repose
lui sur la factorisation du produit de deux nombres premiers, problème supposé
difficile.
AES : Advanced Encryption Standard (2000). Le standard AES [DR02]
est le chiffrement symétrique le plus connu et le plus utilisé actuellement et
considéré dans la communauté comme le plus sûr.
1.3 Les algorithmes de chiffrement symétriques
Une des difficultés en cryptographie est la possibilité de pouvoir traiter des
messages de longueur arbitraire. Pour réaliser cela il existe deux manières de
traiter le problème, qui divisent les algorithmes de chiffrements symétriques en
deux grandes familles : les chiffrements à flot et les chiffrements par bloc.
Les chiffrements à flot. La première technique consiste à imiter le chiffrement
de Vernam. Celui-ci nécessite une suite aléatoire au moins aussi longue que le
message. Pour imiter le fonctionnement de ce chiffrement inconditionnellement
sûr, nous utilisons des chiffrements à flot. L’idée ici consiste à utiliser un générateur
pseudo-aléatoire, et d’utiliser la suite engendrée comme “clef” d’un chiffrement
de Vernam.
Un chiffrement à flot repose donc sur un générateur pseudo-aléatoire public,
c’est-à-dire un algorithme qui permet de dériver, à partir d’une graine aléatoire,
4
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une suite binaire de plus grande taille ayant de bonnes propriétés statistiques 1.
La suite ainsi produite est appelée la suite chiffrante.
Dans ces conditions, Alice et Bob initialisent l’état interne du générateur
pseudo-aléatoire avec la clef (typiquement de taille 128 bits) ainsi qu’une valeur
publique (IV - vecteur d’initialisation) afin que chacun.e d’eux engendre la même
suite binaire, employée ensuite pour chiffrer comme dans le one-time-pad. Ainsi,
Alice et Bob peuvent échanger des messages de taille arbitraire, en utilisant le
nombre de bits nécessaires correspondant dans la suite chiffrante.
Les chiffrements à flot et leur sécurité seront étudiés tout au long de cette
thèse à partir du chapitre 4.
Les chiffrements par bloc. L’autre grande famille d’algorithmes de chiffre-
ment symétriques est la famille des chiffrements par bloc. L’idée ici consiste à
“découper” le message en plusieurs blocs de même longueur (typiquement 64 ou
128 bits). Naturellement, les messages étant de taille arbitraire, il est nécessaire
de définir, au préalable, une règle inversible de “rembourrage” du message clair,
de manière à ce que la taille de celui-ci devienne un multiple de la taille des blocs
considérés.
Il est ensuite nécessaire de définir comment traiter ces blocs. C’est là qu’in-
tervient le chiffrement par bloc. Un chiffrement par bloc est une transformation
qui prend en entrée un bloc de taille n (souvent 64 ou 128 bits) ainsi qu’une clef
k de taille κ bits et renvoie en sortie un bloc de même taille.
Pour pouvoir déchiffrer, il est nécessaire que, pour toute clef, la transformation
du message soit inversible. Un chiffrement par bloc est donc défini comme une
famille de 2κ permutations et choisir une clef revient à choisir une permutation
dans cette famille.
Enfin, l’utilisation d’un chiffrement par bloc nécessite la définition d’un mode
opératoire qui précise comment les blocs du message clair et les blocs du message
chiffré sont combinés, afin de déterminer le message qui sera transmis. Les
chiffrements par bloc sont décrits plus en détail au chapitre 3.
1.4 Sécurité et cryptanalyse
La sécurité des systèmes asymétriques repose sur des problèmes difficiles
(factorisation, logarithme discret, recherche de plus court vecteur dans un réseau
euclidien,...), c’est-à-dire des problèmes pour lesquels on ne connâıt pas d’al-
gorithme de résolution en temps polynomial 2. Comme on parle de sécurité
asymptotique, cela signifie que le système peut “passer à l’échelle” quand la puis-
sance de calcul des ordinateurs évolue. Par exemple, les clefs utilisées actuellement
dans le cryptosystème RSA sont des entiers de 2048 bits.
1. c’est-à-dire qu’il est difficile de trouver des propriétés distinguantes sur ladite suite.




Toutefois, dans les spécifications pratiques d’un chiffrement, les paramètres
sont fixés, et à partir de ce moment, la complexité asymptotique des problèmes
sous-jacents n’est plus un argument pertinent. Il est alors nécessaire d’analyser
concrètement les paramètres instanciés afin de cerner correctement la sécurité
de l’algorithme de chiffrement. Pour la cryptographie symétrique, il n’y a pas
de réduction à des problèmes difficiles, tout simplement car les algorithmes sont
instanciés concrètement, avec des tailles de bloc et de clefs fixées.
Niveau de sécurité. Le niveau de sécurité d’un chiffrement est défini comme
le nombre minimal d’opérations nécessaires pour “casser” le chiffrement, i.e.
retrouver la clef, une partie du message clair,... La protection apportée par un
algorithme de chiffrement est liée à la longueur de la clef, qui peut s’exprimer
en bits. En fait, la longueur de la clef quantifie le nombre maximal d’opérations
nécessaires au décryptage : c’est le coût de la recherche exhaustive qui consiste à
tester toutes les clefs possibles. Pour une clef de κ bits, le coût de la recherche
exhaustive est de 2κ opérations : c’est donc une borne supérieure sur la sécurité
du système.
Si l’attaque la plus performante sur un système est de 2i opérations, on dira
que le système a un niveau de sécurité de i bits. Le niveau de sécurité est donc
toujours inférieur ou égal à la taille de la clef utilisée. Si c’est égal, cela revient à
dire que l’attaque la plus performante est la recherche exhaustive.
En l’état actuel, il est recommandé d’utiliser des clef d’au moins 128 bits
pour les systèmes symétriques (rapport du 21 février de l’Agence Nationale de la
Sécurité des Systèmes d’Information 3). Pour les clefs asymétriques, le problème
est moins simple : le nombre maximal d’opérations est obtenu pour l’essai
systématique de toutes les clefs possibles. Or, pour les systèmes asymétriques,
qui sont le plus souvent construits sur des problèmes relevant de l’arithmétique,
il existe toujours des moyens largement moins coûteux en temps, à savoir la
résolution du problème arithmétique sous-jacent. Concrètement, si on considère le
système RSA, basé sur le problème de la factorisation, pour une clef de 2048 bits
il n’est pas nécessaire de tester les 22048 clefs, il “suffit” de factoriser un nombre
dont l’écriture binaire comporte 2048 bits, ce qui est largement plus simple,
bien que toujours totalement infaisable de nos jours. De plus, la complexité de
résolution des problèmes difficiles fait l’objet d’études constantes, raffinant de
facto la sécurité réelle des systèmes asymétriques.
Dans tous les cas, que ce soit la cryptographie symétrique ou la cryptographie
asymétrique, il est absolument indispensable d’analyser la sécurité de l’ensemble
des constructions cryptographiques : c’est la cryptanalyse. En effet, la sécurité des
primitives cryptographiques repose essentiellement sur leur étude approfondie :
ce n’est pas parce que toutes les attaques existantes fonctionnent en un temps
plus coûteux que la recherche exhaustive qu’il ne pourrait pas y en avoir une
plus efficace dans 10 ans. Il est donc indispensable d’étudier au plus près les
primitives pour s’assurer que les nouveaux schémas apportent bien le niveau de
3. Disponible sur https://www.ssi.gouv.fr/uploads/2015/01/RGS_v-2-0_B1.pdf
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sécurité revendiqué par les auteur.e.s, puisque la sécurité des systèmes ne repose
que sur l’absence d’attaque performante. Le rôle de la cryptanalyse est donc
absolument fondamental et constitue le seul moyen d’évaluation du niveau de
sécurité des chiffrements.
De plus, à l’issue de chaque nouvelle cryptanalyse, les cryptographes définissent
de nouveaux critères cryptographiques et peuvent alors construire des systèmes
de plus en plus sûrs, ce que nous réalisons dans cette thèse. L’intérêt de la
cryptanalyse est donc double dans ce sens.
La cryptanalyse. Tout d’abord, nous devons nous positionner dans un certain
modèle d’attaque, qui définit le “pouvoir” que l’on donne à l’attaquant.e. De
manière classique les quatre modèles sont les suivants.
— Les attaques à chiffré seul, où l’on considère que l’attaquant.e n’a accès
qu’à des textes chiffrés. C’est le modèle le moins “fort” du point de vue du
concepteur ou de la conceptrice.
— Les attaques à clair connu, où l’on considère que l’attaquant.e a accès à
des couples clairs/chiffrés.
— Les attaques à clair choisi, où l’on considère que l’attaquant.e peut avoir
accès à des messages chiffrés de textes clairs qu’il choisit.
— Les attaques à chiffré choisi, où l’on considère que l’attaquant.e peut avoir
accès au déchiffrement de messages chiffrés qu’il choisit.
A priori, l’attaquant.e ne connâıt pas la clef secrète utilisée. Cependant, il
existe aussi d’autres modèles : les attaques à clefs liées et les attaques à clef
connue.
Dans le premier modèle, on considère que l’on a accès à de l’information
provenant de chiffrements utilisant le même algorithme mais plusieurs clefs qui
sont liées par une certaine relation. Ce modèle semble peu réaliste, cependant, il
peut être approprié quand on évalue la sécurité de protocoles particuliers. Il peut
amener à des attaques concrètes, comme nous l’avons présenté à la rump session
de FSE 2018 en décrivant une attaque sur le chiffrement à flot LILLE [BIM18]
en réduisant le coût de la recherche exhaustive d’un facteur 25.
Dans le modèle à clef connue, introduit par Lars Knudsen et Vincent Rij-
men [KR07], on suppose que l’attaquant.e connâıt la clef et essaie de trouver des
propriétés distinguantes sur la permutation engendrée par cette clef. Même si le
modèle parait extrêmement irréaliste d’un point de vue pratique, si le distingueur
qui en découle est suffisamment puissant et fonctionne pour un grand nombre de
clefs, il se pourrait qu’une attaque concrète en découle.
Finalement, la cryptanalyse théorique des primitives cryptographiques met
en avant des failles pouvant être exploitées en pratique dans la suite et pouvant
avoir des répercussions bien plus importantes, comme ont pu par exemple le
montrer Karthikeyan Bhargavan et Gaëtan Leurent dans [BL16] ou encore Marc
Stevens, Elie Bursztein, Pierre Karpman, Ange Albertini et Yarik Markov avec la
collision sur la fonction de hachage SHA-1 [SBK+17]. Ainsi, la cryptanalyse des
algorithmes est largement nécessaire, à la fois pour la compréhension fondamentale
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de ce qui est possible de faire et de ce qui ne l’est pas, mais aussi pour mettre
en évidence certaines failles pouvant avoir des répercussions concrètes plus tard,
même si les coûts des attaques peuvent parfois parâıtre démesurés.
1.5 La cryptographie aujourd’hui
Nous disposons actuellement d’outils relativement solides en cryptographie.
Cependant, le coût d’implémentation de nos algorithmes peut parfois être trop
grand au regard de certaines applications qui ont des contraintes extrêmes.
Depuis une dizaine d’années, l’apparition de nouvelles applications et la
multiplication des objets connectés ont imposé aux algorithmes de chiffrement de
nouvelles contraintes portant par exemple sur la consommation d’énergie ou la
taille du circuit implémentant l’algorithme. La conception de chiffrements à bas
coût est donc actuellement une voie de recherche importante qui répond à une
demande industrielle pressante. Les travaux sur la cryptographie légère devraient
notamment aboutir à un processus de standardisation qui sera probablement
initié par le NIST (National Institute of Standards and Technology) en fin
d’année 2018. Les travaux mentionnés dans le chapitre 3 permettent de répondre
à certaines attaques existant sur certains types de chiffrement à bas coût.
Nous pouvons aussi mentionner les algorithmes de chiffrement conçus pour
être combinés avec des systèmes asymétriques de chiffrement complètement
homomorphe, comme c’est le cas du chiffrement FLIP que nous cryptanalysons
au chapitre 5.
L’intérêt du chiffrement authentifié (qui assure l’authenticité des messages)
a grandi dans la communauté cryptographique ces dernières années, avec pour
conséquence la tenue de la compétition CAESAR, ayant pour but de sélectionner
les meilleurs algorithmes de chiffrement authentifiés, proposés par l’ensemble de
la communauté cryptographique internationale. Cette compétition est censée se
terminer par l’annonce des vainqueurs à la fin de l’année. Dans cette direction,
nous avons analysé le chiffrement Ketje (chapitre 8), toujours en lice lors du
troisième tour de la compétition CAESAR et nous avons participé à un travail
collectif [AEL+18] de cryptanalyse du candidat MORUS [WH17].
Comme nous allons le voir tout au long de ce document, il y a aussi un
très grand nombre de questions mathématiques sous-jacentes aux cryptanalyses,
qui restent difficiles et demandent des réponses. Une autre direction de la
cryptographie se trouve peut-être ici : recommencer à résoudre des problèmes
fondamentaux de mathématiques discrètes, qui nous permettraient de bien
mieux cerner les difficultés auxquelles le monde cryptographique fait face, afin
d’assurer la sécurité des primitives cryptographiques plus facilement et agrémenter






Ce chapitre rappelle quelques notions fondamentales nécessaires à la compré-
hension du document, principalement sur les fonctions booléennes appliquées
à la cryptographie ainsi que sur les corps finis de caractéristique 2 dont nous
avons besoin. Pour le.a lecteur.rice averti.e et connaisseur.se, il est tout à fait
possible de passer directement au chapitre suivant et de rentrer dans le corps du
document.
2.1 L’espace vectoriel Fn2
Comme les systèmes cryptographiques sont voués à être déployés et implémen-
tés sur des outils informatiques, nous travaillons généralement sur l’espace
vectoriel Fn2 . Dans ces conditions, nous utilisons les opérations classiques AND
(“et”) et XOR (“ou exclusif”), qui sont des opérations sur des bits (des éléments
du corps F2). Les opérations XOR et le AND sont données par les tables de
vérité suivantes.
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Le XOR sera noté +, car on travaille sur F2, et AND(x1, x2) sera contracté
par x1x2.
Pour x, y ∈ Fn2 , on note aussi x · y le produit scalaire usuel entre x et y, i.e.
x ·y = x1y1 +x2y2 + · · ·+xnyn où les xi (respectivement yi) sont les coordonnées
de x (respectivement de y), i.e. les bits de x (respectivement de y).
2.2 Les corps finis de caractéristique 2
Nous verrons dans cette thèse qu’il est parfois pratique d’identifier les éléments
de Fn2 à des éléments de F2n , le corps fini à 2
n éléments. Nous rappelons donc
quelques notions utiles sur les corps finis de caractéristique 2.
Définition 2.1 (Endomorphisme de Frobenius). L’application de F2n dans F2n
qui à X associe X2 est un endomorphisme de corps.
Plus précisément, en caractéristique 2, on a, pour tout a, b ∈ F2n , (a+ b)2 =
a2 + b2.
Nous savons que les corps finis sont déterminés de manière unique, à iso-
morphisme près, par leur cardinalité, qui doit être une puissance d’un nombre
premier. Le corps premier de cardinal 2 est noté classiquement F2 = Z/2Z.
Définition 2.2 (Fonction trace). Pour chaque entier d et r qui divise d, on














+ · · ·+ x2
d−r
Lorsque le contexte sera clair, les indices d et r pourront être omis. De plus,
la fonction Trdr est une forme linéaire surjective sur F2r , ce qui nous permet
de considérer que le produit scalaire usuel peut être aussi décrit à partir de la
fonction trace.
Définition 2.3 (Indicatrice d’Euler). Soit k un entier, alors φ(k) est le nombre
d’entiers x compris entre 1 et k tels que x est premier avec k. On appelle alors
φ(k) l’indicatrice d’Euler de k.
Comme on travaille sur un corps fini, on sait que F∗2n est un groupe pour la
multiplication. Ce groupe est d’ordre (2n − 1), et le nombre de générateurs de ce
groupe est donné par l’indicatrice d’Euler.
Définition 2.4 (Éléments primitifs). Les générateurs du groupe multiplicatif
F∗2n sont appelés éléments primitifs.
Un polynôme P est dit primitif si l’anneau quotient F2[X]/P (X) a une
structure de corps. Il y a alors un parallèle naturel entre les polynômes primitifs
et les éléments primitifs du corps. Plus précisément, soit P un polynôme de
10
2.2. Les corps finis de caractéristique 2
degré n primitif. Soit α une racine de P , alors α est un générateur du groupe
multiplicatif F∗2n . Dans ces conditions, les éléments du corps fini peuvent être
identifiés à {0, 1 = α0, α, α2, α3, α4, . . . , α2n−2}.
Par exemple, le polynôme X6 + X + 1 est primitif et nous pouvons alors
définir F26 comme extension du corps F2 à l’aide de ce polynôme.
Avec ces notations, nous savons que l’ensemble des éléments primitifs est
{αi|pgcd(i, 2n − 1) = 1}. P étant de degré n, il admet donc n racines distinctes
dans le corps fini F2n défini comme anneau des polynômes quotienté par P . Les
n racines de P sont conjuguées entre elles par l’application de l’endomorphisme
de Frobenius, i.e. les racines de P sont α, α2, α4, α8, . . . , α2
n−1
. L’application du
Frobenius revient alors à multiplier par 2 modulo (2n−1) les entiers correspondant
aux exposants de α.
Définition 2.5 (Classes cyclotomiques). L’opération qui consiste à multiplier
par 2 les entiers modulo (2n − 1) divise les entiers inférieurs à (2n − 1) en sous-
ensembles appelés classes cyclotomiques modulo (2n − 1). La classe cyclotomique
contenant k est donc définie par
c(k) := {k2i mod (2n − 1) : 0 ≤ k ≤ mk − 1}
où mk = min{j|k2j ≡ k mod (2n − 1)}} . De plus, le plus petit entier de
chaque classe cyclotomique est appelé le représentant de la classe cyclotomique.
L’ensemble des représentants des classes cyclotomiques est noté Γ.
Si k est premier avec l’ordre du groupe multiplicatif F∗2n , i.e. avec (2
n − 1),
alors la taille de sa classe cyclotomique est nécessairement n. Si k n’est pas
premier avec (2n − 1), alors la taille de sa classe cyclotomique peut être n ou
un diviseur de n. Dans le cas où la taille de la classe cyclotomique de k divise
strictement n, cela signifie que αk est dans un sous-corps de F2n .
Par exemple, pour le corps fini F26 , les classes cyclotomiques sont :
— c(0) := {0} ;
— c(1) := {1, 2, 4, 8, 16, 32} ;
— c(3) := {3, 6, 12, 24, 48, 33} ;
— c(5) := {5, 10, 20, 40, 17, 34} ;
— c(7) := {7, 14, 28, 56, 49, 35} ;
— c(9) := {9, 18, 36} ;
— c(11) := {11, 22, 44, 25, 50, 37} ;
— c(13) := {13, 26, 52, 41, 19, 38} ;
— c(15) := {15, 30, 60, 57, 51, 39} ;
— c(21) := {21, 42} ;
— c(23) := {23, 46, 29, 58, 53, 43} ;
— c(27) := {27, 54, 45} ;
— c(31) := {31, 62, 61, 59, 55, 47}.
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L’ensemble des représentants des classes cyclotomiques modulo 63 est donc
Γ := {0, 1, 3, 5, 7, 9, 11, 13, 15, 21, 23, 27, 31}. La classe cyclotomique {0} corres-
pond à l’élément neutre pour la multiplication. Avec l’élement neutre pour
l’addition (0), cette classe forme le sous-groupe premier, i.e. F2. Si on y rajoute
la classe de longueur 2 on trouve le sous-corps F22 . Si en revanche on y rajoute
les deux classes cyclotomiques de taille 3, on retrouve le sous-corps F23 .
2.3 Fonctions booléennes
Définition 2.6 (Fonctions booléennes). Une fonction booléenne à n variables
est une fonction de Fn2 à valeurs dans F2. L’ensemble des fonctions booléennes à
n variables est noté Bn.
Définition 2.7 (Vecteur des valeurs). Le vecteur des valeurs d’une fonction
booléenne f à n variables est le vecteur binaire vf de longueur 2
n composé des
valeurs de la fonction : f(x) pour x ∈ Fn2 .
Par exemple, la table 2.1 donne le vecteur des valeurs d’une fonction à 3
variables.
x1 0 1 0 1 0 1 0 1
x2 0 0 1 1 0 0 1 1
x3 0 0 0 0 1 1 1 1
f1(x1, x2, x3) 0 0 1 1 0 1 1 1
Table 2.1 – Table de vérité d’une fonction à 3 variables.
Ainsi, une fonction booléenne est entièrement définie par sa table de vérité,
de taille 2n. Le nombre de fonctions booléennes à n variables est donc 22
n
.
Nous définissons aussi le support d’une fonction booléenne.
Définition 2.8 (Support). Soit f une fonction booléenne à n variables, alors le
support de f , noté supp(f) est défini par
supp(f) := {x|f(x) = 1} .
Dans notre exemple, on a supp(f1) = {010, 110, 101, 011, 111}.
De plus, les fonctions booléennes se représentent sous forme d’un polynôme
multivarié à n variables. On utilise alors la notation suivante pour désigner les
monômes.
Notation 2.9 (Monômes). Pour tout u = (u1, . . . , un) ∈ Fn2 , xu désigne le
monôme dans l’anneau F2[x1, . . . , xn]/(x21 + x1, . . . , , x
2






Ces monômes forment une famille libre et génératrice de l’espace des fonctions
booléennes, et nous pouvons alors représenter une fonction booléenne comme un
polynôme multivarié : la forme algébrique normale.
Théorème 2.10 (Forme algébrique normale). Soit f une fonction booléenne
à n variables. Alors il existe un unique polynôme multivarié dans l’anneau
F2[x1, . . . , xn]/(x21 + x1, . . . , , x
2
n + xn) tel que




u , avec au ∈ F2 .
Ce polynôme multivarié est appelé la forme algébrique normale (ANF) de f .








où les sommes sont calculées sur F2 et x  y si et seulement si xi ≤ yi pour tout
1 ≤ i ≤ n.
En reprenant notre exemple de la table 2.1, on a f1(x1, x2, x3) = x2 + x1x3 +
x1x2x3.
Définition 2.11 (Poids de Hamming). Le poids de Hamming d’un élément
de Fn2 (respectivement d’une fonction booléenne) est le nombre de 1 dans sa
représentation binaire (respectivement dans son vecteur des valeurs). On note le
poids de Hamming wH(·).
Alors, le degré algébrique d’une fonction booléenne est défini comme le degré
du plus grand monôme dans sa forme algébrique normale, i.e.,
deg f = max
u∈Fn2 :au 6=0
wH(u) .
Le degré algébrique de notre fonction f1 vaut 3.
Nous avons déjà vu que nous pouvons représenter les fonctions booléennes soit
en utilisant le vecteur des valeurs soit en utilisant la forme algébrique normale.
Il existe une troisième manière de représenter les fonctions booléennes. En effet,
comme les fonctions booléennes prennent leurs entrées dans l’espace Fn2 , on
peut considérer que ces entrées sont à valeur dans le corps fini F2n . Alors, dans
ces conditions, les fonctions booléennes peuvent être représentées à l’aide de la
fonction trace.
Proposition 2.12 (Représentation Trace). Pour toute fonction booléenne à n





k) + ε1 + ε2x
2n−1
où Γ est l’ensemble des représentants des classes cyclotomiques modulo (2n − 1)
et mk est la taille de la classe cyclotomique de k, et λk ∈ F2mk et ε1, ε2 ∈ F2.
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Les restrictions sur λk ainsi que sur le fait de regrouper les termes en fonction
des classes cyclotomiques permettent d’assurer l’unicité de cette représentation.
ε1 correspond au coefficient constant dans la forme algébrique normale, i.e. le
monôme de degré 0 et ε2 est obtenu en faisant la somme de tous les monômes de
degré 1 ou plus, i.e. x2
n−1 = 1 pour tout x 6= 0. Ainsi si f(0) = 0, alors ε1 = 0
et si la fonction est équilibrée, alors nécessairement ε2 = 0.






2.4.1 Transformée de Walsh
En cryptographie, on s’intéresse à générer des suites ne pouvant pas être
distinguées d’une suite aléatoire. Pour cela, il est notamment nécessaire que les
suites que l’on construit ne soient pas biaisées, i.e. qu’elles soient équilibrées.
Donc, nous définissons la notion de biais d’une fonction booléenne.
Définition 2.13 (Biais, corrélation). Soit f une fonction booléenne à n variables,








(−1)f(x) = 2n − 2wH(f) .
La fonction f1 n’est pas équilibrée. Plus précisément son biais vaut ε =
E(f1)
2n = −0.25.
Dans la littérature, la notion de corrélation est souvent définie comme deux
fois le biais. De manière générale, si l’on a deux suites binaires s et σ, alors
pour quantifier la corrélation entre ces deux suites, nous nous intéresserons
principalement à la quantité ∑
t
(−1)st+σt .
Cette notion est naturellement liée à la transformée de Walsh, qui est un bon
outil pour étudier les fonctions booléennes et mesurer la distance aux fonctions
affines.
Définition 2.14 (Transformée de Walsh). Soit f une fonction booléenne à n
variables. La transformée de Walsh de la fonction f est la fonction
Fn2 → Z






où φa est la fonction booléenne linéaire définie par φa(x) = a · x. La valeur
E(f + φa) est appelée le coefficient de Walsh de f au point a et l’ensemble des
coefficients de la transformée de Walsh est appelé le spectre de Walsh.
Par exemple, le spectre de Walsh de f1 est le suivant :
a 000 001 010 011 100 101 110 111
E(f1 + φa) −2 2 6 2 2 −2 2 −2
où, quand a = 001, φa(x1, x2, x3) = x1,...
Calculer la transformée Walsh se fait en n2n opérations. De plus, cette
transformée possède les propriétés mathématiques d’une transformée de Fourier.
Par exemple, c’est une involution, à un facteur constant près.
Proposition 2.15. Soit f une fonction booléenne à n variables. Pour tout
b ∈ Fn2 , on a ∑
a∈Fn2
(−1)a·bE(f + φa) = 2n(−1)f(b) .
Nous avons de plus l’identité de Parseval :∑
a∈Fn2
[E(f + φa)]2 = 22n .
Comme la cryptanalyse linéaire mais aussi les attaques par corrélation ex-
ploitent l’existence d’approximations linéaires, il est impératif de considérer la
distance aux fonctions de degré 1. Nous définissons alors la linéarité, au moyen
du spectre de Walsh.
Définition 2.16 (Linéarité d’une fonction booléenne). Soit f une fonction
booléenne à n variables. La linéarité de f est le plus grand coefficient de Walsh
en valeur absolue, i.e.,
L(f) = max
a∈Fn2
|E(f + φa)| .
Par exemple, la linéarité de f1 vaut 6.
Nous définissons aussi la non-linéarité, qui donne la distance (de Hamming)
à toutes les fonctions linéaires :
Définition 2.17 (Non-linéarité d’une fonction booléenne). Soit f une fonction
booléenne à n variables. La non-linéarité de f est définie par
NL(f) = 2n−1 − 1
2
L(f) .
Par exemple, la non-linéarité de f1 vaut 1.
Naturellement, l’identité de Parseval implique que la linéarité optimale vaut
2
n
2 , et est atteinte pour les fonctions dites courbes 1 qui n’existent que lorsque
1. “Bent functions” en anglais.
15
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n est pair et qui ne sont pas équilibrées. Lorsque n est impair, la borne n’est
pas atteinte, puisque 2
n
2 n’est pas un entier, et nous ne connaissons pas la
non-linéarité optimale pour un nombre impair de variables supérieur ou égal à 9.
De la même manière, les fonctions courbes ne peuvent pas être équilibrées, et la
linéarité optimale pour une fonction équilibrée n’est pas connue dès que n ≥ 8.
2.4.2 Résilience
Certaines attaques de type “diviser pour mieux régner” [Sie85] exploitent
elles, l’existence d’une approximation non-nécessairement linéaire, mais avec
moins de variables. Alors, il est nécessaire d’utiliser des fonctions ayant un grand
ordre de résilience, au sens de la définition suivante.
Définition 2.18 (Ordre d’immunité aux corrélations [Sie84]). Une fonction
booléenne f à n variables est sans corrélation d’ordre t si le biais de f reste
inchangé en fixant t variables quelconques en entrée. De plus, une fonction
équilibrée et sans corrélation d’ordre t est appelée ŕésiliente d’ordre t.
En plus que d’avoir un ordre de résilience suffisamment élevé pour éviter
certaines attaques, il est aussi nécessaire que les fonctions booléennes utilisées
comme blocs de construction de chiffrements aient un degré algébrique suffi-
samment élevé. Or, il y a un compromis entre le degré algébrique et l’ordre de
résilience.
Proposition 2.19. [Sie84] Soit f une fonction booléenne à n variables. Alors
son ordre d’immunité aux corrélations satisfait
t+ deg(f) ≤ n .
Si de plus f est équilibrée et t < n− 1, alors
t+ deg(f) ≤ n− 1 .
2.4.3 Immunité algébrique
Alors que le degré algébrique des fonctions booléennes était considéré comme
un bon critère pour résister aux attaques algébriques, il est apparu en 2003 [Cou03]
que ce n’était pas le critère pertinent pour résister aux attaques algébriques,
et que le critère approprié était l’immunité algébrique, au sens de la définition
suivante.
Définition 2.20 (Immunité algébrique). Soit f une fonction booléenne à n
variables, alors l’immunité algébrique de f , notée AI(f) est définie par
AI(f) = min{deg g, g ∈ Bn, g 6= 0, gf = 0 ou g(f + 1) = 0} .
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L’idée sous-jacente à ce critère est qu’une équation de haut degré peut en
“cacher une autre”. Prenons par exemple notre fonction f1, qui est de degré
algébrique 3. On a
f(x1, x2, x3) = x2 + x1x3 + x1x2x3 .
Supposons de plus que l’on a accès à une valeur en sortie de cette fonction, par
exemple 1, et que l’on cherche à établir une relation entre les valeurs en entrées.
A priori, l’équation
x2 + x1x3 + x1x2x3 = 1 (2.1)
est de degré 3. Or, la relation
(1 + x1 + x2 + x1x2)(x2 + x1x3 + x1x2x3) = 0
est satisfaite pour tout triplet (x1, x2, x3) ∈ F32. Donc, l’équation (2.1) implique
0 = 1 + x1 + x2 + x1x2
qui est une relation de degré 2.
Il est bien connu que l’immunité algébrique optimale est dn/2e quand n est
le nombre de variables de la fonction booléenne [CM03].
2.4.4 Construction en somme directe
Une fois que nous avons défini les critères cryptographiques, il est nécessaire
de construire des fonctions ayant de bonnes propriétés. Une manière relativement
simple et que nous utiliserons parfois dans le document est de construire des
fonctions booléennes à l’aide de la somme directe, en ajoutant deux fonctions
dont les variables sont indépendantes.
Définition 2.21 (Somme directe). Soit f une fonction booléenne à n variables
et g une fonction booléenne à m variables, alors la somme directe de f et de g
est la fonction booléenne F à n+m variables définie par
F (x, y) = f(x) + g(y)
où x ∈ Fn2 et y ∈ Fm2 .
Cette construction permet d’assurer que la fonction F hérite à la fois des
bonnes propriétés de f et des bonnes propriétés de g pour la non-linéarité et
l’immunité algébrique. Par exemple, si f ou g est équilibrée, alors F est équilibrée.
Plus généralement, on a les propriétés suivantes [Car07, MJSC16]. Soit F la
somme directe de f à n variables et g à m variables, alors
— NL(F ) = 2mNL(g) + 2nNL(g)− 2NL(f)NL(g) ;
— AI(f) + AI(g) ≥ AI(F ) ≥ max(AI(f),AI(g)) ;
— res(F ) = res(f) + res(g) + 1,
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où res désigne l’ordre de résilience.
Un grand nombre de questions restent ouvertes sur les fonctions booléennes,
au regard de ces propriétés cryptographiques. Il existe pléthore de résultats, de
bornes et de constructions de fonctions booléennes appliquées à la cryptographie.
Pour le.a lecteur.rice qui s’intéresse au sujet, nous renvoyons au livre de C. Carlet :
Boolean Functions for Cryptography and Error Correcting Codes [Car07], qui
rassemble un grand nombre de résultats connus.
Nous verrons dans ce document comment revisiter plusieurs propriétés cryp-
tographiques au regard des diverses faiblesses que nous allons mettre en évidence
sur certains types de systèmes.
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Chapitre 3
Attaques par invariant sur
les chiffrements par bloc
Dans ce chapitre, nous investiguons un nouveau type d’attaque sur les chiffre-
ments par bloc appelé attaques par invariant, apparu récemment sur un certain
nombre de chiffrements par bloc légers. Les résultats obtenus dans ce chapitre
ont été publiés à CRYPTO en 2017 dans [BCLR17].
3.1 Les chiffrements par bloc
Les chiffrements par bloc forment une famille d’algorithmes de chiffrement
symétrique classiques et très largement utilisés actuellement. L’AES (Advanced
Encryption Standard) est le standard actuel (FIPS 197) de chiffrement par
bloc [DR02] et est utilisé dans de nombreuses applications. Pour transformer un
chiffrement par bloc en un schéma générique qui permet de traiter des messages
de longueur arbitraire, ces derniers sont découpés en plusieurs parties (blocs) de
taille identique, puis ces blocs sont combinés d’une certaine manière au moyen
d’un mode opératoire.
Les modes opératoires. En cryptographie, les modes opératoires décrivent la
manière d’enchâıner les appels au chiffrement par bloc pour chiffrer un message
de taille arbitraire. Selon le contexte, certains modes opératoires sont plus adaptés
que d’autres. On peut citer parmi les plus utilisés, OFB (OutPut FeedBack),
CFB (Cipher FeedBack) ou CBC (Cipher Feedback) qui sont standardisés par le
NIST 1 (FIPS 81).
Habituellement, la sécurité des modes opératoires est analysée indépendam-
ment des algorithmes de chiffrement par bloc. Ainsi, certains modes opératoires
sont vulnérables à des attaques intrinsèques, qui sont à prendre en compte lors
1. National Institute of Standards and Technology
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du choix dudit mode opératoire. Finalement, la sécurité globale du schéma de
chiffrement utilisé dépend à la fois du chiffrement par bloc et du mode opératoire.
3.1.1 Conception des chiffrements par bloc
Un chiffrement par bloc est défini de la manière suivante.
Définition 3.1 (Chiffrement par bloc). Un chiffrement par bloc E de taille
de clef κ opérant sur des blocs de n bits est défini comme une famille de 2κ
permutations de Fn2 notées (Ek)k∈Fκ2 .
En d’autres termes, à chaque clef secrète k ∈ Fκ2 , on associe une permutation
qui est notée Ek.
D’une manière générale, le concepteur d’un chiffrement par bloc doit faire
en sorte qu’il soit difficile de différencier chaque permutation Ek pour k ∈ Fκ2
d’une permutation aléatoire. Les principes qui régissent la construction d’un
chiffrement par bloc sont les notions de confusion et de diffusion introduits par
C. Shannon [Sha49]. Pour des raisons évidentes d’implémentation ainsi que pour
éviter certaines vulnérabilités, le cryptologue travaille principalement sur des
tailles de bloc de 64, 128 ou 256 bits. Il est donc hors de portée de décrire les
permutations Ek avec leur table de vérité et ce pour chaque clef secrète k. De
plus, chaque permutation est “compliquée” 2 puisqu’elle doit être indistinguable
d’une permutation choisie aléatoirement.
Une solution à ce problème consiste à définir une permutation facile à décrire
ayant des propriétés distinctives, puis de l’itérer, afin de rendre l’algorithme
suffisamment compliqué. Cette permutation itérée est appelée la fonction de tour,
et le nombre de tours correspond au nombre d’itérations. À chaque itération, la
fonction de tour dépend d’une clef secrète dont la valeur change avec l’indice du
tour. L’ensemble de ces clefs de tour est dérivé de la clef-mâıtre par un algorithme
de cadencement de clef.
Actuellement, tous les chiffrements par bloc sont conçus sur ce modèle itératif.
Celui-ci est décrit à la figure 3.1.
Les deux principales structures itératives sont les réseaux de Feistel et les
réseaux de substitution-permutation (SPN - Substitution Permutation Network).
3.1.2 Les réseaux de Feistel
Le principe des réseaux de Feistel est de découper un bloc de taille fixe en
deux parties (droite et gauche). Si X est un mot de 2n bits, on note Xg et Xd
ses parties gauche et droite : X = Xg||Xd. On applique ensuite une fonction
Fk non-nécessairement bijective sur la partie droite et le résultat d’un tour de
Feistel est défini par Y = Xd||Fk(Xd)⊕Xg. Ce schéma est décrit à la figure 3.2
Par construction, un tour de Feistel est toujours une permutation de Fn2 quel
que soit le choix de la fonction Fk. En effet, il s’agit d’une involution à une
permutation près des deux moitiés.
2. degré algébrique élevé, pas de structure particulière a priori visible,...
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Cadencement de clef
F F F F· · ·
K
M C
k1 k2 kr−1 kr
Figure 3.1 – Schéma d’un chiffrement par bloc EK construit de manière
itérative.
3.1.3 Les réseaux de substitution-permutation
Une autre façon de concevoir un chiffrement par bloc est d’utiliser un réseau
de substitution-permutation, construction décrite à la figure 3.3. Ici, la fonction
de tour consiste en l’addition d’une clef de tour, puis d’une permutation sans
paramètre, définie par l’application en parallèle de petites substitutions opérant
souvent sur 4 ou 8 bits appelées bôıtes-S apportant la confusion au chiffrement.
Cette permutation est ensuite composée avec une opération linéaire apportant la
diffusion. Afin d’assurer la bijectivité du chiffrement, il faut que chaque élément
soit inversible. Il existe de nombreux critères de sécurité sur l’application linéaire
et sur les bôıtes-S qui garantissent que le chiffrement résiste à certaines attaques.
Ainsi, pour assurer une bonne diffusion, on utilise des applications linéaires
définies par un code linéaire ayant une distance minimale et une distance duale
élevée, par exemple un code MDS (Maximum Distance Separable). Par ailleurs,
l’emploi de bôıtes-S ayant une bonne uniformité différentielle (respectivement une
bonne non-linéarité) assurera une certaine résistance aux attaques différentielles
(respectivement linéaires).
3.1.4 Attaques connues sur les chiffrements par bloc.
Les deux principales cryptanalyses sur les chiffrements par bloc sont la crypta-
nalyse différentielle et la cryptanalyse linéaire. Pour la cryptanalyse différentielle,
l’attaquant.e essaye de trouver un biais statistique dans la distribution de la
différence entre deux chiffrés correspondant à des clairs ayant une différence
fixée. Pour la cryptanalyse linéaire, l’attaquant.e essaye de trouver de bonnes
approximations affines faisant intervenir les bits du texte clair et du texte chiffré.
À chaque attaque, on associe des critères cryptographiques garantissant
la résistance à ce type de cryptanalyse. Par exemple, pour la cryptanalyse
différentielle, le critère associé est d’avoir une faible uniformité différentielle, au
sens de la définition 3.2 suivante.
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Figure 3.2 – Schéma d’un tour de Feistel où ki la clef de tour, dérivée de la
clef mâıtre par le cadencement de clef.







Figure 3.3 – Schéma d’un tour d’un réseau de substitution/permutation où
S est la couche de substitution définie comme la concaténation des bôıtes-S
Sb et L la couche linéaire et ki la clef de tour, dérivée de la clef mâıtre par le
cadencement de clef.
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Définition 3.2 (Uniformité différentielle). Soit F une fonction de Fn2 dans F
n
2 ,
l’uniformité différentielle δ(F )de F est la quantité





#{x ∈ Fn2 , F (x+ a) + F (x) = b}
Cryptographie à bas coût. Dans un souci de réduction du coût d’implém-
entation des algorithmes cryptographiques, certaines composantes des chiffre-
ments par bloc sont réduites à leur substantifique moëlle : on réduit le nombre de
XOR dans la couche linéaire 3 ; on utilise des bôıtes-S sur 4 bits plutôt que sur
8 bits ; on réduit le cadencement de clef à la seule addition d’une constante de
tour (souvent très creuse). En revanche, afin de continuer à assurer une certaine
sécurité, on augmente parfois le nombre de tours. Nous pouvons citer par exemple
les algorithmes de chiffrement LED [GPPR11], PRESENT [BKL+07], Simon &
Speck [BSS+13],...
Parmi tous ces chiffrements à bas coût relativement récents 4, beaucoup
se sont retrouvés confrontés à un nouveau type d’attaque, sans lien a priori
avec les attaques différentielles ou linéaires : les attaques par sous-espace inva-
riant [LAAZ11, LMR15] ainsi que leur généralisation proposée par Todo, Leander
et Sasaki appelée “attaque par invariants non-linéaires” [TLS16]. Ces attaques
ont mis en évidence des vulnérabilités dans bon nombre de ces chiffrements, no-
tamment PRINTcipher [KLPR10, LAAZ11], Midori64 [BBI+15, GJN+16, TLS16],
iSCREAM [HCJ02, LMR15] et SCREAM [HCJ02, TLS16], NORX v2.0 [AJN14,
CFG+17], la famille incluant Simpira v1 [Røn16, GM17] et Haraka v.0 [KLMR16,
Jea16]. Dans la suite, nous appellerons ces deux attaques sous la terminolo-
gie attaques par invariant. Avec Christof Beierle, Anne Canteaut et Gregor
Leander, nous avons expliqué pourquoi certains chiffrements étaient vulnérables
aux attaques par invariant, et avons montré pour la première fois comment les
constantes de tour devaient être choisies en fonction de la couche linéaire afin de
s’en prémunir.
Organisation du chapitre. La première section de ce chapitre est consacrée
à des notions classiques nécessaires à la compréhension de notre travail, ainsi qu’à
certaines observations simples sur les invariants. Dans la deuxième section, nous
nous intéressons à prouver l’absence (ou l’existence) d’invariants à la fois pour la
couche linéaire et la couche de substitution dans un chiffrement de type SPN.
Nous appliquons cette technique générale à plusieurs chiffrements à bas coût
proposés récemment. Enfin, dans la dernière section, nous montrons comment
choisir les constantes afin de se prémunir contre les attaques par invariant.
3. Trouver des matrices MDS avec le plus petit nombre de XOR est un problème difficile et
d’actualité [KLSW17, DL18]
4. Une vue d’ensemble des chiffrements à bas coût, accompagnée des meilleures attaques
connues sur chacun est disponible sur le site Web https://www.cryptolux.org/index.php/
Lightweight_Block_Ciphers
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3.2 Préliminaires et premières observations
3.2.1 Structures linéaires
On note Bn l’ensemble des fonctions booléennes à n variables. Les fonctions
booléennes constantes sont notées 0 et 1. La fonction dérivée de f ∈ Bn dans la
direction α ∈ Fn2 est notée ∆αf et est définie par ∆αf := x 7→ f(x+ α) + f(x).
Définition 3.3 (Structures linéaires). Un élément α ∈ Fn2 est une structure
linéaire de f ∈ Bn si ∆αf est une fonction booléenne constante.
Proposition 3.4 (Structures linéaires). L’ensemble des structures linéaires
d’une fonction booléenne f forme un sous-espace vectoriel de Fn2 et est appelé
l’espace linéaire de f . On note LS(f) l’ensemble des structures linéaires de f :
LS(f) := {α ∈ Fn2 |∆αf = c, c ∈ {0,1}}
3.2.2 Principe des attaques par invariant
On considère un chiffrement par bloc E qui opère sur des blocs de taille n et
dont la taille de la clef est κ :
E : Fn2 × Fκ2 → Fn2 (3.1)
(x, k) 7→ Ek(x) (3.2)
L’idée de l’attaque par invariant est d’identifier un sous-ensemble non trivial A
de Fn2 tel que la partition (A,F
n
2\A) est préservée par l’application du chiffrement
pour un nombre non-négligeable de clefs k : on cherche donc A ⊆ Fn2 tel que
Ek(A) = A ou Ek(A) = Fn2\A.
Définition 3.5 (Sous-ensemble invariant). Soit F une permutation de Fn2 et
A ⊂ Fn2 . On dit que A est un invariant pour F si la partition (A,Fn2\A) est
préservée par F .
Le cas particulier où A est un sous-espace affine correspond aux attaques par
sous-espaces invariants.
Définition 3.6 (Invariants triviaux). Les invariants triviaux sont l’ensemble
vide ∅ et l’espace tout entier Fn2 .
Les clefs pour lesquelles A est un invariant pour Ek sont donc des clefs faibles
du chiffrement, au regard des attaques par invariant. En effet, si une clef faible
k0 est utilisée, alors l’attaquant.e est capable de distinguer la permutation Ek0
d’une permutation aléatoire, en exploitant l’existence d’un invariant pour cette
clef. Dit autrement, ce distingueur peut aussi être utilisé sur Ek, afin de décider
si la clef utilisée est faible ou pas, ce qui donne directement de l’information à
l’attaquant.e sur la clef secrète. Si l’ensemble des clefs faibles est petit face au
nombre total de clef, alors l’avantage de l’attaquant.e n’est pas si grand, puisque
la probabilité qu’une clef faible soit utilisée est trop petite. Dans tous les cas,
l’existence d’invariants n’est pas une propriété souhaitable pour un chiffrement
par bloc.
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3.2.3 Lien entre invariants et fonctions booléennes
Afin de travailler dans l’espace Bn, on identifiera les sous-ensembles de Fn2
avec leurs fonctions indicatrices, et on désignera de manière équivalente par
l’expression invariant pour F la fonction booléenne qui lui est associée. Chercher
des sous-ensembles invariants pour Ek de Fn2 est donc équivalent à chercher toutes
les fonctions booléennes g telles que g+ g ◦Ek est constante. En effet, si A ⊆ Fn2
est un invariant pour Ek, alors sa fonction indicatrice vérifie g ◦ Ek(x) = g(x)
pour tout x ∈ Fn2 si Ek(A) = A et g ◦ Ek(x) = g(x) + 1 pour tout x ∈ Fn2 si
Ek(A) = Fn2\A.
Définition 3.7 (Invariant). Soit F une permutation de Fn2 et g ∈ Bn, on dit
que g est un invariant pour F si la fonction g + g ◦ F est constante.
Définition 3.8 (Ensemble des invariants). Soit F une permutation de Fn2 , alors
l’ensemble des invariants U(F ) ⊆ Bn est défini par
U(F ) := {g ∈ Bn|g + g ◦ F est constante} .
Corollaire 3.9. L’ensemble des invariants est un sous-espace vectoriel de Bn.
Démonstration. Les deux invariants triviaux (∅ et Fn2 ) correspondent aux deux
fonctions g constantes (0 et 1). De plus, si f1 et f2 appartiennent à U(F ), alors
f1 + f2 appartient à U(F ). En effet, soit c1 et c2 appartenant à F2, telles que
pour tout x ∈ Fn2 , f1(x) + f1 ◦ F (x) = c1 et f2(x) + f2 ◦ F (x) = c2, alors on a
(f1 + f2)(x) + (f1 + f2)(F (x)) = c1 + c2 pour tout x ∈ Fn2 et est donc constante,
donc f1 + f2 ∈ U(F ).
3.2.4 Décomposition en cycles des permutations
Quand il s’agit d’étudier les invariants d’une permutation, il est tout na-
turel de représenter cette dernière en fonction de ses cycles disjoints. En effet,
n’importe quel sous-ensemble invariant ne peut être qu’une réunion de cycles
disjoints [TLS16].
3.2.4.1 Représentation en cycles
Proposition 3.10 (Dimension de U(F ) [TLS16]). Soit F une permutation de
Fn2 et c1 ◦ c2 ◦ · · · ◦ cm sa décomposition en cycles disjoints, alors
dim(U(F )) = m .
Proposition 3.11 (Cycle de taille impaire [TLS16]). Soit F une permutation
de Fn2 possédant au moins un cycle de longueur impaire, alors tout invariant g
pour F vérifie g(x) = g ◦ F (x) pour tout x ∈ Fn2 .
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3.2.4.2 Le cas des involutions
Lorsque l’on a des contraintes très fortes sur la taille du circuit que l’on veut
utiliser pour le chiffrement, il peut être très utile de concevoir un algorithme
de chiffrement qui utilise le même circuit à la fois pour le chiffrement et pour
le déchiffrement. Évidemment, le chiffrement n’est pas une involution sinon il y
aurait un distingueur évident, notamment sur le nombre de points fixes moyen
d’une involution [FS09], mais chaque composante du chiffrement peut être une
involution. C’est le cas par exemple du chiffrement Noekeon proposé par Joan
Daemen, Michaël Peeters, Gilles Van Assche et Vincent Rijmen [DPAR00].
On déduit directement de la proposition 3.10 le résultat suivant.
Proposition 3.12 (Invariants des involutions). Soit F une involution de Fn2 ,
alors dim(U(F )) ≥ 2n−1.
Ainsi, si l’on considère une bôıte-S involutive opérant sur 4 bits, alors la
dimension de l’espace des invariants vaut au moins 23 = 8, et la dimension de
l’espace des fonctions booléennes à 4 variables de degré inférieur ou égal à 2
vaut 1 + 4 + 6 = 11. Comme la dimension de l’espace vectoriel des fonctions
booléennes est 16, l’intersection des invariants et des fonctions quadratiques
est nécessairement non-vide. Dans ces conditions, on peut affirmer que toute
involution sur 4 bits admet au moins un invariant quadratique.
En revanche, dès que l’on considère des permutations sur F1282 ou même F
64
2 ,
il devient très rapidement hors de portée de décrire l’espace des invariants sans
faire certaines hypothèses fortes sur ces permutations. Même si l’on considère
que nos permutations sont la concaténation de plusieurs petites permutations
opérant sur 4 ou 8 bits (ce qui correspond à la couche de substitution), décrire
les invariants en fonction des invariants des bôıtes-S utilisées est ardu.
Comme il semble actuellement algorithmiquement infaisable d’étudier les inva-
riants de toute la fonction de tour, il est tout naturel de regarder indépendamment
les invariants de la couche linéaire et de la couche de substitution.
3.3 Prouver l’absence d’invariants sur des SPN
3.3.1 Propriétés générales
Dans tout ce qui suit, on considère des chiffrements par bloc conçus comme des
réseaux de substitution-permutation (figure 3.3). Habituellement, les techniques
utilisées pour les attaques par invariant consistent à chercher des sous-ensembles
qui sont invariants à la fois par la couche de substitution et par la couche linéaire,
c’est-à-dire par chaque composante du chiffrement séparément. L’algorithme
décrit par Leander et al. dans [LMR15] permet de chercher des espaces invariants
sur toute la fonction de tour, mais il ne fonctionne que sur des sous-espaces
vectoriels de grande dimension relativement à la taille de bloc. Dans ces conditions,
nous nous intéressons à des sous-ensembles invariants dont la structure et la taille
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sont arbitraires, mais qui sont invariants à la fois par la couche linéaire composée
avec l’addition de la clef de tour (Addki ◦L) et par la couche de substitution (S).
Cependant, nous avons montré qu’imposer l’invariance par la couche linéaire
à chacun des tours implique l’existence de structures fortes sur ces invariants.
Proposition 3.13 (Condition sur les invariants par Addki ◦ L). Soit L une
permutation de Fn2 et soit g ∈ Bn un invariant à la fois pour Addki ◦ L et pour
Addkj ◦ L avec ki et kj deux clefs de tours différentes. Alors LS(g) est un espace
linéaire invariant par L qui contient ki + kj.
Démonstration. Par définition de g, il existe a et b dans F2 tels que pour tout
x ∈ Fn2 ,
g(x) = g(L(x) + ki) + a et g(x) = g(L(x) + kj) + b .
Cela implique que, pour tout x ∈ Fn2 ,
g(L(x) + ki) + g(L(x) + kj) = a+ b ,
Comme L est inversible, on a de manière équivalente :
g(y + ki + kj) + g(y) = a+ b, ∀y ∈ Fn2
ce qui signifie que (ki+kj) ∈ LS(g). Il reste à montrer que l’espace des structures
linéaires de g est invariant par L.
Soit s ∈ LS(g), alors il existe une constante c ∈ F2 telle que g(x) = g(x+s)+c.
Comme g est un invariant pour Addki ◦ L, on a
g(L(x) + ki) + a = g(x) = g(x+ s) + c = g(L(x) + L(s) + ki) + (a+ c) .
Par le changement de variable y := L(x) + ki, on obtient que
g(y) = g(y + L(s)) + c, ∀y ∈ Fn2 , (3.3)
ce qui signifie que L(s) ∈ LS(g).
Cette proposition nous donne une première condition nécessaire sur l’existence
d’un invariant à la fois pour L et S. Cette propriété a été observée pour la
première fois dans [Ava17] mais dans le contexte particulier de l’attaque par sous-
espace invariant. Ainsi, l’attaquant.e doit trouver un invariant pour la couche
de substitution dont l’espace linéaire est invariant par L et contient l’ensemble
des différences entre les clefs de tour. Ces différences entre les clefs de tour
sont a priori dépendantes de la clef mâıtre, et donc secrètes. Cependant, dans
la plupart des chiffrements à bas coût (Noekeon [DPAR00], Midori [BBI+15],
Rectangle [ZBL+14] pour n’en citer que quelques uns), le cadencement de clef
consiste uniquement en l’addition d’une constante de tour (RCi) à la clef mâıtre :
∀1 ≤ i ≤ t, ki = RCi + k .
Dans ce cas particulier, les différences entre les clefs de tour sont égales aux
différences entre les constantes de tour qui sont des quantités publiques. Notre
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condition nécessaire sur les invariants g de la couche de substitution devient donc
indépendante de la clef de chiffrement. Plus précisément, LS(g) est un espace
vectoriel qui doit être invariant par l’application de L et qui doit contenir les
différences (RCi + RCj) pour toute paire de constantes de tour.
Comme LS(g) est un espace vectoriel, nous nous intéressons au plus petit
espace vectoriel qui contient les différences entre les constantes de tour.
Définition 3.14 (Espace WL(c)). Soit L une permutation linéaire sur Fn2 . Pour
tout c ∈ Fn2 , le plus petit sous-espace de Fn2 invariant par L qui contient c, noté
WL(c) est
〈Li(c), i ≥ 0〉 .
Démonstration. Tout d’abord, il est clair, par construction, que l’espace 〈Li(c), i ≥
0〉 est inclus dans WL(c) puisque WL(c) est un sous-espace vectoriel de Fn2 in-







et donc appartient à l’espace vectoriel défini par 〈Li(c), i ≥ 0〉. On peut donc
conclure que ce sous-espace de Fn2 est le plus petit espace invariant par L et qui
contient c.
On peut naturellement généraliser cette définition à plusieurs éléments. Soit
D un sous-ensemble de Fn2 , on définit WL(D) ⊆ Fn2 comme étant le plus petit








Dans notre contexte, D sera le sous-ensemble défini par les différences entre
les clefs de tour (i.e. entre les constantes de tour). Pour que l’attaque par
invariant puisse fonctionner, il faut donc trouver un invariant g pour la couche de
substitution tel que WL(D) ⊆ LS(g). Intuitivement, le concepteur du chiffrement
devra donc faire en sorte pour que la dimension de WL(D) soit la plus grande
possible : plus celle-ci est élevée, moins nous avons de degrés de liberté pour
choisir g.
3.3.1.1 Quelques exemples
Afin de comprendre plus en détail ce qui se passe, nous regardons plusieurs
algorithmes de chiffrement par bloc ayant les spécificités décrites ci-dessus, c’est-
à-dire des clefs de tour qui sont égales à la clef mâıtre à l’addition d’une constante
de tour près.
Skinny. Skinny est une famille de chiffrement adaptable 5 proposée par Christof
Beierle, Jérémy Jean, Stefan Kölbl, Gregor Leander, Amir Moradi, Thomas
5. Tweakable Block Cipher en anglais
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Peyrin, Yu Sasaki, Pascal Sasdrich et Siang Meng Sim dans [BJK+16] dans
le but d’être le plus “léger” possible, sans pour autant sacrifier de la sécurité.
Les bôıtes-S de Skinny sont de taille 4 (respectivement 8) pour la version à 64
bits (respectivement 128 bits). L’opération ShiftRows est identique à celle de
l’AES à l’exception de la direction de la rotation et la matrice correspondant à
MixColumns est la suivante : 
1 0 1 1
1 0 0 0
0 1 1 0
1 0 1 0

et a la particularité d’être binaire (à la différence de celle de l’AES). En composant
cette matrice par ShiftRows, on se retrouve avec un étage linéaire que l’on peut
représenter par une matrice carrée binaire de taille 16 qui opère sur les 16 quartets
(respectivement octets) de l’état de 64 (respectivement 128) bits.
Skinny-64. Pour la version sans “tweak” de Skinny-64-64, les mêmes clefs
de tour sont réutilisées tous les 16 tours à une constante près. Donc les différences
entre les sous-clefs (ki + ki+16) pour tout i sont indépendantes de la clef mâıtre.
En définissant le sous-ensemble D suivant :
D := {RC1 + RC17,RC2 + RC18,RC3 + RC19,RC4 + RC20,RC5 + RC21}
on obtient que WL(D) = F642 .
Skinny-128. Pour Skinny-128, les constantes de tour sont toutes de la
forme suivante : 
c0 0 0 0
c1 0 0 0
c2 0 0 0
0 0 0 0

où c0 est à valeurs dans l’ensemble {0x00, . . . , 0x0f}, c1 est à valeurs dans
{0x00, . . . , 0x03} et c2 = 0x02. Ainsi, les 4 premiers bits de chaque octet de l’état
ne sont pas affectés par les constantes de tour. Comme la matrice représentant la
couche linéaire est binaire, on en déduit que WL(D) est un sous-espace de F1282
de dimension au plus 64.
Prince. Prince est un SPN dont le but est d’avoir une faible latence. Il a
été conçu par Julia Borghoff, Anne Canteaut, Tim Guneysu, Elif Bilge Kavun,
Miroslav Knezevic, Lars R. Knudsen, Gregor Leander, Ventzislav Nikov, Chris-
tof Paar, Christian Rechberger, Peter Rombouts, Søren S. Thomsen et Tolga
Yalcın [BCG+12]. Prince utilise 10 clefs de tours différentes (ki)1≤i≤10, de la
forme ki = k + RCi. De plus, une propriéte particulière au chiffrement (appelée
α-réflection) impose la condition suivante : pour tout 1 ≤ i ≤ 10, ki + k11−i = α
où α est une constante fixée (dérivée de π). L’intérêt de cette propriété est de
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permettre d’utiliser le même algorithme pour déchiffrer que pour chiffrer, en
utilisant simplement k+α au lieu de k. Ainsi, nous devons considérer l’ensemble
suivant :
D := {α,RC1 + RC2,RC1 + RC3,RC1 + RC4,RC1 + RC5}
On obtient finalement que dimWL(D) = 56.
Mantis. Cet algorithme de chiffrement par bloc a été proposé dans le même
article que Skinny, mais ressemble assez à Prince, et a le même but : avoir une
faible latence. Tout comme pour Prince, les clefs de tours de Mantis7 suivent aussi
la propriété d’α-réflection. Ainsi, on considère de la même manière l’ensemble
suivant :
D := {α,RC1 + RC2,RC1 + RC3,RC1 + RC4,RC1 + RC5,RC1 + RC6,RC1 + RC7}
et on obtient que dimWL(D) = 42.
Midori-64. Cet algorithme de chiffrement par bloc a été proposé par Subhadeep
Banik, Andrey Bogdanov, Takanori Isobe, Kyoji Shibutani, Harunaga Hiwatari,
Toru Akishita et Francesco Regazzoni [BBI+15] et est conçu dans un souci de
réduction de consommation d’énergie. C’est aussi un SPN, et la couche linéaire
qui est la composition de ShuffleCell et de MixColumn donne une application
linéaire qui se représente par une matrice carrée binaire de taille 16 qui interagit
mal avec les constantes de tour : la dimension de WL(D) est beaucoup plus
petite. En effet, les constantes de tour sont ajoutées seulement au bit de poids
faible de chaque moitié d’octet, ce qui implique que WL(D) = {0000, 0001}16.
3.3.2 Un cas trivial
On suppose maintenant que la dimension de l’espace vectoriel WL(D) est au
moins égale à n− 1 où n est la taille des blocs.
Proposition 3.15. On suppose que la dimension de WL(D) est au moins égale
à n− 1. Alors, toute fonction g ∈ Bn telle que WL(D) ⊆ LS(g) est linéaire ou
constante. Par conséquent, il n’existe pas d’invariant non-trivial g pour la couche
de substitution telle que WL(D) ⊆ LS(g), sauf si la couche de substitution possède
une composante de degré algébrique égal à 1.
Démonstration. D’après la proposition 14 dans [Car07],
dim LS(g) ≥ k ⇔ deg(g) ≤
{
n− k si k 6= n
1 si k = n
.
Ceci implique que, si dimWL(D) ≥ n− 1, g doit être linéaire ou constante. Si
g est constante, cela correspond aux deux ensembles invariants triviaux : ∅ et
Fn2 . En revanche, si g est linéaire, cela signifie qu’il existe une approximation
linéaire d’une composante de S avec probabilité 1, ou de manière équivalente
que la bôıte-S utilisée a une composante de degré 1.
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Il est évident que l’on peut écarter ce dernier cas, puisque les bôıtes-S sont
choisies avec la plus grande non-linéarité possible. Une approximation linéaire
avec probabilité 1 est donc le pire cas possible pour la cryptanalyse linéaire. Nous
pouvons donc naturellement écarter ce cas particulier de notre analyse.
Ainsi, pour le chiffrement Skinny-64, comme la dimension de WL(D) vaut
64, nous pouvons affirmer qu’il n’existe pas d’invariant non-trivial à la fois pour
la couche linéaire et pour la couche de substitution et ce pour n’importe quel
choix raisonnable de bôıte-S, i.e. qui ne serait pas trivialement cassé par la
cryptanalyse linéaire. Cependant, quand la dimension de WL(D) est bien plus
petite que la taille du chiffrement, nous n’avons pas d’argument particulier pour
décider de l’existence ou de l’absence d’invariants non-triviaux.
3.3.3 Le cas général
Dans cette partie, nous nous intéressons au cas où la dimension de WL(D) est
strictement inférieure à (n− 1) où n est la taille des blocs. Dans ces conditions,
nous ne pouvons plus prouver l’absence d’invariants non-triviaux en exploitant
uniquement la couche linéaire et son interaction avec les constantes de tour. Il
convient donc de considérer les propriétés des bôıtes-S utilisées. Plus précisément,
quand n− dimWL(D) est “suffisamment petit”, il est possible de regarder les
invariants g ∈ Bn non-triviaux potentiels pour la couche de substitution qui
admettent certaines structures linéaires particulières appelées structures linéaires
invariantes ou structures linéaires 0.
Définition 3.16 (Structures linéaires invariantes). Soit f ∈ Bn et α une struc-
ture linéaire de f , alors α est une structure linéaire invariante (ou structure
linéaire 0) si la fonction dérivée ∆αf est la fonction booléenne nulle. L’ensemble
des structures linéaires 0 de f forme un sous-espace vectoriel de LS(f) et est
noté LS0(f). Les éléments β ∈ LS(f) tels que ∆β(f) = 1 sont appelés structures
linéaires 1 de f .
Il est évident et bien connu [DW97] que dim LS0(f) ≥ dim LS(f)− 1.
3.3.3.1 Utilisation des structures linéaires invariantes
L’idée principale ici est de considérer un sous-espace noté Z, donné de l’espace
des structures linéaires 0 des invariants potentiels, et d’appliquer la couche de
substitution afin d’augmenter la dimension de ce sous-espace.
Proposition 3.17. Soit S une permutation de Fn2 , g un invariant pour S et
Z ⊂ Fn2 tels que LS0(g) ⊇ Z. Alors
— g est constante sur chaque translaté de Z ;
— g est constante sur S(Z).
Démonstration. Comme Z ⊆ LS0(g), pour tout a ∈ Fn2 et pour tout z ∈ LS0(g),
on a g(a + z) = g(a), c’est-à-dire que g est constante sur tous les ensembles
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(a + Z), a ∈ Fn2 . De plus, g étant un invariant pour S, il existe c ∈ F2 tel que
g ◦ S(x) = g(x) + c. Comme g est constante sur Z, on en déduit que g est
constante sur S(Z).
À l’aide de ces observations nous construisons un algorithme qui vérifie si
les invariants à la fois pour la couche de substitution et la couche linéaire de
chaque tour sont nécessairement triviaux. L’idée principale de l’algorithme décrit
par l’algorithme 1 est d’évaluer la couche de substitution S sur certaines valeurs
prises aléatoirement dans un sous-espace Z. En appliquant S, on augmente la
taille de l’ensemble R qui doit être inclus dans l’espace des structures linéaires
invariantes. Si la dimension de l’espace Z de départ est suffisamment proche de
n, alors nous pouvons espérer toucher tous les translatés de Z en appliquant S.
Si ce phénomène apparâıt, alors on en déduit l’absence d’invariants non-triviaux.
Algorithme 1 Vérifier que U(S) ∩ {g ∈ Bn | Z ⊆ LS0(g)} est trivial.





5: Ajouter à R un représentant du translaté de Z défini par S(z)
6: tant que |R| < 2n−dimZ
Plus précisément, cet algorithme calcule les différents translatés sur lesquels g
doit être invariant. Finalement, lorsque le nombre de translatés est suffisamment
grand, il en découle que g doit nécessairement être constante.
3.3.3.2 Déterminer Z
Jusqu’à maintenant, nous avons supposé la connaissance préalable d’un sous-
espace Z qui puisse servir de point de départ à l’algorithme 1. Or, Z doit être
un sous-espace de LS0(g) qui dépend (évidemment) d’un invariant potentiel déjà
connu. On pourrait donc penser que le serpent se mord la queue, mais c’est sans
compter sur les observations faites au début de cette section sur l’espace WL(D).
En revanche, nous nous restreignons aux structures linéaires invariantes et non à
toutes les structures linéaires. Or, chaque élément de l’espace WL(D) peut tout
aussi bien être une structure linéaire 0 ou une structure linéaire 1. Cependant
certaines structures linéaires invariantes peuvent être obtenues en utilisant les
deux approches suivantes.
Première approche. D’après l’équation (3.3) de la preuve de la proposi-
tion 3.13, on obtient le lemme qui suit.
Lemme 3.18. Soit g ∈ Bn un invariant pour Addki ◦ L pour une clef de tour
ki et soit V un sous-espace de LS(g) qui est invariant par L. Alors, pour tout
v ∈ V , (v + L(v)) est une structure linéaire invariante de g.
32
3.3. Prouver l’absence d’invariants sur des SPN
Démonstration. Soit v ∈ V . De la même manière qu’à la preuve de la proposi-
tion 3.13 à la page 27, nous considérons un invariant g pour Addki ◦ L. Alors,
comme V ⊂ LS(g), il existe une constante c ∈ F2 telle que pour tout x ∈ Fn2 ,
g(x) = g(x+ v) + c .
Comme g est un invariant pour Addki ◦ L, il existe une constante a ∈ F2 telle
que pour tout x ∈ Fn2 ,
g(L(x) + ki) + a = g(x) = g(x+ v) + c = g(L(x+ v) + ki) + a+ c .
En posant x′ = L(x) + ki, on obtient, pour tout y ∈ Fn2 ,
g(x′) = g(x′ + L(v)) + c .
Donc, pour tout x ∈ Fn2 , on a
g(x+ v) = g(x+ L(v)) ,
ce qui implique, en posant y := x+ v, que, pour tout y ∈ Fn2 ,
g(y) = g(y + v + L(v)) ,
ce qui signifie que (v + L(v)) ∈ LS0(g) et termine la preuve.
Pour utiliser ce lemme, une première façon de faire est tout simplement
d’appliquer l’algorithme 1 sur l’espace Z = WL(D
′) où D′ = {d + L(d), d ∈
D}. Cependant, la dimension de Z peut être trop petite (et donc l’algorithme
inefficace). Dans ce cas, il est nécessaire d’utiliser une approche différente : faire
tourner l’algorithme plusieurs fois, en considérant maintenant tous les choix
possibles pour les structures linéaires invariantes parmi tous les éléments de
l’espace D. Plus précisément, soit D = {d1, d2, . . . , dm, . . . , dt} où les éléments
d1, . . . , dm sont tous des structures linéaires 1, et dm+1, . . . , dt des structures
linéaires 0 pour un invariant g, avec la condition WL(D) ⊆ LS(g), alors la
technique naturelle consiste à s’intéresser à l’ensemble D′ défini par :
D′ = {d1 +L(d1), d2 +L(d2), . . . , dm+L(dm), dm+1, . . . , dt, d1 +d2, . . . , d1 +dm}
Par construction de l’ensemble D′, nous augmentons significativement la
dimension du sous-espace vectoriel WL(D
′) en ajoutant la somme des structures
linéaires 1. Les éléments de D′ sont donc (toujours par construction) des éléments
appartenant à LS0(g). Ainsi WL(D
′) ⊆ LS0(g) et nous pouvons alors appliquer
l’algorithme 1 sur Z = WL(D
′). Cependant, nous ne savons pas, au préalable,
quels éléments de D sont des structures linéaires 0. Il convient donc de faire
tourner l’algorithme 1 sur tous les choix possibles de structures linéaires 0 ou de
structures linéaires 1, c’est-à-dire 2t fois où t est la taille de l’ensemble D.
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Deuxième approche. Dans la première approche, nous utilisons plutôt la
partie linéaire, mais il est possible (sous certaines conditions) d’utiliser les
propriétés dérivées de la représentation en cycles de la bôıte-S.
Proposition 3.19. Soit g ∈ U(S) où S est une permutation de n bits possédant
un cycle de taille impaire. Alors toute structure linéaire de g qui appartient à
l’ensemble des images de l’application (S + Idn), i.e. à {S(x) + x|x ∈ Fn2}, est
une structure linéaire invariante de g.
Démonstration. Si la couche de substitution S possède un cycle de longueur
impaire, alors d’après la proposition 3.11, n’importe quel g ∈ U(S) vérifie
nécessairement la propriété g(x) = g(S(x)) pour tout x ∈ Fn2 . Soit g ∈ U(S) et
a ∈ LS(g). Cette structure linéaire a appartient à l’ensemble image de l’application
(S + Idn) s’il existe x0 ∈ Fn2 tel que S(x0) = x0 + a. On en déduit alors que
g(x0) = g(S(x0)) = g(x0 + a) ,
ce qui implique que a est une structure linéaire invariante de g.
En utilisant cette propriété particulière, on se rend compte que si l’on trouve
suffisamment d’éléments a ∈WL(D)∩ Im(S+ Idn), alors il nous suffit d’appliquer
l’algorithme 1 sur l’ensemble qui en découle. Nous utilisons cette approche sur le
chiffrement Mantis7.
3.3.4 Résultats sur certains SPN à bas coût
Prince. Pour ce chiffrement, nous utilisons la première méthode sur l’ensemble
D′ = {d+ L(d), d ∈ D}, où
D = {α,RC1 + RC2,RC1 + RC3,RC1 + RC3,RC1 + RC4,RC1 + RC5} .
Dans ce cas la dimension de WL(D
′) vaut 51. En faisant tourner l’algorithme 1
sur cet espace, nous prouvons l’absence d’invariants non-triviaux à la fois pour
la couche de substitution et la couche linéaire en quelques minutes (sur un
ordinateur standard).
Mantis. Pour ce qui est de Mantis7, la dimension de WL(D) vaut 42. La
construction de WL(D
′) impose que sa dimension ne peut être plus grande que
celle de WL(D). Comme |D| = 7, il faudrait faire tourner notre algorithme 27
fois sur un sous-espace de codimension 23 (ou 22 selon les cas), ce qui nous
coûterait beaucoup trop cher. Il convient donc d’exploiter la deuxième approche
(proposition 3.19).
La couche de substitution de Mantis7 est l’application en parallèle de la
bôıte-S suivante Sb qui opère sur 4 bits.
x 0 1 2 3 4 5 6 7 8 9 a b c d e f
Sb(x) c a d 3 e b f 7 8 9 1 5 0 2 4 6
x+ Sb(x) c b f 0 a e 9 0 0 0 b e c f a 9
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La couche de substitution possède un cycle de longueur impaire puisque la bôıte-S
utilisée dans Mantis7 a un point fixe. De plus, l’ensemble image de l’application
(Sb + Id4) est composée de 7 valeurs différentes : 0, 9, a, b, c, e, f. Les différentes
valeurs a ∈WL(D) pour lesquelles chaque sous-mot de 4 bits est égal à une valeur
comprise dans l’ensemble Im(Sb + Id4) sont des structures linéaires invariantes.
De plus, pour un élément a pris aléatoirement dans F642 , chaque sous-mot de
4 bits appartient à Im(Sb + Id4) avec une probabilité de (7/16). On a de plus
(7/16)16 ≈ 2−19.082. En pratique, nous trouvons donc en temps raisonnable
suffisamment d’éléments c ∈WL(D) qui engendrent tout l’espace WL(D), ce qui
implique immédiatement que WL(D) ⊆ LS0(g) pour n’importe quel invariant g
à la fois pour S et L. Nous pouvons ainsi appliquer l’algorithme 1 sur l’espace
complet Z = WL(D). L’algorithme se termine, ce qui nous permet d’assurer qu’il
n’existe pas d’invariants non-triviaux à la fois pour L et S dans le chiffrement
Mantis7.
3.3.5 Les invariants de Midori
Pour ce chiffrement, WL(D) = {000, 0001}16 et est donc de dimension 16
seulement. Ainsi, les techniques utilisées ci-dessus ne fonctionnent pas, ce qui est
normal puisqu’il existe des invariants à la fois pour la couche de substitution et
la couche linéaire. En revanche, nous pouvons décrire les supports de tous les
invariants pour Midori-64.
Afin de prouver les conditions nécessaires et suffisantes qui décrivent les
invariants de Midori, nous avons besoin au préalable du lemme suivant :
Lemme 3.20. Soit S une permutation de Fn2 dans lui-même, et W un sous-




S̃iW ({x}), x ∈ Fn2
où
S̃W : P(Fn2 ) → P(Fn2 )
X 7→
⋃
w∈W {S(S(x) + w) + w, x ∈ X} .
De plus, si S est une involution, alors il existe k ∈ N tel que AS,W (x) = S̃kW ({x})
pour tout x ∈ Fn2 .
Démonstration. Soit g ∈ U(S). Alors il existe c1 ∈ F2 tel que g(S(x)) = g(x)+c1
pour tout x ∈ Fn2 . Soit w ∈W où W ⊆ LS(g). Alors w est une structure linéaire
c2 de g, pour c2 ∈ F2. Ainsi, nous avons que, pour tout x ∈ Fn2 ,
g(S(S(x) + w) + w) = g(S(S(x) + w)) + c2
= g(S(x) + w) + c1 + c2
= g(S(x)) + c2 + c1 + c2
= g(x) + c1 + c2 + c1 + c2
= g(x)
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Ceci signifie que g est constante sur les ensemblesAS,W (x). Si S est une involution,
tout ensemble X satisfait X ⊆ S̃W (X) pour tout ensemble X. En effet, comme
0 ∈W , la propriété suivante est vérifiée :
S̃W (X) ⊇ {S(S(x)), x ∈ X} = X .
Ainsi, la suite d’ensembles (S̃iW ({x}))i∈N est croissante au sens de l’inclusion.
Comme nous sommes en dimension finie, il existe nécessairement un entier kx
tel que AS,W (x) = S̃kxW ({x}). On obtient alors le résultat voulu en choisissant
k = maxx kx.
Ce qui nous simplifie grandement la tâche pour Midori, c’est que les ensembles
AS,W (x) sont assez simples à décrire, puisque la couche de substitution est
l’application, en parallèle, de 16 bôıtes-S opérant chacune sur 4 bits. On note Sb
cette permutation sur 4 bits. Ainsi, notre espace W correspond alors à V à la
puissance 16 (au sens du produit cartésien) : W = V 16, où V = {0000, 0001}, ce
qui nous permet de décrire complètement les invariants pour la couche linéaire
et la couche de substitution de Midori.
Proposition 3.21. Soit S la couche de substitution utilisée dans Midori-64 et
W = {0000, 0001}16. Soit g ∈ Bn. Alors g ∈ U(S) et W ⊆ LS(g) si et seulement




Hb0b1 ×Hb2b3 × · · · ×Hb30b31
où h est une fonction booléenne à 32 variables telle que {00, 10}16 ⊆ LS(h) et les
ensembles Hab sont définis par
H00 = {8}, H10 = {9}, H01 = {0, 3, 5, 6, b, c, f} and H11 = {1, 2, 4, 7, a, d, e} .
Par exemple, l’invariant g1 utilisé dans l’attaque par invariant dans [GJN
+16]
peut être défini par Supp(g1) = {8, 9}16 et correspond alors à la fonction booléenne
h définie par
h(b0, . . . , b31) =
15∏
i=0
(1 + b2i+1) .
Démonstration. Comme S consiste en l’application de 16 fois Sb et que W = V 16,
avec V = {0000, 0001}, il en découle que, pour tout x0, . . . , x15 ∈ F42,
S̃W ({(x0, . . . , x15)})
= {Sb(Sb(x0) + w0) + w0, . . . , Sb(Sb(x15) + w15) + w15, wi ∈ V }
= S̃bV ({x0})× . . .× S̃bV ({x15}) .
Alors, pour tout k ∈ N,
S̃kW ({(x0, . . . , x15)}) = S̃b
k




3.3. Prouver l’absence d’invariants sur des SPN
De plus, la bôıte-S utilisée est une involution, donc on déduit du lemme précédent
que
AS,W (x0, . . . , x15) = ASb,V (x0)× . . .×ASb,V (x15) .
Pour le cas de la bôıte-S de Midori, on remarque rapidement que chaque ensemble
ASb,V (x) correspond à l’un des ensembles suivants :
H00 = {8}, H10 = {9}, H01 = {0, 3, 5, 6, b, c, f} and H11 = {1, 2, 4, 7, a, d, e} .
Ainsi, pour tout x = (x0, . . . , x15) dans F642 , il existe b ∈ F322 tel que
AS,W (x) = Hb0b1 ×Hb2b3 × · · · ×Hb30b31 .
Sans oublier le fait que chaque invariant g pour la couche de substitution avec
W ⊆ LS(g) doit être nécessairement constant sur chaque ensemble AS,W (x),




Hb0b1 ×Hb2b3 × . . .×Hb30b31
où B est un sous-ensemble de F322 qu’il nous reste à déterminer. Les ensembles
Hab étant disjoints, il en est de même pour le produit cartésien, ce qui, de manière
équivalente signifie qu’un invariant g pour la couche de substitution de Midori est





fb2ib2i+1 où Suppfb2ib2i+1 = Hb2ib2i+1 .
Afin de déterminer tous les invariants possibles (ou de manière équivalente les
ensembles B possibles), il faut prendre en compte les seuls qui nous assurent que
W ⊆ LS(g).
Soit h une fonction booléenne à 32 variables dont le support est B. On observe
que, pour chaque b0b1 ∈ F22, on a Hb0b1 + 0001 = Hb0+1,b1 . Ainsi, en notant
Hb = Hb0b1 × · · · ×Hb30b31 , on obtient que pour tout mot de 32 bits b, l’image
de la translation de Hb par w ∈W est égal à Hb+π(w), où π(w) ∈ F322 défini par
π(w)i = 00 si wi = 0000 et π(w)i = 10 si wi = 0001 pour tout 0 ≤ i ≤ 15. Donc,
si w ∈W est une structure linéaire invariante pour g, alors b ∈ F322 appartient
au support de h si et seulement si b+ π(w) appartient au support de h aussi. En
d’autres termes : π(w) est une structure linéaire invariante pour h, et de manière
équivalente pour les structures linéaires-1. Ainsi, π(W ) = {00, 10}16 ⊆ LS(h).




Hb0b1 × · · · ×Hb30b31
où π(W ) ⊆ LS(h). Chaque ensemble Hb2ib2i+1 est invariant par la bôıte-S, cette
propriété étant préservée par l’addition implique que g est un invariant pour
toute la couche de substitution de Midori. De plus, chaque w ∈ W 16 est une
structure linéaire pour g puisque π(w) est une structure linéaire pour h.
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Comme déjà dit avant la preuve, l’invariant g1 utilisé dans l’attaque par
invariant dans [GJN+16] est défini par Supp(g1) = {8, 9}16, ce qui correspond à
la fonction booléenne h définie par
h(b0, . . . , b31) =
15∏
i=0
(1 + b2i+1) .
Dans ce cas particulier, les éléments dans π(W ) = {00, 10}16 sont des structures
linéaires invariantes pour h, donc tous les éléments de WL(D) sont eux aussi des
structures linéaires invariantes pour l’invariant g1. Finalement, en notant les bits
de la j-ième cellule de Midori-64 par xj,3, xj,2, xj,1 et xj,0 le bit de poids faible,




(xj,1xj,2xj,3 + xj,1xj,3 + xj,2xj,3 + xj,3) .
Pour l’attaque par invariant non-linéaire décrite dans [TLS16], Todo et ses




(xj,3xj,2 + xj,2 + xj,1 + xj,0) .
cet invariant correspond au choix de la fonction booléenne à 32 variables h définie
par h(b) =
∑15
i=0 b2i. Ici, seulement les éléments dans WL(D) avec un nombre
pair de quartets non-nuls sont des structures linéaires invariantes pour g2. La
somme des ces deux fonctions booléennes (g1 + g2) nous donne alors un nouvel
invariant de degré 48. Cependant, cet invariant n’admet pas de nouvelles clefs
faibles, ce qui n’améliore pas l’attaque. En revanche, l’accès à plusieurs invariants
peut diminuer la quantité de données nécessaires pour mener à bien une attaque
par invariant comme nous le verrons à la fin de ce chapitre.
3.4 Critère de conception sur la couche linéaire
et les constantes de tour
Dans cette section, nous analysons les propriétés de l’espace WL(D). Nous
pouvons alors expliquer plus précisément d’où viennent les observations faites
à la section 3.3.1.1 sur les chiffrements par bloc existant et la dimension des
espaces WL(D) associés. Principalement, WL(D) dépend du choix des constantes
de tour et de l’application linéaire L, et c’est un mauvais choix de constantes de
tour, combiné avec des propriétés intrinsèques de la couche linéaire qui rendent la
dimension de l’espace WL(D) trop petite pour assurer une résistance aux attaques
par invariant. Afin de simplifier la lisibilité de cette section, nous commencerons
par une étude sur un ensemble D réduit à un unique élément arbitraire non nul
(D = {c}), puis nous généraliserons les résultats à un ensemble quelconque.
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Par souci de simplicité, mais aussi pour mieux contextualiser nos problèmes,
nous restreignons nos résultats sur la caractéristique 2 seulement, mais quelques
résultats qui suivent se généralisent à toute opération linéaire sur Fq où q est
une puissance d’un nombre premier.
3.4.1 Les propriétés de WL(c)
Dans toute la suite, c est un élément a priori arbitraire de Fn2 , où n désigne
toujours la taille des blocs du chiffrement et L est une application linéaire bijec-
tive sur Fn2 (couche de permutation du chiffrement). WL(c) est le sous-espace
défini par le lemme 3.14 comme le plus petit sous-espace de Fn2 contenant c et
invariant par L.
3.4.1.1 Première observation
Pour un unique élément c appartenant à Fn2 , la dimension de WL(c) est bornée
supérieurement par le degré du polynôme minimal de L.
Définition 3.22 (Page 176, [DF04]). Soit L une permutation linéaire de Fn2 . Le









i = 0 .
De manière équivalente, le polynôme minimal annulateur relativement à L d’un
élément c ∈ Fn2 (appelé simplement polynôme minimal de c) est le polynôme










Proposition 3.23 (Dimension de WL(c)). Soit L une permutation linéaire de
Fn2 . Pour tout élément non nul c ∈ Fn2 , la dimension de WL(c) est le degré du
polynôme minimal de c.
Démonstration. Par le lemme 3.14, on sait que WL(c) est l’espace vectoriel en-
gendré par les vecteurs Li(c) pour i ≥ 0. Soit d le plus petit entier tel que
c, L(c), . . . , Ld−1(c) soient linéairement indépendants. Par définition, d corres-
pond au degré du polynôme minimal de c. En effet, exprimer le fait que Ld(c)
appartienne à l’espace vectoriel 〈Li(c), 0 ≤ i < d〉 est équivalent à exprimer
l’existence de d éléments de F2 notés p′0, . . . , p
′












i. Ainsi d ≤ dimWL(c).
Il nous reste à montrer ici que d = dimWL(c), i.e. que tout élément
Ld+t(c) pour tout t ≥ 0 appartient à l’espace vectoriel engendré par l’en-
semble {c, L(c), . . . , Ld−1(c)}. On montre cette propriété par récurrence sur
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t. Par construction de d, la propriété est vraie pour t = 0. En supposant que la




i(c), on obtient que












Comme Ld(c) ∈ 〈c, . . . , Ld−1(c)〉, on déduit que Ld+t+1 ∈ 〈c, . . . , Ld−1(c)〉, ce
qui prouve la propriété au rang t+ 1 et qui conclut la preuve.
Au vu des définitions des polynômes minimaux à la fois de L et de c, il est
clair que le polynôme minimal de c (pour n’importe quelle valeur de c) est un
diviseur du polynôme minimal de L, ce qui nous donne directement une borne
supérieure pour la dimension de WL(c) : le degré du polynôme minimal.
Corollaire 3.24. Soit L une permutation linéaire de Fn2 . Pour tout c ∈ Fn2 , la
dimension de WL(c) est au plus le degré du polynôme minimal de L.
3.4.1.2 Une meilleure connaissance de WL(c)
Plus généralement, les valeurs possibles pour la dimension de WL(c) sont
exactement les degrés des diviseurs du polynôme minimal de L. Ici, nos résultats
sont obtenus grâce à une méthode constructive, en utilisant des matrices compa-
gnons, puis en généralisant à tous types de matrices inversibles en utilisant leur
représentation canonique.




polynôme unitaire de F2[X]. La matrice compagnon associée au polynôme g est
la matrice carrée de taille d définie de la manière suivante
C(g) =

0 1 0 . . . 0
0 0 1 . . . 0
...
0 0 0 . . . 1
g0 g1 g2 . . . gd−1

Quand degMinL = n. Dire que deg MinL = n est équivalent à dire que le
polynôme minimal de la matrice est égal à son polynôme caractéristique. Dans
ce cas particulier, on sait que l’on peut trouver une base de l’espace vectoriel
dans laquelle la matrice qui représente L est une matrice compagnon, dont le
polynôme associé est MinL (e.g. [Her75]). Ainsi, en exploitant cette représentation
particulière de notre couche linéaire sous forme de matrice compagnon, on peut
alors montrer la proposition suivante.
Proposition 3.26. Soit L une permutation linéaire de Fn2 dans F
n
2 telle que
deg MinL = n, i.e. telle qu’il existe une base dans laquelle la représentation de
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L est une matrice compagnon C(Q) avec Q ∈ F2[X] de degré n. Alors, pour
tout diviseur non-constant P de Q dans l’anneau des polynômes sur F2, il existe
c ∈ Fn2 tel que ordL(c) = P .
Démonstration. Quand il existe une base pour laquelle la représentation matri-
cielle de la permutation linéaire est une matrice compagnon C(Q), nous pouvons
considérer que les éléments c, L(c), L2(c), . . . sont des valeurs successives d’états
internes d’un LFSR (Linear Feedback Shift Register) de taille n, de polynôme
caractéristique Q et d’état initial c. Dans ces conditions, ordL(c) correspond
exactement au polynôme minimal de la suite engendrée par le LFSR de taille
n, de polynôme caractéristique Q et d’état initial c [LN83, Théorème 8.51]. Par
ailleurs, il est bien connu qu’il existe une bijection entre les suites (st)t≥0 pro-
duites par le LFSR de polynôme caractéristique Q et l’ensemble des polynômes
C ∈ F2[X] de degré plus petit que celui de Q [LN83, Théorème 8.40]. En effet,








où Q∗ est le polynôme réciproque de Q, c’est-à-dire Q∗ = XdegQQ(1/X), et C
est défini par l’état initial du LFSR.
Maintenant, nous choisissons pour P n’importe quel diviseur non-constant
de Q : Q(X) = P (X)R(X), avec P 6= 1. Alors le polynôme réciproque vérifie







Donc la suite engendrée par l’état initial défini par C = R∗ admet P comme
polynôme minimal, donc le polynôme minimal de cet état initial est P , ce qui
termine la preuve.
Cependant, ceci est un cas particulier. En effet, le polynôme minimal d’une
matrice n’est pas forcément égal à son polynôme caractéristique. De manière
générale, toute matrice inversible est équivalente à une matrice carrée diagonale
par blocs, dont les blocs sont des matrices compagnons. Finalement, le résultat
précédent se généralise naturellement à l’aide de la proposition qui suit.
Proposition 3.27. Soit L une permutation linéaire de Fn2 et MinL son polynôme
minimal. Alors, pour tout diviseur P de MinL, il existe c ∈ Fn2 tel que la dimension
de WL(c) est égal au degré de P . En particulier,
max
c∈Fn2
dimWL(c) = deg MinL .
Afin de prouver cette proposition, nous avons besoin du théorème bien connu
suivant ainsi que de son corollaire.
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Théorème 3.28 (Diviseurs élémentaires quand MinL = Q
e). [Her75, 6.7.1 page
307] Soit L une application linéaire de Fn2 qui a pour polynôme minimal P = Q
e,
où Q est unitaire et irréductible dans F2[X], alors il existe une base de Fn2 dans






où e = e1 ≥ e2 ≥ · · · ≥ er.
Corollaire 3.29 (Diviseurs élémentaires). [Her75, Page 308] Soit L une ap-




2 · · ·Q
`k
k où
Q1, . . . , Q2 sont irréductibles et distincts dans F2[X], alors il existe une base de


















où `i = e
i
1 ≥ ei2 ≥ · · · ≥ eiri .
Par exemple, la couche linéaire de Prince [BCG+12] a pour polynôme minimal
MinL(X) = X
20 +X18 +X16 +X14 +X12 +X8 +X6 +X4 +X2 + 1
= (X4 +X3 +X2 +X + 1)2(X2 +X + 1)4(X + 1)4 .
En notant A(X) = X4 +X3 +X2 +X+1, B(X) = X2 +X+1 et C(X) = X+1,
la couche linéaire se décompose de la manière suivante R1 R2
R3






3.4. Critère de conception sur la couche linéaire et les constantes de tour
C(B4) 0 0 0
0 C(B4) 0 0
0 0 C(B2) 0
0 0 0 C(B2)


C(C4) 0 0 0 0 0 0 0
0 C(C4) 0 0 0 0 0 0
0 0 C(C4) 0 0 0 0 0
0 0 0 C(C4) 0 0 0 0
0 0 0 0 C(C2) 0 0 0
0 0 0 0 0 C(C2) 0 0
0 0 0 0 0 0 C(C2) 0
0 0 0 0 0 0 0 C(C2)

Démonstration. Si le polynôme P est constant (i.e. de degré 0), on choisit alors
c = 0, ce qui nous permet d’écarter ce cas particulier, et de considérer dans la
suite de cette preuve que le degré de P est strictement positif. On considère alors
la factorisation du polynôme minimal de L :
MinL(X) = M1(X)
e1M2(X)
e2 · · ·Mk(X)ek
où M1, . . . ,Mk sont des polynômes distincts et irréductibles sur F2. D’après le
théorème 3.28 et le corollaire 3.29 dans [Her75], l’espace vectoriel Fn2 peut être








de manière à ce que la matrice induite par l’application L mais appliquée sur
le sous-espace Vi,j soit la matrice compagnon de polynôme M
`i,j
i où chaque
`i,j est un entier tel que `i,1 = ei. Les polynômes M
`i,j
i sont appelés les di-
viseurs élémentaires de L. Soit maintenant P un polynôme non-constant qui
divise le polynôme minimal de L, MinL. Ainsi, sans perdre de généralité (par
réordonnancement des polynômes dans la décomposition en facteurs irréductibles),
nous pouvons supposer qu’il existe κ entiers non nuls a1, a2, . . . , aκ, tels que
ai ≤ ei, pour tout 1 ≤ i ≤ κ, tels que
P (X) = M1(X)
a1M2(X)
a2 · · ·Mκ(X)aκ .
Comme tous les facteurs Maii de P sont non-constants, on sait d’après la pro-
position 3.26 qu’il existe ui appartenant au sous-espace vectoriel Vi,1 tel que
ordLi(ui) = M
ai
i , où Li est définie comme l’application linéaire L mais ap-
pliquée sur l’espace Vi,1. Maintenant, on définit l’élément c appartenant à l’espace⊕κ
i=1 Vi,1 défini par c =
∑κ
i=1 ui. Soit alors d coefficients de F2 notés p0, . . . , pd−1
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De plus, c =
∑κ




t(ui) pour tout t ≥ 1. Qui plus est,
chaque ui appartient à Vi,1, et les sous-espaces Vi,1 sont en somme directe, ce






Ainsi, le polynôme R est un multiple de chaque polynôme minimal de ui relative-
ment à l’application de L. Donc R doit être un multiple du plus petit commun mul-
tiple de ces polynômes. Or ces polynômes sont, par choix de ui, de la forme M
ai
i où




2 , . . . ,M
aκ
κ ) = P .
Finalement, par construction de l’élément c, on sait que P (L(c)) = 0, ce qui
implique alors que P = R et donc que le polynôme minimal de c par rapport à
L est P , ce qui termine la preuve.
3.4.1.3 Des exemples concrets
LED. LED est aussi un SPN proposé par Jian Guo, Thomas Peyrin, Axel
Poschmann et Matthew J. B. Robshaw en 2011 à CHES [GPPR11] et le polynôme
minimal de la couche linéaire utilisée dans LED est le polynôme suivant :
MinL(X) = (X
8 +X7 +X5 +X3 + 1)4(X8 +X7 +X6 +X5 +X2 +X + 1)4 .
Comme le degré de ce polynôme est égal à 64, qui est la taille des blocs du
chiffrement, il existe une constante c ∈ F642 telle que WL(c) couvre tout l’espace.
Skinny. La couche linéaire de Skinny prend en entrée un état de taille s× 16
où s vaut 4 ou 8. L’application L est une permutation F2s-linéaire sur (F2s)16
définie par une matrice carrée M de taille 16 mais dont les coefficients sont à
valeur dans le corps fini à deux éléments. De plus, l’ordre multiplicatif de cette
matrice vaut 16, i.e. M16 = Id16 et pour tout e < 16, (M + Id16)
e 6= 0, donc on
sait que le polynôme minimal de l’application linéaire dans Skinny est
MinL(X) = X
16 + 1 = (X + 1)16 .
Dans ces conditions, on sait qu’il existe des éléments c non nuls dans (F2s)16 tels
que la dimension de l’espace WL(c) prenne n’importe quelle valeur entre 1 et
16. De plus, il est relativement simple de trouver de tels éléments. En effet, en
reprenant la preuve de la proposition 3.26, on sait que la matrice décrite dans
Skinny est équivalente à la matrice compagnon dont le polynôme est X16 + 1,
c’est-à-dire qu’il existe U une matrice inversible de taille 16 à coefficients dans F2
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telle que M = U×C(X16 +1)×U−1. On considère alors maintenant des éléments
c appartenant à (F2s)16, mais où seulement le bit de poids faible dans chaque
cellule (F2s) peut être non-nul (on peut donc les représenter par des vecteurs
de taille 16). Pour Skinny, il est très facile d’exhiber les éléments qui donnent
une dimension faible puisque la matrice compagnon C(X16 + 1) correspond à un
simple décalage ! La matrice de changement de base U a la forme suivante :
U =

1 1 0 0 1 0 0 0 0 1 1 0 1 0 1 1
1 0 0 1 0 0 0 0 1 1 0 1 0 1 1 1
1 0 0 0 1 0 1 1 0 1 1 1 1 0 0 1
1 1 0 1 1 0 0 0 0 1 1 1 1 0 1 0
0 1 1 0 1 1 0 0 1 0 1 0 1 0 0 1
1 1 0 1 1 0 0 1 0 1 0 1 0 0 1 0
0 1 1 1 0 0 0 0 1 1 1 1 0 1 0 1
1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
1 1 1 1 0 0 1 0 0 1 0 1 0 0 0 1
1 1 1 0 0 1 0 0 1 0 1 0 0 0 1 1
1 0 1 0 0 1 0 0 0 1 0 1 0 1 1 0
1 1 1 1 0 0 1 0 0 1 0 1 0 0 0 0
0 0 1 1 0 0 0 0 1 1 1 1 0 1 0 1
0 1 1 0 0 0 0 1 1 1 1 0 1 0 1 0
0 0 1 0 1 0 0 0 1 0 1 0 1 1 0 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Pour donner quelques exemples qui illustrent le propos, nous avons calculé des
éléments qui donnent des espaces WL(c) de petite dimension. Les valeurs réelles
des constantes associées sont à prendre avant l’application de la matrice U qui
correspond à un changement de base.






Prince. Le polynôme minimal de la couche linéaire de Prince est de degré 20
et se décompose de la manière suivante :
MinL(X) = X
20 +X18 +X16 +X14 +X12 +X8 +X6 +X4 +X2 + 1
= (X4 +X3 +X2 +X + 1)2(X2 +X + 1)4(X + 1)4 .
Ainsi, la dimension maximale possible pour WL(c) est 20 et la factorisation
particulière du polynôme nous permet d’affirmer qu’il est possible d’obtenir
toutes les dimensions possibles entre 1 et 20 pour WL(c).
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Mantis et Midori-64. Ces deux chiffrements ont la même couche linéaire,
dont le polynôme minimal est
MinL(X) = (X + 1)
6 .
Donc les dimensions possibles pour WL(c) se situent entre 1 et 6, ce qui est très
peu par rapport à la taille des blocs.
3.4.2 Avec plusieurs constantes de tour
Jusqu’à maintenant, nous avons considéré un seul élément c (c’est-à-dire 2
constantes de tour puisque c’est la différence entre les constantes de tour qui
est à prendre en compte pour les attaques par invariant). Il est donc naturel
de se demander ce qui se produit lorsque l’on considère un nombre arbitraire
de constantes, c’est-à-dire un nombre arbitraire de tours dans la conception
du chiffrement. Nous cherchons donc dans cette partie à analyser la dimension
possible de WL(D) lorsque D est un sous-ensemble de Fn2 de taille arbitraire.
Pour situer plus précisément l’intérêt de l’étude qui va suivre, il est nécessaire
de se rappeler que le cryptographe qui conçoit un chiffrement cherche à s’assurer
que la dimension de l’espace de WL(D) est la plus grande possible, sachant que
si celle-ci est égale à la taille des blocs, alors il n’existe pas d’invariant à la fois
pour l’étage linéaire et pour la couche de substitution, et cela quelque soit le
choix (non-trivial) de la bôıte-S. Il est donc nécessaire de garder en tête que le
cas optimal pour le concepteur est celui où WL(D) = Fn2 .
Nous considérons donc que dans toute la suite D = {c1, . . . , ct}. La valeur
de la dimension maximale de WL(D) s’avère être liée à la forme canonique
rationnelle de l’étage linéaire (et au cardinal de D évidemment). Ainsi, il est
nécessaire ici de faire un rappel d’algèbre linéaire.
Proposition 3.30 (Forme canonique rationnelle, facteurs invariants). [DF04,
Page 476] Soit L une permutation linéaire sur Fn2 . Il existe une base de F
n
2 dans






où les Qi sont des polynômes tels que Qr|Qr−1| · · · |Q1. De plus, le polynôme
Q1 est égal au polynôme minimal de L. Dans cette décomposition, les Qi sont
appelés les facteurs invariants de L.
La forme canonique rationnelle est à différencier de la forme utilisée dans la
preuve de la proposition 3.27 où l’on factorise en fonction des facteurs irréductibles
du polynôme minimal, ce qui est fondamentalement différent de la forme cano-
nique rationnelle.
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Par exemple, la forme canonique rationnelle de la couche linéaire utilisée dans
Prince est la suivante :
C(Q8) 0 0 0 0 0 0 0
0 C(Q7) 0 0 0 0 0 0
0 0 C(Q6) 0 0 0 0 0
0 0 0 C(Q5) 0 0 0 0
0 0 0 0 C(Q4) 0 0 0
0 0 0 0 0 C(Q3) 0 0
0 0 0 0 0 0 C(Q2) 0
0 0 0 0 0 0 0 C(Q1)

avec
Q1(X) = Q2(X) = MinL(X)
= X20 +X18 +X16 +X14 +X12 +X8 +X6 +X4 +X2 + 1
Q3(X) = Q4(X) = X
8 +X6 +X2 + 1 = (X + 1)4(X2 +X + 1)2
Q5(X) = Q6(X) = Q7(X) = Q8(X) = (X + 1)
2 .
Un de nos résultats principaux est que les facteurs invariants de la couche
linéaire déterminent la dimension maximale de WL(c1, . . . , ct), au travers du
théorème fondamental suivant.
Théorème 3.31. Soit Q1, . . . , Qr les facteurs invariants d’une permutation
linéaire L sur Fn2 et t ≤ r. Alors
max
c1,...,ct∈Fn2




Ce théorème implique la nécessité de prendre au moins r + 1 constantes de
tour différentes dans le chiffrement où r est le nombre de facteurs invariants de
L afin de pouvoir engendrer tout l’espace et de se prémunir des attaques par
invariant.
La preuve de ce théorème étant assez longue, nous la séparons en plusieurs
lemmes. Tout d’abord, nous commençons par représenter L sous sa forme ca-
nonique rationnelle définie à la proposition 3.30. On note alors V1, . . . , Vr les
sous-espaces invariants par L qui sont en somme directe, tels que Fn2 =
⊕r
i=1 Vi
et que l’application linéaire induite par L restreinte à chaque Vi (application
notée L|Vi) pour i allant de 1 à r soit représentée par la matrice compagnon
C(Qi) où les Qi sont les facteurs invariants de L. De plus, pour tout 1 ≤ i ≤ r,
on définit eVi comme un vecteur de Vi tel que Vi est engendré par eVi et l’action
de L, i.e. Vi = 〈Lk(eVi), 0 ≤ k < degQi〉, et ordL|Vi (eVi) = Qi (l’existence de
tels éléments est assurée par la proposition 3.26).
Dans un premier temps, nous pouvons prouver le lemme suivant.
Lemme 3.32. Soit 1 ≤ t ≤ r, L une application linéaire inversible, alors
max
c1,...,ct∈Fn2
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Démonstration. En choisissant c1 = eV1 , on obtient que WL(c1) = V1. Par
définition de V1, on a donc dimWL(c1) = degQ1. Pour choisir c2, on s’intéresse
alors à l’application L|V2⊕···⊕Vr . Celle-ci est de polynôme minimalQ2 par construc-
tion, ce qui nous permet de choisir la constante c2 = eV2 de manière à ce que
WL(c1, c2) = V1 ⊕ V2. En itérant ce processus, on construit pas à pas un espace








Cependant, il nous reste à prouver l’égalité, c’est-à-dire l’inégalité dans l’autre
sens ; pour cela nous utilisons les deux lemmes suivants.
Lemme 3.33. Soit c appartenant à Fn2 =
⊕r
i=1 Vi décrit, grâce à la somme
directe comme c =
∑

































































on a plusieurs constantes, on obtient le même résultat, c’est-à-dire que pour
tout ensemble de vecteurs c1, . . . , ct de Fn2 , on a WL(c1, . . . , ct) ⊆WL(c̄1, . . . , c̄t).
Comme il s’agit de prouver l’inégalité dans l’autre sens, nous pouvons supposer,
sans perte de généralité que ck =
∑r
i=1 λk,ieVi pour tout k allant de 1 à t avec
λk,i ∈ F2. De plus, à chaque t-uplet, avec t ≤ r, (c1, . . . , ct) ∈ (Fn2 )t, on associe
la matrice de taille t × r notée M(c1,...,ct) telle que [M(c1,...,ct)]k,i = λk,i pour
tout i allant de 1 à r et k allant de 1 à t. Ceci nous permet de montrer le lemme
suivant :





et soit M(c′1,...,c′t) n’importe quelle matrice obtenue par opérations élémentaires
sur les colonnes de M(c1,...,ct). Alors pour (c
′
1, . . . , c
′




1, . . . , c
′
t) = WL(c1, . . . , ct)
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Démonstration. Pour une matrice binaire, une opération élémentaire peut être :
— soit un échange de deux colonnes ;
— soit une addition d’une colonne à une autre.
Pour la première opération élémentaire qui consiste à échanger deux co-
lonnes arbitraires indexées par k1 < k2, cela revient à considérer la matrice
M(c1,...,ck1 ,...,ck2 ,...,ct) et la matrice M(c1,...,ck2 ,...,ck1 ,...,ct). Par définition même
de WL(D), il est clair que
WL(c1, . . . , ck1 , . . . , ck2 , . . . , ct) = WL(c1, . . . , ck2 , . . . , ck1 , . . . , ct) .
Il nous reste donc à montrer que la propriété est vérifiée pour l’opération qui
consiste à additionner une colonne à une autre. Comme




il nous suffit de montrer que pour tout ck1 et ck2 dans F
n
2 , WL(ck1) +WL(ck2) =
WL(ck1 + ck2) +WL(ck2).



















j(ck1 + ck2) + (αj + βj)L
j(ck2)) ∈WL(ck1 + ck2) +WL(ck2).
L’inclusion réciproque se montre de la même manière, ce qui conclut la preuve
de ce lemme.
Grâce à ces trois lemmes, nous sommes finalement en mesure de prouver le
théorème 3.31.
Démonstration. (Théorème 3.31) Grâce au lemme 3.32, on a déjà l’inégalité ≥.
Il nous reste donc à montrer l’inégalité dans l’autre sens (≤). Soit c1, . . . , ct
t éléments appartenant à Fn2 , avec t ≤ r où r est le nombre de facteurs in-
variants. D’après le lemme 3.33, on a WL(c1, . . . , ct) ⊆ WL(c̄1, . . . , c̄t) pour
c̄k =
∑r
i=1 λkieVi avec λki ∈ F2.
On considère alors la matrice binaire M(c̄1,...,c̄t) définie comme précédemment.
En utilisant les opérations élémentaires sur les colonnes de cette matrice, on
peut se ramener à une matrice notée M(c̃1,...,c̃t) sous la forme échelonnée réduite.
D’après le lemme 3.34, on sait que
WL(c̄1, . . . , c̄t) = WL(c̃1, . . . , c̃t) .
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De plus, on a




Comme la matrice M(c̃1,...,c̃t) est sous sa forme échelonnée réduite, on a, pour
tout 1 ≤ k ≤ t, c̃k =
∑r
i=1 λ̃kieVi , avec λ̃ki = 0 pour tout k < i ce qui implique
que pour tout k allant de 1 à t, WL(c̃k) = W|LVk⊕···⊕Vr (c̃k).
Finalement,




Comme le polynôme minimal de l’application linéaire L|Vk⊕···⊕Vr vaut Qk
pour tout k ≤ r, on obtient finalement que :









Afin d’illustrer ce résultat, nous expliquons ce qui se passe spécifiquement
pour certains SPN dont les facteurs invariants sont relativement nombreux.
Prince. La couche linéaire du chiffrement Prince admet 8 facteurs invariants :
Q1(X) = Q2(X) = MinL(X)
= X20 +X18 +X16 +X14 +X12 +X8 +X6 +X4 +X2 + 1
Q3(X) = Q4(X) = X
8 +X6 +X2 + 1 = (X + 1)4(X2 +X + 1)2
Q5(X) = Q6(X) = Q7(X) = Q8(X) = (X + 1)
2
D’après notre théorème fondamental (théorème 3.31), on sait donc que pour
un ensemble D de cardinal 5, la dimension maximale que l’on peut avoir est
20 + 20 + 8 + 8 + 2 = 58, alors que l’on obtient une dimension 56 pour les
constantes de tour choisies par les concepteurs. On constate ici que le choix
des constantes de tour dans Prince n’est donc pas optimal, mais aussi que peu
importe le choix de ces constantes, il n’est pas possible d’atteindre la dimension
64 avec le nombre de tours utilisé dans ce chiffrement. Il faudrait en effet un
ensemble de cardinal 8 pour cela.
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Mantis et Midori-64. Pour ces chiffrements, la couche linéaire admet, elle,
16 facteurs invariants :
Q1(X) = · · · = Q8(X) = (X + 1)6 et Q9(X) = · · · = Q16(X) = (X + 1)2 .
D’après l’ensemble D de cardinal 7 (respectivement 8) obtenu par le choix des
constantes de tour fait par les concepteurs de Mantis7 (respectivement Mantis8),
on engendre un espace de dimension 42 (respectivement 48) ce qui est optimal :
on ne peut pas faire mieux avec le même nombre de tours et la même couche
linéaire. De plus, pour ces chiffrements, on sait qu’il faut au moins 16 éléments
dans D pour atteindre la dimension maximale 64 (c’est-à-dire 17 constantes de
tour) et ainsi couvrir tout l’espace.
Dans le cas de Midori, les constantes de tour ont été particulièrement mal
choisies, puisque celles-ci sont non-nulles uniquement sur les bits de poids faible,
impliquant que l’espace WL(D) ne peut avoir une dimension plus grande que 16.
Ce phénomène est la principale faiblesse de Midori au regard des attaques par
invariant, et c’est donc ici un mauvais choix de constantes qui rend le chiffrement
faible, puisque Mantis utilise la même couche linéaire que Midori.
Skinny. Le cas de Skinny est relativement simple : la couche linéaire est une
matrice binaire de taille 16 et son polynôme minimal est X16 + 1 = (X + 1)16.
Dans ces conditions, si on regarde l’application de la matrice sur F642 , on peut
assurer que Skinny admet 4 facteurs invariants tous égaux au polynôme minimal.
Ainsi, il est nécessaire d’avoir 4 éléments dans l’espace D pour atteindre la
dimension 64.
Afin d’avoir une explication plus visuelle, nous avons calculé la dimension
maximale que l’on peut atteindre avec t constantes de tour pour les couches
linéaires des chiffrements Skinny, Mantis et Midori. Ces résultats illustrant le
théorème 3.31 sont décrits à la figure 3.4. On constate assez rapidement que les
couches linéaires ont une grande influence sur ce comportement, puisque selon les
applications linéaires utilisées, le nombre de tour nécessaires pour couvrir tout
l’espace varie énormément. Il est aussi important de remarquer que ce phénomène
n’est en rien lié aux critères classiques employés pour choisir la couche linéaire.
3.4.3 Choisir des constantes de tour aléatoires
Les attaques par invariant étant un type d’attaque récent, leur compréhen-
sion était assez limité. Avec les résultats précédents, nous avons pu donner une
explication à l’existence de ces invariants. Plus intéressant encore, nous donnons
des critères sur le choix des constantes de tour. Avant notre travail, il n’existait
pas de critère sur le choix des constantes de tour, excepté le fait qu’elles doivent
être distinctes pour rendre les tours différents les uns des autres et résister
par exemple aux “slide attacks” [BW99, BW00]. Comme les constantes de tour
étaient souvent choisies arbitrairement, nous nous intéressons dans cette section à
déterminer la probabilité qu’un ensemble de constantes uniformément aléatoires
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Figure 3.4 – Dimension maximale possible pour WL(c1, . . . , ct) pour t valeurs
c1, . . . , ct pour les chiffrements Skinny-64, Prince et Mantis.
D engendre un espace WL(D) de dimension maximale, i.e. égale à la taille de
bloc.
Pour commencer, on s’intéresse au cas particulier où D est de cardinal 1 :
D = {c}.
Proposition 3.35. Soit L une permutation linéaire de Fn2 et MinL son polynôme
minimal factorisé de la manière suivante :
MinL(X) = M1(X)
e1M2(X)
e2 · · ·Mk(X)ek
où M1, . . . ,Mk sont des polynômes distincts et irréductibles sur F2. Alors la
probabilité pour un élément choisi aléatoirement de manière uniforme c ∈ Fn2












où µi est le nombre de facteurs invariants de L multiples de M
ei
i .
Afin de prouver cette proposition, nous aurons besoin à la fois de la forme
canonique rationnelle, définie par le théorème 3.30 page 46, mais aussi de la
décomposition en diviseurs élémentaires, définie par le corollaire 3.29 page 42.
Ces deux décompositions sont uniques et décrivent la même application linéaire
mais ne captent pas les mêmes propriétés, comme le.a lecteur.rice a pu s’en
rendre compte au travers de l’exemple de la couche linéaire de Prince.
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Démonstration. On utilise la décomposition en fonction des diviseurs élémen-
taires définie au corollaire 3.29 page 42 décrite dans [Her75, Page 308]. Fn2 peut







de telle sorte que la matrice induite par la transformation linéaire L et appliquée
sur Vi,j soit la matrice compagnon associée au polynôme Mi(X)
`i,j où, pour
chaque i, les valeurs `i,j pour 1 ≤ j ≤ ri forment une suite décroissante d’entiers,
avec `i,1 = ei.
Donc, le polynôme minimal relativement à L de n’importe quel élément u
appartenant à Vi,j est nécessairement un diviseur de Mi(X)
`i,j . On décompose








où ui,j ∈ Vi,j . Finalement, on déduit que ordL(c) = MinL si et seulement si, pour
tout 1 ≤ i ≤ k, il existe un indice j tel que ordL(ui,j) = Meii . Ceci ne peut
évidemment arriver que si `i,j = ei. On définit alors µi = max {j : `i,j = ei}.
Donc on se restreint seulement aux sous-espaces vectoriels Vi,j tels que j ≤ µi.
De plus, en utilisant cette décomposition de L en fonction des diviseurs
élémentaires, on sait que les facteurs invariants de la décomposition de L sous sa







où `i,v = 0 si v > ri. Ainsi, on observe que la valeur µi définie précédemment
peut aussi être vue comme le nombre de facteurs invariants (obtenus dans la
forme canonique rationnelle) Qv qui sont multiples du polynôme M
ei
i .
On définit maintenant l’événement suivant :















Pour un i donné, l’application de L restreinte à Vi,j correspond à la matrice
compagnon associée au polynôme Meii pour tout j ≤ µi. Ainsi, pour un i
fixé, la probabilité de l’événement Ei,j est donc la même pour tout j ≤ µi.
Cette probabilité correspond à la proportion de polynômes de degré plus petit
que deg(M
`i,j
i ). En effet, comme nous l’avons déjà expliqué dans la preuve de
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la proposition 3.26, il y a une correspondance entre les éléments appartenant
aux sous-espaces Vi,j et les états initiaux possibles d’un LFSR de polynôme
caractéristique M
`i,j
i . De plus, le nombre de polynômes qui sont premiers avec
un certain polynôme P est donné par la fonction indicatrice d’Euler φ :
φ(P ) := |{f ∈ F2[X]|deg(f) < deg(P ), pgcd(f, P ) = 1}| .
Si de plus P est irréductible, alors pour n’importe quelle puissance de P , on a







2(`i,j−1) degMi(2degMi − 1)
2`i,j ·degMi



























LED. On a vu que la couche linéaire de LED a un polynôme minimal de degré
64 (et que donc une seule constante suffit à engendrer tout l’espace). Le polynôme
minimal de LED étant le polynôme suivant :
MinL(X) = (X
8 +X7 +X5 +X3 + 1)4(X8 +X7 +X6 +X5 +X2 + 1)4 ,
il admet donc 2 facteurs irréductibles, chacun de degré 8. D’après la proposi-
tion 3.35, on obtient que la probabilité qu’une constante prise aléatoirement
engendre par L tout l’espace F642 est
Pr[WL(c) = F
64
2 ] = (1− 2−8)2 ≈ 0.9922.
3.4.3.1 Avec plusieurs constantes
Finalement, nous pouvons généraliser la proposition 3.35 lorsque nous prenons
t valeurs aléatoires.
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Théorème 3.36. Soit L une permutation linéaire sur Fn2 et MinL son polynôme
minimal factorisé de la manière suivante :
MinL(X) = M1(X)
e1M2(X)
e2 · · ·Mk(X)ek
où M1, . . . ,Mk sont des polynômes distincts et irréductibles sur F2. Alors, la














où rj est le nombre de facteurs invariants de L multiples de Mj.
Lorsque t < r avec r le nombre de facteurs invariants, le produit devient nul,
ce qui correspond évidemment à notre théorème 3.31. Par souci de clarté de la
preuve de ce théorème, nous prouvons au préalable la proposition et le lemme qui
suivent. Nous utilisons encore la décomposition de L en diviseurs élémentaires
et non sa décomposition en facteurs invariants. Nous commençons donc par
prouver la propriété lorsque le polynôme minimal de l’application linéaire est
une puissance d’un polynôme irréductible.
Lorsque le polynôme minimal de l’application linéaire est une puissance d’un
polynôme irréductible, les diviseurs élémentaires sont les mêmes que les facteurs
invariants, ce qui nous permet de démontrer la proposition suivante.
Proposition 3.37. Soit V un espace vectoriel sur F2. Soit L une application
linéaire de V dans lui-même avec exactement r facteurs invariants, tels que le
polynôme minimal de L est de la forme P e où P est un polynôme irréductible.











Démonstration. Soit P e1 , . . . , P er avec e = e1 ≥ e2 ≥ · · · ≥ er les facteurs
invariants de L. Alors on décompose V en la somme directe suivante : V =
V1 ⊕ V2 ⊕ · · · ⊕ Vr où L|Vi est représentée par la matrice compagnon C(P ei).
Donc, pour chaque ci, il existe (ui,1, ui,2, . . . , ui,r) ∈ V1 × V2 × · · · × Vr tel que
ci = ui,1 + ui,2 + · · ·+ ui,r.
Dans un premier temps, nous montrons que si WL(c1, . . . , ct) = V , alors il
existe une constante ci pour un certain i entre 1 et t, telle que WL(ui,1) = V1.
Tout d’abord, par construction de la somme directe, les éléments ui,j pour
j ≥ 2 n’appartiennent pas au sous-espace V1. Donc, si WL(c1, . . . , ct) = V , alors
nécessairement WL((ui,1)1≤i≤t) doit couvrir tout l’espace V1. De plus, si ui,1 et
uj,1 sont tels que WL(ui,1) ( V1 et WL(uj,1) ( V1, alors on peut assurer que
WL(ui,1, uj,1) ( V1. En effet, comme WL(ui,1) ( V1, le polynôme minimal de
ui,1 relativement à L est égal à P
a, pour un certain a strictement plus petit que
e1. De manière équivalente, le polynôme minimal de uj,1 relativement à L est
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aussi de la forme P b pour un certain b < e1. On suppose alors, sans perdre de
généralité que a ≤ b. Rappelons que, pour n’importe quelle application linéaire
L et n’importe quel entier `, ker(M `) ⊆ ker(M `+1). Ici, ui,1 et uj,1 sont tels que
WL(ui,1) ⊆ ker(P a(L)) et WL(uj,1) ⊆ ker(P b(L)). On obtient alors que
WL(ui,1) ⊆ ker(P a(L)) ⊆ ker(P b(L)) ( V1
et donc
WL(ui,1, uj,1) ⊆ ker(P b(L)) ( V1 ,
ce qui implique qu’au moins un des ensembles WL(ui,1) doit être égal au sous-
espace V1.
Pour conclure la preuve de cette proposition, on montre le résultat par
récurrence sur le nombre de facteurs invariants r.
— r = 1. D’après l’observation faite précédemment, WL(c1, . . . , ct) = V si et
seulement si au moins l’un des éléments parmi c1, . . . , ct admet P
e comme
polynôme minimal relativement à L. De plus, d’après la proposition 3.35,
on sait que la probabilité qu’un élément aléatoire c ∈ V ait pour polynôme




Ainsi, comme les t constantes sont choisies indépendamment les unes des
autres, la probabilité qu’aucune de ces t constantes n’admette P e comme








— Récurrence. Maintenant, on suppose que la propriété que l’on cherche
à montrer est vraie pour n’importe quelle permutation linéaire ayant
r − 1 facteurs invariants et dont le polynôme minimal est une puissance
d’un polynôme irréductible. On considère alors une application linéaire L
ayant r facteurs invariants. Si WL(c1, . . . , ct) = V , alors au moins une des t
constantes vérifie WL(ui,1) = V1, cet événement apparâıt avec la probabilité
1− 1
2deg P
. Quitte à réordonner les éléments c1, . . . , ct, on suppose que c1
permet de couvrir V1, i.e. WL(u1,1) = V1.
On considère maintenant l’application L′ définie comme l’application de
L sur l’espace quotienté par V1 = WL(u1,1) : L
′ = L|V/WL(c1). Comme
c1 admet MinL comme polynôme minimal relativement à L, alors on sait
que les facteurs invariants de L′ sont P e2 , . . . , P er (voir par exemple dans
[Gie95, Fact 2.2]).
Finalement, la probabilité de couvrir tout l’espace V est la probabilité
que l’une des constantes (par exemple c1) engendre V1 (le premier facteur
invariant) multipliée par la probabilité que l’application définie sur l’espace
quotient engendre tout l’espace restant avec les autres constantes. Plus
précisément, on a







2, · · · , c′t) = V/V1]
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où c′i = (ci)V/V1 . L’application L
′ ayant exactement r−1 facteurs invariants,
on peut appliquer l’hypothèse et conclure la preuve.
Cependant, nous n’avons montré notre théorème que pour le cas particulier
où le polynôme minimal est une puissance d’un polynôme irréductible. Pour
prouver le cas général, on utilise le lemme suivant.
Lemme 3.38. Soit L une permutation linéaire de Fn2 . On suppose qu’il existe
deux sous-espaces de Fn2 notés V1 et V2, en somme directe et invariants par L et
tels que V1 ⊕ V2 = Fn2 et tels que les polynômes minimaux de L|V1 et L|V2 soient
premiers entre eux. Alors, pour n’importe quelles constantes c1, . . . , ct ∈ Fn2 ,
WL(c1, . . . , ct) = WL(a1, . . . , at)⊕WL(b1, . . . , bt)
où (ai, bi) est l’unique paire de V1 × V2 telle que ci = ai + bi.
Démonstration. Tout d’abord, comme V1 et V2 sont invariants par L, il est clair
que WL(a1, . . . , at) ∩WL(b1, . . . , bt) = {0}.
Ensuite, on vérifie que WL(c1, . . . , ct) ⊆WL(a1, . . . , at)⊕WL(b1, . . . , bt). Soit

























Il nous reste alors à montrer que
WL(a1, . . . , at)⊕WL(b1, . . . , bt) ⊆WL(c1, . . . , ct) .
Soit P1 et P2 les polynômes minimaux des applications L1 = L|V1 et L2 = L|V2














j)(ci)) est une combinaison
linéaire de vecteurs de la forme L`(ci), on a bien l’inclusion W ⊆WL(c1, . . . , ct).
Par ailleurs, comme bi ∈ V2 et que P2(Xj) est un multiple du polynôme minimal
de L2 (par définition de P2), on a
P2(L
j)(ci) = P2(L



















j)(bi), 1 ≤ i ≤ t, 0 ≤ j < d2
〉
.
On considère maintenant l’application définie par
φ1 : V1 → V1
x 7→ P2(L)(x)
.
Cette application est linéaire par construction et est bijective. En effet, on montre
que son noyau est réduit à {0} : soit x ∈ kerφ1, alors P2(L)(x) = 0, donc le
polynôme minimal de x relativement à L, ordL(x), est un diviseur de P2. Or x
appartient à V1 puisque l’application φ1 est définie de V1 dans lui-même, donc
ordL(x) est aussi un diviseur de P1. Comme P1 et P2 sont, par hypothèse du
lemme, premiers entre eux, on en déduit que x = 0.
De plus, WL(a1, . . . , at) est, par définition, invariant par L, et donc invariant
par φ1. Dans ces conditions, on obtient que〈
P2(L




Lj(ai), 1 ≤ i ≤ t, 0 ≤ j < d1
〉)
= φ1(WL(a1, . . . , at)) = WL(a1, . . . , at) .
Et, de manière équivalente,〈
P1(L
j)(bi), 1 ≤ i ≤ t, 0 ≤ j < d2
〉
= WL(b1, . . . , bt) .
Finalement, notre espace W défini précédemment est donc égal à
W = WL(a1, . . . , at)⊕WL(b1, . . . , bt) .
Comme W ⊆WL(c1, . . . , ct), on en déduit que
WL(a1, . . . , at)⊕WL(b1, . . . , bt) ⊆WL(c1, . . . , ct) .
Maintenant, nous sommes en mesure de prouver le théorème 3.36.
Démonstration. (Du théorème 3.36, page 55) Soit L une permutation linéaire




e2 · · ·Mk(X)ek
où tous les polynômes Mi sont irréductibles. Alors, d’après la décomposition
basée sur les diviseurs élémentaires [Her75, Page 308], on sait qu’il existe k
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sous-espaces notés U1, . . . , Uk invariants par L tels que Fn2 = U1 ⊕ U2 ⊕ · · · ⊕ Uk
et tels que le polynôme minimal de chaque application linéaire induite par L
sur Ui soit égal à M
ei
i . On considère maintenant t constantes c1, . . . , ct choisies
aléatoirement dans Fn2 . Alors, d’après le lemme 3.38, on sait que
WL(c1, . . . ct) =
k⊕
i=1
WL(ui,1, . . . , ui,t)
où (u1,j , . . . , uk,j) est l’unique k-uplet appartenant au produit cartésien U1 ×
· · · × Uk tel que cj =
∑k













[WLi(ui,1, . . . , ui,t) = Ui] .












où ri est le nombre de facteurs invariants de L qui sont multiples de Mi. Ce qui
implique le résultat énoncé.
Comme nous l’avons fait pour les précédentes observations, nous appliquons
ce résultat à certains SPNs.
Prince. Le polynôme minimal de la couche linéaire de Prince est
MinL(X) = X
20 +X18 +X16 +X14 +X12 +X8 +X6 +X4 +X2 + 1
= (X4 +X3 +X2 +X + 1)2(X2 +X + 1)4(X + 1)4 .
Ce polynôme admet donc trois facteurs invariants irréductibles :
M1(X) = X
4 +X3 +X2 +X + 1
M2(X) = X
2 +X + 1
M3(X) = (X + 1) .
De plus, les 8 facteurs invariants de L sont
Q1(X) = Q2(X) = MinL(X)
Q3(X) = Q4(X) = (X + 1)
4(X2 +X + 1)2
Q5(X) = Q6(X) = Q7(X) = Q8(X) = (X + 1)
2
On rappelle que µi est défini comme le nombre de facteurs invariants de L
multiples de Meii dans la décomposition en facteurs irréductibles du polynôme
minimal de L.
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Ici, on a donc µ1 = 2, µ2 = 2 et que µ3 = 4. La proposition 3.35 implique
directement que pour une unique constante c, dimWL(c) ≤ 20 et que
Pr[dimWL(c) = 20] = (1− 2−8)(1− 2−4)2 ≈ 0.8755
pour une constante c choisie de manière uniforme. Comme L admet huit facteurs
invariants, au moins t = 8 éléments c1, . . . , c8 sont nécessaires pour engendrer
l’espace tout entier (WL(c1, . . . , ct) = F642 ). Le nombre de facteurs invariants
dans lesquels Mi apparâıt est donné par r1 = 2, r2 = 4 et r3 = 8. D’après le
théorème 3.36, on obtient que, pour 8 éléments c1, . . . , c8 pris aléatoirement, la

















Mantis et Midori. Le polynôme minimal de la couche linéaire de ces chiffre-
ments admet un unique facteur irréductible : X + 1. Cette application linéaire
admet 16 facteurs invariants. Les huit premiers facteurs invariants sont égaux au
polynôme minimal qui est de degré 6. D’après la proposition 3.35, la probabilité
qu’une constante aléatoire engendre un espace de dimension 6 est donc
Pr[dimWL(c) = 6] = (1− 2−8) ≈ 0.9961 .
Vu le nombre de facteurs invariants dans la décomposition de L dans sa
forme canonique rationnelle, on sait qu’il est nécessaire d’avoir au moins 16
constantes de tour pour couvrir tout l’espace. De plus, la probabilité d’engendrer









Cette probabilité est relativement faible, cependant, augmenter le nombre
de constantes de 16 à 20 augmente la probabilité d’engendrer tout l’espace de
0.28879 à 0.93879. De manière générale, augmenter sensiblement le nombre de
constantes de tour augmente rapidement la probabilité d’engendrer tout l’espace.
La figure 3.5 décrit comment la probabilité d’engendrer tout l’espace augmente
en fonction du nombre de constantes choisies aléatoirement pour les chiffrements
LED, Skinny-64, Prince et Mantis.
Le fait que la forme des courbes de la figure 3.5 soit la même vient du fait
que chacune des couches linéaires de ces chiffrements ont un polynôme minimal
multiple de (X + 1), et ce facteur apparâıt dans chacun des facteurs invariants.
Ainsi, pour chacune de ces applications linéaires, le terme qui correspond à ce
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Figure 3.5 – Probabilité que WL(c1, . . . , ct) = Fn2 pour des constantes uni-
formément aléatoires.
et il s’avère que ce terme est le terme dominant dans l’expression de la probabilité
calculée grâce au théorème 3.36. Principalement, lorsque r = t, ce terme est au
moins plus petit que (1 − 2−1)(1 − 2−2)(1 − 2−3)(1 − 2−4) ' 0.3, ce qui nous
empêche d’avoir une grande probabilité d’engendrer tout l’espace lorsque (X + 1)
apparâıt dans la décomposition en facteurs invariants.
3.4.4 Conclusion
Dans ce chapitre, nous avons analysé les chiffrements à bas coût construits
selon un réseau de substitution-permutation où le cadencement de clef est réduit
à l’addition d’une constante de tour. Suite aux premières attaques par invariant,
nous nous sommes demandé pourquoi ce phénomène se produisait sur certains
chiffrements et non sur tous. Dans un premier temps, une approche algorithmique
nous a permis de prouver l’absence d’invariants à la fois par la couche linéaire
et la couche de substitution. Cependant, cette approche algorithmique n’est
efficiente que si la dimension du plus petit espace engendré par les constantes de
tour et la couche linéaire est grande comparativement à la taille du bloc utilisé.
Dans un second temps, nous avons expliqué pourquoi la dimension de WL(D)
pouvait considérablement varier d’un chiffrement à l’autre. Les dimensions
maximales possibles pour WL(D) sont liées à la forme canonique rationnelle de la
couche linéaire du chiffrement. Principalement, le nombre de facteurs invariants
de l’étage linéaire donne le nombre minimal de tours nécessaires pour s’assurer
que WL(D) couvre tout l’espace, ce qui permet de prouver l’absence d’invariants
à la fois par la couche linéaire et la couche de substitution.
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De plus, comme les constantes de tour sont souvent choisies de manière
aléatoire, nous avons étudié le comportement de WL(D) lorsque l’ensemble D est
pris aléatoirement et de manière uniforme. Ici, le nombre de facteurs invariants
dans la forme canonique rationnelle de L intervient dans nos résultats, ainsi que le
degré des diviseurs élémentaires de son polynôme minimal de L qui interviennent.
Principalement, lorsque X + 1 est un diviseur du polynôme minimal, il y a un
risque que le chiffrement se comporte assez mal relativement aux invariants.
En prenant en compte tout ce qui a été dit dans ce chapitre, il convient donc
de faire extrêmement attention aux composantes involutives. En effet, si une
matrice est une involution, alors son polynôme minimal est (X + 1)2, et donc le
nombre de tours nécessaires pour éviter l’existence d’invariants est très élevé.
Nous avons donc montré l’origine de l’existence d’invariants sur les chiffre-
ments de type SPN lorsque le cadencement de clef est réduit à l’addition d’une
constante de tour. Surtout, nous fournissons aux futur.e.s concepteur.rice.s un
critère leur permettant de choisir leurs constantes de tour et leur étage linéaire
pour se prémunir contre ce type d’attaques. En revanche, nous nous devons de
préciser que nous ne prouvons que l’absence d’ensembles qui soient invariants à la
fois par l’étage linéaire et l’étage de substitution. Il serait pourtant imaginable de
monter une attaque par invariant pour laquelle l’étage de substitution transforme
un sous-ensemble A en un sous-ensemble A′, et que l’étage linéaire transforme
A′ en A. C’est d’ailleurs le cas pour certaines attaques par sous-espace invariant
où A et A′ sont deux translatés d’un même espace vectoriel [LMR15]. Pour
prendre en compte ce type de situation, il faudrait considérer des invariants pour
la fonction de tour complète (S ◦ L), ce qui est algorithmiquement difficile vu




Attaques sur les registres
filtrés exploitant la
structure de corps fini
Dans ce chapitre, nous décrivons une cryptanalyse des registres filtrés en
exploitant la structure de corps fini. Les résultats décrits dans ce chapitre ont
été publiés à Fast Software Encryption en 2016 dans [CR16].
4.1 Les chiffrements à flot
4.1.1 Définitions
À la différence des chiffrements par bloc, les chiffrements à flot (ou chiffrements
de flux) sont spécifiquement conçus pour imiter le plus fidèlement possible le
chiffrement de Vernam 1. Il existe aussi des chiffrements à flot auto-synchronisant
dans lesquels la suite chiffrante dépend des messages chiffrés précédents, mais leurs
taux d’utilisation étant relativement faible, nous nous intéressons aux chiffrements
à flot synchrones. Un chiffrement à flot synchrone consiste à additionner bit
à bit (“ou” exclusif) le texte clair à une suite pseudo-aléatoire pour produire
le texte chiffré 2. Autrement dit, un algorithme de chiffrement à flot est défini
génériquement au moyen d’un générateur pseudo-aléatoire (PRNG 3) et d’une
opération combinant la sortie de ce générateur avec le texte clair pour produire
le texte chiffré.
Un PRNG peut être dérivé d’un chiffrement par bloc au moyen d’un mode
opératoire (par exemple le mode compteur), mais peut aussi reposer sur une
1. Voir introduction
2. L’utilisation du “ou” exclusif n’est pas le seul choix possible, il suffit que l’opération soit
inversible mais c’est la plus simple.
3. Pseudo Random Number Generator
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Figure 4.1 – Schéma générique d’un chiffrement à flot, zt désigne la suite





Figure 4.2 – Schéma générique d’un générateur pseudo-aléatoire, X désigne
l’état interne, Φ la fonction de transition et f la fonction de filtrage.
construction ad hoc. De manière générale, un générateur pseudo-aléatoire prend
en entrée une source d’entropie (graine) de petite taille, et produit une suite de
taille plus grande. Évidemment, la sortie d’un PRNG n’est pas aléatoire puisque
la suite produite est de taille plus grande que la source d’entropie. En revanche,
il est possible de produire une suite de grande taille, de manière à ce qu’il soit
algorithmiquement difficile de la distinguer d’une suite aléatoire. En utilisant de
bons générateurs pseudo-aléatoires, on peut alors imiter le principe du chiffrement
de Vernam en utilisant comme suite chiffrante une suite pseudo-aléatoire, ce
qui nous permet d’obtenir des algorithmes de chiffrement symétrique efficaces.
Classiquement, on utilise un PRNG que l’on initialise avec la clef secrète et un
vecteur d’initialisation (IV) qui est public, afin de générer une suite sortante
(zt)t≥0 (voir figure 4.1).
Ainsi, la sécurité du chiffrement repose sur les caractéristiques du généra-
teur pseudo-aléatoire utilisé. Génériquement, un générateur pseudo-aléatoire est
modélisé à l’aide d’une fonction de transition et d’une fonction dite de filtrage
comme décrit à la figure 4.2.
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4.1.2 Attaques sur les chiffrements à flot
Types d’attaques. En se plaçant dans un modèle favorable pour l’attaquant.e,
c’est-à-dire dans le modèle à clair connu, on peut supposer que ce.tte dernier.ère
connâıt la suite chiffrante (zt)0≤t<N produite par le générateur pseudo-aléatoire,
où N désigne ici la quantité de données à laquelle l’attaquant.e a accès. En
effet, la connaissance du message initial et du texte chiffré permet de retrouver
la suite chiffrante en calculant simplement ct ⊕mt = zt. Dans ces conditions,
on dira qu’un chiffrement à flot est sûr si, connaissant la suite chiffrante, il est
algorithmiquement difficile de réaliser une des actions suivantes :
— retrouver la clef secrète ;
— retrouver l’état initial ;
— prédire un ou plusieurs bits non connus de la suite chiffrante ;
— distinguer la suite connue d’une suite aléatoire.
Un chiffrement à flot comporte souvent une phase d’initialisation qui calcule
l’état initial à partir de la clef et du vecteur d’initialisation. C’est la raison pour
laquelle une attaque par recouvrement de clef est plus puissante qu’une attaque
par recouvrement de l’état initial.
Recherche exhaustive. Tout comme pour les chiffrements par bloc, si la clef
secrète utilisée est de taille κ, alors le coût de la recherche exhaustive est en 2κ.
Attaque générique en compromis temps/mémoire/données. Le prin-
cipe du compromis temps-mémoire a été introduit par Hellman en 1980 [Hel80]
pour inverser de manière générique une fonction à sens unique 4. L’idée générale
est de réunir des couples entrée/sortie de la fonction en les stockant dans une
table (ce qui coûte de la mémoire) pour ensuite faire cöıncider ces informations
avec les données observées. Pour des chiffrements par bloc, cette attaque est très
coûteuse en mémoire. Cependant, dans le cas particulier des chiffrements à flot,
le coût en mémoire est bien plus faible [Bab95, Gol97]. Sans rentrer dans les
détails, cette attaque permet de retrouver l’état initial d’un chiffrement à flot
avec une complexité en temps, en mémoire et en données de l’ordre de 2n/2 où n
est la taille de l’état interne du générateur pseudo-aléatoire. La complexité de la
recherche exhaustive de la clef étant en 2κ, on prendra toujours un état interne
de taille au moins 2 fois la taille de la clef (i.e. 2κ ≤ n).
4.2 Chiffrements à flot et LFSR
Afin de minimiser le coût d’implémentation des algorithmes de chiffrement,
plusieurs algorithmes de chiffrement à flot utilisent des fonctions de transition
linéaires. Pour pouvoir chiffrer une quantité de données importante au regard
4. Une fonction à sens unique (One-way function) est une fonction qui peut être aisément
calculée mais qui est difficile à inverser.
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de la taille de l’état interne, le.a cryptographe s’attelle à choisir une fonction de
transition telle que la période de la suite des états internes soit la plus grande
possible quel que soit l’état initial. Dans le cas des fonctions de transition linéaire,
cela signifie que le polynôme minimal de l’application linéaire doit être primitif.
Parmi toutes les possibilités, la plus intéressante est d’utiliser des registres à
décalage à rétroaction linéaire (LFSR - Linear Feedback Shift Register) en raison
de leur faible coût d’implémentation, mais aussi des propriétés statistiques bien
connues des suites engendrées [LN83, Hel11], ce qui permet de justifier facilement
leur caractère pseudo-aléatoire. Les algorithmes de chiffrement comme E0, utilisé
pour la communication Bluetooth, SNOW 2.0 (ISO/IEC 18033-4 standard) et
A5/1 (GSM) sont des algorithmes fondés sur des LFSR et sont largement employés
en pratique. Ainsi, l’étude des LFSR mérite notre attention, afin d’évaluer plus
en détail la sécurité de ces chiffrements. Évidemment, les LFSR ne sont jamais
utilisés seuls, car ils sont linéaires et l’algorithme de Berlekamp-Massey [Mas69]
permet de retrouver l’état initial en un temps quadratique en la taille du registre.
Ils sont donc utilisés avec d’autres composantes non-linéaires : par exemple, la
famille de chiffrement Grain [HJM05] utilise un LFSR combiné avec un registre
mis à jour de manière non-linéaire.
4.2.1 Registres à décalage à rétroaction linéaire
Définition 4.1 (Registre à décalage à rétroaction linéaire). Un LFSR de taille n
sur le corps Fq est un automate fini qui produit une suite d’éléments s = (st)t≥0




cist+n−i, ∀t ≥ 0
Les n coefficients c1, . . . , cn sont les coefficients de rétroaction du LFSR.
Le registre du LFSR contient L cellules, chacune étant constituée d’un élément
de Fq. Le contenu de ces cellules forme l’état du LFSR à un instant t. De plus le
LFSR est initialisé par s0, . . . , sn−1 : c’est l’état initial du LFSR.
L’état initial d’un LFSR doit nécessairement être non-nul, sinon la suite
engendrée par le LFSR est la suite constante à la valeur 0.
La suite produite par un LFSR est donc déterminée de manière unique par
ses coefficients de rétroaction et son état initial. Les coefficients de rétroaction
définissent le polynôme de rétroaction et le polynôme caractéristique du LFSR.
Définition 4.2 (Polynôme de rétroaction). Le polynôme de rétroaction d’un
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⊕ ⊕ ⊕
c1 c2 cn−1 cn
st+n−1 st+n−2 st+1 st
Figure 4.3 – Représentation de Fibonacci d’un LFSR.
Définition 4.3 (Polynôme caractéristique). Le polynôme caractéristique d’un
LFSR de taille n dont le polynôme de rétroaction est PR est le polynôme défini
par
P (X) = XnPR(1/X)
Exemple 1. Soit un LFSR de taille 6 sur F2, dont les coefficients de rétroaction
sont (c1, c2, c3, c4, c5, c6) = (1, 1, 0, 0, 0, 1), alors le polynôme de rétroaction vaut
PR(X) = 1 +X +X
2 +X6
et le polynôme caractéristique vaut
P (X) = X6 +X5 +X4 + 1 .
De plus, si l’état initial est par exemple s0s1s2s3s4 = 101100, alors la suite
engendrée commencera par 101100011001...
La caractérisation des suites engendrées par les LFSR [Zie59] nous permet de
restreindre notre étude aux registres à décalage dont le polynôme caractéristique
est un polynôme primitif. Par exemple, si le polynôme de rétroaction du LFSR
n’est pas irréductible, certains états initiaux produisent des suites qui peuvent
être engendrées par un LFSR de plus petite taille. Plus généralement, si le
polynôme caractéristique n’est pas primitif, alors la période engendrée ne sera
pas maximale, puisque l’ordre du polynôme caractéristique du LFSR détermine
la période de la suite produite.
4.2.2 LFSR et corps finis
En identifiant dans une certaine base les éléments de Fnq avec le corps fini
Fqn , il apparâıt que l’opération induite par la mise à jour de l’état interne d’un
LFSR correspond à la multiplication dans le corps fini par un élément défini par
le polynôme caractéristique.
Proposition 4.4. [McE87] Soit P un polynôme irréductible dans Fq[X] de degré




0 si i = j
1 si i 6= j
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Figure 4.4 – Représentation de Galois d’un LFSR.
où Tr est la fonction trace du corps Fqn dans Fq. Alors, l’état interne du LFSR
de polynôme caractéristique P à l’instant (t+ 1) est égal à l’état interne du LFSR
à l’instant t multiplié par α, où les vecteurs sont identifiés aux éléments du corps
fini Fqn décomposés dans la base {β0, . . . , βn−1}.
Représentation de Galois. Comme un LFSR implémente la multiplication
par un certain élément dans le corps fini, nous pouvons le représenter d’une
manière différente de la représentation classique de Fibonacci (figure 4.3), sans
pour autant modifier la fonction de transition : c’est la représentation de Galois
du LFSR (figure 4.4).
4.2.3 Complexité linéaire
Définition 4.5 (Complexité linéaire). La complexité linéaire d’une suite s =
(st)t≥0 d’éléments du corps fini Fq, notée Λ(s), est le plus petit entier Λ tel que s
soit engendrée par un LFSR de taille Λ sur Fq. S’il n’existe pas de tel LFSR, on
pose Λ(s) =∞. Par convention, la complexité linéaire de la suite constante est
0. La complexité linéaire d’une suite récurrente correspond au degré du polynôme
minimal de cette suite.
Dans toute la suite on considère que l’on travaille sur des corps de ca-
ractéristique 2.
L’algorithme de Berlekamp-Massey [Mas69]. Cet algorithme permet de
déterminer la complexité linéaire d’une suite donnée, ainsi que le polynôme
de rétroaction du plus petit LFSR qui engendre cette suite. La complexité de
cet algorithme est quadratique en la longueur de la suite. Par conséquent, la
complexité linéaire d’une suite produite par un générateur pseudo-aléatoire est un
critère de sécurité à prendre en compte. Nous verrons même que cette quantité est
bien plus pertinente que d’autres critères cryptographiques jusqu’alors considérés
comme pertinents.
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Algorithme 2 Algorithme de Berlekamp-Massey.
Entrée: sn = s0s1...sn−1, une suite de longueur n.
Sortie: Λ(s), la complexité linéaire de sn, ainsi que le polynôme de rétroaction
P correspondant.
1: P (X)← 1, P ′(X)← 1, Λ← 0, m← −1, d′ ← 1.
2: pour t allant de 0 à n− 1 faire
3: d← st +
∑Λ
i=1 pist−i
4: si d 6= 0 alors
5: T (X)← P (X)
6: P (X)← P (X)− d(d′)−1P ′(X)Xt−m
7: si 2Λ ≤ t alors
8: Λ← t+ 1− Λ
9: m← t
10: P ′(X)← T (X)




Renvoyer Λ et P
4.2.4 Construction de chiffrements à flot basés sur des
LFSR
Comme nous l’avons dit précédemment, nous n’utilisons pas de registres à
décalage à rétroaction linéaire seuls pour construire un algorithme de chiffrement.
Cependant, les propriétés statistiques des LFSR étant suffisamment étudiées
et leur coût d’implémentation étant faible, leur intérêt reste majeur pour la
construction d’algorithmes de chiffrement symétriques. Dans cette partie, nous
décrivons deux utilisations génériques de ces registres : la combinaison de registres
et les LFSR filtrés.
La combinaison de registres. L’idée de ce type de générateurs pseudo-
aléatoires est de combiner plusieurs LFSR avec une fonction booléenne afin de
produire la suite chiffrante. Plus précisément, nous prenons ` LFSR différents,
potentiellement de tailles différentes. On note (uit)t≥0 la suite produite par chacun
de ces LFSR pour tout 1 ≤ i ≤ ` et on choisit une fonction booléenne à ` variables.






t , . . . , u
`
t), ∀t ≥ 0 .
Le schéma général d’un générateur combiné est décrit à la figure 4.5. La complexité
linéaire de ce type de générateurs est liée au degré algébrique de la fonction
booléenne utilisée [Her86, RS87]. Il faudra donc prendre en compte plusieurs
critères lors du choix de la fonction booléenne pour éviter certaines attaques sur
ce type de chiffrement.
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Figure 4.5 – Combinaison de LFSR.
Les registres filtrés.
Définition 4.6 (Registre filtré). Un registre filtré (ou générateur filtré) est
un générateur pseudo-aléatoire composé d’un unique LFSR de taille n, dont
le contenu est filtré par une fonction booléenne f (voir figure 4.6). La suite
pseudo-aléatoire générée ainsi satisfait la relation suivante :
st = f(ut+γ1 , . . . , ut+γ`)
où (ut)t≤0 est la suite produite par le LFSR et (γi)1≤i≤` une suite décroissante
d’entiers de {0, . . . , n− 1}.
L’algorithme de chiffrement à flot Sfinks [BLM+05] soumis à la compétition
eSTREAM [ECR05] suit exactement ce schéma spécifique.
Il est aussi important de garder en mémoire que dans la pratique, la fonction
booléenne utilisée prend en entrée un petit nombre de variables (10-20), alors
que la taille du registre est souvent de taille 128 ou 256 bits.
4.3 Cryptanalyse de chiffrements à flot basés sur
les LFSR
Dans cette section, nous nous intéressons à évaluer la sécurité des algorithmes
de chiffrement basés sur les LFSR. De manière générique, nous décrivons des
attaques existantes sur les combinaisons de générateurs et les registres filtrés.
Les attaques par corrélation (rapides) et les attaques algébriques sont les deux
principales attaques sur les chiffrements à flot en général. Les schémas que
nous avons décrits sont très simples, cependant, un nombre non-négligeable
de chiffrements à flot utilisent ces constructions [ECR05] mais dans une forme
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Figure 4.6 – Registre filtré.
légèrement modifiée. Ainsi, les attaques que nous décrivons peuvent dans certains
cas être adaptées à des chiffrements spécifiques [LV04, MJB04, Nay07].
4.3.1 Attaques algébriques
Dans le cas des registres filtrés décrits à la section 4.2.4, la fonction de mise
à jour de l’état interne est une fonction linéaire. Ainsi, le degré des équations
liant la suite chiffrante (connue) et l’état initial est constant et est égal au degré
de la fonction booléenne utilisée (noté d). L’attaque algébrique de base consiste
à écrire toutes les équations obtenues entre l’état initial et la suite chiffrante. En
linéarisant tous les monômes 5, on obtient un système d’équations linéaires dont














correspond au nombre de monômes de
degré i. En collectant au moins D valeurs de la suite chiffrante, nous pouvons
résoudre le système correspondant avec une complexité de l’ordre de O(D3)
avec une simple élimination de Gauss. Cette complexité peut être améliorée par
l’utilisation d’algorithmes de résolution de systèmes polynomiaux comme par
exemple ceux utilisant des bases de Gröbner. De plus, plusieurs variantes de
ces attaques ont également été développées afin d’en améliorer sensiblement la
complexité [CM03, Cou03, RH07, GRHH11], principalement en effectuant une
partie des calculs dans une phase de pré-calcul (indépendante de l’état initial).
L’attaque de Courtois et Meier en 2003 [CM03] n’utilise pas le degré de
la fonction, mais exploite l’existence de relations de petit degré induites par
l’équation existante. Le principe de cette attaque est d’exploiter l’existence d’une
5. c’est-à-dire en considérant tous les monômes comme des nouvelles variables indépendantes
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fonction de petit degré qui annule la fonction. Ainsi le critère cryptographique
associé à ce type d’attaques n’est pas le degré algébrique, mais l’immunité
algébrique, c’est-à-dire le plus petit degré d’un annulateur non-nul de la fonction
booléenne (définition 2.20 du chapitre 2). Formulé autrement, cette attaque
met en évidence le fait que, dans certains cas, une équation de haut degré peut
impliquer l’existence d’une autre équation de degré plus faible : une équation
peut en cacher une autre !
4.3.2 Attaques par corrélation
Initialement proposé par Siegenthaler en 1985 [Sie85] sur la combinaison de
registres (figure 4.2.4) et amélioré en 2002 dans le cas linéaire [CJM02] puis
en 2012 dans un cadre plus général [CN12] au moyen d’une transformée de
Walsh rapide, ce type d’attaque exploite l’existence d’un biais entre la sortie du
générateur et la sortie d’un autre générateur dont l’état interne forme une partie
de l’état total.
Prenons le générateur combiné décrit à la figure 4.5. En supposant que la
sortie de ce générateur est corrélée à la sortie de chaque registre le constituant,
l’attaque de Siegenthaler permet de retrouver l’état initial en faisant une recherche
exhaustive sur chaque sous-partie de l’état, pour finalement retrouver l’état
complet. La technique de Siegenthaler est une technique de type diviser pour
mieux régner, c’est-à-dire que l’on arrive à retrouver plusieurs parties du secret
(l’état initial) indépendamment les unes des autres.
Tandis que le coût de la recherche exhaustive sur ce type de générateurs est
de l’ordre de ∏̀
i=1
(2ni − 1)




opérations, où ` est le nombre de registres et ni désigne la longueur de ces registres.
Afin d’éviter ce type d’attaque, il est nécessaire de choisir une fonction booléenne
ayant une forte résilience (définition 2.18 du chapitre 2). En revanche, il n’est
pas possible d’avoir à la fois une forte résilience et un haut degré algébrique pour
la fonction booléenne (proposition 2.19 du chapitre 2). En d’autres termes, on ne
peut avoir, sur ce type de générateurs, à la fois une grande complexité linéaire et
être résistant à l’attaque de Siegenthaler sauf à augmenter considérablement la
longueur des LFSR utilisés.
4.3.3 Attaques par corrélation rapides
Dans le cas des générateurs filtrés, l’attaque de Siegenthaler ne s’applique
pas puisque qu’il n’y a qu’un seul registre. Cependant, il est possible de réaliser
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des attaques lorsque la fonction booléenne est suffisamment proche au sens de
la distance de Hamming d’une fonction linéaire. Il est à noter que ces attaques
ne sont pas une amélioration de l’attaque de Siegenthaler, mais sont, à mon
avis fondamentalement différentes dans la manière d’exploiter les propriétés
des générateurs. Les attaques par corrélation rapides [MS89] ont été largement
étudiées [JJ99, JJ00, CT00, CJS01, CJM02, LV04] et sont encore un sujet d’ac-
tualité [ZGM17, TIM+18]. Le critère cryptographique pour la fonction booléenne
associé à cette attaque est la non-linéarité, c’est-à-dire la distance à toutes les
fonctions affines (définition 2.17 du chapitre 2).
De manière générale, si l’on considère un LFSR filtré par f , d’état initial
X0, générant une suite s, où s est fortement corrélée avec σ, suite sortant d’un
LFSR non filtré d’état initial X ′0 de longueur L, alors les complexités en données






















où d est un entier d ≥ 3 qui correspond au nombre de termes des équations de
parité utilisées dans l’attaque [CT00] et ε est le biais entre s et σ, c’est-à-dire
Pr[st = σt] =
1
2 − ε.
4.4 Équivalence monomiale de registres filtrés
À partir de maintenant, nous nous intéressons à un unique LFSR filtré,
et nous décrivons une équivalence non-linéaire entre plusieurs registres filtrés.
Cette équivalence que nous appellerons équivalence monomiale a été introduite
par Sondre Rønjom et Carlos Cid à Fast Software Encryption en 2010 [RC10].
Comme nous venons de le rappeler, les registres filtrés sont vulnérables à plusieurs
types d’attaques et, pour s’en prémunir, la fonction booléenne doit avoir une
haute immunité algébrique et une haute non-linéarité. Dans cette partie, nous
expliquons en quoi l’équivalence non-linéaire affecte également la sécurité des
registres filtrés.
Définition 4.7 (Équivalence). On dira qu’un générateur pseudo-aléatoire E′
est équivalent à un autre système E si E′ peut produire la même suite que le
système E et réciproquement, et qu’il existe une bijection entre les états initiaux
produisant les mêmes suites.
On considère un LFSR de taille n, de polynôme de caractéristique primitif P
(pour assurer la période maximale), filtré par une fonction booléenne f que l’on
regarde comme une fonction à n variables 6. On note (ut)t≥0 la suite engendrée
6. même si en pratique, celle-ci prend un bien plus petit nombre de variables que la taille
du registre, ce qui signifie que la sortie de la fonction ne dépend pas de toutes ses variables
d’entrée, i.e. la fonction a des structures linéaires.
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par ce LFSR. La suite sortante s est donc définie par
st = f(ut, ut+1, . . . , ut+n−1).
On note X0 l’état initial du LFSR. Ainsi, ce générateur filtré est défini par la
donnée de P ∈ F2[X] et de f ∈ Bn. Le couple (P, f) est appelé la représentation
multivariée du LFSR filtré.
4.4.1 Représentation univariée
Comme nous l’avons expliqué à la section précédente, nous pouvons identifier
l’état interne d’un LFSR de taille n à un élément du corps F2n au sens de la
proposition 4.4. De la même manière, la fonction de filtrage est vue comme une
fonction de F2n dans F2 (c’est-à-dire vue sous sa représentation univariée). Avec
ces notations, on considère l’isomorphisme φ de Fn2 dans le corps fini F2n , défini
par la base appropriée {β0, . . . , βn−1}. Alors, l’état interne à l’instant t du LFSR
(Xt ∈ F2n) initialisé par X0 = Φ(u0, . . . , un−1) correspond exactement à
Xt = α
tX0
où α est une racine (primitive) du polynôme caractéristique du LFSR. Dans ces
conditions, la valeur de la suite chiffrante à l’instant t est donnée par la relation
st = f ◦ Φ−1(X0αt) .
Ainsi, tout registre filtré admet une représentation équivalente définie par une
racine α ∈ F2n du polynôme caractéristique du LFSR, et une fonction F de F2n
dans F2, F = f ◦ Φ−1.
Notation 4.8. On notera les fonctions booléennes en majuscule lorsqu’elles
sont vues sous forme polynomiale univariée et minuscule lorsqu’elles sont vues
sous forme algébrique normale (multivariée).
De cette représentation univariée définie par le couple (α, F ), il est possible
de retrouver la représentation multivariée (P, f) : comme P est irréductible, ce
dernier correspond au polynôme minimal de α et f est égal à F ◦ Φ où Φ est
l’isomorphisme de Fn2 dans F2n associé à la base duale de {1, α, α2, . . . , αn−1}.
En revanche, pour une représentation (P, f) il existe plusieurs valeurs de α
possibles : toutes les racines conjuguées de P , i.e. α, α2, . . . , α2
n−1
. Il y a donc n
fonctions de filtrage F possibles en représentation univariée associées à chaque
choix de racine de P . Cependant, tous ces choix sont linéairement équivalents
puisqu’ils diffèrent seulement par la composition avec l’application de Frobenius.
Or, la composition de F par une application linéaire ne change pas les propriétés
cryptographiques classiquement considérés, notamment l’immunité algébrique et
la non-linéarité.
La représentation de F sous sa forme univariée, c’est-à-dire sous la forme d’un
polynôme à coefficients dans F2n peut être calculée à l’aide d’une transformée de
Fourier discrète [MS77, Bla83, GG04].
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Proposition 4.9 (Transformée de Fourier discrète d’une fonction). Soit F une









De plus, A2n−1 =
∑
x∈F2n F (x) et les coefficients Ai, 0 ≤ i ≤ 2
n− 2 sont donnés
par la transformée de Fourier discrète des valeurs de F prises sur les (2n − 1)




F (γk)γ−ki, 0 ≤ i ≤ 2n − 2
où γ est un élément primitif de F2n .
De manière évidente, la valeur de F (0) n’impacte en rien les propriétés
cryptographiques : cette valeur apparâıt seulement lorsque l’état interne du
registre s’annule, ce qui est évidemment à éviter, puisque la suite engendrée
serait constante.
Cette représentation univariée des fonctions vectorielles (de F2n dans F2n)
peut aussi être vue comme un polynôme interpolateur.
Dans le cas de notre étude, la fonction de filtrage est une fonction booléenne,
c’est-à-dire que la fonction est à valeurs dans F2, ce qui implique les relations
A2i = A
2
i pour tout 0 ≤ i ≤ 2n−2. En d’autres termes, cela signifie que l’on peut
regrouper les coefficients en fonction des classes cyclotomiques modulo (2n − 1),
afin de retrouver la représentation trace des fonctions booléennes (définition 2.12






où Γ est l’ensemble de tous les représentants des classes cyclotomiques modulo
(2n − 1) et ni correspond à la taille de la classe cyclotomique de i et Ai ∈ F2ni .
4.4.2 Équivalence monomiale
En utilisant la représentation univariée, il est facile de remarquer que pour
tout λ ∈ F2n non nul, la suite engendrée par le registre filtré de polynôme
caractéristique P et de fonction de filtrage F , initialisé avec X0 ∈ F2n est
exactement la même que la suite obtenue par le même LFSR, mais filtré par la
fonction booléenne G(x) = F (λx) pour tout x ∈ F2n et initialisé par l’état initial
Y0 = λ
−1X0. Cependant, cette équivalence entre ces registres est une équivalence
linéaire. Ainsi, son intérêt cryptographique est limité, puisque toutes les fonctions
de la forme F (λx) possèdent les mêmes propriétés cryptographiques classiques
que la fonction initiale F .
Cependant, Rønjom et Cid [RC10] ont exhibé une autre équivalence, non-
linéaire, entre les registres filtrés. L’idée de cette équivalence est de modifier la
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racine primitive (i.e. le polynôme caractéristique du LFSR) utilisée pour la mise
à jour de l’état interne.
Équivalence non-linéaire. Soit α et β deux éléments primitifs du corps fini
F2n . Comme ce sont tous deux des éléments primitifs, cela signifie qu’il existe un
entier k, premier avec (2n − 1), tel que β = αk. On note Pα et Pβ les polynômes
minimaux respectifs de α et β. Alors, il est clair que pour tout t ≥ 0, l’état
interne Xt du LFSR de polynôme caractéristique Pα initialisé par un élément
arbitraire non nul X0 et l’état interne Yt du LFSR de polynôme caractéristique
Pβ intialisé par l’état interne Y0 = X
k




t)k = Xkt ∀t ≥ 0 .
Finalement, en notant F la fonction de filtrage du LFSR de polynôme
caractéristique Pα, la suite s produite par ce générateur filtré est donnée par la
relation
st = F (X0α
t) ∀t ≥ 0 .
Soit G la fonction booléenne à n variables définie par la relation G(X) =
F (Xr), où r est défini comme l’inverse de k modulo (2n − 1), i.e. kr ≡ 1
mod (2n − 1). Alors la suite sortante s′ du LFSR de polynôme caractéristique





t ) = F ((X
k
t )
r) = F (Xt) = st ∀t ≥ 0 .
Le générateur filtré défini par (α, F ) est donc équivalent (au sens de la
définition 4.7) au générateur défini par (β = αk, F (Xr)) où r est l’inverse de k
modulo (2n−1). Cette équivalence entre générateurs filtrés est appelée équivalence
monomiale.




différents générateurs filtrés équivalents, où φ est l’indicatrice d’Euler.
Il est à noter que seulement les permutations induisent une équivalence, i.e.
k doit être premier avec (2n − 1).
Nous avons vu que les racines conjuguées impliquent une équivalence linéaire,
ce qui permet de regrouper les générateurs équivalents en groupes de n générateurs,
correspondant aux classes cyclotomiques de k. Comme pgcd(k, 2n − 1) = 1, la
taille des classes cyclotomiques est nécessairement n. Certains cas dégénérés
de fonctions booléennes donnent moins de générateurs différents dans la classe
d’équivalence : il se pourrait qu’il existe un entier k, pgcd(k, 2n − 1) = 1, tel que
pour tout X ∈ F2n , F (Xk) = F (X).
Comme ces générateurs sont équivalents, une attaque par recouvrement de
l’état initial du générateur induit par Pβ permet de retrouver l’état initial X0 du
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registre défini par Pα, en utilisant la relation X0 = Y
r
0 . Finalement, on déduit
de ces observations la propriété suivante.
Proposition 4.10 (Générateurs équivalents). Le niveau de sécurité d’un généra-
teur filtré est le niveau minimal de sécurité de l’ensemble des générateurs dans
sa classe d’équivalence.
Sondre Rønjom et Carlos Cid ont exhibé cette équivalence en se demandant
s’il était possible d’attaquer un générateur équivalent dont le polynôme de
rétroaction serait creux, afin d’améliorer les attaques par corrélation rapides,
puisque ceci permettrait d’obtenir des équations de petit poids [RC10, page 12].
Cette question reste ouverte.
Exemple 2. Considérons une fonction booléenne monomiale à n variables, par
exemple Tr(Xr), pour un certain r premier avec (2n− 1). Une telle fonction peut
avoir une haute non-linéarité et une haute immunité algébrique. On pourrait
donc penser qu’il pourrait d’agir d’une bonne fonction de filtrage (pour certains
choix de r). Or, d’après ce qui précède, il est possible de considérer le générateur
équivalent, induit par la permutation X 7→ Xk avec kr ≡ 1 mod (2n − 1). Dans
ces conditions, le générateur initial filtré par Tr(Xr) est équivalent à un unique
LFSR, dont l’état initial peut être retrouvé avec une complexité quadratique en
la taille du registre (O(n2)) à l’aide de l’algorithme de Berlekamp-Massey.
Étant donné que les critères cryptographiques sur la fonction de filtrage ne
sont pas préservés par la transformation X 7→ Xk, il est tout naturel de se
demander quel est l’impact de cette équivalence non-linéaire sur les attaques
classiques des générateurs filtrés, notamment les attaques algébriques et les
attaques par corrélation rapides. Les résultats obtenus avec Anne Canteaut sont
décrits dans la suite de ce chapitre et ont été publiés à Fast Software Encryption
en 2016 [CR16].
4.5 Attaques algébriques “univariées”
Déterminer les propriétés cryptographiques d’une fonction booléenne en
considérant tous les changements possibles de racine primitive du corps fini
F2n semble a priori difficile, puisque les critères de non-linéarité et d’immunité
algébrique ne sont pas invariants par cette transformation [RC10, Appendix A].
Pour ce qui est du degré et de l’immunité algébrique, les travaux de Massey
et Serconek [MS94], puis plus récemment ceux de Gong, Helleseth et Rønjom
[RGH07, RH07, Gon11, HR11] ont montré que la représentation univariée est
bien plus pertinente que la représentation multivariée pour évaluer correctement
la sécurité des registres filtrés. Pour le cas des attaques algébriques, c’est cette
représentation univariée qui donne exactement la valeur de la complexité linéaire
de la suite produite, ce qui détermine précisément la sécurité de ce type de
générateur. En effet, l’action de l’équivalence monomiale sur la fonction de
filtrage est bien plus simple à décrire lorsque l’on choisit la représentation
univariée que la représentation multivariée.
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alors l’ensemble des fonctions booléennes dans la classe d’équivalence de F est






est obtenue en décimant la représentation univariée de F par un entier k premier
avec (2n − 1), i.e.,
Bi = Aik mod (2n−1) .
4.5.1 Complexité linéaire
Comme nous l’avons décrit à la section 4.3, l’attaque algébrique la plus simple
consiste à collecter des équations (multivariées) liant l’état initial et la suite
chiffrante. Dans ces conditions, la complexité de l’attaque dépend du degré de
la fonction de filtrage. Or, plutôt que de linéariser le système, nous pouvons
adopter une stratégie complètement différente et beaucoup plus performante :
nous pouvons considérer la sortie du générateur filtré comme la sortie d’un unique
LFSR (de taille bien plus grande). La taille de ce LFSR est la complexité linéaire
Λ de la suite chiffrante (définition 4.5). Cette valeur détermine exactement la
complexité de résolution du plus petit système linéaire qui lie les bits de la suite
chiffrante et l’état initial. Pour le cas particulier de la combinaison de registres,
nous savons que la complexité linéaire croit suffisamment vite avec le degré
de la fonction [Key76, Rue86]. En revanche, dans le cas des générateurs filtrés,
le théorème de Blahut [Bla83, MS94] implique que la valeur de la complexité
linéaire Λ est entièrement déterminée par le nombre de coefficients non nuls
dans la représentation univariée de la fonction de filtrage. Plus précisément, soit
Ai ∈ F2n pour 0 ≤ i ≤ 2n − 2 les coefficients de la représentation univariée
de F , alors la complexité linéaire de la suite sortante d’un LFSR de polynôme
caractéristique primitif et filtré par F est donnée par
Λ = #{0 ≤ i ≤ 2n − 2 : Ai 6= 0} .
L’équivalence monomiale correspond à la décimation par un certain entier k
premier avec (2n − 1) des coefficients dans la représentation univariée. La valeur
des coefficients reste donc inchangée par cette transformation, ce qui nous permet
d’assurer la proposition suivante.
Proposition 4.11 (Invariance de la complexité linéaire). La complexité linéaire
d’une suite engendrée par un LFSR filtré est un invariant pour l’équivalence
monomiale.
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Une observation importante faite par Rønjom et Helleseth dans [RH07] est
que la complexité linéaire est toujours plus petite que le nombre de monômes
présents dans l’attaque algébrique classique. En effet, pour l’attaque algébrique







inconnues. Or, on sait que le degré de la fonction monomiale Tr(λxk) est égal
au poids de Hamming de k, c’est-à-dire le nombre de 1 dans sa représentation
binaire. Ainsi, si l’on a une fonction booléenne de degré d, on sait que tous
les coefficients Ak dans la représentation univariée où wH(k) > deg f doivent
nécessairement être nuls. Ainsi, la complexité linéaire Λ du générateur, i.e., le
nombre de coefficients non nuls dans la représentation univariée, est au plus
le nombre d’entiers k tels que wH(k) ≤ deg(f), ce qui correspond au nombre
d’inconnues dans le système multivarié linéarisé. Dans ces conditions, pour
n’importe quel générateur filtré obtenu par équivalence monomiale, la meilleure
attaque algébrique a une complexité en données de O(Λ). La connaissance de
Λ bits de suite chiffrante permet de déterminer l’état initial du registre en
un temps de calcul linéaire en Λ. Cependant, la phase de précalcul consiste à
calculer la complexité linéaire engendrée par le générateur, ainsi que le polynôme
minimal de la suite chiffrante. Ceci peut être réalisé en appliquant l’algorithme
de Berlekamp-Massey (algorithme 2, page 69) au générateur filtré, initialisé
par une valeur arbitraire avec un coût quadratique en la complexité linéaire,
i.e. en O(Λ2). Cette complexité peut être améliorée en utilisant des techniques
similaires à celles employées dans les attaques algébriques rapides afin d’obtenir
une complexité de l’ordre de O(Λ log2 Λ) comme expliqué dans [RH07]. Comme
ces attaques exploitent le spectre de Fourier de la fonction de filtrage, il est clair
que l’équivalence monomiale n’affecte en rien la complexité de ces attaques.
4.5.2 Attaques algébriques
D’après les observations précédentes, Rønjom et Cid ont défini dans leur
article l’immunité algébrique généralisée [RC10, Définition 6], c’est-à-dire la plus
petite immunité algébrique pour toutes les fonctions booléennes dans la classe
d’équivalence induite par le changement de racine primitive dans le corps fini F2n .
Comme expliqué au chapitre 2 mais aussi à la section 4.3, les attaques algébriques
permettent à l’attaquant.e de diminuer le degré des équations liant l’état initial
et les bits de la suite chiffrante en utilisant l’existence d’un annulateur de petit
degré de la fonction de filtrage [CM03]. La même idée peut être utilisée afin
d’améliorer les attaques algébriques utilisant la représentation univariée de la
fonction. En d’autres termes, si le polynôme représentant la fonction de filtrage
n’est pas creux mais que la fonction admet un annulateur creux, alors l’attaque
peut être réalisée sur cet annulateur plutôt que sur la fonction elle-même (comme
pour les attaques algébriques classiques). Ainsi, la complexité de la meilleure
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attaque est déterminée par la plus petite complexité linéaire d’un annulateur de
la fonction de filtrage. Cette quantité est définie comme l’immunité spectrale de
la suite sortante [GRHH11, Définition 1].
Définition 4.12 (Immunité Spectrale). Soit s une suite binaire de période N ,
alors l’immunité spectrale SI(s) est définie par
SI(s) = min
b∈FN2
{Λ(b)|s · b = 0 ou (s + 1) · b = 0,b 6= 0}
Exemple 3. C’est cette propriété particulière qui a permis à Sondre Rønjom
[Røn15] de casser la famille de chiffrements à flot Welch-Gong [NG05] dont les
suites chiffrantes ont une faible immunité spectrale.
En utilisant la correspondance entre suites et fonctions booléennes [GG04],
cette définition s’étend tout naturellement aux fonctions booléennes en considérant
le nombre de coefficients non nuls dans la représentation univariée. Ainsi, nous
pourrons parler de complexité linéaire d’une fonction booléenne comme la com-
plexité linéaire d’une suite engendrée par un générateur filtré par cette fonction.
Nous discuterons de ce nouveau critère cryptographique en prenant un peu de










impliquant directement que l’attaque exploitant la représentation univariée est
toujours plus performante que l’attaque classique.
Il nous reste à montrer que l’équivalence monomiale n’affecte pas non plus
l’immunité spectrale de F .
Soit k un entier premier avec (2n − 1) et soit F ′(x) = F (xk). Soit G′ un
annulateur non-nul de F ′. Par définition G′ est un annulateur non-nul de F ′
si et seulement si G(x) = G′(xr) est un annulateur non-nul de F , avec rk ≡ 1
mod (2n− 1). La complexité linéaire de G′ est donc égale à la complexité linéaire
de G, annulateur de F . Dans ces conditions, une attaque algébrique sur le
générateur filtré par F a exactement le même coût que sur le générateur filtré
par F ′. Plus généralement, l’immunité spectrale des fonctions booléennes est
invariante par l’équivalence monomiale.
Proposition 4.13. L’équivalence monomiale n’affecte pas la complexité des
meilleures attaques algébriques sur les générateurs filtrés.
4.6 Attaques par corrélation “univariées”
Comme expliqué à la section 4.3, le principe de ces attaques est, pour un
générateur filtré, d’approximer la fonction de filtrage par une fonction linéaire 7.
7. Contrairement aux registres combinés, le critère de résilience n’est pas pertinent ici.
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Le critère cryptographique associé aux attaques par corrélation rapides est la
non-linéarité des fonctions booléennes (définition 2.17 du chapitre 2). Rønjom
et Cid [RC10, Section 6.2] ont expliqué dans leur article qu’il est nécessaire
d’étendre le critère de non-linéarité. Dans cette section, nous montrons dans
un premier temps que le critère pertinent pour évaluer la sécurité des registres
filtrés est en fait la non-linéarité généralisée introduite en 2001 par Gong et
Youssef [YG01]. Dans un second temps, nous expliquons comment appliquer une
attaque de type diviser pour mieux régner, similaire à l’attaque de Siegenthaler,
sur un générateur filtré, ce qui peut parâıtre étrange car nous n’avons accès qu’à
un unique registre. Cette attaque utilise les sous-groupes multiplicatifs du corps
fini F2n ,
4.6.1 Non-linéarité généralisée
Soit un LFSR de taille n, défini par une racine primitive α et initialisé par
un élément non-nul arbitraire X0 ∈ F2n , filtré par une fonction booléenne F . On
suppose qu’il existe λ ∈ F2n\{0} et un entier k, premier avec (2n − 1) tels que la
fonction F est corrélée avec la fonction G définie par G(x) = Trn(λxk), i.e.∑
x∈F2n
(−1)F (x)+G(x) 6= 0 .
On note st la sortie du générateur filtré par F et σt la sortie du générateur
filtré par G. Comme pgcd(k, 2n − 1) = 1, nous pouvons appliquer l’équivalence















Figure 4.7 – Attaque par corrélation généralisée, avec pgcd(k, 2n − 1) = 1 et
G(x) = Trn(λxk).
Dans ces conditions, le nouveau polynôme caractéristique du LFSR initia-
lement filtré par G correspond au polynôme minimal de l’élément primitif αk,
et l’état initial de ce LFSR devient Xk0 . La sortie σt est obtenue linéairement
en fonction de Xk0 en appliquant x 7→ λx, ce qui signifie qu’il est possible de
réaliser une attaque par corrélation rapide afin de retrouver l’état initial du
LFSR de polynôme caractéristique Pαk , c’est-à-dire X
k
0 . Comme k est premier
avec (2n − 1), on retrouve X0 en appliquant la permutation inverse.
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Plus généralement, il est possible de réaliser une attaque par corrélation rapide
sur les registres filtrés dès lors que la fonction de filtrage est fortement corrélée
avec n’importe quelle fonction composante d’une permutation monomiale, i.e.
une fonction de la forme
x 7→ Trn(λxk) avec pgcd(k, 2n − 1) = 1 .
Ce qui est très amusant et surprenant, c’est que ce critère cryptographique
sur les fonctions booléennes a été introduit par Youssef et Gong en 2001 [YG01],
mais n’était alors pas motivé par une attaque. Ici, nous retombons exactement
sur le critère de non-linéarité généralisée, mais il est motivé par une attaque
réelle. Nous pouvons même aller plus loin : le critère classique de non-linéarité
n’est pas le critère pertinent à prendre en compte pour les générateurs filtrés
afin d’évaluer la sécurité réelle de ce type de générateurs au regard des attaques
par corrélation.
Définition 4.14 (Transformée de Walsh étendue [YG01]). Soit F une fonction
de F2n dans F2, alors sa transformée de Walsh étendue est définie par





où λ ∈ F2n et pgcd(k, 2n − 1) = 1. Alors la non-linéarité généralisée de F est
définie par






est la distance de F à toutes les fonctions composantes des permutations puis-
sances sur F2n .
4.6.2 Retrouver une partie de l’état
Pour l’instant, l’équivalence monomiale nous permet uniquement de considérer
les exposants k premier avec (2n−1). Dans ce qui suit, on suppose désormais que
pgcd(k, 2n − 1) > 1. Évidemment, il n’y a plus de notion d’équivalence, puisque
x 7→ xk n’est plus une permutation.
Nous considérons à nouveau un LFSR de taille n, de polynôme caractéristique
primitif Pα, filtré par une fonction booléenne F à n variables. On suppose
maintenant qu’il existe une fonction booléenne H de F2n dans F2, telle que F
est corrélée à la fonction définie par G : x 7→ H(xk). Dans ces conditions, nous
pouvons appliquer une transformation (non-bijective) sur le LFSR défini par α
et filtré par G. En effet, l’état interne du LFSR défini par α et initialisé par X0
à l’instant t est X0α
t, donc la suite σt produite par ce LFSR filtré par G vérifie
σt = G(X0α
t) = H(Xk0α
kt) pour tout t ≥ 0 .
Par ailleurs, si l’on considère un LFSR de polynôme caractéristique Pαk , le
polynôme minimal de αk, alors les états internes successifs de ce registre sont
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Figure 4.8 – Attaque par corrélation généralisée lorsque pgcd(k, 2n − 1) > 1.
donnés par (Y0α
kt)t≥0 où Y0 désigne l’état initial. En choisissant Y0 = X
k
0 , il
apparâıt que le registre filtré par G de polynôme caractéristique Pα engendre la
même suite que le registre filtré par H et de polynôme caractéristique Pαk (voir
figure 4.8).
Comme α est un élément primitif et que pgcd(k, 2n−1) > 1, le polynôme Pαk
n’est plus primitif (la suite σ n’est pas de période maximale). Plus précisément,




pgcd(k, 2n − 1)
.
Cette quantité est aussi le nombre de valeurs possibles de Xk0 . Elle joue un rôle
majeur dans la complexité de notre attaque.
Comme nous l’avons dit précédemment, l’attaque de Siegenthaler sur la
combinaison de registre ne peut s’appliquer en l’état, puisqu’elle consiste à
réaliser une recherche exhaustive sur les différentes parties de l’état initial, ce
qui, dans le cas des registres filtrés rend la complexité de l’attaque plus grande
que la recherche exhaustive. Cependant, dans notre cas, nous avons τk < 2
n, ce
qui signifie que la recherche exhaustive sur le registre défini par αk coûte moins
cher que la recherche exhaustive sur l’état tout entier.
Soit ε le biais entre s et σ. Alors la quantité de données nécessaire pour






où ε peut aussi être défini comme la corrélation entre la fonction F et la fonction
G [HJB09]. La complexité en temps de l’algorithme de Siegenthaler est dans







Cet algorithme nous permet de retrouver l’état initial du LFSR défini par αk,
c’est-à-dire Xk0 . Or, comme k n’est pas premier avec (2
n − 1), la connaissance de
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Xk0 ne nous permet pas de retrouver l’état initial complet X0. Mais nous avons
cependant accès à une partie de l’information.
Lemme 4.15. La connaissance de Xk0 fournit exactement log2(τk) bits d’infor-
mation sur X0, où τk = (2
n − 1)/pgcd(k, 2n − 1).
Démonstration. Soit X0 un élément non-nul du corps fini F2n et α un élément
primitif de ce même corps. Alors il existe un unique entier i compris entre 0 et
(2n− 2) tel que X0 = αi. Soit maintenant r le reste et q le quotient de la division
euclidienne de i par τk, i.e. r ≡ i mod τk, alors
Xk0 = α
qkτkαrk = αrk
par définition de τk.
De plus, r est l’unique entier compris entre 0 et τk − 1 tel que Xk0 = αrk. En
effet, si l’on prend r1 et r2, r1 > r2, tels que α
r1k = αr2k, alors α(r1−r2)k = 1.
Donc, par définition de τk, (r1− r2) est nécessairement un multiple de τk (l’ordre
multiplicatif de αk), donc r est bien l’unique entier appartenant à [0, τk − 1]
tel que Xk0 = α
kr. Ainsi, pour X0 = α
i, la connaissance de Xk0 nous donne
exactement la valeur du reste dans la division euclidienne de i par τk, ce qui
donne exactement log2(τk) bits d’information sur l’état initial X0.
4.6.3 Diviser pour mieux régner
D’après ce qui précède, nous pouvons retrouver log2(τk) bits d’information sur
X0. Il reste néanmoins (n− log2(τk)) bits à retrouver pour avoir la connaissance
complète de X0. La manière la plus simple est de faire une recherche exhaustive




= pgcd(k, 2n − 1) .
En revanche, si l’on examine le problème de plus près, on voit qu’il peut
être intéressant de combiner en parallèle plusieurs de ces attaques, mais pour
différentes valeurs de k. Cette méthode semble être la plus performante, puisqu’elle
permet de “couper” l’état en plusieurs parties afin d’appliquer avec succès une
attaque de type diviser pour mieux régner.
On choisit k1 et k2 deux entiers, tous deux non premiers avec 2
n − 1, et
on suppose que l’on peut réaliser avec succès deux attaques par corrélation en
appliquant l’idée de Siegenthaler comme décrit à la section 4.6.2 afin de retrouver
les éléments Xk10 et X
k2
0 . En ayant choisi au préalable un élément primitif α et
en identifiant les éléments non nuls de F2n avec les puissances successives de α,
nous retrouvons exactement les restes dans les divisions euclidiennes de l’unique
entier i définissant X0 = α
i par τk1 et τk2 . En d’autres termes, nous connaissons
2 entiers r1 et r2 tels que
r1 ≡ i mod τk1 et r2 ≡ i mod τk2 .
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De manière toute naturelle, grâce au théorème des restes chinois, ce système
d’équations nous permet de retrouver le reste dans la division euclidienne de i
par le plus petit commun multiple des entiers τk1 et τk2 (ppcm(τk1 , τk2)). Lorsque
les entiers τk1 et τk2 ne sont pas premiers entre eux, cela signifie qu’une partie
de l’information est redondante dans la connaissance de Xk10 et X
k2
0 . Ainsi,
la meilleure situation pour l’attaquant.e est le cas où les ordres multiplicatifs
respectifs de αk1 et αk2 sont premiers entre eux.
4.6.4 Amélioration lorsque H est linéaire
Dans le cas particulier où la fonction H par laquelle on approxime F est
linéaire, c’est-à-dire G(x) = Tr(λxk) pour un k non premier avec (2n − 1), la
sortie σ définie précédemment devient linéaire en l’état initial Xk0 . Dans ces
conditions, l’ensemble des attaques par corrélation rapides peut s’appliquer afin
de retrouver l’état initial en un temps plus rapide que la recherche exhaustive.
Or, comme le problème se ramène à un problème de décodage d’un code
linéaire [MS89], le paramètre qui joue le plus grand rôle dans la complexité
de l’algorithme est la dimension du code linéaire associé. La dimension de ce
code est égale au degré du polynôme minimal de αk, c’est-à-dire à la taille du
LFSR défini par αk. De manière équivalente, c’est aussi la taille de la classe
cyclotomique de k, i.e. le plus petit entier m tel que 2m ≡ 1 mod τk. En
d’autres termes, si l’élément αk appartient au sous-corps F2m de F2n , alors
l’attaque par corrélation rapide s’applique sur un code de dimension m, et
non sur un code de dimension n, où nécessairement m est un diviseur de n.
Ainsi, l’attaquant.e est capable de retrouver log2(τk) bits d’information sur l’état
initial, avec une complexité optimale au regard des attaques par corrélation.
Évidemment, le cas le plus favorable pour l’attaquant.e est lorsque τk = 2
m − 1,
afin de retrouver le maximum d’information et non une sous-partie. Évaluer la
complexité des attaques par corrélation rapides est chose ardue, puisqu’il existe
plusieurs techniques et plusieurs compromis entre la quantité de données et le
temps de calcul [MS89, JJ99, JJ00, CT00, CJS01, MFI01, CJM02]. Nous ne
nous attarderons pas sur ce point, mais il est cependant important de se souvenir
que l’attaque est plus performante si la fonction H est linéaire.
Exemple 4. Soit un LFSR de taille 10, de polynôme caractéristique
P (X) = X10 +X9 +X7 +X6 +X5 +X4 +X3 +X2 + 1 .
Nous choisissons une fonction booléenne F à 10 variables équilibrée ayant une
bonne non-linéarité suivant la construction de Dobbertin 8 [Dob95]. Nous choisis-
sons donc une fonction booléenne courbe, constante sur un espace de dimension
n
2 , sur lequel nous remplaçons la moitié des valeurs de la fonction pour la rendre
équilibrée. Par exemple, nous prenons la fonction Tr10(αx33) où α est une racine
8. Les fonctions courbes n’étant jamais équilibrées, nous ne les utilisons pas en pratique,
la construction de Dobbertin permet d’obtenir des fonctions booléennes équilibrées dont la
non-linéarité est optimale en considérant cette restriction.
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(primitive) de P , et nous la modifions selon cette construction. La modification
de cette fonction qui consiste à changer quelques valeurs dans la table de vérité
augmente drastiquement le nombre de monômes dans sa représentation univariée,
ce qui augmente d’autant la complexité linéaire de la suite chiffrante. Sur 10
variables, cette fonction équilibrée ainsi obtenue a une non-linéarité de 481 et
une immunité algébrique de 3. Nous avons calculé la complexité linéaire de la
suite chiffrante, et elle est égale à 992. Ainsi, cette fonction de filtrage répond
à tous les critères classiques d’immunité algébrique, de complexité linéaire et
de non-linéarité. Cependant, c’est un excellent exemple pour montrer à quel
point l’attaque décrite précédemment peut fonctionner avec succès. En effet, par
construction, cette fonction est évidemment très proche (en distance de Hamming)
de la fonction boolénne G(x) = Tr10(αx33), ce qui signifie que la suite chiffrante
est fortement corrélée à la sortie du LFSR de polynôme caractéristique Pα33 .
Plus précisément, le biais entre ces deux suites vaut ε = 1− 2−9dH(F,G) = 0.96.
Nous pouvons donc appliquer une attaque par corrélation rapide sur un LFSR
de taille 5, puis retrouver 5 bits de l’état initial du registre 9.
L’attaque est nettement plus rapide que l’attaque par corrélation rapide
classique puisque le biais considéré vaut ε = 0.96 et que la dimension du code vaut
5. Pour l’attaque classique, ces valeurs sont respectivement ε′ = 1− 481× 2−9 =
0.06 et 10 pour la dimension du code linéaire associé. Les 33 dernières possibilités
restantes peuvent être examinées par une recherche exhaustive.
Analyse de l’avantage. L’exemple utilisé précédemment peut être vu comme
un exemple trop particulier et trop dégénéré puisque nous l’avons construit en
utilisant une fonction monomiale, ce qui n’est jamais le cas dans la pratique : dans
la pratique, les fonctions de filtrage utilisées sont construites en utilisant la forme
algébrique normale pour des raisons évidentes d’implémentation. Cependant,
la situation précédente peut aussi apparâıtre dans des cas moins dégénérés où
la fonction de filtrage n’a pas de structure spécifique. Afin de quantifier avec
précision l’avantage de l’attaquant.e au regard de notre nouvelle attaque, il
est tout d’abord nécessaire d’analyser précisément la complexité des meilleures
attaques par corrélation rapides.
La complexité des attaques par corrélation rapides a déjà été décrite par
la formule 4.1 section 4.3.3 page 73. Par exemple, la complexité de l’attaque














où n est ici la taille du registre. Utiliser des équations de parité ayant un plus
grand poids w permet de diminuer l’influence de la taille du LFSR en replaçant
2n/2 par 2n/(w−1). Cependant, ceci augmente l’influence du biais, où le terme en
ε de la complexité en données est remplacé par ε2(w−2)/(w−1). Sans rentrer dans
les détails car ce n’est pas le sujet ici, la complexité en temps peut être améliorée
9. “presque” à cause du 25 − 1.
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par plusieurs techniques, mais la complexité en données de la majorité de ces
algorithmes a approximativement un comportement similaire.
Par ailleurs, et de manière indépendante de notre objet d’étude, la re-
cherche de polynôme multiple d’un polynôme donné ayant un petit poids et
un degré suffisamment petit est un problème algorithmiquement difficile. Dans
la littérature, il est noté LWPM (Low Weight Polynomial Multiple). Dans le
cadre des LFSR, la recherche d’un tel polynôme coûte en précalcul. Cependant,
il se peut que la recherche d’un tel polynôme coûte cher, et ce coût doit quand
même être pris en compte dans la complexité totale des attaques par corrélation
rapides. Ce problème étant difficile, il est à l’origine du chiffrement asymétrique
TCHo [AFMV07], qui utilise comme clef privée un polynôme de petit poids,
multiple d’un polynôme dense définissant la clef publique du chiffrement. Il est
donc possible de concevoir un algorithme de chiffrement à flot à l’aide d’un LFSR
dont le polynôme caractéristique possède un multiple creux, ce qui constituerait
un chiffrement à flot avec une trappe, puisqu’il est difficile de retrouver ledit
polynôme creux multiple.
Exemple 5. On considère dans cet exemple le même polynôme de degré 10 que
celui décrit dans l’exemple 4, mais nous choisissons maintenant une fonction
avec seulement 6 variables dont la forme algébrique normale est donnée par
f(x0, x1, x2, x3, x4, x5) = x0x1x2x3x4 + x0x1x2x3x5 + x0x1x2x4x5 + x0x1x2x4 +
x0x1x2 +x0x1x3x4 +x0x1x3 +x0x1x4 +x0x1x5 +x0x1 +x0x2x3x4 +x0x2x3x5 +
x0x2x4x5 + x0x2x4 + x0x2 + x0x3x4 + x0x4 + x0 + x1x2x3x4x5 + x1x2x3x4 +
x1x2x3x5 + x1x2x3 + x1x2x4 + x1x2 + x1x3x5 + x1x3 + x1x4 + x1x5 + x1 +
x2x3x4x5 + x2x3x4 + x2x3x5 + x2x3 + x2 + x3x4 + x4x5 + x4 .
De plus, les entrées de f sur le registre de taille 10 sont données par les
valeurs (γ1, . . . , γ6) = (9, 8, 6, 3, 1, 0). La non-linéarité de f considérée comme
une fonction booléenne à 10 variables vaut 352, son immunité algébrique vaut 3
(ce qui est optimal pour une fonction à 6 variables), et la complexité linéaire de la
sortie de ce générateur vaut 637. Cependant, il existe une fonction G de la forme
G(x) = Tr(λx33), qui est à distance 456 de F (selon la distance de Hamming). La
corrélation entre la suite chiffrante et la sortie du registre non-filtré de taille 5 est
donc dans ce cas égal à ε = 0.11. Ainsi, notre nouvelle attaque par corrélation est
plus efficace qu’une attaque par corrélation rapide classique (n = 10 et ε′ = 0.31).
Plus précisément, si l’on prend l’algorithme itératif de décodage qui utilise des
équations de parité de poids 3, alors le ratio entre les complexités en données










2 = 0.498 .
4.6.5 Amélioration à l’aide d’une transformée de Fourier
Dans le cas général, c’est-à-dire dans le cas où la fonction booléenne H
est non-linéaire, l’attaque par corrélation classique [Sie85] consiste à réaliser
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pgcd(k, 2n − 1) = 1. Pour chaque Y0 possible, les N premiers bits de la suite
correspondante σ sont engendrés, puis l’attaquant.e calcule la corrélation entre









où ε est la corrélation attendue entre la sortie s et σ. La complexité en temps de





Dans ce qui suit, nous montrons que nous pouvons appliquer la même technique
que celle utilisée pour la combinaison de générateurs dans [Nay07, CN12] dans
notre contexte, quand on approxime la sortie du générateur par la sortie d’un
autre générateur dont le nombre d’états internes possibles est réduit.
Soit k un entier non premier avec (2n − 1), on note toujours τk l’ordre
multiplicatif de l’élément αk où α est un élément primitif du corps fini F2n . On
note 〈αk〉 le sous-groupe multiplicatif de F∗2n engendré par αk, i.e., l’ensemble de
cardinal τk : 〈αk〉 = {1, αk, α2k, . . . , α(τk−1)k}. Cet ensemble est composé de tous
les états internes possibles (Y0 = X
k
0 ) du registre de polynôme caractéristique
Pαk . Le but de l’attaquant.e ici est donc de retrouver l’état initial Y0 ∈ 〈αk〉 qui
maximise la quantité (4.2) avec σt = H(Y0α
kt).









(sqτk+r ⊕ σqτk+r) .












































Comme σ est une suite binaire, on utilise le fait que (−1)σr = 1 − 2σr et





























































Nous cherchons à calculer cette valeur pour tous les éléments Y0 de la forme α
ik,
pour i compris entre 0 et τk, cependant, les différentes suites σ engendrées par
les Y0 sont seulement décalées les unes par rapport aux autres. Plus précisément,
pour tout t ≥ 0, on a
σt(α
ik) = H(αikαtk) = H(α(t+i)k) = σt+i(α
0) = σt+i(1) .
Dans ces conditions, la recherche de Y0 se ramène à la recherche de l’entier i,










ce qui correspond finalement au produit de convolution de deux vecteurs de
taille τk : (σt(1))0≤t<τk et (Σs(t))0≤t<τk . Trouver l’entier i qui nous intéresse
peut se faire à l’aide d’une transformée de Fourier rapide, dont la complexité
en temps est de l’ordre de O(τk log(τk)) opérations [Bla85, Jou09, page 299]. La
complexité en mémoire de l’attaque est en O(τk), et la complexité totale de notre
attaque est donc de l’ordre de
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Exemple 6. On considère maintenant, pour étayer notre propos, un LFSR de
taille 12 et de polynôme caractéristique
P (X) = X12 +X10 +X9 +X8 +X7 +X5 +X4 +X3 +X2 +X + 1 ,
et filtré par la même fonction booléenne que celle utilisée dans l’exemple 5, mais en
choisissant les entrées de la fonction selon la suite (γ1, . . . , γ6) = (11, 10, 7, 5, 2, 0).
Alors, la corrélation entre F et toute fonction de la forme G = Tr(λxk), avec
k = ` 2
n−1
2m−1 où pgcd(`, 2
n−1) = 1 est toujours trop petite pour réaliser de manière
efficace une attaque par corrélation rapide sur un registre de taille plus petite.
En revanche, il est possible d’utiliser l’exposant k = 45. L’ordre multiplicatif
de α45 pour un α primitif vaut 91 : ord(α45) = 91. Dans ce cas, il est possible
d’augmenter le biais, puisque l’on s’autorise toutes les fonctions H possibles
et pas uniquement les fonctions linéaires. La meilleure approximation par une
fonction de la forme G(x) = H(xk) donne une corrélation de 0.125. En utilisant
une transformée de Fourier rapide comme décrit précédemment, notre attaque
requiert approximativement (592 + 574) = 1166 opérations, et nécessite 574 bits
de suite chiffrante. Le reste de l’état initial est ensuite retrouvé par recherche
exhaustive.
4.6.6 Approximations de F par une fonction de type H(xk)
Toutes les attaques précédentes exploitent l’existence d’une fonction G de
la forme G(x) = H(xk), pour k non premier avec (2n − 1), dont la corrélation
avec F est élevée. En particulier, les attaques par corrélation rapides décrites à
la section 4.6.4 faisant intervenir un registre de taille plus petite que le registre
initial nous imposent de définir un critère plus large que le critère de non-linéarité
généralisée [YG01]. Il est donc nécessaire de prendre en considération la distance
à toutes les fonctions de la forme Tr(λxk), où k = ` 2
n−1
2m−1 , quand m est un diviseur
de n et pgcd(`, 2m − 1) = 1 (c’est-à-dire quand xk décrit le sous-corps F2m de
F2n). Ce critère est bien plus pertinent que de considérer uniquement la distance
à toutes les fonctions composantes d’une permutation monomiale.
De plus, ce critère n’est pas le seul à prendre en compte : si n est premier (i.e.
le seul sous-corps est F2), mais que (2n − 1) n’est pas un nombre premier, alors
nous mettons ici en avant la possibilité de réaliser malgré tout une attaque, de
type diviser pour mieux régner, en appliquant la technique de Siegenthaler [Sie85].
Nous discuterons de ces nouveaux critères à la fin de ce document.
Dans ce qui suit nous nous intéressons à calculer la meilleure approximation
de la fonction de filtrage F par une fonction de la forme G(x) = H(xk). Sans
perdre de généralité et par souci de lisibilité, nous prenons pour k un diviseur
de (2n − 1), quitte à remplacer k par pgcd(k, 2n − 1). De plus, on note τ =
τk = ord(α
k) = (2n − 1)/k. Soit 〈ατ 〉 le sous-groupe cyclique d’ordre k de F∗2n









4.6. Attaques par corrélation “univariées”
Par construction, les Ei pour i compris entre 0 et τ − 1 sont disjoints et forment





Comme G est de la forme H(xk), G est constante sur chacun des ensembles Ei,
0 ≤ i < τ ; en effet, pour x = αi × αjτ , on a
G(x) = H((αiαjτ )k) = H(αik) .



















en ayant pris soin de choisir H(0) = F (0).
Cas pgcd(k, τ ) = 1. Si k et τ sont premiers entre eux, alors il apparâıt que
tous les éléments αik, pour 0 ≤ i < τ se trouvent tous dans des ensembles Ej











F (y) < 0
.
En d’autres termes, H(αik) = 1 si et seulement si le poids de Hamming de la
table de vérité de F quand les entrées sont restreintes au sous-ensemble Ei est
strictement plus grand que k/2. De plus, comme k est un diviseur de (2n − 1),
c’est un entier nécessairement impair, ce qui implique l’unicité de la fonction H
qui maximise la corrélation entre F et G. Pour ce choix optimal de la fonction
H, on a ∑
x∈F2n
(−1)F (x)+H(x






∣∣∣ ≥ 1 + τ






∣∣∣ ≥ τ .
Finalement, pour n’importe quelle fonction F , il existe toujours une (unique)
fonction H telle que la corrélation entre F et G de la forme G(x) = H(xk) soit
au moins de (1 + τ)2−n w k−1.
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Cas pgcd(k, τ ) > 1. Dans le cas où l’exposant k n’est pas premier avec l’ordre
multiplicatif de αk, un phénomène particulier apparâıt : les éléments αik et
α(i+
τ
d )k se retrouvent dans le même ensemble Ej , où d = pgcd(k, τ) > 1. En effet,
α
kτ
d appartient à 〈ατ 〉. Dans ces conditions, nous réécrivons l’équation (4.3) de

















Alors, la valeur de la fonction H au point αik qui maximise la corrélation
est maintenant définie par le poids de Hamming de F restreint à l’ensemble⋃d−1
j=0 Ei+j τd . Cet ensemble est aussi de cardinalité impaire, ce qui nous permet
de conclure de la même manière que précédemment que, pour n’importe quelle
fonction F , la corrélation entre F et G de la forme H(xk) est au moins (1+ τd )2
−n.
Il est important de noter que ce critère est fondamentalement nouveau et
n’est a priori pas lié aux critères habituels. Pour ne donner qu’un exemple, il
existe des fonctions courbes qui sont constantes sur les ensembles λ〈ατ 〉 pour
τ = 2n/2 + 1 [Dil74], ce qui montre bien la nécessité de considérer l’ensemble des
nouveaux critères sur les fonctions de filtrage (ce que nous essaierons de faire
dans les perspectives à la fin de ce document) afin d’évaluer plus en détail la
sécurité des registres filtrés.
4.7 Ce qu’il faut retenir
Dans ce chapitre, nous avons investigué la sécurité des registres filtrés, au
regard de l’équivalence monomiale introduite par Rønjom et Cid en 2011 qui
consiste à changer la racine primitive qui définit la fonction de mise à jour
de l’état interne. Tandis que ce type de registre était considéré sûr à partir
du moment où la fonction de filtrage était choisie avec une bonne immunité
algébrique et une bonne non-linéarité, nous avons montré que des phénomènes
plus étranges pouvaient apparâıtre.
Tout d’abord, nous avons vu que modifier la racine primitive ne modifie pas
la complexité des meilleures attaques algébriques. De plus, il est apparu que le
critère pertinent à prendre en compte pour évaluer la sécurité au regard des
attaques algébriques n’est pas l’immunité algébrique, mais l’immunité spectrale,
pour laquelle on ne regarde plus les fonctions sous leur forme multivariée, mais
sous leur forme univariée.
Ensuite, comme l’équivalence monomiale peut modifier la non-linéarité, nous
avons aussi expliqué que le critère pertinent pour assurer la résistance aux attaques
par corrélation n’était pas la non-linéarité, mais la non-linéarité généralisée, c’est-
à-dire la distance à toutes les fonctions composantes de permutations monomiales,
et non uniquement aux fonctions affines.
De plus, ce dernier critère n’est pas le plus important, puisque nous avons
réussi à décomposer l’état interne du registre en utilisant la structure particulière
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des corps finis, en exploitant les différents sous-groupes multiplicatifs de F∗2n ,
afin de retrouver l’état initial par une attaque de type diviser pour mieux régner.
C’est cette attaque qu’il faut principalement retenir, puisqu’elle est généralement
la plus performante et met en évidence de potentielles failles de ce type de
générateurs, sans aucun lien avec les attaques précédentes connues.
En revanche, tout n’est pas si rose pour l’attaquant.e. Commme nous l’avons
dit plusieurs fois, en pratique, la fonction de filtrage est une fonction ne pre-
nant qu’une ou quelques dizaines de variables en entrée. Quand on examine
la représentation univariée, nous devons considérer la fonction comme ayant n
variables où n est la taille du registre, typiquement 128 ou 256. Les critères
classiques d’immunité algébrique et de non-linéarité peuvent être naturellement
évalués par un calcul sur la dizaine de variables et non en considérant la taille
totale du registre, ce qui n’est plus le cas pour la non-linéarité généralisée et
pour la distance aux fonctions de la forme H(xk). Ceci rend donc tout calcul
exact de ces nouveaux critères hors de portée pour les tailles utilisées en pratique.
Le simple calcul de la représentation univariée de F comme polynôme sur F2n
coûterait beaucoup trop cher : c’est d’ailleurs la raison pour laquelle nous n’avons
pu donner que des exemples sur des registres de petite taille.
Finalement, la faisabilité de notre attaque est principalement due à la forte
structure induite par la fonction de rétroaction particulière des LFSR, qui
correspond à la multiplication par un élément primitif du corps. Paradoxalement,
cette fonction de rétroaction est utilisée pour assurer les propriétés statistiques
de la suite chiffrante. Ainsi, d’un côté, nous avons besoin d’utiliser une structure
mathématique forte afin de pouvoir garantir certaines propriétés, cependant,
cette même structure amène des vulnérabilités inattendues. Ceci nous interroge
donc sur le réel intérêt de l’utilisation de registres à décalage à rétroaction linéaire.
À moins d’utiliser par exemple un registre de taille 521, puisque le nombre de
Mersenne 2521 − 1 est un nombre premier.
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Dans le chapitre précédent, nous étudiions les LFSR filtrés. Ceux-ci ne sont
généralement pas utilisés directement, mais de nombreux algorithmes pratiques
peuvent être vus comme des variantes du LFSR filtré. Ceci implique que les
attaques génériques décrites au début du chapitre précédent peuvent être adaptées
à des cas pratiques. Un exemple est l’algorithme de chiffrement FLIP.
Dans ce chapitre, nous décrivons une attaque sur la famille de chiffrements
à flot nommée FLIP [MJSC16]. C’est lors des journées nationales Codage et
Cryptographie de 2015 que Pierrick Méaux présenta le système de chiffrement
FLIP, adapté aux besoins spécifiques du chiffrement complètement homomorphe
hybride. En collaboration avec Sébastien Duval et Virginie Lallemand, nous
avons cryptanalysé cette famille de chiffrement puis communiqué aux auteurs
nos résultats, ce qui leur a permis de modifier leur algorithme, qui sera publié in
fine à la conférence EUROCRYPT en 2016 par P. Méaux, A. Journault, F.X.
Standaert et C. Carlet. Notre travail donna lieu à l’article intitulé Cryptanalysis
of the FLIP Family of Stream Ciphers [DLR16] à la conférence CRYPTO en
2016 [DLR16]. Ainsi, les paramètres attaqués correspondent aux paramètres
initiaux présentés aux journées Codage et Cryptographie et non aux paramètres
de la version finale publiée à EUROCRYPT.
5.1 Le chiffrement complètement homomorphe
5.1.1 Définitions
Définition 5.1. Un système de chiffrement complètement homomorphe (FHE -
Fully Homomorphic Encryption) est un système de chiffrement asymétrique pour
lequel pour toute fonction f de C × C dans C, la propriété suivante est vérifiée :
∀C1, C2 ∈ C, D(f(C1, C2)) = f(D(C1),D(C2))
où D désigne la fonction de déchiffrement et C désigne l’espace des chiffrés.
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En d’autres termes, la fonction de déchiffrement d’un système de chiffrement
complètement homomorphe doit commuter avec deux opérations (la multiplica-
tion et l’addition) sur l’espace des chiffrés et l’espace des clairs. Cette propriété
permet de déléguer des calculs à un serveur, sans que celui-ci n’ait accès aux
données en entrées de la fonction d’évaluation, ni au résultat de celle-ci.
C’est en 2009 que Craig Gentry proposa le premier système de chiffrement
asymétrique complètement homomorphe [Gen09] basé sur le problème difficile
de recherche de plus court vecteur dans un réseau euclidien. Sans rentrer dans
les détails, ce type de cryptosystème produit le chiffré à partir d’éléments d’un
réseau euclidien auxquels on ajoute une erreur selon une certaine distribution.
La clef privée correspond à une “bonne” base définissant ledit réseau et la clef
publique à une “mauvaise” base. Alors, retrouver le point du réseau auquel on a
ajouté l’erreur est facile avec la bonne base est difficile avec la mauvaise base, ces
deux bases définissant le même réseau euclidien. Alors que l’addition n’augmente
que très peu le niveau d’erreur dans les chiffrés, il n’en est pas de même pour
la multiplication. Ainsi, à partir d’un certain nombre de multiplications le
niveau d’erreur augmente trop, rendant impossible le déchiffrement. Ce problème
est résolu par l’utilisation d’une technique appelée bootstrapping, qui permet
de limiter le niveau d’erreur. Un des problèmes du chiffrement complètement
homomorphe est son taux d’expansion : pour chiffrer 1 bit, la taille du chiffré
correspondant est de l’ordre d’une centaine de kilo-octets. Il est donc impossible
de transmettre un message chiffré avec un système de chiffrement asymétrique
complètement homomorphe.
5.1.2 Le chiffrement hybride
Cependant, ce problème peut être résolu en utilisant une technique hybride,
qui combine un système de chiffrement complètement homomorphe asymétrique
avec un cryptosystème symétrique [NLV11].
Considérons un algorithme de chiffrement asymétrique complètement homo-
morphe donné par HEpk la fonction de chiffrement associée à la clef publique
d’Alice, ainsi qu’un algorithme de chiffrement symétrique défini par EK , la fonc-
tion de chiffrement associée à la clef secrète symétrique d’Alice. La clef secrète
d’Alice K est évidemment indépendante de sa clef privée sk utilisée pour le
chiffrement asymétrique complètement homomorphe.
Alors le fonctionnement du chiffrement homomorphe hybride est le suivant
(voir figure 5.1) :
— Alice chiffre sa clef secrète symétrique, avec le chiffrement asymétrique
complètement homomorphe : HEpk(K), et envoie cette valeur au serveur.
— Alice chiffre ses données m à l’aide du chiffrement symétrique : EK(m), et
envoie cette valeur (accompagnée de la fonction d’évaluation) au serveur.
— Le serveur n’a pas accès à K, mais seulement à HEpk(K). Il ne peut donc
pas retrouver les données m, cependant, il peut évaluer homomorphique-
ment, en utilisant les propriétés de l’algorithme asymétrique, le système de
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Figure 5.1 – Schéma générique du chiffrement homomorphe hybride.
déchiffrement symétrique : E−1K . Ainsi, le serveur est capable de calculer
HEpk(m), ce qui lui permettra ensuite d’appliquer la fonction d’évaluation
demandée par Alice.
— Alice reçoit le résultat de l’évaluation de f , chiffré homomorphiquement. Il
ne lui reste plus qu’à déchiffrer à l’aide de sa clef privée sk.
5.1.3 Les chiffrements symétriques adaptés
Sans rentrer dans les détails, la profondeur multiplicative du circuit du chif-
frement symétrique utilisé dans un chiffrement hybride joue un rôle fondamental
dans le coût total du chiffrement. Par exemple, utiliser le standard AES dans
le cadre du FHE est extrêmement coûteux [GHS12, CCK+13, DHS16]. Les chif-
frements par bloc à bas coût proposés récemment ne sont pas non plus une
bonne solution car ils comportent trop d’itérations [DSES14, LN14] et peuvent
même amener à de bien moins bonnes performances que l’AES. En revanche,
plusieurs constructions existantes sont mieux adaptées. Nous pouvons citer par
exemple le chiffrement par bloc appelé LowMC [ARS+15] (en raison justement de
la faible profondeur multiplicative du circuit correspondant), qui fut la première
solution apportée pour un chiffrement symétrique adapté à la fois au chiffrement
homomorphe, mais aussi à la problématique de MPC (Multi-Parti Computation).
Cependant, les chiffrements par bloc ne sont pas les seules options possibles,
et il apparâıt que le fonctionnement intrinsèque des chiffrements à flot permet
de bien mieux contrôler la profondeur multiplicative, ce qui est très intéressant
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dans le cadre du FHE. Ainsi, dans un article de 2016 [CCF+16], A. Canteaut
et ses coauteur.e.s proposèrent d’utiliser une version modifiée (Kreyvium) d’un
finaliste de la compétition eSTREAM : Trivium [Can06].
Finalement, à EUROCRYPT 2016, Pierrick Méaux et ses coauteurs ont
proposé la famille de chiffrement à flot FLIP, dont ils avaient présenté une
première version aux journées Codage et Cryptographie en 2015. Cependant,
cette proposition initiale souffre principalement de l’existence d’un système
d’équations trop spécifique, introduisant des faiblesses que nous décrivons dans
ce qui suit.
5.2 Le chiffrement FLIP
5.2.1 “Filter Permutator”
Par analogie aux générateurs filtrés dont nous avons réalisé l’étude au cha-
pitre 4, les auteurs de FLIP ont appelé la structure générique de leur chiffrement
filter permutator. Le schéma générique de FLIP, décrit à la figure 5.2, combine
trois composantes cryptographiques :
— un registre de taille N (jamais mis à jour) dans lequel est stockée la clef
secrète ;
— un algorithme, initialisé uniquement par l’IV, qui engendre de manière
publique des permutations de {1, . . . , N} n’ayant pas de propriétés distin-
guantes ;
— une fonction booléenne de filtrage notée F ∈ BN .
Ces trois composantes sont combinées de la manière suivante : une fois
que l’algorithme de génération de permutations est initialisé par le vecteur
d’initialisation, la clef secrète est stockée dans le registre. À chaque instant
t, le générateur de permutations engendre une permutation Pt de l’ensemble
{1, . . . , N}, qui mélange les bits de la clef, avant d’appliquer la fonction de filtrage
F qui produit un bit zt, générant ainsi la suite chiffrante z. Suivant le principe
des chiffrements à flot additifs, le texte chiffré est ensuite obtenu en XORant bit
à bit le message clair et la suite chiffrante.
Le générateur pseudo-aléatoire utilisé est basé sur AES-128, cependant, notre
attaque n’exploite pas la génération de permutations, mais uniquement la fonction
de filtrage utilisée. Nous supposons donc que le PRNG utilisé est suffisamment
bon, et qu’aucune faiblesse n’est exploitable sur cette partie du chiffrement.
5.2.2 La fonction de filtrage
Naturellement, la fonction de filtrage ne peut pas être choisie n’importe
comment : celle-ci doit avoir de bonnes propriétés cryptographiques afin d’éviter
les attaques connues sur les chiffrements à flot comme les attaques algébriques
ou les attaques par corrélation. Ainsi, les auteurs de FLIP ont choisi une fonction
98









Figure 5.2 – Le chiffrement FLIP.
booléenne qui suit une construction particulière, afin d’assurer une certaine
sécurité au regard des attaques classiques.
La fonction de filtrage F est construite à l’aide de la somme de 3 fonctions
f1, f2 et f3 dont les variables sont indépendantes. Ces fonctions sont définies
selon les trois familles spécifiques qui suivent, pour lesquelles nous reprenons les
notations des auteurs de FLIP.
Définition 5.2 (Fonctions de type L). Pour n ∈ N∗, la n-ième fonction
booléenne de type L, notée Ln, est la première fonction symétrique élémentaire à
n variables, c’est-à-dire la somme de tous les monômes de degré 1 :




Par exemple, L4(x0, x1, x2, x3) = x0 + x1 + x2 + x3.
Définition 5.3 (Fonctions de type Q). Pour n ∈ N∗, la n-ième fonction de type
Q, notée Qn, est une fonction booléenne quadratique à 2n variables définie par




Par exemple, Q3(x0, x1, x2, x3, x4, x5) = x0x1 + x2x3 + x4x5.
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Définition 5.4 (Fonctions de type T ). Pour n ∈ N∗, la n-ième fonction de type
T (fonction dite “triangulaire”) est la fonction booléenne de degré k à k(k+1)2
variables définie par











Par exemple, T3(x0, x1, x2, x3, x4, x5) = x0 + x1x2 + x3x4x5.
L’intérêt de ces trois types de fonctions booléennes est que chacune d’elle
possède une propriété cryptographique particulière : les fonctions de type L ap-
portent une bonne résilience, les fonctions de type Q ont une bonne non-linéarité,
alors que les fonction triangulaires possèdent une bonne immunité algébrique.
L’idée des auteurs de FLIP pour choisir la fonction de filtrage est d’utiliser une
somme de ces trois familles, dont les variables sont prises indépendamment, afin
que la fonction de filtrage globale hérite des trois propriétés cryptographiques
classiques.
Plus précisément, soit trois entiers n1, n2 pair et n3 de la forme
k(k+1)
2 . On
définit f1, f2 et f3 trois fonctions booléennes à n1 (respectivement n2 et n3
variables) telles que
— f1(x0, . . . . , xn1−1) = Ln1 ;
— f2(xn1 , . . . , xn1+n2−1) = Qn2/2 ;
— f3(xn1+n2 , . . . , xn1+n2+n3−1) = Tk où n3 =
k(k+1)
2 .
Alors la fonction de filtrage utilisée dans FLIP est définie par
F (x0, . . . , xn1+n2+n3−1) = Ln1 +Qn2/2 + Tk
où n1 + n2 + n3 = N . En utilisant cette construction particulière, les auteurs de
FLIP ont alors pu déterminer exactement la valeur de la non-linéarité, de l’immu-
nité algébrique et de la résilience de F . Cependant, l’analyse cryptographique
de ce permutateur filtré [MJSC16] a été réalisée par les auteurs en transposant
les arguments classiques, notamment les arguments utilisés pour analyser la
sécurité des registres filtrés. Or, étant donné le caractère très particulier de la
construction de FLIP, ces arguments ne peuvent plus être utilisés, puisque le
poids de Hamming en entrée de la fonction de filtrage est constant. Comme les
critères de non-linéarité et d’immunité algébrique sont étudiés sur tout l’espace
Fn2 , il convient d’affiner ces critères. Nous avons communiqué ces remarques aux
auteurs de FLIP, ce qui nous a conduit à une collaboration avec Pierrick Méaux
et Claude Carlet, où nous justifions rigoureusement le choix de conception de
FLIP. Ces travaux seront décrits dans le chapitre 6 et ont été publiés dans un
article aux IACR Transactions on Symmetric Cryptology [CMR17a].
Afin d’éviter l’existence de clefs faibles, et d’assurer un espace des clefs plus
grand que 280 ou 2128, les auteurs de FLIP ont suggéré que la clef soit choisie
avec un poids de Hamming de N2 . Toujours au chapitre 6 nous verrons pourquoi
il est important d’avoir une clef équilibrée. Au regard de leur analyse initiale, les
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auteurs de FLIP ont à l’origine proposé les paramètres décrits dans la table 5.1,
en prétendant une sécurité de 80 bits (respectivement 128 bits) pour une taille
de clef de 192 bits (respectivement 400 bits).
FLIP(n1, n2, n3) Taille de clef (N) Sécurité (en bits)
FLIP(47,40,105) 192 80
FLIP(87,82,231) 400 128
Table 5.1 – Paramètres des premières versions de FLIP et le niveau de sécurité
revendiquée par les auteurs.
5.2.3 Caractéristiques générales de FLIP
Rappelons tout d’abord les principales caractéristiques de FLIP que nous
allons exploiter pour mettre à mal sa sécurité.
— Le registre dans lequel la clef est stockée initialement n’est jamais mis à
jour ;
— la clef est de poids de Hamming N2 afin d’éviter les clefs faibles ;
— une permutation aléatoire est engendrée à chaque instant (notée Pt pour
t ≥ 0), impliquant que les équations décrivant la suite chiffrante sont toutes
de la forme
zt = F (KPt(0),KPt(1), . . . ,KPt(N−1))
où Ki pour 0 ≤ i ≤ N − 1 désigne le i-ième bit de la clef K ;
— F est une fonction booléenne ayant de bonnes propriétés cryptographiques.
5.3 Remarques générales
5.3.1 Modèle d’attaque
Étant donné que nous étudions un chiffrement à flot, nous nous plaçons dans
le modèle le plus courant des attaques contre ces derniers, c’est-à-dire le modèle
à clair connu. Ainsi, nous supposons que nous avons accès à une partie de la
suite chiffrante z. Notre attaque n’est pas un distingueur sur cette suite, mais
une attaque par recouvrement de clef, ce qui, dans le cas particulier de FLIP est
équivalent à retrouver tout l’état, puisqu’il n’y a pas de phase d’initialisation
comme c’est habituellement le cas. Afin de quantifier avec précision l’avantage
de l’attaquant.e, nous utilisons classiquement la complexité en données notée
CD et la complexité en temps notée CT
1.
1. La complexité en mémoire n’étant pas un facteur limitant dans notre attaque.
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5.3.2 Supposer et déterminer
Les attaques sur les chiffrements à flot de type supposer et déterminer 2 ont
été décrites pour la première fois dans [EJ00, HR00] et sont relativement bien
connues en cryptographie symétrique. L’idée de ces attaques est d’émettre des
hypothèses sur une partie secrète de l’état d’un système, puis de corroborer
cette hypothèse avec l’information connue. En mettant en évidence suffisamment
rapidement des contradictions à partir de ladite hypothèse, l’attaquant.e est
capable de déterminer si son hypothèse est bonne ou pas, pour finalement
retrouver une partie de ce qui lui est inconnu.
Pour le cas des chiffrements à flot, lorsque la fonction de rétroaction est
suffisamment compliquée, il est a priori difficile de suivre les bits de l’état initial
dont les valeurs ont été devinées dans le but de trouver des contradictions. Mais
dans notre cas particulier de la famille de chiffrements à flot FLIP, le registre
dans lequel la clef est stockée n’est jamais mis à jour, ce qui implique que l’effet
d’un bit deviné sur la clef sera le même tout au long du processus de génération
de la suite chiffrante. Dit autrement : la diffusion est très mauvaise dans FLIP.
De plus, une particularité de la fonction de filtrage utilisée dans FLIP est qu’elle
possède très peu de monômes de degré élevé, ce qui est souvent exploitable en
cryptanalyse, comme nous l’avons vu dans les attaques algébriques au chapitre 4
et comme nous allons le voir aux chapitre 7 et 8.
5.3.3 Observations sur la fonction de filtrage F
Les fonctions de type L et Q n’apportent, dans la forme algébrique normale de
la fonction de filtrage que des monômes de degré 1 ou 2. Ainsi, tous les monômes
de degré supérieur ou égal à 3 apparaissent uniquement dans la fonction dite
triangulaire, dont nous rappelons que la forme algébrique normale est donnée par









où k est le degré algébrique de f3 qui vérifie la relation n3 =
k(k+1)
2 .
D’après l’expression de la forme algébrique normale de f3, on voit qu’il y a
exactement k−2 monômes de degré supérieur ou égal à 3 dans la forme algébrique
normale de la fonction de filtrage F , couvrant exactement n3 − 3 variables qui
n’apparaissent dans aucun autre monôme de degré 1 ou 2. Étant données les
contraintes imposées par FLIP dans un chiffrement complètement homomorphe
hybride, k doit être pris suffisamment petit 3, ce qui constitue une faiblesse que
nous exploitons dans notre attaque.
2. Guess and Determine en anglais
3. Pour donner une idée de l’ordre de grandeur de k, les instances concrètes de FLIP




Notre cryptanalyse a pour objectif l’annulation de tous les monômes de degré
plus grand que 3 en supposant certains bits de la clef à 0. En effet, en supposant
suffisament de bits de clefs nuls, il apparâıt que la probabilité d’annuler tous les
monômes de haut degré devient suffisamment non-négligeable pour être exploitée
par l’attaquant.e. Ainsi, il nous est possible de trouver des équations de degré 2
qui lient les bits de clef restant (ceux qui n’ont pas été supposés nuls) et les bits
de la suite chiffrante. Les hypothèses faites nous permettent donc de diminuer
drastiquement le degré du système à résoudre, et par conséquent la complexité
de l’attaque.
Dans les attaques de type supposer et déterminer classiques, c’est un certain
sous-ensemble de bits qui est choisi, puis l’ensemble des valeurs possibles pour
ces bits spécifiques est testé. Ici, nous réalisons une variante, puisque nous ne
testons pas la valeur des bits, mais la position des bits nuls 4. En supposant
que certains bits sont à valeur nulle, nous récupérons alors des équations de
degré 2. En utilisant suffisamment de bits connus de la suite chiffrante pour
inverser le système correspondant, nous pouvons décider si l’hypothèse initiale est
correcte ou pas suivant que le système linéarisé correspondant admet ou non des
contradictions. Étant donné que le système obtenu est de degré 2, une technique
de linéarisation classique est suffisante pour résoudre le système non-linéaire en
prenant soin de collecter suffisamment d’équations.
5.3.5 Un exemple sur une version réduite
Afin de comprendre en détail le principe de l’attaque, nous la décrivons sur un
exemple extrêmement réduit, où une clef de taille 22 bits est utilisée comme décrit
à la figure 5.3, avec une fonction de filtrage de degré 5 qui suit la construction
de FLIP, i.e.
F (x0, ..., x21) =x0 + x1 + x2 + x3x4 + x5x6 + x7 + x8x9
+ x10x11x12 + x13x14x15x16 + x17x18x19x20x21 .
Ensuite, nous prenons 3 positions au hasard, par exemple les positions 9, 13
et 20.
Nous faisons alors l’hypothèse que ces bits sont nuls comme décrit à la
figure 5.4 pour pouvoir annuler les 3 monômes de degré 3, 4 et 5.
Finalement, pour chaque permutation engendrée, on vérifie si l’équation est
de degré 2. Par exemple, l’équation correspondante à la permutation décrite à la
figure 5.5 est
z1 = k7 + k2 + k3k1 + k11k17 + k8k6k18 + k21k15 + k21k15k4k16 + k12k19k0k14k10
où z1 est le premier bit de suite chiffrante connu. Cette équation est de degré 5,
donc nous n’en tenons pas compte.
4. La même variante s’applique au cas de la construction du générateur pseudo-aléatoire de
Goldreich, instancié avec certains types de prédicats, comme nous l’expliquerons en détail au
chapitre 7.
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k0 k1 k2 k3 k4 k5 k6 k7 k8 k9 k10 k11 k12 k13 k14 k15 k16 k17 k18 k19 k20 k21
Figure 5.3 – Exemple sur une version réduite.
k0 k1 k2 k3 k4 k5 k6 k7 k8 k10 k11 k12 k14 k15 k16 k17 k18 k19 k210 0 0
Figure 5.4 – Exemple sur une version réduite.
En revanche, l’équation correspondante à la permutation décrite à la figure 5.6
est
z2 = k21 + k4 + k0 + k12k17 + k8k6 + k7 + k16k10
où z2 est le deuxième bit de suite chiffrante connu. Cette équation est de degré
2, donc nous la conservons en mémoire.
5.3.6 La génération de permutations
Comme expliqué précédemment, à chaque instant, une permutation pseudo-
aléatoire est engendrée, et appliquée aux bits de la clef. Dans tout ce qui suit,
nous n’utilisons pas les propriétés de ce générateur, et nous supposons que les
permutations engendrées se comportent comme des permutations aléatoires.
En revanche, certaines permutations peuvent envoyer les bits de clef que nous
supposons nuls vers la partie linéaire, laissant des monômes de haut degré dans
l’expression de la forme algébrique normale de nos équations. L’idée de l’attaque
est donc de considérer uniquement les bits de suite chiffrante pour lesquels la
permutation envoie les bits supposés nuls dans les monômes de haut degré, ce
qui les annule.
5.3.7 Probabilité d’annuler tous les monômes de haut degré
Alors que la complexité en temps (CT ) de notre attaque dépend principalement
du nombre moyen d’hypothèses dont nous aurons besoin de faire avant d’examiner
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k0 k1 k2 k3 k4 k5 k6 k7 k8 k10 k11 k12 k14 k15 k16 k17 k18 k19 k210 0 0
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18 x19 x20 x21+ + + • • • • • • • • • • • •+ + + + + +( )( )( )( )( ) ( )
L Q T
Figure 5.5 – Exemple sur une version réduite.
k0 k1 k2 k3 k4 k5 k6 k7 k8 k10 k11 k12 k14 k15 k16 k17 k18 k19 k210 0 0
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18 x19 x20 x21+ + + • • • • • • • • • • • •+ + + + + +( )( )( )( )( ) ( )
L Q T
Figure 5.6 – Exemple sur une version réduite.
une hypothèse correcte, la complexité en données (CD) dépend elle directement de
la probabilité d’annuler tous les monômes de degré élevé de la fonction de filtrage.
Ainsi, on obtiendra un compromis possible entre la complexité en données et la
complexité en temps, puisque CD diminue avec le nombre de bits supposés à 0
5,
alors que nécessairement CT augmente avec le nombre d’hypothèses effectuées
6.
Dans ce qui suit, nous déterminons exactement les compromis possibles et nous
montrons en quoi notre attaque est réalisable en pratique.
Soit ` le nombre de bits supposés nuls. Nous cherchons à calculer la probabilité
qu’une permutation aléatoire à un instant t, Pt soit telle que l’expression du bit
de la suite chiffrante zt soit quadratique en les bits de la clef. On note Pr` cette
probabilité. En d’autres termes, chaque monôme de haut degré doit contenir au
moins un bit supposé nul.
Tout d’abord, le nombre de monômes de degré plus grand que 3 est exactement
k − 2. Ainsi, il est nécessaire de supposer au moins k − 2 bits à 0, i.e.,
Pr`<k−2 = 0 .
Cas particulier : ` = k−2. Afin de comprendre plus en détail le cas général, il
est plus simple d’analyser ce qu’il se passe dans le cas particulier où le nombre de
5. La probabilité de tout annuler est d’autant plus élevée que le nombre de bits supposés à
0 est grand.
6. Plus le nombre de positions sur lesquelles on fait une hypothèse est grand, moins on a de
chances que cette hypothèse soit vraie
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bits supposés nuls est égal au plus petit nombre possible, c’est-à-dire au nombre
de monômes de degré supérieur ou égal à 3. Dénombrons donc le nombre de cas
favorables, c’est-à-dire les différentes façons possibles de placer 1 bit supposé
nul dans chacun de ces monômes. Par construction de la fonction booléenne,
nous avons exactement un monôme de degré 3, un monôme de degré 4,..., un
monôme de degré k, et les variables impliquées dans chacun de ces monômes
sont indépendantes. Dans ces conditions, pour chacun de ces monômes de degré
d, pour d compris entre 3 et k, nous avons d choix possibles pour choisir une
variable à annuler dans ce monôme. Ainsi, nous avons
3× 4× 5× · · · × k = k!
2
façons différentes d’annuler l’ensemble des monômes. Afin de calculer Pr`, nous
divisons par le nombre de cas total, qui correspond au nombre de façons de












Cas général : ` > k − 2. Même si nous verrons que le cas précédent est
suffisant pour monter une attaque sur les instances concrètes de FLIP, il est
indispensable de considérer le cas général où l’on s’autorise un ` plus grand,
afin d’obtenir un compromis entre la complexité en temps et la complexité en
données 7.
Dénombrons les cas favorables. On compte, pour chaque monôme de degré d,
pour d compris entre 3 et k, le nombre de façons de choisir id bits intervenant
dans ce monôme. Comme ` correspond au nombre de bits supposés nuls, et que
id correspond aux nombres de bits supposés nuls, pris dans le monôme de degré
d, nous avons nécessairement la condition suivante :
k∑
d=3
id ≤ ` .
Finalement, il reste à placer les `−
∑k
d=3 id dans les autres variables, c’est-à-
dire celles qui interviennent dans des monômes de degré un ou deux (il y en a

























où id ≥ 1 pour d compris entre 3 et k. Naturellement, nous pouvons remarquer
que, lorsque ` = k − 2, alors nous avons nécessairement id = 1 pour tout d
7. Une telle analyse est toujours satisfaisante, puisqu’elle permet de montrer que la limitation
des données n’est pas nécessairement un frein à l’attaque.
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Une autre manière de calculer cette probabilité est de s’intéresser à l’événement
complémentaire, qui correspond à tous les cas où au moins un monôme de degré
supérieur ou égal à 3 n’est pas annulé.
Soit D un ensemble d’entiers représentant les degrés des monômes, et AD
l’événement La permutation n’envoie aucun des bits supposés nuls dans les
monômes de degré inclus dans D, c’est-à-dire
AD : {∀d ∈ D,md 6= 0}
où md est le monôme de degré d (induit par la fonction triangulaire). La proba-
bilité de l’événement AD est facilement calculable en fonction de l’ensemble D.























































L’évaluation des cette formule appliquée aux instances concrètes de FLIP pour
des valeurs de ` raisonnables est donnée par les tables 5.2 et 5.3 afin de dégager
un compromis possible. Cependant, il est important de noter que, même pour le
plus petit choix de ` possible, les probabilités correspondantes sont suffisamment
élevées pour mener l’attaque avec succès.
Pour la version de FLIP à 80 bits de sécurité, avec ` = 12 = k − 2, la
probabilité qu’un bit de suite chiffrante amène une équation de degré 2 vaut
Pr`=12 = 2
−26.335. Pour la version à 128 bits de sécurité, il est nécessaire d’avoir
` ≥ 19, qui nous donne pour la valeur extrême Pr`=19 = 2−42.382.
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5.4 Notre attaque
5.4.1 Description
Données initiales. Étant dans le modèle à clair connu, on suppose que l’on a
accès à exactement CD valeurs consécutives de la suite chiffrante (la complexité
en données), notées zt, pour t allant de 0 à CD − 1. Les permutations sont
engendrées par le vecteur d’initialisation (public), et elles sont connues, et on
suppose ledit générateur pseudo-aléatoire parfait, impliquant que les permutations
correspondant à chaque bit de suite chiffrante Pt, pour t allant de 0 à CD − 1
sont choisies aléatoirement et de manière uniformément aléatoires. Ainsi, nous
nous intéressons à résoudre un système d’équations non-linéaires, de la forme
zt = F ◦ Pt(K)
pour t allant de 0 à CD − 1, où K est la seule inconnue, de poids de Hamming
N
2 , et de taille N bits.
Première étape : hypothèse sur les bits de clef. La première étape de
notre attaque consiste à supposer que ` bits pris aléatoirement parmi les N bits
de clef sont tous nuls, avec ` ≥ k − 2. Ayant fait une telle hypothèse, les bits de
la suite chiffrante s’expriment alors en fonction de seulement N − ` variables.
De plus, la probabilité qu’une telle hypothèse soit correcte, c’est-à-dire que ces









Si la clef n’était pas équilibrée, cette probabilité serait égale à 2−` : une
hypothèse sur 1 bits serait vraie avec probabilité 12 . Or, la condition d’équilibre
sur la clef change cette probabilité quand on considère plusieurs bits : il y a N2
bits nuls dans la clef, et les cas favorables sont ceux où les ` bits supposés nuls




possibilités. En revanche, comme ` N , la probabilité Prrg est assez proche de
2−` tant que ` est petit.
Ainsi, cela signifie que nous allons devoir réitérer nos hypothèses en moyenne
Pr−1rg fois, avant de formuler une hypothèse correcte.
Deuxième étape : collecter les équations de degré 2. Une fois qu’une
hypothèse a été émise, nous nous attelons à collecter suffisamment d’équations de
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degré deux. Le nombre d’équations minimum à collecter, pour pouvoir résoudre
le système correspondant par linéarisation vaut






ce qui correspond au nombre de monômes de degré un ou deux sur N−` variables
(les ` autres étant supposées nulles). Comme nous l’avons expliqué à la section
précédente, cette partie nous coûte en données, puisqu’il faudra attendre en
moyenne Pr−1` bits de suite chiffrante avant de pouvoir collecter une équation de
degré 2.
Troisième étape : résoudre le système correspondant. Une fois que les
équations de degré 2 correspondant à l’hypothèse ont été déterminées, il ne
reste plus qu’à résoudre le système obtenu. Pour cela, nous utilisons une simple
technique de linéarisation, c’est-à-dire que nous considérons chaque nouveau
monôme de degré deux comme une nouvelle variable, puis nous inversons le
système linéaire induit par une élimination de Gauss, dont la complexité est de
l’ordre de O(v3` ) opérations 8.
5.4.2 Complexité et compromis
5.4.2.1 Complexité
En supposant que les équations obtenues se comportent comme des équations
aléatoires, le nombre d’équations nécessaires pour obtenir un système inver-
sible est du même ordre de grandeur que le nombre d’inconnues. En effet,
pour des équations linéaires aléatoires, la probabilité d’avoir des équations
linéairement dépendantes est très faible [Lan93]. Nous verrons avec la vérification
expérimentale que cette hypothèse est cohérente. Par définition de Pr`, nous
pouvons donc assurer que le nombre de bits de suite chiffrante nécessaires (CD)
est bien de l’ordre de




Finalement, la complexité en temps de notre attaque correspond au coût de
résolution du système linéaire v3` , multiplié par le nombre moyen d’hypothèses à
faire avant de formuler une hypothèse correcte, qui est déterminé par Prrg, ce







Pour ce qui est de la complexité en mémoire de l’attaque, elle ne provient




8. Cette technique de linéarisation est classique en cryptographie pour le cas des attaques
algébriques sur les chiffrements à flot comme déjà expliqué à la section 4.3 page 70.
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Ici, nous voyons bien en quoi il y a un compromis possible entre la complexité
en temps et la complexité en données. En effet, Pr` est croissant avec `, donc
plus ` est grand, plus la complexité en données est faible, mais faire crôıtre `
augmente dans le même temps la complexité en temps. Ceci est assez intéressant
pour l’attaquant.e, puisque cela permet de réaliser notre attaque, même si la
quantité de données est limitée.
5.4.2.2 Compromis
En appliquant notre attaque sur les deux versions de FLIP initialement
proposées dans [MJSC16] avec une taille de clef de 192 bits (respectivement 400
bits) pour une sécurité revendiquée par les auteurs de 80 bits (respectivement
128 bits), nous obtenons les résultats décrits dans les tables 5.2 et 5.3, où sont
données les différentes valeurs de Pr`, Prrg, v` ainsi que les complexités en temps
et en données correspondantes. Nous constatons que le coût de notre attaque est
largement plus faible que la sécurité revendiquée par les auteurs de FLIP.
` Pr` v` Prrg CD CT CM
12 -26.335 13.992 -12.528 40.326 54.503 27.983
13 -23.049 13.976 -13.627 37.025 55.554 27.951
14 -20.653 13.960 -14.736 34.613 56.615 27.919
15 -18.738 13.943 -15.854 32.682 57.684 27.887
16 -17.141 13.927 -16.982 31.069 58.763 27.854
17 -15.775 13.911 -18.120 29.686 59.852 27.821
18 -14.585 13.894 -19.267 28.480 60.950 27.788
19 -13.536 13.878 -20.425 27.414 62.057 27.755
20 -12.601 13.861 -21.592 26.462 63.175 27.722
21 -11.762 13.844 -22.771 25.606 64.303 27.688
22 -11.004 13.827 -23.960 24.831 65.442 27.654
23 -10.315 13.810 -25.160 24.125 66.591 27.621
24 -9.686 13.793 -26.371 23.479 67.750 27.586
25 -9.110 13.776 -27.593 22.886 68.921 27.552
26 -8.580 13.759 -28.827 22.339 70.103 27.517
27 -8.092 13.741 -30.073 21.833 71.297 27.483
28 -7.640 13.724 -31.331 21.364 72.502 27.448
29 -7.221 13.706 -32.601 20.927 73.720 27.413
30 -6.832 13.689 -33.883 20.520 74.949 27.377
31 -6.469 13.671 -35.179 20.140 76.191 27.342
32 -6.131 13.653 -36.487 19.784 77.446 27.306
33 -5.816 13.635 -37.809 19.450 78.714 27.270
34 -5.520 13.617 -39.145 19.137 79.995 27.233
> 34 ... ... ... ... > 80 ...
Table 5.2 – log2 des complexités en temps, en données et en mémoire en fonction
du nombre de bits devinés, `, pour l’instance FLIP(47,40,105).
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` Pr` v` Prrg CD CT CM
19 -42.382 16.151 -19.647 58.533 68.100 32.302
20 -38.522 16.144 -20.721 54.666 69.151 32.287
21 -35.589 16.136 -21.799 51.725 70.206 32.272
22 -33.169 16.128 -22.881 49.298 71.266 32.257
23 -31.097 16.121 -23.967 47.218 72.329 32.241
24 -29.282 16.113 -25.058 45.395 73.397 32.226
25 -27.667 16.105 -26.153 43.772 74.469 32.211
26 -26.214 16.098 -27.253 42.311 75.546 32.195
27 -24.895 16.090 -28.357 40.985 76.627 32.180
28 -23.691 16.082 -29.465 39.773 77.712 32.164
29 -22.584 16.074 -30.578 38.658 78.802 32.149
30 -21.562 16.067 -31.696 37.629 79.896 32.133
31 -20.615 16.059 -32.818 36.674 80.994 32.118
32 -19.734 16.051 -33.944 35.785 82.097 32.102
33 -18.912 16.043 -35.075 34.955 83.205 32.086
34 -18.142 16.035 -36.211 34.178 84.317 32.071
35 -17.421 16.027 -37.352 33.448 85.434 32.055
36 -16.743 16.020 -38.497 32.762 86.556 32.039
37 -16.104 16.012 -39.648 32.116 87.683 32.023
38 -15.502 16.004 -40.803 31.505 88.814 32.007
39 -14.932 15.996 -41.963 30.928 89.950 31.991
40 -14.393 15.988 -43.128 30.381 91.091 31.975
41 -13.883 15.980 -44.298 29.862 92.237 31.959
42 -13.398 15.972 -45.473 29.370 93.388 31.943
43 -12.937 15.964 -46.653 28.901 94.543 31.927
44 -12.499 15.956 -47.838 28.455 95.704 31.911
45 -12.082 15.947 -49.028 28.029 96.870 31.895
46 -11.684 15.939 -50.224 27.624 98.042 31.879
47 -11.305 15.931 -51.425 27.236 99.218 31.862
48 -10.942 15.923 -52.631 26.865 100.400 31.846
49 -10.596 15.915 -53.842 26.511 101.586 31.830
50 -10.265 15.907 -55.059 26.171 102.779 31.813
51 -9.948 15.898 -56.282 25.846 103.976 31.797
52 -9.644 15.890 -57.509 25.534 105.180 31.780
53 -9.353 15.882 -58.743 25.235 106.388 31.763
54 -9.074 15.873 -59.982 24.947 107.602 31.747
55 -8.806 15.865 -61.227 24.671 108.822 31.730
56 -8.548 15.857 -62.477 24.405 110.048 31.713
57 -8.301 15.848 -63.734 24.149 111.279 31.697
58 -8.063 15.840 -64.996 23.903 112.516 31.680
59 -7.835 15.831 -66.264 23.666 113.758 31.663
60 -7.614 15.823 -67.538 23.437 115.007 31.646
111
Chapitre 5. Cryptanalyse de FLIP
61 -7.402 15.815 -68.818 23.217 116.262 31.629
62 -7.198 15.806 -70.104 23.004 117.522 31.612
63 -7.001 15.797 -71.397 22.799 118.789 31.595
64 -6.812 15.789 -72.695 22.601 120.062 31.578
65 -6.629 15.780 -74.000 22.409 121.341 31.561
66 -6.452 15.772 -75.311 22.224 122.627 31.543
67 -6.281 15.763 -76.629 22.044 123.918 31.526
68 -6.116 15.754 -77.953 21.871 125.216 31.509
69 -5.957 15.746 -79.284 21.703 126.521 31.491
70 -5.803 15.737 -80.621 21.540 127.832 31.474
> 70 ... ... ... ... > 128 ...
Table 5.3 – log2 des complexités en temps, en données et en mémoire en fonction
du nombre de bits devinés, `, pour l’instance FLIP(87,82,231).
5.4.3 Vérification expérimentale
En cryptographie, les instances proposées ont souvent une taille suffisante
pour que beaucoup de cryptanalyses soient impossibles à vérifier en pratique
car elles nécessitent un trop grand nombre d’opérations. Ici, sur la version de
FLIP à 80 bits de sécurité, notre attaque a une complexité de l’ordre de 254.5
opérations, ce qui est encore assez élevé. Or, nous avons mené une analyse en
faisant plusieurs hypothèses : par exemple que les équations que l’on récupère se
comportent comme des équations aléatoires. Or, c’est loin d’être le cas puisqu’elles
ont toutes le même nombre de termes. Il est donc indispensable de vérifier que
la cryptanalyse est valide en appliquant expérimentalement l’algorithme sur une
version réduite (lorsque une telle version a un sens). Dans le cas de FLIP, il est
assez facile de considérer une version réduite qui garde les mêmes proportions
que les versions initiales.
La version réduite que nous considérons a une taille de clef de 64 bits, et nous
choisissons les paramètres n1, n2 et n3 qui définissent la fonction de filtrage de
manière à conserver les proportions : n1 = 14, n2 = 14 et n3 = 36. Ainsi, nous
travaillons sur FLIP(14, 14, 36).
La fonction de filtrage ainsi obtenue est donc définie par
f(x0, . . . , x63) = f1(x0, . . . , x13) + f2(x14, . . . , x27) + f3(x28, . . . , x63)
où l’on définit f1, f2 et f3 de la même manière que les auteurs de FLIP :
f1(x0, . . . , x13) = L14(x0, . . . , x13) = x0 + x1 + · · ·+ x13
f2(x14, . . . , x27) = Q7(x14, . . . , x27) = x14x15 + x16x17 + · · ·+ x26x27
f3(x28, . . . , x63) = T8(x28, . . . , x63) = x28 + x29x30 + · · ·+ x56x57 · · ·x63 .




Nous avons implémenté notre attaque sur cette version réduite de FLIP, en
choisissant ` égal à 8. D’après nos résultats théoriques, la complexité en temps
pour ces paramètres doit être d’environ CT = 2
40.638 opérations élémentaires.





Le nombre v` d’inconnues dans le système à résoudre vaut, pour ` = 8, 1596.
Ainsi, nous pouvons prévoir une complexité en données de l’ordre de 218.454 bits
de suite chiffrante pour mener à bien notre attaque sur cette version réduite.
Dans la table 5.4, nous résumons les résultats théoriques et pratiques pour
cette version réduite. Nous remarquons que les résultats pratiques corroborent
parfaitement nos résultats obtenus par l’analyse théorique, ce qui confirme la
validité des hypothèses que nous avons faites lors de notre analyse.
Pr−1rg CD Pr` Nb. op. Temps (s)
Pratique 437.1 218.455 2−7.813 238.588 280.93
Théorie 420.8 218.454 2−7.814 240.638 −
Table 5.4 – Comparaison des résultats théoriques et expérimentaux : attaque
sur la version réduite FLIP (14,14,36) avec ` = 8 (moyenne réalisée sur 1000 tests,
utilisant Intel(R) Xeon(R) CPU W3670 à 3.20GHz (12MB cache), avec 8GB de
RAM).
5.4.4 Améliorations potentielles
5.4.4.1 Complexité en données
Comme la complexité en données dépend principalement des différentes
permutations Pt, il est plus astucieux de formuler les hypothèses en tenant
compte desdites permutations. Cela revient à choisir pour les bits supposés à 0
ceux qui apparaissent le plus souvent dans la partie correspondant à la fonction
triangulaire. De plus, les permutations engendrées sont pré-calculables, car elles
ne dépendent que de l’IV. Dans ces conditions, le nombre de bits de suite chiffrant
nécessaires sera plus faible. Cette idée sera développée plus en détail au chapitre 7,
où le contexte est différent et où la complexité en données est plus limitante que
dans le cas de FLIP.
5.4.4.2 Pré-calculs
Afin de quantifier exactement l’avantage de l’attaquant.e, il est toujours utile
de séparer les calculs qui sont indépendants du secret des autres. En revenant au
principe de Kerckhoffs, le coût en pré-calcul de l’attaque correspond à l’analyse du
système, indépendamment de la clef, ce qui doit être considéré comme négligeable,
113
Chapitre 5. Cryptanalyse de FLIP
puisque le système cryptographique doit être pérenne. Par ailleurs, si le coût en
pré-calcul est aberrant 9, on est aussi en droit de remettre en cause la faisabilité
de l’attaque, même si celle-ci nécessite une immense part de pré-calcul et un
faible coût on line. Ici, étant donné que la forme des équations ne dépend que
des permutations engendrées et de la fonction de filtrage, l’attaquant.e peut
réaliser l’inversion de plusieurs systèmes de degré 2 (correspondant à plusieurs
hypothèses), sans avoir accès aux bits de la suite chiffrante qui dépendent des
données secrètes. Cependant, cela nécessite de stocker en mémoire chacune des







5.4.4.3 Modèle à IV choisi
Un autre modèle d’attaque, plus fort que celui décrit précédemment, est de
considérer que l’attaquant.e a la possibilité de choisir le vecteur d’initialisation.
Dans ces conditions, l’attaquant.e pourrait aussi pré-calculer des suites produites
par plusieurs valeurs d’IV, afin de choisir une valeur d’IV particulière pour laquelle
les permutations seraient plus favorables, par exemple laisseraient invariante une
partie des bits de clef, ce qui diminuerait encore la complexité en données de
l’attaque.
5.4.4.4 Changement d’IV
Alors que dans la majorité des chiffrements à flot, une phase d’initialisation
“mélange” les bits de clef et les bits de l’IV, ce n’est pas du tout le cas dans
FLIP. Cette propriété singulière implique qu’une re-synchronisation fréquente,
qui constituerait à changer l’IV très souvent tout en gardant la même clef ne
permet pas de se prémunir de notre attaque. En effet, des équations obtenues
pour plusieurs IVs et la même clef auront toutes les mêmes caractéristiques,
puisque le contenu du registre dans lequel la clef est stockée est indépendant des
bits de l’IV. Ainsi, les équations obtenues avec des IVs différentes sont toujours
exprimées en fonction des mêmes variables, les bits de la clef.
5.4.4.5 Sécurité de la construction générique
La famille de chiffrement FLIP passe facilement à l’échelle : on peut facilement
augmenter ou diminuer la taille du registre en respectant les proportions initiales.
Au vu de notre analyse, nous pouvons assurer que pour ces proportions le niveau
de sécurité de FLIP est au plus de l’ordre de
√
N , où N est la taille de la clef.







9. Comme pour l’attaque présentée au chapitre 4.
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Comme nous l’avons dit précédemment, le nombre d’hypothèses est très petit




, on peut approximer la complexité en temps de notre attaque par
CT = N
6 × 2` .
De plus, nous savons que le nombre d’hypothèses ` à réaliser est supérieur ou
égal au nombre de monômes de degré supérieur ou égal à 3, ce qui implique que
n3 = (`+ 2)(`+ 3)/2. Donc, ` '
√




5.4.4.6 Faire moins d’hypothèses
Nous voyons que le principal coût de notre attaque provient du nombre
d’hypothèses réalisées. Nous pouvons alors penser à une variante de l’attaque
où l’on choisit ` < k − 2, mais où l’on s’autorise à résoudre un système dont
les équations sont de degré plus grand que 2. Il s’avère que ces variantes sont
moins performantes que notre attaque d’origine, pour les instances de FLIP et
les paramètres proposés.
5.5 Le nouveau FLIP
Notre cryptanalyse de FLIP a été réalisée sur les instances présentées dans une
version soumise à EUROCRYPT 2016, et dont nous avons eu connaissance lors
des journées Codage et Cryptographie de 2015. Nous avons alors averti les auteurs
de FLIP des vulnérabilités de leur système de chiffrement. Ils ont donc modifié
les paramètres de FLIP en prenant en compte notre cryptanalyse, assurant ainsi
une plus grande sécurité.
Principalement, les auteurs ont augmenté la taille des clefs d’un facteur
3 pour les mêmes objectifs de sécurité, et ont rajouté plusieurs fonctions de
type triangulaire, afin de garder la même profondeur multiplicative, pour rester
performant vis-à-vis du chiffrement complètement homomorphe, tout en rajoutant
des monômes dans la forme algébrique normale. La forme des équations reste
très particulière, car l’ANF de la fonction de filtrage reste très creuse par rapport
au nombre de variables pris en entrée.
Plus précisément, la construction générique reste la même : la fonction de
filtrage est toujours une fonction booléenne ayant autant de variables qu’il y a
de bits de clef. F est définie de la manière suivante : c’est toujours la somme
directe de trois fonctions booléennes f1, f2 et f3 à n1 (respectivement n2 et n3)
variables, où f1 et f2 sont toujours de type L et Q, mais f3 est définie comme la
somme de plusieurs fonctions de type T . La notation utilisée par les auteurs de
FLIP est ∆knb qui définit une fonction booléenne comme la somme directe de nb
fonctions triangulaires de degré k.
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Par exemple, on a
∆32 = x0 + x1x2 + x3x4x5 + x6 + x7x8 + x9x10x11 .
La fonction booléenne ∆knb est donc une fonction booléenne à nb ×
k(k+1)
2
variables. Finalement, dans la version finale de FLIP [MJSC16], les auteurs ont
proposé quatre nouvelles instances, notées naturellement de la même manière
que précédemment : FLIP(n1, n2,∆
k
nb), où n1 correspond au nombre de variables
de la partie linéaire de F , n2 à la partie de type Q et ∆ est définie ci-dessus.
Pour une sécurité revendiquée de 80 bits, les auteurs ont alors proposé deux
versions concrètes :
— FLIP(42, 128,∆98), où N = 530 ;
— FLIP(46, 136,∆154 ), où N = 662.
Ces valeurs de 530 et 662 sont à comparer à l’ancienne valeur de 192, pour une
même sécurité de 80 bits.
Pour une sécurité revendiquée de 128 bits, les instances sont les suivantes :
— FLIP(82, 224,∆168 ), où N = 1384 ;
— FLIP(86, 238,∆234 ), où N = 1704.
Les tailles de clef considérées sont donc bien plus grandes que dans les
versions précédentes. Évidemment, comme ces paramètres ont été choisis pour
résister à notre attaque, cette dernière ne s’applique plus, puisque le nombre
d’hypothèses à effectuer devient trop important, et la taille du système augmente
aussi considérablement.
Les tailles de clef utilisées peuvent parâıtre aberrantes en comparaison de
la majorité des systèmes symétriques, puisque l’on essaye le plus souvent de
garantir un niveau de sécurité égal à la taille de la clef (ce qui est loin d’être le
cas ici). Cependant, il est à noter que ce système de chiffrement n’est pas fait
pour être utilisé classiquement, mais seulement dans le cadre d’un chiffrement
hybride, combiné avec un chiffrement complètement homomorphe, contexte dans
lequel la transmission de la clef secrète symétrique (que l’on ne fait qu’une seule
fois) coûte beaucoup moins cher qu’une profondeur multiplicative importante.
FLIP est donc extrêmement performant en terme de profondeur multiplicative.
Cependant, une autre métrique est à prendre en compte quand on combine
un chiffrement symétrique avec un chiffrement complètement homomorphe : le
nombre de multiplications réalisées pour 1 bit de chiffré, ce qui dans le cas de
FLIP est assez important (environ une centaine de portes AND par bit). Le
pari des auteur.e.s de Rasta [DEG+18] est donc de proposer un système de
chiffrement symétrique, dont la profondeur multiplicative est faible ainsi que
le nombre de multiplications par bit de chiffré. Ces travaux reflètent donc une
des directions récentes investiguées en cryptographie symétrique : concevoir
des chiffrements adaptés à des contraintes extrêmes de performance et à des




Notre travail exploite une structure très particulière des équations décrivant
la suite générée par FLIP : la présence d’un très faible nombre de monômes. C’est
exactement la même caractéristique que nous utilisons sur le PRG de Goldreich
au chapitre 7, et dans une moindre mesure dans notre cryptanalyse sur Ketje
au chapitre 8. Une question sous-jacente est la capacité à identifier les systèmes
non-linéaires qui sont faciles à résoudre. En effet, d’un point de vue plus général,
notre attaque peut être considérée comme une manière non classique de résoudre
un certain type de systèmes d’équations non-linéaires, largement plus efficace
que la recherche exhaustive ou qu’une simple linéarisation. Ce n’est sûrement
pas la méthode la plus efficace, mais notre attaque permet une nouvelle fois de
constater qu’une structure suffisamment forte sur les objets que l’on étudie a
beaucoup de chances de pouvoir être exploitée d’une manière ou d’une autre
dans un sens favorable à l’attaquant.e. Il semble difficile en cryptographie d’avoir
à la fois le beurre et l’argent du beurre...
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Suite à la cryptanalyse de FLIP réalisée avec Sébastien Duval et Virginie
Lallemand, nous nous sommes rendu.e.s compte d’une particularité propre à cette
famille de chiffrements. En effet, comme nous l’avons vu au chapitre précédent,
FLIP possède une spécificité inhabituelle qui découle de la non mise à jour du
registre : le poids de Hamming de l’entrée de la fonction de filtrage est invariant
tout au long du chiffrement. En effet, comme une permutation des bits de la clef
est appliquée à chaque cycle d’horloge, cela ne modifie pas le poids de la clef
“permutée”, rendant constant le poids de Hamming en entrée de la fonction de
filtrage tout au long du chiffrement.
Alors que l’utilisation d’un LFSR permet d’assurer diverses propriétés statis-
tiques sur les états internes successifs 1, ce n’est donc plus du tout le cas pour le
chiffrement FLIP, où nous devons analyser le chiffrement en prenant en compte
cette particularité. En supposant que le générateur pseudo-aléatoire est de bonne
qualité, on peut supposer que toutes les permutations ont la même probabilité
d’occurrence, impliquant que tout mot de poids de Hamming égal à celui de la
clef a la même probabilité de constituer l’entrée de la fonction de filtrage, les
autres n’arrivant jamais.
Ce phénomène peut sembler anodin, cependant, il implique que les arguments
de sécurité qui reposent sur les bonnes propriétés cryptographiques de la fonction
booléenne n’ont plus aucun sens. L’analyse classique de sécurité d’un chiffrement à
flot consiste à étudier l’équilibre de la sortie du générateur, afin d’éviter l’existence
d’un distingueur très simple, ainsi que la résistance aux attaques algébriques et
1. Voir chapitre 4
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aux attaques par corrélation (rapides). L’argument classique consiste à dire que
les états internes successifs du registre se comportent de manière aléatoire (raison
pour laquelle on emploie des constructions connues telles les LFSR), puis de
conclure en utilisant les propriétés de la fonction de filtrage (équilibre, immunité
algébrique, résilience et non-linéarité). Cependant, ceci ne fonctionne que si tous
les états internes sont équiprobables.
Exemple 7. Examinons un cas complètement dégénéré qui suit la construction de
FLIP, avec une fonction de filtrage linéaire à N variables (où N est la taille de clef
dans FLIP) définie par F (x0, . . . , xN−1) = x0 +x1 +x2 + · · ·+xN−1, c’est-à-dire la
première fonction symétrique élémentaire. Cette fonction booléenne est équilibrée,
et sa valeur est égale à la parité du poids de Hamming de (x0, . . . , xN−1) ∈ {0, 1}N .
Alors appliquer cette fonction de filtrage au contenu d’un LFSR engendrerait
une suite équilibrée, l’appliquer dans la construction de FLIP engendre une suite
constante puisque le poids de Hamming de son entrée est constant.
Cet exemple, certes complètement dégénéré, montre cependant le fait que
la fonction de filtrage soit équilibrée dans FLIP n’assure en aucun cas que la
suite chiffrante n’est pas biaisée. Donc, il est absolument nécessaire de trouver
les critères pertinents pour assurer une certaine sécurité sur le chiffrement FLIP,
c’est-à-dire affiner les critères cryptographiques classiques afin que ceux-ci aient
un réel sens dans notre contexte.
C’est ce que nous faisons dans ce chapitre : nous analysons les fonctions
booléennes lorsque l’entrée est réduite à un sous-ensemble donné, et plus par-
ticulièrement lorsque le poids de Hamming de l’entrée est fixé, de manière à
analyser rigoureusement la sécurité de FLIP. Nous montrerons à quel point
restreindre l’entrée peut dégrader les qualités cryptographiques des fonctions
booléennes : l’équilibre, l’immunité algébrique, et la non-linéarité. Les résultats
de ce chapitre sont le fruit d’une collaboration avec une partie des auteurs de
FLIP : Claude Carlet et Pierrick Méaux et ont été publiés dans un article aux
IACR Transactions on Symmetric Cryptology en 2017 [CMR17a].
6.1.2 Aperçu des critères
6.1.2.1 La résilience
Dans le cas de FLIP, l’état interne est stocké dans un unique registre. Ainsi, la
décomposition de l’état en plusieurs parties ne peut se faire qu’en exploitant les
permutations. Un.e attaquant.e qui chercherait à isoler dans une attaque de type
diviser pour mieux régner une partie des variables de manière à obtenir un système
d’équations probabiliste en une partie des bits de clef devrait nécessairement
exploiter une régularité des permutations Pt. De manière générale, le nombre
de bits pris dans la partie linéaire, ainsi que les calculs que nous ferons sur
le biais indiquent qu’une telle action est suffisamment coûteuse pour ne pas
nous en préoccuper. Il semble difficile à première vue de généraliser l’attaque de
Siegenthaler sur le chiffrement FLIP, même si nous verrons dans le chapitre 7
que la résilience peut jouer un rôle quand même, mais dans des proportions bien
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plus faibles qu’attendu. C’est la raison pour laquelle nous ne nous attarderons
pas sur le critère de la résilience dans FLIP, car il est peu pertinent.
6.1.2.2 L’équilibre
Comme expliqué au chapitre 2, le premier critère que l’on demande aux fonc-
tions booléennes utilisées en cryptographie est l’équilibre, afin d’éviter l’existence
de distingueurs triviaux. Alors qu’il est assez facile de construire des fonctions
booléennes équilibrées sur tout l’espace en rajoutant simplement une variable
linéaire indépendante des autres, cela ne fonctionne plus lorsque l’entrée est res-
treinte à un sous-ensemble quelconque. Nous nous intéresserons donc à l’étude de
fonctions booléennes dont toutes les restrictions à une famille d’ensemble disjoints
sont équilibrées. Pour le cas particulier de la restriction aux sous-ensembles des
mots de poids de Hamming fixé, nous donnerons des constructions de fonctions
(presque) équilibrées au moyen de leur forme multivariée, i.e. de leur forme
algébrique normale.
6.1.2.3 La non-linéarité
La non-linéarité est une quantité importante pour quantifier la résistance aux
attaques par corrélation. Ainsi, nous étudierons la non-linéarité restreinte à des
sous-ensembles de Fn2 , et nous verrons que se restreindre à des sous-ensembles
d’entrées peut dégrader fortement la non-linéarité. Nous construirons notamment
des fonctions courbes sur tout l’espace qui deviennent de non-linéarité restreinte
nulle.
6.1.2.4 Immunité algébrique
L’immunité algébrique est un troisième paramètre qui joue un rôle important
pour quantifier la résistance aux attaques de type algébrique puisqu’elle définit
le degré minimal du système algébrique à résoudre. Nous dériverons alors des
résultats sur l’immunité algébrique restreinte, en nous focalisant sur les sous-
ensembles des mots de poids fixé.
6.2 L’équilibre à poids fixé
6.2.1 Dégradation
Comme nous l’avons déjà mis en évidence, la première fonction symétrique
élémentaire est équilibrée, mais est constante lorsque le poids de son entrée est
fixé. Les fonctions symétriques sont naturellement les “pires” fonctions possibles
pour l’équilibre lorsque le poids de Hamming est fixé.
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Les fonctions symétriques élémentaires définissent une base de l’espace vec-
toriel de toutes les fonctions qui sont constantes lorsque le poids de Hamming
de l’entrée est fixé. La fonction majorité appartient à cet espace de fonctions.






mod 2 pour tout 0 ≤ i ≤ k.
Dans ces conditions, on observe bien qu’une fonction équilibrée sur tout
l’espace peut, en fixant le poids de l’entrée devenir complètement dégénérée au
regard de ce critère. Nous verrons le même type de dégradation possible sur les
critères de non-linéarité et d’immunité algébrique.
6.2.2 Définitions
Notation 6.2. Pour k compris entre 0 et n, nous notons Sn,k le sous-ensemble
de Fn2 des éléments de poids de Hamming k :
Sn,k = {x ∈ Fn2 ,wH(x) = k} .
Tout d’abord, nous élargissons la notion du poids de Hamming d’une fonction
booléenne comme étant le nombre de 1 dans sa table de vérité par la notation
suivante.
Notation 6.3. Soit f une fonction booléenne à n variables. Pour k compris
entre 0 et n, nous notons wH(f)k le poids de Hamming du vecteur des valeurs de
f restreint à l’ensemble des éléments de Fn2 de poids de Hamming égal à k :
wH(f)k = |{x ∈ Fn2 ,wH(x) = k, f(x) = 1}| .
De plus, nous notons de la même manière wH(f)k le nombre de 0 dans la table
de vérité de f restreinte à Sn,k :






Définition 6.4 (Fonctions parfaitement équilibrées à poids fixé). Soit f une
fonction booléenne à n variables. Alors f est dite parfaitement équilibrée à poids
fixée (WPB 2) si, pour tout k ∈ {1, . . . , n − 1}, la restriction de f à Sn,k est








2. Weightwise Perfectly Balanced en anglais
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Afin de rendre la fonction équilibrée sur Fn2 , nous imposons de plus la condition
suivante :
f(0, . . . , 0) = 0 et f(1, . . . , 1) = 1 .
Cette dernière condition semble restreindre notre étude, mais ce n’est pas le
cas, puisqu’il est nécessaire d’avoir f(0, . . . , 0) 6= f(1, . . . , 1), afin que la fonction
soit équilibrée sur tout l’espace. En remplaçant f par 1 + f , nous obtenons
toujours une fonction booléenne WPB, ce qui couvre l’ensemble des cas. Ainsi,
la condition f(0, . . . , 0) = 0 et f(1, . . . , 1) = 1 ne restreint en aucun cas notre
étude mais s’avère très utile pour la construction de telles fonctions, comme nous
le verrons plus tard.






implique que les fonctions parfaitement équilibrées à poids fixé n’existent que





est pair. Cette propriété étant
satisfaite si et seulement si n est une puissance de 2, les fonctions booléenne
WPB n’existent donc que s’il existe un entier ` tel que n = 2` (implication directe
du théorème de Lucas, publié en 1878 dans [Luc78]).
Afin de généraliser notre étude à un nombre arbitraire de variables, nous
définissons donc les fonctions presque parfaitement équilibrées à poids fixé
(WAPB 3).
Définition 6.5 (Fonctions presque parfaitement équilibrées à poids fixé). Soit
f une fonction booléenne à n variables. Alors f est une fonction presque par-
















Évidemment, ces définitions sont appliquées aux sous-ensembles des mots
de poids fixé, et plus exactement à la partition de Fn2 en ces sous-ensembles :
{Sn,k, k ∈ [0, n]}. Cependant, il est clair que ces définitions peuvent être adaptées
à d’autres partition. Notre travail se concentre principalement sur les sous-
ensembles des mots de poids fixé, puisque c’est le critère pertinent à prendre
en compte dans le cas de FLIP. Dans d’autres contextes comme nous le verrons
à la conclusion avec les fonctions augmentées, les sous-ensembles peuvent être
différents des sous-ensembles Sn,k.
6.2.3 Relation avec la forme algébrique normale
Le coût de stockage d’une fonction à n variables quelconque par sa table de
vérité est de 2n bits. En pratique, les fonctions booléennes sont donc rarement
définies de cette manière, et on préfère souvent les représenter par leur forme
algébrique normale. Ainsi, nos définitions précédentes sont peu utiles en pratique.
Il faut donc étudier le lien de ces définitions avec la manière naturelle de définir
les fonctions booléennes : la forme algébrique normale.
3. Weightwise Almost Perfectly Balanced
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Afin de bien comprendre ce qui se passe, nous commençons simplement
par considérer les mots dont le poids est impair. Pour tout n pair, la fonction
booléenne linéaire f à n variables définie par
f(x1, . . . , xn) = x1 + x2 + · · ·+ xn2
est une fonction équilibrée sur l’ensemble des mots de poids de Hamming impair.
En effet, soit x ∈ Fn2 , tel que wH(x) est impair. Alors si wH(x1, . . . , xn2 ) est
impair, auquel cas f(x1, . . . , xn) = 1, sinon f(x1, . . . , xn) = 0. Les mots tels que
wH(x1, . . . , xn) = k, k impair et wH(x1, . . . , xn2 ) est impair sont naturellement
de même cardinalité que les mots dont wH(x1, . . . , xn) = k et wH(x1, . . . , xn2 )
est pair. En effet, comme k est impair, wH(xn2 +1, . . . , xn) est pair, et le résultat
vient en échangeant les n2 premières variables avec les autres.
Finalement, nous pouvons donc assurer que toute fonction booléenne WPB
doit nécessairement avoir la moitié des monômes de degré 1 dans sa forme
algébrique normale, et plus précisément :
Proposition 6.6. Soit f une fonction booléenne (presque) parfaitement équilibrée
à poids fixé à n variables. Alors la forme algébrique normale de f contient exac-
tement dn/2c monômes de degré 1 et au moins bn/4c monômes de degré 2, où
dn/2c est égal à n/2 si n est pair et (n± 1)/2 si n est impair.
Démonstration. Tout d’abord, dans le cas particulier où l’on a une fonction
linéaire, wH(f)k est égal au nombre d’entrées de poids exactement k pour lesquels
un nombre impair de monômes de f ont la valeur 1, c’est-à-dire le nombre de
manières de choisir i variables, pour i impair compris entre 1 et k, de telle
façon que ces i variables soient dans les variables apparaissant dans l’ANF 4
de la fonction linéaire. Ainsi, pour une fonction linéaire ` à n variables faisant












Soit maintenant f ∈ Bn que nous décomposons de la manière suivante :
f = `f + qf + f
′ ,
où `f ∈ Bn est une fonction linéaire, qf ∈ Bn est une fonction n’ayant que des
monômes de degré 2 dans son ANF, et f ′ ∈ Bn n’ayant que des monômes de
degré strictement supérieur à 2 dans son ANF. On suppose, sans perdre de
généralité, que le coefficient constant de l’ANF est nul.
Pour les entrées de poids 1, chaque monôme de degré supérieur ou égal à 2
est nul. Ainsi, pour tout x ∈ Fn2 , tel que wH(x) = 1, nous avons f(x) = `f (x).
Donc,





= |`f | ,
4. Algebraic Normal Form en anglais
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où |`f | désigne le nombre de monômes dans la forme algébrique normale de `f .
Il est donc nécessaire que |`f | soit égal à n2 si n est pair et
n±1
2 sinon.
Maintenant nous nous intéressons aux entrées de poids 2. Naturellement,
nous avons la relation suivante :
wH(f)2 = wH(`f + qf )2 = wH(`f )2 + wH(qf )2 − 2wH(qf `f )2 .
Comme on a toujours wH(qf `f ) ≤ wH(qf ), on peut assurer l’inégalité
wH(f)2 − wH(`f )2 ≥ wH(qf )− 2wH(qf ) = −wH(qf ) .
Comme nous voulons que f soit équilibrée sur les mots de poids 2 et que par
définition de f ′, wH(f






et wH(`f )− wH(f)2 ≤ wH(qf ). Si n est pair, alors
wH(`f )2 = |{X ∈ Fn2 , `f (X) = 1,wH(X) = 2}|
= |{(x, y), x, y ∈ F
n
2







Donc, wH(qf ) ≥ bn4 c. Si en revanche n est impair, alors peu importe la valeur de
|`f |, nous avons par symétrie (en échangeant x et y dans ce qui suit) que
wH(`f )2 = |{X ∈ Fn2 , `f (X) = 1,wH(X) = 2}|
= |{(x, y), x ∈ F
n+1
2
2 , y ∈ F
n−1
2












En dissociant les cas où n ≡ 1 mod 4 et n ≡ 3 mod 4, nous obtenons le même
résultat que pour le cas pair.











pair, impliquant un unique choix pour wH(f)2 =
n(n−1)











n’est pas pair, mais nous savons que wH(f)2 =
(n2)±1









De plus, il est aussi nécessaire d’avoir au moins un monôme de degré n/2
dans la forme algébrique normale des fonctions parfaitement équilibrées à poids
fixé.
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Proposition 6.7. Soit n une puissance de 2 et f ∈ Bn parfaitement équilibrée à
poids fixé, alors la forme algébrique normale de f contient au moins un monôme
de degré n/2.
La preuve réside principalement dans la parité de wH(f)k, dans le cas où f







. Nous avons donc besoin du lemme suivant.
Lemme 6.8. Pour tout n = 2` ≥ 4 et pour tout k strictement supérieur à 1 et











Démonstration. En regardant en détail l’expression des coefficients binomiaux,
on a





4 · · · pk−22ik−2pk−12ik−1 ,
ainsi que




ik−3 · · · p′221p′120 ,
avec pj , p
′
j impairs pour j allant de 1 à k− 1. En réalisant la division du premier


















où p est impair, ce qui conclue la preuve du lemme.
Démonstration. (Proposition 6.7) Dans la suite on note n = 2`. Soit md un
monôme de degré d, on s’intéresse à la parité de wH(md)k ; pour tout k compris







En particulier lorsque k = d, wH(mk)k = 1. D’après le lemme 6.8, on a wH(f)k ≡ 0
mod 2 pour tout k différent de 0, n ou n2 et wH(f)n2 ≡ 1 mod 2 sinon.
Nous montrons maintenant par récurrence sur k que si f est WPB, alors le
nombre de monômes de degré d dans son ANF, pour d strictement inférieur à n/2
est toujours pair : Soit f une fonction à n = 2` variables parfaitement équilibrée
à poids fixé. Sans perdre de généralité, on considère le coefficient constant nul
afin de suivre la définition des fonctions booléennes WPB.
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Base. Pour k = 1, le poids de la fonction est déterminé par les monômes
de degré 1, et nous savons qu’il est nécessaire d’avoir exactement n/2 = 2`−1
monômes de degré 1.
Récurrence. Soit k ≥ 1. On note f = f1 + f2 + f3, avec f1 contenant les
monômes de degré inférieur ou égal à k, f2 les monômes de degré exactement
k+1 et f3 les monômes de degré strictement supérieur à k+1. Alors, wH(f)k+1 =
wH(f1 + f2)k+1 = wH(f1)k+1 + wH(f2)k+1 − 2wH(f1f2)k+1. En ne considérant









wH(mk+1)k+1 mod 2 .
Par hypothèse de récurrence, pour tout d compris entre 1 et k, le nombre de





1 mod 2 .
Finalement, tant que k + 1 < n2 , on a wH(f)k+1 = 0 mod 2, et wH(f)n/2 = 1
mod 2, ce qui termine la preuve.
D’après ce qui précède, nous avons vu qu’il est nécessaire pour une fonction
WPB à 2` variables d’avoir exactement 2`−1 monômes de degré 1, au moins
2`−2 monômes de degré 2 et au moins 1 monôme de degré 2`−1. On pourrait se
demander s’il est nécessaire d’avoir des monômes de degré 2i pour des valeurs
intermédiaires, notamment s’il est nécessaire d’avoir des monômes de degré 4 par








xixi+8 + x1x2x5 + x1x4x16
est une fonction booléenne équilibrée sur les mots de poids 1, 2, 3 et 4, et peut
donc être complétée par des monômes de degré strictement supérieur à 4 pour
obtenir une fonction WPB, ces monômes de plus haut degré pouvant à eux seuls
rééquilibrer la fonction sur les mots de poids 5, 6,...
6.2.4 Constructions de fonctions WPB et WAPB
Naturellement, comme nous avons défini un nouveau critère, il est nécessaire
d’apporter des constructions génériques de telles fonctions, afin d’aider principa-
lement des concepteur.rice.s de primitives cryptographiques s’ils.elles se placent
dans le contexte que nous avons évoqué. Dans cette section, nous décrivons des
familles de fonctions WPB et WAPB.
Une manière assez classique de construire des familles de fonctions booléennes
est d’utiliser la somme directe de deux fonctions, c’est-à-dire de prendre la somme
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de deux fonctions dont les variables sont indépendantes entre elles (chapitre 2).
Alors que dans le contexte classique, si une seule des deux fonctions est équilibrée,
la fonction résultante est aussi équilibrée, cela est complètement différent et plus
complexe pour le cas où l’on opère sur des mots de poids fixé.
Nous allons tout d’abord nous focaliser sur les fonctions à 2` variables définies
comme la somme directe de 2 fonctions WPB ou WAPB à 2`−1 variables, et
montrer qu’elles ne peuvent jamais être WPB.
Lemme 6.9. Soit f une fonction booléenne à n = 2` variables, de la forme :
f(x1, . . . , xn) = g1(x1, . . . , xn2 )+g2(x
n
2 +1
, . . . , xn) où g1 et g2 sont deux fonctions
booléennes à n2 variables telles que g1(0...0) + g1(1...1) + g2(0...0) + g2(1...1) ≡ 0
mod 2. Alors f ne peut pas être parfaitement équilibrée à poids fixé.
Démonstration. Soit f une fonction booléenne définie par la somme directe de
deux fonctions booléennes g1 et g2 à
n
2 variables. Alors nous pouvons lier wH(f)k


















Maintenant, on suppose que f est parfaitement équilibrée à poids fixé, et























wH(g2)n2−i − 2wH(g1)iwH(g2)n2−i .
De plus, nous savons que, comme n est une puissance de 2, alors pour chaque





est pair. En passant l’équation précédente modulo 2, on trouve
la condition suivante :
1 ≡ wH(g1)0 + wH(g1)n2 + wH(g2)0 + wH(g2)n2 mod 2 .
Ce lemme implique donc que l’on ne peut construire de fonction parfaitement
équilibrée à poids fixé avec plus de variables en faisant la somme directe de deux
fonctions parfaitement équilibrées à poids fixé
Corollaire 6.10. Soit g1 et g2 deux fonctions à n variables parfaitement
équilibrées à poids fixé à n variables, alors la fonction booléenne définie par la
somme directe de ces deux fonctions n’est pas WPB.
Tout ceci pourrait nous sembler à première vue un peu inutile, cependant
cela montre que passer du contexte classique aux restrictions des fonctions
booléennes rend l’étude nettement plus compliquée. Alors que construire une
fonction équilibrée est très simple, il semble bien plus ardu de définir des fonctions
WPB ou WAPB. Pour de telles fonctions, il s’avère qu’une bonne construction
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à utiliser est la suivante : si f et g sont deux fonctions booléennes WPB à n
variables, alors la fonction définie par




est une fonction WPB à 2n variables. Cette construction s’inspire de la somme
indirecte :
h(x, y) = f(x) + g(y) + (f(x) + f ′(x))(g(y) + g′(y)) ,
qui permet la construction de fonctions courbes [Car07] dans le contexte classique.
De manière générale, nous pouvons construire un grand nombre de fonctions
WPB en utilisant cette construction comme le montre le théorème qui suit.
Théorème 6.11. Soit f , f ′ et g trois fonctions booléennes à n variables par-
faitement équilibrées à poids fixé et g′ une fonction booléenne quelconque à n
variables. Alors
h(x, y) = f(x) +
n∏
i=1
xi + g(y) + (f(x) + f
′(x))g′(y)
où x, y ∈ Fn2 , est une fonction booléenne à 2n variables parfaitement équilibrée à
poids fixé.
Démonstration. Par souci de lisibilité, on note dans cette preuve 0 = (0, . . . , 0) ∈
Fn2 et 1 = (1, . . . , 1) ∈ Fn2 . Comme f , f ′ et g sont WPB, on a f(0) = f ′(0) =
g(0) = 0 et f(1) = f ′(1) = g(1) = 1. Soit k le poids de Hamming de (x, y) ∈ F2n2 ,
compris entre 0 et 2n.
— Si k = 0, alors nécessairement x = y = 0 et h(x, y) = f(0) + g(0) = 0.
— Si k est compris entre 1 et n−1, alors l’ensemble {(x, y) ∈ F2n2 |wH(x, y) = k}
est la réunion disjointe des ensembles suivants :
{x ∈ Fn2 |wH(x) = i} × {y} ,
pour i compris entre 0 et n − 1, avec y fixé et de poids k − i. Si i = 0,
alors h(x, y) = f(0) + g(y). Comme g est WPB, h(x, y) est équilibrée sur
{0}× {y ∈ Fn2 |wH(y) = k}. Lorsque i ≥ 0, h(x, y) est égal à f(x) + g(y) ou
à f ′(x) + g(y), selon la valeur de g′(y). Comme f et f ′ sont WPB, h est
équilibrée sur chacun de ces sous-ensembles.
— Si k = n, {(x, y) ∈ F2n2 |wH(x, y) = k} est la réunion disjointe de l’ensemble
{(0,1), (1,0)} avec les ensembles {x ∈ Fn2 |wH(x) = i}×{y} pour i compris
entre 1 et n− 1 et y de poids n− i. Or, h(0,1) = 1 et h(1,0) = 0. Pour la
même raison que précédemment, lorsque i ≥ 0, h(x, y) est égal à f(x)+g(y)
ou à f ′(x) + g(y), selon la valeur de g′(y). Comme f et f ′ sont WPB, h
est équilibrée sur chacun de ces sous-ensembles.
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— Si k ∈ {n+ 1, . . . , 2n− 1}, alors l’ensemble {(x, y) ∈ F2n2 |wH(x, y) = k} est
la réunion disjointe de l’ensemble {1} × {y ∈ Fn2 |wH(y) = k − n} avec les
ensembles {x ∈ Fn2 |wH(x) = i}×{y} où i est compris entre k−n+1 et n−1
avec y de poids k − i. Sur le premier ensemble, h(x, y) = h(1, y) = g(y),
comme g est WPB, h est équilibrée sur ce sous-ensemble, et pour la même
raison que précédemment, h est aussi équilibrée sur chacun des ensembles
{x ∈ Fn2 |wH(x) = i} × {y} où i est compris entre k − n+ 1 et n− 1 avec y
de poids k − i.
— Finalement, si k = 2n, alors x = y = 1 et h(1,1) = 1 + 1 + 1 = 1.
L’application la plus simple de ce théorème est obtenue lorsque f = f ′ (ou de
manière équivalente g′ = 0). Notamment en choisissant f(x1, x2) = x1 comme
fonction de base WPB à 2 variables, et la même fonction pour g, on peut définir
une famille de fonctions booléennes WPB pour tout n = 2` :
Corollaire 6.12. Soit n = 2`, avec ` ≥ 1, alors la fonction booléenne à n
variables définie par








est une fonction booléenne parfaitement équilibrée à poids fixé.
Exemple 8. La fonction booléenne à 16 variables définie par
f(x1, . . . , x16) = x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8




Nous remarquons que cette forme algébrique normale comporte bien 8
monômes de degré 1, 4 monômes de degré 2 (proposition 6.6) et 1 monôme de
degré 8 (proposition 6.7). De plus, les fonctions définies par le corollaire 6.12 ont
toutes n− 1 monômes dans leur forme algébrique normale. Nous conjecturons
que n − 1 est le nombre minimal de monômes que l’on puisse obtenir dans la
forme algébrique normale d’une fonction WPB à n = 2`.
Conjecture 6.13. Soit n une puissance de 2, il n’existe pas de fonctions par-
faitement équilibrée à poids fixé dont le nombre de monômes dans la forme
algébrique normale est strictement plus petit que n− 1.
Il est clair que le théorème 6.11 nous donne beaucoup plus de fonctions WPB
que celle décrite au corollaire 6.12. De plus, il est possible d’étendre la famille
de fonctions particulières définies au corollaire 6.12 à toute valeur de n afin de
définir une famille de fonctions presque parfaitement équilibrées à poids fixé pour
un nombre quelconque de variables.
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Proposition 6.14. Soit n ≥ 2 et soit f2(x1, x2) = x1. La fonction booléenne fn
à n variables définie récursivement par
fn(x1, . . . , xn) =

fn−1(x1, . . . , xn−1) si n est impair
fn−1(x1, . . . , xn−1) + xn−2 +
∏2d−1
i=1 xn−i si n = 2
d
fn−1(x1, . . . , xn−1) + xn−2 +
∏2d
i=1 xn−i si n = p2
d
où p > 1 est impair, est presque parfaitement équilibrée à poids fixé de degré
2d−1, où d = blog2(n)c. De plus, son ANF contient n− 1 monômes si n est pair
et n− 2 monômes si n est impair.
La preuve de cette construction étant relativement complexe, voici les premières
fonctions dérivées de cette construction pour des nombres pairs de variables (le
cas impair étant simple).
f2 =x1
f4 =x1 + x2 + x2x3
f6 =x1 + x2 + x2x3 + x4 + x4x5
f8 =x1 + x2 + x2x3 + x4 + x4x5 + x6 + x4x5x6x7
f10 =x1 + x2 + x2x3 + x4 + x4x5 + x6 + x4x5x6x7 + x8 + x9x8
f12 =x1 + x2 + x2x3 + x4 + x4x5 + x6 + x4x5x6x7 + x8 + x9x8
+ x10 + x8x9x10x11
Le but de cette construction est de rajouter, à chaque étape, selon la divisibilité
de n par 2d, les monômes de degré 2d nécessaires à la construction des fonctions
WAPB et WPB. Il est de plus important de remarquer que, peu importe le cas,
la variable xn n’apparâıt jamais dans la forme algébrique normale des fonctions
fn définies par la proposition 6.14.
Démonstration. Nous montrons tout d’abord le caractère équilibré de la fonction
à poids fixé par récurrence sur n. Pour n = 2, f2(x1, x2) = x1 est WPB. On
suppose maintenant que n ≥ 3, et on fait l’hypothèse que pour tout 2 ≤ i ≤ n−1,
fi est WAPB.
Cas où n est impair.
— Si k = 0, alors wH(fn)0 = wH(fn−1)0 = 0.
— Si k est compris entre 1 et n−1, alors wH(fn)k = wH(fn−1)k+wH(fn−1)k−1.
Comme n est impair, n− 1 est pair. D’après le théorème de Lucas [Luc78],










est pair. Ainsi, si
les deux coefficients sont pairs,
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et naturellement




















— Si maintenant k = n, alors wH(fn)n = wH(fn−1)n−1 = 1.
Dans les deux cas qui suivent, il est assez ardu de comprendre exactement
comment fonctionne la construction. L’astuce consiste ici à appliquer plusieurs
fois la récurrence (typiquement 2d−1 ou 2d fois), de manière à rajouter à chaque
étape les monômes de degré 2i, pour i variant de 0 à d. En effet, la construction
récursive appliquée dans les deux cas qui vont suivre 2d ou 2d−1 fois permet de
retrouver la fonction définie au corollaire 6.12, mais avec un ordonnancement
des variables différents. La preuve est assez difficile à suivre, cependant, c’est la
raison pour laquelle nous avons pu avoir un énoncé aussi simple : nous sommes
passés d’une construction où l’on “coupe” le nombre de variables en deux, à
une construction où l’on passe de n à n + 1 variables. C’est celà qui rend la
preuve relativement compliquée. Un exemple sur un petit nombre de variables
sera donné dans les deux cas afin de mieux comprendre ce qui se passe.
Cas où n = 2d, d > 1. Prenons comme exemple la construction de f16.
16 = 24, on applique la récurrence 23 fois, ainsi, on exprime f16 en fonction de
f8 et des monômes obtenus par la récurrence. Plus précisément, en continuant la
construction décrite en exemple, on a
f13 =f12
f14 =f12+x12 + x12x13
f15 =f14
f16 =f12 + x12 + x12x13+x14 + x8x9x10x11x12x13x14x15 .
Dans ces conditions, si l’on exprime f16 en fonction de f8, on obtient
f16 =f8
+ x8 + x10 + x12 + x14
+ x8x9 + x12x13
+ x8x9x10x11
+ x8x9x10x11x12x13x14x15
Comme x8 n’intervient pas dans l’ANF de f8 par construction, on peut échanger
les variables x8 et x16. Nous retrouvons donc bien, à un réordonnancement
des variables près, la fonction f8, ajoutée une fonction à 8 variables qui est,
à réordonnancement près des variables, définie au corollaire 6.12. L’ajout du
monôme de degré 8 rend alors l’ensemble WPB, comme montré au théorème 6.11.
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De manière générale, on applique 2d−1 fois la récurrence. Comme n varie de




xn−i + f2d−1(x1, . . . , x2d−1)
+x2d−2 + x2d−2 + · · ·+ x2d−1
+x2d−3x2d−4 + x2d−7x2d−8 + · · ·+ x2d−1+1x2d−1
+x2d−5x2d−6x2d−7x2d−8 + · · ·+ x2d−1+3x2d−1+2x2d−1+1x2d−1
· · ·
+x2d−1+2d−2−1x2d−1+2d−2−2 · · ·x2d−1
On remarque de plus que la fonction additionnée à f2d et
∏2d−1
i=1 xn−i est exacte-
ment la fonction WPB définie à la proposition 6.12 après réordonnancement des
variables, comme le montre l’exemple à 16 variables. De plus, x2d n’intervient pas
dans la forme algébrique normale de f2d , et x2d−1 n’intervient pas dans la forme
algébrique normale de f2d−1 . Donc, on peut échanger ces variables, et finalement
réécrire f2d de la manière suivante :




ce qui, en appliquant le théorème 6.11 implique que la fonction booléenne f2d
est WPB.
Cas où n = p2d, p > 1 impair. Prenons comme exemple la construction de
f12. 12 = 3× 22, donc nous appliquons la récurrence 4 fois, c’est-à-dire que l’on
exprime f12 en fonction de f8.
f12 = f8 + x8 + x10 + x8x9 + x8x9x10x11 .
Les monômes colorés en bleu correspondent bien à une fonction à WPB à
4 variables, f8 est supposée WPB et le monôme de degré 4 rajouté va nous
permettre de conclure.
Plus généralement, aucun j dans l’intervalle [n − 2d + 1, n − 1], n’est une
puissance de 2. On est donc toujours dans le cas 1 ou 3. En faisant la même




xn−i + fn−2d(x1, . . . , xn−2d)
+xn−2 + xn−4 + · · ·+ xn−2d
+xn−3xn−4 + xn−7xn−8 + · · ·+ xn−2d+1xn−2d
+xn−5xn−6xn−7xn−8 + · · ·+ xn−2d+3xn−2d+2xn−2d+1xn−2d
· · ·
+xn−2d−1−1xn−2d−1−2 · · ·xn−2d
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Comme xn n’intervient pas dans la forme algébrique normale de fn ainsi que
xn−2d dans fn−2d , on peut réécrire fn de la manière suivante en réordonnant ces
variables :




où g est WPB puisque l’on retrouve, à réordonnancement près des variables,
la fonction à 2d variables définie au corollaire 6.12, et fn−2d est WAPB par
hypothèse de récurrence. Pour pouvoir conclure, on note k le poids de Hamming
de (x1, . . . , xn).
— Si k = 0, alors wH(fn)0 = 0.




wH(g)iwH(fn−2d)k−i + wH(g)iwH(fn−2d)k−i ,
g étant WPB à 2d variables, cela signifie que wH(g)i = wH(g)i (sauf pour
i = 0 où wH(g)0 = 0). Donc, on obtient
wH(fn)k = wH(fn−2d)k +
k∑
i=1
wH(g)i(wH(fn−2d)k−i + wH(fn−2d)k−i) .
Donc, comme wH(fn−2d)k−i+wH(fn−2d)k−i est, par définition la cardinalité
des mots de poids k − i et de taille n− 2d.













Les propriétés des coefficients binomiaux nous donnent alors la relation
suivante :





































— Si k ∈ [2d, n − 1], en faisant une disjonction sur les poids possibles des
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+ wH(g)0wH(fn−2d)k + wH(g)0wH(fn−2d)k































+ wH(fn−2d)k + wH(fn−2d)k−2d











est pair, ce qui nous permet de
conclure sur le caractère (presque) équilibré de fn.
— Si k = n, alors
wH(fn)n = wH(fn−2d)n−2dwH(g)2d + wH(f)n−2dwH(g)2d = 1
.
Finalement, nous pouvons donc conclure que fn est une fonction WAPB pour
tout n ≥ 2.
Soit n ≥ 2, montrons que fn est de degré 2d−1 où d = blog2(n)c et possède
n− 1 monômes si n est pair et n− 2 si n est impair.
La propriété est vraie au rang 2 et 3 : f2(x1, x2) = x1 et f3(x1, x2, x3) = x1.
Soit n ≥ 2, on suppose la propriété vraie pour fn. Soit d tel que d = blog2(n)c.
— Si n + 1 est impair (cas 1), alors fn+1(x1, . . . , xn+1) = fn(x1, . . . , xn) et
n+ 1 < 2d+1. Par hypothèse de récurrence, fn est de degré 2
d−1 et possède
n− 1 monômes, donc fn+1 est également de degré 2d−1 et possède n− 1
monômes.
— Si n + 1 = 2k (cas 2), alors nécessairement k = d + 1, on rajoute deux
monômes dont un de degré 2d. Par hypothèse de récurrence, comme n+ 1
est pair, n est impair, donc fn possède n− 2 monômes et est de degré 2d−1,
donc fn+1 est de degré 2
d et possède n monômes.
— Si n+ 1 = p2k, p impair et p > 1 (cas 3), alors, comme n+ 1 < 2d+1, donc
2k < 2d+1/p, avec p ≥ 3, donc k < d− 1. Par hypothèse de récurrence, on
a bien fn+1 de même degré que fn et son nombre de monômes est n,
ce qui conclut la preuve.
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6.3 La non-linéarité
Alors qu’il est assez simple de montrer à quel point le critère de l’équilibre peut
dégénérer, il semble plus ardu d’exhiber des exemples de fonctions booléennes
qui ont une bonne non-linéarité sur Fn2 , mais pour lesquelles ce critère est
complètement dégénéré lorsque l’entrée est fixée. Cependant, de telles fonctions
existent, et même plus, il existe des fonctions courbes, i.e. des fonctions qui ont
la meilleure non-linéarité possible, mais qui sont linéaires à poids fixé.
Or, en y réfléchissant un peu, il suffit de reprendre nos fonctions symétriques











Cette fonction booléenne est connue, à l’addition de la première fonction symétrique
élémentaire près, comme la seule fonction courbe symétrique [Sav94]. Comme
cette fonction est symétrique, elle est donc constante à poids fixé, donc elle est
aussi de non-linéarité nulle. Dans cette section, nous définissons la non-linéarité
à poids fixé, puis nous donnons quelques résultats sur ce nouveau critère.
6.3.1 Définitions et bornes
Définition 6.15. Soit S un sous-ensemble de Fn2 et f n’importe quelle fonction
booléenne à n variables. Nous définissons la non-linéarité de f sur S notée
NLS(f) la plus petite distance de Hamming de f à toutes les fonctions affines,
restreintes à S.
Soit S n’importe quel sous-ensemble de Fn2 et f une fonction de S dans F2
(ou f n’importe quelle fonction booléenne à n variables, restreinte à S). Soit
`(x) = a · x+ c une fonction affine quelconque. On note fa(x) la fonction définie

























On déduit alors de ces observations la proposition suivante.
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Proposition 6.16. Pour toute fonction booléenne à n variables et tout sous-












Alors que la plupart des critères classiques sont invariants par composition
d’une application linéaire inversible, il n’en est rien pour les nouveaux critères que
l’on décrit dans ce chapitre. En effet, comme l’on s’intéresse à des sous-ensembles
arbitraires n’ayant aucune structure spécifique, les transformations linéaires ne
préservent a priori pas les sous-ensembles que l’on considère (et particulièrement
lorsque le poids est fixé).
Cependant, des résultats similaires au cas classique existent : nous pouvons
tout d’abord donner une borne supérieure sur la meilleure non-linéarité possible
en fonction de la taille de S, qui correspond à la relation de Parseval.








































ce qui conclut la preuve.
Évidemment, lorsque S = Fn2 , on retrouve la non-linéarité classique, où la
borne est atteinte quand la fonction est une fonction courbe.
De plus, cette borne peut-être améliorée sensiblement, et nous appliquerons
notre amélioration au cas où S = Sn,k.
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Proposition 6.18. Soit S un sous-ensemble de Fn2 , f une fonction booléenne à
n variables et F une famille d’espaces vectoriels F pour lesquels il existe v ∈ Fn2





























































Supposons maintenant qu’il existe v appartenant à Fn2 tel que, pour tout (x, y) ∈




et on note λ sa valeur. Alors, sans perdre de généralité, on peut considérer que λ













En choisissant pour F la famille de tous les hyperplans de Fn2 , on obtient le
corollaire suivant :
Corollaire 6.19. Soit S un sous-ensemble de Fn2 et f une fonction booléenne à
















Nous remarquons que ce corollaire fournit aussi une autre manière de montrer
que toutes les dérivées des fonctions courbes sont équilibrées. En effet, comme
les fonctions courbes atteignent la borne maximale, cela implique que λ = 0, ce
qui signifie exactement que toute dérivée est équilibrée.
6.3.2 Cas du poids fixé
On applique les résultats précédents aux sous-ensembles Sn,k. Par souci de
lisibilité, on note NLk := NLSn,k pour k allant de 0 à n. Ainsi, on obtient pour



















est un carré. Nous
montrons maintenant que même dans ce cas la borne n’est pas atteinte.
Corollaire 6.20. Pour tout n et k ∈ {1, . . . , n}, la borne (6.1) n’est jamais
atteinte, sauf peut-être pour (n, k) = (50, 3) ou (50, 47).
Démonstration. Tout d’abord, Erdös a montré [AZ04] que les coefficients bino-
miaux ne sont jamais des carrés, sauf lorsque k = 0, 1 ou 2 (et naturellement
k = n, n− 1 ou n− 2) ou n = 50 et k ∈ {3, 47}.
k = 1 Lorsque k = 1, chaque monôme de degré strictement plus grand que 1 est
nul, donc la fonction considérée cöıncide avec une fonction affine, définie
par tous les monômes de degré 1 et le coefficient constant dans la forme
algébrique normale de f .
k = 2 On utilise le corollaire 6.19 et on calcule la valeur de λ. Soit a ∈ Fn2 , a 6= 0.
On note i le poids de Hamming de a. Tout d’abord, si i est impair, alors
{(x, y) ∈ S2n,k|x + y = a} est l’ensemble vide. Si en revanche i est pair,
alors |{(x, y) ∈ S2n,k|x+ y = a}| est égal au nombre de choix de i/2 indices
dans le support de a et k − i/2 indices en dehors du support de a. Ainsi,
on a
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est invariante si x et y sont échangés, cela signifie que si le nombre d’éléments
dans {(x, y) ∈ S2n,k|x+ y = a} n’est pas un multiple de 4, alors λ est égal
à deux fois la somme d’un nombre impair d’entiers valant ±1, où λ est
défini par le corollaire 6.19, il est donc strictement positif. Pour n ≥ 4, en
prenant a de poids égal à 4, on obtient |{(x, y) ∈ S2n,k|x + y = a}| = 6.
Donc la borne ne peut être atteinte, ce qui conclut la preuve.
Naturellement, le cas k = n, k = n− 1 et k = n− 2 découle naturellement du
raisonnement précédent en considérant la fonction booléenne suivante :
f ′(x1, x2, . . . , x3) = f(¬x1,¬x2, . . . ,¬xn)
Suite à notre travail, Sihem Mesnager a amélioré notre borne sur la non-
linéarité, en élevant la somme à une puissance plus grande que 2 [MZD18].
6.3.3 Lien avec les codes de Reed et Muller
Nous utilisons maintenant le lien entre les fonctions booléennes et les codes de
Reed et Muller, car ce sont deux approches différentes des objets que l’on regarde.
Les codes de Reed et Muller RM(r, n) sont des codes binaires de longueur 2n
dont les mots de code sont les évaluations sur l’ensemble des entrées possibles
(Fn2 ) des fonctions booléennes à n variables dont le degré est au plus r. Fixer le
poids de Hamming en entrée revient à poinçonner le code de Reed et Muller, sur
toutes les entrées dont le poids de Hamming est différent de k.
Définition 6.21. Pour tout n ∈ N∗, r, k ∈ [0, n], on note RM(r, n)k le code de





obtenu en poinçonnant RM(r, n) sur
chaque entrée de poids de Hamming différent de k.
RM(1, n)k correspond donc à l’évaluation de toutes les fonctions affines à n
variables sur les entrées de poids de Hamming égal à k ; ainsi, pour toute fonction
booléenne f , NLk(f) est la distance entre la table de vérité de f restreinte aux
entrées de poids k et RM(1, n)k. Naturellement, la valeur maximale de NLk(f)
est, par définition égale au rayon de recouvrement de RM(1, n)k, lui même
minoré par la distance minimale divisée par deux.






























Démonstration. Soit `I(x) =
∑
i∈I xi une fonction linéaire quelconque dont la
restriction aux entrées de poids fixé à k est non constante, et soit j le cardinal
de I. Alors, j ∈ {1, . . . , n− 1}. Le nombre d’éléments x de poids de Hamming








. Le poids de `I est







































































































































































est invariant par la modification j 7→ n − j (en modifiant i en k − i) ; nous
pouvons donc remplacer max0<j<n par max0<j≤n/2.
Dumer et Kapralova ont aussi étudié en 2013 [DK13] ce code poinçonné
particulier et ont plus récemment généralisé leur étude à RM(r, n)k dans [DK17].
Son rayon de recouvrement n’est toujours pas connu, mais la distance minimale
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nous donne cependant une borne inférieure (d/2). Ainsi, c’est une approche qui
nous permettrait d’affiner notre connaissance sur la non-linéarité lorsque l’entrée
est restreinte à un certain sous-ensemble.
Déterminer la valeur maximale de la non-linéarité restreinte semble être un
problème très ardu 5, surtout sans considérer de structure particulière sur les
éléments poinçonnés. En effet, ce qui rend beaucoup de techniques classiques im-
possibles à utiliser dans notre contexte est l’absence de structure dans l’ensemble
considéré. Principalement, nos ensembles n’étant pas stables par application
d’une fonction linéaire, cela empêche beaucoup de manipulations sur les fonctions
que l’on considère.
6.3.4 Dégradation en considérant le poids de Hamming
fixé
Comme nous l’avons déjà remarqué précédemment, fixer le poids de Hamming
peut drastiquement détériorer la non-linéarité d’une fonction booléenne ; il suffit
de prendre le cas de la fonction symétrique élémentaire de degré 2.
Proposition 6.23 (Caractérisation des fonctions de NLk nulle, pour tout k).
Soit f ∈ Bn, alors NLk(f) = 0 pour tout k ∈ {0, . . . , n} si et seulement s’il existe
n+ 1 fonctions affines notées a0, . . . , an ∈ Bn telles que




Définition 6.24 (La fonction Σ). On définit la fonction vectorielle Σ : Fn2 7→ Fn2
par ses n fonction coordonnées égales aux n fonctions symétriques.
Démonstration. Soit f de non-linéarité nulle pour tout k, ou, de manière équivalente,
chaque restriction de f à Sn,k est affine. Cela est équivalent à l’existence de
fonctions symétriques φ0, . . . , φn telles que




Or, toute fonction booléenne symétrique peut s’écrire comme composition d’une
fonction affine avec la fonction vectorielle Σ ci-dessus. Ainsi, nous pouvons assurer
que NLk(f) = 0 pour tout k si et seulement si f est de la forme
f(x) = `0 ◦ Σ(x) +
n∑
i=1
`i ◦ Σ(x)xi ,
où les `i sont affines. En regroupant les termes par leur expression entre les
fonctions symétriques élémentaires, on obtient le résultat voulu.
5. On ne sait déjà pas très bien le faire quand on ne restreint pas les entrées.
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Cette caractérisation n’est valide que lorsque l’on considère tous les poids
possibles. Il s’agit d’une condition particulière restrictive. En effet, dans la pra-
tique, il ne suffit parfois que d’un seul poids pour lequel la fonction a des critères
corrects (c’est exactement le cas de FLIP). Contraindre toutes les restrictions,
pour l’ensemble des poids possibles ne doit être fait que si le contexte l’oblige.
De plus, cette caractérisation nous permet de nous rendre compte que l’inter-
section entre les fonctions courbes et les fonctions de non-linéarité nulle n’est
pas vide, et nous pouvons alors décrire cet espace, lorsque l’on se restreint aux
fonctions quadratiques.
Proposition 6.25. Pour tout n ≥ 4, les fonctions courbes et quadratiques qui
satisfont NLk(f) = 0 pour tout k compris entre 0 et n sont de la forme
f(x) = σ1(x)`(x) + σ2(x)
où ` est affine et `(1, . . . , 1) = 0.
Démonstration. D’après la proposition 6.23, une fonction quadratique satisfait
NLk(f) = 0 pour tout k si et seulement si, à l’addition d’une fonction affine près,
elle est de la forme
f(x) = σ1(x)`(x) + cσ2(x)
où c = 0 ou 1 et ` est linéaire. La forme symplectique associée [Car07] (x, y) 7→
f(x+ y) + f(x) + f(y) + f(0) est égale dans notre cas à




En notant `(x) =
∑n
i=1 lixi, le noyau de cette forme symplectique, i.e.
K = {x ∈ Fn2 |∀y ∈ Fn2 , f(x+ y) + f(x) + f(y) + f(0) = 0}
est donné par l’espace vectoriel des équations






xj = 0 ,
où i parcourt {1, . . . , n}. Étudier le noyau K défini ci-dessus va nous permettre de
caractériser les fonctions courbes, puisque les fonctions courbes quadratiques sont
caractérisées par un noyau réduit à {0} [Car07]. La somme de deux équations
(Li) + (Li′) vaut
(Li + Li′) : (li + li′)
n∑
j=1
xj + c(xi + xi′) = 0 .
Si li = li′ , on obtient que, pour tout x ∈ K, xi = xi′ si c = 1 et aucune condition
sinon. Si li 6= li′ , on obtient que, pour tout x ∈ K,
∑n
j=1 xj = xi + xi′ si c = 1
et pour tout x ∈ K,
∑n
j=1 xj = 0 sinon.
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Ainsi, en notant
I = {i = 1, . . . , n|li = 0} ,
on a que, si c = 1, alors toutes les coordonnées d’indice i ∈ I d’un élément de
K doivent être égales à un certain bit b, et celles dans le complémentaire de I
doivent être égales à b+
∑n
j=1 xj . Si c = 0, alors il n’y a aucune condition sur
x ∈ K si I = ∅ ou I = {1, . . . , n} et si I 6= ∅ ou {1, . . . , n}, la condition devient∑n
j=1 xj = 0.
Déterminons maintenant si K contient un élément x non nul.
— Supposons x ∈ K tel que
∑n
j=1 xj = 0, alors :
— si c = 1, alors ou tous les xi sont nuls, auquel cas (Li) est satisfaite,
ou tous les xi sont égaux à 1. Dans ce cas n est nécessairement pair,
et donc l’équation (Li) implique la condition `(1, . . . , 1) = 1. Cette
dernière condition est équivalente au fait que I est de cardinalité
impaire. Ainsi, `(1, . . . , 1) = 1, si et seulement si (1, . . . , 1) ∈ K.
— Si c = 0, alors toutes les équations (Li) sont de la forme `(x) = 0.
Dans ces conditions, K 6= {0}, sauf si l’intersection de l’hyperplan
défini par
∑n
j=1 xj = 0 avec `(x) = 0 est égal à {0}, ce qui ne peut
être le cas que pour n = 2. Donc, le cas c = 0 ne peut être compatible
avec le caractère courbe de f que pour n = 2, ce qui nous permet
d’écarter ce cas.
— Supposons x ∈ K tel que
∑n
j=1 xj = 1. Alors c = 1. D’après les observations
ci-dessus, tous les xi tels que i ∈ I sont égaux à b, et ceux dont l’indice
est dans le complémentaire de I sont égaux à b+ 1. Comme les fonctions
courbes n’existent que pour un nombre pair de variables, et que
∑n
j=1 xj =
1 = b|I| + (1 + b)(n − |I|) mod 2, alors |I| ≡ 1 mod 2, ou, de manière
équivalente, le nombre de monômes dans l’ANF de ` est impair, et dans ce
cas K 6= {0}.
Finalement, il ne reste qu’un seul cas où K = {0} : pour n ≥ 4, c = 1 et
`(1, · · · , 1) = 0. Nous remarquons que cette preuve revient à déterminer les cas
où le système d’équations donné par les (Li) est inversible, c’est-à-dire quand le
noyau est réduit à {0}.
6.3.5 Somme directe et non-linéarité restreinte à poids
fixé
L’utilisation de la somme directe de deux fonctions booléennes comme définie
au chapitre 2 à la définition 2.21 est utile pour la construction de fonctions
cryptographiques, notamment car cela assure de transférer les propriétés cryp-
tographiques classiques des fonctions constituantes vers la fonction ayant plus
de variables. Pour le cas du poids de Hamming fixé, les relations sont plus
compliquées. Pour le cas de la non-linéarité nous pouvons seulement dire la chose
suivante.
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Proposition 6.26 (Somme directe et NLSn,k). Soit f ∈ Bn et g ∈ Bm et






















































































































































6.4 Immunité algébrique à poids fixé
Tout comme pour les deux précédents critères, nous pouvons exhiber des
fonctions booléennes dont l’immunité algébrique est diminuée par le fait de
restreindre le poids de Hamming des entrées. Comme l’immunité algébrique est
moins intuitif que les deux critères précédents, nous proposons de décrire cette
dégradation sur un exemple avec peu de variables.
Exemple 9. Soit f la fonction booléenne à 4 variables définie par
f(x1, x2, x3, x4) = 1 + x1 + x2x3 .
Cette fonction est d’immunité algébrique 2, valeur qui est optimale pour une
fonction à 4 variables. La table de vérité de cette fonction est la suivante où ce
qui est coloré en jaune correspond aux entrées de poids 2.
145
Chapitre 6. Fonctions à entrées restreintes
x1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
x2 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
x3 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
x4 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
f 1 0 1 0 1 0 0 1 1 0 1 0 1 0 0 1
On se rend alors compte que, sur S4,2, cette fonction est toujours de degré
algébrique 2, mais son immunité algébrique restreinte vaut 1. En effet, x1(1 +
x1 + x2x3) = x1x2x3. Comme on est sur les mots de poids 2, x1x2x3 est nul,
donc AI2(f) = 1
Comme nous l’avons déjà expliqué aux chapitres précédents, les travaux de
Courtois et Meier ont permis de montrer qu’une équation peut “en cacher une
autre”, ce qui implique que le critère pertinent n’est pas le degré algébrique
des fonctions booléennes mais leur immunité algébrique. Dans le cas où l’on ne
restreint pas l’entrée (S = Fn2 ), Courtois et Meier [CM03] ont montré que pour
tous entiers d et e tels que d+ e ≥ n, il existe une fonction booléenne non nulle
g, de degré au plus e, et une fonction booléenne h, de degré algébrique au plus d,
telles que h = gf . Dans le contexte classique, la borne sur l’immunité algébrique
est dn/2e, lorsque n désigne le nombre de variables. Dans cette section, nous
revisitons l’immunité algébrique en restreignant les entrées tout d’abord à des
sous-ensembles arbitraires de Fn2 puis aux entrées de poids fixe.
6.4.1 Immunité algébrique restreinte
Soit S un sous-ensemble arbitraire de Fn2 et f n’importe quelle fonction définie
sur S. On rappelle que dans le cas classique, l’immunité algébrique d’une fonction
f est définie comme le plus petit degré algébrique possible pour un annulateur
non-nul de f ou de f + 1. Dans ces conditions, nous pouvons généraliser la
définition 2.20 du chapitre 2 lorsque l’on considère un sous-ensemble d’entrées.
Définition 6.27 (Immunité algébrique restreinte). Soit S un sous-ensemble de
Fn2 et f ∈ Bn. Alors l’immunité algébrique restreinte à S de f est définie par
AIS(f) = min{deg(g)|gf = 0 ou g(f + 1) = 0 et g 6= 0 sur S}
Dans cette section, nous utilisons plusieurs fois une matrice particulière que
nous définissons de la manière suivante.
Définition 6.28. Soit d un entier et S un sous-ensemble non-vide de Fn2 , alors








dont les lignes sont indexées par les éléments u de Fn2 tels que wH(u) ≤ d, et les
colonnes sont indexées par les éléments x de S, et où
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Exemple 10. Sur F42, prenons par exemple
S = {0001, 0101, 0111, 1111, 1101, 0100}
et d = 1. Alors en indexant les lignes par les u tels que wH(u) ≤ 1, i.e.
{0000, 0001, 0010, 0100, 1000} on a :
M1,S =

1 1 1 1 1 1
1 1 1 1 1 0
0 0 1 1 0 0
0 1 1 1 1 1
0 0 0 1 1 0

Sans faire d’hypothèse particulière sur S, nous pouvons d’abord démontrer
la proposition suivante qui généralise le travail de Courtois et Meier.
Proposition 6.29. Soit S un sous-ensemble non-vide de Fn2 et f une fonction
booléenne à n variables. Soit d et e deux entiers positifs. Soit Md,S et Me,S deux
matrices définies par la définition 6.28. Si les rangs de ces matrices vérifient
rang(Md,S) + rang(Me,S) > |S| ,
alors il existe g ∈ Bn de degré plus petit que e, dont la restriction à S est non
nulle, ainsi qu’une fonction booléenne h à n variables de degré algébrique plus
petit que d, telles que la fonction gf cöıncide avec h sur S.
Dans le contexte classique (S = Fn2 ), l’ensemble des monômes forme une
famille libre et génératrice de l’espace vectoriel des fonctions booléennes, donc
les matrices sont toujours de rang plein. Ce qui rend notre travail plus ardu
ici, c’est la restriction à l’ensemble S, qui implique des dépendances entre les
monômes : par exemple, les fonctions symétriques, lorsque S décrit un espace
de poids fixe appartiennent au noyau de cette matrice, ce qui implique que les
matrices ne sont pas de rang plein, et que la condition sur le rang est celle qui
est pertinente, puisqu’il est nécessaire que la fonction g que l’on multiplie à f
soit non identiquement nulle sur S.
Démonstration. Soit Fd (respectivement Fe) une famille de monômes de degré
plus petit que d (respectivement e), de taille maximale, et libre sur la restriction S.
On note ces monômes de la manière standard : xu, avec wH(u) ≤ d. Par définition
du rang de la matrice Md,S (respectivement Me,S), on a |Fd| = rang(Md,S)
(respectivement |Fe| = rang(Me,S)).
Ensuite, nous considérons l’ensemble de fonctions Fef composé des fonctions
obtenues par le produit des éléments de Fe avec la fonction booléenne f (avec
des répétitions possibles). Par hypothèse, |Fd|+ |Fef | est strictement supérieur
à la dimension de l’espace des fonctions booléennes définies uniquement sur la
restriction S. Ainsi, il existe nécessairement une combinaison linéaire entre les
éléments de Fd et Fef , qui induit une fonction nulle sur S. En séparant d’un
côté les éléments venant de Fd et ceux de Fef , on obtient respectivement une
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fonction h et une fonction g, telles que fg = h sur S. De plus, les restrictions de
g et de h à S sont nécessairement non-nulles, puisque les familles Fd et Fe ont
été choisies libres sur S.
En appliquant la proposition 6.29 à e = 0, nécessairement rang(M0,S) = 1,
puisque la fonction constante à 1 ne s’annule jamais, on obtient le corollaire qui
suit.
Corollaire 6.30. Soit S un sous-ensemble non-vide de Fn2 et f ∈ Bn. Soit d
tel que rang(Md,S) ≥ |S|, alors il existe une fonction booléenne à n variables de
degré plus petit que d qui cöıncide avec f sur S.
Comme nous l’avons vu précédemment, les monômes de degré strictement
plus grand que k sont tous nuls lorsque l’on considère une restriction à des mots
de poids inférieur à k. Nous verrons dans la suite que ces monômes ne sont pas
les seules fonctions qui sont dans le noyau de Md,S lorsque S correspond aux
mots de poids fixé. Il est donc nécessaire d’avoir en tête que le degré algébrique
peut décrôıtre en restreignant l’entrée.
Par ailleurs, nous pouvons assurer l’existence d’un annulateur de degré plus
petit que e en appliquant la proposition 6.29 à d = 0.
Corollaire 6.31. Soit S un sous-ensemble non-vide de Fn2 et f une fonction
booléenne à n variables, Soit e tel que rang(Me,S) = |S|, alors il existe un
annulateur non-nul de f sur S et de degré algébrique au plus e.
Finalement, le cas de l’immunité algébrique, qui considère simultanément
les annulateurs de f et ceux de f + 1, revient à choisir e = d (comme dans le
contexte classique).
Corollaire 6.32. Soit S un sous-ensemble non-vide de Fn2 et f une fonction
booléenne à n variables, Soit e tel que rang(Me,S) >
|S|
2 , alors il existe g de degré
algébrique au plus e, telle que gf ou g(f + 1) est nulle sur S, et g n’est pas
identiquement nulle sur S.
Démonstration. En utilisant la même idée que dans [MPC04], nous reprenons les
fonctions g et h obtenues dans la proposition 6.29. Ou bien g et h cöıncident sur
S, et dans ce cas, on a gf + h = g(f + 1) = 0 sur S, ou bien ces deux fonctions
ne cöıncident pas, et dans ce cas, en multipliant l’égalité h = gf sur S par f , on
obtient que hf = gf sur S, et donc (g + h)f = 0. Comme g et h ne cöıncident
pas sur S et sont toutes deux de degré plus petit que d = e, on obtient bien une
fonction annulatrice de f sur S et non-nulle sur S.
Finalement, nous pouvons borner supérieurement la valeur de l’immunité
algébrique lorsque l’on restreint nos entrées par le corollaire suivant.
Corollaire 6.33. L’immunité algébrique de n’importe quelle fonction booléenne
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A priori, sans faire d’hypothèses sur la structure de S, on ne peut pas prévoir
quelle sera la valeur de rang(Me,S). Ainsi, les bornes sur l’immunité algébrique
ne peuvent être obtenues qu’en investiguant cette matrice, et ce pour tous les
sous-ensembles que l’on devra considérer. Comme notre analyse s’axe autour du
chiffrement FLIP, nous étudions cette matrice lorsque S = Sn,k.
6.4.2 Immunité algébrique pour des entrées de poids de
Hamming fixé
Dans la suite, on note Mn,k,d la matrice définie comme à la définition 6.28,
où S = Sn,k, c’est-à-dire à l’ensemble des éléments de Fn2 de poids de Hamming
égal à k. En utilisant les résultats précédents, il nous reste à étudier la matrice
Mn,k,d, et plus particulièrement à calculer son rang. On constate par ailleurs que
cette matrice est une matrice génératrice du code de Reed et Muller d’ordre d et
poinçonné en enlevant les entrées de poids différent de k comme nous l’avons
défini à la section 6.3.3.
Théorème 6.34. Le rang de Mn,k,d est égal à(
n
min(d, k, n− k)
)
.
Démonstration. Le principe de cette preuve consiste à trouver une relation de
récurrence sur la valeur du rang. Afin d’y parvenir, nous utilisons une construction
de cette matrice semblable à la construction u||u+v des codes de Reed et Muller :
toute fonction booléenne f à n variables et de degré algébrique au plus d peut
s’écrire de la manière suivante :
f(x1, . . . , xn) = xng(x1, . . . , xn−1) + h(x1, . . . , xn−1) ,
où g est de degré algébrique au plus d et h est de degré algébrique au plus d− 1.















Soit ψn,k,d l’application linéaire qui envoie la forme algébrique normale de
toute fonction booléenne à n variables de degré au plus d sur la restriction de sa
table de vérité à Sn,k :








où u  x signifie que le support de u est inclus dans le support de x (supp(u) ⊆
supp(x)). Cette application ψn,k,d est évidemment linéaire par construction et le
rang de la matrice Mn,k,d est exactement le rang de cette application.
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Figure 6.1 – Décomposition de la matrice Mn,k,d.
On note mu le monôme x
u. Comme ces monômes forment une famille
génératrice de l’ensemble des fonctions booléennes de degré plus petit que
d (par définition), il convient de dire que le rang de l’application peut aussi
être défini comme le rang de la famille de vecteurs images des (mu)wH(u)≤d par
ψn,k,d :
{ψn,k,d(mu)}u∈Fn2 ,wH(u)≤d .
Ensuite, nous partageons cette famille de vecteurs en deux familles F1 et F2 de
la manière suivante :
F1 ={u ∈ Fn2 ,wH(u) ≤ d;un = 0}
F2 ={u ∈ Fn2 ,wH(u) ≤ d;un = 1} .
D’une manière qui vient tout naturellement, nous découpons aussi notre ensemble
Sn,k en deux sous-ensembles S1 et S2 :
S1 ={x ∈ Fn2 ,wH(x) = k;xn = 0}
S2 ={x ∈ Fn2 ,wH(x) = k;xn = 1} .
Avec ces notations, nous remarquons tout de suite que pour tout u dans la famille
F2, et tout x appartenant à S1, on a mu(x) = xu = 0. En ordonnant la matrice
selon F1, F2, S1 et S2, la matrice Mn,k,d ∈ FD2 ×F
Nk
2 qui représente l’application
ψn,k,d a donc la forme représentée à la figure 6.1
L’application linéaire induite par la matrice An,k,d décrite à la figure 6.1
prend ses entrées dans l’ensemble des fonctions booléennes de degré plus petit
que d, et dans lesquelles la variable xn n’apparâıt pas. L’espace d’arrivée de cette
application est l’ensemble des tables de vérité restreintes aux entrées x dont le
poids de Hamming est exactement k et où la valeur de la coordonnée xn vaut 0.
Donc, comme xn n’apparâıt pas les formes algébriques normales des fonctions en
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entrée et que xn = 0, An,k,d définit donc exactement l’application linéaire allant
de l’espace des fonctions booléennes à n− 1 variables, de degré plus petit que d
vers la table de vérité restreinte aux mots de poids k.
De manière similaire, Bn,k,d représente l’application linéaire qui envoie les
fonctions booléennes de degré au plus d−1, vers la table de vérité correspondante
restreinte aux mots de poids k − 1 (car xn = 1 et non 0), et avec nécessairement
n − 1 variables. Ainsi, la matrice An,k,d représente l’application ψn−1,k−1,d et
Bn,k,d représente ψn−1,k−1,d−1, et il en est évidemment de même pour la matrice
Mn−1,k−1,d décrite à la figure 6.1.
Afin d’établir une relation de récurrence sur le rang de la matrice, nous
allons montrer que rang(An,k,d)+ rang(Bn,k,d) = rang(Mn,k,d), c’est-à-dire que la
matrice Mn−1,k−1,d ne joue pas de rôle dans le rang de Mn,k,d. En effet, supposons





défini par une combinaison linéaire des lignes






nulles, c’est-à-dire que cette dernière partie du vecteur appartient à ker(An,k,d),
alors ce vecteur v est linéairement dépendant des vecteurs définis par Bn,k,d
(v ∈ Im(Bn,k,d)). En effet, il suffit de voir ce problème en terme de fonctions
booléennes : si f est une fonction booléenne appartenant à l’espace vectoriel
engendré par F1 et telle que ∀x ∈ S1, f(x) = 0 (f représente ici un tel vecteur
v), alors f (donc v) est dans l’espace engendré par F2 :
f(x1, . . . , xn) = xng(x1, . . . , xn−1) + h(x1, . . . , xn−1) .
f est de degré plus petit que d, donc h est aussi de degré plus petit que d et g
est de degré plus petit que d− 1. Or, pour tout x ∈ S1 (xn = 0), f(x) = 0, donc
h(x1, . . . , xn−1) = 0 sur l’ensemble des mots de poids k, ce qui signifie que f est
engendrée par F2. Finalement, il découle de cette observation que
dim(Im(ψn,k,d)) = dim(Im(ψn−1,k−1,d−1)) + dim(Im(ψn−1,k,d)) .





: plus précisément, l’ensemble
des monômes de degré exactement k correspond directement à la base canonique
des fonctions booléennes définies sur Sn,k (en regardant la table de vérité comme
l’espace vectoriel FNk2 ). Pour d ≥ n− k, nous ne prenons pas les monômes, mais
nous considérons les fonctions booléennes de la forme
f(x) = (1 + xi1)(1 + xi2) · · · (1 + xin−k)
qui sont de degré plus petit que d, et qui forment elles aussi la base canonique
des fonctions booléennes définies sur Sn,n−k.
Donc, nous avons les résultats suivants :
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Finalement, le résultat se montre par récurrence sur n : pour n = 1, la propriété
du théorème 6.34 que l’on cherche à montrer est bien vérifiée.
Soit n ≥ 1, on suppose que pour tout d et k compris entre 0 et n la propriété
est vérifiée. Soit d ≤ n+ 1 et k ≤ n+ 1, alors si k = n+ 1, la dimension est égale
à 1 et la propriété reste vraie (la table de vérité est réduite à un seul élément),





comme indiqué précédemment et la
propriété reste encore vérifiée. On peut donc supposer maintenant que d ≤ n et
k ≤ n, alors
dim(Im(ψn+1,k,d)) = dim(Im(ψn,k−1,d−1)) + dim(Im(ψn,k,d)) ,









min(d, k, n− k)
)
.
Deux cas se profilent :

















— si min(d, k, n − k + 1) = k, alors min(d − 1, k − 1, n − k + 1) = k − 1 et















— si min(d, k, n−k+1) = n−k+1, alors min(d−1, k−1, n−k+1) = k−1 ou















Tout ceci nous prouve la propriété au rang n+ 1, ce qui conclut la preuve et




min(d, k, n− k)
)
.
En appliquant le théorème 6.34 au corollaire 6.33, nous pouvons donc déduire
le résultat suivant :
Corollaire 6.35. Soit f une fonction booléenne à n variables et soit k un















Ce résultat donne une borne supérieure sur l’immunité algébrique restreinte,
mais elle est obtenue séparément pour chaque ensemble Sn,k. Savoir si cette
borne est atteignable sur l’ensemble des sous-ensemble de poids fixé reste un
problème ouvert : est-il possible d’avoir une fonction booléenne qui est d’immunité
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algébrique restreinte optimale sur tous les sous-ensembles Sn,k, pour tout k allant
de 1 à n− 1 ?











2k(k − 1) · · · (k − r + 1)
(n− k + r)(n− k + r − 1) · · · (n− k + 1)
,
si de plus k−r+1n−k+1 > 2
−1/r, ce qui correspond à
k >
2−1/r(n+ 1) + r − 1
1 + 2−1/r
=




k − r + 2
n− k + 2
> 2−1/r, . . . ,
k
n− k + r
> 2−1/r .















1) > 2(n+ 1 + (r − 1)21/r), ou de manière équivalente n > 2+2(r−1)2
1/r
21/r−1 .
Donc, pour le cas particulier où l’on se restreint aux entrées de poids fixé à
k = n/2, la meilleure immunité algébrique restreinte à Sn,n/2 possible pour une
fonction booléenne à n variables est strictement moins bonne que la meilleure
immunité algébrique classique possible.
Pour l’immunité algébrique, c’est une structure particulière du sous-ensemble
S considéré qui fait diminuer le rang de la matrice Me,S , et qui induit une
augmentation de la meilleure immunité algébrique possible restreinte à S. En
effet, si l’on choisit S de manière uniforme et aléatoire, on peut s’attendre à un
comportement suffisamment “aléatoire” de la matrice, de sorte que celle-ci soit
de rang plein, ce qui diminuerait encore plus la borne sur l’immunité algébrique
restreinte. Par ailleurs, si l’on suppose une structure encore plus forte sur le
sous-ensemble S, alors certaines propriétés fortement indésirables pourraient
apparâıtre.
Prenons un exemple extrême : on suppose que S est un hyperplan particulier
de Fn2 : S = {x ∈ Fn2 |xn = 0}, alors dans ce cas la matrice Me,S est égale à une
















pourrait attendre pour un S pris aléatoirement et de cardinalité 2n−1 pour des
petites valeurs de e. Dans ces conditions, l’immunité algébrique est optimale au
regard de la cardinalité de S, puisqu’elle atteint la borne pour une fonction à
n− 1 variables.
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Identification du noyau. A l’aide du théorème 6.34, nous avons accès à la
dimension de l’image de l’application ψn,k,d, ainsi qu’à la dimension de son noyau.
Nous pouvons décrire ce noyau, ce qui permet de comprendre quels types de
fonctions booléennes il faut éviter dans notre contexte de poids de Hamming fixé
en entrée.
Proposition 6.36. Soit k, r et n tels que k ≤ n2 et soit 0 ≤ i1 < i2 < · · · <
ir ≤ n, alors la fonction booléenne définie par
 xi1xi2 · · ·xir
(∑
j 6=i1,i2,··· ,ir xj
)
si k − r ≡ 0 mod 2




j 6=i1,i2,··· ,ir xj
)
si k − r ≡ 1 mod 2
est nulle sur les sous-ensembles Sn,k de Fn2 .
Plus généralement, pour tout j < k et s, et pour tout u de poids de Hamming


























≡ 1 mod 2
est nulle sur En,k.
Démonstration. En réordonnant les variables, nous pouvons supposer sans perdre
de généralité que xu = x1x2 . . . xj . On note f la fonction définie par la proposi-
tion 6.36. Soit x de poids de Hamming égal à k, alors
— si xu = 0, on a f(x) = 0,












Or, comme xu = 1, nécessairement x1 = x2 = · · · = xj = 1. Comme
wH(x) = k, le poids de Hamming du vecteur (xj+1, xj+2, · · · , xn) est fixé à






étant une fonction symétrique élémentaire à n− j variables de degré s− j,
elle est donc constante lorsque le poids de Hamming de (xj+1, . . . , xn) est





mod 2. Finalement, f(x) = 0 si x est de poids
de Hamming égal à k.
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De plus, nous pouvons décrire l’ensemble Im (Mn,k,d) :
Corollaire 6.37. Si d ≥ k, alors l’ensemble des monômes de degré égal à k
forme une base de Im (Mn,k,d) = F
(nk)
2 .
Corollaire 6.38. Si en revanche d ≥ n − k, alors l’ensemble des fonctions
booléennes de la forme (1 + xi1)(1 + xi2) · · · (1 + xin−k) forme une base de
Im (Mn,k,d) = F
(nk)
2 .
Démonstration. Voir la fin de la preuve du théorème 6.34.
Comme nous l’avons déjà dit précédemment, Dumer et Kapralova ont étudié
le code de Reed et Muller poinçonné sur les mots de poids de Hamming fixé
d’ordre r, et ont publié leurs résultats dans [DK17], article dans lequel on retrouve
notre résultat du théorème 6.34 prouvé de manière similaire. Nos travaux sont
indépendants. La pré-publication comme rapport sur IACR eprint [CMR17b] est
antérieure à [DK17]. Mais, à la suite d’une discussion personnelle avec Dumer,
nous avons appris a posteriori que ce résultat était déjà mentionné dans la
thèse de Kapralova de 2013. Finalement, quelques mois plus tard, nous nous
sommes aussi rendus compte que ce résultat était connu depuis 1966 [Got66], et
mentionné dans [Wil90] mais dans un tout autre contexte que celui des fonctions
booléennes.
6.4.3 Somme directe et immunité algébrique restreinte
L’immunité algébrique classique d’une fonction booléenne définie comme la
somme directe de deux fonctions f et g est toujours supérieure à l’immunité
algébrique de f et à celle de g. Il n’en est rien lorsque l’on fixe le poids : ajouter une
fonction booléenne en somme directe peut faire diminuer l’immunité algébrique.
La motivation initiale de notre travail étant le chiffrement à flot FLIP où la
fonction de filtrage est définie par des sommes de monômes dont les variables
sont indépendantes, il est donc utile d’étudier l’immunité algébrique restreinte
pour ces fonctions particulières dans le but de prouver une certaine résistance de
FLIP aux attaques algébriques.
Lemme 6.39 (Somme directe et AIk). Soit h la fonction booléenne définie par la
somme directe de la fonction f et g, deux fonctions booléennes à respectivement




Démonstration. Soit a un annulateur non-nul de h sur Sn+m,k. Alors nous allons
montrer que a est un annulateur non-nul de f ou de f + 1 sur Sn,` et de g ou
g + 1 sur Sm,k−` pour un ` arbitraire.
Pour tout (x, y) ∈ Sn+m,k, a(x, y)h(x, y) = 0 (où x ∈ Fn2 et y ∈ Fm2 ). Comme
a est non-nul sur Sn+m,k, il existe (x0, y0) ∈ Sn+m,k tel que a(x0, y0) = 1. Soit
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` = wH(x0), alors wH(y0) = k − `. Dans ces conditions la fonction booléenne
à m variables définie par a′(y) = a(x0, y) est un annulateur non-nul de g ou
de 1 + g (selon la valeur de f(x0)) par construction et est de degré algébrique
inférieur ou égal à celui de a restreint à Sn+m,k (car on a simplement restreint
la table de vérité). De la même manière en fixant y à la valeur y0, on construit
un annulateur non-nul de f ou de f + 1 (selon la valeur de g(y0)) et de degré
algébrique inférieur ou égal à celui de a sur Sn+m,k.
En faisant la même chose pour un annulateur de h + 1 sur Sn+m,k, on
obtient que degk(a) ≥ deg(a′) ≥ AIk−`(g) et degk(a) ≥ AI`(f), ce qui conclut la
preuve.
Théorème 6.40 (Lien entre AI, AIk et somme directe). Soit h la somme directe
de f et g, deux fonctions booléennes à respectivement n et m variables. Soit k
tel que n ≤ k ≤ m. Alors
AIk(h) ≥ AI(f)− deg(g) .
Démonstration. Soit ann(x, y) un annulateur non nul de h sur Sn+m,k. Soit
(a, b) ∈ Fn2 × Fm2 , tel que wH(a, b) = k et tel que ann(a, b) = 1. Comme (a, b)
est de poids de Hamming k, nous pouvons, sans perdre de généralité quitte à
réordonner les variables, supposer que pour tout j = 1, . . . , n, on a la propriété
bj = aj + 1, et que pour tout j allant de n+ 1 à k, on a bj = 1 (et donc bj = 0
pour j ≥ k + 1).
On définit de plus l’application linéaire suivante :
L : Fn2 −→ Fm2
(x1, . . . , xn) 7−→ (x1 + 1, x2 + 1, . . . , xn + 1, 1, . . . , 1, 0, . . . , 0)
où la partie 1, . . . , 1 est de taille k−n. On a L(a) = b, ainsi, la fonction booléenne
à n variables A(x) = ann(x, L(x)) est non-nulle et annule la fonction booléenne
f(x) + g ◦ L(x) sur Fn2 .
Si g(b) = 0, alors la fonction ann(x, L(x))(g′(x) + 1) où g′(x) = g ◦ L(x) est
un annulateur non-nul de f . En effet,
ann(a, L(a))(g′(a) + 1) = ann(a, b)(g(b) + 1) = 1(0 + 1) = 1
et pour tout x ∈ Fn2 , on a
A(x)(g′(x) + 1)f(x) = A(x)(g′(x) + 1)(f(x) + g′(x) + g′(x))
= (g′(x) + 1)A(x)(f(x) + g′(x))︸ ︷︷ ︸
0
+A(x) (g′(x) + 1)g′(x)︸ ︷︷ ︸
0
= 0 .
La fonction ann(x, L(x))(g′(x) + 1) est de degré au plus deg(h) + deg(g), donc
deg(h) + deg(g) ≥ AI(f). Si en revanche g(b) = 1, alors en appliquant le même
raisonnement à la fonction f + 1 au lieu de f et g + 1 au lieu de g, alors on a
deg(h) + deg(g) ≥ AI(f).
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Finalement, si h(x, y) est un annulateur non-nul de f(x)+g(x)+1 sur Sn+m,k,
alors nous avons les mêmes conclusions en remplaçant f par f + 1 ou g par g+ 1,
ce qui complète et termine la preuve.
Cette borne prouve en particulier que, si k ≥ n, alors réaliser la somme
directe avec une fonction constante (g identiquement nulle) permet de ne pas
diminuer l’immunité algébrique à poids fixé par rapport à l’immunité algébrique
classique de la fonction initiale. Ceci peut être très utile pour les concepteur.rice.s
de chiffrements, puisque cela permet de prouver la résistance aux attaques
algébriques en utilisant les résultats connus dans le contexte classique.
Cependant, alors que ce théorème permet de prouver des bornes sur l’immunité
algébrique à poids fixé, il montre aussi que réaliser la somme directe de 2 fonctions
peut faire décrôıtre celle-ci, ce qui semble contre-intuitif lorsque l’on réalise le
parallèle avec le cas classique (chapitre 2). Les deux exemples suivants illustrent
parfaitement à quel point la somme directe peut faire diminuer l’immunité
algébrique :
Exemple 11. Soit f une fonction booléenne à trois variables définie par
f(x1, x2, x3) = x1 + x2x3
et g à 7 variables définie par




Alors f(x1, x2, x3)+g(x4, . . . , x10) est d’immunité algébrique restreinte aux mots
de poids k = 5 égale à 1, alors que f est d’immunité algébrique 2 et que g est de
degré 1. En effet, on remarque que







Le membre de droite de l’équation (6.2) correspond bien à une fonction booléenne
définie à la proposition 6.36 et est donc nulle sur S10,5.
Exemple 12. Plus généralement, prenons l’exemple de la fonction majorité à n
variables, n impair, qui, rappelons le, est d’immunité algébrique optimale (n+12 ).
La fonction à 2n variables définie par
h(x, y) = 1 + MAJ(x) + MAJ(y)
est nulle à poids de Hamming fixé à n. En effet, pour wH(x) + wH(y) = n, ou
bien wH(x) ≤ n−12 et alors wH(y) ≥
n+1
2 , ou bien wH(x) ≥
n+1
2 et wH(y) ≤
n−1
2 .
Dans tous les cas, la fonction h à 2n variables est nulle sur les mots de poids n.
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Chapitre 6. Fonctions à entrées restreintes
6.5 Conclusion
6.5.1 Sur la sécurité de FLIP
L’application cryptographique directe de notre travail était, à l’origine, l’étude
correcte et approfondie de la sécurité du chiffrement FLIP. Étant donné que la
fonction de filtrage utilisée dans FLIP est décrite relativement simplement à l’aide
de peu de monômes en somme directe, il nous a été possible de trouver des bornes
inférieures sur les différents paramètres cryptographiques d’immunité algébrique,
de non-linéarité, ainsi que de calculer le biais dans la sortie de FLIP. Ces résultats
sont donnés dans les tables 6.1 et 6.2 et expliqués plus en détail dans notre article
publié aux IACR Transactions on Symmetric Cryptology [CMR17a].
Table 6.1 – Résistance de FLIP aux attaques par corrélation, N désigne le
nombre de variables, v0 l’intervalle des poids k pour lesquels la borne inférieure
sur la non-linéarité implique qu’une attaque par corrélation ne peut se faire en
moins de 280 (respectivement 2128) en utilisant les techniques connues.
Instance N v0 Sécurité
FLIP530 530 [107, 464] 80 bits
FLIP662 662 [136, 556] 80 bits
FLIP1394 1394 [221, 1239] 128 bits
FLIP1704 1704 [266, 1492] 128 bits
Table 6.2 – Bornes inférieures sur AIk des instances de FLIP pour k =
N
2 , N
désigne le nombre de variables, AI(f) est l’immunité algébrique classique de
la fonction de filtrage f , n est le nombre de variables de f , et la borne sur
l’immunité algébrique est obtenue en appliquant le théorème 6.40.
Instance N AI(f) Borne
FLIP530 530 9 4
FLIP662 662 15 6
FLIP1394 1394 16 6
FLIP1704 1704 23 8
Notre travail n’a pas mis en évidence d’attaque concrète sur le chiffrement
FLIP. Ainsi, le biais en sortie est extrêmement faible ; et l’immunité algébrique et
la non-linéarité à poids fixé restent suffisamment élevées, sous réserve de prendre
une clef secrète ayant un poids de Hamming s’éloignant peu de n/2. Alors que
le caractère “équilibré” de la clef secrète imposé par les concepteurs de FLIP
n’était pas motivé par un mauvais comportement du chiffrement, nous avons pu
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expliquer en quoi ce caractère est en réalité primordial. Finalement, nous avons
pu déterminer avec précision quels sont les poids de Hamming “acceptables” pour
une clef utilisée dans FLIP, qui sont les poids pour lesquels les critères exacts
d’équilibre, de non-linéarité, ainsi que d’immunité algébrique assurent une bonne
résistance à un grand panel d’attaques connues.
6.5.2 Ce qu’il faut retenir
Tout d’abord, il n’était pas évident, à première vue, de se rendre compte
que l’analyse de sécurité initiale du chiffrement FLIP n’était pas pertinente. Ce
travail met donc en garde tout concepteur.rice de chiffrement de réaliser des
raccourcis trop rapides entre la sécurité du système et les critères classiques sur
les fonctions booléennes, les bôıtes-S, ou encore d’autres composantes cryptogra-
phiques. En effet, tous les critères cryptographiques que nous utilisons viennent
dans un premier temps d’attaques concrètes sur des chiffrements particuliers.
Dans ces conditions, lorsque l’on conçoit des chiffrements ayant des propriétés
non-conventionnelles, il faut sans cesse se demander si les critères que l’on prend
en considération sont pertinents, ce qui est a priori chose ardue.
Ce travail nous permet aussi de montrer l’importance, dans la recherche
en cryptographie, de la définition de nouveaux critères pertinents pour évaluer
la sécurité comme nous l’avons vu aussi au chapitre 4. En effet, au travers
de nouvelles attaques, ainsi que de nouvelles observations, il est important de
déterminer des critères fondamentaux sur les objets que l’on considère, toujours
dans le but d’affiner l’évaluation de sécurité de nos chiffrements.
Par ailleurs, il s’avère que le contexte des restrictions aux entrées à poids fixé a
rendu bien plus ardu les preuves sur les critères que l’on considère classiquement.
Les sous-ensembles Sn,k ne sont pas des sous-espaces vectoriels et ne sont que
peu structurés, ce qui, lorsque l’on s’intéresse à la distance aux fonctions linéaires,
rend naturellement tout plus compliqué.
Finalement, il est important de se rappeler qu’une étude approfondie doit
être faite dès que les sous-ensembles considérés changent. En effet, un grand
nombre de nos résultats sont spécifiques au cas du poids de Hamming fixé, ce
qui signifie que si le contexte change un tant soit peu, alors de nouvelles études
approfondies doivent être menées.
6.5.3 Questions ouvertes
Un grand nombre des bornes (supérieures et inférieures) que nous avons
données dans notre travail semblent pouvoir être améliorées, afin de trouver des
objets optimaux au regard de ces nouveaux critères et d’aider à la conception de
futurs chiffrements.
La définition de nouveaux critères sur les fonctions booléennes ouvre à mon
avis la porte à un grand nombre de questions. Principalement, la borne sur la
non-linéarité restreinte est obtenue séparément sur chacun des sous-ensembles
considérés, alors que la fonction utilisée est la même ; il est donc légitime de se
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demander si cette borne ne pourrait pas être améliorée en considérant tous les
sous-ensembles, vus comme partition de tout l’espace Fn2 .
D’un point de vue bien plus large que celui de FLIP, nous avons mis en
évidence certaines bornes sur les critères restreints à des sous-ensembles, ce
qui permet d’imaginer des avancées dans ce sens, notamment en combinant ces
observations avec les fonctions augmentées. Cette perspective mérite d’être plus
investiguée, et nous en parlerons plus en détail en prenant du recul dans les
perspectives, à la fin de ce document.
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Cryptanalyse du PRG de
Goldreich
Le générateur pseudo-aléatoire de Goldreich [Gol00] est une construction
théorique qui possède une structure sensiblement similaire à celle de FLIP, mais
dans un contexte largement différent. Cette construction, initialement destinée à
décrire des fonctions à sens unique 1, définit une famille de générateurs pseudo-
aléatoires, dont chaque bit de sortie ne dépend que d’un très petit nombre de
bits de la source d’aléa utilisée en entrée (la graine).
Ce chapitre est consacré à l’analyse du PRG de Goldreich : nous appliquons
la technique utilisée dans la cryptanalyse de FLIP, sur un objet utilisé en crypto-
graphie asymétrique. Il décrit un travail réalisé en collaboration avec Geoffroy
Couteau, Aurélien Dupin, Pierrick Méaux et Mélissa Rossi [CDM+18]. L’intérêt
principal de cette étude est, à mon sens le suivant : les cryptosystèmes utilisés en
cryptographie asymétrique reposent sur des problèmes algorithmiques supposés
difficiles, et sont donc “prouvés” sûrs, dans le sens où il ne peut y avoir d’attaques
en temps polynomial en la taille des paramètres. Or, nous oublions, à mon avis,
un peu trop souvent que la cryptographie est faite pour être utilisée, c’est-à-dire
qu’à un certain moment, les systèmes sont voués à être implémentés. Dans ces
conditions, les paramètres seront fixés et la notion de complexité asymptotique
n’a plus de raison d’être. Il convient donc d’analyser plus en détail la sécurité des
systèmes asymétriques, au regard des paramètres choisis. De la même manière,
nous pourrions aussi avoir des algorithmes en temps polynomial qui cassent un
cryptosystème, mais dont la complexité reste trop grande pour que l’attaque
soit réalisable pour les paramètres utilisés. Les complexités sont en effet souvent
des complexités asymptotiques, c’est-à-dire qu’on ne s’intéresse qu’au terme
dominant, or il se pourrait aussi que pour des paramètres donnés, les autres
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P (xσi1 , . . . , xσid) (yi)0≤i≤m
Figure 7.1 – Schéma de la construction du PRG de Goldreich.
Nous verrons ici en quoi les paramètres à utiliser pour le PRG de Goldreich
doivent être pris suffisamment grands pour assurer une sécurité raisonnable,
au regard de notre attaque dont la complexité est sous-exponentielle. Nous
l’avons aussi implémentée en pratique et sa complexité est meilleure que celle
attendue en théorie, et nous raffinons les critères d’(im)possibilités déjà connus
de constructions de PRG ayant une faible localité.
7.1 Contexte et travaux précédents
7.1.1 Le PRG de Goldreich
La notion de fonction à sens unique est fondamentale en cryptographie
asymétrique, étant donné qu’un grand nombre de preuves de sécurité se basent
sur l’existence de telles fonctions, pour lesquelles il est facile de calculer f(x),
mais difficile de calculer f−1(x). Ainsi, il y a presque deux décennies de cela,
Goldreich proposa une description simplifiée au maximum d’une fonction à sens
unique, calculable efficacement, et extrêmement difficile à inverser, pouvant être
généralisée en un générateur pseudo-aléatoire.
Le PRG de Goldreich [Gol00] est décrit comme suit. Soit n et m deux entiers,
et σ1, σ2, . . . , σm une liste de m d-uplets de {1, 2, . . . , n}, où d est une constante 2,
appelée la localité. Maintenant, nous choisissons un prédicat P : {0, 1}d → {0, 1},
i.e. une fonction booléenne à d variables. Alors le PRG f : {0, 1}n → {0, 1}m de
Goldreich est défini par
f(x) = P (x[σ1])||P (x[σ2])|| · · · ||P (x[σm]) .
Dit autrement, f est calculée en appliquant le prédicat m fois à tous les bits de
x dont les indices correspondent aux d-uplets σ1, . . . , σm. La construction est
représentée à la figure 7.1.
2. d peut être logarithmique en la taille de n, mais ce qui est sûr, c’est que d(n) n.
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L’intérêt de la construction vient du fait que si la localité est vraiment petite
(entre 5 et 10), alors calculer la fonction devient facile. Initialement prévue pour
être une fonction à sens unique, cette construction a ensuite été étendue pour
définir un PRG, c’est-à-dire que m ≥ n, et la sortie est censée être difficile à
distinguer d’une suite aléatoire. En particulier il est censé être difficile de retrouver
la graine du PRG. Un des paramètres importants du PRG est l’expansion noté s
et définie par la relation
m = ns .
7.1.2 Résultats précédents sur les PRG
Une des questions posées en cryptographie est l’existence de PRG, appartenant
à la classe de complexité NC0 (profondeur constante, et taille du circuit de
la fonction polynomiale en la taille de l’entrée). Sans rentrer dans les détails,
toujours dans un but de réduire au maximum le coût de description de la fonction,
certain.e.s auteur.e.s se demandent quel est le nombre minimal de variables en
entrée dont peut dépendre chaque bit de sortie de la fonction. Des résultats
positifs et négatifs sur cette quantité, appelée la localité existent, dépendant du
nombre de bits de sortie du PRG [CM01, AIK04, AIK08]. Il a été prouvé qu’il est
impossible d’avoir une localité inférieure ou égale à 4, sous certaines conditions
sur la taille de la sortie.
Pour ce qui est de leur utilisation, on retrouve les PRG ayant une petite
localité dans des constructions de MPC 3 [GGM86], qui ont aussi motivé des
constructions de chiffrement symétriques [ARS+15, MJSC16, CCF+16] dans
lesquelles, comme pour le FHE, le nombre de portes AND ainsi que la profondeur
du circuit sont des paramètres qui jouent un rôle essentiel.
7.1.3 Résultats précédents sur le PRG de Goldreich
7.1.3.1 Résultats positifs
Tout d’abord, le PRG de Goldreich est considéré résistant à un certain
nombre d’attaques génériques basées sur des algorithmes de “retour en arrière” 4,
formalisées dans [AHI04, CEMT14], à condition que le graphe induit par les
sous-ensembles d’indices choisis ait certaines propriétés, que nous ne détaillerons
pas ici. Pour ce qui est de la possibilité de distinguer la sortie du PRG d’une
source d’aléa, il a été montré dans [OW14] que l’instance de localité 5 décrite
précédemment résiste à tous les tests linéaires, i.e. on ne peut distinguer la
sortie d’une suite aléatoire par simple combinaison linéaire des bits de sortie avec
grande probabilité, tant que le nombre de bits de sortie est de l’ordre de n1.5−ε,
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7.1.3.2 Résultats négatifs
Alors que l’attaque de Siegenthaler [Sie85] ne s’applique clairement pas ici,
les résultats d’Applebaum et de O’Donnell et Witmer [OW14, App15] ont mis
en évidence que le critère de résilience de la fonction de filtrage joue un rôle
fondamental dans la sécurité de ce type de PRG. Cette observation est assez
amusante, puisque c’est un critère connu depuis longtemps en cryptographie
symétrique, il est donc redécouvert dans ce contexte, mais motivé par une attaque
différente. Plus précisément, il existe une attaque sur le PRG de Goldreich dès que
le prédicat n’est pas 2-résilient. De plus, il est bien connu que res(P ) + deg(P ) ≤
d− 1, où d est la localité, i.e. le nombre de variables du prédicat. Comme deg(P )
doit nécessairement être plus grand que 2, sinon il existe une inversion triviale,
alors il est nécessaire que la localité soit au moins égale à 5.
Dans [BQ09], il est aussi mentionné une attaque sous-exponentielle, qui
fonctionne à partir du moment où la taille de la sortie est polynomiale en n, i.e.
m = ns, avec s > 1, avec une complexité de l’ordre de
2O(n
1−(s−1)/2d) ,
où d est la localité du prédicat et s est l’expansion du générateur, avec s > 1. En
effet, le but d’un PRG est de transformer une source d’aléa de taille n en une
suite de taille plus grande, indistinguable d’une suite aléatoire.
Les attaques algébriques [CM03] ont été décrites pour la première fois en
2003, et nécessitent de prendre en compte non pas le degré du prédicat mais
son immunité algébrique. Les attaques fonctionnent évidemment de la même
manière sur le PRG de Goldreich, impliquant que les deux critères à prendre
en compte sont la résilience et l’immunité algébrique. Ce qui est relativement
étonnant, c’est que ce n’est qu’en 2016 que Applebaum et Lovett [AL16] ont
découvert les attaques algébriques, ce qui donna le résultat (relativement évident)
que la taille de la sortie du PRG ne doit pas être plus grande que ne, où e
est l’immunité algébrique de la fonction de filtrage, sinon une simple attaque
algébrique permet de retrouver la graine. Dans le papier d’Applebaum et Lovett à
STOC 2016, l’immunité algébrique est appelée degré rationnel, mais cette notion
est exactement la même que l’immunité algébrique introduite dans [CM03].
En 2003, dans [MST03], une instance concrète a été proposée, de localité
d = 5, et utilisant le prédicat
P5(x1, x2, x3, x4, x5) = x1 + x2 + x3 + x4x5 .
Selon les résultats négatifs mentionnés précédemment, ce prédicat est le meilleur
possible en terme de localité et il n’est pas considéré comme cassé par la com-
munauté. Notre travail consiste donc à analyser en détail la sécurité du PRG de





Nous définissons deux types de prédicats, largement considérés dans la
construction de Goldreich, notamment dans [AL16].
Définition 7.1 (XOR`Mk prédicats). Nous appelons XOR`Mk les prédicats P à
`+ k variables de la forme suivante
P (x1, . . . , x`, z1, . . . , zk) =
∑̀
i=1
xi +M(z1, . . . , zk) ,
où M peut être n’importe quelle fonction booléenne (prédicat) à k variables.
Définition 7.2 (XOR`MAJk prédicats). Nous appelons XOR`MAJk le prédicat
P à `+ k variables de la forme suivante
P (x1, . . . , x`, z1, . . . , zk) =
∑̀
i=1
xi + MAJ(z1, . . . , zk) ,
où MAJ est la fonction majorité, i.e.






où wH désigne le poids de Hamming.
7.2.2 Le PRG considéré
Nous reprenons la construction décrite ci-dessus. Nous avons donc m d-
uplets de {1, . . . , n}, de taille d notés σ1, . . . , σm. Pour tout 1 ≤ i ≤ m, on a
σi = (σi1, σ
i
2, . . . , σ
i
d). Alors, la sortie du générateur pseudo-aléatoire que l’on
considère est donnée par
(P (xσ11 , . . . , xσ1d), . . . , P (xσ
m
1
, . . . , xσmd )) .
Les d-uplets σi sont choisis aléatoirement et de manière uniforme. Dans cette
partie nous considérons le prédicat P5 défini par la forme algébrique normale
suivante.
P5(x1, x2, x3, x4, x5) = x1 + x2 + x3 + x4x5
Cette fonction booléenne est de degré 2, d’immunité algébrique 2 et est
2-résiliente. Nous notons (yi)1≤i≤m la suite en sortie du PRG. Alors, nous nous
intéressons à résoudre le système d’équations
∀1 ≤ i ≤ m, (Ei) xσi1 + xσi2 + xσi3 + xσi4xσi5 = yi .
165
Chapitre 7. Cryptanalyse du PRG de Goldreich
Inversion matricielle. Notre attaque n’est pas une attaque par distingueur,
nous cherchons à résoudre le système, afin de retrouver la graine, i.e. la valeur
de x1, . . . , xn. Comme la complexité de la résolution des équations linéaires joue
un rôle fondamental dans notre attaque, nous considérerons la complexité du
meilleur algorithme actuel [Mac16] qui est O(nω), où ω = log2(7).
7.3 Attaque “supposer et déterminer” sur P5
7.3.1 Lien avec FLIP
Comme le.a lecteur.rice a pu le constater, la construction du PRG de Goldreich
possède exactement la même structure que le chiffrement symétrique FLIP
décrit au chapitre 5. En effet, il suffit de considérer un PRG construit comme
précédemment, mais avec un prédicat prenant en entrée toutes les variables,
i.e. avec une localité d = n, alors une telle construction suit exactement la
construction de FLIP.
Donc, il est tout naturel d’appliquer une technique de type “supposer et
déterminer”, technique largement utilisée en cryptographie symétrique [HR00,
EJ00], et que nous avons déjà exploitée avec succès sur le chiffrement FLIP avec
Virginie Lallemand et Sébastien Duval.
Dans le cas de FLIP, nous étions contraints par le coût de résolution des
équations algébriques et non par le nombre d’équations. En effet, au regard des
paramètres et du degré des monômes, nous avions accès à bien plus de bits de
sortie que de monômes, ce qui donnait dans ce cas un algorithme de résolution
simple avec une complexité de l’ordre de O(nωdf ) où df était le degré de la
fonction. Cependant, cette expression de la complexité n’a pas beaucoup de sens
dans le cas de FLIP dont les paramètres sont fixés. Nous faisons ici cette remarque
simplement pour la mettre en parallèle avec le travail sur le PRG de Goldreich.
Pour les tailles des paramètres de FLIP, cette complexité dépasse largement les
280 (respectivement 2128) opérations, c’est la raison pour laquelle nous avons dû
faire des hypothèses sur des bits de la clef pour justement faire diminuer le degré
des équations, afin que le coût de résolution diminue.
Ici, nous sommes face à un tout autre problème : tout d’abord, les tailles de
graine ne sont pas définies, et on s’intéresse alors à la complexité asymptotique. De
plus, les équations sont certes de degré 2, mais le nombre de bits en sortie du PRG
est largement plus faible que le nombre de monômes, impliquant que linéariser ne
suffit pas et qu’il faut trouver plus d’équations. De manière générale, ce contexte
est particulier, car il repose fondamentalement sur le fait que l’attaquant.e n’a
pas assez d’information pour résoudre le système.
7.3.2 Fonctions booléennes à entrées restreintes
Tout comme dans FLIP, l’entrée de la fonction est de poids de Hamming fixé
(celui de la graine utilisée). Cependant, au vu de la très faible localité, aucun
biais n’est “détectable” au vu de la quantité d’équations, même s’il est clair que
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la fonction ne peut pas être parfaitement équilibrée à poids fixé. De la même
manière, le critère d’immunité algébrique ne change pas et reste le même puisque
la fonction ne prend que très peu de variables en entrée. En effet, les fonctions
à considérer et les fonctions exhibées au chapitre précédent pour lesquelles les
critères sont dégénérés doivent prendre un grand nombre de variables. En effet,
les fonctions qui s’annulent à poids fixé sont dérivées de fonctions symétriques,
et dépendent donc naturellement d’un grand nombre de variables. Ainsi, tant
que la localité reste faible il n’est pas utile de considérer les restrictions de la
fonction aux entrées de poids constant. comme nous l’avons fait pour FLIP.
7.3.3 Observations
En suivant la construction du PRG de Goldreich, nos équations sont de la
forme :
(Ei) xσi1 + xσi2 + xσi3 + xσi4xσi5 = yi .
— Si dans nos équations quadratiques, ou xσi4 ou xσi5 sont connus, alors, peu
importe leur valeur, l’équation correspondante devient linéaire en les bits de
la graine x : si xσi4 = 1, alors on a l’équation linéaire xσi1+xσi2+xσi3+xσi5 = yi
et si xσi4 = 0, alors on a l’équation linéaire xσi1 + xσi2 + xσi3 = yi.
— Si deux équations partagent le même monôme quadratique, i.e. si σi4 = σ
j
4
et σi5 = σ
j








4, alors la somme de ces deux équations
est une équation linéaire.
Le deuxième phénomène est appelé une collision, au sens de la définition suivante.
Définition 7.3 (Collision). Une collision est un couple (i, j) ∈ {1, . . . ,m}2,





En utilisant ces deux observations, nous pouvons décrire le principe général
de l’attaque.
7.3.4 Description de l’attaque
Étape 1 Trouver toutes les collisions entre les monômes de degré 2 et stocker
les équations linéaires correspondantes. Leur nombre est noté c
Étape 2 Déterminer le plus petit ensemble de ` variables notées xi1 , . . . , xi` ,
intervenant dans le monômes quadratique d’au moins n− c équations.
Étape 3 Pour les 2` valeurs de (xi1 , . . . , xi`), construire et résoudre les système
linéaire correspondant. La plupart du temps, le système apportera une
contradiction, sinon, il faudra vérifier si le résultat est correct.
7.3.5 Exemple
Afin de comprendre exactement les étapes de notre attaque, nous la décrivons
sur un exemple avec n = 10 et m = 15. Supposons que l’on a les équations
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suivantes :
y1 = x2 + x8 + x9 + x1x5 (7.1)
y2 = x2 + x5 + x9 + x4x6 (7.2)
y3 = x1 + x8 + x9 + x3x4 (7.3)
y4 = x2 + x5 + x8 + x7x9 (7.4)
y5 = x1 + x2 + x5 + x3x10 (7.5)
y6 = x5 + x7 + x9 + x1x3 (7.6)
y7 = x1 + x4 + x7 + x9x10 (7.7)
y8 = x1 + x4 + x10 + x5x7 (7.8)
y9 = x1 + x4 + x6 + x8x10 (7.9)
y10 = x2 + x7 + x9 + x6x8 (7.10)
y11 = x1 + x6 + x7 + x8x10 (7.11)
y12 = x2 + x4 + x6 + x5x8 (7.12)
y13 = x2 + x4 + x8 + x5x10 (7.13)
y14 = x2 + x6 + x9 + x3x10 (7.14)
y15 = x1 + x5 + x7 + x6x8 . (7.15)
Alors, les collisions se situent aux équations (7.5), (7.9), (7.10), (7.11), (7.14) et
(7.15), ce qui nous donne les trois équations linéaires suivantes.
y5 + y14 = x1 + x5 + x6 + x9
y9 + y11 = x7 + x4
y10 + y15 = x1 + x2 + x5 + x9
Ensuite, pour l’étape 2 de l’algorithme, nous comptons la fréquence d’appa-
rition notée fi des variables dans les monômes quadratiques en ayant pris soin
d’enlever 3 des équations déjà utilisées pour éviter les redondances, par exemple
(7.5), (7.9) et (7.10). Dans notre cas, f1 = 2, f2 = 0, f3 = 4 − 1 = 3, f4 = 2,
f5 = 4, f6 = 3− 1 = 2, f7 = 2, f8 = 5− 2 = 3, f9 = 2 et f10 = 6− 2 = 4. Ainsi,
en parcourant toutes les valeurs possibles des bits x5 et x10, nous retrouvons
4 systèmes d’équations différents. Par exemple, pour (x5, x10) = (0, 0), on a le
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système suivant.
y5 + y14 = x1 + x6 + x9
y9 + y11 = x7 + x4
y10 + y15 = x1 + x2 + x9
y1 = x2 + x8 + x9
y7 = x1 + x4 + x7
y8 = x1 + x4
y11 = x1 + x6 + x7
y12 = x2 + x4 + x6
y13 = x2 + x4 + x8
y14 = x2 + x6 + x9
Ce système est de rang plein. Nous pouvons alors décider, en fonction de la
valeur de la sortie, si l’hypothèse faite sur (x5, x10) est bonne ou pas, i.e. si
x5 = x10 = 0.
Dans ce qui suit, on considère que toutes les équations que l’on récupère
sont généralement indépendantes. Cette hypothèse peut sembler hasardeuse,
mais comme les d-uplets sont choisis de manière aléatoire en suivant une loi
uniforme, on peut s’attendre à ce phénomène. De plus, nous l’avons vérifié
expérimentalement.
7.3.6 Analyse de la complexité
Tout d’abord, nous devons calculer le nombre moyen de collisions que l’on
obtient dans la première étape.
Proposition 7.4 (Nombre moyen de collisions). Soit n la taille de l’entrée du
PRG, m le nombre d’équations et C la variable aléatoire qui compte le nombre
















) )m ∈ O(n2(s−1)) .






. Pour chaque équation, les deux variables de degré 2 sont choisies







Nous considérons la variable Ci,j qui vaut 0 si le monôme xixj apparâıt 1
fois ou moins, et k − 1 sinon, où k est le nombre de fois où ce monôme apparâıt,
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i.e. le nombre de relations linéaires que nous récupérons. La valeur moyenne de




P[B(m,p)=k] · (k − 1),
où P[B(m,p)=k] est la probabilité d’avoir exactement k apparitions du monôme
xixj . Le nombre moyen de collisions sur les monômes quadratiques est donc
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La table 7.1 donne ce nombre de collisions pour des valeurs usuelles de n et
de s.
n 256 512 1024 2048 4096
s = 1.45 142 269 506 946 1771
s = 1.4 83 145 254 442 773
s = 1.3 28 42 64 97 147
Table 7.1 – Nombre moyen de collisions.
7.3.6.1 Complexité des étapes 1 et 2
Étape 1. La complexité de la première étape de l’algorithme est enO(m log(m)),
en triant les équations au regard des monômes quadratiques présents, rendant la
complexité de cette étape négligeable devant la complexité de la dernière étape.
Étape 2. Le but de la deuxième étape est de déterminer, en fonction des
équations, quels sont les bits sur lesquels il sera nécessaire de faire une hypothèse
dans l’étape 3. La procédure que nous utilisons est la suivante.
Algorithme 3 Étape 2.
Entrée: Σ le système d’équations
1: N ← 0
2: Sortie ← {}
3: S ← {}
4: Répéter
5: Trouver la variable qui apparâıt le plus dans les monômes quadratiques
6: Soit A l’ensemble de ces équations
7: S ← S ∪A
8: N ← N + |A|
9: tant que N ≥ n− c
Renvoyer S
Le nombre d’itérations de la boucle dans cette procédure est ` par définition,
sachant que nous devons parcourir l’ensemble des équations, le coût de cette
étape est O(`m).
Comme ` joue un rôle fondamental, il est nécessaire de connâıtre sa valeur.
Dans la proposition suivante, nous donnons le pire cas pour `, i.e. quand ` est le
plus grand possible.
Proposition 7.5. Soit n le nombre de variables et m le nombre d’équations et
c le nombre de collisions, alors le nombre de bits à supposer dans l’étape 2 est









7.3. Attaque “supposer et déterminer” sur P5
Démonstration. Nous avons un système d’équations quadratiques à m équations
dans lequel apparaissent exactement une fois par équation m monômes de degré 2,
et nous nous intéressons à la fréquence d’apparition des n variables dans la partie
quadratique. Or, en choisissant les variables les plus fréquentes indépendamment
les unes des autres, il peut apparâıtre un cas dégénéré pour l’attaquant.e : lorsque
ces variables interviennent trop souvent dans les mêmes monômes quadratiques.
Par exemple, si l’on a les monômes x1x2, x1x3, x2x3 et x4x5, alors la fréquence
d’apparition de x1, x2 et x3 vaut 2 et la fréquence d’apparition de x4 et x5 vaut
1. Ainsi, en choisissant x1, x2 et x3, qui apparaissent le plus, on n’obtient que
3 équations (le fait de réaliser une hypothèse sur x3 n’apporte pas d’équation
linéaire supplémentaire). Ainsi, il est plus judicieux de choisir les variables sur
lesquelles nous réalisons les hypothèses les unes après les autres.
Plus précisément, pour tout 1 ≤ i ≤ n, nous notons N1i la variable qui compte
le nombre de fois où xi apparâıt effectivement dans un monôme de degré 2. Nous
choisissons alors la variable qui apparâıt le plus : sans perdre de généralité, nous
pouvons considérer qu’il s’agit de x1. Ainsi, comme nous avons m− c équations,
nous avons que
∑n
i=1Ni = 2(m− c). Donc, N11 ≥ 2
m−c
n , et en fixant la valeur
de x1, nous obtenons exactement N
1
1 équations linéaires en plus des c premières
obtenues grâce aux collisions.
Comme on a fixé la valeur de x1, le système d’équations quadratiques qui
reste totalise m− c−N1 équations ainsi que n− 1 inconnues (x2, . . . , xn). Pour
tout 2 ≤ i ≤ n, nous notons N2i la variable qui compte le nombre de fois où xi
apparâıt effectivement dans un monôme de degré 2 dans ce nouveau système
d’équations. Nous choisissons alors la variable qui apparâıt le plus dans les
monômes de degré 2 dans ce système, et nous réappliquons la même chose que
pour x1. Sans perdre de généralité, on considère que la variable qui apparâıt le







Nous continuons cette procédure tant que le nombre d’équations linéaires
que l’on obtient est inférieur à n. Ainsi, au choix de la i-ème variable dont on
fixe la valeur, on a un système d’équations quadratiques à n− i+ 1 variables et
m− c−N1−N22 −· · ·−N i−1i−1 équations. Toujours sans perdre de généralité nous
pouvons considérer que xi apparâıt le plus souvent dans les monômes qudratiques
du système à n− i+ 1 inconnues. Ainsi, pour tout i ≥ 1,
N ii ≥ 2





et nous obtenons à cette étape exactement c + N1 + N2 + · · · + Ni équations
linéaires en fixant la valeur des variables x1, x2, . . . , xi.
Nous continuons à fixer la valeur des variables choisies de cette manière tant
que c+N11 +N
2
2 +· · ·+N ii < n. La valeur de i pour laquelle c+N11 +N22 +· · ·+N ii ≥




2 + · · ·+N `−1`−1 < n .
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Comme pour tout ` ≥ i ≥ 1, on a N ii ≥ 2m−cn , on obtient donc l’inégalité
c+ 2(`− 1)m− c
n
< n .




Finalement, la complexité de la deuxième étape est de l’ordre de O(n2).
7.3.6.2 Complexité de l’algorithme
Comme nous pouvions l’imaginer, c’est bien la troisième étape qui nous coûte
le plus cher dans notre algorithme. En effet, nous devons résoudre un système
linéaire de taille n, mais 2` fois.
Pour chacune des 2` hypothèses réalisées, plusieurs cas peuvent se produire :
— le système renvoie une solution, et dans ce cas ces n bits sont testés et
comparés avec les autres équations inutilisées ;
— le système est surdéterminé et aucune solution n’est trouvée et il faut
passer à la valeur suivante des ` bits ;
— le système est sous-déterminé, et dans ce cas, il faut réaliser une hypothèse
sur un bit de plus, mais comme nous l’avons remarqué en pratique, ce cas
n’arrive que très rarement, voire jamais.
Finalement, le coût de cette troisième étape qui domine la complexité de









Sur la valeur de ` attendue. La valeur de ` que nous utilisons correspond
au pire cas, i.e. lorsque toutes les variables apparaissent à la même fréquence.
Or, nous réalisons nos hypothèses en fonction de cette fréquence d’apparition.
Il convient donc d’étudier la valeur moyenne du nombre d’hypothèses que l’on
cherche à mener. Cependant, cette fréquence d’apparition des variables peut
être vue comme un problème de boules dans des urnes 5 largement étudié en
combinatoire. Au second ordre, il est bien connu [JK77, KSC78] que la valeur de










5. balls into bins
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Figure 7.2 – Nombre de collisions pour n = 1024 et s = 1.4 sur 2000 tests.
où m est le nombre de boules et n le nombre d’urnes. Dans notre contexte, cela est
légèrement différent, puisqu’une variable ne peut apparâıtre 2 fois dans le même
monôme. Cependant, nous pouvons borner inférieurement la fréquence en ne
considérant qu’une variable (par exemple la première), et borner supérieurement
en considérant qu’une variable peut être prise 2 fois dans le même monôme, ce qui
change m en 2m dans la valeur donnée ci-dessus. Finalement, ceci nous montre
que nous ne gagnons rien entre le pire cas et le cas moyen asymptotiquement.
Cependant, nous verrons que pour des valeurs pratiques, la différence entre le
cas moyen et le pire cas n’est pas négligeable.
7.3.7 Vérification expérimentale
L’avantage de l’attaque que nous décrivons ici est que l’on peut avoir une
très bonne approximation de son coût sans la mener jusqu’au bout. En effet,
en appliquant seulement les étapes 1 et 2, ce qui coûte très peu cher, nous
pouvons connâıtre le coût de la troisième étape avec précision, puisque le nombre
d’hypothèses qu’il faut réaliser est calculable facilement et détermine le coût de
l’attaque.
Pour le nombre de collisions, les résultats théoriques donnés à la table 7.1
correspondent à ceux obtenus en pratique et sont donnés à la figure 7.2.
Comme nous l’avons vu, la valeur théorique de ` que nous avons utilisée
jusqu’à maintenant correspond au pire cas pour l’attaquant.e. Même si le cas
moyen est censé être asymptotiquement du même ordre de grandeur, il convient
de vérifier expérimentalement à quel point le nombre d’hypothèses est plus petit
que dans le pire cas. Les résultats expérimentaux sur le nombre d’hypothèses
nécessaires sont décrits à la table 7.3 et sont à comparer avec les résultats décrits
à la table 7.2 obtenus en appliquant la formule du pire cas donnée précédemment.
De plus, il apparâıt que la variance du nombre d’hypothèses est extrêmement
faible, comme le montre la figure 7.3. En effet, ` prend seulement 5 valeurs
différentes sur 2000 tests. Finalement, avec ces résultats nous sommes capables
de dessiner une courbe (figure 7.4), dépendant de l’expansion s et de la taille de
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n 256 512 1024 2048 4096
s = 1.45 4 7 11 18 27
s = 1.4 9 15 23 37 58
s = 1.3 20 34 56 94 156
Table 7.2 – Valeur théorique de `.
n 256 512 1024 2048 4096
s = 1.45 4 6 9 14 21
s = 1.4 6 11 17 27 44
s = 1.3 13 23 39 65 110
Table 7.3 – Valeur expérimentale de `.
Figure 7.3 – Valeur de ` pour n = 2048 et s = 1.3 avec 2000 tests.
la graine, au-dessus de laquelle notre attaque coûte moins de 280 opérations.
7.4 Une autre attaque algébrique
Dans cette section, nous étudions une autre méthode pour résoudre le système,
basée sur des méthodes de base de Gröbner. La complexité des algorithmes
existant [Buc76, Fau99, Fau02] est relativement difficile à décrire de manière
générale. Cependant, dans notre cas, le système d’équations que l’on cherche à
résoudre possède une forme très particulière : les équations sont quadratiques ;
le nombre de monômes est toujours le même et les équations sont extrêmement
creuses.
Le problème que nous rencontrons vient principalement du trop petit nombre
d’équations que l’on a. Il convient donc d’essayer de trouver d’autres équations,
linéairement indépendantes des premières, de manière à faire grossir la taille de
notre système.
176
7.4. Une autre attaque algébrique



















au dessus, sécurité < 80 bits
Figure 7.4 – Sécurité du PRG de Goldreich. La zone grise au-dessus de la
courbe correspond à un choix de paramètres pour lesquels notre attaque coûte
moins de 280 opérations.
7.4.1 Trouver d’autres équations
L’idée générale consiste ici à dériver des équations de celles que l’on a
initialement. En fait, une équation peut “en cacher une autre”. L’idée peut aussi
être reliée à la notion d’immunité algébrique, où l’on déduit aussi une nouvelle
équation de l’équation initiale. Nous rappelons que la forme de nos équations de
départ est la suivante.
∀1 ≤ i ≤ m, xσi1 + xσi2 + xσi3 + xσi4xσi5 = yi . (Ei)
Au lieu de baisser le degré des équations en fixant la valeur de quelques bits
en entrée, nous allons réaliser des opérations sur ces équations, afin d’obtenir
plusieurs équations quadratiques linéairement indépendantes des précédentes, de







Nous utilisons trois méthodes différentes pour générer nos équations.
Première méthode. Nous pouvons engendrer de nouvelles équations à partir
de chaque équation, indépendamment des autres. En effet, si l’on considère
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l’équation (Ei) :
xσi1 + xσi2 + xσi3 + xσi4xσi5 = yi ,
alors comme nous sommes dans un corps de caractéristique 2, cela signifie que
nos équations peuvent être quotientées par x2 + x = 0. Donc, en multipliant
l’équation (Ei) par xσi4 et xσi5 , nous obtenons les deux équations quadratiques
suivantes :
xσi1xσi5 + xσi2xσi5 + xσi3xσi5 + xσi4xσi5 = yixσi5
xσi1xσi4 + xσi2xσi4 + xσi3xσi4 + xσi4xσi5 = yixσi4
Ceci nous permet donc de considérer l’ensemble d’équations
{zEi|∀z ∈ {xσi4 , xσi5}}
qui est de cardinalité 2, ce qui nous permet d’obtenir 2m = 2ns nouvelles
équations.
Deuxième méthode. En utilisant les collisions sur les monômes de degré 2
utilisées dans l’étape 1 de notre attaque de type “supposer et déterminer”, nous
pouvons aussi engendrer pléthore de nouvelles équations quadratiques. Supposons
que nous avons une collision sur le monôme de degré 2 entre (Ei) et (Ej). Alors,
l’équation (Ei + Ej) est de la forme
xσi1 + xσi2 + xσi3 + xσj1
+ xσj2
+ xσj3
= yi + yj .
Cette équation étant linéaire, nous pouvons la multiplier par n’importe quel
monôme de degré 1, conduisant à l’ensemble d’équations
{z(Ei + Ej)| ∀z ∈ {1, x1, x2, . . . , xn}}
qui est de cardinalité (n+ 1), ce qui nous permet d’assurer qu’environ







) )ns − 1

nouvelles équations peuvent être créées, en utilisant la proposition 7.4.
Troisième méthode. Nous pouvons engendrer encore d’autres équations
lorsque qu’une semi-collision apparâıt, au sens de la définition suivante.
Définition 7.6 (Semi-collision). Une semi-collision est un couple (i, j) avec
1 ≤ i, j ≤ m tel que
— i 6= j ;
— (i, j) n’est pas une collision ;




5} 6= ∅ .
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Par exemple, les deux équations suivantes forment une semi-collision.
x1 + x2 + x3 + x7x10 = y1 (E1)
x4 + x5 + x6 + x7x8 = y2 (E2)
Lorsque nous avons une semi-collision, il est possible d’engendrer 2 nouvelles
équations. En effet, si l’on a une semi-collision (i, j), alors si l’on suppose sans
perdre de généralité que σi4 = σ
j
4, nous pouvons engendrer l’équation xσj5
Ei +
xσi5Ej qui est quadratique, puisque le monôme de degré 3 obtenu par xσj5
Ei est
le même que celui obtenu par xσi5Ej .
En reprenant l’exemple ci-dessus, nous obtenons l’équation x8E1 + x10E2,
i.e.
x8x1 + x8x2 + x8x3 + x10x4 + x10x5 + x10x6 = x8y1 + x10y2 .
7.4.2 Nombre réel d’équations
En utilisant ces trois méthodes, on se rend bien compte que le nombre
d’équations de degré 2 que l’on obtient est bien plus grand que la taille de la
sortie. Plus précisément, le nombre moyen d’équations que l’on a est donné par
la proposition suivante.
Proposition 7.7 (Nombre d’équations de degré 2). Le nombre d’équations














) )ns − 1

ce qui est de l’ordre de
O(n2s−1) .
Démonstration. Nous avons déjà déterminé le nombre d’équations dérivées en
utilisant les deux premières méthodes : il vaut au total 2ns + (n + 1)E[C]. Il
nous reste donc à montrer que le nombre d’équations générées par la troisième







On suppose ici que les équations sont distinctes, ce qui n’est pas restreignant
car si deux équations sont identiques, alors un distingueur évident sur la sortie
existe avec une probabilité de succès de 12 .
Soit p la probabilité pour une variable d’apparâıtre dans un terme quadratique.
Alors p = 2n . Pour une variable xi, il y a donc mp = 2n
s−1 équations en moyenne
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qui font intervenir xi dans l’unique terme quadratique. Parmi cet ensemble, le





En multipliant ceci par n, nous obtenons exactement le nombre de collisions et de
semi-collisions. Pour obtenir le nombre de semi-collisions, il faut donc soustraire
deux fois la valeur moyenne du nombre de collisions, donné par la proposition 7.4,
puisqu’une collision est comptée deux fois dans notre comptage précédent (une
fois pour xi et une fois pour xj).
Le nombre total d’équations est obtenu en additionnant les valeurs obtenues
pour chacune des 3 méthodes de génération d’équations :


















) )ns − 1

Comme s < 1.5, cela implique que nous avons Neq(n, s) < Nvar(n) (en
moyenne). En effet,






' 2ns + n× n2(s−1) + n× (2ns−1)2 − 2n2(s−1)
∈ O(n2s−1)
d’après la proposition 7.4. Le fait queNeq(n, s) < Nvar(n) rend a priori impossible
de linéariser le système et de retrouver la graine. Or, pour un nombre non-
négligeable d’instances pratiques, il apparâıt que Neq(n, s) ' Nvar(n), situation
que nous analysons dans ce qui suit.
7.4.3 Description de l’attaque par linéarisation
7.4.3.1 Dépendances linéaires
Nous pouvons engendrer un grand nombre de nouvelles équations, cependant,
il est possible qu’un nombre non-négligeable de ces équations soient linéairement
dépendantes. De telles dépendances impliquent que le nombre d’équations est
plus petit que celui attendu, mais ces équations peuvent parfois être utilisées par
l’attaquant.e comme nous l’expliquons dans ce qui suit.
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7.4.3.2 Description de l’attaque par linéarisation
Étape 1 À partir des équations (E1, . . . , Em), engendrer toutes les équations
quadratiques dérivées correspondantes en suivant les trois méthodes décrites
précédemment.
Étape 2 Réécrire le système correspondant en séparant les variables quadra-
tiques des variables linéaires et constantes. Soit qi la partie quadratique






Maintenant nous linéarisons le système en considérant chaque monôme






la matrice représentant les coefficients dans les formes
quadratiques qi et B la matrice de taille Neq(n, s) × (n + 1) la matrice
qui représente les coefficients dans les formes affines bi. Ces matrices sont
représentées à la figure 7.5 où le vecteur gris foncé représente la liste
des variables quadratiques et le vecteur gris clair représente les variables
linéaires, en considérant la constante comme une variable, de manière à
pouvoir écrire le terme de gauche égal à 0.
BQ = 0
Figure 7.5 – Système linéarisé.
Étape 3 Calculer le rang des matrices Q et (Q|B).
— Si rang(Q|B) = Nvar(n), alors inverser le système renvoie la valeur
de la graine utilisée (x1, . . . , xn).
— Sinon rang(Q|B) < Nvar(n).
3.a Nous réécrivons le système comme décrit à la figure 7.6 qui suit.
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BQ =
Figure 7.6 – Système linéarisé modifié.
3.b Trouver une base du noyau de Q. Alors, d’après le théorème
du rang, il existe une matrice binaire Λ de taille (Neq(n, s) −
rang(Q))×Neq(n, s) de rang plein telle que ΛQ = 0.
3.c Multiplier le système par Λ, afin de trouver un système de la




Figure 7.7 – Système linéaire faisant intervenir uniquement les variables
linéaires.
3.d Si rangΛB = n, alors le système peut être inversé pour retrouver
la graine.
L’amélioration précédente consiste à utiliser suffisamment d’équations qua-
dratiques linéairement dépendantes (en les monômes de degré 2), pour retrouver
des équations uniquement linéaires, ce qui nous permet d’améliorer sensiblement
l’attaque par linéarisation ainsi que de résoudre quand même le système même si
Nvar(n) ≥ Neq(n, s).
La complexité de cet algorithme est polynomiale, plus précisément elle est de
l’ordre de O(n2×ω) où ω est l’exposant de la complexité de l’inversion matricielle.
En effet, nous avons un système dont le nombre d’équations est de l’ordre de n2,
étant donné que s < 1.5. Réécrire le système, calculer les rangs et dériver la base
du noyau sont des opérations dont la complexité est bornée par la complexité de
l’inversion d’un système, ce qui nous donne une complexité inférieure à O(n2ω).
Si rang(Q|B) = Nvar(n), alors le système est de taille n2, ce qui nous donne la
même complexité. Si on est dans le second cas, alors le système est de taille n, la
complexité de l’inversion est alors de O(nω).
7.4.4 Vérification expérimentale
Cette attaque a été vérifiée expérimentalement avec Magma, où il est apparu
que dès que Neq(n, s)−Nvar(n) ' n, alors rang(ΛB) = n. Nous avons pu alors
extrapoler la faisabilité de l’attaque pour de plus grandes tailles de graines,
182
7.5. Comparaison des deux attaques












Limite conjecturée pour 50% de succès
Limite expérimentale pour 50% de succès
Figure 7.8 – Sécurité du PRG de Goldreich au regard de l’attaque par
linéarisation. La zone au-dessus de la courbe correspond à un choix de pa-
ramètres pour lesquels notre attaque a une probabilité de succès plus grande que
1
2 .
jusqu’à n = 214, où nous vérifions la fréquence des instances qui vérifient
Neq(n, s)−Nvar(n) ≥ n. Nous décrivons alors s50% comme l’expansion au-dessus
de laquelle la probabilité que l’attaque fonctionne est plus grande que 12 .
Les résultats sont donnés à la figure 7.8 6 où, au-dessus de la courbe, la probabi-
lité de succès est supérieure à 50%. Au regard du faible nombre d’expérimentations
qui ont été menées, il ne faut pas prendre cette courbe comme une vérité absolue,
mais ces résultats mettent en évidence la fragilité de certains de certains choix
des m d-uplets, pour lesquels il existe une attaque algébrique non-triviale en
combinant les équations quadratiques.
7.5 Comparaison des deux attaques
Pour les tailles de graine pratiques que l’on considère, l’attaque sous-exponen-
tielle est plus performante. Principalement, cette deuxième attaque a une proba-
bilité d’échec qui peut devenir grande lorsque l’expansion est proche de 1, mais
6. Étant donné que l’attaque doit être menée à chaque fois pour déterminer sa faisabilité,
nous n’avons pas pu réalisé autant de tests que pour l’attaque de type “supposer et déterminer”,
le nombre de tests est de l’ordre de 10 à chaque fois.
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elle est moins coûteuse, alors que l’attaque de type “supposer et déterminer”
fonctionne tout le temps, mais comme elle est sous-exponentielle, elle devient
impraticable quand les tailles des graines deviennent trop grandes.
Afin de pouvoir comparer les deux approches, nous avons extrapolé la courbe
décrite à la figure 7.8 sur de plus grandes tailles de graines. La comparaison des
deux attaques est décrite à la figure 7.9.
Le PRG de Goldreich instancié avec le prédicat P5 était considéré sûr, tant
que l’expansion vaut 1.5 − ε, pour une constante arbitraire ε non nulle. Nous
réfutons donc ceci, puisque comme le montre notre analyse, il est nécessaire
de prendre des graines de grande taille afin d’assurer une sécurité raisonnable.
Typiquement, pour une expansion de 1.4, une graine de taille inférieure à 5120
bits ne peut pas assurer une sécurité de 80 bits. Même pour une expansion proche
de 1, par exemple 1.1, la taille de la graine doit être plus grande que 512 bits,
pour assurer une sécurité de 80 bits au regard de notre attaque.




















Figure 7.9 – Expansion maximale s pouvant être utilisée en fonction de la
taille de la graine, assurant une sécurité de 80 bits, au regard des deux attaques
décrites : l’attaque de type “supposer et déterminer” de la section 7.3 et l’attaque
par linéarisation d’un système de degré 2 décrite à la section 7.4. La zone grise
au-dessus des deux courbes correspond à un choix de paramètres ayant un niveau
de sécurité inférieur à 80 bits.
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7.6 Attaques sur la construction générique
Dans cette section, nous nous intéressons à généraliser les deux attaques
précédentes. Alors qu’il est assez difficile de comprendre les dépendances entre les
équations utilisées dans l’attaque par linéarisation, il est une notion qui n’a pas été
utilisée précédemment et qui est cependant fondamentale pour évaluer la sécurité
des constructions : la dimension de l’espace des annulateurs de prédicat. Nous
verrons en quoi cette valeur permet d’affiner la borne donnée par Applebaum et
Lovett dans [AL16] (AI(P ) > s).
Pour l’attaque décrite à la section 7.3, la technique se généralise facilement à
tout prédicat utilisé dans une construction à la Goldreich, ce qui nous permet de
décrire un algorithme générique de type “supposer et déterminer” qui fonctionne
sur toute instance du PRG de Goldreich et qui est meilleure que l’algorithme
générique décrit en [BQ09] dont la complexité est de l’ordre de
2O(n
1−(s−1)/2d) ,
où d est la localité du prédicat. Nous appliquerons une variante de cette
généralisation aux prédicats du type XOR`MAJk, considérés comme une ins-
tance prometteuse du PRG de Goldreich. Cette technique peut aussi être vue
comme une “attaque hybride” définie dans la thèse de Luk Bettale [Bet11].
7.6.1 Généralisation de la technique de type “supposer et
déterminer”
Comme les prédicats doivent avoir une résilience d’au moins 3 et que la manière
classique de construire des fonctions résilientes est d’ajouter des variables linéaires
indépendantes des autres, il est tout naturel de considérer les prédicats de type
XOR`MAJk.
7.6.1.1 Le principe
Soit n la taille de la graine utilisée dans le PRG, d’expansion s et de localité
d. Alors l’idée est de fixer la valeur de r bits, de telle sorte que suffisamment
d’équations soient de petit degré, pour pouvoir résoudre le système correspondant.
Nous faisons alors en sorte de fixer k− 1 variables parmi les k variables pris dans
la partie non-linéaire du prédicat de type XOR`Mk, afin de trouver une équation
linéaire. En effet, une fonction à une seule variable est toujours affine. Dans ces
conditions, notre attaque fonctionne de la même manière que sur le prédicat P5.
Étape 1 Fixer r variables de la graine, notées xi1 , . . . , xir , telles qu’au moins n
équations soient linéaires, i.e. telles que, pour chacune de ces n équations,
k − 1 variables soient fixées dans la partie non-linéaire du prédicat.
Étape 2 Pour les 2r valeurs possibles de ces variables, déterminer l’ensemble
des équations linéaires. Résoudre le système et ajouter la solution s’il n’y a
pas de contradiction.
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7.6.1.2 Complexité
Nous répétons la résolution d’un système linéaire exactement 2r fois, ce qui
nous donne une complexité de l’ordre de
O (2r × nω) ,
où ω est l’exposant défini par l’algorithme de résolution du système utilisé.
Nous devons donc évaluer la valeur du nombre r de bits sur lesquels nous
devons faire une recherche exhaustive. Tout d’abord, nous approximons le nombre
d’équations linéaires que l’on obtient. À r fixé, la probabilité qu’au moins k − 1









) + (rk)(n−r0 )(n
k
) .
En effet, il y a deux cas favorables : ou exactement 1 position parmi les k n’est
pas dans {xi1 , . . . , xir}, ou bien toutes les k positions intervenant dans M sont
fixées, ce qui donne la valeur ci-dessus.
En multipliant cette probabilité par le nombre d’équations, c’est-à-dire ns,
on obtient le nombre moyen d’équations linéaires que l’on a en fixant r bits. En
supposant que très peu d’équations sont linéairement dépendantes, dès que ce
nombre est plus grand que n, on obtient un système d’équations linéaires avec
suffisamment d’équations, que l’on peut résoudre ce qui permet de décider si
l’hypothèse est bonne ou pas.
En prenant r ' n
k−s














' nk. Donc, le nombre d’équations que l’on obtient























Comme k − 1 est toujours strictement plus petit que la localité d, par définition,
il est important de remarquer que notre algorithme en temps sous-exponentiel




L’intérêt de la construction réside dans la petite localité. Or, nous remarquons
ici que la partie non-linéaire du prédicat joue un rôle, tout comme la résilience.
Il convient donc de décrire des prédicats qui sont résilients, mais qui ne sont
pas construits en rajoutant des variables linéaires indépendantes, puisque cela
augmenterait la localité.
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7.6.2 Encore un nouveau critère...
L’algorithme décrit précédemment s’attelle à déterminer des équations linéaires,
or, en y regardant de plus près, on pourrait généraliser cette idée, en gardant des
équations de degré plus grand. En effet, nous sommes largement contraints ici
par le nombre r de bits fixés. Pour diminuer ce nombre, nous pouvons autoriser
un nombre plus petit que k − 1 de bits fixés dans la partie non-linéaire.
Alors qu’Applebaum et Lovett [AL16] n’ont considéré que l’immunité algébrique
et la notion de “degré à r bits fixés”, nous considérons un nouveau critère qui
capte beaucoup mieux la sécurité du PRG au regard de notre attaque.
En fixant un certain nombre de bits dans le prédicat, nous nous intéressons
au plus petit degré que nous pouvons obtenir de cette nouvelle équation. Comme
nous avons déjà vu plusieurs fois qu’une équation peut en cacher une autre, il
apparâıt donc que le critère pertinent ici est la généralisation de l’immunité
algébrique dans le sens suivant, qui généralise la notion de degré à r bits fixés.
Définition 7.8 (Immunité algébrique à r bits fixés). Soit f une fonction
booléenne à n variables. Pour tout 0 ≤ r ≤ n et b = (b1, . . . , br) ∈ {0, 1}r,
I = (i1, . . . , ir) ∈ {1, . . . , n}r tel que i1 < i2 < · · · < ir, on note fb,I la restric-
tion de f où les r variables indexées par I sont fixées à la valeur b. Alors f est
d’immunité algébrique à r bits fixés égale à a si
min(AI(fb,I)|I ∈ [d]r, b ∈ {0, 1}r) = a .
Cette notion est aussi définie dans [MJSC16] comme l’immunité algébrique
récurrente, afin de résister à l’attaque sur FLIP.
Afin de d’étudier cette généralisation, nous devons tout d’abord exhiber une
borne sur ce critère pour les prédicats de type XOR`Mk.
Proposition 7.9. Soit P un prédicat de type XOR`Mk, soit j ≤ k, alors pour
tout ensemble J de j variables pris dans la partie M, zi1 , . . . , zij et tout b ∈ {0, 1}j ,
la fonction booléenne f à d− j variables définie par
f = Pb,J






Démonstration. f est de la forme XOR` + g où g ∈ Bk−j . L’immunité algébrique





. Supposons qu’elle est atteinte pour un
annulateur non-nul h de g. La fonction booléenne h′ à `+ k − j variables définie
par
h′ = (1 + XOR`)h
est donc un annulateur de f . En effet, si XOR`(x) = 1, alors h
′ = 0, sinon, alors
XOR`(x) = 0, et h
′ = h, donc f = g et par définition de h, on a h′f = hg = 0. De
plus, h′ est une fonction non-nulle car h′ est construite en multipliant h par une
fonction impliquant des variables indépendantes, et la fonction (1 + XOR`) est
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et que (1 + XOR`) est de degré 1, h






+ 1. Si l’immunité algébrique de g est atteinte pour un
annulateur de (g + 1), on obtient le résultat par un raisonnement similaire.
En utilisant la proposition 7.9, nous sommes capables de décrire la généralisa-
tion de notre attaque de type “supposer et déterminer”. Le principe est exacte-






+ 1 que nous pouvons obtenir, lorsque j variables sont fixées
dans la partie non-linéaire du prédicat. Pour approximer le nombre d’équations
d’un tel degré que nous pouvons récupérer, nous devons tout d’abord estimer la
probabilité que j variables soient fixées dans la partie non-linéaire, sachant que r
variables de la graine sont fixées.








La probabilité qu’au moins j variables soient fixées dans la partie non-linéaire













En multipliant cette probabilité par le nombre de bits de sortie du PRG, c’est-à-






Toujours en supposant qu’une fraction négligeable d’équations est linéairement
dépendante des autres, nous voulons que ce nombre moyen d’équations soit













Comme k est une constante et que nous voulons évaluer la complexité asympto-
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ce qui nous permet de résoudre le système correspondant en linéarisant les








où r ' n
1+j−s+d(k−j)/2e
j .
La description de cet algorithme est relativement compliquée, mais elle permet
de capter quelque chose de plus que le précédent. Si le but est de construire un
PRG dont la sortie est largement plus grande que la taille de l’entrée, alors il
est possible que cette dernière attaque soit plus adaptée que la première, car
elle permet de réduire le nombre de suppositions (r), en acceptant des équations
de plus haut degré (et en augmentant la complexité de résolution de chaque
système). Naturellement, pour le cas du prédicat P5 avec s = 1.5, il n’est d’aucune
utilité d’utiliser cet algorithme, mais il doit être pris en compte dans l’utilisation
d’autres instanciations dont l’objectif serait d’augmenter l’expansion.
7.6.3 Application au prédicat XOR`MAJk
Dans l’algorithme précédent, nous considérons que la valeur des bits fixés
n’a pas d’influence, ce qui ne correspond pas exactement à la notion d’immunité
algébrique à r bits fixés. Afin de montrer en quoi ce critère est bien le critère
pertinent, nous appliquons une variante sur les prédicats de type XOR`MAJk,
définis comme la somme directe d’une fonction linéaire à ` variables et de la
fonction majorité sur k variables. La localité est ici égale à `+ k.
L’exemple que nous allons étudier est assez révélateur de la pertinence du
critère d’immunité algébrique à r-bits fixés : il met en évidence que toutes les
valeurs prises des bits fixés ne sont pas équivalentes. Ainsi, au lieu de fixer la
position de certains bits et de parcourir l’ensemble des valeurs possibles, nous
appliquons exactement la même technique que dans l’attaque sur FLIP [DLR16]
(chapitre 5) : nous fixons la valeur des bits, mais nous parcourons plusieurs
positions, jusqu’à tomber sur une supposition correcte.
Nous considérons un prédicat de la forme XOR`MAJk. Alors notre algorithme
retrouve la graine utilisée dans un PRG instancié avec ce prédicat avec une
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7.6.3.1 Observations
La fonction majorité est connue pour atteindre la valeur maximale de l’immu-
nité algébrique classique. Dans ces conditions, toutes les valeurs de bits fixés en
entrées ne sont pas équivalentes. Les deux exemples flagrants sont les suivants :
— Si l’on fixe un quart des bits à 0 et un quart des bits en entrée à 1 de la
fonction majorité, alors la fonction qui en découle, est la fonction majorité,
qui prend un entrée la moitié des bits, et donc elle atteint la borne supérieure
de l’immunité algébrique.
— Si en revanche on fixe la moitié des bits à 0 ou la moitié des bits à 1, alors
par définition la fonction qui en découle est une fonction constante et le
prédicat XOR`MAJk devient linéaire.
7.6.3.2 L’algorithme
Au regard de ces observations, il convient donc de supposer qu’un certain
nombre de bits est à 1 (respectivement à 0), de manière à ce que suffisamment
d’équations deviennent linéaires.
Étape 1 Choisir r variables.
Étape 2 Supposer que ces bits sont tous égaux à 0 ou tous égaux à 1.
Étape 3 Résoudre le système linéaire correspondant, s’il y a contradiction,
retourner à l’étape 1, sinon renvoyer la solution.
7.6.3.3 Complexité
L’analyse de complexité est similaire à tout ce qui a été fait jusqu’à maintenant.






+ 1, pour être sûr que dès que j variables sont fixées à 0 ou à 1, une
équation linéaire en découle. Dans ces conditions, la probabilité de retrouver une













En multipliant cette probabilité par le nombre de bits de sortie du PRG, c’est-
à-dire ns, nous obtenons le nombre moyen d’équations linéaires. Toujours en
supposant qu’une fraction négligeable d’équations est linéairement dépendante
des autres, nous voulons que ce nombre moyen d’équations soit supérieur à n,
pour pouvoir inverser le système. Comme k est une constante et que nous voulons























































puisque nous avons une probabilité de 2−r d’avoir réalisé une bonne supposition,
nous devons répéter la première étape en moyenne 2r fois, où r ' n1−
s−1
dk/2e+1 .
La complexité de notre algorithme est aussi bonne pour une raison assez
particulière : nous profitons ici de la symétrie des valeurs que l’on considère.
Pour certains prédicats où la valeur des bits qui engendre des équations linéaires
n’a pas autant de symétrie que “tout le monde à 0” ou “tout le monde à 1”, la
probabilité d’obtenir une équation linéaire pourrait drastiquement chuter.
7.6.4 Sur la dimension de l’espace des annulateurs
Dans [AL16], Applebaum et Lovett ont montré que s doit être strictement
plus petit que l’immunité algébrique (ce qui est en fait relativement évident
au vu de tout ce que l’on a fait ici). En cryptographie symétrique, l’immunité
algébrique est le critère pertinent à prendre en compte, et la dimension de l’espace
des annulateurs est utilisée uniquement pour diminuer la quantité de données
nécessaire à l’attaque. Cependant, la complexité en données n’est souvent pas une
limitation pour l’attaquant.e dans les attaques algébriques. A priori, la quantité
de données nécessaire dans une attaque algébrique est de l’ordre de O(nd) où d
est le degré des équations que l’on considère, alors que le coût de la résolution
du système est de l’ordre de O(nωd).
Or, comme nous l’avons déjà dit, le contexte du PRG de Goldreich est
fondamentalement différent, puisque la difficulté d’inversion du système réside
uniquement dans le trop petit nombre d’équations disponibles. Ainsi, la dimension
de l’espace des annulateurs joue ici un rôle extrêmement important, puisqu’il
définit exactement le nombre d’équations indépendantes d’un certain degré
pouvant être obtenues à partir d’une seule équation. Certains résultats sur la
dimension de cet espace peuvent être trouvés dans [Car06].
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7.6.4.1 Observation
Prenons par exemple l’équation suivante :
x1 + x2x3x4x5 = 0 . (7.17)
Alors, nous pouvons dériver de l’équation (7.17) l’équation suivante :
x1(1 + x2) = 0 .
En effet, on a 1 + x1 + x2x3x4x5 = 1. Comme x1 annule (1 + x1) et que (1 + x2)
est un annulateur de (x2x3x4x5), (x1)(1+x2)(1+x1 +x2x3x4x5) = 0. Comme on
sait que le terme de droite est égal à 1, on peut dériver l’équation x1(1 + x2) = 0.
De plus, comme x2, x3, x4 et x5 jouent un rôle symétrique, cela signifie que
l’équation (7.17) implique exactement 4 autres équations de degré 2, qui sont
linéairement indépendantes.
Finalement, une équation peut en cacher d’autres ! Ce phénomène capte
le fait que l’on peut avoir moins d’équations que de variables, mais pourtant
plus d’information qu’on ne le crôıt. Ces équations engendrées ici correspondent
aux équations engendrées avec la première méthode dans notre attaque par
linéarisation d’ordre 2.
7.6.4.2 Amélioration du théorème d’Applebaum et Lovett
Nous reprenons un PRG qui suit la construction de Goldreich, de localité
d, de prédicat P et d’expansion s. De plus, nous notons N0a la dimension de
l’espace des annulateurs du prédicat P de degré au plus a, et N1a la dimension de
l’espace des annulateurs de P +1 de degré au plus a. Par définition de l’immunité
algébrique, on a ∀a < e,N1a = N0a = 0.
Ainsi, plutôt que de dire simplement que s doit être strictement plus petit
que e, nous pouvons donner le théorème suivant.
Théorème 7.10. Soit un PRG qui suit la construction de Goldreich, de prédicat




a ), pour a ≥ e. Alors si
s ≥ a− log(Na)
log(n)
,
alors, en considérant que les équations sont majoritairement indépendantes, il
existe un algorithme en temps polynomial qui trouve une pré-image x pour un
sortie y ∈ {0, 1}ns (ou qui certifie qu’il n’existe pas de pré-image).
Démonstration. Soit a ≥ e. Pour chaque bit de sortie yi, l’attaquant.e peut
dériver N1a ou N
0
a équations linéairement indépendantes entre elles, de degré
au plus a. On note c0 le nombre de 0 et c1 le nombre de 1 dans la sortie





les sous-ensembles utilisés dans la construction sont choisis aléatoirement de
manière uniforme, nous pouvons faire l’hypothèse que le système correspondant
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possède très peu d’équations linéairement dépendantes. Nous reviendrons sur
cette hypothèse à la section qui va suivre. Quand ce nombre d’équations est plus








alors nous obtenons un système d’équations que nous pouvons résoudre par
linéarisation, pour une complexité de O(naω).
Afin de relier ce nombre à s, comme c0 + c1 = n





La condition est vérifiée quand
s log(n) + log(Na) ≥ a log(n) .
En considérant les prédicats du type XOR`Mk, nous avons toujours égalité
entre N0a et N
1
a , dès que ` > 0.
Proposition 7.11. Soit P un prédicat de type XOR`Mk avec ` > 0, alors
∀a,N0a = N1a = Na .
Démonstration. Pour un prédicat de ce type, on a P (x1 + 1, x2, . . . , xd) = 1 +
P (x1, x2, . . . , xd). Soit f un annulateur non-nul de P , alors on a
f(x1 + 1, x2, . . . , xd)(P + 1) = f(x1 + 1, x2, . . . , xd)P (x1 + 1, x2, . . . , xd) = 0 .
En d’autres termes, si f(x1, x2, . . . , xd) est un annulateur de P , alors f
′ =
f(x1 + 1, x2, . . . , xd) est un annulateur de P + 1.
De plus, si l’on note A0 l’espace des annulateurs de P et A1 l’espace des
annulateurs de P + 1, alors nécessairement A0 ∩ A1 = {0} : si f annule P et
P + 1, alors f annule P + P + 1 = 1 et est donc nécessairement nulle.
Finalement, la transformation qui envoie x1 sur x1 + 1 et qui laisse inchangée
les autres variables est linéaire et bijective, elle préserve donc le degré, et cela
implique directement que N0a = N
1
a pour tout a.
En combinant la proposition 7.11 avec le théorème 7.10, et en prenant a = e,
on obtient le corollaire suivant qui améliore le théorème d’Applebaum et Lovett
pour les prédicats de type XOR`Mk.
Corollaire 7.12. Soit P un prédicat de type XOR`Mk avec ` > 0 et soit e l’im-
munité algébrique de P et Ne la dimension de l’espace vectoriel des annulateurs
de degré e, alors si
s ≥ e− log(Ne)
log(n)
,
alors il existe un algorithme en temps polynomial qui trouve une pré-image pour
une sortie donnée ou réfute celle-ci comme sortie valide du PRG.
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7.6.5 Sur les équations linéairement indépendantes
Dans cette dernière partie, nous avons dû faire l’hypothèse que le système
d’équations que l’on obtient par nos différentes techniques (“supposer et déterminer”
ou grâce à l’immunité algébrique) ne possède que peu d’équations linéairement
dépendantes. Le “peu” peut être simplement une proportion constante des
équations : si la moitié des équations sont linéairement dépendantes des autres,
alors nous devons diviser par deux le nombre d’équations, or comme on s’intéresse
dans cette dernière partie à la complexité asymptotique de nos algorithmes, ce
facteur 2 intervient seulement comme une constante et ne change pas l’ordre de
grandeur.
Dans la pratique, comme nous l’avons vérifié expérimentalement pour le
prédicat P5, cette hypothèse est vérifiée. Elle est cependant à prendre avec des
pincettes : étant donnée la très faible localité des prédicats utilisés dans les
constructions, nous ne pouvons clairement pas considérer que ces équations se
comportent de manière aléatoire.
D’un autre côté, comme nous l’avons vu dans l’attaque par linéarisation
d’ordre 2, les équations linéairement indépendantes ne sont pas nécessairement à
éliminer et peuvent servir. Intuitivement, si beaucoup d’équations sont linéairement
dépendantes, on peut s’attendre à avoir un distingueur assez fort sur la sortie du
PRG.
Dans le cas où l’on n’utilise pas d’annulateur mais où l’on utilise directement
les équations en tant que telles, il est clair qu’à chaque équation dépendante
des autres, on rajoute de la redondance. Plus précisément, à chaque équation
linéairement dépendante, on a une probabilité de 12 de réfuter l’hypothèse
considérée. Ainsi, les dépendances entre équations ne remettent pas a priori en
cause la faisabilité de notre attaque.
Dans le cas où l’on utilise des annulateurs, que ce soit avec des suppositions
ou pas, le distingueur associé aux redondances des équations est potentiellement
moins puissant. Dans un second travail, il serait intéressant de regarder ce
que signifie “avoir des redondances sur des équations obtenues en utilisant les
annulateurs”.
7.7 Conclusion et perspectives
Finalement, nous avons appliqué des techniques provenant de la cryptogra-
phie symétrique sur le PRG de Goldreich, ce qui nous a permis d’améliorer
considérablement la complexité des attaques connues. En regardant dans les
détails, nous avons clairement montré que des algorithmes sous-exponentiels
peuvent être bien meilleurs que des algorithmes polynomiaux même pour des
tailles de graines qui peuvent être bien plus grandes que ce que l’on utilise en
pratique.
Pour poursuivre ce travail, il faudrait tout d’abord précisément étudier
l’implication des dépendances entre les équations que l’on obtient. Je suis persuadé
que ces dépendances ne peuvent être qu’un bonus pour l’attaquant.e.
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Pour généraliser l’attaque par linéarisation d’ordre 2 et être encore plus précis,
il faudrait aussi prendre en compte les dépendances entre les différentes équations
non-linéaires. Or, étudier ces dépendances ne peut se faire qu’une fois le prédicat
choisi, puisque cela nécessite une étude approfondie de la structure du système
considéré. Il convient donc, plutôt que d’assurer que le système est sûr tant que
le prédicat choisi est “suffisamment bon”, de fixer une famille de prédicats, afin
de pouvoir étudier correctement leur sécurité.
Ensuite, la borne donnée sur l’immunité algébrique à r bits fixée est relati-
vement triviale, et n’est probablement pas atteignable. De plus, comme nous
l’avons dit à la fin de l’attaque sous-exponentielle sur le prédicat XOR`MAJk,
nous profitons d’une symétrie sur la valeur des bits que l’on fixe qui engendre
une fonction linéaire. Le critère d’immunité algébrique à r bits fixés est donc à
considérer avec prudence, car sans symétrie dans la valeur des bits considérés
fixés, l’attaquant.e doit aussi exploiter une certaine régularité des m d-uplets
choisis. L’étude de la sécurité concrète dans ce sens semble ardue et dépend encore
une fois du prédicat choisi, qu’il convient d’étudier de manière approfondie.
Une autre question apparâıt et semble relativement complexe : nous n’avons
pour l’instant pas mélangé les deux techniques d’attaque. Ainsi comment se
comporterait un algorithme hybride sur ce système, c’est-à-dire où l’on engen-
drerait plus d’équations, tout en faisant des hypothèses sur certaines variables ?
En continuant sur cette idée, il n’est pas non plus très clair que les instances qui
résistent à la première attaque sont aussi les instances qui résistent à la seconde.
De même, est-ce que ces instances résistantes correspondent à des graphes suffi-
samment expansifs déduits des différentes variables choisies. En d’autre termes,
il faudrait déterminer si les différentes attaques existantes exploitent les mêmes
propriétés des m d-uplets choisis.
Pour conclure, la définition des “bons prédicats” pour la construction du
PRG de Goldreich reste à trouver ; et la seule manière de savoir si des prédicats
sont “bons” reste d’en proposer de concrets et de les analyser correctement.
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Dans ce chapitre, nous analysons la sécurité de l’algorithme de chiffrement
authentifié Ketje [BDP+16], soumis à la compétition internationale CAESAR 1
et conçu par G. Bertoni, J. Daemen, M. Peeters, G. Van Assche et R. Van Keer.
Ce travail a été réalisé dans le cadre du projet collaboratif BRUTUS 2, avec
Maŕıa Naya Plasencia et Thomas Fuhr et a été publié dans le journal IACR
Transactions on Symmetric Cryptology en 2018 [FNR18]. Notre cryptanalyse
est une attaque de type diviser pour mieux régner qui permet de retrouver
l’état interne plus rapidement que la recherche exhaustive sur la variante Ketje
Jr, adaptée à la cryptographie légère, où le paramètre du ratio est augmenté.
Nos résultats ne remettent pas en cause la sécurité du chiffrement Ketje, mais
doivent être pris en considération pour de futures modifications potentielles
visant à améliorer les performances de l’algorithme.
8.1 Les fonctions éponges et le chiffrement au-
thentifié
8.1.1 Les fonctions éponges
La construction en éponge est une construction générique proposée par G.
Bertoni, J. Daemen, M. Peeters et G. Van Assche [BDPA07] qui peut être
utilisée dans diverses primitives : fonctions de hachage, chiffrements à flot...
Cette construction prend en entrée une châıne de bits de longueur arbitraire et
retourne une châıne de taille spécifiée par l’utilisateur. Dans le cas des fonctions
de hachage, la taille de la sortie est fixée. La construction éponge opère sur un
état interne mis à jour de manière itérative par une permutation et l’insertion de
bits de l’entrée considérée.
En 2008, les concepteurs de la construction éponge ont prouvé la sécurité de
1. https://competitions.cr.yp.to/caesar.html
2. Agence Nationale de la Recherche, contrat ANR-14-CE28-0015
197
Chapitre 8. Cryptanalyse de Ketje
cette construction générique, i.e. en supposant que la permutation interne est
une permutation aléatoire [BDPV08]. L’exemple le plus connu de l’utilisation
de cette construction est la fonction de hachage Keccak [BDPA13] conçue par
les mêmes auteurs, vainqueure de la compétition du NIST et qui correspond
désormais au standard SHA-3.
8.1.1.1 La construction éponge
Le but de cette construction est de définir une fonction F dont l’entrée est
de taille arbitraire et dont la taille de la sortie peut aussi être arbitraire, à partir
d’une permutation p qui opère elle sur une entrée de taille fixe, égale à b bits.
Dans cette construction, la taille de l’état interne sur lequel opère p, égale à
b, est appelée la largeur. Elle est décomposée en deux quantités : b = r + c où r
est appelé le ratio et c est appelée la capacité.
Dans un premier temps, la châıne de bits que l’on souhaite traiter est rem-
bourrée selon une certaine règle réversible 3 afin d’atteindre une taille multiple de
r bits. Alors les b bits de l’état sont initialisés à la valeur nulle et la construction
consiste en deux étapes comme le décrit la figure 8.1 :
— Phase d’absorption : durant cette première étape, chaque bloc de
données de taille r est ajouté par XOR aux r premiers bits de l’état
interne, où ces insertions sont entrelacées avec l’application de la transfor-
mation bijective p. Cette phase se termine lorsque toute l’information en
entrée a été traitée de cette façon.
— Phase d’essorage : durant cette deuxième étape, les r premiers bits de
l’état sont renvoyés comme des blocs de sortie, et ces extractions sont
entrelacées avec l’application de la transformation bijective p. Le nombre
de blocs de sortie peut alors être choisi par l’utilisateur.
La capacité est le paramètre important car il définit le niveau de sécurité :
il existe notamment des attaques génériques sur cette construction en 2c/2 où
c désigne la capacité. Le choix du ratio, pour une capacité donnée, relève d’un
compromis entre le coût d’implémentation de p et le nombre d’itérations.
8.1.1.2 Utilisation de la construction éponge
Comme l’information en entrée et en sortie de la construction en éponge peut
être de longueur arbitraire, la construction éponge permet de construire plusieurs
types de primitives cryptographiques telles que des fonctions de hachage, des
chiffrements à flot, ou des codes d’authentification de message (MAC 4). Selon
l’utilisation, le type de données à traiter change, comme cela est décrit à la
table 8.1 suivante.
Dans certains cas, la taille de l’entrée est petite (par exemple une clef secrète),
alors que la taille de la sortie est grande (chiffrements à flot) ; dans d’autres cas,
c’est l’inverse qui se produit (fonctions de hachage).
3. Padding
4. Message Authentication Code, permet d’assurer l’intégrité des messages
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· · ·Sortie· · ·Entrée
Absorption Essorage
Figure 8.1 – La construction éponge.
Application Valeur en entrée
Fonction de hachage M
MAC K||IV ||M
Chiffrement à flot K||IV
Table 8.1 – Utilisations de la construction éponge.
8.1.1.3 La construction duplex
Dans ces conditions, il peut être utile d’utiliser la construction duplex, qui
est une variante de la construction en éponge et dont la sécurité a été prouvée
équivalente [BDPV12]. La construction duplex permet d’alterner des blocs en
entrée et en sortie comme décrit à la figure 8.2, ce qui permet d’implémenter de
manière efficace des modes de chiffrement authentifié en utilisant seulement un
appel à p par bloc généré en sortie.
L’algorithme de chiffrement authentifié Ketje que nous détaillerons dans la
section 8.2 suit de très près cette construction duplex.
8.1.2 Le chiffrement authentifié et la compétition CAE-
SAR
Le chiffrement authentifié (AE 5) et le chiffrement authentifié avec données
associées (AEAD 6) sont des chiffrements qui permettent d’assurer à la fois la
confidentialité et l’authenticité des messages, en n’utilisant qu’une seule primitive
5. Authenticated Encryption
6. Authenticated encryption with Associated Data
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σ0 σ1 σ2Z0 Z1 Z1
Figure 8.2 – La construction duplex : les σi sont les entrées après padding et
la sortie est donnée par les Zi.
cryptographique. Par exemple, AES-GCM est largement utilisé, mais sa sécurité est
souvent discutée, notamment dans un scénario où le nonce est utilisé plusieurs
fois.
C’est une des raisons pour lesquelles l’intérêt du chiffrement authentifié a
grandi dans la communauté cryptographique ces dernières années, avec pour
conséquence la tenue de la compétition CAESAR 7, annoncée en 2013. Cette
année 2018 est la dernière année de cette compétition, car elle devrait être celle
de l’annonce des vainqueurs, ce qui permettrait d’avoir un porte-feuille de bons
algorithmes de chiffrement authentifié.
Dans le chiffrement authentifié, le nonce est une valeur publique, qui ne doit
pas être utilisée plusieurs fois avec la même clef secrète. Cependant, pour se
prémunir d’une mauvaise utilisation, il y a quand même un intérêt à concevoir
des algorithmes dont la sécurité ne s’écroule pas complètement lorsque le nonce
est répété. En plus du texte chiffré, un algorithme de chiffrement authentifié
produit une marque (tag) qui est une suite de bits concaténée au texte chiffré
qui assure que le message n’a pas été modifié.
Parfois, l’utilisateur peut souhaiter authentifier certaines données sans pour
autant chiffrer celles-ci, ce qui justifie l’utilisation du chiffrement authentifié avec
données associées.
Il existe plusieurs constructions de chiffrement authentifié sur lesquelles nous
ne nous attarderons pas ici. Les candidats CAESAR retenus pour la phase finale
de la compétition sont séparés en trois catégories :
1 Chiffrements à bas coût, pour des applications matérielles contraintes :
ACORN [Wu17] et Ascon [DEMS17]
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3 Chiffrements assurant une grande sécurité, même dans un scénario où
le nonce est réutilisé : COLM [ABD+17], AES-COPA [ABD+16a], ELmD
[ABD+16b] et Deoxys-II [JNPS17]
8.2 Description de Ketje Jr
Ketje [BDP+16] est une famille d’algorithmes de chiffrement authentifié
qui a été soumise à la compétition CAESAR, et qui était encore en lice lors
du troisième tour de la compétition mais n’a pas été retenue dans les finalistes.
Ketje réutilise les composants de Keccak [BDPA13], la fonction de hachage
gagnante de la compétition SHA-3. Ketje Jr et Ketje Sr sont deux algorithmes
AEAD à bas coût dérivés de la famille Ketje. Ces algorithmes sont basés sur
la construction MonkeyWrap [BDPA12], extrêmement proche de la construction
duplex. Dans cette section, nous détaillons les caractéristiques de Ketje Jr,
algorithme de chiffrement sur lequel nous avons proposé une cryptanalyse de
type diviser pour mieux régner.
8.2.1 Le mode d’opération MonkeyWrap
Le mode d’opération MonkeyWrap [BDPA12] est un mode d’opération adapté
au chiffrement authentifié et est similaire à la construction duplex décrite
précédemment. Ce mode permet de traiter des suites de message clair, ainsi que
les données associées. Comme ce n’est pas utile pour notre cryptanalyse, nous
considérons le mode sans données associées. Le traitement du message clair M
est le suivant.
Initialisation. Un état interne de taille b est noté A, et est initialisé avec la
clef secrète K, de taille k bits 8, ainsi qu’un nonce N . L’état interne A est divisé
en deux parties Ar||Ac de tailles respectives r et c correspondant respectivement
au ratio et à la capacité de la construction vue précédemment. Plus précisément,
la valeur initiale de A est
enc(k/8)||K||padK ||N ||pad
où enc(k/8) est un encodage de l’entier k/8, et où padK et pad sont des constantes
de rembourrage fixées. Ensuite, la permutation Keccak-p que nous définirons
plus tard est appliquée 12 fois, afin de “mélanger” la clef avec les valeurs publiques.
Les encodages utilisés ainsi que les manières de rembourrer l’état ne sont
pas nécessaires à la compréhension ni à la faisabilité de l’attaque, car nous ne
cryptanalysons pas la phase d’initialisation.
Traitement du texte clair. Le texte clair est rembourré et divisé en blocs de
r bits que l’on note M0, . . . ,M`−1, qui sont traités de manière relativement simple.
8. Les tailles de clef recommandées par les auteurs se situent entre 96 bits et 182 bits.
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Figure 8.3 – Traitement du texte clair de Ketje.
Le i-ème bloc de chiffré est obtenu en suivant le principe des chiffrements à flot :
Ci = Mi + Ar et l’état interne A devient Ci||Ac. Finalement, la permutation
Keccak-p est appliquée, comme décrit à la figure 8.3.
Extraction de la marque. L’étape finale consiste à extraire la marque. Une
fois que la totalité du texte clair est traitée, 6 tours de la permutation Keccak-p
sont appliqués à l’état interne, puis la marque est calculée comme une suite de
blocs de r bits, qui sont définis par la partie Ar de l’état, lui-même mis à jour
par l’application de Keccak-p entre chaque extraction de r bits.
8.2.2 L’état interne de Ketje Jr
Comme nous montons une attaque sur Ketje Jr, nous pouvons décrire
celui-ci avec ses paramètres concrets. L’état interne de Ketje Jr est de taille
200 bits, et est vu comme un tableau à trois dimensions d’éléments de F2, de
taille 5× 5× 8. Dans toute la suite, nous utiliserons le vocabulaire suivant :
— Ax,y,z désigne le bit à la position (x, y, z) ;
— une ligne (row) est un ensemble de 5 bits où y et z sont constants (A∗,y,z) ;
— une colonne (column) est un ensemble de 5 bits où x et z sont constants
(Ax,∗,z) ;
— un tube (lane) est un ensemble de 8 bits où x et y sont constants (Ax,y,∗) ;
— un pan (sheet) est un ensemble de 40 bits où x est constant (Ax,∗,∗) ;
— un plan (plane) est un ensemble de 40 bits où y est constant (A∗,y,∗) ;
— une tranche (slice) est un ensemble de 25 bits où z est constant (A∗,∗,z).
Les 200 bits de l’état interne sont numérotés de 0 à 199, en appliquant
l’opération (x, y, z) 7→ 40x+ 8y + z. Dans cette partie de spécification de Ketje,
nous reprenons les notations des auteurs. Chaque tranche est représentée par
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une matrice de taille 5 × 5, où les indices sont notés à partir du centre où
(x, y) = (0, 0), i.e.,
Tz = A∗,∗,z =

(3, 2) (4, 2) (0, 2) (1, 2) (2, 2)
(3, 1) (4, 1) (0, 1) (1, 1) (2, 1)
(3, 0) (4, 0) (0, 0) (1, 0) (2, 0)
(3, 4) (4, 4) (0, 4) (1, 4) (2, 4)
(3, 3) (4, 3) (0, 3) (1, 3) (2, 3)

8.2.3 La permutation Keccak-p
La fonction de mise à jour de l’état interne notée Keccak-p consiste en 5
étapes composées les unes aux autres :
Keccak-p = ι ◦ χ ◦ π ◦ π ◦ ρ ◦ θ .
Nous décrivons chacune de ces opérations indépendamment
8.2.3.1 La fonction θ
La transformation θ est linéaire et décrite à la figure 8.4. Cette opération
Figure 8.4 – Transformation d’un bit par θ.






Ces bits de parité des colonnes seront, pour alléger la lecture, souvent désignés
par l’expression bit de parité car ce sont les seuls qui apparaissent dans ce travail.
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Pour l’application θ, chaque bit Ax,y,z de l’état est alors XORé avec les deux
bits de parité p(A)x−1,z et p(A)x+1,z−1, où les indices sont pris modulo 5 pour
la coordonnée x et 8 pour z. L’application de θ est finalement donnée par la
relation
∀x, y, z, Ax,y,z ← Ax,y,z + p(A)x−1,z + p(A)x+1,z−1 .
8.2.3.2 La fonction ρ
La fonction ρ est aussi une application linéaire, mais qui, elle, apporte de la
diffusion entre les différentes tranches de l’état. L’application consiste en une
rotation circulaire des bits de chaque tube indépendamment et est représentée à
la figure 8.5. La sortie de ρ est donnée par la relation
Figure 8.5 – L’application ρ.
∀x, y, z, Ax,y,z ← Ax,y,z−(t+1)(t+2)/2













ou t = −1 si x = y = 0. Plus précisément, le nombre de positions de chaque tube
est décalé selon les valeurs suivantes.
1 7 3 2 3
7 4 4 4 6
4 3 0 1 6
0 6 2 2 5
5 0 1 5 7

8.2.3.3 La fonction π
L’application π est elle aussi linéaire et permet de “mélanger” les positions
entre les tubes. Elle est appliquée sur chaque tranche indépendamment, de la
manière décrite à la figure 8.6. Concrètement, l’application consiste à envoyer les
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Figure 8.6 – L’application π.













8.2.3.4 La fonction χ
La fonction χ est la seule fonction non-linéaire dans la fonction de tour de
Ketje Jr. Elle consiste en l’application en parallèle de 40 bôıtes-S opérant sur
chaque ligne (5 bits) indépendamment. χ est de degré algébrique 2, comme on
peut le voir dans sa représentation à la figure 8.7. Principalement, chaque bit en
sortie de l’application χ dépend de 3 bits en entrée appartenant à la même ligne,
liés par la relation suivante.
∀x, y, z, Ax,y,z ← Ax,y,z + (Ax+1,y,z + 1)Ax+2,y,z .
8.2.3.5 La fonction ι
ι est l’addition d’une constante de tour. Les constantes de tour sont définies
de la manière suivante :
RCir [0, 0, 2
j − 1] = rc[j + 7ir] pour tout 0 ≤ j ≤ ` ,
où ir désigne le numéro du tour et où ` = 3 dans notre cas
9. Les valeurs rc[t] ∈ F2
sont définies par la sortie d’un registre à décalage à rétroaction linéaire (LFSR)
de longueur 8 et de polynôme de rétroaction x8 + x6 + x5 + x4 + 1.
9. La valeur de ` dépend de la version de Ketje utilisée : la taille de l’état de Ketje vaut
b = 25× 2`, d’autres versions de Ketje étant censées assurer une meilleure sécurité, leur état
peut être plus grand.
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Figure 8.7 – La bôıte-S de Keccak : χ.
8.2.4 Génération de la suite chiffrante
La construction MonkeyWrap avec un ratio r consiste à extraire les r pre-
miers bits de l’état à chaque itération. Comme les bits sont numérotés par leur
coordonnée x, puis y, et enfin z, les bits sont extraits tube par tube. Pour Ketje
v1 [BDP+14], tant que le ratio ne dépasse pas 40 bits, les bits extraits sont
concentrés sur le premier plan (y = 0), où les tubes extraits correspondent à
x = 0, . . . , dr/8e. Si le ratio est égal à 40 bits, alors tout le plan y = 0 est extrait,
et nous montrerons en quoi ceci rend Ketje Jr vulnérable. Pour Ketje Jr, le
ratio ne doit pas dépasser 16 bits.
Cependant, dans la deuxième version de Ketje [BDP+16], les auteurs ont
modifié légèrement la permutation Keccak-p, en prenant une variante de celle-ci
appelée permutation tordue 10. Cette permutation notée Keccak-p? est définie
par la relation suivante.
Keccak-p?[b, nr] = π ◦Keccak-p ◦ π−1 .
En fait, l’application de cette nouvelle permutation est équivalente à appliquer
la précédente (Keccak-p). La seule différence est que le texte clair est ajouté
et la suite chiffrante est produite dans et depuis des tubes différents. La suite
chiffrante est obtenue en extrayant les bits de la diagonale satisfaisant l’équation
x = y pour 0 ≤ x ≤ dr/8e (au lieu du plan y = 0).
La sécurité supposée par les concepteurs de Ketje Jr est supposée être
min(96, k) où k désigne la taille de la clef.
Depuis la compétition SHA-3, la permutation Keccak décrite ci-dessous
a suscité énormément d’intérêt et a été largement étudiée [BCD11, DGPW12,
JN15]. Récemment, des versions réduites de Ketje ont été cryptanalysées avec




8.3. Diviser pour mieux régner sur 3 blocs de sortie
[GLS16]. Cependant, les précédentes cryptanalyses de Ketje attaquent la phase
d’initialisation, alors que nous travaillons sur la génération de la suite chiffrante.
8.3 Diviser pour mieux régner sur 3 blocs de
sortie
L’idée principale de notre cryptanalyse de Ketje consiste à séparer l’état
en deux parties, à construire deux listes couvrant toutes les valeurs possibles de
chaque sous partie indépendamment, puis à fusionner ces deux listes en utilisant
de l’information obtenue par les bits de suite chiffrante, i.e. une partie de l’état
interne à des tours différents. Afin de comprendre plus précisément ce qui se
passe, nous décrivons le principe général de notre attaque dans cette section. Ce
principe ouvre une attaque sur les deux versions de Ketje qui utilise 3 blocs de
sortie consécutifs. Les deux sections suivantes améliorent le principe général de
l’attaque.
La stratégie appliquée est relativement générique, et nous montrons que la
complexité de cet algorithme décrôıt lorsque le ratio augmente 12. La complexité
de cette attaque générique ne remet en aucun cas en cause la sécurité présumée
par les auteurs de Ketje.
Nous utilisons 3 tours consécutifs. Donc, le nombre de bits d’information
auxquels nous avons accès vaut 3 × r, ce qui implique immédiatement que la
complexité d’une attaque par recouvrement de l’état ne peut être en-dessous de
2200−3×r opérations, qui est égal au nombre de solutions possibles étant donné le
nombre de bits d’information auxquels nous avons accès. Ainsi, pour un ratio
de 40 bits, il est impossible d’avoir une attaque dont le nombre d’opérations est
plus petit que 280.
8.3.1 Attaque sur Ketje Jr v1 avec un ratio de 40 bits
Ici, on suppose que le ratio utilisé est égal à 40 bits, et nous travaillons sur
Ketje Jr v1, c’est-à-dire qu’un plan entier (y = 0) est connu par l’attaquant.e
à chaque tour.
8.3.1.1 L’attaque de type “diviser pour mieux régner”
Comme nous l’avons dit précédemment, notre attaque se fonde sur une
technique de type diviser pour mieux régner. Le problème général que nous
cherchons à résoudre peut être formulé de la manière suivante :
Soit deux ensembles U et V, et deux fonctions f : U → Fc2, g : V → Fc2,
ainsi qu’un élément t ∈ Fc2, trouver tous les éléments (u, v) ∈ U × V tels que
f(u) + g(v) = t.
12. Ce qui est logique étant donné que le ratio correspond exactement à la quantité d’infor-
mation à laquelle l’attaquant.e a accès.
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Ce problème générique revient très souvent en cryptographie : par exemple
dans le cadre des attaques de type rencontre au milieu 13 [DSP07, BR11, Sas11],
ou encore des attaques par rebond 14 [LMR+09, KNRS11].
Algorithme générique. De manière générale, nous calculons toutes les valeurs
f(u) pour tout u dans U et enregistrons les valeurs (u, f(u)) dans une table, triée
selon la valeur f(u) + t. Ensuite, nous calculons g(v) pour tout v ∈ V afin de
trouver une correspondance dans la table. Pour tout u qui satisfait f(u)+t = g(v),
(u, v) est une solution du problème.
Analyse de la complexité.
— La complexité en mémoire correspond ici au stockage des valeurs (u, f(u))
pour tout u ∈ U . Il y a donc |U| éléments à stocker, chacun coûtant
log2(|U|2c) = log2(|U|) + c
bits pour représenter ces éléments, ce qui donne une complexité en mémoire
équivalente à |U|(log2(|U|) + c) bits.
— La complexité en temps est, elle, dominée par le calcul de |U| fois la fonction
f , ainsi que |V| fois la fonction g, ainsi que |U| × |V| × 2−c pour décrire
l’ensemble des solutions si le système n’est pas dégénéré 15.
8.3.1.2 “Diviser pour mieux régner” sur Ketje Jr
Comme nous l’avons déjà dit, nous allons appliquer la technique précédente à
trois blocs consécutifs de la suite chiffrante de Ketje Jr, c’est-à-dire deux tours
consécutifs de la fonction Keccak-p.
Notations. On note A0 l’état contenant le premier bloc de bits connus, B0
la valeur de l’état après l’application de θ à l’état A0, et C0 la valeur de l’état
après l’application de π ◦ ρ à l’état B0. Ensuite, χ est appliquée et un nouveau
bloc de 40 bits est extrait (le ratio est pris égal à r = 40). On note similairement
au premier tour les états A1, B1 et C1 les mêmes valeurs de l’état mais prises
un tour plus tard, comme décrit à la figure 8.8. L’état à la fin du deuxième tour
est noté de la même manière A2.
Dans ces conditions, nous pouvons décrire notre attaque. L’idée consiste à
retrouver la valeur de l’état A1 en utilisant la stratégie de type “diviser pour
mieux régner” décrite précédemment et en criblant les listes avec l’information
contenue dans les états A0 et A2. Tout d’abord, nous remarquons qu’il est
possible d’inverser immédiatement χ entre C1 et A2, puisque nous avons accès
13. meet-in-the middle attacks
14. Rebound attacks
15. A priori, c’est censé être le cas pour la majorité des systèmes cryptographiques : la
valeur de t correspond à la valeur de c bits d’information, par lesquels on crible l’ensemble des
possibilités.
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A0 B0 C0 A1 B1 C1 A2






Figure 8.8 – Notations utilisées pour l’attaque sur 2 tours de Ketje Jr.
à un plan entier. Ensuite, nous exprimons C1∗,0,∗ comme une fonction de A
1,
et A0∗,0,∗ comme une fonction de C
0. La clef de notre attaque est la suivante :
comme θ, ρ, π ainsi que leurs inverses sont des permutations linéaires, nous
pouvons diviser les états A1 et C0 en deux parties (Au, Av) (respectivement
(Cu, Cv)).
Plus précisément, on définit Au (respectivement Cu) comme les quatre
premières tranches (z = 0, 1, 2, 3) de A1 (respectivement C1), ainsi que Av
(respectivement Cv) comme les quatre dernières tranches (z = 4, 5, 6, 7) de A1
(respectivement C1). On peut alors exprimer les bits du plan (y = 0) de C1







où f1, f2, g1 et g2 sont des fonctions de F1002 à valeurs dans F
20
2 .
Description de l’attaque. Maintenant nous pouvons décrire le cœur de notre
attaque. On réalise une hypothèse sur la moitié de l’état Au, de taille 100 bits.
Cependant, pour chaque tranche, les 5 bits à la position y = 0 sont déjà connus,
ce qui nous laisse 20 bits inconnus par tranche, impliquant un total de 80 bits
sur lesquels nous faisons une hypothèse. Alors, nous pouvons calculer le résultat
correspondant de Cu en appliquant χ−1 (voir figure 8.9). On définit ensuite f






où, comme 20 bits de Au et 20 bits de Cu sont fixés, nous pouvons voir f comme
une fonction de F802 à valeurs dans F
40
2 . En faisant exactement la même chose






L’attaque consiste maintenant à appliquer la stratégie diviser pour mieux
régner détaillée précédemment où U décrit les 280 possibilités pour Au, V décrit
les 280 possibilités pour Av et t = (C1∗,0,∗, A
0
∗,0,∗). Dans ce cas, nous avons
|U| = |V| = 280 et c = 80. Donc, la complexité de l’attaque est donnée par 280
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A0 B0 C0 A1 B1 C1 A2
θ ρ, π χ θ ρ, π χ
Hypothèse
Déduitf2(u) + g2(v) f1(u) + g1(v)
Bits connus
Bits dérivés de Au
Bits dérivés de Av
Bits calculés à partir de f(u) + g(v)
Bits connus et utilisés pour cribler
Figure 8.9 – Description de la stratégie de base sur Ketje Jr.
évaluations de f et de g. Puis les 280 candidats restant peuvent être parcourus
par une recherche exhaustive qui a un coût de 280. L’idée générale de cette
attaque est décrite à la figure 8.9
8.3.2 Attaque sur Ketje Jr v2 avec un ratio de 40 bits
L’attaque précédente était sur la première version de Ketje. Ici, nous mon-
trons qu’il est possible de modifier légèrement ce qui précède afin de monter
une attaque sur la deuxième version de Ketje, i.e. celle avec la permutation
“tordue”.
En regardant étape par étape l’attaque précédente, on remarque que le
seul point qui change est l’inversion de l’étage non-linéaire entre C1 et A2. En
effet, toutes les autres étapes fonctionnent pareillement, mais comme les bits
connus en A2 appartiennent à la première diagonale et non au même plan, ils
n’appartiennent donc pas aux mêmes lignes, ce qui rend impossible l’inversion
de χ. Cependant, nous allons montrer qu’il est possible de cribler directement
avec l’information contenue en A2 sans appliquer χ−1.
Afin de parvenir à nos fins, nous devons modifier sensiblement notre al-
gorithme de criblage. En effet, l’attaque sur la version initiale de Ketje Jr
consiste à exprimer les bits connus comme la somme de deux valeurs calculées
indépendamment de u ∈ U et v ∈ V. Or, maintenant, notre système fait ap-
parâıtre une expression non-linéaire en u et v. Dans ces conditions, nous montrons
comment adapter l’algorithme dans notre cas particulier, sans pour autant en
augmenter significativement la complexité.
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8.3.2.1 La stratégie de type “diviser pour mieux régner” avec des
équations non-linéaires
Nous définissons le problème suivant en utilisant les notations précédentes
comme une généralisation du problème initial. Soit α, β et γ trois entiers. Nous
considérons l’ensemble de fonctions suivantes :
— 2α fonctions fi : U → {0, 1} et gi : V → {0, 1}, pour 0 ≤ i ≤ α− 1 ;
— 3β fonctions f ′i : U → {0, 1} et gi, g′i : V → {0, 1}, pour α ≤ i ≤ α+ β − 1 ;
— 3γ fonctions fi, f
′
i : U → {0, 1} et g′i : V → {0, 1}, pour α + β ≤ i ≤
α+ β + γ − 1.
Avec ces notations, le problème que l’on considère consiste à décrire l’ensemble
des solutions (u, v) ∈ U × V qui vérifient l’ensemble des équations suivantes :
fi(u) + gi(v) = 0 for 0 ≤ i ≤ α− 1 (8.1)
f ′i(u)g
′





i(v) = 0 for α+ β ≤ i ≤ α+ β + γ − 1 (8.3)
Dit autrement, nous considérons un système de c = α+ β + γ équations, où
nous nous autorisons des équations ne faisant intervenir qu’un seul produit entre
les éléments de u et de v. Il est à noter qu’un problème similaire a été considéré
dans [LN15].
8.3.2.2 Lien avec Ketje
Pour comprendre pourquoi nous nous intéressons à ce problème spécifique,
il est nécessaire de regarder en détail l’application de la couche non-linéaire de
Ketje. En effet, la couche non-linéaire de Ketje effectue seulement un seul
produit pour chaque bit en sortie : (a, b, c)→ a+ bc. Ainsi, nous avons à faire à
un système spécifique dans notre contexte pour lequel :
— chaque bit en entrée de χ peut être calculé en fonction de Au et Av de
manière linéaire ;
— quelques bits en sortie sont connus par l’attaquant.e.
Comme chaque bit en entrée de χ (l’application entre C1 et A2) peut être calculé
en fonction de Au et Av de manière linéaire, alors il convient que toutes les
équations que l’on obtient sont toutes de la forme (8.1), (8.2) ou (8.3), et l’on se
retrouve exactement dans le cadre du problème décrit ci-dessus.
8.3.2.3 La stratégie modifiée
Comme dans le cas du problème initial, notre solution consiste à construire
deux listes triées telles que chaque solution à notre problème puisse être calculée
en fusionnant ces deux listes d’une certaine manière. Nous voulons aussi que notre
algorithme n’ait pas de faux positifs, mais surtout qu’il ne rate aucune solution.
Dans ce qui suit nous expliquons comment construire la liste LU correspondant
à U .
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Nous construisons LU de la manière suivante : chaque élément de cette liste
est un couple (F, u) où F est une valeur encodée sur c = α+ β + γ bits. Le bit à
la position i de la valeur F sera alors comparé avec le même bit (i) des éléments
(G, v) ∈ LV où v ∈ V et G est aussi une valeur encodée sur c bits, afin de vérifier
les équations (8.1), (8.2) et (8.3).
8.3.2.4 Prendre en compte les équations indépendamment
Afin de résoudre le problème efficacement, nous décrivons comment prendre
en compte chaque équation. Pour chaque valeur u et v, ainsi que pour chaque
équation (indexée par i allant de 0 à c − 1), nous définissons les ensembles
Ri(u) ⊆ F2 et Si(v) ⊆ F2 de manière à ce que le couple (u, v) est solution de
l’équation (i) si et seulement si Ri(u) ∩ Si(v) 6= ∅.
Cas (8.1) Ce cas correspond au problème initial de résolution d’équations
linéaires où les contributions de u et de v sont indépendantes. L’équation
est satisfaite si et seulement si fi(u) = gi(v). Dans ce cas, Ri(u) = {fi(u)}
et Si(v) = {gi(v)}.
Cas (8.2) Dans ce cas là, seulement f ′i(u) est dépendante de u dans l’équation.
Donc, nous fixons Ri(u) = {f ′i(u)}. Pour construire Si(v), nous prenons
les valeurs de g′i(v) et de gi(v). Alors selon leur valeur il est nécessaire
de construire différents ensembles Si(v). Typiquement, si g
′
i(v) = 1, alors
l’équation f ′i(u)g
′
i(v)+gi(v) = 0 devient f
′
i(u) = gi(v), et donc nous devons
fixer Si(v) à {gi(v)} comme pour le cas (8.1). Si en revanche g′i(v) = 0,
alors l’équation devient gi(v) = 0. Dans ce cas, nous devons prendre en
compte la valeur de gi(v) : si gi(v) = 1, alors l’équation (i) ne peut être
satisfaite, et donc Si(v) = ∅ ; si gi(v) = 0, alors l’équation est toujours
satisfaite, et donc nous fixons Si(v) à la valeur {0, 1}.
Cas (8.3) Ce dernier cas est symétrique par rapport au précédent en échangeant
simplement le rôle de u et de v, et nous le traitons donc de manière
équivalente.
Une telle construction des ensembles Ri(u) et Si(v) pour tout u ∈ U et v ∈ V et
0 ≤ i ≤ c− 1 respecte bien la propriété suivante :
∀i, u, v, Ri(u) ∩ Si(v) 6= ∅ ⇔ (u, v) satisfait l’équation (i) .
Afin de prendre en compte toutes les équations simultanément, nous considérons
le produit cartésien des ensembles définis ci-dessus, i.e.
R(u) = R0(u)×R1(u)× · · · ×Rc−1(u)
S(v) = S0(v)× S1(v)× · · · × Sc−1(v) .
Ainsi, si (u, v) est une solution de toutes les équations, alors par construction il
y aura une collision entre les ensembles R(u) et S(v) et réciproquement.
212
8.3. Diviser pour mieux régner sur 3 blocs de sortie
8.3.2.5 Résoudre le problème
Une fois cette propriété assurée, il nous est possible de décrire un algorithme
générique qui résout le problème, ainsi que d’en évaluer la complexité.
Notre algorithme consiste à construire la liste LU en énumérant tous les
éléments (F, u), où F est calculée en fonction de R(u), pour tout u ∈ U . Les
éléments sont ensuite triés en fonction de la valeur de F . La même chose est
réalisée pour LV . Alors, l’ensemble des solutions (u, v) à notre problème peut
être retrouvé en cherchant des collisions dans ces listes.
La valeur de F est calculée de la manière suivante : pour les α+ β premières
équations, on concatène seulement les valeurs de fi(u) pour i allant de 0 à α− 1
(c’est le cas linéaire classique). Pour les équations i , i allant de α à β − 1,
alors, comme u n’est impliqué qu’une seule fois dans l’équation, on concatène
la valeur f ′i(u) aux autres, comme cela est décrit dans l’algorithme 5. Ensuite
l’algorithme 4 est appliqué, afin de construire la liste LU complète en complétant
par les γ équation restantes. Les mêmes algorithmes sont utilisés pour construire
LV par symétrie du problème.
Cependant, comme nous pouvons le voir à la description des algorithmes, la
valeur concaténée aux valeurs de u dans la liste est bien de taille c = α+ β + γ.
Or, d’un côté, certaines valeurs de u (et de v) ne seront pas ajoutés à la liste si
une équation de type (8.2) ou (8.3) ne peut jamais être satisfaite, ce qui diminue
potentiellement la taille des listes ; d’un autre côté, lorsque une équation de type
(8.2) ou (8.3) est toujours satisfaite, alors l’élément u (ou v) correspondant est
compté deux fois dans la liste, ce qui augmente la taille des listes construites. Il
est donc nécessaire d’évaluer correctement la taille des listes LU et LV .
8.3.2.6 Taille des listes
Nous devons évaluer la taille des listes car c’est un paramètre essentiel pour
évaluer la complexité de la résolution de notre problème. Comme nous l’avons dit






Comme u et v jouent un rôle symétrique, nous faisons l’analyse sur u. Selon
l’algorithme 4, une valeur u ∈ U est ajoutée à la liste si et seulement si aucune
des valeurs de (fi(u), f
′
i(u)) pour i allant de α + β à c − 1 n’est égale à (1, 0),
sinon il existe une équation impossible à satisfaire, peu importe la valeur de
v ∈ V. En considérant que les fonctions que l’on manipule sont équilibrées (ce
qui est le cas dans Ketje car elles sont affines), la probabilité qu’une valeur u
apparaisse dans la liste LU est donc égale à (3/4)
γ .
Nous notons alors ω cet événement, et nous notons N(u) le nombre de valeurs
ajoutées à la liste LU qui correspondent à la valeur u.
Toujours selon la description de l’algorithme 4, le nombre de fois qu’une
valeur fixée u est ajoutée à la liste est directement lié au nombre d’équations qui
sont toujours satisfaites, peu importe la valeur de v, i.e. le nombre de fois où l’on
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Algorithme 4 Construction de Lu, liste d’éléments Z tels que les équations
α + β à α + β + γ − 1 sont satisfaites pour tout (u, v) tel que Z =
(g′α+β(v), . . . , g
′
α+β+γ−1(v)).
Entrée: u ∈ U
Sortie: une liste Lu contenant tous les éléments Rα+β(u)× . . .×Rα+β+γ−1(u)
1: Lu ← (ε) // Initialiser Lu avec la châıne vide
2: pour i = α+ β à α+ β + γ − 1 faire
3: // Vérifier si une équation n’est jamais satisfiable
4: si fi(u) = 1 et f
′




7: pour i = α+ β à α+ β + γ − 1 faire
8: si f ′i(u) = 1 alors
9: pour Z ∈ Lu faire
10: Ajouter fi(u) à Z
11: fin pour
12: else
13: //fi(u) = 0 et f
′
i(u) = 0, i.e. équation toujours satisfaite
14: pour Z ∈ Lu faire





Algorithme 5 Énumération des valeurs de LU .
Entrée: U , fonctions fi, 0 ≤ i < α et α + β ≤ i < α + β + γ, fonctions f ′i ,
α ≤ i < α+ β + γ
Sortie: La liste LU
1: LU ← ()
2: pour u ∈ U faire
3: Calculer X = f0(u)|| . . . ||fα−1(u)
4: Calculer Y = f ′α(u)|| . . . ||f ′α+β−1(u)
5: Calculer Lu en utilisant l’algorithme 4
6: pour Z ∈ Lu faire
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a (fi(u), f
′
i(u)) = (0, 0) pour i allant de α+ β à c− 1. Plus précisément, lorsque
ce nombre est égal à j, u apparâıt exactement 2j fois, c’est-à-dire N(u) = 2j .
Dans ces conditions, toujours en supposant que nos fonctions sont équilibrées,
nous avons































= (3/4)α × (2/3 + 2/3)α
= 1.
Ainsi, la taille de la liste LU construite en utilisant l’algorithme 5 est donc
|U|, et le nombre de valeurs v testées est approximativement |V|.
8.3.2.7 Complexité
Il semble possible d’optimiser les algorithmes décrits précédemment, cependant
comme la complexité de cet algorithme ne sera pas un facteur limitant pour notre
attaque sur Ketje Jr, nous utilisons l’algorithme initial. Pour chaque valeur de
u ∈ LU , nous devons calculer exactement α+β+2γ fonctions booléennes fi et f ′i
(construction de la liste LU ). Ensuite, pour chaque équation parmi les γ dernières,
nous devons réaliser 2 comparaisons afin de déterminer quelles valeurs doivent
être ajoutées à la liste. Chaque valeur ajoutée dans cette partie requiert au plus
γ modifications 16 dans la sous-liste correspondant à l’élément u considéré, ainsi
qu’une insertion dans la liste LU . La complexité est donc bornée supérieurement
par 2c(|U|+ |V|) calculs de fonctions et comparaisons et c(|U|+ |V|) comparaisons,
étant donné que la taille de la liste LU est |U| et que la taille de LV est |V|.
Les listes étant construites, d’après les remarques précédentes, notre al-
gorithme recherche toutes les valeurs (u, v) valides de la même manière que
l’algorithme qui crible avec des relations linéaires. En effet, la manière dont
nous avons construit nos nouvelles listes permet de considérer notre problème
comme dans le cas linéaire, puisque nous avons, en quelque sorte “linéarisé”





i(v)). Dans ces conditions, l’étape de criblage de notre
algorithme correspond à la recherche des bonnes valeurs (u, v) dans des listes
de tailles respectives |U| et |V|, ce qui est équivalent au cas où le criblage est
linéaire.
8.3.2.8 Application à Ketje Jr v2
En utilisant l’algorithme précédent, nous pouvons monter une attaque en
utilisant le même principe, mais sur la deuxième version de Ketje, avec la
16. Le pire cas étant que toutes les γ équations soient satisfaites indépendamment la valeur
de v.
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permutation “tordue”. Nous reprenons les notations de la section 8.3.1.
L’état A1 est divisé en deux parties Au et Av, où nous augmentons la taille
des deux listes qui correspondent à l’énumération de l’ensemble des deux moitiés
d’état possibles. De plus, nous ajoutons 5 bits redondants correspondant à des
bits de parité de colonnes. Plus précisément, Au est défini comme les quatre
premières tranches (0 ≤ z ≤ 3) ainsi que les 5 bits de parité des colonnes A1i,∗,7,
pour i ∈ {0, 1, 2, 3, 4}, et Av est défini comme les quatre dernières tranches
(4 ≤ i ≤ 7) ainsi que les 5 bits de parité des colonnes A1i,∗,3, pour i ∈ {0, 1, 2, 3, 4}.
En ajoutant ces bits de parité qui correspondent à des bits redondants de
l’information contenue dans l’autre liste, l’application θ devient complètement
transparente dans le sens où Bu et Bv (les 4 premières et 4 dernières tranches de
B1) peuvent être directement calculées à partir de Au et Av indépendamment.
Pour la moitié de l’état augmenté 17 Au, nous connaissons la valeur contenue
à la position y = 0 (par la tranche A1∗,0,∗). Donc, la taille de la liste couvrant
l’ensemble des états possibles est de 285, car l’état est constitué de 100 bits, plus
5 bits de parité, moins 20 bits connus.
Comme nous avons rajouté 5 bits de parité des colonnes dans chaque liste, et
que cette information est redondante, cela nous permet de rajouter 10 équations
linéaires entre les deux moitiés de l’état, que nous rajoutons aux équations initiales.





Pour les mêmes raisons que dans le cas classique où les relations sont linéaires,




Application à Ketje Jr v1. Si on reprend l’attaque décrite initialement sur
Ketje Jr v1, alors comme l’étage non-linéaire peut être inversé directement et
que π et ρ ne sont que des applications qui échangent les positions des bits, cela
signifie que dans ce cas, nous avons accès directement à 20 bits de plus connus
dans Bu, et 20 bits connus dans Bv. Comme Bu et Bv sont calculés de manière
transparente par Au et Av, cela signifie que la taille des listes représentant
l’ensemble des valeurs possibles pour les deux sous-parties de l’état devient 265,
en utilisant directement l’information de A1 et de A2. Dans ce cas, il existe f1 et








Chaque liste étant de taille 265, la complexité totale de l’attaque est donc,
dans ce cas, dominée par la recherche exhaustive après avoir criblé et fusionné
17. en rajoutant 5 bits de parité des colonnes
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les deux listes, i.e. 280. L’attaque améliorée utilisant 3 blocs de sortie consécutifs
sur Ketje Jr v1 avec un ratio de 40 bits est décrite à la figure 8.10
A0 B0 C0 A1 B1 C1 A2






Bits connus pour cribler Bits dérivés de v
Bits dérivés de u
Relations linéaires
Figure 8.10 – Attaque de type diviser pour mieux régner sur Ketje Jr v1
avec un ratio de 40 bits et bits de parité.
Avec un ratio plus petit. Peu importe l’utilisation de la deuxième version ou
de la première version de Ketje Jr, utiliser des sous-parties de l’état augmenté
en rajoutant les bits de parité des colonnes nous permet de passer l’application
θ sans encombre. De plus comme nous pouvons le voir à la figure 8.11, ρ et π
ne consistent qu’en des échanges de bits : les bits de l’état C1 sont directement
dérivés d’un unique bit de Bu ou de Bv. De plus, les bits de sortie de l’application
χ sont obtenus par la relation
∀x, y, z, Ax,y,z ← Ax,y,z + (Ax+1,y,z + 1)Ax+2,y,z ,
ce qui nous permet d’assurer directement que les équations décrivant l’infor-
mation contenue dans A2 sont nécessairement de la forme (8.1), (8.2) ou (8.3),
indépendamment de la position des bits produits en sortie dans l’état A2.
Donc, l’attaque se généralise en utilisant l’algorithme 5 à Ketje v1 ou v2,
quel que soit le ratio utilisé 18.
8.3.2.9 Analyse de la complexité
Soit r le ratio utilisé. Alors, chaque sous-partie d’état consiste en quatre
tranches de 25 bits et 5 bits de parité de A1, mais r/2 bits sont connus dans
chacune de ces sous-parties. Dans ces conditions, le temps nécessaire pour
construire une liste est de
Tliste = 2
105−r/2 .
Ensuite, le nombre de solutions donné par notre technique de type “diviser pour
mieux régner” adaptée à certaines équations non-linéaires dépend du nombre
18. La complexité de l’attaque reste naturellement dépendante du ratio.
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A0 B0 C0 A1 B1 C1 A2







Bits connus pour cribler Bits dérivés de v
Bits dérivés de u
Figure 8.11 – Schéma de l’attaque par criblage non-linéaire.
d’équations disponibles. Nous avons par définition du ratio, exactement r relations
de criblage venant de A2, r venant de A0, ainsi que 10 venant des bits de parité.
Dans ces conditions, le nombre de valeurs restantes après criblage est
Trecherche = 2
105−r/2 × 2105−r/2 × 2−10−r−r
= 2200−3r ,
ce qui n’est pas surprenant puisque 3r est exactement le nombre de bits d’infor-
mation auxquels nous avons accès, parmi les 200 bits de l’état interne.
Finalement, quand le ratio est plus petit que 40, c’est le coût de la recherche
exhaustive qui domine la complexité de l’attaque, alors que lorsque le ratio
vaut 40 bits, c’est le coût de la description des listes LU et LV qui domine la
complexité.
Amélioration de la complexité pour Ketje Jr v2, r = 40. En regardant
les détails de l’application formée de la composition de ρ et de π, on constate que






2,2,7, sont calculables à partir de B
v uniquement






2,231 sont calculables à
partir de Bu uniquement (donc de Au). Le.a lecteur.rice peut vérifier cela à la
figure 8.15 page 225. Or, comme ces bits sont connus car on regarde la deuxième
version de Ketje Jr et que le ratio vaut 40, cela nous permet de cribler en
amont les deux listes LU et LV indépendamment, réduisant la taille de ces listes
de 285 à 281, ce qui donne une complexité totale de l’ordre de 2× 281 + 280 ≈ 282.
8.3.2.10 Résultats de l’attaque avec 3 blocs consécutifs
Pour Ketje Jr v2 avec r = 40, nous avons pu améliorer sensiblement la
complexité de l’attaque en regardant précisément les détails des applications ρ
et π. Pour Ketje Jr v1 avec r = 40, nous avons aussi vu que la complexité est
en réalité dominée par le coût de la recherche exhaustive. Pour toutes les autres
versions, dès que le ratio est plus petit, c’est le coût de la recherche exhaustive
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après criblage qui domine la complexité totale de l’attaque. Les résultats sont
résumés à la table 8.2.
Version Ratio Complexité
Ketje Jr v1 et v2 16 2152
Ketje Jr v1 et v2 24 2128
Ketje Jr v1 et v2 32 2104
Ketje Jr v2 40 282
Ketje Jr v1 40 280
Table 8.2 – Complexités des attaques sur 2 tours de Ketje Jr.
D’après ces résultats, comme c’est le coût de la recherche exhaustive qui
domine la complexité de l’attaque, cela signifie que l’on peut difficilement faire
mieux sans utiliser d’autres bits d’information. En effet, dans la description de
l’attaque précédente, absolument toute l’information des 3 blocs de sortie est
utilisée. Dans ces conditions, il convient de considérer non pas 3 blocs consécutifs,
mais 4, afin d’espérer pouvoir améliorer notre attaque sur des ratios plus petits,
et c’est ce que nous faisons dans la suite de ce chapitre.
8.4 Attaque sur 4 blocs consécutifs
Nous décrivons dans cette section une attaque sur Ketje Jr v1, i.e. sans la
permutation “tordue”. Cette attaque utilise de l’information contenue dans 4
sorties consécutives, avec un ratio égal à 40 bits, quitte à diminuer celui-ci par la
suite en vue d’une amélioration.
Dans ce cas, le plus petit nombre de solutions ne peut être plus petit que
2200−4r = 240. Le principe de notre attaque est dans la même ligne que ce
que nous avons décrit précédemment. Cependant, nous devons utiliser un autre
criblage non-linéaire, en utilisant la suite chiffrante extraite de l’état A3, où les
notations sont les mêmes que précédemment. Cribler avec l’information contenue
dans A3 est la partie la plus compliquée de notre attaque, et nous emploierons
deux méthodes différentes pour y parvenir. Comme nous avons exactement 40
bits de ratio, et que nous nous intéressons à la première version de Ketje Jr,
cela signifie que nous pouvons inverser la couche non-linéaire (χ), et que cribler
avec A3 revient en réalité à cribler avec B2. En effet, en inversant la couche
linéaire et en appliquant l’application inverse de ρ ◦ π, nous retrouvons la valeur
de l’ensemble des tubes B2i,i,∗.
Pour cribler nos deux listes, nous utiliserons deux méthodes : la première,
décrite à la section 8.4.1 consiste à fixer certains bits de l’état, afin de rendre
le passage des applications non-linéaires plus simple, et la deuxième méthode,
décrite à la section 8.4.2 consiste à utiliser un algorithme de fusion de listes comme
dans [Nay11], puis affiné dans [CNV13] avec des idées provenant de [DDKS12] :
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l’algorithme de correspondance instantané et de correspondance parallèle 19 sans
mémoire.
Nous considérons donc 4 blocs consécutifs de Ketje Jr v1, ce qui couvre 3
tours consécutifs. On coupe donc l’état A1 en deux parties comme précédemment,
en rajoutant les bits de parité des colonnes, puis nous allons cribler et fusionner
ces deux listes couvrant l’état augmenté en utilisant l’information contenue dans
A0, A2 et A3. Comme on travaille sur Ketje Jr v1 avec un ratio de 40 bits, il




∗,0,∗ en appliquant χ
−1, puis,
en appliquant (π ◦ ρ)−1 nous pouvons calculer l’ensemble des tubes B0i,i,∗, B1i,i,∗
et B2i,i,∗ pour i ∈ {0, 1, 2, 3, 4} comme décrit à la figure 8.12.
θ ρπ χ θ
πρ
χ πρ θ χ
A0 B0 C0 A1 B1
C1A2B2C2A3
Figure 8.12 – Représentation de 3 tours de Ketje. Chaque partie colorée
correspond à des tubes pouvant être directement calculés à partir des 4 blocs de
suite chiffrante connus.
Nous découpons l’état A1 en deux parties Au et Av comme nous le faisons
depuis le début en y ajoutant les 5 bits de parité des colonnes. Ainsi, chaque
liste décrivant l’ensemble des deux sous-parties de l’état est de taille 265 : il y a
100 bits pour la moitié de l’état, plus 5 bits de parité des colonnes, moins 20 bits
correspondant à l’information contenue dans A1 ainsi que 20 bits contenus dans
B1, calculables de manière transparente grâce aux 5 bits de parité et provenant
de l’information contenue dans A2.
Nous avons toujours 10 équations linéaires qui lient les deux parties de
l’état dues aux bits de parité des colonnes ainsi que 40 conditions provenant
de l’information contenue dans A1. Donc, il existe f1 et g1 deux fonctions de








19. instant matching et parallel matching
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7 0 3 4 2
1 2 6 7 7
5 6 0 4 3
5 5 4 4 3
0 2 1 6 1
Figure 8.13 – Valeurs de décalage de l’application π ◦ ρ : positions dans chaque
tube des bits de la tranche z = 0 avant application de π ◦ ρ.
8.4.1 Première méthode : fixer quelques bits
L’idée de cette technique consiste à fixer un certain nombre de bits nb de
manière à ce que l’application χ entre C1 et A2 devienne linéaire. Si nb bits sont
fixés, notre attaque doit être réalisée pour chaque valeur possible de ces nb bits,
multipliant la complexité finale par 2nb , mais faisant aussi décrôıtre la taille de
nos listes.
Pour décider des nb bits que nous allons fixer, nous regardons en détail l’appli-
cation de π ◦ ρ sur chaque tranche indépendamment, puisque nous fonctionnons
tranche par tranche. Plus précisément, si B désigne l’état avant l’application
de π ◦ ρ, alors chaque bit dans le tube B0,4,∗ restera dans la même tranche,
chaque bit de B1,4,∗ sera décalé de 2 tranches,... La valeur de ces décalages est
résumée à la figure 8.13 et correspond à ce que les auteurs de Ketje ont appelé
les compensations des décalages 20 de ρ. Ainsi, en regardant bit par bit, nous
nous intéressons à la position exacte dans laquelle les bits de Au et de Av se
retrouvent dans l’état C1 après l’application de π ◦ ρ. Or, nous devons encore
traverser l’application χ, non-linéaire, ainsi que l’application θ, qui se traverse
facilement en partie dès lors que deux tranches consécutives sont connues. Notre
objectif est en effet de cribler avec les bits connus de B2 (colorés en bleu dans
la figure 8.12). Afin de traverser χ, nous fixons la valeur de certains bits de
manière à ce que des lignes complètes ne dépendent que de Au ou de Av. Les
choix “raisonnables” de bits à fixer sont décrits en couleur à la figure 8.14
Finalement, pour passer l’application θ, il est nécessaire d’avoir accès à au
moins deux tranches consécutives, de manière à pouvoir cribler linéairement avec
l’information contenue dans B2 : on a un crible sur 5 bits si l’on a deux tranches
consécutives, 10 si l’on a trois tranches consécutives, 10 si l’on a deux fois deux
tranches consécutives,... du fait que l’application θ nécessite un bit de parité
appartenant à la même tranche que le bit transformé, ainsi qu’un bit de parité
appartenant à une tranche adjacente.
Comme nous l’avons déjà dit, fixer des bits nécessitera de réaliser notre
20. ρ-shift offsets
221
















































































Tranche 4 Tranche 5 Tranche 6 Tranche 7
Figure 8.14 – C1 : la partie verte est connue, les bits marqués d’une étoile (?)
correspondent à la moitié de l’état Au, les autres correspondent à la moitié Av.
Les bits colorés en jaune, gris ou bleu correspondent aux meilleurs choix de bits
pour fixer une tranche entière après application de χ.
attaque 2nb fois mais va faire décrôıtre la taille des deux listes, et va nous
permettre de cribler en utilisant plus d’information : une partie de l’information
provenant de A3.
Afin d’être plus compréhensible, nous expliquons le fonctionnement d’un
choix particulier de bits : ceux en jaune à la figure 8.14, c’est-à-dire que l’on va
rester sur les tranches 1, 2, 5 et 6. Il y a 16 bits représentés en jaune : 8 viennent
de Au et 8 de Av. Ainsi, comme nous fixons ces bits, la taille de chaque liste
devient 265−8 = 257. Ayant fixé ces bits, nous pouvons calculer les 4 tranches de
coordonnées z ∈ {1, 2, 5, 6} de A2, indépendamment en fonction de Au et de Av.
En effet, chaque ligne de ces tranches dans l’état C1 ne dépend, après avoir fixé
la valeur des bits jaunes, que de bits de Au ou que de bits de Av.
Ensuite, comme nous avons calculé 2 fois deux tranches consécutives de A2,
les caractéristiques de θ nous permettent de cribler avec 10 bits connus de B2.
Plus précisément, il existe deux fonctions f3 et g3 : {0, 1}57 → {0, 1}10 telles que(











En concaténant nos fonctions f1, f2 et f3 ainsi que g1, g2 et g3, nous pouvons









Maintenant que tout ceci est posé, notre attaque consiste simplement à
appliquer la stratégie du tout premier algorithme de ce chapitre qui fusionne
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Choix |U| |V| Rel. nb Tr Neval(f, g) Complexité
265 265 0 0 280 265 280
{1, 2} 263 259 5 8 275 271 275
{1, 2, 5, 6} 257 257 10 16 270 273 273
{1, 2, 3, 5, 6} 254 254 15 22 265 276 276
{1, 2, 3, 5, 6, 7} 251 251 20 28 260 279 279
{1, 2, 3, 4, 5, 6} 252 248 25 30 255 282 282
{1, 2, 3, 4, 5, 6, 7} 249 245 30 36 250 285 285
{0, . . . , 7} 243 243 40 44 240 287 287
Table 8.3 – Complexité des attaques pour différents choix de bits fixés. nb est le
nombre de bits que l’attaquant.e fixe et Rel. est le nombre de nouvelles relations
que l’on peut utiliser pour cribler. Tr est la complexité de la recherche exhaustive
après criblage. Naturellement, la complexité de l’attaque est calculée comme le
maximum entre le coût de la recherche exhaustive et le nombre d’évaluations de
nos fonctions f et g.
deux listes en criblant uniquement avec des équations linéaires comme décrit
en 8.3.1 avec les valeurs
(0, . . . , 0, A0∗,0,∗, B
2




0,0,6, . . . , B
2
4,4,6) ,
où les 0 viennent des équations dues aux bits de parité des colonnes A1i,∗,3 et
A1i,∗,7 pour i ∈ {0, 1, 2, 3, 4}.
Dans le cas où nous avons fixé les bits colorés en jaune à la figure 8.14, nous
avons, en reprenant les notations de la section précédente,
|U| = |V| = 257
et
c = 10 + 40 + 10 = 60 .
Cependant, notre algorithme doit être répété 216 fois, pour chaque valeur possible
des bits jaunes, ce qui donne une complexité finale de l’ordre de 216 × 257 = 273
évaluations de f et de g. Le coût de la recherche exhaustive du nombre de
candidats restant après l’application de notre algorithme 216 fois est lui égal à
257 × 257 × 2−10 × 2−40 × 2−10 × 216 = 270 .
Les complexités correspondant à tous les choix “raisonnables” de bits à fixer
sont décrites à la table 8.3 où il apparâıt que le choix que nous avons détaillé est
le plus performant...
8.4.2 Seconde méthode : fusion de listes
Dans cette section, nous décrivons une deuxième méthode pour cribler avec
l’information contenue dans B2 qui permet de réduire encore la complexité de
notre attaque.
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Nous notons comme précédemment la liste LU (respectivement LV) qui
correspond à Au (respectivement Av). Chacune de ces listes est de taille 265
comme déjà expliqué. Nous avons toujours nos 50 relations linéaires, provenant
de A0 ainsi que des bits de parité. Ainsi, nous pouvons partitionner nos listes en





v)) pour LV . Et, à chacune des 2
50 sous-listes de LU , correspond
une seule sous-liste de V, déterminée par la valeur de l’information que nous
avons sur A0.
Nous proposons alors un algorithme qui, pour chacune des 250 sous-listes
associée à la valeur (f1(A
u), f2(A
u)), considère l’unique sous-liste de taille 215 de
LV qui lui correspond, et fusionne ces deux sous-listes en utilisant l’information
contenue dans B2. Le coût total de l’algorithme sera donc 250 multiplié par le
coût de fusion des deux listes de taille 215. Ces sous-listes sont notées L′U et L
′
V ,
où les éléments de ces listes sont les seules sous-parties de l’état conduisant à





Pour chacune de ces sous-listes de taille 215, étant données les propriétés de
ρ et de π, ainsi que le fait que l’application χ ne dépend en entrée que de trois
bits consécutifs appartenant à la même ligne dans l’état C1, il nous est possible
de calculer certains bits de l’état A2 directement. Lorsque trois bits consécutifs
sur la même ligne proviennent de la même moitié de l’état A1, alors un bit de
A2 ne dépend que de cette moitié. Les détails des bits qui peuvent être calculés
indépendamment sont représentés en jaune et en violet à la figure 8.15 qui décrit
en détail les 3 tours de Ketje Jr v1 en tenant compte de notre séparation de
l’état en 2 parties. De plus, il est possible de calculer les valeurs provenant de
Au et de Av qui, XORées l’une à l’autre déterminent la valeur des bits marqués
d’un L à la figure 8.15.
Fusionner les deux listes L′U et L
′
V de manière näıve coûte 2
30 opérations (par-
courir les deux listes). Afin de réduire significativement ce coût, nous regardons
en détail les relations entre C1 et les bits connus de B2.
Fusionner les listes L′U et L
′
V efficacement. Nous détaillons dans cette
partie comment appliquer au contexte de Ketje l’idée décrite dans [CNV13].
Tout d’abord, nous devons identifier quelle partie de l’information nous allons
utiliser. En effet, comme nos listes sont de taille 215, nous n’avons pas besoin
d’exploiter tous les bits d’information, car au delà d’un certain nombre, parcourir
les listes sera plus efficace que cribler. Les relations entre les bits connus de B2
et les sous-parties de l’état Au et Av sont décrites à la figure 8.16.
Plus précisément, nous nous intéressons aux bits notés e0, b1, d1, a2, d2, e2, b5,
d5, a6, d6, e6 et c7, représentés à la figure 8.16. Ces bits (ou des combinaisons de
ces bits) ont la particularité de ne faire intervenir de manière non-linéaire qu’un
nombre de variables restreint, comme nous allons le montrer avec les équations
(8.16) à (8.25). C’est cette particularité que nous allons exploiter pour réduire le
coût de l’algorithme de criblage.
Pour simplifier la lecture, nous contractons les notations : xijk est défini
comme le bit C1i,j,k si ce bit appartient à A
u, i.e. à la liste L′U et yijk si ce bit
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0 1 2 3 4 5 6 7
L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L
L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L L
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Figure 8.15 – Représentation de l’attaque sur 3 tours. Chaque carré de taille 5
représente une tranche, chaque ligne de 8 carrés représente l’état interne complet
de Ketje Jr. Les bits colorés en jaune (respectivement en violet) sont calculables
indépendamment à partir de LU (respectivement LV). Les bits colorés en rouge
(respectivement en vert) sont connus et proviennent de l’état A1 (respectivement
A2) et ont déjà été pris en compte pour réduire la taille des listes de 2105 à 265.
Les bits en noir et bleu sont connus et vont être utilisés pour cribler. Les bits
marqués d’un L peuvent être calculés comme combinaison linéaire de Au et de
Av.
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0 1 2 3 4 5 6 7
L ? L L L L ? L L L
L L L L L L
L L ? L d2 d2 L L L L L ? L L d6 d6 L L L
L L ? L L e2 L L L L L ? L L e6 L L L
theta
a0 a1 a2 a3 a4 a5 a6 a7
b0 b1 b2 b3 b4 b5 b6 b7
c0 c1 c2 c3 c4 c5 c6 c7
d0 d1 d2 d3 d4 d5 d6 d7
e0 e1 e2 e3 e4 e5 e6 e7
Figure 8.16 – Détail des relations quadratiques entre les bits connus de B2 et
de Au et Av.
appartient à Av, i.e. à la liste L′V .
Afin de comprendre comment nous obtenons nos équations, nous expliquons
par exemple en détail ce qui se produit pour le bit b5.









Cependant, dans cette équation, seulement A22,2,4 amène une combinaison non-
linéaire de variables provenant de chaque liste. En d’autres termes, il existe deux











Avec nos notations, nous avons donc x224 = C
1














v) + y324x424 .
En faisant la même chose pour tous les autres bits que nous regardons en détail,
nous obtenons des fonctions linéaires notées `xb et `
y
b pour b ∈ {e0, b1, d1, a2, d2, e2,
b5, d5, a6, d6, e6, c7} telles que les équations suivantes soient vérifiées.
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v) + x046y146 + y436x036 + y446x046 (8.15)
En examinant ces équations, nous pouvons de plus constater que beaucoup de
variables apparaissent plusieurs fois dans ce système. Par exemple, les équations
(8.5), (8.6) et (8.7) ne font intervenir que 14 variables différentes, 7 calculables à
partir de L′U et 7 calculables à partir de L
′
V . De plus, il est possible de combiner
linéairement certaines de ces équations : par exemple, on a







Finalement, nous pouvons aussi factoriser certaines variables dans ces équations,











v) + y042(x442 + x142) + x432y032
Avec ces transformations, nous obtenons le système d’équations suivant, qui
totalise 10 équations quadratiques pour seulement 21 variables calculables à partir
de L′U et 21 variables calculables à partir de L
′
V . Si l’on considère d’autres bits,
alors nous aurons au moins 2 termes quadratiques supplémentaires, augmentant
la complexité totale du criblage : nous expliquerons plus tard pourquoi notre
choix apporte la meilleure complexité.
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Les équations que nous considérons sont donc les suivantes.



















































Idée générale de l’algorithme. Étant données deux listes L′U et L
′
V , l’idée
est de trouver toutes les paires d’éléments appartenant chacun à une des deux
listes qui satisfont un certain nombre de relations (naux + nres), en testant en
parallèle naux relations, puis les nres restantes. Dans ce qui suit ainsi qu’à la
figure 8.17, nous décrivons un algorithme qui trouve ces paires plus rapidement
que la recherche exhaustive.
Pour accomplir cette tâche, nous considérons naux relations, et nous classons
la première liste L′U selon les v
u
aux variables dérivées de A
u qui apparaissent
dans ces équations. Pour chacune de ces valeurs, nous considérons toutes les
correspondances possibles qui satisfont les naux relations, avec les v
v
aux variables
qui apparaissent et qui appartiennent à Av. Avec tous les éléments de la liste L′V
qui satisfont les relations, nous construisons une liste auxiliaire, de taille plus
petite que la première, que nous ordonnons selon la valeur des vvres variables
qui apparaissent dans les nres équations restantes non prises en compte jusqu’à
présent.
Ceci doit être réalisé pour toutes les valeurs possibles de vuaux. Une fois la
liste auxiliaire dérivée de L′V construite, nous revenons à la première liste L
′
U ,
où les éléments ont déjà été ordonnés selon la valeur des vuaux variables, et nous
savons que les éléments de la liste auxiliaire sont tels que les naux premières
équations sont satisfaites. Nous regardons ensuite les différentes valeurs des vures
variables de la première liste impliquées dans les nres relations restantes, et nous
vérifions dans la liste auxiliaire si les valeurs des vvres variables satisfont les nres
relations restantes. Le gain de l’algorithme vient du fait que nous ne regardons
pas toutes les paires de groupe possibles, mais nous subdivisons les équations, de
manière à ne regarder ces équations que partie par partie.
Nous détaillons la complexité cet algorithme, représenté à la figure 8.17, dans
le paragraphe suivant. Naturellement, la complexité de la fusion des listes ne
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pourra pas être meilleure que le nombre de solutions restant à la fin, i.e.
|L′U | × |L′V | × 2−naux−nres .









Afin d’appliquer l’algorithme, nous devons décider quelles sont les naux relations
et quelles sont les nrem relations. Nous évaluons donc la complexité de l’algorithme
en fonction de naux, nres, vaux et vres, pour pouvoir séparer en deux nos équations
de manière optimale. L’algorithme de correspondance parallèle va, pour chacune
des 2vaux valeurs possibles des vaux variables associées aux naux premières
relations dans L′U , réaliser la chose suivante :
1 Utiliser les naux relations pour construire la liste auxiliaire d’éléments de
L′V qui satisfont lesdites relations. Approximativement 2
vaux−naux sous-
listes de L′V vont correspondre, chacune de ces sous-listes étant composée
d’en moyenne |L′V |/2vaux éléments, car nous avons séparé L′V en fonction
des valeurs possibles des vaux variables.
2 Ensuite, cette liste auxiliaire est réordonnée selon la valeur des vres variables
impliquées dans les nres équations.
3 Pour chacun de ces éléments dans la sous-liste de L′U , nous regardons toutes
les correspondances possibles au regard des nres équations, en examinant
toutes les valeurs possibles des vres variables.
La complexité de cet algorithme peut donc être calculée en fonction des pa-
ramètres naux, nres, vaux et vres. Tout d’abord, nous devons parcourir l’ensemble
des valeurs possibles des vaux variables, ce qui coûte 2
vaux . Pour chacune des
sous-listes de L′U , il y a 2
vaux−naux valeurs qui correspondent dans L′V et dont
les éléments doivent être examinés, sachant que ces sous-listes sont de taille
|L′V |/2vaux = 215−vaux . Donc, chaque liste auxiliaire, que nous ordonnons en
fonction des vres variables, est en moyenne de taille 2






et qui correspond au premier terme de la formule (8.26).
Ensuite, nous reprenons la première sous-liste, de taille 215−vaux , que nous
parcourons, et nous cherchons les éléments de la liste auxiliaire, construite à partir
de L′V , tels que les vres valeurs satisfont les nres relations restantes. Il y a donc,
pour chaque élément de la sous-liste de L′U , 2
vres−nres valeurs qui conviennent et
qui satisfont les équations restantes, ce qui correspond au deuxième terme de la
formule (8.26).
Comme la complexité ne peut être plus petite que le nombre final de solutions,
cela signifie que dans cette fusion de listes, à vaux variables fixées, la complexité
ne peut pas être plus petite que 230−vaux−naux−nres . En effet, on fusionne une
liste de taille 215−vaux (la sous-liste de L′U ) avec une liste de taille 2
15−naux (la
liste auxiliaire construite à partir de L′V), au regard de nres relations.
En additionnant le coût de ces étapes, nous pouvons donc assurer que notre
algorithme de fusion des listes de taille 215 coûte
215+vaux−naux + 2vaux max(215−vaux × 2vres−nres , 230−vaux−naux−nres) (8.26)
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Figure 8.17 – Schéma de l’algorithme de correspondance parallèle.
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opérations.
Dans ces conditions, nous pouvons choisir de manière appropriée vaux et
naux : nous prenons les équations associées à b1, e0, c7 (7 variables provenant de
chaque liste) ainsi que celles associées à a2 et a6. Alors, on a naux = 5, vaux = 11,
et les listes auxiliaires construites dans notre algorithme seront donc de taille
211−5+4 = 210. Les autres équations sont au nombre de nres = 5, avec vres = 10,
ce qui nous donne une complexité de l’ordre de
215+11−5 + max(215+10−5, 220) = 221 + 220 = 221.5
opérations.
Complexité de l’attaque complète. Comme détaillé précédemment, la com-
plexité en temps de l’attaque complète correspond à la répétition de l’algorithme
décrit ci-dessus pour chacune des 250 valeurs qui déterminent les relations linéaires.
Nous obtenons donc une complexité de l’ordre de
250 × 221.5 = 271.5
opérations.
Les opérations réalisées dans notre attaque coûtent moins cher que l’applica-
tion d’un tour de Ketje, ce qui implique que notre attaque est plus rapide que
la recherche exhaustive. Pour une comparaison plus fine, il faudrait investiguer
le coût des fonctions f et g que nous appliquons aux sous-parties de l’état au
coût de l’application d’un tour de Ketje Jr.
La complexité en mémoire de notre attaque est dominée par le stockage de
nos listes, qui sont de taille 265, car la taille des listes auxiliaires construites
est bien plus petite. De plus, comme nous trions nos listes selon des valeurs qui
sont de taille fixe (sur 50 bits ou moins), nous n’avons pas à ajouter de facteur
logarithmique dû au tri, car celui-ci peut se faire avec des tables de hachage en
parcourant une seule fois chaque liste.
La complexité de notre attaque étant maintenant dominée par l’algorithme
de fusion de listes et non par le coût de la recherche exhaustive, il semble ardu
d’étendre l’attaque en utilisant plus de tours, alors qu’il était naturel de passer
de 2 tours à 3 tours. Il semble donc que notre technique atteint ses limites ici.
Cependant, le nombre d’opérations nécessaires pour mener à bien notre attaque
est largement en-dessous du coût de la recherche exhaustive, i.e. 296 pour une
clef de taille minimale. Donc, il semble possible d’adapter notre attaque pour
un ratio plus petit, i.e. 32 bits, d’autant plus que sur 4 tours, on dispose encore
de suffisamment d’information : 2200−4×32 = 272  296. De plus, prendre une
clef plus grande ne modifie pas la complexité de notre attaque, celle-ci étant une
attaque par recouvrement de l’état interne.
8.5 Amélioration pour un ratio de 32 bits
Dans cette section, nous décrivons une version améliorée de notre attaque sur
4 blocs consécutifs, toujours sur la première version de Ketje Jr, en considérant
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un ratio plus petit de 32 bits. Notre attaque sur ces paramètres a une complexité
de 292 opérations.
Idées supplémentaires. Notre amélioration se base sur deux points :
— Comme nous connaissons 32 bits sur le même plan dans les états A0, A1,
A2 et A3, nous avons 4 des 5 sorties des 8 bôıtes-S χ. Nous pouvons alors
inverser partiellement ces bôıtes-S.
— Nous pouvons réduire le nombre d’interactions non-linéaires en fixant
quelques bits de C1 avant même d’appliquer notre technique de type
“diviser pour mieux régner”.
8.5.1 Exploiter l’information de A0, A1 et A2
Pour les bits connus provenant de A1, colorés en rouge à la figure 8.15, il n’y
a rien à changer, mais comme nous avons 1 bit connu en moins par tranche, cela
augmente la taille de nos listes d’un facteur 24 (4 bits dans chaque moitié d’état
qui totalise 4 tranches).
Les 32 bits connus provenant de l’information sur l’état A0 peuvent encore
être calculés comme des relations linéaires des bits des 2 listes, mais comme
nous n’avons que 32 bits et non plus 40, cela nous enlève exactement 8 relations
linéaires de criblage, passant de 50 relations linéaires au total à 42 en comptant
les bits de parité des colonnes.
Pour les bits provenant de A2, nous décidons de fixer la valeur des 8 bits
restant, et donc d’appliquer notre attaque 28 fois, afin de pouvoir inverser l’ap-
plication non-linéaire χ et de cribler directement sur l’état B1 indépendamment
sur chaque liste.
Finalement, la taille de nos deux listes est donc égale à 2100+5−16−20 = 269,
mais nous aurons à répéter notre attaque 28 fois, pour chacune des valeurs
supposées des bits dans A2 aux positions A24,0,i pour 0 ≤ i ≤ 7. Le nombre de
relations linéaires est égal à 32 + 10 = 42. Il ne nous reste plus qu’à utiliser
l’information contenue dans le dernier bloc.
8.5.2 Exploiter l’information de A3
Le problème auquel nous faisons face maintenant est que nous ne pouvons
plus inverser l’application χ entre les états C2 et A3, et donc que nous n’avons
plus accès à la valeur des bits dans l’état B2. De plus, fixer 8 bits comme nous le
faisons pour A2 nous coûterait trop cher. En revanche, comme il ne manque qu’un
seul bit par ligne de l’application χ, nous pouvons assurer qu’il y a exactement
32 équations linéaires indépendantes entre les bits aux tranches C2 et les bits
de A3. En effet, comme un seul bit manque par application de χ, alors ce bit
manquant peut être obtenu par combinaison linéaire des bits de C2 et des bits
connus de A3, sachant que ces combinaisons linéaires dépendent de la valeur des
32 bits connus de A3. Dit autrement, comme il y a un seul bit manquant pour
chaque sortie de la permutation sur 5 bits χ, chaque bit en entrée dépend donc
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linéairement de cette valeur, une fonction booléenne à 1 variable étant toujours










les bits A34,0,∗ étant inconnus. Pour simplifier la lecture, nous contractons les
notations : xi = A
3
4,0,i pour tout 0 ≤ i ≤ 7 et les bits connus de A3 sont notés
αj pour j allant de 0 à 31. De plus, on définit le vecteur (α||X) :
(α||X) = (α0, α1, . . . , α31, x0, x1, . . . , x7)> ,
ainsi que le vecteur β qui correspond aux bits colorés en bleu à la figure 8.15
dans l’état C2, de taille 40 bits.
Alors, avec ces notations et les remarques précédentes, on sait qu’il existe
une matrice M de taille 40× 8 ainsi qu’un vecteur β0 tel que
β = MX + β0 .
Comme nous l’avons dit précédemment, les relations affines représentées par M
entre les bits de la tranche C2∗,0,∗ et le vecteur X (correspondant aux bits inconnus
de A3) dépendent de la valeur (α0, α1, . . . , α31). Donc M dépend des 32 bits
connus par l’attaquant.e en A3. De plus, les applications π et ρ sont uniquement
des permutations des positions des bits, ce qui signifie qu’en réutilisant les mêmes
notations que précédemment (figure 8.16), nous pouvons assurer qu’il existe une
matrice M ′ de taille 40× 8 ainsi qu’un vecteur β′0 tels que
(a0, . . . , a1, . . . , e6, a7, . . . , e7)
> = M ′X + β′0 .
En d’autres termes, les autres bits n’interviennent pas dans nos relations linéaires.
Less équations linéaires dues à l’information contenue dans A3 gardent la même
“forme” et font toujours intervenir le même nombre de bits de l’état, assurant
que l’on travaille dans un espace vectoriel de même dimension.
8.5.3 Récupérer l’information
Comme les bits a0, . . . , a1, . . . , e6, a7, . . . , e7 ne peuvent pas être exprimés
comme une fonction linéaire des bits de Au et de Av, nous ne pouvons pas
les exploiter en l’état pour cribler. Pour surmonter ce problème, nous adop-
tons la technique déjà utilisée dans la première méthode pour cribler à la
section 8.4.1 : nous fixons la valeur de quelques bits, afin que l’expression des
bits a0, . . . , a1, . . . , e6, a7, . . . , e7 devienne linéaire en les bits indéterminés.
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X X X X X X X X X X
X X
X X X X
X X X X
chi 0 1 2 3 4 5 6 7
1 L 2 L 13 L 14 L
3 L 4 L 11 L 12 L 15 L 16 L 23 L 24 L
5 L 6 L 7 L 8 L 9 L 10 L 17 L 18 L 19 L 20 L 21 L 22 L
theta
a0 a1 a2 a3 a4 a5 a6 a7
b0 b1 b2 b3 b4 b5 b6 b7
c0 c1 c2 c3 c4 c5 c6 c7
d0 d1 d2 d3 d4 d5 d6 d7







Figure 8.18 – Les bits marqués d’une croix dans C1 sont les 20 bits dont
nous fixons la valeur, ce qui implique que seules 24 variables (notées de 1 à 24)


















Nous fixons ces bits là spécifiquement car, si l’on note (x, y, z) leur position, alors
les deux bits à la position (x− 1, y, z) et (x+ 1, y, z) appartiennent à la même
moitié d’état, ce qui évite les dépendances entre les états Au et Av dans le calcul
de l’application χ entre C1 et A2. Cette partie est détaillée à la figure 8.18. Fina-
lement, nous obtenons 40 équations pour les bits a0, . . . , e0, a1, . . . , e6, a7, . . . , e7,
où 24 variables quadratiques (monômes de degré 2 impliquant les deux parties
de l’état) apparaissent. Une variable quadratique apparâıt à l’application de la
fonction non-linéaire χ seulement quand deux bits adjacents dans l’état C1 appar-
tiennent à deux parties d’état différentes. Les 24 monômes de degré 2 obtenus de
cette manière à l’état A2 sont ensuite considérés comme des nouvelles variables
auxquelles nous faisons référence par l’expression “variables quadratiques”.
Comme nous avons seulement 24 variables quadratiques qui interviennent
dans les 40 bits a0, . . . , e0, a1, . . . , e6, a7, . . . , e7, nous pouvons assurer que, par
un simple pivot de Gauss, nous pouvons récupérer au moins (40− 24) équations
linéaires entre les deux listes LU et LV . En fait, en regardant dans les détails,
nous nous apercevons que nous obtenons non pas 16, mais 20 équations linéaires
indépendantes qui ne font pas intervenir les variables quadratiques.
Plus précisément, si l’on note qi pour 1 ≤ i ≤ 24 ces variables quadratiques,
décrites à la figure 8.18, alors les équations suivantes sont satisfaites.
— a0 = q2 + q4 + q6 + q23 + la0(LU , LV)
— b0 = q2 + lb0(LU , LV)
— c0 = q24 + lc0(LU , LV)
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— d0 = q1 + q3 + q5 + ld0(LU , LV)
— e0 = q5 + le0(LU , LV)
— a1 = q1 + q3 + q5 + q8 + la1(LU , LV)
— b1 = lb1(LU , LV)
— c1 = q2 + q4 + q6 + lc1(LU , LV)
— d1 = q7 + ld1(LU , LV)
— e1 = q7 + le1(LU , LV)
— a2 = q7 + la2(LU , LV)
— b2 = q10 + lb2(LU , LV)
— c2 = q8 + lc2(LU , LV)
— d2 = q9 + ld2(LU , LV)
— e2 = q9 + le2(LU , LV)
— a3 = q9 + q12 + la3(LU , LV)
— b3 = lb3(LU , LV)
— c3 = lc3(LU , LV)
— d3 = q10 + q11 + ld3(LU , LV)
— e3 = le3(LU , LV)
— a4 = q11 + q14 + q16 + q18 + la4(LU , LV)
— b4 = q14 + lb4(LU , LV)
— c4 = q12 + lc4(LU , LV)
— d4 = q13 + q15 + q17 + ld4(LU , LV)
— e4 = q17 + le4(LU , LV)
— a5 = q13 + q15 + q17 + q20 + la5(LU , LV)
— b5 = lb5(LU , LV)
— c5 = q14 + q16 + q18 + lc5(LU , LV)
— d5 = q19 + ld5(LU , LV)
— e5 = q19 + le5(LU , LV)
— a6 = q19 + la6(LU , LV)
— b6 = q22 + lb6(LU , LV)
— c6 = q20 + lc6(LU , LV)
— d6 = q21 + ld6(LU , LV)
— e6 = q21 + le6(LU , LV)
— a7 = q21 + q24 + la7(LU , LV)
— b7 = lb7(LU , LV)
— c7 = lc7(LU , LV)
— d7 = q22 + q23 + ld7(LU , LV)
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— e7 = le7(LU , LV)
Comme nous pouvons le voir, les 20 équations linéaires indépendantes que
nous obtenons sont données par :
— a0 + c1 + b6 + d7 ;
— c0 + a7 + e6 ;
— d0 + a1 + c2 b1 ;
— d1 + e1 ;
— d1 + a2 ;
— d2 + e2 ;
— b2 + d3 + a4 + c5 ;




— d4 + a5 + c6 ;
— b5 ;
— d5 + e5 ;
— d5 + a6 ;




Cribler avec 12 équations linéaires. Nous avons donc exactement 20 équa-
tions linéairement indépendantes entre les deux listes qui permettent de cribler les
valeurs de l’espace vectoriel de dimension 40 qui correspond aux bits a0, b0, . . . , e7.
On note
β′ = (a0, . . . , e0, a1, . . . , e6, a7, . . . , e7)
> .
De plus, comme il existe M ′ de taille 40× 8 et β′0 tels que β′ = M ′X + β′0, cela
signifie qu’il existe 40 fonctions linéaires (`i)1≤i≤20 et (`
′
i)1,≤i≤20, telles que, pour
tout 1 ≤ i ≤ 20,
`i(LU + LV) = `
′
i(β
′) = `′i ◦M ′X + `′i(β0) .
Finalement, en appliquant un pivot de Gauss sur les 8 premières équations qui
nous permet d’éliminer les valeurs inconnues x0, . . . , x7, nous obtenons au moins
12 équations linéaires qui lient nos deux listes.
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8.5.4 Complexité de l’attaque
Rappelons que nous avons fixé 8 bits pour pouvoir directement cribler chacune
des deux listes avec l’information contenue dans A2 (bits en vert à la figure 8.18),
ainsi que 20 bits pour obtenir des équations linéaires. La taille de nos deux
listes peut donc être calculée. Nous avons 100 bits d’état et 5 bits de parité des
colonnes, et on connâıt 16 bits d’information sur A1, 20 bits sur A2 car on a
fixé 8 bits, ainsi que 10 bits fixés dans chaque liste pour obtenir des équations
linéaires, ce qui donne
|LU | = |LV | = 2100 × 2−16 × 25 × 2−20 × 2−10 = 259 .
Le coût de notre attaque sur Ketje Jr v1 avec un ratio de 32 bits vaut donc,
en répétant 228 fois notre technique de type “diviser pour mieux régner”
228 × 259
pour construire les listes à chaque fois, plus
228 × 22×59 × 2−32 × 2−10 × 212
pour décrire l’ensemble des solutions, ce qui donne
287 + 292 .
Cette complexité peut être un petit peu améliorée, en fixant 4 bits de plus dans
la dernière partie, afin de pouvoir utiliser plus d’équations, ce qui permettrait
d’équilibrer les deux termes intervenant dans la conplexité, et d’obtenir une
complexité proche de 290 opérations.
8.6 Conclusion
Nous avons appliqué une technique de type “diviser pour mieux régner” sur
l’algorithme de chiffrement authentifié Ketje Jr. Il est important de noter que
notre attaque la plus performante, sur la première version de Ketje Jr, ne
s’adapte pas en l’état à la deuxième version, i.e. quand la permutation “tordue”
est utilisée.
Notre attaque ne remet pas en cause la sécurité assurée par les auteurs de
Ketje Jr, puisque le ratio utilisé ici est bien plus grand que celui préconisé par
les auteurs, qui est maximum 16 bits. Cependant, notre attaque apporte une
nouvelle borne non-triviale sur la sécurité de Ketje et met en garde l’utilisateur
contre la tentation d’augmenter le ratio dans le but d’avoir un meilleur débit. De
plus, l’utilisation de la permutation “tordue” dans la deuxième version de Ketje
empêche de mener à bien notre attaque sur 4 blocs consécutifs de sortie. Son
ajout dans la deuxième version de Ketje semble donc très pertinente, puisqu’il
empêche l’inversion de l’application χ.
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Finalement, dans notre travail, nous nous rendons aussi compte que le nombre
de variables intervenant dans les équations non-linéaires ne doit pas être trop
petit, sinon cela fournit un crible plus efficace que la recherche exhaustive. Ainsi,
nous remarquons une fois de plus que les équations non-linéaires qui régissent
les systèmes algébriques que l’on considère ne doivent pas être creuses, i.e. qu’il
faut qu’un nombre suffisant de variables indépendantes apparaissent.
Ce travail a été récompensé par les auteurs de Ketje, puisque nous avons
gagné le prix de cryptanalyse du concours organisé par les concepteurs décerné
lors de la conférence FSE 2018.
Par ailleurs, nos résultats sont limités par le fait que la taille de nos deux
listes est encore très grande. Pour espérer améliorer notre technique, il faudrait
essayer de fusionner plus de deux listes, en utilisant certaines équations. Ce
nouveau problème générique semble difficile, mais il serait intéressant de l’étudier,
car cela pourrait généraliser ces attaques de type “diviser pour mieux régner”,




L’ensemble de mes travaux montre qu’une vision structurelle des objets
mathématiques mis en jeu dans les systèmes cryptographiques peut avoir un
apport important en cryptanalyse. Cette vision permet de découvrir de nouvelles
attaques et de mettre en évidence de nouveaux critères de conception. Il est
donc nécessaire de faire des allers-retours entre la conception de chiffrements,
la cryptanalyse et les notions mathématiques fondamentales exploitées dans
les attaques afin de déterminer précisément le niveau de sécurité pratique des
algorithmes de chiffrement.
En particulier, les différentes études menées pendant ma thèse mettent bien
en évidence la fragilité des systèmes qui utilisent des objets mathématiques
possédant une représentation très structurée. Par exemple, nous avons attaqué
des générateurs pseudo-aléatoires comme FLIP ou le PRG de Goldreich en tirant
partie d’équations multivariées creuses, alors que nos attaques sur les LFSR
filtrés exploitent le caractère creux de la représentation univariée du polynôme
employé. La représentation multivariée identifie l’espace d’entrée comme un
espace vectoriel, alors que la représentation univariée l’identifie à un corps fini de
caractéristique 2. Ces représentations sont naturellement liées, mais les équations
peuvent être creuses dans un cas, et denses dans l’autre, ce qui montre que
les deux approches ne captent pas le même phénomène. Cette multiplicité des
représentations possibles ouvre un vaste potentiel de recherche. On peut par
exemple s’interroger sur la pertinence d’éventuelles représentations intermédiaires
fondées sur des sous-corps de Fn2 , par exemple l’utilisation de polynômes bivariés
à coefficients dans F2n/2 quand n est pair, plutôt que de polynômes univariés à
coefficients dans F2n .
Par ailleurs, le lien entre les différentes représentations des fonctions booléennes
n’est pas bien compris et est un sujet difficile d’autant plus que la cardinalité des
ensembles (le nombre de fonctions booléennes à n variables est 22
n
) interdit toute
recherche exhaustive au-delà de 6 variables. L’ensemble de ces représentations
amène à de nouveaux critères, qu’il faut prendre en compte, tout comme leur
généralisation qui consisterait à restreindre l’espace en entrée des fonctions.
Cette restriction peut être liée à l’emploi soit à l’appartenance à l’ensemble des
antécédents d’un élément connu par une fonction augmentée, ou éventuellement
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à d’autres partitions, qui reflèteraient l’ensemble des possibilités de l’attaquant.e.
Nous mentionnons maintenant quelques conclusions et pistes de recherche
plus précises sur les différents sujets abordés dans cette thèse.
Changement de base sur les SPN
Nous avons montré que, pour les chiffrements de type SPN à bas coût qui
utilisent un cadencement de clef très simple, la faiblesse au regard des attaques
par invariant est extrêmement liée à la forme canonique rationnelle de la matrice
de diffusion (chapitre 3). Ce qui est étonnant, c’est que ce critère n’est pas lié au
caractère MDS des couches de diffusion utilisées. Ainsi, nous amenons un tout
nouveau critère sur la couche de diffusion des chiffrements SPN ainsi que sur le
choix des constantes de tour.
Résilience par sous-groupe
Dans le chapitre 4, nous avons étudié la construction générique des registres
filtrés. Il est apparu que la bonne représentation des fonctions booléennes est,
dans ce cas, la représentation univariée, que ce soit pour capter la résistance
aux attaques algébriques ou la résistance aux attaques par corrélation. Nous
avons montré que le critère de non-linéarité généralisée est le critère pertinent à
prendre en compte dans ce cadre, à la place de la non-linéarité classique. Plus
étonnant encore, nous avons réussi à “découper” l’état interne en fonction des
sous-groupes multiplicatifs du corps fini F2n . Cette nouvelle attaque de type
“diviser pour mieux régner” est régie par la distance de la fonction de filtrage aux
fonctions de la forme H(Xk) où pgcd(k, 2n − 1) > 1, ce qui nous amène à définir
un nouveau critère pour les fonctions booléennes que nous appelons résilience
par sous-groupe.
Définition 8.1 (Résilience par sous-groupe). Soit F une fonction booléenne
à n variables et soit τ un diviseur de 2n − 1. Alors F est dite résiliente par
sous-groupe d’ordre τ si pour toute fonction booléenne G de la forme H(xk),










où d = pgcd(k, τ).
Ce critère n’est a priori pas lié avec les autres critères. Nous savons que, pour
chaque τ qui divise 2n − 1, il existe des fonctions résilientes par sous-groupe
d’ordre τ . Suite à des expérimentations personnelles sur un petit nombre de
variables, et par intuition, nous conjecturons la propriété suivante.
Conjecture 8.2. Pour tout n ∈ N∗, il existe une fonction booléenne à n variables,
résiliente par sous-groupe d’ordre τ pour tout τ qui divise 2n − 1.
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Lien avec les fonctions à entrées restreintes
Finalement, on peut aussi s’apercevoir que, lorsque pgcd(k, τ) = 1, alors la
résilience par sous-groupe est directement liée à la notion de fonctions presque
parfaitement équilibrées (chapitre 6). Au lieu d’imposer que la fonction soit
presque équilibrée sur chacun des ensembles formé par les mots de poids constants,
on demande ici qu’elle soit presque équilibrée sur chacun des translatés du sous-
groupe multiplicatif d’ordre τ .
Attaques algébriques
Nous avons vu au chapitre 4 que ni le degré algébrique ni l’immunité algébrique
ne sont les critères pertinents pour évaluer la sécurité des LFSR filtrés face
aux attaques algébriques. C’est en réalité l’immunité spectrale des suites bi-
naires [GRHH11, Définition 1], i.e. le caractère creux de la représentation uni-
variée de nos équations qui est le critère pertinent dans ce contexte.
Ceci est directement à mettre en parallèle avec la cryptanalyse de FLIP(voir
chapitre 5), du PRG de Goldreich (chapitre 7) et de celle du chiffrement authentifié
Ketje (chapitre 8), où nous exploitons aussi un caractère creux des équations,
mais cette fois dans leur représentation multivariée. De plus, la manière d’exploiter
ce caractère creux est différente avec la technique de type “supposer et déterminer”
et dans Ketje, où nous réalisons la fusion de deux listes.
Ainsi, nous obtenons deux manières de représenter nos équations (univariée
ou multivariée), dans lesquelles le caractère “creux” est plus pertinent que
simplement le degré.
“Supposer et déterminer”
Quantifier la résistance d’une primitive cryptogrqphique aux attaques de
type “supposer et déterminer” est chose ardue. Tout d’abord, il faut comprendre
quelles sont les hypothèses appropriées que peut faire l’attaquant.e. En effet,
pour l’instant, nous avons réalisé des hypothèses sur la valeur de certains bits, ce
qui a amené les auteurs de FLIP à considérer la notion d’immunité algébrique
récurrente [MJSC16] (définition 7.8 du chapitre 7). Or, je pense que ceci ne capte
pas suffisamment l’attaque dans sa vision globale, et il faut plutôt considérer
la possibilité pour l’attaquant.e de faire des hypothèses sur des combinaisons
linéaires de bits, ce qui est bien plus réaliste. Faire des hypothèses sur des
combinaisons linéaires de bits revient alors à considérer les fonctions booléennes
restreintes à des sous-ensembles qui sont des sous-espace affines de Fn2 , ce qui
nous ramène alors au chapitre 6, mais dans un contexte encore différent.
Dans ces conditions, il convient d’analyser les propriétés cryptographiques
des fonctions booléennes lorsque l’on restreint l’entrée à des sous-espaces affines
de grande taille, permettant ainsi d’identifier précisément quels sont les systèmes
algébriques induits qui sont faciles et difficiles à résoudre.
Pour résumer, nous avons donc deux visions : univariée et multivariée, pour
lesquelles les critères pertinents changent, sachant que ces critères doivent aussi
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être généralisés en considérant la restriction à des sous-espaces affines, afin de se
prémunir de l’attaque de type “supposer et déterminer”. Ceci est résumé à la
table 8.4 ci-dessous.
Multivarié Univarié
Immunité algébrique Immunité spectrale
Résilience Résilience par sous-groupe
Non-linéarité Non-linéarité généralisée
Table 8.4 – Critères cryptographiques liés aux deux représentations polynomiales
des fonctions booléennes utilisées.
Utiliser les fonctions augmentées
Bien entendu, le but du ou de la cryptographe est aussi de concevoir des
algorithmes suffisamment simples à décrire. En effet, définir un système avec
une fonction booléenne qui n’est creuse ni en représentation univariée ni en
représentation multivariée n’a que peu d’intérêt en cryptographie : si le coût
de stockage de la fonction est de l’ordre de 2n, alors il est aussi coûteux de
chiffrer que de cryptanalyser le système. Il est donc nécessaire de garder des
définitions simples pour les fonctions booléennes et de les combiner avec d’autres
composantes, notamment une fonction de mise à jour de l’état interne qui interagit
bien avec les propriétés de la fonction de filtrage.
Ainsi, dans le contexte des générateurs pseudo-aléatoires, l’attaque de type
“supposer et déterminer” n’exploite pas la fonction de filtrage seule, elle prend
aussi en compte la fonction de mise à jour de l’état interne. La fonction de mise à
jour de FLIP comme du PRG de Goldreich consiste en une permutation des bits,
il est donc tout à fait logique de fixer la valeur des bits et non une combinaison
linéaire de ceux-ci. C’est en ce sens que la fonction de mise à jour et la fonction
booléenne interagissent mal.
Dans un contexte plus général, cette fonction de mise à jour peut être
plus complexe. De plus, pour les critères liés à la représentation multivariée, se
restreindre par exemple à un hyperplan revient à diminuer la dimension de l’espace
de 1, et par conséquent modifie significativement la structure de l’ensemble sur
lequel on travaille. On change ainsi la parité du nombre de variables, ce qui a un
impact important sur les propriétés : si n est pair, alors il y a un sous-corps de
taille n2 , ce qui, comme nous l’avons vu au chapitre 4 affecte significativement
les propriétés des objets que l’on considère.
Une étude bien plus complète consiste à considérer les fonctions augmentées.
Soit f une fonction de filtrage booléenne à n variables et Φ une fonction de mise
à jour de Fn2 dans F
n
2 utilisée dans un générateur pseudo-aléatoire, la fonction
augmentée [And95] de taille m notée Fm associée est définie par
Fm : Fn2 −→ Fm2
x 7−→ (f(x), f ◦ Φ(x), f ◦ Φ2(x), . . . , f ◦ Φm−1(x)) .
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En utilisant cette fonction augmentée, nous captons correctement les “bonnes”
ou les “mauvaises” interactions entre la fonction de mise à jour et la fonction
de filtrage. Toujours dans ce contexte, notre travail sur les fonctions à entrées
restreintes ressort alors directement ici en considérant les sous-ensembles pré-
images, qui forment une partition de Fn2 . Cependant, calculer cette partition,
même pour un m petit semble hors de portée au regard des tailles de n considérées,
mais cette partition est évidemment directement exploitable en fonction de la
suite chiffrante observée et son utilisation pratique dans une attaque est un
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[App15] Benny Applebaum : The cryptographic hardness of random local
functions – survey. Cryptology ePrint Archive, Report 2015/165,
2015. http://eprint.iacr.org/2015/165.
[ARS+15] Martin R. Albrecht, Christian Rechberger, Thomas Schneider,
Tyge Tiessen et Michael Zohner : Ciphers for MPC and FHE. In
Elisabeth Oswald et Marc Fischlin, éditeurs : EUROCRYPT 2015,
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Jung Hee Cheon, éditeurs : ASIACRYPT 2015, Part II, volume 9453
de LNCS, pages 411–436. Springer, Heidelberg, novembre / décembre
2015.
[BCD11] Christina Boura, Anne Canteaut et Christophe De Cannière :
Higher-order differential properties of Keccak and Luffa. In Antoine
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low-latency block cipher for pervasive computing applications - ex-
tended abstract. In Xiaoyun Wang et Kazue Sako, éditeurs :
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[BJK+16] Christof Beierle, Jérémy Jean, Stefan Kölbl, Gregor Leander,
Amir Moradi, Thomas Peyrin, Yu Sasaki, Pascal Sasdrich et
Siang Meng Sim : The SKINNY family of block ciphers and its
low-latency variant MANTIS. In Matthew Robshaw et Jonathan
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CHES 2007, volume 4727 de LNCS, pages 450–466. Springer, Hei-
delberg, septembre 2007.
[BL16] Karthikeyan Bhargavan et Gaëtan Leurent : On the practical
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volume 9783 de LNCS, pages 313–333. Springer, Heidelberg, mars
2016.
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décembre 1995.
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et Matthew Smith, éditeurs : FC 2014 Workshops, volume 8438 de
LNCS, pages 208–220. Springer, Heidelberg, mars 2014.
[DSP07] Orr Dunkelman, Gautham Sekar et Bart Preneel : Improved
meet-in-the-middle attacks on reduced-round DES. In K. Sri-
nathan, C. Pandu Rangan et Moti Yung, éditeurs : INDO-
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delberg, décembre 2007.
[DW97] Ed Dawson et Chuan-Kun Wu : On the linear structure of sym-
metric Boolean functions. Australasian Journal of Combinatorics,
16:239–243, 1997.
[ECR05] ECRYPT - European Network of Excellence in Cryp-
tology : The eSTREAM Stream Cipher Project. http://www.
ecrypt.eu.org/stream/, 2005.
[EJ00] P. Ekdahl et T. Johansson : SNOW - a new stream cipher. In
Proceedings of First NESSIE Workshop, Heverlee, Belgique, 2000.
[Fau99] Jean-Charles Faugere : A new efficient algorithm for computing
Grobner bases (F4). Journal of Pure and Applied Algebra, 139(1):61
– 88, 1999.
[Fau02] Jean Charles Faugere : A new efficient algorithm for computing
Grobner bases without reduction to zero (F5). In Proceedings
of the 2002 International Symposium on Symbolic and Algebraic
Computation, ISSAC ’02, pages 75–83, New York, NY, USA, 2002.
ACM.
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2010, volume 6544 de LNCS, pages 388–409. Springer, Heidelberg,
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