A subset A of the set n] = f1; 2; : :
Introduction
A subset A of n] = f1; 2; : : :; ng, jAj = k, is said to form a Sidon (or B h ) sequence, h 2, if each of the ? k+h?1 h sums a 1 + a 2 + : : : + a h ; a 1 a 2 : : : a h ; a i 2 A (i = 1; 2; : : :; h) are distinct. For example, any two element set fa; bg is B 2 , since the three sums a+b; 2a; 2b are necessarily distinct, whilst a three element set fa; b; cg is B 2 i a; b; c are not in arithmetic progression. An extensive survey of the properties of Sidon sequences may be found in Halberstam and Roth 5] , where it is shown, for example, that B h sequences are of size at most O(n 1=h ) for any h 2] , and, moreover, that there do exist B h sequences of order n 1=h . In particular, Lindstr om 6] showed that jAj n 1=2 + n 1=4 + 1 for any B 2 sequence A. Recent papers on nite and in nite Sidon sequences include the ones by Graham 
4] and Spencer and Tetali 8].
We consider a set A n obtained by selecting, without replacement, a random sample of size k n from the rst n integers, and investigate threshold phenomena for the Sidon property, showing, in Theorem 1, that the probability that A n is B h tends to unity as n ! 1 if k n n 1=2h , and that P(A n is Sidon) ! 0 provided that k n n 1=2h , where we write '(n) &(n) (resp. '(n) &(n)) if '(n)=&(n) ! 1 (resp. 0) as n ! 1. (The rst part has also been shown by Nathanson, see 7] , page 37, Exercise 14.) The main tool employed is the Janson exponential inequality (see, e.g., Alon and Spencer 1] ). Theorem 1 shows that the Sidon property becomes rare at a level far below that indicated by the above-mentioned extremal results in Halberstam and Roth 5] ; it is conceivable, however, that a carefully selected non-uniform measure on the k n -subsets of n] will yield a threshold closer to n 1=h : for example, one may be able to exploit the fact 3, 4] that maximal B 2 4 sequences are uniformly distributed. In Section 3, we investigate the behaviour of the Sidon property at the threshold, proving in Theorem 2 that P(A n is B h ) ! Conversely, Theorem 2 may be derived using the Janson inequality.
Similar questions can be asked regarding sum-free subsets of the integers, and will be reported on elsewhere, as will be results on B h sequences where h ! 1 along with n, and on subsets with distinct sums (see 1] for the relevant de nitions).
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We write u = O(v) or (equivalently) u v if u Av for some constant A that may depend on h but not on n or any other variable.
Threshold functions for the Sidon property
The following is the main result of this section:
Theorem 1. Consider a subset A n of size k n chosen at random from the ? n k n such subsets
of n] = f1; 2; : : :; ng. Then for any h 2, k n = o(n 1=2h ) ) P(A n is B h ) ! 1 (n ! 1) and n 1=2h = o(k n ) ) P(A n is B h ) ! 0 (n ! 1):
Proof. We begin with the easy rst half, the proof of which employs nothing more than the Markov inequality. We introduce some notation to be used throughout the paper.
Let A = A n;h be the set of all sequences a = (a 1 ; : : :; a h ) with 1 a 1 a 2 : : : An element a of A is thus an (ordered) sequence (a 1 ; : : :; a h ), but we will also, when convenient, use a to denote the corresponding set fa 1 ; : : :; a h g; for example, jaj denotes the number of elements of this set, i.e., the number of distinct numbers a i .
Using this notation, a set A n n] is Sidon if and only if A n does not contain a b and thus, by Markov's inequality, P(A n is not B h ) = P(X 1)
We estimate jB(l)j as a lemma. We thus focus on computing P(Y = 0), and start by changing the underlying model somewhat; we will revert to the original model later in the proof: Let us choose each element of n] independently with probability p = k=n. This yields a set whose expected (as opposed to actual) cardinality is k. Such a strategy is necessary due the baseline assumption of independence that is required for the successful application of the Janson inequality, which 
Note , if E(jA n j) n 1=2h . We must now translate this fact into the format of the original problem, and thus need to compute, under the transformed model, P u (A n is B h jA n j = np), which, again by monotonicity, is smaller than P u (A n is B h jA n j np) and thus than P u (A n is B h )=P u (jA n j np). Now the numerator of this last quantity is asymptotically small if p 1=n (2h?1)=2h , whilst the denominator is certainly, at least for large n, of magnitude close to 1/2. The theorem follows.
3. The behavior of the Sidon property at the threshold As mentioned above, the rst result of this section, which nds the asymptotic value of P(A n is B h ) when jA n j n 1=2h could have been obtained on using the methods of Section 2. We choose, however, to employ the Stein{Chen method of Poisson approximation 2] 11 (which could, conversely, have been used to establish Theorem 1) to address a wider issue: If X denotes, as before, the number of episodes (a; b) (under the model P u ) for which A n contains both the vectors a and b whose coordinates sum to the same value, then what can be said about the distribution of X (and not just the value of the point probability P u (X = 0)?) Let L(U) denote the probability distribution of the random variable U, Our rst task will be to obtain a tight estimate on = E u (Y ). Now = X (a;b)2B(2h) P(I a;b = 1) = p 2h jB(2h)j: ( 
7)
Loosely, we know that jB(2h)j n 2h?1 so that p 2h n 2h?1 = 2h if p = n ?(2h?1)=2h , but we must be more exact. 
Finally we have, using the fact that f 0 
(The integrals converge and the integrated parts vanish because P has a zero of order 2h at t = 0 and P and all its derivatives are bounded.)
A binomial expansion yields 
Proof. (16) follows by combining (7) with Lemmas 4 and 5, and (15) by further using the estimate in (6).
In particular, if p = ( + o(1))n (1=2h)?1 , then both E u X and E u Y tend to h 2h as n ! 1.
The sum in (17) and the result follows.
The basic Stein{Chen approximation theorem we employ is as follows:
Poisson approximation theorem for positively related variables (Corollary 2.E.1 provided that p n = o(1=n (2h?2)=(2h?1) ). In particular, if E u (jA n j) = ( + o(1))n 1=2h , then P u (X = 0) ! expf? h 2h g (n ! 1), where h is given by (17). Proof. Let p + n = k n n + n 1=4h log n n and p ? n = k n n ? n 1=4h log n n ; 19 these choices are made for convenience only, and are certainly not unique. Then both p + n and p ? n are of the form ( + o(1))n ?(2h?1)=2h ; let us use them to generate random sets A + n and A ? n as in Theorem 2. Note that E u (jA + n j) = k n + n 1=4h log n and Var u (jA + n j) < E u (jA + n j) = O(n 1=2h ):
Furthermore, by Chebychev's inequality, P u (jA + n j < k n ) 1 log 2 n ! 0; and thus for a set A + n of cardinality k n , P(A + n is not a B h set) = P u (A + n is not a B h set jA + n j = k n ) P u (A + n is not a B h set jA + n j k n ) P u (A + n is not a B h set) P u (jA + n j k n ) ! 1 ? e ? ( = h 2h ), so that for a randomly chosen A n with jA n j = k n , lim sup n!1 P(A n is not a B h set) 1 ? e ? :
The opposite inequality, which shows that lim inf n!1 P(A n is not a B h set) 1 ? e ?
follows on using a similar argument with the set A ? n . This proves the corollary. Remarks. Theorem 3 can easily be restated in terms of the measure P; we skip the details. In any event, this result provides a nice global view of the presence/absence of various taboo (i.e., B h -property producing) integer sums in the random set A. Also, since the total variation distance is preserved under any functional, we may use Theorem 3 to estimate probabilities such as P(a b), where equals the number of integers m which can be represented as two or more integer sums.
