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Abstract
In this work, we study the wave equations in 2D Euclidian space for a new non-central
potential consisting of a Kratzer term and a dipole term V (r, θ) = Qr−1+Drr
−2+Dθ cos(θ)r
−2.
For Schrodinger equation, we obtain the analytical expressions of the energies and the wave
functions of the system. For Klein-Gordon and Dirac equations, we do the study in both spin
and pseudo-spin symmetries to get the eigenfunctions and the eigenvalues. We also study the
dependence of energies on the parameters Dr and Dθ . We find that the Dθ term tends to
dissociate the system, and thus counteracts the Coulomb binding effect, and that the Dr term
can either amplify or decrease this effect according to its sign.
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1 Introduction
The quantum wave equations, namely Schro¨dinger, Klein-Gordon and Dirac, are very good toots
for the study of atomic and molecular systems. Unfortunately those equations have analytical
solutions for very few type of potentials and the majority are central. The complexity of the study
of multi-particle systems has forced theorists to use mean-field models and most of them are also
central. These central potentials don’t correspond to the reality of physical systems, except for the
Coulomb potential that matches perfectly the Hydrogen because it is just a two-particle system.
When we study non central potentials, the difficulty already appears in Schro¨dinger equation,
where the separation of variables is only possible when the potential is of the type V (r)+V (θ) r−2+
V (ϕ) r−2 sin−2 (θ) [1, 2, 3, 4], and among them there is only few ones that can be studied analytically
[5, 4]. The study of this kind of potential began with the works of Makarov [6] and Hartmann [7]
in molecular systems and now they are in focus in various fields, especially in quantum chemistry
and nuclear physics. For example they were used for the description of ring-shaped molecules like
benzene and also for the interactions between deformed pair of nuclei [8, 9, 10, 11].
The most simple non-central potential is the electric dipole D cos (θ) r−2 (or pure dipole) and it
attracted attention very early because there were experimental clues that it could have bound states
only if its moment exceed a critical value [12]. Experiments studies followed and confirmed these
results despite the fact that there is no analytical solutions for this system [13]. This potential has
also attracted attention in chemistry given its applications in the anionic bounds of polar molecules
[14, 15, 16, 17] and also in molecular biology in the study of electron binding mechanisms in DNA
and RNA [18] (for a review see [19]).
From a theoretical point of view, the pure dipole potential has been studied in the case of 3D
systems [20] and also in 1D and 2D systems [20, 21]. Theoretical studies have also focused on the
potential of the non-pure dipole Qr−1 +D cos (θ) r−2, in 3D systems [22] and in 2D ones [23]. For
this last potential, both cases showed that the dipole must be below a critical value to have bound
states in the system; These results are in the opposite of those of the pure dipole.
The interest for 2D systems comes from the great popularity of graphene (and co. like silicene
and manganene) and also from experimental achievements with the realization of quantum gases at
low dimensions [24, 25] and before that from quasi-condensate experiments [26]. In 2D systems, pure
dipole is present in ultrathin semiconductor layers [27], in spin-polarized atomic hydrogen absorbed
on the surface of superfluid helium [28], for charged particles in a plane with perpendicular magnetic
field [29] and also in gapped graphene with two charged impurities [30, 31]. On the other hand,
non-pure dipole potential was recently found in the case of electron pairing that stems from the
spin-orbit interaction in two-dimensional quantum well [32].
In this work we consider a new type of non-central potential consisting of a combination of
a Kratzer potential and a dipole term V (r, θ) = Qr−1 + Drr
−2 + Dθ cos (θ) r
−2. Our choice for
this potential comes the fact that it is a better generalization of the Coulomb interaction than the
non-pure dipole potential considered in [22], [23] and [32] and also for the potential richness of its
applications given the number of parameters in its expression. We add a dipole term to the Kratzer
2
potential to take into account the anisotropy of the distribution of charges and thus generalize the
studies already made for central distributions. Our study also aims to add a new non-central system
that has analytical solutions to those already presented in the literature [5, 4].
Kratzer potential was introduced to study the regularities in the band spectra of diatomic
molecules [33, 34], and since then it has attracted a lot of attention because of its applications in
various fields of physics and chemistry such as nuclear physics [35], molecular physics [36], quantum
chemistry [37] and chemical physics [38]. It is even used for the study of optical properties in
semiconductor quantum dots [39]. The studies the Kratzer potential modified with angular terms
followed for their possible applications in ring-shaped organic molecules [40, 41]. Recently, the
Kratzer potential has been experimentally justified in 2D systems because Rydberg series of s-type
excitonic states in monolayers of semiconducting transition metal dichalcogenides, which are 2D
semiconductors, follow a model system of 2D Kratzer type instead of a 2D hydrogen atom [42].
Our work will be structured as follows: after this introduction which constitutes the first section
1, we will first start by a theoretical justification of our choice of the non-central Kratzer potential
in the second section 2, then we will solve the Schro¨dinger equation for this new potential in the
case of two-dimensional systems in the third section 3. Finally, after two sections devoted to the
results of the relativistic studies 45, will come our conclusions in the sixth section 6.
2 The Non-Central Kratzer Potential
We consider a system composed of a point charge q in the potential of a charge distribution Q =
∫
dq
(a cluster of point charges dq) such as an ion and a charged particle. The extended chargeQ produce
the following potential at the position of the test charge q:
V (−→r ) =
∫
1
4πε0
dqa
ra
(1)
We choose the origin O of the reference at the center of Q, We denote M the position of q
and −→r the corresponding vector. We put
−→
A or a the position of the elementary charge dq, so the
relative position of the point charge q is −→r a =
−−→
AM =
−−→
OM −
−→
OA = −→r −−→a ; Thus we write:
V (−→r ) =
∫
1
4πε0
dqa
‖−→r −−→a ‖
=
∫
1
4πε0
dqa
[
(−→r −−→a )
2
]
−1/2
(2)
We use Taylor series to write the integral because we consider that the cluster’s dimensions
characterized by ‖−→a ‖ are small compared to the whole system represented by ‖−→r ‖:
V (−→r ) =
∫
1
4πε0
dqa
r
[(
1− 2
−→r · −→a
−→r 2
+
−→a 2
−→r 2
)2]−1/2
(3)
we restrict ourselves to the 1st order of the multipole expansion:
[(
1− 2
−→r .−→a
−→r 2
+
−→a 2
−→r 2
)2]−1/2
= 1 +
−→r .−→a
r2
+O
(−→a 2
−→r 2
)
(4)
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and we get:
V (−→r ) =
1
4πε0
(∫
dqa
r
+
∫
dqa
r
−→r .−→a
r2
)
V (−→r ) =
1
4πε0
(
1
r
∫
dqa +
1
r2
∫
a cos θadqa
)
(5)
The volume element in the integral is the one around the position −→a of dqa, so the position
−→r
of the point charge q is a constant according to this integration and the potential becomes:
V (r) =
1
4πε0
Q
r
+
1
4πε0
Dr
r2
(6)
Dr represents the dipole moment of the cluster and it’s denoted with the indice r because one
can consider it as a ”radial” one or a dipole with moment always pointing to the test charge q [43].
The relation 6 is equivalent to the Kratzer expression defined by:
VK(r) = de
(
r2e
r2
−
2re
r
)
(7)
where we consider that de is the dissociation energy and re is the equilibrium interatomic
separation in the molecule [44, 45, 46].
We see that the potential is central and this may not reflect reality because the distribution is
not usually perfectly symmetric. Therefore, we have to take into account the possible anisotropy
in the charge distribution and to do this we consider that the positive and the negative centers of
charges do not coincide in Q and we denote their positions −→a + and
−→a −. This two centers form an
electric dipole representing this anisotropy and the potential of such a dipole is just Dθ cos(θ)r
−2.
The dipole moment Dθ is proportional to the distance between the two charge centers and the angle
θ defines the orientation of the position −→r according to the dipole axis defined by −→a + −
−→a −. We
call this term the ”angular” dipole to differentiate it from the ”radial” one.
Adding all the terms together gives us the Coulomb potential with two dipoles and we call it a
non-central (N-C) Kratzer potential:
V (r, θ) =
1
4πε0
Q
r
+
1
4πε0
Dr
r2
+
1
4πε0
Dθ cos θ
r2
(8)
This expression takes into account the non-point character of an ionic system acting on an
elementary charge and also the anisotropy in the charge distribution of this ion; It represents the
first correction of the Coulomb effect of an extended charge.
3 2D Schro¨dinger Equation for N-C Kratzer Potential
We write the two-dimensional stationary Schro¨dinger equation for a point charge in the potential
8 and we use the polar coordinates for the Laplacian:[
−~2
2µ
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
)
+
q
4πε0
(
Q
r
+
Dr
r2
+
Dθ cos θ
r2
)]
ψ = Eψ (9)
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We put the equation in the more convenient following form:[(
∂2
∂r2
+
1
r
∂
∂r
−
2µqQ
4πε0~2
1
r
−
2µqDr
4πε0~2
1
r2
)
+
1
r2
(
∂2
∂θ2
−
2µqDθ
4πε0~2
cos(θ)
)]
ψ =
−2µE
~2
ψ (10)
and we write the solution as ψ(r, θ) = r−1/2R(r)Θ(θ) to get two separate equations:(
∂2
∂θ2
− Eθ −
2µqDθ
4πε0~2
cos(θ)
)
Θ(θ) = 0 (11a)[
∂2
∂r2
+
(
Eθ +
1
4
−
2µqDr
4πε0~2
)
1
r2
−
2µqQ
4πε0~2
1
r
+
2µE
~2
]
R(r) = 0 (11b)
We have to solve the angular equation 11a to find the constants Eθ and then we use these
angular eigenvalues to solve the radial equation 11b; this will give us the energies E of the system
and also the wave functions ψ(r, θ).
3.1 Solution of Angular Equation
The angular equation can easily be written as a Mathieu equation [47] by defining θ = 2z, a = −4Eθ
and p = µqDθ/
(
πε0~
2
)
:
∂2Θ(z)
∂z2
+ (a− 2p cos 2z)Θ(z) = 0 (12)
The solutions of this equation are the cosine-elliptic ce2m (z) and the sine-elliptic se2m+2 (z)
functions where m is a natural number [48]. The solutions of the Mathieu equation are periodic
because z has π as a period and this lead us to consider the Floquet’s theorem [49] or the Bloch’s
theorem [50]. They stipulate that, for a given value of the parameter p, the solution is periodic
only for certain values of the other parameter a; They are called characteristic values and denoted
a (2m, p) or a2m (p) for the cosine solutions and b (2m, p) or b2m (p) for the sine ones.
There is no analytical expression for the Mathieu characteristic values a2m (p) and b2m (p), so
they are usually given either numerically or graphically. This doesn’t preclude that we can write
approximate analytical expressions for small and large values of p [51]. For small values of p, we
can express a and b for m > 3 as (l = 4m2 − 1):
a2m = b2m ≈ 4m
2 +
1
2l
p2 +
20m2 + 7
32l3 (l − 3)
p4 +
36m4 + 232m2 + 29
64l5 (l − 3) (l − 8)
p6 +O
(
p8
)
(13)
The coefficients of the power series of a2m (p) and b2m (p) are the same until the terms in p
2m−2.
We have similar polynomials for m ≤ 3 but with different coefficients for the a’s and the b’s.
We note here that there is no sine solutions for m = 0 and so there is no b(m = 0).
For large values of p, we get another polynomial (k = 2n+ 1):
an = bn+1 ≈ −2p+2kp
1/2−
1
8
[
k2 + 1
]
−
[
k3 + 3k
] 1
27p1/2
−
[
5k4 + 34k2 + 9
] 1
212p
+O
(
p−3/2
)
(14)
From now on to simplify the writing, we will use the same symbol c2m (p) for both the charac-
teristic values a2m (p) and b2m (p).
5
Using the definitions a = −4Eθ and p = µqDθ/
(
πε0~
2
)
together with the relation of Mathieu
parameters enable us to write the angular eigenstates as a function of the angular moment:
E
(2m)
θ = −
1
4
c2m
(
µq
πε0~2
Dθ
)
(15)
From 13, we see that for small values of Dθ (or p), the angular solution can be put in the form:
E
(2m)
θ = −m
2 + Pm(Dθ) (16)
where Pm(Dθ) is a polynomial in terms of even power of Dθ starting from 2. This expression
will be used to validate our solutions in the limit Dθ → 0.
3.2 Solution of Radial Equation
Using the asymptotic behavior of the solutions to solve the radial equation 11b, we start with the
transformation R(r) = rλe−βrf(r), so we get a new differential equation for f(r):[
r
d2
dr2
+ 2(λ− βr)
d
dr
− 2
(
µqQ
4πε0~2
+ λβ
)]
f(r) = 0 (17)
Because parameters β and λ are free ones, we chose them as follows to simplify the equation:
β2 = −
2µE
~2
& λ(λ − 1) + E
(m)
θ −
2µqDr
4πε0~2
+
1
4
= 0 (18)
As ψ (r, θ) must be convergent, the accepted solutions for these parameters that let R(r) non-
singular at r = 0 are:
β =
√
−
2µE
~2
& λ =
1
2
+
√
−E
(m)
θ +
2µqDr
4πε0~2
(19)
We can reduce 17 to a confluent hypergeometric type by defining a new variable z = 2βr:[
z
d2
dz2
+ (2λ− z)
d
dz
− (
µqQ
4πε0~2
1
β
+ λ)
]
f(z) = 0 (20)
The solution here is just the confluent hypergeometric function:
f (z) = N1F1
(
λ+
µqQ
4πε0~2
β−1, 2λ, 2βr
)
(21)
and the wave function of the system follows:
ψ (r, θ) = Nrλ−
1
2 e−βrΘ(θ)1 F1
(
λ+
µqQ
4πε0~2
β−1, 2λ, 2βr
)
(22)
We compute the normalization constant N from the condition
∫
|ψ(r, θ)|
2
rdrdθ = 1 and we
recall that Mathieu functions are normalized by definition to π [48]:
N =
2λβλ+
1
2
(2λ− 1)!π
(
(nr + 2λ− 1)!
nr!(nr + 2λ)!
)1/2
(23)
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Here we have used Laguerre polynomials of degree nr [48]:
L2λ−1nr (2βr) =
(nr + 2λ− 1)!
nr!(2λ− 1)!
1F1 (−nr, 2λ, 2βr) (24)
and the identity [48]:∫
∞
0
e−qqk+1
[
Lkn (q)
]2
dq =
(n+ k)!
n!
(2n+ k + 1) (25)
One can also use the Appell’s double series F2 to get the same normalized constant [52].
From the asymptotic behavior of the confluent series (r → ∞ =⇒ 1F1 = 0) which leads to
ψ → 0 for r →∞, we find the condition of quantization:
λ+
µqQ
4πε0~2
β−1 = −nr , nr = 0, 1, 2, ... (26)
and we use this condition with the relation 19 to obtain the spectrum of the discrete energy
levels of our system:
Enr ,m = −
[(
4πε0~
2
2µqQ
√
~2
2µ
)(
nr +
1
2
+
√
−E
(m)
θ +
2µqDr
4πε0~2
)]−2
(27)
Starting from this expression, we can get the solutions of the usual 2D Kratzer potential [53, 54]
by taking the limit Dθ → 0, so Pm(Dθ)→ 0 which lead to E
(m)
θ = −m
2 from 16:
E(Kratzer)nr ,m = −
[(
4πε0~
2
2µqQ
√
~2
2µ
)(
nr +
1
2
+
√
m2 +
2µqDr
4πε0~2
)]−2
(28)
If we add the limit Dr → 0, we find the 2D Coulomb solutions [55, 56]:
E(Coulomb)nr ,m = −
(
4πε0~
2
2µqQ
√
~2
2µ
)(
nr + |m|+
1
2
)
−2
(29)
Comparing with these results, we use the notations of the 2D hydrogen atom n = nr + |m| and
we write the energy eigenvalues of the system (E
(m)
θ is replaced from 15):
En,m = −
[(
4πε0~
2
µqQ
√
~2
2µ
)(
n− |m|+
1
2
+
√
1
4
c2m
(
µq
πε0~2
Dθ
)
+
2µqDr
4πε0~2
)]−2
(30)
For our numerical computations, we use the same considerations as those of molecular systems.
So we choose the extended charge as a positive ion and the point charge is an electron, and we get
two opposite charges equal in magnitude q = −Q = −e. We use the Hartree atomic units where
~ = e = µ = 4πε0 = 1 and the energies become:
En,m = −2
(
n− |m|+
1
2
+
√
1
4
c2m (4Dθ) + 2Dr
)
−2
(31)
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Figure 1: E(1, 0) vs Dθ for Dr = 0.3,0.6 and 0.9
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Figure 2: E(n, 0) vs Dθ for Dr = 0.5 and n = 1, 2, 3, 4 and 5
We note in this relation of the energies, that the angular dipole removes the degeneracy of the
sine and cosine states for m 6= 0. This degeneracy is restored when the angular moment vanishes
since the two Mathieu’s characteristic parameters a2m and b2m have the same limit in this case 13.
The result restores those of the ordinary Kratzer potential (or Coulomb potential) where the wave
function of each level En,m is a linear combination of both sine and cosine states. For the s-states
(m = 0), we only find the cosine solutions because the sine solutions are absent in this case.
Through the expression 31, we see that the behavior of the energies follows essentially that of the
Mathieu’s parameters and thus the angular moment, whereas the effect of the radial moment merely
shifts the energies to larger or smaller values according to its sign. The sign of the angular moment
doesn’t affect the results because the parameters c2m are even functions. Of course, the energies
increase with the n and decrease with the m but the main effect of the m is to extend the allowed
region for the values of the angular momentum. We also note that the energies corresponding to
the ce2m (z) solutions are larger than the se2m (z) ones and this is caused by the fact that the a2m
are bigger than the b2m. (see figures 1234 were dashed lines are for sine solutions).
The main remark that can be drawn from 31 is that there is an essential condition for the system
to have bound states:
1
4
c2m (4Dθ) + 2Dr > 0 (32)
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Figure 5: Forbiden regions of Dr and Dθ for m = 0, 1, 2
Dr\m 0 1 2 3
−0.3 − 1.925 8.004 17.462
+0.0 − 2.662 8.679 18.132
+0.3 0.543 3.284 9.323 18.782
+0.6 0.923 3.851 9.942 19.420
+0.9 1.284 4.385 10.543 20.046
Table 1: Critical values for Dθ
This condition shows that there are critical values for the two dipole moments, depending only
on the quantum number m, that make the corresponding bound state no longer exists. If we put
Dr = 0, all the s-states (m = 0) are absent because the critical value for Dθ here is zero. We say
here that the presence of radial dipole is essential for s-states to exist, otherwise the angular moment
make them disappear. The same observation is made concerning the other m-states (m > 0), but
the critical value of the angular moment is positive in all these cases and these critical values increase
with m and also with the values of Dr (fig5). This critical value is smaller for the sine states and
this causes the spread of the spectrum of these states to be less than that of the cosine states on
the axis of the angular momentum (figures 4 and 5 where the indice a is for cosine solutions and
the b for sine ones). So the radial dipole has two effects, it moves the energies to higher values
while enlarging the region of possible values of angular moment (fig6).
The table 1 shows the critical values of Dθ for different values of Dr and m when we consider
cosine solutions.
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Figure 6: E(2, 1) vs Dr and Dθ
4 2D Relativistic Equations for N-C Kratzer Potential
We start by considering the general case of the non-central potential V (r, θ) = V (r) + V (θ) /r2
in 2D systems. There are no analytical solutions for the Klein-Gordon and Dirac equations for
this potentials, but both equations reduce to the same Schro¨dinger type equation if we consider the
cases of spin and pseudo-spin symmetries. These symmetries have been considered for the first time
in shell models of nuclear physics, where protons and neutrons are treated in the same way [57, 58].
Then they became essential symmetries in relativistic theories [59, 60] and since then their studies
have increased considerably in these systems [61]. These symmetries were also used to study the
relativistic theory of both central and ring-shaped Kratzer potentials [62, 63].
We will consider the Klein-Gordon equation first then the Dirac equation and we start with the
spin symmetry case and then the pseudo-spin one.
4.1 Klein-Gordon Equation
The stationary Klein-Gordon equation for a single charge q in both scalar S (~r) and vector U (~r)
potentials is written as: [
c2p2 − (E − U (~r))
2
+
(
µc2 + S (~r)
)2]
ψ (−→r ) = 0 (33)
The denominations vector potential is used for the energy U but it isn’t vectorial in any way. The
vectorial potential
−→
A (−→r ) comes with the momentum −→p and is zero in our case.
Spin or pseudo-spin symmetry are defined by S (~r) = ±U (~r) and the two reduce the wave
equation 33 to the following second order equation:[
c2p2 + 2
(
E ± µc2
)
U (~r)−
(
E2 − µ2c4
)]
ψ (−→r ) = 0 (34)
The equation is easily written as a Schro¨dinger equation with the transformations:(
E
µc2
± 1
)
U (~r) −→ U (~r) &
1
2
(
E2
µc2
− µc2
)
−→ E (35)
11
Here we get a system where the potential depends on the energy. These energy dependant potentials
have been considered for a long time when the relativistic effects began to be taken into account
in quantum physics [64, 65, 66]. Recently a lot of works were devoted to this type of potentials
[67, 68, 69] (and the references therein).
4.2 Dirac Equation
We consider now the stationary Dirac equation:[
c−→α · −→p + β
(
µc2 + S (~r)
)
− (E − U (~r))
]
ψ (−→r ) = 0 (36)
and we use the Pauli-Dirac representation:
−→p = −i~
−→
∇ ; −→α =
(
0 −→σ
−→σ 0
)
; β =
(
I 0
0 −I
)
(37)
where −→σ is the vector of Pauli matrices and I is the 2× 2 identity matrix.
We write the wave function as a two component vector of the Pauli-Dirac representation:
ψ (−→r ) =
(
ϕ (−→r )
χ (−→r )
)
(38)
and we obtain two coupled differential equations:
c−→α · −→p χ (−→r ) =
[
E − U (~r)− µc2 − S (~r)
]
ϕ (−→r )
c−→α · −→p ϕ (−→r ) =
[
E − U (~r) + µc2 + S (~r)
]
χ (−→r ) (39)
If we consider spin symmetry, where S (~r) = U (~r), the system is decoupled by writing:
χ (−→r ) =
c−→α · −→p
E + µc2
ϕ (−→r ) (40)
and we get the following second order equation:[
c2p2 + 2
(
E + µc2
)
U (~r)−
(
E2 − µ2c4
)]
ϕ (−→r ) = 0 (41)
In the same way, using pseudo-spin symmetry relation S (~r) = −U (~r), we write:
ϕ (−→r ) =
c−→α · −→p
E − µc2
χ (−→r ) (42)
The system is then decoupled and we get the following second order equation:[
c2p2 + 2
(
E − µc2
)
U (~r)−
(
E2 − µ2c4
)]
χ (−→r ) = 0 (43)
We see that the two equations 39 and 41 are equivalent to the equations 34.
We start by studying the spin-symmetry case and then we deduce the solutions for pseudo-spin
symmetry by using the transformation E → −E (and we add χ⇆ ϕ for Dirac equation).
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5 Solutions of the Schro¨dinger Type Equation
5.1 The Spin Symmetry Case
The Schro¨dinger type equation for the spin-symmetry case is 39:[
c2p2 + 2
(
E + µc2
)
U (~r)−
(
E2 − µ2c4
)]
ψ (−→r ) = 0 (44)
with the potential energy:
U(r, θ) = eV (r, θ) = −Z
e2
r
+ e
Dr
r2
+ e
Dθ cos θ
r2
(45)
We use the polar coordinates and the same transformation as before ψ(r, θ) = r−1/2R(r)Θ(θ)
to get two separate equations:(
d2
dθ2
− 2
E + µc2
~2c2
eD cos θ
)
Θ(θ) = EθΘ(θ) (46a)[
d2
dr2
+
(
Eθ − 2
E + µc2
~2c2
eDr +
1
4
)
1
r2
+ 2
E + µc2
~2c2
Ze2
1
r
]
R(r) = −
E2 − µ2c4
~2c2
R(r) (46b)
These equations are equivalent to those of the non-relativistic case 11a and 11b but we have to
consider the shifts 35. So we use the same steps to solve 46a and 46b and we get two new eigenvalues
relations coming from both angular and radial equations:
E
(2m)
θ = −
1
4
c2m
(
4
En,m + 2µc
2
~2c2
eDθ
)
(47a)
E
(2m)
θ = 2
En,m + 2µc
2
~2c2
eDr −

n− |m|+ 1
2
− Zα
En,m + 2µc
2√
µ2c4 − (En,m + µc2)
2


2
(47b)
We used the non-relativistic energies E − µc2 and we denoted them Enr ,m or En,m where
n = nr + |m| (α is the fine structure constant).
For the wavefunctions we get the same relation as 22 but with the new parameters β and λ:
β2 = −
E2 − µ2c4
~2c2
& λ =
1
2
+
√
−E
(2m)
θ + 2
E + µc2
~2c2
eDr (48)
The same relations are used in the expression of the normalization constant 23.
The non-relativistic limit is obtained by neglecting the term En,m beside the factor 2µc
2 in 47a,
then we replace in 47b and we use the Taylor series according to α2:
En,m = −
8µc2Zα2(
2nr + 2
√
−E
(2m)
θ + 4
µαc
e~ Dr + 1
)2 + 32µc2Z2α4(
2nr + 2
√
−E
(2m)
θ + 4
µαc
e~ Dr + 1
)4 +O(α6)
(49)
This result generalizes the one found in the non-relativistic case 31 and the ones found for
non-relativistic non-pure dipole by putting Dr = 0 [23]. One can also found the energies of the
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relativistic Kratzer potential using Dθ = 0 or E
(2m)
θ = −m
2 [71]. The two conditions Dr = 0 and
Dθ = 0 together give the energies of the Coulomb potential [72, 2].
We use the Hartree units (µ = e = 4πǫ0 = ~ = 1 and c = 1/α) for the numerical computations
and we apply for Z = 1:
E
(2m)
θ = −
1
4
c2m
(
4
(
En,mα
2 + 2
)
Dθ
)
(50a)
E
(2m)
θ = 2
(
En,mα
2 + 2
)
Dr −

n− |m|+ 1
2
− Zα
En,mα
2 + 2√
1− (En,mα2 + 1)
2


2
(50b)
And the non-relativistic limit becomes:
En,m = −
2(
nr +
1
2 +
√
1
4c2m (8Dθ) + 4Dr
)2 + 8α2(
nr +
1
2 +
√
1
4c2m (8Dθ) + 4Dr
)4 +O(α6) (51)
We see here that 51 differs from 31 by a factor of 2 in front of the dipoles moments Dθ and Dr.
This factor comes from the addition of scalar and vector potentials in spin-symmetry case which
gives a Schro¨dinger equation with a potential 2V instead of V in ordinary theory [73, 74].
We cannot solve the system of equations 50a and 50b analytically because Mathieu characteris-
tics don’t have inverse functions. Nevertheless, this system can be solved using graphical methods
by seeking the intersection points of the graphs representing the two equations.
Equation 50b shows that Eθ has an inverted and non-symmetric parabolic shape and the inter-
section point with the plots representing 50a can not exceed its maximum; This limitation gives
the critical dipole moments for each quantum numbers. Unlike the non-relativistic case where Dcrit
depends only of the value of m, its values are here weakly dependent on the other quantum number
n. This dependence on n comes from the presence of the energies En,m with D in the angular
eigenvalues 50a and these energies depend on n as can be seen from 50b. The weakness of this
dependence comes from the presence of the factor α2 with En,m.
The study of the dependence of the energies according to the values of Dθ shows that this
moment increases the energies of the system to a maximum value and then its effect is transformed
into a decrease thereof; This shape follows that of the c2m and it is common to all levels but
decreases with increasing n. The effect of Dr can be summarized in a shift of the energies to larger
or smaller values depending on its sign (Figures 7 and 8).
We mention here that the non-relativistic approximation 51 can be used as a quasi-analytical
solution since it gives results in excellent agreement with those computed numerically (fig9).
5.2 The Pseudo-Spin Symmetry Case
The Schro¨dinger type equation for the pseudo-spin-symmetry case is 43:[
c2p2 + 2
(
E −Mc2
)
U (~r)−
(
E2 −M2c4
)]
ψ (−→r ) = 0 (52)
Following the same procedure as that of the spin case, we end up with two relations that come
from the eigenvalues of radial and angular equations. We find the following relations for the non-
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Figure 7: Relativistic E(n, 1) vs Dθ for Dr = 0.3 and n = 1, 2 and 3
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Figure 8: E(2, 1) vs Dθ for Dr = 0 , 0.3 and 0.6
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Figure 9: Relativistic and Non-Relativistic E(1, 1), E(2, 1) and E(3, 1) vs Dθ for Dr = 0.3
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relativistic energies of the system En,m = E − µc
2 in Hartree units:
E
(2m)
θ = −
1
4
c2m
(
4En,mα
2D
)
(53a)
E
(2m)
θ = 2En,mα
2Dr −

n− |m|+ 1
2
− Zα
En,mα
2√
1− (En,mα2 + 1)
2


2
(53b)
The main difference between these equations and those of the spin symmetry case (50a, 50b)
is the absence of factor 2 in front of the α2 term. This means that the graphs representing the
radial solution 53b are almost linear and that the parameter p inside the Mathieu characteristics
53a is very small. Our calculations show that we have to consider very large radial moments
(Dr > 100a.u.) to find solutions higher than −200a.u.. These results are outside the regions of
interest for the energies of the atomic systems and support those of works that consider only the
case of spin symmetry in their studies [71, 74, 75].
6 Discussion
In this work, we studied the potential V (r, θ) = Qr−1 + Drr
−2 + Dθ cos(θ)r
−2 for 2D quantum
systems in both non-relativistic and relativistic cases. We solved the Schro¨dinger equation analyti-
cally and studied the relativistic spectrum for Klein-Gordon and Dirac equations in both spin and
pseudo-spin symmetry cases.
In the non-relativistic case, the spectrum shows that the energies follow mainly the behavior
of Mathieu’s characteristic parameters and thus the angular moment Dθ, whereas the effect of the
radial moment Dr is merely a shift in these energies to larger or smaller values according to its
sign. We have showed also that there is an essential condition for bound states to exist, which
is: c2m (4Dθ) + 8Dr > 0. This condition imposes a critical value for the angular moment Dθ,
depending on the value of m, otherwise the corresponding bound state disappears. These critical
values of Dθ depend also on the value of Dr and the negative value of this moment which makes
c2m (4Dθ) + 8Dr = 0 is also a critical value for the radial moment. So we see that by increasing,
the radial dipole displaces the energies towards the larger values while widening the region of the
possible values of the angular moment.
In the relativistic cases the eigenfunctions are determined analytically but the energies can only
be calculated using graphical methods. Only the spin symmetry has given results corresponding to
atomic systems. The behavior of the energies is the same as that of the Schro¨dinger spectrum but
it is shifted because the Schro¨dinger type equation of the relativistic systems has 2V as a potential
instead of the potential V in the ordinary Schro¨dinger equation. We also note that the critical
values of the dipole moments Dr and Dθ depend on the two quantum numbers n and m in the
relativistic case instead of just m in the case of non-relativistic systems.
We have found that the angular term removes the degeneracy found in the exp(imθ) part of
the solutions for central potentials. This is equivalent to the effect of a constant magnetic field in
3D systems, where its action removes the degeneracy of the exp(imϕ) solutions too. In both cases,
the privileged direction of the interaction (dipole axis in 2D and field direction in 3D) removes the
degeneracy that existed due to the isotropy of the action before.
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