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Uvod
U 20. stoljec´u matematicˇar Kiyoshi Itoˆ proucˇavao je slucˇajne procese i dostupnu teoriju
tog vremena te je, u nedostatku potrebnih alata, razvio teoriju stohasticˇkih integrala. Cilj
ovog rada je konstruirati stohasticˇki integral te pokazati zanimljive posljedice njegovih
svojstava.
Proucˇavat c´emo Brownovo gibanje
B = {B(t) | t ≥ 0},
slucˇajni proces gotovo sigurno neprekidnih trajektorija te neomedene varijacije. Upravo
u posljednjem svojstvu lezˇi motivacija za uvodenje stohasticˇke integracije. Naime, funk-
cije neomedene varijacije ne ulaze u domenu Lebesgue - Stieltjesovog integrala te u tom
kontekstu ne mozˇemo definirati integral oblika∫
f (t)dB(t).
Konstrukciju stohasticˇkog integrala pocˇet c´emo progresivno izmjerivim jednostavnim
procesima oblika
H(t) =
n∑
j=1
Φ j1〈t j,t j+1]
te postupno razvijati definiciju prema slozˇenijim podintegralnim funkcijama. Stohasticˇki
integral definirat c´emo u obliku limesa. Buduc´i da je takva definicija neoperativna, vec´i
dio rada koncentrirat c´e se na dokazivanje Itoˆve formule za razlicˇite oblike podintegralne
funkcije.
Takoder c´emo pokazati da Brownovo gibanje ima svojstvo konformne invarijantnosti.
Dokazat c´emo da je reprezentacija polarnog Brownovog gibanja dana s
B(t) = eW1(H(t))+iW2(H(t)), gdje je H(t) =
∫ t
0
ds
|B(s)|2 = inf
{
u ≥ 0 ∣∣∣ ∫ u
0
e2W1(s)ds > t
}
.
Na poslijetku, dokazat c´emo Feynman - Kacovu formulu kojom c´emo dati eksplicitno
rjesˇenje jednadzˇbe provodenja.
1
Poglavlje 1
Osnovni pojmovi
1.1 Pocˇetne definicije
Neka je (Ω,F ,P) vjerojatnosni prostor.
Definicija 1.1.1. Familiju σ-algebri {F (t) | t ≥ 0} na izmjerivom prostoru (Ω,F ) koja za-
dovoljava
F (s) ⊂ F (t) ⊂ F , za sve s < t
zovemo filtracija.
Prilikom proucˇavanja Brownovog gibanja promatrat c´emo filtraciju gdje c´e σ-algebre
biti generirane slucˇajnim varijablama {B(t) | t ≥ 0} do odredenog trenutka. U takvom
slucˇaju, o filtraciji mozˇemo razmisˇljati kao o σ-algebri koja sadrzˇi sve dostupne infor-
macije o slucˇajnim varijablama koje je generiraju.
Definicija 1.1.2. Neka je G σ-algebra na Ω. Kazˇemo da je preslikavanje X : Ω → R
G-izmjerivo ako za svaki skup B ∈ B vrijedi X−1(B) ∈ G , gdje je s B oznacˇena Borelova
σ-algebra na R. Tada pisˇemo X ∈ G .
Slucˇajna varijabla je preslikavanje X : Ω→ R za koje vrijedi X−1(B) ∈ F , za sve B ∈ B.
U proucˇavanju izmjerivosti slucˇajne varijable u odnosu na σ-algebru koja je sastavni
dio filtracije, od posebnog znacˇaja c´e nam biti pojam adaptiranosti.
Definicija 1.1.3. Kazˇemo da je slucˇajni proces {X(t) | t ≥ 0}, definiran na vjerojatnosnom
prostoru (Ω,F ,P), adaptiran u odnosu na filtraciju {F (t) | t ≥ 0} ako za sve t ≥ 0 vrijedi
X(t) ∈ F (t).
2
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1.2 Brownovo gibanje
Pocˇetkom 19. stoljec´a botanicˇar Robert Brown, proucˇavajuc´i peludna zrnca, uocˇio je na-
sumicˇno gibanje mikroskopskih cˇestica u vodenoj otopini. Buduc´i da uzrok uocˇenog giba-
nja nije bio ocˇit, ovo otkric´e potaknulo je znanstvenu raspravu te se pocˇela razvijati teorija
slucˇajnog procesa koji danas nosi njegovo ime.
U matematici Brownovo gibanje oznacˇava slucˇajni proces gotovo sigurno neprekidnih
trajektorija cˇiji prirasti se ponasˇaju kao nezavisne, normalno distribuirane slucˇajne vari-
jable. Promotrimo li trajektoriju Brownova gibanja, mozˇemo uocˇiti fraktalnu strukturu.
Svojstvo koje opisuje takvo ponasˇanje je invarijantnost obzirom na skaliranje Brownovog
gibanja te c´emo u nastavku pokazati tu korisnu karakteristiku.
Definicija 1.2.1. Slucˇajni proces s realnim vrijednostima B = {B(t) | t ≥ 0} zovemo (line-
arno) Brownovo gibanje s pocˇetkom u x ∈ R ako vrijedi
(i) B(0) = x,
(ii) prirasti procesa B su nezavisni, tj. za sva vremena 0 ≤ t1 ≤ t2 ≤ ... ≤ tn prirasti
B(tn) − B(tn−1), B(tn−1) − B(tn−2), ..., B(t2) − B(t1), B(t1) − B(0)
su nezavisne slucˇajne varijable,
(iii) za sve 0 ≤ s < t prirasti B(t) − B(s) su normalno distribuirane slucˇajne varijable s
ocˇekivanjem nula i varijancom t − s, tj. B(t) − B(s) ∼ N(0, t − s),
(iv) funkcija t 7→ B(t) je gotovo sigurno neprekidna.
Ako je B(0) = x = 0, onda kazˇemo da je B = {B(t) | t ≥ 0} standardno Brownovo gibanje.
Napomena 1.2.2. (a) Alternativna definicija Brownovog gibanja ukljucˇuje svojstvo sta-
cionarnosti. Kazˇemo da slucˇajni proces {X(t) | t ≥ 0} ima stacionarne priraste ako
za sve 0 ≤ s ≤ t distribucija prirasta X(t) − X(s) ovisi samo o t − s.
Neka je X = {X(t) | t ≥ 0} slucˇajni proces s gotovo sigurno neprekidnim trajektori-
jama te stacionarnim i nezavisnim prirastima takvim da je X(t + s) − X(s) ∼ N(0, t).
Tada kazˇemo da je X standardno Brownovo gibanje.
(b) Prirodnu filtraciju Brownovog gibanja definiramo s F (t) = σ({B(s) | s ≤ t}).
Lema 1.2.3. Neka je σ > 0 i Y slucˇajna varijabla za koju vrijedi Y ∼ N(0, σ2). Tada je
funkcija izvodnica momenta za Y dana s
ϕY(λ) := E
[
eλY
]
= e
λ2σ2
2 , za λ > 0. (1.1)
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Dokaz. Neka su σ, λ > 0. Tada vrijedi
ϕY(λ) = E
[
eλY
]
=
∫ +∞
−∞
e−λy ·
(
1√
2piσ2
e−
y2
2σ2
)
dy =
[ −y2 − 2λσ2y =
−(y + λσ2)2 + λ2σ4
]
=
= e
λ2σ4
2σ2
∫ +∞
−∞
1
σ
√
2pi
e−
(y+λσ2)2
2σ2 dy︸                         ︷︷                         ︸
=[integral gustoc´e za N
(
λσ2, σ2
)
]=1
= e
λ2σ2
2 ,
cˇime smo pokazali tvrdnju. 
Napomena 1.2.4. Neka je Y ∼ N(0, σ2) za neki σ > 0. Tada iz (1.1) dobivamo sljedec´e:
E
[
eλY
]
= ϕY(λ)
/ d
dλ
E
[
YeλY
]
= ϕ′Y(λ)
/
lim
λ→0
EY = ϕ′Y(0) = λσ
2e
λ2σ2
2 .
Analogno za k ∈ N dobivamo
EYk = ϕ(k)Y (0).
Lema 1.2.5 (Invarijantnost na skaliranje). Neka je {B(t) | t ≥ 0} standardno Brownovo
gibanje te a > 0. Tada je slucˇajni proces {X(t) | t ≥ 0} definiran s
X(t) =
1
a
B(a2t)
standardno Brownovo gibanje.
Dokaz. Uocˇimo da je X(0) = 1a B(0) = 0 te da g.s. neprekidnost trajektorija slijedi direktno
iz svojstava Brownovog gibanja B. Nadalje, za 0 ≤ s ≤ t vrijedi
X(t) − X(s) = 1
a
B(a2t)︸︷︷︸
∼N(0,a2t)
− B(a2s)︸ ︷︷ ︸
∼N(0,a2 s)
 ∼ N
(
0,
1
a2
(
a2t − a2s
))
= N(0, t − s)
pa su prirasti normalno distribuirani s ocˇekivanjem 0 i varijancom t − s. Preostalo je josˇ
pokazati nezavisnost prirasta. Neka je 0 ≤ t1 ≤ t2 ≤ ... ≤ tn za neki n ∈ N. Tada je za
λ1, λ2, ..., λn−1
n−1∏
i=1
E
e
N(0,ti+1−ti)︷                ︸︸                ︷
λi(X(ti+1) − X(ti))
 = (1.1) =
n−1∏
i=1
e
λ2i (ti+1−ti)
2 = e
∑n−1
i=1
λ2i (ti+1−ti)
2 = (1.1) = E
[
e
∑n−1
i=1 λi(X(ti+1)−X(ti))
]
.
Koristec´i cˇinjenicu da funkcija izvodnica momenata jedinstveno odreduje distribuciju, sli-
jedi da su slucˇajne varijable X(t2) − X(t1), X(t3) − X(t2), ..., X(tn) − X(tn−1) nezavisne. 
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Napomena 1.2.6 (Vremenska inverzija). Neka je B = {B(t) | t ≥ 0} standardno Brownovo
gibanje. Tada je slucˇajni proces X = {X(t) | t ≥ 0} definiran s
X(t) =
0, t = 0tB (1t ) , t > 0
standardno Brownovo gibanje.
Sljedec´a dva teorema daju uvid u svojstva Brownovog gibanja koja c´e biti motivacija
za daljnja poglavlja.
Teorem 1.2.7. Gotovo sigurno za sve 0 < a < b < +∞ Brownovo gibanje nije monotono
na intervalu [a, b].
Dokaz. Neka je a < b i fiksirajmo interval [a, b] na kojem je Brownovo gibanje monotono.
Odaberimo particiju segmenta Πn = {a = a1 ≤ a2 ≤ ... ≤ an+1 = b} i podijelimo [a, b] na
n podintervala [ai, ai+1], i = 1, 2, ..., n. Uocˇimo da tada svaki prirast B(ai+1) − B(ai) mora
imati isti predznak za i = 1, 2, ..., n. Stoga, uz nezavisnost prirasta Brownovog gibanja,
dobivamo sljedec´u vjerojatnost
P({B(ai+1)−B(ai) istog predznaka za i = 1, 2, ..., n}) =
= P
 n⋂
i=1
{B(ai+1) − B(ai) ≥ 0}
 + P  n⋂
i=1
{B(ai+1) − B(ai) ≤ 0}
 (1.2)
= [nezavisnost] =
n∏
i=1
P
B(ai+1) − B(ai)︸            ︷︷            ︸
∼N(0,ai+1−ai)
≥ 0
︸                       ︷︷                       ︸
= 12
+
n∏
i=1
P
B(ai+1) − B(ai)︸            ︷︷            ︸
∼N(0,ai+1−ai)
≤ 0
︸                       ︷︷                       ︸
= 12
=
2
2n
.
Iz posljednjeg izvoda slijedi
P(B je monotono na [a, b]) = P
 ∞⋂
n=1
{
B je monotono za particiju Πn
}
=
[
neprekidnost vjerojatnosti
u odnosu na padajuc´e dogadaje
]
=
= lim
n→∞P
({
B je monotono za particiju Πn
})
= (1.2) = lim
n→∞
1
2n−1
= 0
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pa vrijedi
P

⋃
a,b∈Q
a<b
{B monotono na [a, b]}
 = 0.
Dakle, postoji Ω0 takav da je P(Ω0) = 1 te za sve ω ∈ Ω0 i p, q ∈ Q preslikavanje t 7→
B(t, ω) nije monotono na [p, q]. Stoga, za ω ∈ Ω0, ako je a < b, onda postoje p0, q0 ∈ Q
takvi da je p0 < q0 i [p0, q0] ⊂ [a, b]. Buduc´i da iz gornjeg rezultata znamo da B nije
monotono na [p0, q0], onda nec´e biti monotono niti na [a, b]. 
Definicija 1.2.8. Zdesna neprekidna funkcija f : [0, t]→ R je funkcija omedene varijacije
ako vrijedi
V (1)f (t) := sup
Π
k∑
j=1
| f (t j) − f (t j−1)| < +∞,
gdje za k ∈ N Π = {0 = t0 ≤ t1 ≤ ... ≤ tk = t} cˇini particiju segmenta [0, t]. Ako je
supremum u V (1)f beskonacˇan, onda kazˇemo da je f neomedene varijacije.
Definicija 1.2.9. Neka je Πk = {0 = t0 ≤ t1 ≤ ... ≤ tk = t} particija segmenta [0, t] te
oznacˇimo s δ(Πk) = maxi=1,2,...,k |ti − ti−1| ocˇicu particije. Kazˇemo da je slucˇajni proces X =
{X(t) | t ≥ 0} konacˇne kvadratne varijacije ako postoji slucˇajni proces 〈X〉 = {〈X〉t | t ≥ 0}
takav da vrijedi
(P) lim
δ(Πk)→0
k∑
j=1
|X(t j) − X(t j−1)|2 = 〈X〉t , za sve t > 0.
Slucˇajni proces 〈X〉 tada zovemo kvadratna varijacija procesa X.
Odredimo kvadratnu varijaciju Brownovog gibanja te pokazˇimo da je Brownovo giba-
nje neomedene varijacije.
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Teorem 1.2.10. Neka je B = {B(t) | t ≥ 0} Brownovo gibanje. Oznacˇimo s (Πn)n∈N,Πn ={
0 = t(n)0 ≤ t(n)1 ≤ ... ≤ t(n)n = t
}
niz particija segmenta [0, t]. Tada vrijedi
(L2) lim
δ(Πn)→0
n∑
j=1
∣∣∣∣B (t(n)j ) − B (t(n)j−1)∣∣∣∣2 = t, za sve t > 0.
Specijalno, 〈B〉t = t.
Dokaz. Zaista,
E

 n∑
j=1
∣∣∣∣B (t(n)j ) − B (t(n)j−1)∣∣∣∣2 − t

2 =

E
[∑n
j=1
∣∣∣∣B (t(n)j ) − B (t(n)j−1)∣∣∣∣2]
=
∑n
j=1 E
[(
B
(
t(n)j
)
− B
(
t(n)j−1
))2]
=
∑n
j=1
(
t(n)j − t(n)j−1
)
= t − 0 = t
 =
= Var
 n∑
j=1
∣∣∣∣B (t(n)j ) − B (t(n)j−1)∣∣∣∣2
 = [nezavisnost prirasta] =
=
n∑
j=1
(
E
[(
B
(
t(n)j
)
− B
(
t(n)j−1
))4] − (E [(B (t(n)j ) − B (t(n)j−1))2])2)
= [Napomena 1.2.4] =
n∑
j=1
(
3
(
t(n)j − t(n)j−1
)2 − (t(n)j − t(n)j−1)2)
≤ 2δ(Πn)
n∑
j=1
(
t(n)j − t(n)j−1
)
= 2δ(Πn)t.
Dakle, za svaki cˇlan niza particija vrijedi E
[(∑n
j=1 |B
(
t(n)j
)
− B
(
t(n)j−1
)
|2 − t
)2] ≤ 2δ(Πn)t pa
pusˇtanjem δ(Πn)→ 0 dobivamo prvu tvrdnju.
Neka je sada ε > 0. Tada vrijedi
lim
δ(Πn)→0
P

∣∣∣∣∣∣∣
n∑
j=1
∣∣∣∣B (t(n)j ) − B (t(n)j−1)∣∣∣∣2 − t
∣∣∣∣∣∣∣ ≥ ε
 ≤ [Markovljeva nejednakost] ≤
≤ lim
δ(Πn)→0
E
[(∑n
j=1
∣∣∣∣B (t(n)j ) − B (t(n)j−1)∣∣∣∣2 − t)2]
ε2
= 0.
Dakle, dobili smo i 〈B〉t = t. 
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Teorem 1.2.11. Brownovo gibanje je neomedene varijacije.
Dokaz. Neka je B = {B(t) | t ≥ 0} Brownovo gibanje. Pretpostavimo da je ono omedene
varijacije. Tada za particiju 0 = t0 ≤ t1 ≤ ... ≤ tk = t vrijedi
k∑
j=1
(B(t j) − B(t j−1))2 ≤ max
1≤ j≤k
∣∣∣B(t j) − B(t j−1)∣∣∣ k∑
j=1
∣∣∣B(t j) − B(t j−1)∣∣∣ .
Ako uzmemo niz particija takav da im ocˇica tezˇi u 0, onda lijeva strana tezˇi u t, a desna
zbog g.s. neprekidnosti trajektorija Brownovog gibanja tezˇi u 0. Ovime smo dosˇli do
kontradikcije s pretpostavkom da je Brownovo gibanje B omedene varijacije. 
Definicija 1.2.12. Neka je (Ω,F ,P) vjerojatnosni prostor, F = {F (t) | t ≥ 0} filtracija te
X = {X(t) | t ≥ 0} slucˇajni proces. Dodatno, neka je X adaptiran obzirom na F te neka je
E|X(t)| < ∞ za sve t ≥ 0.
Kazˇemo da je X martingal ako vrijedi
E[X(t) |F (s)] = X(s), za sve 0 ≤ s ≤ t.
Kazˇemo da je X supermartingal ako vrijedi
E[X(t) |F (s)] ≤ X(s), za sve 0 ≤ s ≤ t.
Kazˇemo da je X submartingal ako vrijedi
E[X(t) |F (s)] ≥ X(s), za sve 0 ≤ s ≤ t.
Teorem 1.2.13. Neka je B = {B(t) | t ≥ 0} Brownovo gibanje. Tada su sljedec´i slucˇajni
procesi martingali:
(a) B(t), t ≥ 0,
(b) B(t)2 − t, t ≥ 0
Dokaz.
(a) Uocˇimo da je E|B(t)| < ∞ jer je B(t) ∼ N(0, t). Neka je 0 ≤ s ≤ t. Tada
E[B(t) |F (s)] = E[(B(t) − B(s)) + B(s) |F (s)] = [linearnost] =
= E
 B(t) − B(s)︸       ︷︷       ︸
nezavisna od F (s)
∣∣∣F (s)
 + E
 B(s)︸︷︷︸
∈F (s)
∣∣∣F (s)
 = E[B(t) − B(s)]︸           ︷︷           ︸
=0
+B(s) = B(s)
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pa je B martingal.
(b) Buduc´i da je E|B(t)2 − t| ≤ EB(t)2︸ ︷︷ ︸
=t
+t = 2t < ∞, preostalo je pokazati martingalnu
jednakost. Neka je 0 ≤ s ≤ t. Tada
E[B(t)2 − t |F (s)] = E
[
((B(t) − B(s)) + B(s))2 |F (s)
]
− t = [linearnost] =
= E
(B(t) − B(s))2︸           ︷︷           ︸
nezavisna od F (s)
|F (s)
 + 2E
(B(t) − B(s))︸         ︷︷         ︸
nezavisna od F (s)
B(s)︸︷︷︸
∈F (s)
|F (s)
 +
+ E
B(s)2︸︷︷︸
∈F (s)
|F (s)
 − t
= E
(B(t) − B(s)︸       ︷︷       ︸
∼N(0,t−s)
)2
 + 2B(s)E
B(t) − B(s)︸       ︷︷       ︸
∼N(0,t−s)
︸            ︷︷            ︸
=0
+B(s)2 − t
= t − s + B(s)2 − t = B(s)2 − s

Propozicija 1.2.14. Neka je S (t) = sup0≤s≤t B(s). Tada za sve t ≥ 0, S (t) ima istu distribu-
ciju kao |B(t)|.
Dokaz. Neka je t ≥ 0 te a ≥ 0. Tada vrijedi
P(S (t) ≥ a) = P(S (t) ≥ a, B(t) ≤ a) + P(S (t) ≥ a, B(t) > a︸   ︷︷   ︸
⊂{S (t)≥a}
)
=
[
Princip refleksije: za a, b ∈ R
P(S (t) ≥ a, B(t) ≤ b) = P(B(t) ≥ 2a − b)
]
= P(B(t) ≥ a) + P(B(t) > a)
= 2P(B(t) ≥ a) = P(|B(t)| ≥ a)

Poglavlje 2
Itoˆv integral
2.1 Konstrukcija stohasticˇkog integrala
U ovom poglavlju zˇelimo definirati integral oblika∫ t
0
f (s)dB(s)
gdje je {B(t) | t ≥ 0} Brownovo gibanje. Neka je (Ω,F ,P) vjerojatnosni prostor na kojem
je definirano Brownovo gibanje B = {B(t) | t ≥ 0} koje je adaptirano u odnosu na filtraciju
F = {Ft | t ≥ 0}. Dodatno, pretpostavimo da je filtracija F potpuna. Tada c´e integral do
vremena t biti adaptiran u odnosu na danu filtraciju.
Definicija 2.1.1. Kazˇemo da je slucˇajni proces X = {X(t, ω) | t ≥ 0, ω ∈ Ω} progresivno
izmjeriv ako je za svaki t ≥ 0 preslikavanje X : [0, t] × Ω → R izmjerivo u odnosu na
σ-algebru B([0, t]) ⊗ F (t).
Napomena 2.1.2. Uocˇimo da je progresivno izmjeriv slucˇajni proces ujedno i adaptiran u
odnosu na filtraciju F.
Zaista, definiramo li izmjerivo preliskavanje g : Ω → [0, t] × Ω s g(ω) = (t, ω), onda je
X(t, ω) = (X ◦ g)(ω). Stoga je i kompozicija X(t, ·) : Ω→ R Ft - izmjeriva.
Lema 2.1.3. Slucˇajni proces X = {X(t) | t ≥ 0} koji je adaptiran i neprekidan slijeva ili
neprekidan zdesna je progresivno izmjeriv.
Dokaz. Pretpostavimo da je X = {X(t) | t ≥ 0} adaptiran i neprekidan slijeva. Fiksirajmo
ω ∈ Ω, t > 0 i 0 ≤ s ≤ t. Sada za n ≥ 1 definirajmo
Xn(0, ω) = X(0, ω)
Xn(s, ω) = X
(
knt
2n
, ω
)
, za
knt
2n
≤ s < (kn + 1)t
2n
, kn = 0, 1, ..., 2n − 1.
10
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Uocˇimo da je preslikavanje (s, ω) 7→ Xn(s, ω) B([0, t]) ⊗ F (t) - izmjerivo:
neka je α ∈ R, n ≥ 1, tada je
{Xn > α} = {(s, ω) ∈ [0, t] ×Ω | Xn(s, ω) > α}
=
2n−1⋃
k=0
{{
ω ∈ Ω ∣∣∣ X (knt
2n
, ω
)
> α
}
×
[
knt
2n
,
kn + 1
2n
〉}
=
2n−1⋃
k=0

{
X−1knt
2n
(〈α,+∞〉)
}
︸              ︷︷              ︸
∈F
(
knt
2n
)
⊂F (t)
×
[
knt
2n
,
kn + 1
2n
〉
︸         ︷︷         ︸
∈B([0,t])
 .
Sada zbog izmjerivosti produkta i prebrojive unije slijedi tvrdnja.
Nadalje, zbog
0 ≤ s − knt
2n
<
(kn + 1)t
2n
− knt
2n
=
t
2n
,
pusˇtanjem limesa limn↗∞, po teoremu o sendvicˇu dobivamo da knt2n → s.
Stoga neprekidnost slijeva procesa X povlacˇi
lim
n↗∞
Xn(s, ω) = lim
n↗∞
X
(
knt
2n
)
= X(s, ω).
Dakle, preslikavanje (s, ω) 7→ X(s, ω) je takoder B([0, t]) ⊗ F (t) - izmjerivo pa je X
progresivno izmjeriv. Za neprekidnost zdesna dokaz je slicˇan. 
Definicija 2.1.4. Kazˇemo da je slucˇajni proces H = {H(t, ω) | t ≥ 0, ω ∈ Ω} jednostavan
ako je oblika
Ht(ω) := H(t, ω) =
n∑
j=1
Φ j(ω)1〈t j,t j+1](t)
gdje je n ≥ 1, 0 ≤ t1 ≤ ... ≤ tn+1 te Φ j ∈ F (t j), j = 1, ..., n + 1.
Konstrukciju Itoˆvog integrala provest c´emo kroz nekoliko koraka. Definirajmo prvo
integral progresivno izmjerivog jednostavnog procesa H:∫ +∞
0
H(s)dB(s) :=
n∑
j=1
Φ j
(
B(t j+1) − B(t j)
)
.
Napomena 2.1.5. Uocˇimo da za α, β ∈ R te H(i)(t, ω) = ∑nj=1 Φ(i)j (ω)1〈t j,t j+1](t), i = 1, 2
progresivno izmjerive jednostavne procese vrijedi∫ +∞
0
(
αH(1)(s) + βH(2)(s)
)
dB(s) = α
∫ +∞
0
H(1)(s)dB(s) + β
∫ +∞
0
H(2)(s)dB(s)
jer je linearna kombinacija jednostavnih procesa ponovno jednostavan proces.
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Nadalje, neka je H progresivno izmjeriv proces takav da vrijedi
E
∫ ∞
0
H(s)2ds < +∞. (2.1)
Pretpostavimo da se H mozˇe aproksimirati nizom progresivno izmjerivih jednostavnih pro-
cesa Hn, n ≥ 1. Definirajmo u tom slucˇaju Itoˆv integral kao∫ ∞
0
H(s)dB(s) := L2 − lim
n→∞
∫ ∞
0
Hn(s)dB(s). (2.2)
Kako bi posljednja definicija bila dobra, potrebno je pokazati da uz L2 ([0,+∞〉 ×Ω, λ ⊗ P)
normu
‖H‖22 := E
∫ ∞
0
H(s)2ds
vrijedi sljedec´e:
• Za svaki progresivno izmjeriv proces H koji zadovoljava (2.1) postoji aproksimi-
rajuc´i niz jednostavnih progresivno izmjerivih procesa Hn obzirom na ‖·‖2 normu.
• Za svaki aproksimirajuc´i niz, limes u (2.2) postoji.
• Limes u (2.2) ne ovisi o izboru aproksimirajuc´eg niza Hn.
Krenimo od prve tvrdnje.
Lema 2.1.6. Za svaki progresivno izmjeriv proces H = {H(s, ω) | s ≥ 0, ω ∈ Ω} takav da je
E
∫ ∞
0
H(s)2ds < +∞ postoji niz (Hn)n≥1 progresivno izmjerivih jednostavnih procesa takav
da vrijedi
lim
n→∞ ‖Hn − H‖2 = 0.
Dokaz.
Neka je H = {H(s, ω) | s ≥ 0, ω ∈ Ω} progresivno izmjeriv proces takav da je ‖H‖2 < +∞.
1. korak Definirajmo niz (H(1)n )n≥1 s H(1)n (s, ω) = H(s, ω), s ≤ nH(1)n (s, ω) = 0, inacˇe .
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Tada vrijedi∫ ∞
0
∣∣∣H(1)n (s, ω) − H(s, ω)∣∣∣2 ds = ∫ n
0
∣∣∣H(1)n (s, ω) − H(s, ω)∣∣∣2︸                      ︷︷                      ︸
=0
ds
+
∫ ∞
n
∣∣∣∣∣∣∣∣H(1)n (s, ω)︸     ︷︷     ︸
=0
−H(s, ω)
∣∣∣∣∣∣∣∣
2
ds
=
∫ ∞
n
|H(s, ω)|2 ds.
(2.3)
Buduc´i da je E
∫ ∞
0
H(s)2ds < +∞, primjenom Lebesgueovog teorema o dominiranoj ko-
nvergenciji i pusˇtanjem n→ ∞ dobivamo da je
lim
n↗∞
∥∥∥H(1)n (s, ω) − H(s, ω)∥∥∥2 = 0. (2.4)
2. korak Neka je H progresivno izmjeriv proces za kojeg postoji T ≥ 0 takav da je
H(t, ω) = 0 za sve t ≥ T, ω ∈ Ω. Aproksimirajmo takav proces H nizom (H(2)n )n≥1 oblika
H(2)n (s, ω) = H(s, ω) ∧ n.
Uocˇimo da je tada H(2)n (s, ω) ≤ H(s, ω) za sve s ≥ 0, ω ∈ Ω te je progresivno izmjeriv pa
kao u prethodnom koraku mozˇemo primijeniti Lebesgueov teorem o dominiranoj konver-
genciji.
Takoder, za n0 = bH(s, ω)c + 1 slicˇno dobivamo da vrijedi H(2)n (s, ω) = H(s, ω) za n ≥ n0,
sˇto u konacˇnici daje
lim
n↗∞
∥∥∥H(2)n (s, ω) − H(s, ω)∥∥∥2 = 0. (2.5)
3. korak Neka je sada H uniformno ogranicˇen progresivno izmjeriv proces za ko-
jeg postoji T ≥ 0 takav da je H(t, ω) = 0 za sve t ≥ T, ω ∈ Ω. U ovom koraku ta-
kav H aproksimiramo ogranicˇenim, g.s. neprekidnim, progresivno izmjerivim procesom
{H(3)n (s, ω) | s ≥ 0, ω ∈ Ω}, gdje je
H(3)n (s, ω) = H(0, ω), s < 0
H(3)n (s, ω) = n
∫ s
s− 1n
H(t, ω)dt, s ≥ 0.
Buduc´i da promatramo integral samo do trenutka s, H(3)n je progresivno izmjeriv, a primje-
nom Lebesgueovog teorema o dominiranoj konvergenciji dobivamo da je i g.s. neprekidan.
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Iz Lebesgueovog teorema o diferenciranju (u odnosu na Lebesgueovu mjeru) znamo da za
svaki ω ∈ Ω i gotovo svaki s ∈ [0, t] vrijedi
lim
1
n↘0
n
∫ s
s− 1n
H(t, ω)dt︸              ︷︷              ︸
H(3)n (s,ω)
= H(s, ω).
S druge strane iz ogranicˇenosti slucˇajnog procesa H konstantom M > 0 dobivamo
|H(3)n (s, ω) − H(s, ω)| ≤ n
∫ s
s− 12
|H(t, ω) − H(s, ω)|︸                 ︷︷                 ︸
≤2M
dt ≤ 2M
pa primjenom Lebesgueovog teorema o dominiranoj konvergenciji uz funkciju
g(s, ω) =
2M, s ∈ [0,T + 1]0, inacˇe
dobivamo
lim
n↗∞
∥∥∥H(3)n (s, ω) − H(s, ω)∥∥∥2 = limn↗∞E
∫ T+1
0
|H(3)n (s, ω) − H(s, ω)|2ds = 0. (2.6)
4. korak Gotovo sigurno neprekidan, progresivno izmjeriv proces H za kojeg postoji
T > 0 takav da je H(t, ω) = 0 za sve t ≥ T aproksimirajmo jednostavnim procesom Hn
Hn(s, ω) = H
( jT
n
, ω
)
,
jT
n
≤ s < ( j + 1)T
n
, j = 0, 1, ..., n − 1.
Kao u dokazu Leme 2.1.3 se pokazˇe da jTn
n→∞−→ s pa uz neprekidnost od H dobivamo
lim
n↗∞
Hn(s, ω) = lim
n↗∞
H
( jT
n
, ω
)
= H(s, ω).
Primjenom Lebesgueovog teorema o dominiranoj konvergenciji i u ovom slucˇaju dobivamo
lim
n↗∞
‖Hn(s, ω) − H(s, ω)‖2 = 0. (2.7)
Konacˇno, iz prethodnih koraka dobivamo tvrdnju primjenom nejednakosti trokuta:
‖H(s, ω) − Hn(s, ω)‖ = ‖H(s, ω) − H(1)n (s, ω) + H(1)n (s, ω) − H(2)n (s, ω) + H(2)n (s, ω)
− H(3)n (s, ω) + H(3)n (s, ω) − Hn(s, ω)‖
= ‖H(s, ω) − H(1)n (s, ω)‖︸                      ︷︷                      ︸
po (2.4) tezˇi u 0
+ ‖H(1)n (s, ω) − H(2)n (s, ω)‖︸                         ︷︷                         ︸
po (2.5) tezˇi u 0
+ ‖H(2)n (s, ω) − H(3)n (s, ω)‖︸                         ︷︷                         ︸
po (2.6) tezˇi u 0
+ ‖H(3)n (s, ω) − Hn(s, ω)‖︸                       ︷︷                       ︸
po (2.4) tezˇi u 0
. 
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Lema 2.1.7 (Itoˆva izometrija). Neka je H = H(s) | s ≥ 0 progresivno izmjeriv jednostavan
proces takav da je E
∫ ∞
0
H(s)2ds < +∞. Tada vrijedi
E
(∫ ∞
0
H(s)dB(s)
)2 = E∫ ∞
0
H(s)2ds.
Dokaz. Neka je 0 ≤ t1 ≤ t2 ≤ ... ≤ tn+1 te
H =
n∑
i=1
Φi1〈ti,ti+1].
Buduc´i da za Brownovo gibanje vrijedi
B(t) − B(s) ∼ N(0, t − s), 0 ≤ s < t, (2.8)
uz adaptiranost, dobivamo
E
(∫ ∞
0
H(s)dB(s)
)2 = E  n∑
i, j=1
ΦiΦ j (B(ti+1) − B(ti))
(
B(t j+1) − B(t j)
)
=
[
Φi, Φ j suF (t j) − izmjerive
B(ti+1) − B(ti) jeF (t j) − izmjeriva
]
=
= 2
n∑
i=1
n∑
j=i+1
E
ΦiΦ j (B(ti+1) − B(ti)) E
[
B(t j+1) − B(t j) |F (t j)
]︸                         ︷︷                         ︸
= [nezavisnost] =E[B(t j+1)−B(t j)]=(2.8)=0

+
n∑
i=1
E
[
Φ2i (B(ti+1) − B(ti))2
]
=
n∑
i=1
E
[
E
[
Φ2i (B(ti+1) − B(ti))2 |F (ti)
]]
=
[
Φi jeF (ti) − izmjeriva
B(ti+1) − B(ti) je nezavisna odF (ti)
]
=
=
n∑
i=1
E
Φ2i · E

B(ti+1) − B(ti)︸           ︷︷           ︸∼
(2.8)
N(0, ti+1−ti)

2

=
n∑
i=1
E[Φ2i (ti+1 − ti)] = E

∫ t
0
n∑
i=1
Φ2i 1〈ti,ti+1](s)︸             ︷︷             ︸
=H2s
ds
 = E
∫ ∞
0
H(s)2ds
POGLAVLJE 2. ITOˆV INTEGRAL 16
. 
Korolar 2.1.8. Neka je (Hn)n≥1 niz progresivno izmjerivih jednostavnih procesa takvih da
E
∫ ∞
0
(Hn(s) − Hm(s))2ds→ 0, za n,m→ +∞.
Tada vrijedi
E
(∫ ∞
0
(Hn(s) − Hm(s))dB(s)
)2→ 0, za n,m→ +∞.
Dokaz. Neka su H(1)(t, ω) =
∑n1
i=1 Ai(ω)1〈t1i ,t1i+1](t) i H(2)(t, ω) =
∑n2
j=1 B j(ω)1
〈
t2j ,t
2
j+1
](t) dva
progresivno izmjeriva jednostavna procesa takva da su Ak, Bk Fk-izmjerive te 0 ≤ t11 ≤ ... ≤
t1k1+1, 0 ≤ t21 ≤ ... ≤ t2k2+1. Definirajmo {t j | 0 ≤ j ≤ n + 1} = {t1j | 0 ≤ j ≤ n1 + 1} ∪ {t2j | 0 ≤
j ≤ n2 + 1} i pretpostavimo da je 0 ≤ t1 ≤ t2 ≤ ... ≤ tn+1. Sada za tocˇke t j koje pripadaju
particiji procesa H(1), a ne pripadaju particiji procesa H(2) definiramo C j = Bi − A j gdje je
i odabran kao max{i | t2i ≤ t j}. Slicˇno postupimo za tocˇke koje pripadaju particiji od H(2),
a ne pripadaju particiji procesa H(1). Inacˇe definiramo C j = B j − A j. Dakle, dobili smo
proces oblika
H(2)(t, ω) − H(1)(t, ω) =
n∑
j=1
C j1〈t j,t j+1](t).
Ocˇito je tada C j ∈ F j pa smo upravo pokazali da je razlika progresivno izmjerivih jed-
nostavnih procesa ponovno jednostavan proces. Stoga primjenom Leme 2.1.7 na Hn − Hm
dobivamo tvrnju. 
Teorem 2.1.9. Neka je (Hn)n≥1 niz progresivno izmjerivih jednostavnih procesa i H pro-
gresivno izmjeriv proces takav da Hn aproksimira H, tj.
lim
n→∞E
∫ +∞
0
(Hn(s) − H(s))2 ds = 0. (2.9)
Tada
L2 − lim
n→∞
∫ +∞
0
Hn(s)dB(s) =:
∫ ∞
0
H(s)dB(s)
postoji i neovisan je o izboru aproksimirajuc´eg niza (Hn)n≥1. Dodatno, vrijedi Itoˆva izome-
trija:
E
(∫ +∞
0
H(s)dB(s)
)2 = E∫ +∞
0
H(s)2ds.
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Dokaz. Sjetimo se, za progresivno izmjeriv jednostavan proces Hn smo definirali integral
oblika ∫ +∞
0
Hk(s)dB(s) =
m∑
j=1
φ j
(
B(t j+1) − B(t j)
)
,
za 0 ≤ t1 ≤ t2 ≤ ... ≤ tm+1 i φ j ∈ F j. Koristec´i particiju unije kao u dokazu Korolara 2.1.8
pokazˇe se da je Itoˆv integral za jednostavne procese linearan. Koristec´i uvjet aproksimacije
iz iskaza uz
E
[(∫ +∞
0
Hm(s)dB(s) −
∫ +∞
0
Hn(s)dB(s)
)2 = [linearnost] =
= E
(∫ +∞
0
(Hm(s) − Hn(s)) dB(s)
)2
=
[
izometrija
]
= E
[∫ +∞
0
(Hm(s) − Hn(s))2 ds
]
≤ 2 · E
[∫ +∞
0
(H(s) − Hm(s))2 ds
]
︸                               ︷︷                               ︸
tezˇi u 0 po (2.9)
+2 · E
[∫ +∞
0
(H(s) − Hn(s))2 ds
]
︸                              ︷︷                              ︸
tezˇi u 0 po (2.9)
dobivamo da je
∫ +∞
0
Hn(s)dB(s) Cauchyjev niz u Hilbertovom prostoru L2(Ω). Buduc´i da
je svaki Hilbertov prostor potpun, onda limes L2 − limn→∞
∫ +∞
0
Hn(s)dB(s) postoji. Pret-
postavimo sada da su H(1) i H(2) dva progresivno izmjeriva jednostavna procesa koja aprok-
simiraju H kao u iskazu. Tada vrijedi
E
[∣∣∣∣∣∣
∫ +∞
0
H(1)(s)dB(s) −
∫ +∞
0
H(2)(s)dB(s)
∣∣∣∣∣∣2
 = [linearnost, izometrija] =
= E
[∫ +∞
0
∣∣∣H(1)(s) − H(2)(s)∣∣∣2 ds]
≤ 2 · E
[∫ +∞
0
∣∣∣H(1)(s) − H(s)∣∣∣2 ds]︸                               ︷︷                               ︸
tezˇi u 0 po (2.9)
+2 · E
[∫ +∞
0
∣∣∣H(s) − H(2)(s)∣∣∣2 ds]︸                               ︷︷                               ︸
tezˇi u 0 po (2.9)
.
Buduc´i da desna strana tezˇi u 0 kada n→ +∞ , definicija ne ovisi o izboru niza (Hn)n≥1.
Primijenimo li sada Lemu 2.1.7 na Hn i pustimo li limes limn→∞, dobivamo i posljednju
tvrdnju. 
Ovime smo pokazali da je definicija Itoˆvog integrala kao L2-limesa dobra. Kako bi-
smo upotpunili definiciju obzirom na Brownovo gibanje, definirajmo josˇ integral do nekog
trenutka 0 < t < +∞.
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Definicija 2.1.10. Neka je {H(s, ω) | s ≥ 0, ω ∈ Ω} progresivno izmjeriv slucˇajni proces
takav da je E
∫ t
0
H(s, ω)2ds < +∞ te 0 ≤ s ≤ t, t ∈ 〈0,+∞〉.
Za progresivno izmjerivi proces {Ht(s, ω) | s ≥ 0, ω ∈ Ω} zadan relacijom
Ht(s, ω) = H(s, ω)1{s≤t}
stohasticˇki integral do trenutka t definiramo s∫ t
0
H(s)dB(s) :=
∫ +∞
0
Ht(s)dB(s).
Za progresivno izmjeriv proces {H s,t(s, ω) | s ≥ 0, ω ∈ Ω} definiran relacijom
H s,t(u, ω) = H(u, ω)1{s<u≤t}
stohasticˇki integral od trenutka s do trenutka t definiramo s∫ t
s
H(u)dB(u) :=
∫ +∞
0
H s,t(u)dB(u).
Definicija 2.1.11. Kazˇemo da je slucˇajni proces {X(t) | t ≥ 0} modifikacija slucˇajnog pro-
cesa {Y(t) | t ≥ 0} ako za svaki t ≥ 0 vrijedi P (X(t) = Y(t)) = 1.
Propozicija 2.1.12 (Doobova maksimalna nejednakost). Neka je {X(t) | t ≥ 0} neprekidni
martingal te p > 1. Tada za svaki t ≥ 0 vrijedi
E
[(
sup
0≤s≤t
|X(s)|
)p]
≤
(
p
p − 1
)p
E [|X(t)|p] . (2.10)
Dokaz. Neka je N ∈ N fiksan. Definirajmo diskretni martingal relacijom
Xn = X
( tn
2N
)
,
obzirom na filtraciju {G(n) | n ∈ N} danu s G(n) = F
(
tn
2N
)
.
Iz diskretne verzije Doobove maksimalne nejednakosti tada imamo
E
[(
sup
1≤k≤2N
|Xk|
)p]
≤
(
p
p − 1
)p
E [|X2N |p] =
(
p
p − 1
)p
E [|X(t)|p] .
Pusˇtanjem limesa kada N → ∞, uz Lebesgueov teorem o monotonoj konvergenciji, dobi-
vamo tvrdnju. 
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Lema 2.1.13. Neka je H = {H(t, ω) | t ≥ 0, ω ∈ Ω} jednostavan proces takav da je
Ht(ω) = H(t, ω) =
n∑
j=1
Φ j(ω)1〈t j,t j+1]
za n ≥ 1, 0 ≤ t1 ≤ t2 ≤ ... ≤ tn+1 te Φ j ∈ F (t j). Tada je I = {I(t, ω) | t ≥ 0, ω ∈ Ω}
It =
∫ t
0
H(s)dB(s) =
n∑
j=1
Φ j
(
B(t j+1) − B(t j)
)
martingal.
Dokaz. Da bi I bio martingal, potrebno je pokazati
E [It |F (s)] = Is, 0 ≤ s ≤ t g.s.
Uocˇimo da je
It =
∫ t
0
H(u)dB(u) =
∫ s
0
H(u)dB(u)︸            ︷︷            ︸
=Is∈F (s)
+
∫ t
s
H(u)dB(u)
/
E[ · |F (s)]
pa je zapravo dovoljno pokazati da je
E
[∫ t
s
H(u)dB(u)
∣∣∣∣∣F (s)] = 0 g.s.
Definirajmo H˜ = H1〈s,t]. Tada je H˜ jednostavan proces pa postoji particija s = u1 < u2 <
... < um+1 = t i F (u j)-izmjerive Φ˜ j takve da je
H˜ =
m∑
j
Φ˜ j1〈u j,u j+1].
Buduc´i da za i ∈ {1, 2, ..., n} imamo
E [Φi (B(ui+1) − B(ui)) |F (s)] = E
E
 Φi︸︷︷︸
∈F (ui)
(B(ui+1) − B(ui))
∣∣∣∣∣F (ui)

∣∣∣∣∣F (s)
 (2.11)
= E [Φi E [B(ui+1) − B(ui) |F (ui)] |F (s)] = 0,
zaista vrijedi
E[It |F (s)] =
[
linearnost i
izmjerivost
]
= Is + E
[∫ +∞
0
H˜(u)dB(u)
∣∣∣F (s)]︸                           ︷︷                           ︸
=(2.11)=0
= Is.

POGLAVLJE 2. ITOˆV INTEGRAL 20
Teorem 2.1.14. Neka je proces {H(s, ω) | s ≥ 0, ω ∈ Ω} progresivno izmjeriv i pretposta-
vimo da vrijedi
E
∫ t
0
H(s, ω)2ds < +∞, za sve t ≥ 0.
Tada postoji g.s. neprekidna modifikacija od
{∫ t
0
H(s)dB(s) | t ≥ 0
}
. Dodatno, dobiveni
proces je martingal pa vrijedi
E
∫ t
0
H(s)dB(s) = 0, za sve t ≥ 0.
Dokaz. Fiksirajmo dovoljno veliki t0 > 0. Neka je (Hn)n≥1 aproksimirajuc´i niz jednostav-
nih procesa takvih da je ‖Hn − Ht0‖2 → 0. Uocˇimo da je tada
E
(∫ +∞
0
(
Hn(s) − Ht0(s)) dB(s))2 = [Lema2.1.7] = E [∫ +∞
0
(
Hn(s) − Ht0(s)
)2 ds]→ 0.
(2.12)
Buduc´i da je za s ≤ t slucˇajna varijabla ∫ s
0
Hn(u)dB(u) F (s)-izmjeriva te je
∫ t
s
Hn(u)dB(u)
nezavisna od F (s), po Lemi 2.1.13 znamo da je proces{∫ t
0
Hn(u)dB(u) | 0 ≤ t ≤ t0
}
martingal za svaki n ≥ 1. Za 0 ≤ t ≤ t0 definirajmo proces X = {X(t) | 0 ≤ t ≤ t0} s
X(t) = E
[∫ t0
0
H(s)dB(s) |F (t)
]
.
Tada je X takoder martingal te
X(t0) = E

∫ t0
0
H(s)dB(s)︸            ︷︷            ︸
∈F (t0)
∣∣∣∣F (t0)
 =
∫ t0
0
H(s)dB(s).
Stoga po Propoziciji 2.1.12 za p = 2 dobivamo
E
 sup
0≤t≤t0
(∫ t
0
Hn(s)dB(s) − X(t)
)2 ≤ 4 · E (∫ t0
0
(Hn(s) − H(s)) dB(s)
)2 n→∞−→ 0.
Buduc´i da L2 konvergencija povlacˇi gotovo sigurno konvergenciju na podnizu, zakljucˇujemo
da je X g.s. uniformni limes neprekidnih procesa pa je neprekidan. Sada je za fiksan
0 ≤ t ≤ t0 slucˇajna varijabla
∫ t
0
H(s)dB(s) F (t)-izmjeriva te je
∫ t0
t
H(s)dB(s) nezavisna od
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F (t) s ocˇekivanjem 0 kao L2-limes aproksimirajuc´eg niza. Dakle,
{∫ t
0
H(s)dB(s) | t ≥ 0
}
je
martingal.
Na poslijetku,
E [X(t0) |F (t)] = E
[∫ t0
0
H(s)dB(s)
∣∣∣∣∣F (t)] = [linearnost uvjetnogocˇekivanja
]
=
= E

∫ t
0
H(s)dB(s)︸           ︷︷           ︸
∈F (t)
∣∣∣∣∣F (t)
 + E

∫ t0
t
H(s)dB(s)︸            ︷︷            ︸
nezavisno od F (t)
∣∣∣∣∣F (t)
 =
=
∫ t
0
H(s)dB(s) + E
[∫ t0
t
H(s)dB(s)
]
︸                 ︷︷                 ︸
=0
=
∫ t
0
H(s)dB(s)
pa se
∫ t
0
H(s)dB(s) i X(t) podudaraju g.s., tj. X je g.s. neprekidna modifikacija procesa{∫ t
0
H(s)dB(s) | 0 ≤ t ≤ t0
}
. Pusˇtanjem limesa kada t0 → ∞, dobivamo tvrdnju. 
2.2 Itoˆva formula
Imamo li neprekidnu funkciju x : [0,+∞〉 → R ogranicˇene varijacije, znamo da vrijedi∫ t
0
f ′(x(s))dx(s) = f (x(t)) − f (x(0)).
Medutim, u Teoremu 1.2.11 smo pokazali da Brownovo gibanje nije ogranicˇene varijacije
pa se ista formula ne mozˇe primijeniti na stohasticˇke integrale u odnosu na Brownovo
gibanje.
Umjesto toga, u ovom dijelu c´emo pokazati da vrijedi analogon gornje formule koji c´emo
zvati Itoˆva formula.
Teorem 2.2.1 (Jako Markovljevo svojstvo). Neka je T vrijeme zaustavljanja takvo da je
T < +∞ P-g.s. Tada je proces
{B(T + t) − B(T ) | t ≥ 0}
standardno Brownovo gibanje nezavisno od
FT := {A ∈ F | A ∩ {T ≤ t} ∈ F (t), za sve t ≥ 0}.
Dokaz. Za dokaz vidjeti [6, Teorem 2.16.]. 
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Teorem 2.2.2. Neka je f : R → R neprekidna, t > 0 te Πn =
{
0 = t(n)1 < t
(n)
2 < ... < t
(n)
n = t
}
particija intervala [0, t] takva da ocˇica δ(Πn) = max2≤i≤n |t(n)i − t(n)i−1| tezˇi u nulu. Tada vrijedi
(P) lim
n→∞
n−1∑
j=1
f
(
B
(
t(n)j
))
·
(
B
(
t(n)j+1
)
− B
(
t(n)j
))2
=
∫ t
0
f (B(s)) ds.
Dokaz. Neka je T := Ta,b = inf{t > 0 | B(t, ω) < [a, b]} prvo vrijeme izlaska iz segmenta
[a, b], a < b. Pokazat c´emo da je
lim
n→∞E

 n−1∑
j=1
f (B(t(n)j ∧ T )) ·
((
B(t(n)j+1 ∧ T ) − B(t(n)j ∧ T )
)2 − (t(n)j+1 ∧ T − t(n)j ∧ T ))

2 = 0.
(2.13)
Tada za ε > 0 vrijedi
lim
n→∞P

∣∣∣∣∣∣∣
n−1∑
j=1
f
(
B
(
t(n)j
))
·
(
B
(
t(n)j+1
)
− B
(
t(n)j
))2 − ∫ t
0
f (B(s))ds
∣∣∣∣∣∣∣ ≥ ε

= lim
n→∞
P

∣∣∣∣∣∣∣
n−1∑
j=1
f
(
B
(
t(n)j ∧ T
))
·
(
B
(
t(n)j+1 ∧ T
)
− B
(
t(n)j ∧ T
))2 − ∫ t∧T
0
f (B(s))ds
∣∣∣∣∣∣∣ ≥ ε,T ≥ t

+P

∣∣∣∣∣∣∣
n−1∑
j=1
f
(
B
(
t(n)j
))
·
(
B
(
t(n)j+1
)
− B
(
t(n)j
))2 − ∫ t
0
f (B(s))ds
∣∣∣∣∣∣∣ ≥ ε,T < t


≤ lim
n→∞P

∣∣∣∣∣∣∣
n−1∑
j=1
f
(
B
(
t(n)j ∧ T
))
·
(
B
(
t(n)j+1 ∧ T
)
− B
(
t(n)j ∧ T
))2 − ∫ t∧T
0
f (B(s))ds
∣∣∣∣∣∣∣ ≥ ε

+ P(T < t).
Stoga, odabirom segmenta [a, b] mozˇemo postic´i da vjerojatnost P(T < t) bude proizvoljno
mala pa i gornji limes postaje proizvoljno malen.
Buduc´i da je po Teoremu 1.2.13 {B(t)2 − t | t ≥ 0} martingal, za r ≤ s imamo
E
[
(B(s) − B(r))2 − (s − r) |F (r)
]
= 0
pa uzimajuc´i u (2.13) uvjetno ocˇekivanje obzirom na manju σ-algebru u mjesˇovitom cˇlanu,
zbog adaptiranosti, dobivamo da mjesˇoviti cˇlanovi isˇcˇezavaju te pojednostavljenje uvjeta
(2.13) glasi
lim
n→∞
n−1∑
j=1
E
[
f (B(t(n)j ∧ T ))2 ·
((
B(t(n)j+1 ∧ T ) − B(t(n)j ∧ T )
)2 − (t(n)j+1 ∧ T − t(n)j ∧ T ))2] = 0.
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Neprekidna funkcija f je ogranicˇena na segmentu [a, b] pa neka je M takav da je f (x) ≤ M
za sve x ∈ [a, b].
Primijetimo da je
E
(B(t(n)j ∧ T + (t(n)j+1 ∧ T − t(n)j ∧ T )) − B(t(n)j ∧ T ))4︸                                                           ︷︷                                                           ︸
=:W(t(n)j+1∧T−t(n)j ∧T )4
 =
[
Po Teoremu 2.2.1 su
W i FT nezavisni
]
(2.14)
=
∫
[0,∞〉
E
[
W(t(n)j+1 ∧ s − t(n)j ∧ s)4
]
P(T ∈ ds)
≤ [Napomena 1.2.4] ≤
∫
[0,∞〉
3(t(n)j+1 ∧ s − t(n)j ∧ s)2P(T ∈ ds)
≤ 3
∫
[0,∞〉
(t(n)j+1 − t(n)j )2P(T ∈ ds) = 3(t(n)j+1 − t(n)j )2.
Konacˇno dobivamo
n−1∑
j=1
E
[
f (B(t(n)j ∧ T ))2 ·
((
B(t(n)j+1 ∧ T ) − B(t(n)j ∧ T )
)2 − (t(n)j+1 ∧ T − t(n)j ∧ T ))2]
≤ 2 · M2
n−1∑
j=1
E
[
(B(t(n)j+1 ∧ T ) − B(t(n)j ∧ T ))4
]︸                                  ︷︷                                  ︸
≤(2.14)≤3·(t(n)j+1−t(n)j )2
+2 · M2
n−1∑
j=1
E
(t(n)j+1 ∧ T − t(n)j ∧ T )2︸                    ︷︷                    ︸≤(t(n)j+1−t(n)j )2

≤ 2 · M2
n−1∑
j=1
E
[
3 · (t(n)j+1 − t(n)j )2
]
+ 2 · M2
n−1∑
j=1
E
[
(t(n)j+1 − t(n)j )2
]
≤ 8 · M2 Πn t n→∞−→ 0.

Formulirajmo sada Itoˆvu formulu za pojedine oblike podintegralne funkcije f .
Korolar 2.2.3. Neka je f ∈ C2(R) takva da je E ∫ t
0
f ′(B(s))2ds < +∞ za neki t > 0. Tada
g.s. za svaki 0 ≤ s ≤ t vrijedi
f (B(s)) − f (B(0)) =
∫ s
0
f ′(B(u))dB(u) +
1
2
∫ s
0
f ′′(B(u))du.
Dokaz. Promotrimo prvo segment [−M,M] te oznacˇimo modul neprekidnosti od f ′′ s
ω(δ,M) := sup { f ′′(x) − f ′′(y) | x, y ∈ [−M,M], |x − y| < δ} .
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Sada za svaki par x, y ∈ [−M,M] takav da je |x − y| < δ iz Taylorove formule dobivamo∣∣∣∣∣ f (y) − f (x) − f ′(x)(y − x) − 12 f ′′(x)(y − x)2
∣∣∣∣∣ ≤ ω(δ,M)(y − x)2. (2.15)
Stoga, oznacˇimo li particiju segmenta [0, t] s 0 = t1 ≤ t2 ≤ ... ≤ tn = t te δB :=
max1≤n≤n−1 |B(ti+1) − B(ti)|, MB := max0≤s≤t |B(s)|, primjenom (2.15) imamo∣∣∣∣ n−1∑
i=1
( f (B(ti+1)) − f (B(ti))) −
n−1∑
i=1
f ′(B(ti)) · (B(ti+1) − B(ti))
−
n−1∑
i=1
1
2
f ′′(B(ti)) · (B(ti+1) − B(ti))2
∣∣∣∣
≤ ω(δB,MB)
n−1∑
i=1
(B(ti+1) − B(ti))2
• prvi cˇlan s lijeve strane je teleskopska suma te od cijele sume ostaje f (B(t))− f (B(0))
• po definiciji stohasticˇkog integrala, mozˇemo odabrati niz particija takav da im ocˇica
Πn tezˇi u nulu i da drugi cˇlan s lijeve strane nejednakosti g.s. tezˇi u
∫ t
0
f ′(B(s))dB(s)
• trec´i cˇlan po Teoremu 2.2.2 g.s. tezˇi u −12
∫ t
0
f ′′(B(s))ds kada ocˇica Πn tezˇi u nulu
• primjenom Teorema 2.2.2 na f (x) = 1, dobivamo da suma na desnoj strani g.s. tezˇi
u t
• ω(δB,Mb) tezˇi u nulu g.s. zbog neprekidnosti trajektorije Brownovog gibanja.
Dakle, za fiksan t smo pokazali da Itoˆva formula vrijedi. Medutim, pokazali smo i da g.s.
vrijedi za sve racionalne 0 ≤ s ≤ t pa zbog g.s. neprekidnosti svih cˇlanova u gornjem
raspisu, dobivamo da onda vrijedi i za se 0 ≤ s ≤ t. 
Teorem 2.2.4. Neka je X = {X(s) | s ≥ 0} rastuc´i, neprekidan, adaptiran slucˇajni pro-
ces i f : R × R → R dva puta neprekidno diferencijabilna u prvoj koordinati te jednom
neprekidno diferencijabilna u drugoj koordinati takva da vrijedi
E
∫ t
0
(
∂ f
∂x
(B(s), X(s))
)2
ds
 < +∞
za neki t > 0. Tada g.s. za svaki 0 ≤ s ≤ t vrijedi Itoˆva formula
f (B(s), X(s)) − f (B(0), X(0)) =
∫ s
0
∂ f
∂x
(B(u), X(u))dB(u)
+
∫ s
0
∂ f
∂y
(B(u), X(u))dX(u) +
1
2
∫ s
0
∂2 f
∂x2
(B(u), X(u))du
.
(2.16)
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Dokaz. Teorem 2.2.2 se mozˇe poopc´iti na specijalni slucˇaj funkcije dvije varijable. Neka
je f funkcija dvije varijable gdje je druga varijabla adaptiran slucˇajni proces X = {X(s) | s ≥
0}. Tada za particiju 0 = t1 < t2 < ... < tn = t, cˇija ocˇica tezˇi u nulu, po vjerojatnosti vrijedi
n−1∑
j=1
f (B(t j), X(t j)) ·
(
B(t j+1) − B(t j)
)2 → ∫ t
0
f (B(s), X(s))ds (2.17)
Koristimo oznake
ω1(δ,M) = sup
{
∂ f
∂y
(x1, y1) − ∂ f
∂y
(x2, y2)
∣∣∣∣ x1, x2, y1, y2 ∈ [−M,M], |x1 − x2| ∧ |y1 − y2| < δ}
ω2(δ,M) = sup
{
∂2 f
∂x2
(x1, y1) − ∂
2 f
∂x2
(x2, y2)
∣∣∣∣ x1, x2, y1, y2 ∈ [−M,M], |x1 − x2| ∧ |y1 − y2| < δ} .
Sada za x, x0, y, y0 ∈ [−M,M] takve da je |x − x0| ∧ |y − y0| < δ postoji y˜ ∈ [−M,M],
|y˜ − y| ∧ |y˜ − y0| < δ za koji vrijedi
f (x, y) − f (x, y0) = ∂ f
∂y
(x, y˜)(y − y0)
pa uz gornje oznake i Taylorovu formulu dobivamo∣∣∣∣ f (x, y) − f (x, y0) − ∂ f
∂y
(x0, y0)(y − y0)
∣∣∣∣ ≤ ω1(δ,M)(y − y0)∣∣∣∣ f (x, y0) − f (x0, y0) − ∂ f
∂x
(x0, y0)(x − x0) − 12
∂ f
∂x2
(x0, y0)(x − x0)2
∣∣∣∣ ≤ ω2(δ,M)(x − x0)2
pa zbrajanjem uz nejednakost trokuta dobivamo zˇeljenu nejednakost:∣∣∣∣ f (x, y) − f (x0, y0) − ∂ f
∂y
(x0, y0)(y − y0) − ∂ f
∂x
(x0, y0)(x − x0)
− 1
2
∂2 f
∂x2
(x0, y0)(x − x0)2
∣∣∣∣ ≤ ω1(δ,M)(y − y0) + ω2(δ,M)(x − x0)2.
(2.18)
Definirajmo sada za particiju 0 = t1 < t2 < ... < tn = t
δ := max
1≤i≤n−1
|B(ti+1) − B(ti)| ∧ max
1≤i≤n−1
|X(ti+1) − X(ti)|
M := max
0≤s≤t
|B(s)| ∧max
0≤s≤t
|X(s)|
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. Iz (2.18) potom dobijemo
∣∣∣∣ n−1∑
i=1
( f (B(ti+1),X(ti+1)) − f (B(ti), X(ti))) −
n−1∑
i=1
∂ f
∂y
(B(ti), X(ti))(X(ti+1) − X(ti))
−
n−1∑
i=1
∂ f
∂x
(B(ti), X(ti))(B(ti+1 − B(ti)) −
n−1∑
i=1
1
2
∂2 f
∂x2
(B(ti), X(ti))(B(ti+1 − B(ti))2
∣∣∣∣
≤ ω1(δ,M)
n−1∑
i=1
(X(ti+1) − X(ti)) + ω2(δ,M)
n−1∑
i=1
(B(ti+1) − B(ti))2
.
Sada mozˇemo odabrati particiju cˇija ocˇica tezˇi k nuli, a za koju g.s. vrijede sljedec´e tvrdnje
• prva suma je teleskopska pa preostaje samo f (B(t), X(t)) − f (B(0), X(0))
• druga suma tezˇi u ∫ t
0
∂ f
∂y (B(s), X(s))ds po definiciji Stieltjesovog integrala
• trec´a suma tezˇi u ∫ t
0
∂ f
∂x (B(s), X(s))dB(s) po definiciji stohasticˇkog integrala
• po (2.17) iduc´i cˇlan tezˇi u 12
∫ t
0
∂2 f
∂x2 (B(s), X(s))ds
• te suma na desnoj strani po Teoremu 2.2.2 tezˇi u t
• zbog neprekidnosti trejektorija Brownovog gibanja, ω1(δ,M) i ω2(δ,M) tezˇe g.s. u
nulu.
Dakle, pokazali smo tvrdnju za racionalne 0 ≤ s ≤ t pa uz neprekidnost dobivamo tvrdnju
za sve 0 ≤ s ≤ t. 
Napomena 2.2.5. Za funkciju visˇe varijabli f : Rd+m → R, gdje je x ∈ Rd, y ∈ Rm uvodimo
oznake
∇x f := (∂1 f , ∂2 f , ..., ∂d f )
∇y f := (∂d+1 f , ∂d+2 f , ..., ∂d+m f )∫ t
0
∇x f (B(u), X(u))dB(u) :=
d∑
i=1
∫ t
0
∂i f (B(u), X(u))dBi(u)∫ t
0
∇y f (B(u), X(u))dX(u) :=
m∑
i=d+1
∫ t
0
∂i f (B(u), X(u))dXi(u)
∆x f :=
d∑
j=1
∂ j j f .
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Teorem 2.2.6 (Visˇedimenzionalna Itoˆva formula). Neka je {B(t) | t ≥ 0} d-dimenzionalno
Brownovo gibanje te {X(s) | s ≥ 0} neprekidan, adaptiran slucˇajni proces s vrijednostima u
Rm i s rastuc´im komponentama.
Neka je f : Rd+m → R takva da parcijalne derivacije ∂i f te ∂ jk f postoje za sve 1 ≤ j, k ≤
d, 1 ≤ i ≤ d + m i neprekidne su.
Ako za neki t > 0 vrijedi
E
[∫ t
0
|∇x f (B(s), X(s))|2ds
]
< +∞
onda g.s. za svaki 0 ≤ s ≤ t vrijedi
f (B(s), X(s)) − f (B(0), X(0)) =
∫ s
0
∇x f (B(u), X(u))dB(u) +
∫ s
0
∇y f (B(u), X(u))dX(u)
+
1
2
∫ s
0
∆x f (B(u), X(u))du
.
(2.19)
Napomena 2.2.7. Itoˆva formula vrijedi g.s. simultano za sva vremena s ∈ [0, t] pa vrijedi i
za vremena zaustavljanja koja su ogranicˇena s t. Pretpostavimo da f : U → R zadovoljava
uvjete diferencijabilnosti na otvorenom skupu U te neka je K ⊂ U kompaktan. Tada postoji
f ∗ : Rm → R koja se podudara s f na skupu K te zadovoljava uvjete Teorema 2.2.6. Stoga
primjenom Teorema 2.2.6 na f ∗ dobivamo da g.s. (2.19) vrijedi za f za sva vremena
s ∧ T, s ≤ t.
Definicija 2.2.8. Kazˇemo da je adaptirani slucˇajni proces {X(t) | 0 ≤ t ≤ T } lokalni martin-
gal ako postoje vremena zaustavljanja Tn, koja su g.s. rastuc´a prema T, takva da je proces
{X(t ∧ Tn) | t ≥ 0} martingal za svaki n ∈ N.
Definicija 2.2.9. Neka je U ⊂ Rd domena. Kazˇemo da je funkcija f : U → R harmonij-
ska ako je dva puta neprekidno diferencijabilna i, za sve x ∈ U zadovoljava Laplaceovu
jednadzˇbu
∆ f (x) =
d∑
i=1
∂2 f
∂x2i
(x) = 0.
Ako umjesto jednakosti vrijedi ∆ f (x) ≥ 0, onda kazˇemo da je funkcija f subharmonijska.
Teorem 2.2.10. Neka je f : D → R harmonijska na D ⊂ Rd. Pretpostavimo da je
Brownovo gibanje {B(t) | 0 ≤ t ≤ T } s pocˇetkom unutar skupa D te da je T prvo vrijeme
kada izide iz domene D.
(a) Proces { f (B(t)) | 0 ≤ t ≤ T } je lokalni martingal.
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(b) Ako je za svaki t > 0 E
[∫ t∧T
0
|∇ f (B(s))|2ds
]
< +∞, onda je { f (B(t ∧ T )) | t ≥ 0}
martingal.
Dokaz. Neka je U = ∪n∈NKn gdje je (Kn)n∈N rastuc´i niz kompaktnih skupova te Tn pripadno
prvo vrijeme izlaska iz skupa Kn. Iz Teorema 2.2.6 i gornjeg osvrta, dobivamo
f (B(t ∧ Tn)) =
∫ t∧Tn
0
∇ f (B(s))dB(s) (2.20)
pa je { f (B(t ∧ Tn)) | t ≥ 0} martingal. Ocˇito je, gotovo sigurno,
f (B(t ∧ T )) = lim
n↗∞
f (B(t ∧ Tn)).
Stoga je za svaki t ≥ 0 proces { f (B(t ∧ Tn)) | n ∈ N} martingal u diskretnom vremenu po
teoremu o opcionalnom zaustavljanju. Sada po pretpostavci o integrabilnosti vrijedi
E
[
( f (B(t ∧ Tn)))2
]
= E
[∫ t∧Tn
0
|∇ f (B(s))|2 ds
]
≤ E
[∫ t∧T
0
|∇ f (B(s))|2 ds
]
< +∞
pa je dani martingal L2-ogranicˇen te konvergencija u (2.20) vrijedi u L1-smislu.
Pustimo li limes na jednakost
E
[
f (B(t ∧ Tm))
∣∣∣F (s ∧ Tn)] = f (B(s ∧ Tn)), m ≥ n, t ≥ s
po m↗ ∞ pa po n↗ ∞, dobivamo
E
[
f (B(t ∧ T )) |F (s ∧ T )] = f (B(s ∧ T )), t ≥ s.
Ovime smo pokazali da je i proces { f (B(t ∧ T )) | t ≥ 0} takoder martingal. 
Primjer 2.2.11. Uocˇimo da lokalni martingal nije nuzˇno i martingal, tj. uvjet integrabil-
nosti iz Teorema 2.2.10 se ne mozˇe izostaviti. Zaista,
f (x) =
log |x|, za d = 2|x|2−d, za d ≥ 3
je harmonijska funkcija na domeni Rd\{0}. Medutim, za d-dimenzionalno Brownovo giba-
nje {B(t) | t ≥ 0}, B(0) , 0, proces { f (B(t)) | t ≥ 0} ne zadovoljava martingalno svojstvo jer
je
lim
t↗∞
E log |B(t)| = +∞, za d = 2
lim
t↗∞
E|B(t)|2−d = 0, za d ≥ 3.
Poglavlje 3
Konformna preslikavanja i namotajni
brojevi
3.1 Kompleksna funkcija
Kompleksni brojevi su brojevi oblika z = <(z)+ i=(z) = x+ iy, x, y ∈ R te se mogu zapisati
kao
z = r(cos θ + i sin θ) r =
√
x2 + y2, θ = arctg
(y
x
)
= reiθ = |z|eiθ θ = arg(z) ∈ 〈−pi, pi] .
Slicˇno, kompleksne funkcije f : C → C mozˇemo rastaviti na realni i imaginarni dio
f = f1 + i f2, gdje su f1, f2 : R → R. Ovakav rastav nam olaksˇava daljnju analizu takvih
funkcija.
Definicija 3.1.1. Neka je Ω ⊆ C otvoren skup. Kazˇemo da je f : Ω → C derivabilna u
tocˇki z0 ∈ Ω ako postoji limes
f ′(z0) = lim
z→z0
f (z) − f (z0)
z − z0 = lim∆z→0
f (z0 + ∆z) − f (z0)
∆z
.
Teorem 3.1.2 (Cauchy - Riemmanovi uvjeti diferencijabilnosti). Kompleksna funkcija f =
f1 + i f2 : Ω→ C, gdje je Ω ⊆ C otvoren skup, je derivabilna u tocˇki z0 = x0 + iy0 ∈ Ω ako
i samo ako su funkcije f1 i f2 kao realne funkcije dvije (realne) varijable diferencijabilne u
tocˇki (x0, y0) i zadovoljavaju Cauchy - Riemannove uvjete:
∂ f1
∂x
(x0, y0) =
∂ f2
∂y
(x0, y0)
∂ f1
∂y
(x0, y0) = −∂ f2
∂x
(x0, y0).
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U tom slucˇaju vrijedi
f ′(z0) =
∂ f1
∂x
(x0, y0) + i
∂ f2
∂x
(x0, y0).
Definicija 3.1.3. Za funkciju f : C → C kazˇemo da je analiticˇka u okolini U tocˇke z0 =
x0 + iy0 ako je diferencijabilna u svakoj tocˇki od U. Dodatno, kazˇemo da je f cijela ako je
analiticˇka na cijeloj kompleksnoj ravnini.
Korolar 3.1.4. Neka je f : C → C analiticˇka funkcija takva da je f = f1 + i f2. Tada su
realni i imaginarni dio f1 i f2 harmonijske funkcije.
Dokaz. Neka je f = f1 + i f2 analiticˇka na nekom otvorenom skupu Ω ⊆ C. Tada vrijedi
∆ f1 =
∂2 f1
∂x2
+
∂2 f1
∂y2
=
∂
∂x
∂ f1
∂x
+
∂
∂y
∂ f1
∂y
(3.1)
=
∂
∂x
∂ f2
∂y
− ∂
∂y
∂ f2
∂x
=
∂2 f2
∂x∂y
− ∂
2 f2
∂y∂x
= [Schwarzov teorem] = 0.
Slicˇno dobijemo da je i f2 harmonijska. 
3.2 Konformna preslikavanja i namotajni broj
U ovom poglavlju c´emo se baviti planarnim Brownovim gibanjem. Pokazat c´emo kon-
formnu invarijantnost te asimptotski zakon koji vrijedi za namotajni broj (eng. winding
number).
Definicija 3.2.1. Kazˇemo da je skup U domena ako je U ⊂ C i U je povezan.
Neka je f : C→ C nekonstantna analiticˇka funkcija takva da je f = f1+i f2. Primjenom
Itoˆve formule uz (3.1) dobivamo da g.s. za svaki t ≥ 0 vrijedi
f (B(t)) =
∫ t
0
f ′(B(s))dB(s) (3.2)
gdje je dB(s) := dB1(s) + idB2(s) te B(s) = B1(s) + iB2(s).
Desna strana u (3.2) definira neprekidni proces s nezavisnim i normalnim prirastima te
vrijedi
E
(∫ t
0
f ′(B(s))dB(s)
)2 = ∫ t
0
| f ′(B(s))|2ds
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sˇto bi moglo sugerirati da je { f (B(t)) | t ≥ 0} Brownovo gibanje koje putuje brzinom
t 7→
∫ t
0
| f ′(B(s))|2ds.
Zaista, promotrimo li razvoj funkcije f oko tocˇke z0, dobivamo
f (z) = z0 + f ′(z0)(z − z0) + O(|z − z0|2)
te uocˇavamo da f transformira sve tocˇke u okolini z0 tako da (z−z0) mnozˇi faktorom | f ′(z0)|
i rotira ih za arg f ′(z0). U Lemi 1.2.5 smo vidjeli da je Brownovo gibanje invarijantno
obzirom na skaliranje uz vremenski pomak, a invarijantno je i obzirom na rotaciju. Stoga
ocˇekujemo da c´e f (B(t)) biti Brownovo gibanje uz neki vremenski pomak.
Definicija 3.2.2. Neka su U,V ⊆ C. Preslikavanje f : U → V zovemo konformnim ako je
f analiticˇka funkcija koja je bijekcija.
Teorem 3.2.3 (Invarijantnost Brownovog gibanja). Neka je U ⊆ C, x ∈ U i f : U → V
nekonstantna analiticˇka funkcija. Nadalje, neka je B = {B(t) | t ≥ 0} Brownovo gibanje
koje krec´e iz tocˇke x ∈ C te τU = inf{t ≥ 0 | B(t) < U} prvo vrijeme izlaska iz domene U.
Tada je proces f (B) = { f (B(t)) | 0 ≤ t ≤ τU} vremenski izmijenjeno Brownovo gibanje, tj.
postoji Brownovo gibanje B˜ = {B˜(t) | t ≥ 0} takvo da za sve 0 ≤ t < τU vrijedi
f (B(t)) = B˜(ξ(t)), ξ(t) =
∫ t
0
| f ′(B(s))|2ds.
Ako je f dodatno i konformno, onda je ξ(τU) prvo vrijeme izlaska iz V za {B˜(t) | t ≥ 0}.
Dokaz. Uocˇimo da je skup nultocˇaka derivacije od f najvisˇe prebrojiv i nema gomilisˇte u
domeni U. U suprotnom bi f bila konstanta. Stoga takve tocˇke mozˇemo ukloniti iz U, a
da U i dalje bude otvoren skup. Dakle, bez smanjenja opc´enitosti mozˇemo pretpostaviti da
f ima derivaciju koja ne isˇcˇezava na U.
Takoder, mozˇemo pretpostaviti da je f preslikavanje medu omedenim domenama. U
suprotnom definiramo
Kn :=
{
z ∈ U ∣∣∣ d (z,Uc) ≥ 1
n
}⋂{
z ∈ U ∣∣∣ |z| ≤ n} .
Ocˇito je Kn kompaktan te Kn ⊂ U. Sada za
Un :=
{
z ∈ U ∣∣∣ d (z,Uc) > 1
n
}⋂{
z ∈ U ∣∣∣ |z| < n} (3.3)
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dobivamo niz otvorenih skupova (Un)n∈N koji u uniji daju cˇitav U te vrijedi Un ⊂ Kn ⊂ U.
Stoga je Vn = f (Un) ⊂ f (Kn) ogranicˇen po Bolzano - Weierstrassovom teoremu. Dodatno,
{ f (B(t)) | t ≤ τUn} je vremenski izmijenjeno Brownovo gibanje za svaki n pa je takav i
proces { f (B(t)) | t ≤ τU}.
Neka je za svaki t ≥ 0
σ(t) = inf{s ≥ 0 | ξ(s) ≥ t} = inf
{
s ≥ 0
∣∣∣∣∣ ∫ s
0
| f ′(B(u))|2du ≥ t
}
vrijeme zaustavljanja koje prestavlja inverz vremenskog pomaka. Tada je
ξ(σ(t)) =
∫ σ(t)
0
| f ′(B(u))|2 du = t.
Za B˜ = {B˜(t) | t ≥ 0} Brownovo gibanje nezavisno od B = {B(t) | t ≥ 0} definiramo proces
W = {W(t) | t ≥ 0} s
W(t) = f (B(σ(t) ∧ τU)) + B˜(t) − B˜(t ∧ ξ(τU)), t ≥ 0.
Proces W definirali smo na nacˇin da se u trenutku ξ(τU) Brownovo gibanje B˜ spoji na
zadnju vrijednost procesa { f (B(σ(t))) | 0 ≤ t ≤ ξ(τU)}. Zaista,
W(ξ(τU)) = f (B(σ(ξ(τU))︸    ︷︷    ︸
=τU
∧τU)) + B˜(ξ(τU)) − B˜(ξ(τU) ∧ ξ(τU))
= f (B(τU)).
Oznacˇimo G = σ{W(s) | s ≤ t}. Preostalo je pokazati da je W Brownovo gibanje.
Neka je W = {X(t) + iY(t) | t ≥ 0} dvodimenzionalni (planarni) proces takav da za sve
λ = λ2 + iλ2 ∈ C i 0 ≤ s ≤ t vrijedi
E
[
eλ1X(t)+λ2Y(t) |G(s)
]
= e
1
2 |λ|2(t−s)+λ1X(s)+λ2Y(s).
Tada za s = 0 dobijemo
E
[
eλ1X(t)+λ2Y(t)
]
= e
1
2 |λ|2t = e
1
2λ
2
1t+
1
2λ
2
2t.
Takoder,
E
[
eλ1(X(t)−X(s))+λ2(Y(t)−Y(s)) |G(s)
]
= e
1
2 |λ|2(t−s)
pa iz jedinstvenosti (dvodimenzionalne) funkcije izvodnice momenta slijedi stacionarnost
prirasta.
Znamo da za planarno Brownovo gibanje B(t) = B1(t) + iB2(t) vrijedi
E
[
eλ1B1(t)+λ2B2(t)
]
= E
[
eλ1B1(t)
]
E
[
eλ2B2(t)
]
= e
1
2λ
2
1te
1
2λ
2
2t = e
1
2 |λ|2t
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pa opet iz jedinstvenosti (dvodimenzionalne) funkcije izvodnice momenta slijedi da W(t)
ima istu distribuciju kao i B(t). Josˇ je preostalo provjeriti nezavisnost prirasta. Medutim,
to takoder slijedi iz jedinstvenosti funkcije izvodnice momenta jer je
E
[
eλ1(X(t)−X(s))+λ2(Y(t)−Y(s))+µ1X(s)+µ2Y(s)
]
=
= E
[
E
[
eλ1(X(t)−X(s))+λ2(Y(t)−Y(s))+µ1X(s)+µ2Y(s) |F (s)
]]
= E
[
e(−λ1+µ1)X(s)+(−λ2+µ2)Y(s)eλ
2
1(t−s)+λ22(t−s)+λ1X(s)+λ2Y(s)
]
= E
[
eµ1X(s)+µ2Y(s)
]
eλ
2
1(t−s)+λ22(t−s)
= E
[
eµ1X(s)+µ2Y(s)
]
E
[
eλ1(X(t)−X(s))+λ2(Y(t)−Y(s))
]
.
Opc´eniti slucˇaj, za n ≥ 2, se slicˇno pokazˇe.
Stoga je dovoljno pokazati da za 0 ≤ s ≤ t, λ ∈ C vrijedi
E[e〈λ,W(t)〉 |G(s)] = e 12 |λ|2(t−s)+〈λ,W(s)〉
gdje je 〈·, ·〉 skalarni produkt. Zapravo je dovoljno pokazati da je za x ∈ U
E
[
e〈λ,W(t)〉 |W(s) = f (x)
]
= e
1
2 |λ|2(t−s)+〈λ, f (x)〉.
Bez smanjenja opc´enitosti, pretpostavimo da je s = 0 te promotrimo ocˇekivanje u
odnosu na nezavisno Brownovo gibanje {B˜(t) | t ≥ 0} uz uvjet B˜(0) = x. Dobivamo
E
[
e〈λ,W(t)〉 |W(0) = f (x)
]
= Ex
[
e
1
2 |λ|2(t−ξ(σ(t)∧τU ))+〈λ, f (B(σ(t)∧τU ))〉
]
.
Buduc´i da po Napomeni 2.2.7 mozˇemo primijeniti visˇedimenzionalnu Itoˆvu formulu,
definirajmo F : U × R→ R s
F(x, u) = e
1
2 |λ|2(t−u)+〈λ, f (x)〉. (3.4)
Zaista, promotrimo li particiju (3.3), vidimo da je | f ′(x)| ogranicˇena na vec´im udaljenos-
tima od nule na Un pa je vrijeme zaustavljanja T = σ(t)∧τUn ogranicˇeno. Visˇedimenzionalna
Itoˆva formula sada daje
F (B(T ), ξ(T )) − F (B(0), ξ(0)) =
∫ T
0
∇xF (B(s), ξ(s)) dB(s)+
+
∫ T
0
∂uF (B(s), ξ(s)) dξ(s) +
1
2
∫ T
0
∆xF (B(s), ξ(s)) ds.
(3.5)
Za g = 〈λ, f 〉 vrijedi ∇g = ∑2i=1 λi∇ fi pa je |∇g|2 = |λ|2| f ′|2 te ∆g = 0 po (3.1). Stoga
∆eg = eg
(
∆g + |∇g|2
)
=⇒ ∆e〈λ, f (x)〉 = |λ|2| f ′(x)|2e〈λ, f (x)〉.
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Takoder,
∂ue
1
2 |λ|2(t−u) = −1
2
|λ|2e 12 |λ|2(t−u)
dξ(s) = | f ′(B(s))|2ds.
Stoga se u (3.5) ponisˇtavaju zadnja dva cˇlana te dobivamo
E
[
e〈λ,W(t)〉 |W(0) = f (x)
]
= Ex
[
F (B(σ(t) ∧ τU), ξ(σ(t) ∧ τU))]
= lim
n→∞Ex
[
F(B(T ), ξ(T ))
]
= F(x, 0) = e
1
2 |λ|2t+〈λ, f (x)〉.
Kako bi dokaz bio gotov, potrebno je uocˇiti da za konformno preslikavanje f vrijedi
f (B(t))→ ∂V kada t ↗ τU pa je ξ(τU) prvo vrijeme izlaska iz V za proces {B˜(t) | t ≥ 0}. 
Promotrimo harmonijsku mjeru i iskoristimo konformnu invarijantnost kako bismo do-
bili eksplicitnu formulu u posebnim slucˇajevima.
Definicija 3.2.4. Neka je {B(t) | t ≥ 0} d-dimenzionalno Brownovo gibanje, d ≥ 2, koje
krec´e iz tocˇke x te fiksirajmo zatvoreni skup A ⊂ Rd. Definirajmo mjeru µA(x, ·) s
µA(x, B) = P (B(τ) ∈ B, τ < +∞) uz τ(A) = inf{t ≥ 0 | B(t) ∈ A}, B ⊂ A Borelov.
Drugim rijecˇima, µA(x, ·) je distribucija prvog vremena pogadanja skupa A te je ukupna
masa mjere vjerojatnost da Brownovo gibanje koje krec´e iz tocˇke x pogodi skup A. Ako
x < A, onda je ∂A nosacˇ mjere.
Definicija 3.2.5. Kompaktni skup A zovemo nepolarnim (za Brownovo gibanje) ako je
µA(x, A) > 0 za sve x ∈ Ac. U suprotnom, skup A zovemo polarnim (za Brownovo gibanje).
Teorem 3.2.6. Neka je A ⊂ Rd kompaktan, nepolaran skup. Tada postoji vjerojatnosna
mjera µA na A
µA(B) = lim
x→∞Px {B(τ(A)) ∈ B | τ(A) < +∞} , za B ⊂ A Borelov skup.
Mjeru µA zovemo harmonijska mjera (iz beskonacˇnosti).
Dokaz. Vidjeti [6, Teorem 3.46.]. 
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Teorem 3.2.7. Neka su U,V ⊂ R2 domene te f : U¯ → V¯ neprekidna funkcija koja U
preslikava konformno u V.
(i) Ako je x ∈ U, onda je µ∂U(x, ·) ◦ f −1 = µ∂V( f (x), ·)
(ii) Dodatno, neka su U = Kc i V = Lc komplementi kompaktnih skupova K i L te
limx→∞ f (x) = +∞. Tada je µK ◦ f −1 = µL.
Dokaz. Neprekidnost funkcije f na U¯ osigurava da se za prvo vrijeme pogadanja ∂U
τU = inf{t ≥ 0 | B(t) ∈ ∂U}
te prvo vrijeme pogadanja skupa ∂V po konformnom preslikavanju f
TV = inf{t ≥ 0 | f (B(t)) ∈ ∂V},
B(τU) preslika u f (B(TV)). Sada tvrdnja slijedi iz Teorema 3.2.3.
Druga tvrdnja slijedi uz Teorem 3.2.6 nakon sˇto pustimo x→ ∞. 
Primjer 3.2.8. Odredimo harmonijsku mjeru iz beskonacˇnosti na jedinicˇnom intervalu
[0, 1] = {x + iy | x ∈ [0, 1], y = 0} ⊂ C.
Neka je K = B(0, 1) i L = [−1, 1]. Definirajmo
f : Kc → Lc f (z) = 1
2
(
z +
1
z
)
.
Buduc´i da je
f ′(z) =
z2 − 1
2z2
, 0 za z ∈ Kc,
slijedi da je f konformno preslikavanje. Specijalno, f preslikava rubove na rubove, tj.
f (∂B(0, 1)) = [−1, 1].
Nadalje, za z = x + iy = eiθ = cos θ + i sin θ ∈ ∂B(0, 1) je
| f ′(z)|2 = | cos
2 θ − sin2 θ − 1 + i2 sin θ cos θ|2
4| cos θ + i sin θ|4
=
(cos2 θ − sin2 θ − 1)2 + 4 sin2 θ cos2 θ
4
=
(1 − cos 2θ)2 + sin2 2θ
4
=
1 − cos 2θ
2
= sin2 θ = y2.
POGLAVLJE 3. KONFORMNA PRESLIKAVANJA I NAMOTAJNI BROJEVI 36
Odredimo prasliku funkcije f na ∂B(0, 1). Neka je x ∈ [−1, 1]. Trazˇimo z = cos θ +
i sin θ ∈ ∂B(0, 1) takav da je f (z) = x, tj.
z2 − 2xz + 1 = 0.
Rjesˇavanjem kvadratne jednadzˇbe dobijemo
z = x ± i
√
1 − x2 = cos θ ± i sin θ
za θ ∈ [0, 2pi] takav da je x = cos θ. Iz Teorema 3.2.7(ii) znamo da za harmonijske mjere (u
beskonacˇnosti) vrijedi
µK( f −1(A)) = µL(A), za A ⊂ [−1, 1] Borelov.
Za Brownovo gibanje je harmonijska mjera kugle B(0, 1) uniformna distribucija na
∂B(0, 1), tj.
µK(A) =
∫
A
1
2pi
1∂B(0,1)(x)dx.
Odredimo gustoc´u mjere µL = µK ◦ f −1.
Koristec´i teorem o zamjeni varijable, slijedi da za A ⊂ [−1, 1] vrijedi
(µK ◦ f −1)(A) = µK( f −1(A)) =
∫
f −1(A)
dy
2pi
= 2
∫
f −1(A)∩{z∈C | =z>0}
dz
2pi
=
[
z = f −1(z) = x + i
√
1 − x2
dz = |( f −1)′(x)|dx = dx| f ′( f −1(x))|
]
= 2
∫
A
dx
2pi
√
1 − x2
,
odakle slijedi da je gustoc´a mjere µL
1
pi
√
1 − x2
1〈−1,1〉(x).
Oznacˇimo li M = [0, 1] i definiramo g(z) = z2, dobijemo da je g : Lc → Mc konformno
preslikavanje, koje preslikava [−1, 1] na [0, 1]. Tada je µM = µL ◦ g−1 pa za A ⊂ [0, 1]
dobijemo
(µL ◦ g−1)(A) = µL(g−1(A)) =
∫
g−1(A)
dx
pi
√
1 − x2
=
∫
g−1(A)∩〈−1,0]
dx
pi
√
1 − x2
+
∫
g−1(A)∩[0,1〉
dx
pi
√
1 − x2
.
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Drugi integral racˇunamo koristec´i zamjenu varijable y = g(x) = x2 i inverz x =
√
y:∫
g−1(A)∩[0,1〉
dx
pi
√
1 − x2
=
∫
A
1
pi
√
1 − y
dy
2
√
y
=
∫
A
dx
pi
√
x(1 − x) ,
a prvi pomoc´u zamjene y = x2 i inverza x = −√y, odakle je (koristec´i zapis sa skupom A)
dx =
∣∣∣∣ 12√y ∣∣∣∣ dy pa dobijemo isti rezultat.
Dakle,
(µL ◦ g−1)(A) =
∫
A
dx
pi
√
x(1 − x)
pa je gustoc´a mjere µL zapravo gustoc´a beta distribucije s parametrima p = q = 12 , tj.
1
pi
√
x(1 − x)1〈0,1〉(x).
Konformnu invarijantnost mozˇemo primijeniti i za racˇunanje vjerojatnosti da planarno
Brownovo gibanje napusti konus s vrhom unutar kugle prije nego sˇto napusti kuglu.
Definicija 3.2.9. Kazˇemo da je W(ϕ) konus s vrhom u ishodisˇtu cˇiji kut iznosi ϕ ako vrijedi
W(ϕ) =
{
reiθ
∣∣∣ |θ| ≤ ϕ
2
, r ≥ 0
}
.
Lema 3.2.10. Neka je a ∈ C takav da je |a| < 1 i θ ∈ R. Konformno preslikavanje
f (z) =
eiθ(z − a)
1 − az
preslikava jedinicˇnu kruzˇnicu na jedinicˇnu kruzˇnicu.
Dokaz. Neka je |z| = 1 = |z|. Tada je 1 = |z|2 = zz = 1 pa je
| f (z)| =
∣∣∣∣∣ z − a1 − az
∣∣∣∣∣ = |z − a||z||1 − az| = |1 − az||1 − az| = 1.

Teorem 3.2.11. Neka je ϕ ∈ 〈0, 2pi]. Oznacˇimo s W(ϕ) otvoreni konus s vrhom u ishodisˇtu,
koji je simetricˇan obzirom na x-os te cˇiji kut iznosi ϕ.
Neka je B = {B(t) | t ≥ 0} planarno Brownovo gibanje s pocˇetkom u x = (1, 0) te
T (r) = inf{t ≥ 0 | |B(t)| = r}
Tada za r > 1 vrijedi
P (B([0,T (r)]) ⊂ W(ϕ)) = 2
pi
arctg
 2r piϕ
r
2pi
ϕ − 1
 .
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Dokaz. Poistovijetimo R2 s kompleksnom ravninom.
Uocˇimo da je dovoljno pokazati tvrdnju za ϕ = pi. Zaista,
f : W(ϕ)→ W(pi), f (x) = x piϕ
preslika konus u poluravninu. Tada je B∗ := f ◦B vremenski izmijenjeno Brownovo gibanje
s pocˇetkom u B∗(0) = 1 po Teoremu 3.2.3 pa vrijedi
{B([0,T (r)]) ⊂ W(ϕ)} =
{
B∗
([
0,T
(
r
pi
ϕ
)])
⊂ W(pi)
}
.
Neka je B = {B(t) | t ≥ 0} Brownovo gibanje s pocˇetkom u B(0) = 1. Za vrijeme zaustav-
ljanja
S = min{t ≥ 0 | <(B(t)) ≤ 0},
koristec´i refleksiju preko imaginarne osi f (x, y) := (−x, y), definirajmo
B˜(t) =
B(t), t ≤ Sf (B(t)), t ≥ S .
Uocˇimo da je B˜ Brownovo gibanje s pocˇetom u B˜(0) = 1 te za
T˜ (r) = inf{t ≥ 0 | |B˜(t)| = r}
vrijedi
P
(<(B(T (r))) > 0) = P(<(B(T (r))) > 0, T (r) < S︸    ︷︷    ︸
⊂{<(B(T (r)))>0}
) + P(<(B(T (r))) > 0,T (r) > S )
(3.6)
= P(T (r) < S ) + P(<(B˜(T˜ (r))) < 0)
= P(T (r) < S ) + P(<(B(T (r))) > 0).
Nas zanima
P(T (r) < S ) = P
(<(B(T (r))) > 0) − P(<(B(T (r))) > 0) = 1 − 2P(<(B(T (r))) < 0),
sˇto je vjerojatnost da Brownovo gibanje napusti kuglu radijusa r prije nego sˇto izide iz
konusa. Kako bismo to doznali, iskoristimo Lemu 1.2.5 te pretpostavimo da je Brownovo
gibanje pocˇelo u B(0) = 1r .
Definiramo li sada T = min{t ≥ 0 | |B(t)| = 1} te f : B(0, 1)→ B(0, 1)
f (z) =
z − 1r
1 − zr
,
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onda je f
(
1
r
)
= 0 te f (1) = 1 pa mozˇemo primijeniti Lemu 3.2.10 s a = 1r i θ = 0.
Iz Teorema 3.2.3 slijedi da je f (B) vremenski izmijenjeno Brownovo gibanje B˜ =
{B˜(t) | 0 ≤ t ≤ τU}, gdje je domena U = {z ∈ C | |z| < 1,<z > 0} = B(0, 1)∩{z ∈ C | <z > 0}
te vrijedi
P(<(B(T (r))) < 0) = P(B˜(τU) ∈ f (∂U)).
Primijetimo da Brownovo gibanje krec´e iz ishodisˇta. Da bismo izracˇunali trazˇenu vje-
rojatnost, trebamo samo izracˇunati duljinu luka f (∂U) (jer se po Lemi 3.2.10 jedinicˇna
kruzˇnica preslika opet na jedinicˇnu kruzˇnicu). Zbog simetrije je dovoljno pogledati kamo
se preslikava tocˇka i = (0, 1):
f (i) =
i − 1r
1 − ir
· 1 +
i
r
1 + ir
=
−2r + i
(
1 − 1r2
)
1 + 1r2
.
Dakle, dobivamo da se polukruzˇnica preslika u luk duljine
2 arctg
1 − 1r2
−2r
= 2 arctg
r2 − 1
2r
.
Zato je
P(B˜(τU) ∈ f (∂U)) = P(B˜(τU) ∈ f (∂U))2pi =
1
pi
arctg
r2 − 1
2r
.
Koristec´i svojstva funkcije arctg slijedi
P(T (r) < S ) = 1 − r
pi
arctg
r2 − 1
2r
=
2
pi
(
pi
2
− arctg r
2 − 1
2r
)
=
2
pi
arctg
2r
r2 − 1 .
Zamijenimo li r s r
pi
ϕ , dobivamo trazˇenu vjerojatnost. 
Sljedec´i rezultat omoguc´ava reprezentaciju planarnog Brownovog gibanja u polarnim
koordinatama. Identificirajmo R2 s kompleksnom ravninom.
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Teorem 3.2.12. Neka je B = {B(t) | t ≥ 0} planarno Brownovo gibanje s pocˇetkom u B(0) =
1. Tada postoje dva nezavisna linearna Brownova gibanja {Wi(t) | t ≥ 0}, i = 1, 2 za koja
vrijedi
B(t) = eW1(H(t))+iW2(H(t)), t ≥ 0
gdje je
H(t) =
∫ t
0
ds
|B(s)|2 = inf
{
u ≥ 0 ∣∣∣ ∫ u
0
e2W1(s)ds > t
}
.
Dokaz. Mozˇe se pokazati da je P(B(t) = 0 za neki t ∈ 〈0, 1]) = 0 (v. [6, Korolar 2.26.]),
od kud slijedi da je H(t) dobro definirano. Oznacˇimo f (t) =
∫ t
0
e2W1(u)du. Tada je g(t) =
inf{u > 0 | f (u) > t} = f −1(t). Vrijedi H(0) = 0 = g(0) te
H′(t) =
1
|B(t)|2 =
1
e2W1(H(t))
= e−2W1(H(t))
g′(t) =
1
f ′(g(t))
= e−2W1(g(t)).
Dakle, H i g zadovoljavaju istu obicˇnu diferencijalnu jednadzˇbu i imaju isti pocˇetni uvjet
pa se podudaraju kao funkcije. Neka je {W(t) | t ≥ 0} planarno Brownovo gibanje takvo da
je W(t) = W1(t) + iW2(t).
Tada je po Teoremu 3.2.3
B(ξ(t)) = eW(t), (3.7)
gdje je B = {B(t) | t ≥ 0} Brownovo gibanje te ξ(t) = ∫ t
0
e2W1(s)ds.
Po definiciji vrijedi H = ξ−1 pa dobivamo trazˇeni rezultat
B(s) = (3.7) = eW(H(s)) = eW1(H(s))+iW2(H(s))

Primjer 3.2.13. Primjenom Teorema 3.2.12 na Brownovo gibanje B = {B(t) | t ≥ 0} dobi-
vamo
log |B(t)| = W1(H(t))
pa je proces {log |B(t)| | t ≥ 0} vremenski izmijenjeno Brownovo gibanje. Sjetimo se, u
Primjeru 2.2.11 smo pokazali da takav proces nije martingal.
Definicija 3.2.14. Kazˇemo da je krivulja γ : [a, b]→ C zatvorena ako je γ(a) = γ(b).
Promotrimo li neprekidnu krivulju γ : [a, b]→ C koja ne prolazi kroz 0 ∈ C, neprekidni
izbor argumenta za γ je neprekidno preslikavanje θ : [a, b]→ R za koje vrijedi
γ(t) = |γ(t)|eiθ(t).
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Definicija 3.2.15. Kazˇemo da je
Γ(γ, 0) :=
θ(b) − θ(a)
2pi
(3.8)
namotajni broj ili indeks krivulje γ oko nule. Slicˇno definiramo Γ(γ,w),w ∈ C.
Napomena 3.2.16.
(1) θ(b) − θ(a) je cjelobrojni visˇekratnik broja 2pi koji je jednak broju obilazaka krivulje
γ oko tocˇke w ∈ C.
(2) Neka su Φ i θ neprekidni izbori argumenta za γ. Tada je θ−Φ2pi cjelobrojna funkcija.
Buduc´i da je [a, b] povezan, onda mora biti i konstantna. Dakle, θ(b) − θ(a) =
Φ(b) − Φ(a). Stoga je Definicija 3.2.15 dobra.
(3) Ako je γ zatvorena krivulja, onda je Γ(γ, 0) cjelobrojna funkcija te
Γ(γ, 0) =
1
2pii
∫ θ(b)
θ(a)
ieit
eit
dt =
1
2pii
∫ θ(b)
θ(a)
γ′(t)
γ(t)
dt =
1
2pii
∫
γ
dz
z
.
Kazˇemo da je zatvorena krivulja γ : [a, b]→ D ⊂ C jednostavna ako za s < t vrijedi
γ(s) = γ(t)⇐⇒ s = a, t = b.
Teorem 3.2.17. Neka je B = {B(t) | t ≥ 0} planarno Brownovo gibanje s pocˇetkom u (ε, 0) =
ε te neka θε oznacˇava namotajni broj za B oko ishodisˇta prije nego B(t) prvi put pogodi
jedinicˇni krug s centrom u ishodisˇtu. Tada za svaki 0 < ε < 1, 2piθεlog ε ima Cauchyjevu
distribuciju.
Dokaz. Neka je X = {X(t) | t ≥ 0} Brownovo gibanje s pocˇetkom u (log ε, 0). Definirajmo
vrijeme zaustavljanja
τ = inf{t ≥ 0 | <(X(t)) ≥ 0}.
Tada za inverz vremenskog pomaka σ(t), po Teoremu 3.2.3, vrijedi B(t) D= eX(σ(t)). Sˇtovisˇe,
=X(t) D= 2piθε jer je =X(t) neprekidna realizacija funkcije arg eX(t) s pocˇetkom u 0.
Definirajmo
x = − log ε
S t = sup
0≤s≤t
(<X(s) + x).
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Tada {τ < t} = {S t < x}. Stoga uz skaliranje Brownovog gibanja 1.2.5 i Propozicije 1.2.14
dobivamo τ D= x
2
Z2 , gdje je Z ∼ N(0, 1). Dodatno, jer su τ i =X nezavisne slucˇajne varijable,
primjenom skaliranja Brownovog gibanja 1.2.5 znamo da vrijedi =X(τ) D= τ 12 . Odnosno
=X(τ) D=
( x
Z
)
=X(1) = x
(=X(1)
Z
)
.
Buduc´i da kvocijent dvije nezavisne jedinicˇne normalne varijable ima Cauchyjevu distri-
buciju, dobivamo da je =X(τ) D= xC, gdje je C Cauchyjeva slucˇajna varijabla. Dakle,
2piθε
D
= xC =⇒ 2piθε
log ε
D
= C.

3.3 Feynman - Kacova formula i primjene
Rjesˇenje jednadzˇbe provodenja u(t, x) opisuje temperaturu toplinskog toka u trenutku t u
tocˇki x. Na skupu {x ∈ U |V(x) < 0} c´emo promatrati stopu hladenja −V(x) dok c´e na
skupu {x ∈ U |V(x) > 0} vrijednost V(x) opisivati stopu zagrijavanja. Distribuciju pocˇetne
temperature u tocˇki x opisujemo s f (x), dok rub skupa U zadrzˇavamo na nultoj temperaturi.
Slijedi definicija rjesˇenja jednadzˇbe provodenja uz opisane varijable.
Definicija 3.3.1. Neka je U ⊂ Rd otvoren, ogranicˇen ili U = Rd.
Kazˇemo da dva puta diferencijabilna funkcija u : 〈0,+∞〉 × U → [0,+∞〉 rjesˇava jed-
nadzˇbe provodenja sa stopom sˇirenja topline V : U → R i pocˇetnim uvjetom f : U →
[0,+∞〉 na U ako vrijedi
lim
x→x0
t↘0
u(t, x) = f (x0), za x0 ∈ U
lim
x→x0
t→t0
u(t, x) = 0, za x0 ∈ ∂U
∂tu(t, x) =
1
2
∆xu(t, x) + V(x)u(t, x), na 〈0,+∞〉 × U (3.9)
gdje je ∆x = ∂
2
∂x2 .
Teorem 3.3.2 (Feynman - Kac). Neka je V(x) nenegativna i neprekidna, a f (x) neprekidna
i ogranicˇena funkcija. Pretpostavimo da je u(t, x) ogranicˇena funkcija koja je rjesˇenje
jednadzˇbe provodenja. Tada je u(t, x) dana s
u(t, x) = Ex
[
e
∫ t
0 V(B(s))ds f (B(t))
]
, (3.10)
gdje je Px vjerojatnosna mjera za Brownovo gibanje (B(t))t≥0 s pocˇetkom u tocˇki x.
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Napomena 3.3.3. Funkcije V i f mogu imati izolirane diskontinuitete. Feynman - Kacova
formula vrijedi i za takve funkcije, ali je tada pocˇetni uvjet u(0, x0) = lim(t,x)→(0,x0) u(t, x) =
f (x0) zadovoljen samo u onim tocˇkama u kojima je f neprekidna.
Dokaz. Neka je t > 0. Promotrimo proces
Xs = eR(s)u(t − s, B(s)), gdje R(s) =
∫ s
0
V(B(r))dr.
Buduc´i da je funkcija u rjesˇenje jednadzˇbe provodenja, onda je jednom neprekidno dife-
rencijabilna u prvoj te dva puta u drugoj varijabli. Sˇtovisˇe, jer je u ogranicˇena, onda je i Xs
ogranicˇen. Iz Itoˆve formule stoga dobivamo
dXs = d
(
eR(·)u(t − ·, B(·))
)
s
= V(B(s))eR(s)u(t − s, B(s))ds+
+ eR(s)
(
−∂u
∂t
(t − s, B(s))ds + ∂u
∂x
(t − s, B(s))dBs + 12∆xu(t − s, B(s))ds
)
= eR(s)
∂u
∂x
(t − s, B(s))dBs+
+ −eR(s)∂u
∂t
(t − s, B(s))ds + 1
2
eR(s)∆xu(t − s, B(s))ds + V(B(s))eR(s)u(t − s, B(s))ds︸                                                                                                     ︷︷                                                                                                     ︸
=(3.9)=0
=
∂u
∂x
(t − s, B(s))eR(s)dBs.
Stoga je Xs martingal do trenutka t pa dobivamo
u(t, x) = X0 = Ex[Xt |F0] = Ex[Xt] = Ex
[
eR(t)u(0, B(t))
]
= Ex
[
eR(t) f (B(t))
]
.

Napomena 3.3.4. Vrijedi i obrat.
Za V : Rd → R ogranicˇenu, funkcija u : [0,+∞〉 × Rd → R dana s
u(t, x) = Ex
[
e
∫ t
0 V(B(s))ds
]
rjesˇava jednadzˇbe provodenja na Rd uz stopu sˇirenja V i pocˇetni uvjet jednak jedan.
Za dokaz pogledati [6, Teorem 7.43.].
Teorem 3.3.5. Neka je u ogranicˇeno, dva puta neprekidno diferencijabilno rjesˇenje jed-
nadzˇbe provodenja na domeni U, uz nultu stopu sˇirenja V(x) = 0 te neprekidni pocˇetni
uvjet f . Tada je
u(t, x) = Ex
[
f (B(t))1{t<τ}
]
za τ = inf{t ≥ 0 | B(t) < U} prvo vrijeme izlaska iz domene U.
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Dokaz. Neka je K ⊂ U kompaktan skup. Oznacˇimo prvo vrijeme napusˇtanja skupa K sa
σ = inf{t ≥ 0 | B(t) < K}. Sada uz Napomenu 2.2.7 mozˇemo primijeniti visˇedimenzionalnu
Itoˆvu formulu iz Teorema2.2.6. Fiksirajmo t > 0 te neka je s < t. Za f (x, y) = u(t −
y, x), ξ(s) = s dobivamo
u(t − s ∧ σ,B(s ∧ σ)) − u(0, B(0)) =
∫ s∧σ
0
∇xu(t − v, B(v))dB(v)−
−
∫ s∧σ
0
∂tu(t − v, B(v))dv + 12
∫ s∧σ
0
∆xu(t − v, B(v))dv︸                                                                ︷︷                                                                ︸
=(3.9)=0
=
∫ s∧σ
0
∇xu(t − v, B(v))dB(v).
Buduc´i da je Itoˆv integral martingal, primjenom ocˇekivanja, dobivamo
Ex [u(t − s ∧ σ, B(s ∧ σ))] = Ex[u(t, B(0))] = u(t, x).
Uzmimo stoga niz kompaktnih skupova (Kn)n∈N takvih da Kn ↗ U. Tada σKn ↗ τ pa iz
Ex
[
u(t − s ∧ σKn , B(s ∧ σKn))1{s<σKn }
]
= u(t, x)
uz Lebesgueov teorem o dominiranoj konvergenciji (jer je u omedena) slijedi, za n→ ∞,
Ex
[
u(t − s ∧ τ, B(s ∧ τ))1{s<τ}] = u(t, x).
Takoder, uz Lebesgueov teorem o dominirajnoj konvergenciji za s→ t dobijemo
u(t, x) = E
[
f (B( f ))
]

Izracˇunajmo sada vjerojatnost da linearno Brownovo gibanje do nekog trenutka t ne
napusti interval [a, b], gdje je a < 0 < b.
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Teorem 3.3.6. Neka je 0 < x < a. Tada je
P({B(s) ∈ 〈0, a〉 ,∀0 ≤ s ≤ t}) =
+∞∑
k=−∞
(
Φ
(
2ka + a − x√
t
)
− (3.11)
− Φ
(
2ka − x√
t
)
− Φ
(
2ka + a + x√
t
)
+ Φ
(
2ka + x√
t
))
,
gdje je Φ(x) distribucija jedinicˇne normalne varijable.
Dokaz. Uocˇimo da za U = 〈0, a〉 i f (x) = x identitetu, lijeva strana u iskazu teorema
odgovara desnoj strani u Teoremu 3.3.5. Buduc´i da red na desnoj strani u (3.11) apsolutno
konvergira, onda zadovoljava rubne uvjete u x = 0 i x = a. Takoder, taj red je i ogranicˇen.
Nadalje, uz prijelaznu funkciju gustoc´e p dobivamo
∂Φ
∂t
(
2ka + a − x√
t
)
= −2ka + a − x
2t
3
2
p(t, x, 2ka + a) =
1
2
∂2Φ
∂x2
(
2ka + a − x√
t
)
Slicˇno dobijemo i za preostale cˇlanove pa desna strana u 3.11 zadovoljava jednadzˇbu
provodenja. Kako bismo provjerili da zadovoljava i pocˇetne uvjete, uocˇimo:
• suma po svim k > 0 konvergira prema 0 (kada t ↘ 0),
• suma po svim k < 0 konvergira takoder prema 0,
• za k = 0, cˇlanovi s pozitivnim predznakom zajedno s jednim cˇlanom s negativnim
predznakom, konvergiraju u jedan, dok jedan cˇlan konvergira u nulu.

Bibliografija
[1] Time - changed Brownian motion, travanj 2010, https://almostsure.
wordpress.com/2010/04/20/time-changed-brownian-motion/, (lipanj,
2015.).
[2] Massachusetts institute of technology - lectures, 2013., http:
//ocw.mit.edu/courses/sloan-school-of-management/
15-070j-advanced-stochastic-processes-fall-2013/lecture-notes/,
(lipanj, 2015.).
[3] Lecture 21. The multivariate normal distribution, http://www.math.uiuc.edu/
˜r-ash/Stat/StatLec21-25.pdf, (lipanj, 2015.).
[4] H.H. Kuo, Introduction to stochastic integration, Springer Science & Business Media,
New York, 2006.
[5] S.P. Lalley, Lecture 12: Stochastic differential equations, diffusion processes, and
the Feynman-Kac formula, sijecˇanj 2001., http://www.stat.uchicago.edu/
˜lalley/Courses/391/Lecture12.pdf, (lipanj, 2015.).
[6] P. Mo¨rters i Y. Peres, Brownian motion, Cambridge University Press, Cambridge,
2010.
[7] G. Muic´, Kompleksne funkcije (1. predavanje), http://web.math.pmf.unizg.hr/
˜gmuic/skenirana_predavanja/ka/kaTeX.pdf, (lipanj, 2015.).
[8] J.F. O’Farrill, Chapter 2: Complex analysis, http://www.maths.ed.ac.uk/˜jmf/
Teaching/MT3/ComplexAnalysis.pdf, (lipanj, 2015.).
[9] S. Roch, Lecture on probability theory, 2012., http://www.math.wisc.edu/
˜roch/275b.1.12w/, (lipanj, 2015.).
[10] R. L. Schilling i L. Partzsch, Brownian motion: an introduction to stochastic proce-
sses, Walter de Gruyter, Berlin, 2014.
46
[11] Z. Vondracˇek, Financijsko modeliranje 2, 2013., http://web.math.pmf.unizg.
hr/˜vondra/2fm13-predavanja.html, (lipanj, 2015.).
[12] , Slucˇajni procesi, 2014., http://web.math.pmf.unizg.hr/˜vondra/
sp14.html, (lipanj, 2015.).
[13] Sˇ. Ungar, Matematicˇka analiza 4, http://web.math.pmf.unizg.hr/˜ungar/
NASTAVA/MA/Analiza4.pdf, (lipanj, 2015.).
[14] S. Watson, Brownian motion, complex analysis, and the dimension of the
Brownian frontier, travanj 2010., http://math.mit.edu/˜sswatson/pdfs/
partiiiessay.pdf, (lipanj, 2015.).
Sazˇetak
U ovom radu smo konstruirali Itoˆv integral koji defiramo kao limes niza slucˇajnih varija-
bli. Dokazali smo analogon Newton - Leibnizove formule, tzv. Itoˆvu formulu. Takoder,
dokazali smo martingalnost Itoˆvog integrala cˇime smo, uz spomenutu formulu, dobili alat
za konstrukciju martingala te ispitivanje martingalnosti slucˇajnih varijabli.
U nastavku rada, pokazali smo konformnu invarijantnost Brownovog gibanja. Od-
nosno, pokazali smo da preslikavanjem Brownovog gibanja po konformnoj funkciji do-
bivamo vremenski izmijenjeno Brownovo gibanje. Dodatno, u prvom poglavlju smo poka-
zali i invarijantnost Brownovog gibanja u odnosu na skaliranje (uz vremenski pomak).
U zadnjem poglavlju smo dokazali Feynman - Kacovu formulu kojom smo eksplicitno
izrazili rjesˇenje rjednadzˇbe provodenja.
Summary
In this paper we have constructed Itoˆ integral that is defined as a limit of certain sequence
of random variables. We have proved Itoˆ formula which is analogous to Newton – Leibniz
formula. Also, we have proved that Itoˆ integral has martingale property. Combining the
last two observations, we get a powerful tool for constructing martingales and inspecting
whether a random variable is a martingale.
Later in the thesis we have observed conformal invariance of Brownian motion. It
states that, under conformal mapping, Brownian motion is mapped to another time changed
Brownian motion. However, conformal invariance is not the only invariance property of
Brownian motion. In the first chapter we have shown that Brownian motion is also invariant
under scaling (with a time change).
In the final chapter we have proved Feynman – Kac formula which gives the explicit
formula of the solution to the heat equation.
Zˇivotopis
Rodena sam 27. rujna 1991. godine u Zagrebu. 2010. godine sam zavrsˇila XI. gimnaziju
te polozˇila Drzˇavnu maturu s izvrsnim uspjehom. Odabir fakulteta bio je jednostavan. Kao
visoko rangirana na upisnoj listi, upisala sam Prirodoslovno - matematicˇki fakultet. Na
diplomskom studiju odabrala sam smjer Financijska i poslovna matematika tijekom kojeg
sam primila priznanje za najbolje studente zavrsˇnih godina. Na drugoj godini diplomskog
studija primila sam stipendiju Nacionalnog centra za vanjsko vrednovanje obrazovanja.
Ovim radom zavrsˇavam diplomski studij te pocˇinjem raditi u Erste&Steiermarkische banci.
Studiranje na Matematici ostat c´e mi u lijepom sjec´anju.
