Given a set of nodes S, a coterie is a set of pairwise intersecting subsets of S. Each element in a coterie is called a quorum. Mutual exclusion in a distributed system can be achieved if each request is required to get consensus from a quorum of nodes. This technique of quorum consensus is also used for replicated distributed database systems, and bicoteries and wr-coteries have been de ned to capture the requirements of read and write operations in user transactions. In this paper we are interested in nding coteries, bicoteries and wr-coteries with optimal communication delay. The protocols take into account the network topology. We design delayoptimal quorum consensus protocols for network topologies of trees, rings, and clustered networks.
the assumption that the message propagation time from a to b is equal to the message propagation time from b to a. This value may be a linear function of the the physical distance in \surface" networks, while a satellite link can introduce a communication delay of about 300 milliseconds.
Suppose we are given a coterie for a connected network. Given an operation at a node s, any operational quorum in the coterie may be used. Node s can choose a quorum such that its virtual distance y from the furthest node in this quorum is minimized. We show here that this virtual distance y is important in measuring the communication delay in two important kinds of networks: long haul networks and local ring networks.
In the case of a ring, instead of sending one message to each receiver, it is possible to pass only one message in each of the clockwise and anti-clockwise directions around the ring to reach multiple receivers. We may consider that the time required to send a message to a set of nodes to be the virtual distance to the furthest node of the set.
For a long haul network, suppose a (logical) message is sent from a to a set of nodes b, c, and d (see Figure 1 ). Three physical messages may be delivered from a to b; c and d. If the virtual distances among the nodes are large enough, then the total preparation time, t 1 , of the logical message at the sender node will be insigni cant compared to the time the logical message spends in transit.
Let us consider some realistic timings for this example. Most of the gures in the following are from 13] and 14]. Suppose we have a wide-area network that connects a to b, c, d and that the maximum physical distance ac is around 3000 kilometers. With the speed of light (approximately 300,000 kilometers/second) the propagation delay for sending of a message for a distance of 3000 kilometer is about 10 milliseconds. However, if transmission is via satellite links, this delay may rise to 300 milliseconds. The available bandwidth contributes to the communications delay; in the 1990's it is around 100kb/s. For this, if the message consists of 100 bytes, the message transmission time is about 10 milliseconds. In the network, we may rst send the message from a to a local gateway process, which then sends the message to a remote gateway process, which in turn passes the message on to the destination process. We estimate that at a there are 2,500 CPU instructions to be executed for the communication protocol, and among these 1,250 CPU instructions are executed for preparation of a message to c. There are 10,000 more instructions to be executed in the remaining path to c. Assuming CPU rate of about 10 mips, at a the CPU time needed for message sending to c will be 0.125 millisecond, and the CPU time needed down the road will be about 0.6 millisecond. The total communication delay for ac will be about 20.7 milliseconds. The round-trip delay for both sending a physical message and receiving a response will be about 41.4 milliseconds.
In the above, the local processing time at a is very small compared to the communication delay of the quorum consensus down the longest virtual path. The total local processing time may increase with the number of nodes in the quorum. However, we may set up the communication protocol to send the messages in the order of the virtual distances of the nodes, so that the message to the furthest node is sent rst. In this way, the e ect of the number of nodes in the quorum can be reduced. The bandwidth of advanced wide area networks is forecast to be 1Gb/s in the 2000's, and much faster CPU rate will become common. The dominating factor will then be the physical distance.
From the above example, it is seen that the dominating factor in the communication delay in rings and in long haul networks is the longest virtual distances t 2 among the paths of ab, ac and ad. Therefore, we use this distance in our de nition of a delayoptimal coterie.
Another important type of network is a local area network which is not a ring. For such networks, the size of the quorum can sometimes be used to determine the communication delay, and much of the previously mentioned work has dealt with this metric. Other interesting metrics may include the sum of the virtual distances such as ab, ac and ad which in some cases gives the total bandwidth consumption, but it does not correspond to the message delay. Another possible metric for the communication cost for a node s to reach a quorum is the total weight of a weighted minimum spanning tree whose root is at node s and which spans each node in the quorum (see 26]).
Given a coterie, each node s chooses a quorum such that the virtual distance D s to the furthest node in the quorum is minimal. The maximal value of D s among all s will be an upper bound on the delay to reach a quorum for any node. The average value of D s of all s will give us the average delay to reach a quorum for a node, provided that workload distribution is uniform. Given a network, we try to nd a coterie that minimizes either the maximal value or the average value. Delay-optimal quorum consensus protocols for a network are protocols that minimize the delay under either metric.
We consider three types of networks: trees, rings and clustered networks. Tree structures are found in common telecommunication networks when the minimal length of cables is desired. Rings are common for optical networks. A clustered network is a model of the national or international networks, where local communication within a city involves much less delay than inter-city or international communication. We derive delay-optimal coteries for the above topologies.
In 11], the notion of non-domination (ND) of coteries is introduced. A coterie that is dominated can be improved in some sense. This notion has been extended to bicoteries and wr-coteries ( 17] ). We show that we can always search among ND coteries, bicoteries, wr-coteries for the delay-optimal coteries, bicoteries, or wr-coteries, respectively. This paper is organized as follows: In Section 2, we give the de nitions used in the paper and state the problem to be addressed. Sections 3, 4, 5 consider the tree, ring and clustered networks, respectively. Section 6 is a conclusion.
Preliminaries
We represent a network by an undirected graph and set the length of the edge that joins nodes a and b to be the virtual distance between a and b. Some de nitions from 22] are adopted in this paper. Let G = fV; Eg be a network, where V is the set of nodes and E is the set of edges which connect the nodes. For Q V , let Gj Q = fQ; E Q g, where E Q is the set of edges in G which connect nodes in Q. A set C of subsets of V is a coterie for G i the following conditions hold:
2. (Nonredundancy) 8Q 1 ; Q 2 2 C: Q 1 6 Q 2 .
3. (Connectivity) 8Q 2 C: Gj Q is connected.
Each element in a coterie is called a quorum. The intersection property says that any two quorums in a coterie have at least one common node. The connectivity of the nodes in each quorum of a coterie has been considered in 3], 22] and 18]. In a network, if a node x is connected to node z only through node y, then we consider fx; y; zg as a quorum rather than fx; zg. This is because a message between x and z must go through y. Hence we require that the nodes in each quorum be connected in the given graph.
Given a coterie C for a network G = fV; Eg. Let dist(a; b) be the shortest distance between two nodes a and b in G, the delay of node s in C, or delay(s; C), is given by delay(s; C) = min Q2C fmax v2Q fdist(s; v)gg We consider two di erent metrics of delays: the maximum of the delays among all nodes, and the arithmetic mean of delays of all nodes.
For a network G = fV; Eg the max-delay of a coterie C, or max-delay(C), is given A coterie S for G is dominated i there is a coterie for G which dominates S. If there is no such coterie, then S is nondominated (ND).
Since an ND coterie cannot be enhanced in terms of communication cost or availability by simply replacing one of its elements, Q, by Q's subset, or by adding any other element, ND characterizes to some extent communication cost and availability optimality: some \optimal" coteries in terms of low communication cost or high availability can be found amongst the ND coteries. The complexity of the problem of deciding if a given coterie is ND is open. 2 We shall see that a max-delay or mean-delay optimal coterie or bicoterie can always be found among the ND coteries. Deciding that a given coterie is not ND rules out the possibility of the coterie being max-delay or mean-delay optimal. We believe that nding a max-delay or mean-delay optimal coterie, bicoterie or wr-coterie is not easy in the general case.
Bicoteries and Wr-coteries
Here we consider the extension of the ideas of coteries to transaction management in distributed replicated database systems. We distinguish read quorums and write quorums for read operations and write operations, respectively. We make sure that a read quorum intersects all write quorums, and a write quorum intersects all other write quorums. For a discussion of consensus in replicated database see The delay of node s in C and the max-delay of C are given by delay(s; C) = maxfread-delay(s,C), write-delay(s; C)g max-delay(C) = max v2V fdelay(v; C)g If BC G is the set of bicoteries for G, D is a max-delay optimal bicoterie for G i
Suppose that the probability of read operations among read/write operations at s is known to be p. The mean delay of node s is then given by mean-delay(s; C) = p(read-delay(s; C)) + (1 ? p)(write-delay(s; C)) The arithmetic mean of the delays of all nodes is called the mean-delay of the bicoterie:
If BC G is the set of bicoteries for G, F is a mean-delay optimal bicoterie for G i mean-delay(F ) = min
The following lemma allows us to reduce the problem of nding a max-delay optimal wr-coterie to that of nding a max-delay optimal coterie. Lemma 1 For a given network, the max-delay of a max-delay optimal coterie is less than or equal to the max-delay of a max-delay optimal wr-coterie.
Proof: If a max-delay optimal wr-coterie is fP; Qg, then we can form a coterie with P, and the max-delay of P is less than or equal to the max-delay of fP; Qg.
From the above lemma, given a network, after nding a max-delay optimal coterie P, a max-delay optimal wr-coterie will be fP; Pg.
From the following lemma, we know that to look for a delay optimal coterie (bicoterie), we can always search among the ND coteries (bicoteries).
Lemma 2 For a given network, if a coterie/bicoterie/wr-coterie A is dominated by a coterie/bicoterie/wr-coterie B, then the max-delay (mean-delay) of B is less than or equal to that of A.
Proof: Let A be dominated by B. Then, for any quorum Q 1 in A, there exists a corresponding quorum Q 2 in B, such that Q 2 Q 1 . For any node s, therefore, either delay(s; A) delay(s; B), if A and B are coteries; or read-delay(s; A) read-delay(s; B) and write-delay(s; A) write-delay(s; B), which implies the lemma.
Trees
In this section, we consider networks that are of the form of a tree. In 3], it is shown in Theorem 4.7 that for an ND-coterie, each quorum contains only nodes from a single biconnected component. As a corollary, Corollary 1 For a network that is a tree, any ND-coterie consists of only one quorum which is a single node in the tree.
To prove Corollary 1, one can extract part of the proof for Theorem 1 in 18], skipping over the arguments about availability.
Max-Delay Optimal Coteries
From Lemma 2, we can search among the ND coteries for max-delay optimal coteries. Since any ND-coterie for a tree consists of only one single-node quorum (from Corollary 1), one max-delay optimal coterie is the center of the tree (graph). The center of a graph G = (V; E) is a node of minimum eccentricity, where the eccentricity of a node v is max w2V f minimum length of a path from w to v g. Lemma 3 A max-delay optimal coterie for a tree can be computed in O(n) time.
Proof: E cient algorithms can be found in the references of 24], a survey paper on the p-center and p-median problems. For a tree network, the unweighted 1-center problem is equivalent to the problem of nding a max-delay optimal coterie. From results cited in 24], an algorithm is known that requires O(n) time.
From Lemma 1, the max-delay optimal coterie can be used to generate a max-delay optimal wr-coterie for the tree.
Mean-Delay Optimal Coteries
For a mean-delay optimal ND coterie, the single node in Corollary 1 must be one such that the arithmetic mean of the minimum distances from every other node is minimum.
Lemma 4 A mean-delay optimal coterie for a tree can be computed in O(n) time.
Proof: The unweighted 1-median problem is equivalent to the problem of nding a mean-delay optimal coterie. From results cited in 24], an algorithm is known that requires O(n) time.
Mean-delay optimal wr-coterie depends on the ratio of read and write operations. In one extreme, the read-one-write-all approach can be used. An ND wr-coterie for a tree must contain only one write quorum; if there are two or more write quorums, the wrcoterie will be dominated by one which has the intersection of all these write quorums as the only write quorum.
In 22], a de nition of optimal performance in the sense of availability is given as the maximal weighted expected number of working node, where a node is working if it can communicate with a quorum. It is found that for a tree where all edges have equal length and all nodes have equal weights, if the nodes are reliable (probability of failure for each node is small), then a coterie with optimal availability coincides with the mean-delay optimal coterie given above.
Rings
In this section, we consider the case where the network forms a ring. Since long haul networks are built on telecommunication networks which are seldom in the form of rings, we restrict our scope to local area ring networks (e.g. IBM LAN, FDDI rings). For such networks, if we assume that machines of comparable speeds are being used at each node, then the virtual distance between two adjacent nodes may be approximated by a constant. This is because the dominating factor in communication delay in a local area network is the CPU processing time 14]. Therefore, we consider rings where the nodes are evenly spaced, i.e., the virtual distance between any two adjacent nodes is a constant.
From 22] we have the following de nition. Consider a ring with n nodes, let k be a positive integer where 1 < 2k + 1 n. Choose 2k + 1 nodes u 1 ; :::; u 2k+1 on the ring in a clockwise order. For example in the ring in Figure 2 Note that all the 2k + 1 chosen nodes are end-nodes of some of the 2k + 1 arcs in the above. We refer to the remaining nodes as non-endpoint nodes. The following theorem tells us that one can nd optimal coteries from among the odd oligarchies.
Theorem 1 (from the proof of Theorem 3 in 22]): An ND coterie for a ring network is always an odd oligarchy.
As described in 22], the structure of an odd oligarchy can be represented by a canonical odd star polygon. A canonical odd star polygon has 2k + 1 nodes on a circle, and edges connecting every k-th node. Every edge of such a polygon intersects all other edges. Figure 2 (a) shows a ring with 5 end-nodes, and the corresponding canonical odd star polygon. We can think of an edge xy (x and y are the two end-nodes of the edge) in the star as a chord on the circle (ring) which divides the circle into two arcs with overlapping end-nodes. The nodes on the arc that contains k + 1 end-nodes form the quorum that corresponds to the chord (edge) 
Max-delay Optimal Coteries
In this section, we assume a ring with n nodes and with a circumference of , the distance between two adjacent nodes in the ring is n .
Theorem 2 Given a ring with circumference , on which n nodes are evenly spaced, if 2k + 1 n, a (2k + 1)-oligarchy with minimal max-delay among all (2k + 1)-oligarchies can be constructed in O(k) time.
Proof: Each quorum Q in an odd oligarchy corresponds to a star-chord z 1 z 2 . Suppose that for star-chord z 1 z 2 , the nodes in hz 1 z 2 i form a quorum Q. If a node exists at the midpoint of arc hz 1 z 2 i, then we call this node x. Otherwise, there must exist two nodes closest to the midpoint of arc hz 1 z 2 i, and without loss of generality, let x be the node closer to z 1 . Node x can choose Q for minimum delay. It is because if x chooses any other quorum Q 0 , there must be a node in the quorum Q 0 whose distance from x is greater than or equal to the greater of the clockwise distances z 1 x or xz 2 . The delay of x is thus the greater of the lengths of arcs hz 1 xi and hxz 2 i. In fact, if z 3 is the next end-node outside hz 1 z 2 i and clockwisely next to z 2 , then all of the nodes on the small arc clockwise from x to the midpoint y of the arc hz 1 z 2 z 3 i will be able to choose Q as the optimal quorum. For example, in Figure 2(a) 
can choose the quorum of star-chord v 3 v 5 , and w has the maximum delay among them.
Moreover, any node in the ring lies within an arc such as hxyi in the above.
From this we shall show that the max-delay of the coterie is determined by the maximum of the lengths of arcs such as hz 1 z 2 z 3 i above. Any (k + 1)-arc is a possible choice.
One may distinguish the case where a node exists at the midpoint of some max-arc from the case where there is no node at the midpoint of any max-arc.
1. If a midpoint node exists for some max-arc hghi, the delay of the node is exactly half the length of hghi.
2. Otherwise, let hghi be a max-arc. The delay at a node nearest to the midpoint of hghi is the length of hghi minus half the distance n , in which case, we need to show that it still gives us the max-delay. We need only consider the (k + 1)-arc hefi of the second longest length. Its length must be less than the length of gh by at least n , hence even if a midpoint node exists for hefi, its delay is the same as the delay for the near midpoint node for hghi.
Hence, the maximum length among all (k + 1)-arcs, i.e., the length of a max-arc, will determine the max-delay. We would like to minimize this value. In the following the length of an arc hx 1 x 2 i on the ring is indicated by jx 1 x 2 j. The following lemma will be useful.
Lemma 5 The sum of the lengths of all (k + 1)-arcs for a (2k + 1)-oligarchy is (k + 1) .
Proof: In the summation, each star-arc appears in k+1 distinct (k +1)-arcs and is therefore counted k + 1 times, we also know that the sum of the lengths of all star-arcs is .
For example for the 5-star in Figure 2 In the following let m = n 2k+1 . If m is not an integer, then the following shows that the max-arc length of d(k + 1)me n can also be achieved. We conjecture that some maxdelay optimal coterie has at most two di erent lengths of (k + 1)-arcs: b(k + 1)mc n , and d(k + 1)me n .
Lemma 8 If there exists an odd oligarchy where the di erence between any two (k + 1)-arcs is at most n , then the max-arc has a length of d(k + 1)me n .
Proof: From Lemma 6, the max-arc has length at least d(k + 1)me n . If the length is greater than d(k + 1)me n , then the sum of all (k + 1)-arcs will be greater than (k + 1) , in contradiction to Lemma 5.
Lemma 9 One can construct in O(k) time a (2k + 1)-oligarchy where the di erence in length between any two j-arcs is at most n , for any integer j, 1 j < n, for any integer k 1.
Proof: Let us name the nodes on the ring clockwisely starting from any node by w 0 , w 1 , w 2 , ... w n?1 . We create star-arcs clockwisely. The star-arcs created will be named S 0 , S 1 , S 2 , ... S 2k . S i contains the nodes that are clockwise from node w bimc to and including node w b(i+1)mc .
First we show that in the resulting (2k + 1)-oligarchy, the length of any j-arc is given by (b(i + j)mc ? bimc) n for some integer i; j where 0 i; j 2k + 1, and j > 0.
Let the rst star-arc clockwisely in the j-arc be S i . The above is obviously true if the j-arc does not contain w 0 as a non-endpoint node so that we have i + j 2k + 1 in the above expression. Otherwise, the j-arc will be divided into two subarcs by node w 0 : Since j 2 ? 1 j and j 4 ? 3 j are both less than 1, the magnitude of the di erence is less than 2 n , and since it is a multiple of n , it is at most n . The construction of S 0 ; S 1 ; :::; S k takes O(k) time.
From Lemma 8, the max-arc of the oligarchy constructed in the proof of Lemma 9 has a length of d(k + 1)me n , which is optimal from Lemma 6. Therefore, from Lemma 7 and Lemma 9 we conclude that we can construct a (2k +1)-oligarchy with minimal max-delay among all (2k + 1)-oligarchies in O(k) time.
Corollary 2 If a ring has n nodes evenly spaced, then the max-delay for a (2k + 1)-oligarchy which is max-delay optimal among all (2k + 1)-oligarchies is determined as follows:
If the midpoint of any max-arc contains a node, then the max-delay is given by If none of the max-arcs has a node at the midpoint, then the node closest to the midpoint of a max-arc, which is at a distance of 2n from the midpoint, will have the longest delay of c 1 (k) ? 1 2 n .
For example, in Figure 2 From Lemma 10, for a ring with 5 nodes, the 5-oligarchy has no midpoint node in the max-arc; for a ring with 7 nodes, the 7-oligarchy has a midpoint node in the max-arc.
Theorem 3 Given a ring with n evenly spaced nodes, a max-delay optimal coterie can be computed in O(n) time.
Proof: From Lemma 2, one can search for delay-optimal coteries from among the ND coteries. From Theorem 1, an ND coterie is always an odd oligarchy. Corollary 2 and Lemma 10 give us a way to determine the max-delay of a max-delay optimal (2k + 1)-oligarchy given a ring with evenly spaced nodes. The problem then is to nd the optimal value of k. We can deduce the delays of di erent values of k by rst checking if v(k) in Lemma 10 is even or odd, then apply c 1 (k) or c 2 (k) in Corollary 2 correspondingly. Hence the optimal value of k can be computed in O(n) time. Finally, the procedure in the proof of Lemma 9 constructs an max-delay optimal (2k+1)-oligarchy in O(k) time.
It is found in 22] that an optimal coterie (in terms of availability de ned therein) is always a canonical (2k + 1)-oligarchy. The max-delay optimal coterie obtained above for the evenly spaced ring is also a canonical (2k + 1)-oligarchy. We may compute both the delay and availability factors for di erent values of k to select an desirable k.
Mean-delay Optimal Coteries
In this section, we study the problem of nding mean-delay optimal coteries in a ring. To simplify our discussion, we assume that the distance between two adjacent nodes in the ring is normalized to 1. Since we consider rings with n evenly spaced nodes, the circumference of the ring is n. For example for a ring of 7 end-nodes as in Figure 3 , this is given by Proof: Ifd i is adjacent to a k-arc ofd j 1d j 2 :::d j k , then a product term appears for each of d i d j l , for 1 l k. Consider star-arcd 1 in Figure 3 . It is adjacent to two arcsd 2d3d4 andd 5d6d7 . In general a star-arc meets with two k-arcs which contain all other star-arcs exactly once. From this consideration, we have the rst set of product terms for d j .
Again consider star-arcd 1 in Figure 3 . 2 . In general, a star-arc lies within each element of a set of k-arcs which are adjacent to each other star-arcs exactly once. From such adjacencies, we have the second set of product terms for d j .
Lemma 12 The right hand side of equation (1) can be simpli ed to 0:25n 2 .
Proof:
Therefore, from the proof of Lemma 11, the right hand side in equation (1) can be simpli ed to 0:25n 2 .
To see how close the above approximation is, we look at six cases which are the only possible cases without loss of generality of the points x, y and z in Figure 3 . These cases identify di erent combinations of a node existing or not existing at each of x, y and z. Two of the cases, (a) and (b), are shown in Figure 4 . In these diagrams, we show the integration for the twin-arcs hxyi and hyzi in Figure 3 , although the values of d i 's for di erent values of i's are altered in each case. In each case, the total darker grey area minus the total lighter grey area is how much the integration in the right hand side of (1) is greater than the actual sum of delays for the nodes on the twin-arcs hxyi and hyzi.
One can readily see that setting di erent possible values for d i 's has no impact on this di erence in area.
In cases (a) and (d) there is no di erence between the two kinds of grey area. In case (c), the integration is less than the actual delays by 0.25. In case (b), the integration is more than the actual delays by 0.25. In case (e), the integration is less than the actual delays by 0.125. In case (f), the integration is more than the actual delays by 0.125. Therefore, the delay is less if case (b) appears more frequently. Proof: There can be at most n pairs of twin-arcs in a ring with n nodes, and case (b) as in Figure 4 (b) is the best possible case for each pair. For case (b), the di erence between the integration and the actual delays at each arc is given by 0.25. Hence, the optimal mean-delay will be given by 1 n (0:25n 2 ? 0:25n), which is 0:25(n ? 1).
Lemma 14 If n = 4a + 1, for some positive integer a, then a (4a + 1)-oligarchy for a ring with n evenly spaced nodes is mean-delay optimal. The mean-delay is 0:25(n ? 1).
Proof: In this case, there will be totally n pairs of twin-arcs and for each pair, case (b)
as in Figure 4 (b) holds.
Lemma 15 For a ring with n = 2a + 1 evenly spaced nodes, for some positive integer a, some (2a ? 1)-oligarchy has a mean-delay of 0:25(n ? 1) + 0:5 n , which is at most 0:375=n more than the optimal mean-delay.
Proof: If n = 2a + 1, for some odd integer a, then we form a (2a ? Lemma 17 There is a coterie for a ring with n evenly spaced nodes which has a meandelay at most 0:25n. Proof: For any ring which contains n nodes, where n is not a power of 2, n has a greatest odd factor, let it be f. For such a ring, an f-oligarchy can be formed by creating uniform length star-arcs. From Lemma 14 and Lemma 15 the mean-delay is less than 0:25n. The case of n = 2 2 is trivial and Lemma 16 covers the remaining cases.
Lemma 18 By building coteries with the above methods, the mean-delay is at most 0.25 greater than the optimal value. The problem of nding a mean-delay optimal coterie for a ring network is thus partially solved. For a positive integer a, it is solved for n = 4a + 1 (Lemma 14), for n = 2a + 1, the coterie in Lemma 15 yields a mean-delay at most 0:375=n greater than that of an optimal solution. Otherwise, a coterie with mean-delay at most 0.25 greater than an optimal value can be found. The complexities in the above constructions are bounded by O(n).
Clustered Networks
Suppose we have a wide area network connecting a number of big cities. Each city is represented by a set of nodes which we call a cluster. We assume a cluster is a complete graph. We assume that the message propagation delay within a cluster is small compared to the propagation delay between two di erent clusters. We call a network of the above form a clustered network. Figure 5 sketches a clustered network with 4 clusters, (not all nodes and links are shown). We assume even distribution of the operations among the nodes. We propose two bicoteries for the clustered network, one of which is a wr-coterie.
Let the network be a set of clusters C = fC 1 ; C 2 ; :::C m g. Let each cluster be a set of nodes such that C i = fs 1 ; s 2 ; :::s n i g. Proof: We can readily see that M satis es both the intersection property and the nonredundancy property of bicoteries. For a network where each cluster has at least 2 nodes, none of the sets in C is a subset of any set in . For a network where there are at least 2 clusters, none of the sets in is a subset of any set in C. Therefore N satis es the nonredundancy property. It also satis es the intersection property between W and R and also within W.
If the given network contains only one cluster, then each element in is a subset of the only element in C, hence R is not nonredundant. If the given network contains some cluster C i which has only one node, then the set R is not nonredundant since C i is a subset of all elements in .
Let us call M = ( ; ) a cluster bicoterie and N = (W; R) a cluster wr-coterie.
Delay of the cluster wr-coterie
Let the virtual distance between any two nodes within a cluster be d c , the virtual distance between any two nodes from any two clusters be d l . Probability of read is p, and probability of write is q = (1 ? p). For the cluster wr-coterie, each read operation issued from node s will read from the local cluster that contains s, and each write operation from s will write to all other clusters and also the local cluster. Therefore, the mean-delay of an operation is pd c + qd l .
Theorem 5 Under our assumptions, for a clustered network with at least 2 clusters, where each cluster has at least 2 nodes, the cluster wr-coterie is mean-delay optimal if the probability of read operations is greater than 2=3.
Proof: For any wr-coterie for the clustered network under our assumption, if a write quorum does not contain at least one node from each cluster, then some read quorum must contain a remote node. Since we assume uniform distribution of read and write operations among all nodes, there are two possibilities.
(1) Suppose that in such a wr-coterie, a write quorum contains remote nodes but does not contain at least one node from each cluster. Then there will be at least one read quorum which contains remote nodes in order to intersect with this write quorum. Let us call such wr-coteries type A wr-coteries. If , then one mean-delay optimal wr-coterie is a type B wr-coterie which contains a write-quorum C 1 that contains nodes only from a single cluster, and each remaining write-quorum contains at least one node from each cluster.
If the logical operations are not evenly distributed among the clusters, then the lower bound on the mean-delay of type B wr-coteries may be di erent from the above. If the distribution is close to even, then the appearances of m in expression (2) above may be replaced by values close to m, and it would be possible to apply similar analysis as in the proof of Theorem 5.
Max-delay optimal wr-coteries
The only possible values for read-delay(s; C) and write-delay(s; C) for any s; C are d c and d l . Hence the only possible values for max-delay(C) for any C are also d c and d l . However, it is not possible for the value of max-delay(C) to be d c since it means that all the logical read and write operations read or write only the nodes at the local cluster, which violates the intersection property of wr-coteries. Hence any wr-coterie for the clustered network is a max-delay optimal wr-coterie.
Conclusion
Quorum consensus is a technique of providing mutual exclusion for distributed systems, and has also been found useful in replicated database systems. Such distributed systems are designed to meet the demands of high availability and short response time. However, with quorum consensus, complex transactions may require much communication overhead, which can be an important factor in the response time. We investigate coteries that help mitigate the e ect of message propagation delay. We derived a number of delay-optimal quorum consensus protocols for common network topologies of trees, rings, and clustered networks. Delay-optimal quorum consensus for hypercubes and grids is investigated in 10].
Delay-optimal quorum consensus for the general graphs is an open problem.
We have left open a number of other problems: nding delay-optimal quorum consensus of a ring with nodes not evenly spaced, nding delay-optimal quorum consensus for other types of network, etc. We also leave open the problem of delay-optimal coteries or bicoteries when the network reliability is not so high, so that the probability of getting a quorum should be taken into consideration. A delay-optimal coterie would be one that can achieve minimal expected delay considering failure probabilities.
