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We theoretically study ferromagnetic (FM) fluctuations that are experimentally observed in the heavily over-
doped region of cuprate superconductors. To explore the origin of FM fluctuations, we evaluate the spin suscep-
tibilities of a single-band Hubbard model within the fluctuation exchange approximation. Model parameters are
derived using the Wannierization technique and the constrained random phase approximation method based on
the maximally localized Wannier functions. The constrained random phase approximation calculations reveal
that the on-site Coulomb interaction decreases with an increase in hole doping. By taking this reduction of the
on-site Coulomb interaction into account, the emergence of FM fluctuations in heavily overdoped cuprates can
be explained.
I. INTRODUCTION
Several studies have demonstrated the presence of ferro-
magnetic (FM) fluctuations in the heavily overdoped regime
of cuprates. Experimentally, Kopp et al.1 discussed the mag-
netic susceptibility in non-superconducting heavily overdoped
Tl-2201 and argued that the competition between FM fluctu-
ations and superconductivity is responsible for the termina-
tion of the superconducting dome in the overdoped regime.
Kurashima et al.2 reported the characteristic behaviors of met-
als with FM fluctuations3,4.
In terms of the theoretical aspect, a Monte Carlo method
shows a transition from antiferromagnetic (AFM) to FM spin
correlations with an increase in hole doping5. The exis-
tence of an FM ground state is suggested by the two-particle
self-consistent (TPSC) approach by investigating the two-
dimensional Hubbard model on a square lattice at Van Hove
densities6. The TPSC approach also shows the existence of
an incommensurate FM peak near q = 0 for several fill-
ings7. Using dynamic cluster approximation calculations,
Mayer et al.8,9 reported that FM fluctuations arise naturally
in a spin-fluctuation framework. According to electronic
band calculations, weak ferromagnetism can appear locally
around the clusters of high Ba concentration in supercells of
La(2−x)BaxCuO410.
Motivated by these studies, we discuss the origin of FM
fluctuations in heavily overdoped cuprates by considering
electron–electron correlation effects. Our results obtained us-
ing a single-band model in an overdoped regime suggest that
spin fluctuations around q = (0, 0) become larger than those
around q = (pi, pi) when the on-site Coulomb interaction U is
in an appropriate range of 3 . U . 4.5 eV. This range is con-
sistent with our evaluation of the screened on-site Coulomb
interaction in overdoped cuprates using constrained random
phase approximation (constrained-RPA). Here, we propose
that it is necessary to consider filling dependence of on-site
Coulomb interaction to fully understand FM fluctuations in
heavily overdoped cuprates. Because the on-site Coulomb in-
teraction has been treated as a constant in many previous stud-
ies, our scenario can provide a new perspective, not only for
FM fluctuations in overdoped cuprates but also for the origin
of superconductivity.
In this study, we calculate spin susceptibilities of the single-
band Hubbard model on a square lattice by applying fluctua-
tion exchange approximation (FLEX)11,12 because FLEX is
suitable for analyzing systems with strong spin fluctuations.
In addition, we evaluate the electronic structures given by the
generalized gradient approximation of density functional the-
ory (DFT) in several cuprates to compare cuprates with sev-
eral hole concentrations. To evaluate the strength of the on-
site Coulomb interaction for several hole concentrations, we
apply constrained-RPA.
II. METHODS
A. model calculation
First, we introduce FLEX. A single-band Hubbard Hamil-
tonian is represented as
H =
∑
i jσ
(
ti jc
†
iσc jσ + H.c.
)
+ U
∑
i
ni↑ni↓, (1)
where c†iσ (ciσ) represents the electron creation (annihilation)
operator at site i on a square lattice and spin σ. ni,σ represents
the particle number operator at site i and spin σ. The Hubbard
model in the non-interacting limit (U = 0) corresponds to a
simple tight-binding model. The energy dispersion ξk of the
tight-binding model is
(2)ξk = −2t(cos kx + cos ky) + 4t
′ cos kx cos ky
− 2t′′(cos 2kx + cos 2ky) − µ.
where µ represents the chemical potential, and t,t′, and t′′ rep-
resent the nearest-, second-, and third-neighbor hoppings, re-
spectively.
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2The interacting Green’s function G(k, iεn) is obtained as
G(k, iεn) =
[
G0(k, iεn)−1 − Σ(k, iεn)
]−1
, (3)
where G0(k, iεn) is the non-interacting Green’s function,
G0(k, iεn) =
1
iεn − ξk . (4)
The longitudinal and transverse spin susceptibilities are de-
fined respectively as
χzzspin(q, iωm) =
∫ β
0
dτeiωmτ
〈
S zq(τ)S
z
−q(0)
〉
(5)
and
χ+−spin(q, iωm) =
∫ β
0
dτeiωmτ
〈
S +q (τ)S
−
−q(0)
〉
. (6)
Spin susceptibility within FLEX is obtained as
χspin(q, iωm) =
χ0(q, iωm)
1 − Uχ0(q, iωm) , (7)
where
χ0(q, iωm) ≡ − 1Nβ
∑
k,n
G0(k, iεn)G0(k + q, iωm + iεn) (8)
is the irreducible susceptibility.
The self-energy is obtained as
Σ(k, iεn) =
1
Nβ
∑
q,m
VΣ(q, iωm)G(k − q, iεn − iωm) (9)
with
(10)
VΣ(q, iωm) = U2
[
3
2
(
χ0(q, iωm)
1 − Uχ0(q, iωm)
)
+
1
2
(
χ0(q, iωm)
1 + Uχ0(q, iωm)
)
− χ0(q, iωm)
]
,
Here, iεn = i2pi(n − 1)kBT is the Matsubara frequency for
fermions, iωm = i2pimkBT is the Matsubara frequency for
bosons, N is the number of sites, and kBT = 1/β is the temper-
ature. In FLEX, the interacting Green’s function G(k, iεn) is
self-consistently determined by solving these equations. The
chemical potential µ has to be fixed self-consistently for a
given electron concentration.
To discuss the strength of superconductivity, we solve the
linearized Eliashberg equation
λ∆(k, iεn) = − 1Nβ
∑
k′,m
V s(k−k′, iεn−iε′n)|G(k′, iε′n)|2∆(k′, iε′n).
(11)
Here, ∆(k, iεn) is a gap function, G(q, iε′n) is the dressed
Green’s function, and λ is the eigenvalue of the Eliashberg
equation, where λ = 1 corresponds to T = Tc; therefore,
λ serves as a measure of the strength of superconductivity.
V s(k− q, iεn− iε′n) is the effective interaction for a spin singlet
pairing, which is represented as
(12)
V s(q, iωm) = U2
[
3
2
(
χ0(q, iωm)
1 − Uχ0(q, iωm)
)
− 1
2
(
χ0(q, iωm)
1 + Uχ0(q, iωm)
)]
+ U,
In our calculations, we take N = 2562 sites
with 2048 Matsubara frequencies, and kBT =
0.01 eV. We consider several filling factors of
n = 0.85, 0.8, 0.75 (25% doped), 0.7, 0.65, 0.6 (40% doped)
and when n = 1.0, the system is half-filling. Hopping
parameters for the 3dx2−y2 bands in this research are
(|t′/t|, |t′′/t|) = (0.2266, 0, 2111), and we set |t|= 1 for sim-
plicity. As the angle-resolved photoemission spectroscopy
(ARPES) experiment of HgBa2CuO4+δ13 shows a Fermi
surface that is similar to that of our model, we argue that this
model is not too far from the reality. The density of states of
the tight-binding model is calculated using the tetrahedron
method14,15.
B. First principle calculations
FIG. 1. (a) Atomic structures of HgBa2CuO4, HgBa2CuO4F, and
HgBa2CuO5. (b) Band structures of HgBa2CuO4, HgBa2CuO4F, and
HgBa2CuO5. Wannier interpolated bands are plotted with a red line.
Here, the Fermi level is set to 0.
3FIG. 2. Spin susceptibility χspin(q, iωm = 0) calculated using FLEX. (a) U = 3.0 eV and n = 0.85, (b) U = 6.0 eV and n = 0.85, (c) U = 3.0 eV
and n = 0.7, and (d) U = 6.0 eV and n = 0.7. Here, kBT = 0.01 eV.
In this study, we analyze several Hg-compounds that
have different doping concentrations, such as HgBa2CuO416,
HgBa2CuO4F, and HgBa2CuO5. The crystal structures of
these systems are shown in Fig. 1(a). For HgBa2CuO4F and
HgBa2CuO5, there are several studies that consider the rele-
vant crystal phases17–19. Although the FM fluctuations are not
observed in Hg-compounds, Hg-compounds are considered to
be a model cuprate because these have the highest Tc among
known single-layer cuprates20. In addition, a related triple-
layer Hg-compound, Hg-1223, shows the highest Tc among
all cuprates. From a practical aspect, it has a simple crystal
structure; hence, it is easy to calculate.
Now, let us discuss nominal filling factors in the CuO2
planes of these Hg-compounds. A nominal filling factor in
the CuO2 plane can be obtained by the rule for the ionization
valence of a noble metal, an alkaline earth metal ion, and oxy-
gen. Assuming Hg+2,Ba+2, and O
′2, the formal valences of
Cu for these compounds are +2 (half-filling) for HgBa2CuO4,
+3 (one hole doped per unit cell) for HgBa2CuO4F, and +4
(two hole doped per unit cell) for HgBa2CuO5. One or two
holes doped per unit cell is too overdoped for cuprates; how-
ever, it can be considered that those structures can capture
properties in the overdoped limit of cuprates.
To obtain the electronic structures of several cuprates, we
adopt reliable DFT codes21,22 in our calculations. Then, we
can obtain the hopping parameters among 3dx2−y2 Wannier in-
terpolated bands using the Wannierization technique23–25. Ta-
ble I shows the evaluated hopping parameters for the 3dx2−y2
band in HgBa2CuO4, HgBa2CuO4F, and HgBa2CuO5. In
Fig.1(b), we show the obtained band structures and Wannier
interpolated bands. Here, the filling factors of the single-band
tight-binding models via Wannierization at kBT = 0.01 eV
are n = 0.9481(HgBa2CuO4), n = 0.8250(HgBa2CuO4F), and
n = 0.5949(HgBa2CuO5), respectively. Therefore, these crys-
tal structures reflect different doping rates in the CuO2 planes.
TABLE I. Hopping parameters for the 3dx2−y2 band in HgBa2CuO4,
HgBa2CuO4F, and HgBa2CuO5.
HgBa2CuO4 HgBa2CuO4F HgBa2CuO5
t[eV] -0.450 -0.500 -0.516
t′[eV] 0.102 0.073 0.029
t′′[eV] -0.095 -0.084 -0.061
C. constrained-RPA
We introduce constrained-RPA, using which we can calcu-
late an effective screened on-site Coulomb interaction26. In
this method, we divide polarization (P) into two contributions.
One is from the transitions among target bands (Pd), and the
other is from the other transitions (Pr). The screened interac-
tion W at the RPA level is given by
W = [1 − vP]−1v = [1 −WrPd]−1Wr, (13)
4where v(q) = 4pi/Ω|q|2 is the bare Coulomb interaction. In
Eq.(13), we have defined a screened interaction Wr that does
not take the polarization from 3d–3d transitions into account:
Wr = [1 − vPr]−1v, (14)
which does not include the polarization from 3d–3d transi-
tions. Static screened Coulomb interactions in the Wannier
basis are expressed as
Vi j =
∫
dr
∫
dr′φ∗i (r)φi(r)Wr(r, r
′)φ∗j(r
′)φ j(r′). (15)
Here, i and j are the indices of the Wannier orbitals. The
Coulomb interaction Wr(r, r′) screened by Pr is rewritten in a
symmetric form,
Wr(r, r′) =
4pi
Ω
∑
qGG′
e−i(q+G)r
|q + G| 
−1
cGG′ (q)
e−i(q+G′)r′
|q + G′| , (16)
where Ω is the crystal volume, −1cGG′ (q) is the inverse dielectric
matrix, q is a wave vector in the first Brillouin zone, and G is
a reciprocal lattice vector. The dielectric matrix is expressed
as
cGG′ (q) = δGG′ − ν(q + G)χcGG′ (q), (17)
where the polarization matrix χcGG′ (q) in constrained-RPA is
given by
χcGG′ (q) =
∑
k
∑
αβ
〈ψαk+q| e−i(q+G)r |ψβk〉
× 〈ψβk| e−i(q+G′)r |ψαk+q〉 fαk+q − fβkEαk+q − Eβk . (18)
Here, |ψαk〉 is a Bloch state with energy Eαk, and fαk is its
occupancy. α, β stand for the bands that do not include 3d–3d
band transitions. Explicitly, fαk = 1 for valence bands, and
fαk = 0 for conduction bands.
To treat entangled bands in constrained-RPA, several ap-
proaches have been proposed27,28. In this study, Pd is con-
structed by summing over all the transitions in the Lehmann
representation multiplied by the probabilities of transitions
that take place within the d subspace29. To perform the calcu-
lation, we use the RESPACK code30–34.
During calculations, the wave function and charge density
are expanded in plane waves with the cutoff energies of (100,
400) [Ry], and the cutoff energy for polarization functions is
10 [Ry]. We use the 8 × 8 × 8 k−point mesh in the first Bril-
louin zone and take 100 bands into account in all calculations.
The unit cell of all the compounds is optimized in the simu-
lation, where the pressure is controlled using a criterion for
each diagonal element of the stress tensor being less than 0.5
[kbar]. The internal atomic structures are optimized using a
criterion that the summation of the absolute values of force
vector elements becomes smaller than 1.0 × 10−8 [Ry/a.u.].
FIG. 3. (a) Fermi surfaces of the tight-binding model for three fill-
ings: non-doped case, 15%-doped case (n = 0.85), and 30%-doped
case (n = 0.7). (b) Schematic figure of the Fermi surface with nesting
vectors q1 and q2.
FIG. 4. Change in |q2|/|q = (pi/2, pi/2)| as a function of electron
concentration n. Here, we set U = 3.
III. RESULTS
Figure 2 shows the spin susceptibilities evaluated by apply-
ing FLEX for U = 3 eV and U = 6 eV at two doping cases.
The Fermi surfaces of the tight-binding model in the optimal-
doped case (n = 0.85) and in the overdoped case (n = 0.7)
are shown in Fig. 3(a). The schematic Fermi surfaces of the
tight-binding model with nesting wave vectors q1 and q2 are
also shown in Fig. 3(b). Change in |q2| with the electron con-
centrations is shown in Fig. 4.
One can see that the FM peaks are located in 0 ≤ qx, qy ≤
pi/2, and the AFM incommensurate peaks are located in pi/2 <
qx, qy < pi. Both peaks are associated with the nesting of the
Fermi surface, as shown in Fig. 3(b). Specifically, the FM
nesting vector q2 is located at small momentum around q =
0; thus, the spin susceptibilities obtained by applying FLEX
show the peaks around the wave vector corresponding to q2.
5FIG. 5. Change in the maximum values of incommensurate FM fluc-
tuations and AFM fluctuations as a function of on-site Coulomb in-
teractions (U). Here, kBT = 0.01 eV.
FIG. 6. Average spectral function. We set U = 3.0 eV in the left
figure and U = 6.0 eV in the right figure. Here, n = 0.7 and kBT =
0.01 eV.
With hole doping, the FM nesting vector q2 moves close to
(0, 0), as shown in Fig. 4.
Table II shows the evaluated on-site Coulomb interaction
obtained by applying constrained-RPA. One can see that the
value of bare on-site Coulomb interaction Ubare in several Hg-
compounds is similar. However, interestingly, the screened
on-site Coulomb interaction in Hg-compounds reduces with
an increase in hole doping; this indicates that reduction in U
is mainly due to the change in the dielectric matrix −1c . This
tendency is consistent with the previous study on HgBa2CuO4
and TlBa2CuO535. Figure 5 shows changes in the maximum
values of incommensurate AFM fluctuation and FM fluctua-
tion as a function of strength of on-site Coulomb interactions
(U) for several electron concentrations n. While the incom-
mensurate AFM fluctuation monotonically increases, the in-
commensurate FM fluctuation increases once, and then it de-
creases with an increase in U. For example, in the case of
n = 0.7, it increases from U = 2 eV to U ' 4.0 eV; then,
it decreases from U ' 4 eV to U = 6 eV. We notice that
the incommensurate FM fluctuation becomes larger than the
incommensurate AFM fluctuation at U . 4.5 eV.
To discuss the reason why incommensurate FM fluctuations
do not increase monotonically, we calculate an average of the
FIG. 7. Eigenvalue λ of the linearized Eliashberg equation with dif-
ferent amplitudes of U in the single-band Hubbard model at kBT =
0.01 eV. Gray shaded line indicates a possible change in λs due to
the reduction in U with hole doping.
TABLE II. Screened on-site Coulomb interaction evaluated by
constrained-RPA in HgBa2CuO4, HgBa2CuO4F, and HgBa2CuO5.
HgBa2CuO4 HgBa2CuO4F HgBa2CuO5
Ubare[eV] 12.278 13.131 10.639
U[eV] 2.946 1.544 1.055
|U/t| 6.547 3.088 2.045
single-particle spectral weight within kBT around the Fermi
level. The average spectral function is given as
z˜(k) ≡ −2G(k, τ = β/2) =
∫ ∞
−∞
dω
2pi
A(k, ω)
cosh(βω/2)
, (19)
where A(k, ω) represents the spectral function36,37, and the
imaginary-time Green’s function G(k, τ) is obtained by
G(k, τ) = (1/β)
∑
n e−iεnτG(k, iεn). Figure 6 shows the av-
erage spectral function for different strengths of U in the
overdoped case (n = 0.7). One can see that the average
spectral weights becomes blurred as U increases, especially
around ”hot spots,” i.e., (pi, 0) and symmetrically equivalent
momenta. This implies that the strength of FM spin fluc-
tuation via (qx, qy) ∼ (0, 0) decreases with an increase in
U. In contrast, incommensurate AFM spin fluctuations in-
crease monotonically with an increase in U because the aver-
age spectral weight along the node direction does not become
blurred. These different self-energy effects between incom-
mensurate FM and AFM fluctuations are directly reflected in
the spectral weights.
In conclusion, within constrained-RPA, we found that the
on-site Coulomb interaction decreases with an increase in hole
doping; however, the reduction in the interaction may be over-
estimated. We attribute the development of FM fluctuations in
overdoped cuprates to the reduction in U. The filling depen-
6dency of the on-site Coulomb interaction is crucial to under-
stand the emergence of FM fluctuations.
Now, let us discuss the strength of d-wave superconduc-
tivity in accordance with the strength of the on-site Coulomb
interaction for several fillings. In Fig. 7, we evaluate λs at
kBT = 0.01 eV. In optimal doping (n = 0.85), λs become
larger than 1 in the range of U & 5 eV. The results show that
d-wave superconductivity is monotonically suppressed with
increasing hole doping for several different values of U due to
the worse nesting condition38. In our scenario, the suppression
of d-wave superconductivity arises not only from the worse
band nesting but also from the reduction in on-site Coulomb
interaction and, hence, the development of FM fluctuations.
IV. SUMMARY AND DISCUSSION
In summary, we evaluated spin fluctuations in heavily over-
doped cuprates. We found that the doping dependency of the
on-site Coulomb interaction is one of the key factors that af-
fect the strength of FM fluctuations. The strength of the on-
site Coulomb interaction decreases with an increase in hole
doping. Because high values of U weaken FM fluctuations
as a result of the self-energy effect, a good situation is real-
ized owing to the reduction of U for the development of FM
fluctuations.
Although d-wave superconductivity can be suppressed with
FM fluctuations in cuprate superconductors39, careful consid-
eration is required for the quantitative assessment of supercon-
ductivity suppression. Indeed, some studies have suggested
that FM fluctuations are not related to the disappearance of
superconductivity in overdoped cuprates40.
As a further research, FLEX with current vertex correc-
tion41–43 may provide good experimental test for the character-
istic temperature dependence of DC resistivity of metals with
FM fluctuations in self-consistent renormalization theory of
spin fluctuations. In addition, here, we did not pay consider-
able attention to material dependencies of cuprates; however,
the model parameters (e.g., hopping parameters) should be
optimized for each crystal structure. We should also carefully
consider details of the doping dependence of crystal structures
because we expect that the nesting vector q2 in some cases
will be closer to (0,0) than in this study6,44. In this study, we
did not consider an effective model with Hund’s rule coupling.
Because Hund’s rule coupling enhances FM fluctuations, the
effect of this term in a multiband model can be relevant for
quantitative discussion. This will be performed in future stud-
ies. Moreover, in the strong coupling regime, the Fermi sur-
faces for different doping rates are calculated within the slave-
boson mean-field theory of the t-J model45. The results show
that Fermi surfaces can be modified only slightly using the J-
term; a detailed study on this aspect will also be considered in
the future.
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