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ABSTRACT
This paper uses local dual weighted residual (DWR) error indi-
cators to flag cells for goal-based refinement in a 1-D diamond
difference (DD) discretisation of the discrete ordinate (SN) neutron
transport equations. Goal-orientated adaptive mesh refinement
(GO-AMR) aims to produce a mesh that is optimal for a given
goal or QoI (Quantity of Interest). h, p and hp refinement is
implemented and applied to various test cases. A merit function
is derived for the combined hp algorithm and is calculated for
each refinement option within each flagged cell. The refinement
option with the highest merit function is chosen for a given
flagged cell. This paper also investigates the use of the DWR error
estimation as a correction term for the originally calculated QoI.
If error correction and GO-AMR are combined the DWR error
indicators do not always give an optimal mesh for the corrected
value of the QoI. Therefore, refinement indicators based on the
error in the error correction term are used and tested in this work.
1. Introduction
Despite the increased use of finite element codes in the industry, many full scale
production codes use (or include the option to use) the diamond difference (DD)
method for solving the discrete ordinate (SN) angular discretisation of the neutron
transport equation. Examples include the PARTISN code developed at LANL NEA
(2009), the Denovo SN module in the SCALE code (developed at ORNL) Evans et al.
(2010) and the DOMINO solver that is part of EDF’s COCAGNE code Moustafa
et al. (2015).
A dual weighted residual (DWR) goal based error estimator for the 1-D DD
scheme has previously been derived to estimate the error in a quantity of interest
(QoI) Jeffers et al. (2017a). Local DWR calculations over individual cells provided
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error indicators for goal-oriented adaptivemesh refinement (GO-AMR) Jeffers et al.
(2017a). The aimof theGO-AMRwas to give an optimalmesh for a givenQoI Jeffers
et al. (2017a).
Dual arguments have been used to derive error estimators elsewhere in the neu-
tron transport literature. Some use the adjoint solution directly (e.g. Lathouwers
2011a, 2011b; Wang and Ragusa 2011; Goffin et al. 2014). Others, such as Duo,
Azmy, and Zikatanov (2009) use adjoint arguments in the derivation of an error
estimator, but the adjoint solution is replaced by bounds to that term in terms of
the forward solution. A more detailed literature review can be found in Jeffers et al.
(2017a) and Jeffers (2017).
AMR can be thought of as ‘solution enrichment’ or increased resolution, be it
local spatial refinement (h AMR), local increase in approximation order (p AMR),
or both (hp AMR). Hennart extended the DD discretisation scheme to higher
orders (Hennart and del Valle 1995). In this scheme, the left and right node values
are used as coefficients and thus the order of neighbouring cells can be independent
of one another. For this reason, p AMR can also be performed when using the DD
approximation in space.
In general, h AMR is appropriate for cases where the solution is irregular, whereas
p AMR is more appropriate for smooth solutions (Wang and Ragusa 2009). How-
ever, with no a priori knowledge of the solution, we do not know which would be
the most effective refinement to apply to a given problem.Wemay also have a prob-
lem that has both smooth and irregular regions, where h adaptivity would be most
appropriate in some areas of the domain, but p adaptivity would be more appro-
priate in others. Due to these considerations, it is desirable to have a combined hp
AMR algorithm.
hp adaptivity has been successfully applied to finite element analysis in many dis-
ciplines since the late 1980s by Guo and Babusk˘a (1986a, 1986b), among others. The
monographswritten byDemkowicz et al. provide a review of the research conducted
on the hp method in various fields (Demkowitz 2007; Demkowitz et al. 2008). In
the field of deterministic neutron transport models, non-goal-based p refinement
has been applied to nodal diffusion (Jatuff 1995; Jatuff and Gho 1998) and trans-
port (Zamonsky, Gho, and Azmy 1998) methods. Non-goal-based p and hp refine-
ment has already been implemented for the discrete ordinate SN, diffusion and SP3
equations, where the discretisation of the spatial domain is achieved through either
continuous or discontinuous Bubnov–Galerkin finite element schemes (Warsa and
Prinja 1999; Wang and Ragusa 2006; Ragusa 2011; Fournier, Herbin, and Tellier
2013).
hpGO-AMRwas applied to themulti-group neutron diffusion equation byWang
and Ragusa (2009) following the ideas set out by Šolín andDemkowicz (Demkowitz
et al. 2008; Šolín and Demkowicz 2004) (though Šolín and Demkowicz use the
energy norm instead of theH1-semi-norm). This involves calculating a projection-
based error indicator for both the forward and adjoint problems and multiplying
them together.
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Research conducted in the CFD community for both finite element and finite
volumemethods have made use of continuous and discrete DWRmethods for non-
uniform mesh refinement (Fidkowski and Darmofal 2011). They have also inves-
tigated using the DWR error estimate as a correction term for the QoI instead of
using cell-wise DWR values as error indicators for refinement. One example of this
is in the work of Giles, Pierce, and Süli (2004). Error correction means that super-
convergence of integral functionals can be obtained for discretisation schemes other
than Bubnov–Galerkin finite element schemes (which provide superconvergence
without DWR correction of the functional) Pierce and Giles (2000).Work ofMüller
and Giles (2001), however, uses cell-wise values of the leading order error term
(the computable correction term) as local indicators for refinement. Venditti and
Darmofal (2000) use the computable correction term for error correction of the
functional (QoI) and an approximation to the distribution of the error in the
computable correction term as an indicator for refinement. Balasubramanian and
Newman (2009) compare the use of the grid adaptive strategies of Müller and Giles
(2001) with Venditti and Darmofal (2000) to improve the DWR-corrected value
of a functional of interest. They concluded that the method used by Venditti and
Darmofal was more robust for the 2D, inviscid, incompressible flow problems in
their study (Balasubramanian and Newman 2009). To our knowledge, the idea of
error correction of a functional via a DWR error estimate has not yet been applied
in the field of neutron transport. It has also not been applied to p or hp adaptive
refinement options.
In this paper, we apply the h, p and hp GO-AMR methods to the 1-D DD-SN
approximation of the neutron transport equation, solving both fixed source and
eigenvalue (criticality) test cases. The 1D-DD scheme is not a Bubnov–Galerkin
finite element scheme. However, it can be considered as a weighted residual (WR)
method or a Petrov–Galerkin method where the trial and test function spaces (and
basis functions) are different from one another (Jeffers et al. 2017a; Pitkäranta 1978;
Schunert 2013). pGO-AMRwith a constantmesh size is tested, where the adaptivity
is driven by theDD-SN goal-based error indicators described in Jeffers et al. (2017a).
The combination of the DWR refinement indicator with locally calculated merit
functions is used to drive hp GO-AMR. Use of DWR error correction of the QoI is
tested for uniform and adaptive refinement. A new refinement indicator based on
the remaining error after correction is tested for fixed source problems. This paper
investigates DWR error estimation and adaptivity applied to the 1-D DD method
since multi-dimensions can result in more irregular solutions. The challenges asso-
ciated with different methods of error estimation in multi-dimensions when using
the DGFEM method to discretise the transport equation are discussed in Hart and
Azmy (2017). Extension of the DWR error method to multi-dimensional problems
discretised using the DD method is discussed in other publications (Jeffers 2017;
Jeffers et al. 2017b).
The rest of the paper is organised as follows. The theory is outlined in Section 2.
Background theory including the angular and spatial discretisation of the transport
equation is reviewed in Section 2.1. The previously derived DWR error estimator is
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reviewed in Section 2.2. The theory required for p refinement of the Hennart style
higher order 1D-DD scheme is described in Section 2.3. The hp GO-AMR scheme,
which combines the use of the local DWR error estimators with a merit function is
described in Section 2.4. The theory of the application of error correction to uni-
formly refined, h GO-AMR, p GO-AMR and hp GO-AMR schemes is discussed in
Section 2.5. The test cases used in this study are described in Section 3. The results
are shown and discussed in Section 4. The results of using the original error indi-
cator for p and hp GO-AMR is discussed in Section 4.1 for all test cases. The use
of low-order and high-order error correction in combination with uniform h or p
refinement is discussed in Section 4.2 for all test cases. The results obtained by com-
bining GO-AMRwith error correction and new refinement indicators are shown in
Section 4.3 for the fixed source test cases. Finally, the conclusions of the work and
potential extensions to the work are summarised in Section 5.
2. Theory
2.1. The 1D one-group neutron transport equation and SN discretisation in angle
The equation to be solved numerically is the 1D, mono-energetic neutron transport
equation. In this approximation, we assume all neutrons have the same energy or
speed (1):
μ
∂ψ(x, μ)
∂x
+ t(x)ψ(x, μ)
= s0(x)
2
φ(x) + q(x, μ) for − 1 ≤ μ ≤ +1 and 0 ≤ x ≤ , (1)
x is the spatial coordinate,  is the length of the domain, μ is the angular cosine of
the flux direction, t (x) is the total macroscopic cross-section (cm−1) and s0(x)
is the isotropic scattering macroscopic cross-section (cm−1).ψ(x, μ) is the angular
flux (cm−2s−1Sr−1) integrated over the azimuthal angle, and assumed constant with
respect to time and energy. q(x, μ) is the angular fixed source (cm−3s−1Sr−1) inte-
grated over the azimuthal angle, assumed constant with respect to time and energy.
The scalar flux (cm−2s−1) is given by
φ(x) =
∫ +1
−1
ψ(x, μ)dμ. (2)
The discrete ordinate (SN) approximation discretises the angular domain along dis-
crete angular cosines as follows:
μ j
dψ j(x)
dx
+ t(x)ψ j(x) = s0(x)2 φ(x) + q j(x),
for j = 1, 2, . . . ,m and 0 ≤ x ≤ , (3)
where everything is defined as in Equation (1) but that the subscript j indicates a
quantity along the jth quadrature point. m is the number of ordinates in the angu-
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lar discretisation and the scalar flux is now approximated by numerical integration
(quadrature):
φ(x) ≈
m∑
j=1
w jψ j(x). (4)
w j are the weights associated with ordinates taken at quadrature points j in the
domain −1 ≤ μ ≤ 1. In this work, the quadrature points and weights are given by
Gauss–Legendre quadrature.
When the analytical solution is referred to in thiswork,we are referring to the ana-
lytical solution to the angularly discretised Equation (3). The error estimates used
in this work aim to approximate the error in the numerical solution to the already
angularly discretised Equation (3). The error indicators used aim to drive GO-AMR
to reduce this error.
We simplify notation by using the same notation as Jeffers et al. (2017a) and write
Equation (3) as
K = WQ, (5)
where K = WA. A represents the streaming, absorption and scattering operators
(Jeffers et al. 2017a) andW is a diagonal matrix consisting of the angular weights.
In this work, we search for a strong solution (as opposed to a weak or classical
solution (Oden and Reddy 1976)) to Equation (3), meaning Equation (5) holds in
the following integral sense:
Given Q ∈ V¯ , find  ∈ U¯b such that
〈Rf .s., v〉V¯ = 〈WQ −K, v〉V¯ = 0 ∀v ∈ V¯ , (6)
where U¯ := (H1)m and V¯ := (L2)m. The analytical solution,  , resides in U¯b ⊂ U¯ .
U¯b is the set of all U¯ with the appropriate boundary conditions (left-most node given
for right-going ordinates and right-most node given for left-going ordinates). 〈·, ·〉V¯
is the inner product for the space V¯ , defined as follows:
〈a, b〉V¯ =
∫
D
aTbdx ∀a, b ∈ V¯ , (7)
where D is the spatial domain. The fixed source problem’s residual Rf .s. and the
weighting functions, v , in (6) are all members of the space V¯ .
An equivalent expression for the eigenvalue problem can be written:
Find ˆ ∈ ˆ¯Ub such that
〈Reigen., v〉V¯ + τ r = 0 ∀vˆ ∈ ˆ¯V (8)
where
ˆ¯Ub := U¯b × R, (9)
ˆ¯V := V¯ × R, (10)
ˆ = {, λ} ∈ ˆ¯Ub, (11)
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vˆ = {v, τ } ∈ ˆ¯V, (12)
Reigen. = λWF −K, (13)
r = 〈WF,〉V¯ − 1. (14)
In Equations (8)–(14), the previous phase spaces have been augmented to account
for the eigenvalue unknown. λ represents the eigenvalue,F the fission operator, τ a
test scalar and r is a residual that represents the normalisation of the flux. Equations
(6) and (8) can be solved using a WR formulation. It has been shown that the 1-D
DDmethod is a WR method (Jeffers et al. 2017a; Pitkäranta 1978; Jeffers 2017).
2.2. Goal-based error estimation and local error indicators
In Jeffers et al. (2017a), the following error estimates are used for estimating the
error in the calculation of the QoI in the fixed source and eigenvalue problems,
where the goal quantities are the reaction rate in a detector and the value of the Keff ,
respectively:
Error in detector function ≈ 〈Rf.s.,h,p, †h,p〉V¯ , (15)
Error in Keff value ≈ −〈Reigen.,h,p, †h,p〉V¯ , (16)
where
Rf.s.,h,p = WQ −Kh,p, (17)
Reigen.,h,p = λhWFh,p −Kh,p, (18)
and†h,p is an approximate solution to the appropriate adjoint equation. h is a mea-
sure of the size of the cell and p denotes the order of approximation in the cell.
Approximations of the same accuracy as the forward equation and of higher accu-
racy compared to the forward equation were tested in previous work (Jeffers et al.
2017a), with more highly accurate adjoint approximations giving better estimations
of the error.
Local calculations of Equations (15) and (16) over a cell were used as error indi-
cators to flag cells for h refinement in previous work Jeffers et al. (2017a), and will
be used for flagging cells for p or hp refinement in this paper. A value, α, between 0
and 1 is defined. Cells are refined if the cell’s error indicator is greater or equal to α
multiplied by the maximum error indicator value.
2.3. p adaptivity using DWR error indicators in the DD-SN scheme
The method for higher order DD described by Hennart and del Valle (1995) retains
the left and right nodes of a given element as unknowns and all higher order terms
are cell moment values that take a value of zero at the cell nodes. This allows for two
neighbouring cells to be of different order p. The order p within a cell can therefore
vary throughout the mesh. The theory of Hennart’s higher order 1D-DD scheme is
described in the paper of Hennart and del Valle (1995) and will be briefly reviewed
here.
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Wedefine i as the left-node of cell i and i + 1 as the right node of cell i. The central
moments and central basis functions of cell i are given the notation c, i. The basis
functions for a cell of order p are then defined as follows:
Ni(x) = 12 (−1)
p−1 [Pp−1(ζ ) − Pp(ζ )] , (19)
Ni+1(x) = 12
[
Pp−1(ζ ) + Pp(ζ )
]
, (20)
Nkc,i(x) = Pk(ζ ) − Pp−2+m(k)(ζ ) for k = 0, . . . p− 2, (21)
where m(k) = 1 or 2 such that k − 2 + m(k) has the same parity as k. Pk(ζ ) is the
normalised Legendre polynomial of degree k over the reference cell [−1,+1]. We
also define
ζ = 2x − xi − xi+1
xi
. (22)
Functions (19) and (20) are the basis functions associated with the left and right
nodes of cell i, respectively, whereas functions (21) refer to the cell central moments
of order i for each cell. These functions are often referred to as ‘bubble functions’
(Demkowitz 2007, p45) since they are only non-zero on the interior of the cell and
equal to zero at the end nodes.
The flux within a cell i can therefore be expanded in terms of the basis functions
as follows:
ψh,p,i(x) = ψiNi(x) + ψi+1Ni+1(x) +
p−2∑
k=0
ψkc,iN
k
c,i(x), (23)
Globally, these basis functions map out a subspace in H1 for any value of p.
The values ψi and ψi+1 refer to the left and right node values of the flux, respec-
tively.ψkc,i refers to the kth spatial moment of the flux within the cell. The cell central
moments of a function u(x) defined over a cell i are as follows:
mkc,i(u(x)) =
∫ xi+1
xi u(x)Pk
(
2x−xi−xi+1
xi
)
dx
∫ xi+1
xi Pk
(
2x−xi−xi+1
xi
)
Pk
(
2x−xi−xi+1
xi
)
dx
(24)
=
∫ +1
−1 u(
ζxi+xi+xi+1
2 )Pk (ζ ) dζ
Ck
, (25)
keeping in mind the following properties of the normalised Legendre polynomials:
∫ +1
−1
Pk(ζ )Pl(ζ )dζ = δklCk, (26)
∫ xi+1
xi
Pk
(
2x − xi − xi+1
xi
)
Pl
(
2x − xi − xi+1
xi
)
dx = xi
2
∫ +1
−1
Pk(ζ )Pl(ζ )dζ
= δklCkxi2 , (27)
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where
Ck = 22k + 1 (28)
and δkl is the Kronecker delta function.
Either ψi (for μ > 0) or ψi+1 (for μ < 0) is known by a boundary condition or
from the result of the calculation for the previous cell in the sweep. The remain-
ing unknowns are calculated by using a WR procedure. This consists of weighting
Equation (3) for each angle with Legendre polynomials that are defined locally on a
cell. For the traditional lowest order DD scheme (p = 1) this consists of weighting
by P0(ζ ), where ζ is defined as in Equation (22) for each cell.
Identifying cells for non-uniform p refinement (p GO-AMR) will be conducted
in the same way as for non-uniform h refinement (h GO-AMR) in a previous paper
(Jeffers et al. 2017a), as explained in Section 2.2.
The results obtained from applying p GO-AMR on a mesh where all cells have
uniform width and remain unchanged upon refinement are discussed in Section 4.
2.4. hp adaptivity in the DD-SN scheme using DWR error estimators andmerit
functions
Given that h refinement can be more beneficial in some circumstances and p refine-
ment can be more beneficial in others, we expect that combining both to give an
hp adaptive strategy should give the optimal combination of refinement strategies
(Wang and Ragusa 2009). However, the DWR error indicator derived in Jeffers et al.
(2017a) and described in Section 2.2 only identifies which cells should be refined,
it does not give any information as to whether it would be better to refine the cell
via p or h refinement. A ‘merit function’ will be used for this purpose. This termi-
nology was used in the work of Ceze and Fidkowski (2013). They calculate a merit
function for a particular refinement type,mr, by dividing a benefit function, br, by a
cost function cr:
mr = brcr . (29)
This is a local quantity that is calculated for each cell flagged for refinement by
the previously described error indicators (Jeffers et al. 2017a). The refinement type
with the largest merit function is the refinement that is chosen for generating the
next mesh.
Once a cell is identified for refinement there is an infinite number of refinement
options. The cell could be split in two but have the daughter cells be of different
cell sizes, or have different polynomial representations within each daughter cell.
The cell could even be split into more than two daughter cells. In this work, we
limit ourselves to two refinement options: increasing the order of the polynomial
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representation of the solution within the cell by one without cell division (p refine-
ment) or splitting the cell in half and keeping the order of the polynomial represen-
tation of the solution within the two daughter cells the same as that of the parent cell
(h refinement).
The cost function used in this work is the same as the degree of freedom cost
function described in work of Ceze and Fidkowski (2013). It is defined as the total
number of degrees of freedom associated with the refinement under consideration:
ch = 2p, (30)
cp = p+ 1. (31)
Note that for a cell with a linear flux approximation, h and p refinement have the
same computational cost in terms of degrees of freedom (DoF).
The benefit function calculated in this work is different from that of Ceze and
Fidkowski (2013). Ceze et al. calculate their benefit function by taking the current
solution and calculating the discrete residual of the locally refined cell given by the
current solution. This approach indicates the error in the current solution compared
to the refined version. This discrete residual is thenweighted by the adjoint solution.
The benefit function used in this work is based upon calculating the flux that would
result in the cell by taking the previously calculated incoming flux and scatter source
and calculating the flux distribution that would result with both different kinds of
refinement: p and h refinement. The prolongation of the scatter source to the refined
mesh is done by simply taking the computed shape of the source as it would appear
in the finer mesh and using the finer mesh’s test functions. The difference between
the magnitude of the DWR associated with the improved and original solution is
calculated over the cell for each angle. The magnitude of these values are then inte-
grated numerically over the angular space.
Note that we do not integrate over angle before taking themagnitude of the DWR
for both solutions and finding the difference:
bh =
m∑
j=1
w j|(Rh,p, j, ψ†j )| −
m∑
j=1
w j|(Rh/2,p, j, ψ†j )|left cell
−
m∑
j=1
w j|(Rh/2,p, j, ψ†j )|right cell, (32)
bp =
m∑
j=1
w j|(Rh,p, j, ψ†j )| −
m∑
j=1
w j|(Rh,p+1, j, ψ†j )|. (33)
Even though, when calculating the DWR error indicators for identifying cells to be
refined, the integration over angle occurs without taking the absolute value of the
angular DWR (this follows from the derivation of the error estimator (Jeffers et al.
2017a)). In the case of the DWR error indicator, the accumulated error due to the
sweep is taken into account by weighting by the adjoint solution. In the case of the
benefit function, however, given that the ‘improved’ forward solution is calculated
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Figure . hp reﬁnement algorithm ﬂow chart.
locally, it does not take into account the changes that refinements occurring in other
areas of themeshwould have on incoming fluxes and the scatter source. These errors
will be greater for more downstream cells. For example, in a zero-scatter problem
with vacuum boundary conditions, the approximated improved solution in the first
cell on the left would be the same as the final improved solution with this refine-
ment for allμ j > 0. However, forμ j < 0, the incoming flux used for estimating the
improved solution (namely, the incoming flux of the previously calculated solution)
could be vastly different from the flux that results after refinement. Taking the mag-
nitudes of the values for each ordinate before summingmeans that when the benefit
functions for h and p refinements are calculated, there is no cancellations of error
due to summing up benefit approximations that are more or less accurate for differ-
ent angles. The benefit functions for h and p refinement are given in Equations (32)
and (33), respectively.
A current constraint in the code is that the highest order that can be represented
within a cell is a fourth order polynomial. This means that if the solution within
a cell is already approximated by a fourth order polynomial and it is flagged for
refinement by the algorithm, amerit function is not calculated and local h adaptivity
is automatically chosen for the cell. The hp GO-AMR method used is summarised
in the flow chart of Figure 1.
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The results to a number of fixed source and eigenvalue test cases are shown in
Section 4.1 and the performance of hp GO-AMR is compared to p GO-AMR, h
GO-AMR, uniform h refinement, uniform p refinement and refinement where h
and p are both refined uniformly at each mesh iteration.
2.5. DWR error correction and the appropriate error indicators formesh
refinement when the corrected value of the QoI is used
In this section, the functions and spaces are denoted as if they were for the fixed
source problem (see Equation (6)). For eigenvalue problems, these can be replaced
by the equivalent functions and spaces defined in Equations (9)–(12).
As derived in Jeffers et al. (2017a) and Bangerth and Rannacher (2003) the error
in a desired functional of the flux, denoted by J(), is given by
J() − J(h,p) = −A(h,p;†) + , (34)
where
 =
t−1∑
l=2
{
Jl()[ − h,p] − Alu(;†)[ − h,p]
}
l!
( − h,p)l
+O( − h,p)t , (35)
J(·) is the functional of interest, and A(·; ·) is the semi-linear form that represents
the PDE in question. Jl(u)[y] and Alu(u; v )[y] are the lth order Gateaux derivatives
with respect to u in direction y. Excluding the higher order terms, the error takes the
form of the left hand side of Equation (6) for a fixed source problem (but multiplied
by−1 and with the weighting function replaced by†). For an eigenvalue problem,
it takes the form of the left hand side of Equation (8) (with the weighting function
replaced by †). † is the solution to the following adjoint problem:
J′()[v] − A′u(;†)[v] = 0 ∀v ∈ V¯ . (36)
Note that the functions v can be taken from V¯ only because both  and † are
members of U¯ Jeffers et al. (2017a). The prime in Equation (36) represents a first
order Gateaux derivative.
In practice, the analytical adjoint equation can only be derived from a numeri-
cal solution to the forward equation. We shall denote the analytical solution to this
equation by ˜ and the equation resulting from an approximate forward solution,
h,p, as
J′(h,p)[v] − A′u(h,p; ˜†)[v] = 0 ∀v ∈ V¯ . (37)
Further, this will be approximated numerically using the DD scheme:
J′(h,p)[v] − A′u(h,p; ˜†h,p)[v] = 0 ∀v ∈ V¯h ⊂ V¯ . (38)
Hence, the error in the approximation to the QoI is given by
J() − J(h,p) = −A(h,p; ˜†h,p)
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−A(h,p; ˜† − ˜†h,p) − A(h,p;† − ˜†) + . (39)
All terms in  areO( − h,p)2 or smaller. The second and third term are a residual
weighted by an error term and so will be smaller than the first term. The dominant
error term when the approximation to the QoI is calculated using h,p is therefore
−A(h,p; ˜†h,p) and this should give a good approximation of the error in J(h,p).
We can use this value to obtain a more accurate approximation to the QoI. In this
case our approximation to the QoI becomes
J() ≈ J(h,p) − A(h,p; ˜†h,p). (40)
In the literature, the dominant error term in fully discrete formulations has been
referred to as the computable correction term (Fidkowski and Darmofal 2011).
Though in the CFD literature it often refers to a WR problem where the discrete
adjoint operator matrices are derived by taking the transpose of the forward prob-
lem’s matrix (Fidkowski and Darmofal 2011; Venditti and Darmofal 2000). This is
not the case in our work since the 1D-DD discretisation is not adjoint consistent.
Lack of adjoint consistencymeans that the transpose of the forward discretised oper-
ator is not equivalent to the operator that results from discretising the continuous
adjoint operator (Hicken and Zingg 2014). Some of the literature refers to the phys-
ical adjoint as the solution to discretised adjoint equations and the mathematical
adjoint as the solution to the transpose of the coefficient matrices of the discretised
forward equations (Lawrence 1984).
Certain researchers noted that the next largest error term would be better than
the computable correction term for use as a refinement indicator when the corrected
QoI is to be calculated (Venditti andDarmofal 2000; Balasubramanian andNewman
2009). This is because this should result in a mesh which is optimal for reducing the
error in the corrected approximation of the QoI (40), rather than the approximation
obtained simply from the numerical flux.
If the error in the corrected value is denoted by η:
η = −A(h,p; ˜† − ˜†h,p) − A(h,p;† − ˜†)
+
∞∑
l=2
{
Jl()[ − h,p] − Alu(;†)[ − h,p]
}
l!
( − h,p)l, (41)
the aim is to approximate |η| over a cell for use as a refinement error indicator.
In the linear case ˜† = † and  = 0, so Equation (41) reduces to
η = −A(h,p;† − †h,p). (42)
This is the residual of the forward equation Rh,p weighted by the error in the adjoint
solution and integrated over the phase space. The following equivalence then holds:
η = 〈Rh,p, † − †h,p〉V¯ ≡ 〈 − h,p,R†h,p〉V¯ , (43)
where R†h,p is the residual of the approximate adjoint solution. The equivalence can
be made given that both the numerical and analytical solutions of the forward and
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adjoint equations are in the domain of the forward and adjoint operators, respec-
tively. This means integration by parts can be performed:
〈Rh,p, † − †h,p〉V¯ = 〈WQ −Kh,p, † − †h,p〉V¯
= 〈K −Kh,p, † − †h,p〉V¯
= 〈K ( − h,p) , † − †h,p〉V¯
= 〈 − h,p,K†(† − †h,p)〉V¯
= 〈 − h,p,K†† −K††h,p〉V¯
= 〈 − h,p,K†† −K††h,p〉V¯
= 〈 − h,p,WQ† −K††h,p〉V¯
= 〈 − h,p,R†h,p〉V¯ .
A boundary term should appear if the boundary conditions are not vacuum. Given
that the residual is proportional to the error in the solution, the error in theQoI after
correction is proportional to the product of two error terms. The corrected func-
tional is therefore superconvergent compared to the flux solution, and the uncor-
rected function approximation (Giles, Pierce, and Süli 2004).
The error can be represented by
η = 〈Rh,p, †h,p+1 − †h,p〉V¯ + 〈Rh,p, † − †h,p+1〉V¯ , (44)
or equivalently
η = 〈h,p+1 − h,p,R†h,p〉V¯ + 〈 − h,p+1,R†h,p〉V¯ . (45)
The first term of either representation can be taken as an approximation to the error
in the corrected value for use as an error indicator. The magnitude of the first term
in Equation (44) shall be denoted by |η1| and the magnitude of the first term in
Equation (45) denoted by |η2|. |η1| and |η2| will vary in accuracy throughout the
domain depending on the problem.
In Section 4.3, both |η1| and |η2| are used separately and as a combined indica-
tor. The three indicators were used to test which works best in different situations.
The third option involves first selecting refinement using η1 and separately η2 and
then refining the union of all flagged cells. This is expected to be the most robust
since a combination error estimator based on both |η1| and |η2| was suggested for
the fully discrete equivalent formulation described by Venditti and Darmofal (2002,
p47). It should be more robust because the leading error term in either η1 or η2 will
be the most accurate depending on which cell in the domain the quantity is being
calculated in.
The definition of |η1| and |η2|when the lower order approximation to the adjoint
equation is used for error correction is as follows (note the use of the subscript l to
denote the use of the lower order adjoint):
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|η1,l| = |〈Rh,p, †h,p+1 − †h,p〉V¯ |, (46)
|η2,l| = |〈h,p+1 − h,p,R†h,p〉V¯ |. (47)
The equivalent expressions for when a high-order (ho) approximation to the adjoint
is used should be as follows:
|η1,ho| = |〈Rh,p, †h,p+2 − †h,p+1〉V¯ |, (48)
|η2,ho| = |〈h,p+1 − h,p,R†h,p+1〉V¯ |. (49)
Wedonot calculate†h,p+2 in our algorithm, and therefore the analysis in Section 4.3
is conducted only for the low order error correction and refinement indicator.
How to proceed from Equation (41) in deriving an equivalent error indicator for
non-linear problems (such as criticality problems) is less straightforward since, once
we add approximations to† and ˜†, it is unclear which term is the dominant term
in Equation (41). We leave this investigation to further work. For further discussion
on the difficulties of computing a posteriori error bound in the non-linear case, see
the work of Pierce and Giles (2000, Section 4).
3. Test case description
We apply the methods described in previous sections to five different slab reactor
problems and a total of eight different test cases. The extra four test cases are
obtained by defining different QoI for the reactor problems. The slab reactor
problems are described below.
3.1. Test case 1
This is a zero-scatter, homogeneous test case with vacuum boundary conditions on
both sides. The slab length is 8 cm, 2 angular ordinates are used. There is a homo-
geneous total cross-section (t) of 1 cm−1 and a homogeneous and isotropic unit
source (0.5 cm−3 s−1 per ordinate). The refinement criterion is to refine cells that
have an error indicator that is above 0.5 times the maximum indicator value in the
domain.
The QoI is the integral of the total scalar flux throughout the domain for test case
1a and throughout only the first 1 cm of the domain for test case 1b.
This test case provides a simple example for debugging given that the angles are
not coupled with the absence of a scatter term. The different QoI will show the dif-
ference in the GO-AMR obtained from more localised QoI.
3.2. Test case 2
This problem uses the Reed problem geometry and material properties, described
in the paper of Reed (1971). It includes very optically thick regions and drastic
changes in material properties throughout. An S8 approximation is used in angle.
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The refinement criterion is to refine cells that have an error indicator that is above
0.3 times the maximum indicator value in the domain.
The QoI is the integral of the total scalar flux throughout the domain for test case
2a and throughout only the first 1 cm of the domain for test case 2b.
This test case is known to be a challenge for the DD scheme and will thus test the
methods to its limits.
3.3. Test case 3
This benchmark is described in the previous paper (Jeffers et al. 2017a). It is the
same as the Reed benchmark in all but material properties which are taken from the
EIRA-2A benchmark problem described in a technical report by Stepanek, Auer-
bach, and Halg (1982). An S8 approximation is used in angle. The refinement crite-
rion is to refine cells that have an error indicator that is above 0.3 times themaximum
indicator value in the domain.
The QoI is the integral of the total scalar flux throughout the domain for test case
3a and throughout only the first 1 cm of the domain for test case 3b.
This test case tests the methods on a heterogeneous problem that is less extreme
than the Reed benchmark. The cross-sections are more appropriate for the DD
scheme.
3.4. Test case 5
This is a homogeneous criticality benchmark with vacuum boundary conditions
on both sides of the domain. There is a homogeneous total cross-section (t) of
1 cm−1, a homogeneous isotropic scatter cross-section (s0) of 0.1 cm−1 and the
homogeneous fission (f ) cross-section multiplied by the average number of neu-
trons released per fission (ν), is unity: νf = 1.0 cm−1. An S2 approximation is used
in angle. The refinement criterion is to refine cells that have an error indicator that
is above 0.5 times the maximum indicator value in the domain. The QoI in this test
case is the value of Keff .
This test case was used since it is an eigenvalue test case for which an analytical
solution exists and thus can be used for rigorous testing of the methods discussed
in the paper.
3.5. Test case 6
This is a benchmark that takes the form shown in Figure 2. The cross-sections were
taken from a 2-D benchmark described in the thesis of Taylor (2007). An S2 approx-
imation is used in angle. The refinement criterion is to refine cells that have an error
indicator that is above 0.3 times the maximum indicator value in the domain. The
QoI in this test case is the value of Keff .
This test case was chosen as a more challenging eigenvalue test case that is also
more realistic due to the presence of a heterogeneous geometry.
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Figure . -D-Mini-BWR geometry and material property deﬁnition.
3.6. Benchmarked solutions
Analytical solutions were derived and calculated for test case 1. An analytical solu-
tion to test case 2 is provided by paper ofWarsa (2002). An analytical solution to test
case 3 was calculated using theMaple script written byWarsa (2002), which is freely
available online. An analytical solution to the critical width of the slab in test case 5
was derived and calculated using themethods described by Siewert (2001) and given
as an input for test case 5 so that the analytical solution should give Keff = 1. Given
that we cannot have an analytical solution to an SN set of equations for more com-
plicated eigenvalue problems, the results of test case 6 are compared against results
produced by the AVARIS DGFEM SN code developed at Imperial College London
(Kópházi 2016). The Keff was spatially converged to within 10 significant figures for
a given angularly discretised problem.
An important point to reiterate is that when referring to analytical solutions in
this paper, we mean the analytical solutions to the already angularly discretised
problems.
4. Results and discussion
In this section, the convergence of the error in the QoI is analysed as a function of
the number of degrees of freedomper angular ordinate. The total number of degrees
of freedom is that noted on the graphmultiplied by the number of angular ordinates,
since the same mesh is used for each ordinate.
4.1. h, p and hp adaptivity, with no correction and using theDWRerror estimator
In this section, h, p and hp GO-AMR are compared together with uniform h, uni-
formp anduniformhp refinement for all test cases previously described in Section 3.
Two different refinement indicators were used to flag cells for refinement in the h,
p and hp GO-AMR schemes of this section. It is important to note that both refine-
ment indicators are of the DWR type. One indicator uses the adjoint flux computed
on the same mesh as the forward equation. The other indicator uses the adjoint flux
computed on a mesh with the same number of cells as the forward equation, with
an increased polynomial order within each cell.
For the eigenvalue problem, the adjoint solution depends on the forward solu-
tion, see (37). The same order forward equation is used in both cases (i.e. we do not
calculate a higher order forward equation for use in the normalisation of the higher
order adjoint equation).
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... Test case  results
The results for test case 1a are shown in Figure 3a. The error indicators vary in such
a way throughout the domain that all cells are flagged for refinement. This is due
to the domain being homogeneous and the QoI being the integral of the scalar flux
throughout the domain. Areas of higher error are of lower importance and so the
indicator is relatively constant. Therefore, when h GO-AMR is conducted with con-
stant DD1 order cells, uniform h refinement is chosen by the adaptivity algorithm.
Similarly, when adaptive p refinement is conducted, uniform p GO-AMR is cho-
sen by the adaptivity algorithm. Given that the solution is in C∞, we expect and
observe that p refinement gives better convergence results than h refinement. The
hp refinement algorithm selects the path of p refinement in all cases as it gives the
best convergence rate.
In both cases 1a and 1b (Figures 3a and 3b), uniform hp refinement results in a
lower error in fewer mesh iterations with the disadvantage of a smaller gradient of
the convergence graph compared to p refinement.
The results for test case 1b are shown in Figures 3b–3d. Themagnitude of theQoI
error as a function of the number of DoF per angular ordinate for various differ-
ent refinement schemes is plotted in Figure 3b. Uniform p refinement outperforms
uniform h refinement due to the forward solution being a function in C∞. Due to
the localised QoI in test case 1b, the number of DoF required for a given error in
the QoI can be reduced through goal-based GO-AMR. p GO-AMR outperforms h
Figure . Test case  results. (a) Test case a convergence. (b) Test case b convergence. (c) Spatial
variation of error in scalar ﬂux (whole domain) for test case b. (d) Spatial variation of error in scalar
ﬂux (ﬁrst  cm) for test case b.
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GO-AMR. hp GO-AMR chooses the path of p GO-AMR up until p = 4, where h
refinement is forced due to the limitations of the code. It can be seen from the p and
hpGO-AMRcurves that theQoI error increases frommesh iteration 2 to 3. This can
be explained by looking at the plots of the spatial distribution in the scalar flux error
in Figures 3c and 3d. It is observed in Figure 3c that as p GO-AMR is conducted,
the error in the first two cells (those in the QoI zone) are reduced significantly com-
pared to other regions in the domain, as expected. To see the variation in this region
more clearly for mesh iterations 2 and 3 the first 1 cm is plotted in Figure 3d. From
Figure 3d, one observes that the absolute value of the error at each cell has reduced
inmesh iteration 3 compared tomesh iteration 2. However, the two cells have errors
of opposite sign in mesh 2 but not in mesh 3. For this reason, the integral value of
the error of the scalar flux in the first 1 cm results in the error cancellation present
in mesh iteration 2 that is not present in mesh iteration 3. Hence, the kink observed
in Figure 3b for p and hp GO-AMR is explained.
Afinal comment to bemade is that there is no difference in the convergence graph
when the higher order adjoint is used in the calculation of the DWR error indicators
compared to the adjoint computed on the samemesh as the forward equation. There
are a couple of exceptions to this rule. One example is for hp GO-AMR in test case
1b, where the higher order scheme results in an extramesh iteration before following
the same convergence graph as the lower order scheme. The second example is for h
GO-AMR in test case 1bwhere the sixthmesh iteration gives slightly different errors
when using adjoint solutions of different accuracy.
... Test case  results
This test case is more complicated than previous test cases and the initial mesh does
not satisfy the negative flux criterion (that guarantees non-negative fluxes) through-
out the mesh (Lewis and Miller 1993).
In test case 2a, where the QoI is the integral of the scalar flux throughout the
domain, the region of high total cross-section does not result in uniform p refine-
ment being less effective than uniform h refinement (Figure 4a). Due to the het-
erogeneity of the problem, the convergence graph can be improved via h, p or hp
Figure . Convergence of goal error for test case . (a) Test case a. (b) Test case b.
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GO-AMR compared to uniform refinement. In the case of p GO-AMR, using an
improved adjoint solution affects the number of DoF that results for a given error
in the QoI. We see that a combination of h and p refinement takes place between
mesh iteration 2 and 3 when the hp refinement algorithm is used in combination
with the higher order DWR; since the number of DoF required when p refinement
is used is very slightly more than in the equivalent hp GO-AMR case. This is the
first example where hp refinement outperforms h or p GO-AMR, rather than just
picking the most favourable paths out of h GO-AMR or p GO-AMR.
Test case 2b has the QoI concentrated in the first 1 cm of the domain, where the
mesh is significantly under-resolved and the non-negative flux criterion is not satis-
fied. In this case, uniform h refinement gives a better convergence plot than uniform
p refinement, as can be seen in Figure 4b. Due to the heterogeneity of the problem
and the localised QoI, significant improvements can be made to the convergence
graph by using h, p or hp GO-AMR. It can be seen in 4b that for this more complex
problem, the use of a higher order adjoint solution in the computation of the DWR
error indicator results in a better convergence graph when driving h or p GO-AMR
(compare the pink and light blue lines for h refinement and yellow and black lines
for p refinement in Figure 4b). In both cases, h GO-AMR results in a better conver-
gence graph than pGO-AMRusing the same error indicator. In hpGO-AMR, when
the low order adjoint is used in calculating the error indicators for flagging cells
for refinement, and in the calculation of the merit function (red line with triangle
pointers) the hp algorithm does not initially choose the most efficient refinement: p
adaptivity is chosen up until the fourth mesh iteration, when the fourth refinement
results in h GO-AMR. This results in a very similar error to the third mesh refine-
ment of the h GO-AMR using the equivalent error indicator. When a high-order
DWR indicator is used, and the high-order adjoint is used in the calculation of the
merit functions of the hp algorithm, we see that the hp algorithm chooses the path
of h refinement over p refinement. Therefore, the algorithm selects the best option
for this test case.
... Test case  results
The convergence results for both test case 3a and 3b are given in Figure 5. The non-
negative flux criterion is satisfied throughout. This and the continuity of the analyt-
ical solution (C0) results in uniform p refinement giving a better convergence graph
than uniformh refinement in both test case 3a (Figure 5a) and 3b (Figure 5b). Due to
the heterogeneity of the problem, an improved convergence graph can be obtained
by using h, p or hp GO-AMR even when the QoI is the integral of the scalar flux
throughout the whole domain. However, the improvement made by h GO-AMR
compared to uniform h refinement is more marked in test case 3b (Figure 5b) than
in case 3a (Figure 5a).
There are not enough p GO-AMR points for the p GO-AMR convergence line to
cross the uniform p refinement line in test case 3a (Figure 5a). The hp GO-AMR in
this test case follows the p GO-AMR for the first threemesh iterations and coincides
with the uniform p refinement graph for the fourth iteration, it roughly follows the
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uniform p refinement line after that, often resulting in a smaller error per number of
DoF. It is likely that allowing for higher order polynomials in the cell would benefit
the hp algorithm for test case 3a.
For test case 3b, the p GO-AMR line coincides with the uniform p refinement
line on the third mesh iteration. The hp GO-AMR line follows that of the p GO-
AMR line and continues beyond the third mesh iteration in such a way that it gives
consistently lower error than the uniform p refinement line thereafter.
For this test case, using a higher order adjoint approximation for the DWR error
indicator for non-uniform refinement or the calculations of merit functions in the
non-uniform hp refinement does not give an improved convergence graph.
... Test case  results
Figure 6 shows the convergence behaviour of the error in Keff for various refinement
schemes applied to test case 4. The fact that the geometry is homogeneous means
that a uniform mesh size and local polynomial order are optimal for this test case,
hence all non-uniform refinement options follow uniform refinement (uniform h
Figure . Convergence of goal error for test case . (a) Test case a. (b) Test case b.
Figure . Convergence of goal error (Kefl,analytical − Kefl) for test case .
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Figure . Convergence of goal error (Kefl,analytical − Kefl) for test case .
refinement in the case of h GO-AMR and uniform p refinement in the case of p and
hp GO-AMR). The smoothness of the problem means that uniform p refinement
out-performs uniform h refinement.
... Test case  results
Figure 7 shows the convergence behaviour of the error in Keff for various refinement
schemes applied to test case 5. Due to the smoothness of the solution p refinement
outperforms h refinement. The number of DoF for a given error can be reduced
by using non-uniform refinement due to the heterogeneity of the problem. It is
clear from Figure 7 that using a higher order adjoint for calculating the DWR error
indicator and for calculating the merit function does not have an effect on the mesh
refinement chosen in this test case. However, it is clear that the reduction in error
per DoF obtained by using h GO-AMR compared to uniform h refinement is sig-
nificantly larger than if we compare the reduction in error per DoF for p GO-AMR
compared to uniform p refinement. The p GO-AMR strategy gives a convergence
line that is very close (sometimes coinciding with) the uniform p refinement
line. The hp GO-AMR line follows that of the p refinement until the third mesh
iteration (where the p GO-AMR line is stopped due to p = 4 being a limit in the
code).
4.2. Uniform refinement (h and p) using error correction
In this section, we investigate the use of the error correction term in improving the
approximation of the QoI as explained in Section 2.5. The results for test cases 1 to
5 are shown in Figures 8–12. The error in the QoI that results from uniform h and
uniform p refinement with no error correction (labelled n) is plotted for each test
case. This plot is compared with the same convergence plots for when the resulting
approximation to the QoI is corrected by DWR error estimators. Two DWR error
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Figure . Test case  uniform reﬁnement and error correction. (n: no error correction, l: low order error
correction, h: high order error correction). (a) Test case a. (b) Test case b.
estimators are used. The first is the DWR that results from using an adjoint calcu-
lated on the samemesh as the forward equation (labelled l, for low-order correction).
The second is the DWR estimator that results from using an adjoint calculated on a
mesh with the same number of elements but with the within-cell polynomial order
increased everywhere by 1 (labelled h, for high-order correction).
In all test cases, there is one less point for the higher order correction of the uni-
form p refinement graph compared to the graph with no and low-order corrections
due to the fact that the within-cell p order is restricted to a fourth order polynomial.
In test case 1 (Figure 8), the increase in the correction obtained when using the
higher order adjoint in calculations is less when the goal is localised compared to
when the QoI is a quantity throughout the whole of the domain. In test case 1b
(Figure 8a), error correction is limited at a certain point due to machine precision
limits.
Test case 2 (Figure 9) is the Reed problem. For the initial mesh, the lower order
error estimate is inaccurate to the point that using it as an error correction makes
the approximated solution worse. This is a danger of the error correction procedure
at low mesh resolutions where there are areas of the domain that do not satisfy the
negative flux criterion. For test case 2a (Figure 9a), the error in the error estimator
Figure . Test case  uniform reﬁnement and error correction. (n: no error correction, l: low order error
correction, h: high order error correction). (a) Test case a. (b) Test case b.
JOURNAL OF COMPUTATIONAL AND THEORETICAL TRANSPORT 449
Figure . Test case  uniform reﬁnement and error correction. (n: no error correction, l: low order
error correction, h: high order error correction). (a) Test case a. (b) Test case b.
is reduced such that a significant error correction is given for the first uniform h
refined mesh. An error correction (instead of error augmentation) is obtained for p
refinement for the second mesh iteration after the original mesh. The higher order
correction provides a mesh correction for all mesh iterations, including the origi-
nal mesh. In test case 2b (Figure 9b), the QoI is in the very under-resolved region
of the domain, and so the issues due to errors in the error correction are amplified
compared to in test case 2a. The lower order error estimation gives an error aug-
mentation in the calculated approximation to the QoI for each uniform h and p
refined mesh iteration. The higher order error estimation, however, gives an error
correction to the uniform h and p refined quantities at each mesh iteration.
Test case 3 shows significant error correction of the QoI even when using the low
order DWR error estimator (Figure 10), when the QoI is the integral of the scalar
flux throughout the whole domain (Figure 10a), and when it is localised to the first
1 cm of the domain (Figure 10b). In both cases, the increase in error correction
Figure . Test case  uniform reﬁnement and error correction. (n: no error correction, l: low order
error correction, h: high order error correction).
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Figure . Test case  uniform reﬁnement and error correction. (n: no error correction, l: low order
error correction, h: high order error correction).
obtained in using a higher order adjoint solution in the calculation of the DWR
error estimator is very small.
Test case 4 is the simple eigenvalue case, and there is a benefit to both low-order
and high-order error correction observed in Figure 11.
In the heterogeneous eigenvalue test case (test case 5), there is only a very small
benefit to error correction and using a higher order adjoint gives no benefit com-
pared to the correction calculated using the lower order adjoint (see Figure 12). This
is most likely due to the extra errors that come into play in calculating the solution
to a non-linear adjoint problem as discussed in Section 2.5.
A general comment can be made for the fixed source uniform h refinement
results: the convergence rate with respect to cell size is increased for the cor-
rected QoI. This is also observed for the simple eigenvalue test case, but not in test
case 5, where the corrected value has the same slope as the uncorrected QoI. This is
the super-convergence of the integral functionals when the functional is corrected
with a DWR error estimator as discussed in Section 2.5.
4.3. Adaptivemesh refinement (h, p and hp) with error correction, and the use of
a new error indicator for refinement
Figures 13–15 compare different GO-AMR refinement strategies with no functional
correction and low-order functional correction using four different error indicators:
the locally calculated error correction value on the cell and the three variations on a
new refinement indicator shown in Table 1. α is an input parameter defined for the
problem.
For clarity, h GO-AMR, p GO-AMR and hp GO-AMR are plotted on separate
graphs.
The low-order error correction is the original DWR error estimator using the
adjoint solution calculated on the same mesh as the forward equation.
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Figure . Test case , Adaptivity with corrections (n: no error correction, l: low order error correction).
(a) Test case a h GO-AMRwith corrections. (b) Test case b h GO-AMRwith corrections. (c) Test case a
p GO-AMR with corrections. (d) Test case b p GO-AMR with corrections. (e) Test case a hp GO-AMR
with corrections. (f ) Test case b hp GO-AMR with corrections.
Only fixed source problems are considered in this section due to the complica-
tions of deriving an appropriate new error indicator for the corrected value in non-
linear problems (see Section 2.5).
Table . Reﬁnement criteria for the three diﬀerent error indicators.
Indicator name Reﬁne if
η1,l |η1,l|cell < αmax(|η1,l|)
η2,l |η2,l|cell < αmax(|η2,l|)
Combination ind. |η1,l|cell < αmax(|η1,l|) or |η2,l|cell < αmax(|η2,l|)
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Figure . Test case , adaptivity with corrections (n: no error correction, l: low order error correction).
(a) Test case a hGO-AMRwith corrections. (b) Test case b hGO-AMRwith corrections. (c) Test case a
p GO-AMR with corrections. (d) Test case b p GO-AMR with corrections. (e) Test case a hp GO-AMR
with corrections. (f ) Test case b hp GO-AMR with corrections.
... Test case  - GO-AMRwith correction
The optimal mesh for test case 1a is one with uniform mesh size and polynomial
order. For this reason all refinement indicators choose uniform refinement, be that
h GO-AMR (Figure 13a), p GO-AMR (Figure 13c) or hp GO-AMR (Figure 13e).
The results for test case 1b are shown in Figures 13b, 13d and 13f.
For hGO-AMR (Figure 13b), although using the local values of the originalDWR
error estimators gives the best convergence graphs for the non-corrected value of the
QoI, it does not give the best convergence graph for the corrected value. A plateau is
observed for this line (green) in Figure 13b. Better convergence graphs are obtained
for the low-order corrected quantity using |η1,l|, |η2,l| and the combination error
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Figure . Test case , adaptivity with corrections (n: no error correction, l: low order error correction).
(a) Test case a hGO-AMRwith corrections. (b) Test case b hGO-AMRwith corrections. (c) Test case a
p GO-AMR with corrections. (d) Test case b p GO-AMR with corrections. (e) Test case a hp GO-AMR
with corrections. (d) Test case b hp GO-AMR with corrections.
indicator. The plateau observed when the local error correction value is used as an
indicator is not observed for these error indicators, thereby reducing the error per
DoF significantly. The mesh iteration algorithm cuts off after a given number of
mesh iterations, which is why the graphs for the |η1,l| and |η2,l| error indicators are
cut short compared to the combination error indicator. The combination error indi-
cator results in a lower error in fewer mesh iterations.
For p GO-AMR (Figure 13d), in this particular test case, the local error correc-
tion values give a good convergence graph, they also exhibit the kink explained in
Section 4.1.1. In this test case, the combination error indicator removes the kink in
the non-corrected graph, though the slope between mesh iterations two and three
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is shallow (dark blue). The slope is improved in the low order corrected version
(pink). Use of |η1,l| or |η2,l| independently does not give the best convergence graph
for either the non-corrected or low-order corrected value.
For hp GO-AMR (Figure 13f), p refinement is chosen until the polynomial order
limit (p = 4). Beyond this it is difficult to compare the plots given by the different
error indicators, because the algorithm may have followed a p refinement curve if
the code was not limited to a fourth-order polynomial.
... Test case  - GO-AMRwith correction
This test case has already been shown to be challenging for the DD scheme using a
low number of cells in the mesh.
Figure 14a shows the h GO-AMR convergence graph of the QoI and DWR-
corrected QoI value of test case 2a. Although they give a worse convergence graph
than the original error indicator for the non-correctedQoI error, the error indicators
of Table 1 give the best convergence plots for the corrected QoI. The combination
error indicator is generally more conservative than η1,l and η2,l used indepen-
dently. Therefore, it tends to refine more cells at each mesh iteration. The same is
observed in Figure 14c for the p GO-AMR options and for the hp GO-AMR case
(Figure 14e).
The error correction is false at allmesh iterations for test case 2b (Figures 14b, 14d
and 14f). In this case, it seems that we must use the higher order adjoint to perform
the error correction.
... Test case  - GO-AMRwith correction
Figure 15 shows that the error indicators of Table 1 give better convergence graphs
for the corrected QoI value in all cases apart from hp-GO-AMR applied to test case
3b (Figure 15f). The convergence graph is less oscillatory for the combination error
indicator than for |η1,l| or |η2,l|. The new error indicators give superior performance
at the beginning of the plot in Figure 15f. Towards the end of the plot in Figure 15f,
the combination error indicator, |η1,l| and |η2,l| follow the same convergence pattern
as the plot given for when the error correction is used as an indicator, but with extra
intermediate points.
In test case 3b, in the h GO-AMR case (Figure 15b), the use of the locally cal-
culated error correction as an indicator for h GO-AMR results in a less accurate
corrected QoI value per DoF than if we were to combine error correction and uni-
form h refinement (Figure 10b). Using the combination error indicator removes this
issue.
For most cases, using the locally calculated error correction as an indicator
gives an equivalent or better convergence graph for the non-corrected QoI, as
expected. The exception to this is when p GO-AMR is applied to test case 3b in
Figure 15d.
JOURNAL OF COMPUTATIONAL AND THEORETICAL TRANSPORT 455
5. Conclusions and plans for future work
The aims of this paper were three-fold. The first aim was to use DWR error indica-
tors for driving h and hpGO-AMR. The second objective was to explore DWR error
correction of the QoI in combination with uniform refinement as an alternative way
of reducing the error in a QoI for a given number of DoF. The final objective was to
combine GO-AMR with DWR error correction of the functional.
The tests where GO-AMR was performed without error correction showed that
hp GO-AMR is superior to either h GO-AMR or p GO-AMR when there is no a
priori information about the shape of the solution. In challenging problems such as
the Reed benchmark (test case 2 in this work) it is best to use a higher order adjoint
solution in the calculations of the error indicator and merit function.
The DWR error correction was applied to the QoI for fixed source and Keff prob-
lems with uniform refinement. This resulted in a reduced error per DoF. Error cor-
rection of uniformly refined solutions is of use where adding GO-AMR capability
to legacy codes is non-trivial. The error correction strategy combined with uniform
refinement is an alternative way of improving the accuracy of an approximation to
a QoI for a given number of DoF. In particular, we note that the DWR corrected
approximation of the QoI is superconvergent with respect to uniform h refinement
for all test cases for which we have an analytical solution.
Error correction and GO-AMR (of h, p and hp type) were combined for fixed
source problems. It was shown that local magnitudes of the DWR error correction
term did not always result in an optimal mesh for the corrected value of the QoI.
Error indicators based on the error in the error correction term gave better results.
The ‘combination error indicator’ was the most robust in most cases. Test case 3b
was an example of a test case where the corrected value of the h GO-AMR curve
using local cell-values of the DWR error correction term as error indicators gave a
worse convergence graph than the uniform refinement graph with error correction.
The error indicators based on the error in the correction term gave an improved
convergence graph than that given by uniform refinement.
Future work could extend the combination of GO-AMR and error correction to
eigenvalue problems, extend the work to multi-dimensions, or try to include the
effects of the error introduced by the angular discretisation to the approximation of
a QoI. If this work is to be extended to multi-dimensions a study of the overhead
involved in the calculation of themerit functionwhen applying hpGO-AMR should
be conducted.
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