Mechanical based rigid registration of 3D objects: application to multimodal medical images by MALANDAIN (G.) et al.
Résumé
Lamise en correspondance d'objets 3D est un problème important dans le domaine
du traitement d'image. Il apparaît lorsque des données acquises par différents
capteurs, à des moments ou/et des instants différents doivent être fusionnées
. Si
l'on suppose que les objets à mettre en correspondance sont rigides, nous avons à
retrouver les paramètres d'une transformation rigide . Lorsque l'utilisation d'amers
ou de caractéristiques communes n'est pas possible pour résoudre cette tâche, une
méthode itérative peut être utilisée avec profit .
Cet article présente une méthode itérative générale pour la mise en correspondance
d'objets 3D . Son originalité réside dans ses fondements mécaniques : plutôt que de
minimiser une énergie potentielle par rapport aux paramètres de la transformation
rigide, qui est l'approche classique, nous étudions le mouvement d'un objet rigide,
c'est-à-dire un solide, dans un champ de potentiel . Cette approche particulière
prend en compte l'énergie cinétique du solide, ce qui permet de «sauter» certains
maxima locaux de l'énergie potentielle et donc d'en éviter certains minima locaux .
Nous montrons que notre approche, si l'on considère l'énergie cinétique toujours
nulle, est équivalente à une méthode de descente de gradient, l'introduction de
la vitesse permet donc d'en accélérer la convergence . En outre, nous montrons
que notre méthode se laisse moins facilement «piéger» par les minima locaux de
l'énergie que les méthodes classiques de minimisation
.
L'article est illustré par l'application de la méthode au recalage d'images médicales
réelles, où nous utilisons la totalité du volume segmenté
.
Mots clés : imagerie médicale, fusion de données, mécanique des solides, mise
en correspondance d'images, minimisation d'énergie potentielle
1 . Introduction
Les images tridimensionnelles (3D) sont de plus en plus courantes
dans le domaine de l'imagerie médicale : elles sont par exemple
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Abstract
The registration of 3-D objects is an important problem in computer vision and
especially in medical imaging. It arises when data acquired by different sensors
and/or at different times have to be fused. Under the basic assumption that the
objects to be registered are rigid, the problem is to recover the six parameters of
a rigid transformation
. If landmarks or common characteristics are not available,
the problem has to be solved by an iterative method. However such methods are
inevitably attracted to local minima. This paper presents a novel iterative method
designed for the rigid registration of 3-D objects . Its originality lies in its physical
basis : instead of minimizing an energy function with respect to the parameters of
the rigid transformation (the classical approach) the minimization is achieved by
studying the motion of a rigid object in a potential field. In particular we consider
the kinetic energy of the solid during the registration process, which allows it
to "jump over" some local maxima of the potential energy and so avoid some
local minima of that energy. We present extensive experimental results on real 3-D
medical images. In that particular application, we perform the matching process
with the whole segmented volumes .
Key words : medical imaging, data fusion, solid mechanics, image matching,
potential energy minimization
produites par scanner X, résonance magnétique (IRM), tomogra-
phie par émission de positron (TEP), tomographie par émission
d'un seul photon (SPECT) et, plus récemment, par échographie .
Les deux premières modalités, ainsi que l'échographie, donnent
l'anatomie de la partie du corps étudiée, alors que les deux autres
rendent compte de son fonctionnement .
Pour suivre et quantifier l'évolution d'une pathologie, ou pour
localiser le site d'un métabolisme particulier, il est alors néces-
saire de savoir comparer et/ou combiner plusieurs images 3D
de la même partie du corps . Cependant, comme la position du
patient n'est en général jamais connu par rapport à la machine
d'acquisition, des outils de recalage tridimensionnels aussi précis
et automatique que possible doivent être mis en oeuvre.
Dans ce but, certains auteurs ont proposés d'utiliser directement
l'intensité des points de l'image 3D : le recalage se fait alors en
maximisant un indice de similarité [27, 41], ou en minimisant
la variance de l'image quotient [42], ou encore en maximisant
un critère de recouvrement de régions [14] . Ces techniques
peuvent donner de bons résultats pour les images fonctionnelles
(TEP ou SPECT) mais sont rarement employées pour les autres
modalités. En outre, comme l'intensité des points de l'image n'est
évidemment pas invariante d'une modalité à l'autre, une première
segmentation est généralement nécessaire pour obtenir des amers .
Différents marqueurs externes (points fixes sur un cadre stéréo-
taxique ou sur un casque qui peuvent être vus dans plusieurs
modalités [11, 26, 39, 43, 45]) ou internes (des points anatomiques
particuliers, comme la bifurcation de vaisseaux sanguins [18]) ont
été largement étudiés. Après leur segmentation (et éventuellement
la construction d'une liste de points appariés), les paramètres de la
transformation rigide sont calculés par une méthode classique de
minimisation (par exemple les moindres carrés) . Chacune de ces
méthodes a ses propres inconvénients. Les marqueurs externes
demandent au patient de porter un cadre stéréotaxique entre les
deux acquisitions à comparer. En outre, la comparaison avec des
images plus anciennes n'est pas possible . Les marqueurs internes
nécessitent généralement une détection manuelle, dont la préci-
sion dépend de la résolution de l'image étudiée, et qui influe
sur le calcul des paramètres de la transformation . En outre, des
points particuliers comme la bifurcation de vaisseaux ne sont pas
aisément détectables dans des images de type fonctionnel . Cer-
tains types de marqueurs internes, issus de caractéristiques diffé-
rentielles comme les lignes de crêtes ou les points extrémaux [36,
38, 40], sont plus robustes par rapport au bruit, à la résolution et
aux variations anatomiques, mais ils ne peuvent être extraits que
dans des images de bonne qualité et de résolution suffisante .
Plutôt que de segmenter seulement quelques points particuliers
(comme ceux présentés ci-dessus), nous préférons nous intéresser
à une partie plus significative de l'image, comme un organe
complet (nos expérimentations utilisent le crâne ou le cerveau) .
Comme la segmentation d'une telle partie peut être imparfaite,
ou que l'organe considéré peut être tronqué dans l'image, nous
recherchons une procédure de recalage capables de prendre en
1 . Nous supposons qu'une telle procédure de segmentation peut toujours être
trouvée. Cette condition préliminaire est moins contraignante que de demander
au moins la segmentation parfaite d'une des deux images . De telles méthodes
de segmentation existent déjà pour le cerveau [ 6, 13, 20, 32] et pour d'autres
organes [7, 101 . Les méthodes de segmentation utilisées dans nos expérimentations
mettent en oeuvre des outils simples de morphologie mathématique [34, 35] .
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compte les occultations . Une première segmentation doit donc
fournir deux ensembles de points tels qu'une partie significative
du premier d'entre eux puisse être recalée rigidement avec une
partie du second 1 .
A cause des occultations possibles, une méthode globale de
recalage (utilisant les centres et les axes d'inertie par exemple [1])
ne peut pas être envisagée.
Plusieurs approches de recalage tolérant les occultations peuvent
être trouvées dans les domaines de la vision par ordinateur, de la
robotique [2, 3, 15] et également de l'imagerie médicale [16, 21,
25]. Toutefois, à cause du grand nombre de points fourni par la
segmentation classique d'une image 3D, des techniques comme
la prédiction-vérification, les tables de hachages géométriques ou
la transformée de Hough sont trop coûteuses. D'un autre côté,
les méthodes itératives utilisant des potentiels d'attraction [3, 5,
19, 21, 25, 28, 40, 41] sont potentiellement plus économiques, et
donc plus adaptées à notre problème .
Nous proposons dans cet article une nouvelle méthode de ce type .
Nous allons d'abord présenter ses fondements, qui proviennent
de la mécanique des solides, ensuite nous montrerons comment
les appliquer pour en déduire un algorithme de minimisation .
Nous aborderons succinctement une extension multi-échelles de
notre méthode, puis nous en ferons une étude comparative avec les
méthodes classiques : nous établirons d'une part le lien entre notre
approche et les dérivées de l'énergie (par rapport aux paramètres
de transformations) qui sont communément utilisées, et nous
montrerons d'autre part sa robustesse par rapport au minima
locaux à l'aide d'un exemple simple . Finalement, nous montrons
l'application de notre méthode au problème du recalage d'images
médicales mono ou multimodales .
2. Méthode
Nous proposons ici une méthode itérative générale pour la mise en
correspondance rigide de deux objets de forme quelconque . Nous
supposons que ces objets sont déjà connus (dans les applications
médicales, nous considérons qu'ils sont déjà segmentés) .
L'un des objets, que nous appellerons objet (ou solide) de référen-
ce par la suite et noté R, génère un champ de potentiel p : la mise
en correspondance rigide consiste alors à trouver le minimum
de potentiel pour le second objet, appelé objet (ou solide) en
mouvement et noté S .
Il existe déjà un certain nombre de méthodes qui minimisent
explicitement l'énergie potentielle par rapport aux paramètres de
transformation [3, 5, 8, 19, 21, 25, 28, 40, 44] .
L'originalité de notre approche consiste à utiliser les équations
du mouvement d'un solide dans un champ de potentiel, et donc à
introduire un aspect dynamique lors de la mise en correspondance .
Notre méthode est ensuite mise en oeuvre
1 . en discrétisant les équations du mouvement par un développe-
ment de Taylor ;
2. en diminuant l'énergie par paliers (au lieu d'une dissipation
énergique continue), ce qui nous évite d'avoir à régler un
coefficient de viscosité.
Le solide en mouvement S a un centre d'inertie G, une vitesse
linéaire V(G) et une vitesse angulaire c Y. La matrice d'inertie de
S, calculée en G, est notée J(G) . Nous supposons en outre qu'il
existe un potentiel p(P) en chaque point P de S. Les énergies
cinétique Ec et potentielle Ep du solide en mouvement S sont
données par :
Des rappels détaillés sur la mécanique des solides sont donnés en
appendice .
2.1 . POSITION D'UN SOLIDE : PARAMÈTRES DE
TRANSFORMATION
La position à l'instant t d'un solide S pendant son mouvement peut
être définie par la transformation rigide entre sa position initiale (à
l'instant t = 0) et sa position courante (à l'instant t), c'est-à-dire
par une matrice de rotation R et un vecteur de translation t . Nous
notons la position initiale du centre d'inertie de S par Go, et la
position courante par G(t) . De même, un point P(t) de S est lié
à sa position initiale Po par
t
	
= Go G(t)
G(t)P(t) = RGo Po
(3a)
(3b)
où O désigne le centre du repère des coordonnées .
La matrice d'inertie J de S à l'instant t (voir paragraphe A . 1) peut
être exprimée en fonction de la matrice d'inertie initiale Jo et de
la matrice de rotation par
= v(G) et = ,!(G)
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La différenciation de l'équation (3b) donne
V(P) - v(G) = R Go Po
En outre, la substitution de l'équation (3b) dans la loi de compo-
sition des vitesses (13) donne
v(P) = v(G) + W n R Go Po
En combinant ces deux dernières équations, nous pouvons relier
la dérivée de la matrice de rotation à elle-même et au vecteur
vitesse de rotation
R = X(w)R
où X(5) est l'opérateur matriciel correspondant au produit vec-
toriel par c:Y . En prenant en compte les résultats sur la dérivée de
R (paragraphes B .2 et B.3), nous relions le vecteur angulaire au
vecteur rotation (qui est une représentation minimale de la rota-
tion : la norme de ce vecteur est égale à l'angle de la rotation
tandis que sa direction est colinéaire à l'axe de la rotation) et à sa
dérivée par :
w = H(r)r (7)
où H(r) = I + g(e)X(r) + h(9)X(rr2 ,
avec 0 = IHi
1, g(B)
= 1-äso , et h(O) = 1-f(o) .
2.2 . ÉQUATIONS DU MOUVEMENT D'UN SOLIDE
Les équations du mouvement d'un solide s'obtiennent en écrivant
la relation fondamentale de la dynamique (15) en fonction des
paramètres de transformation . Pour cela, nous dérivons l'expres-
sion suivante, obtenue à partir des équations (14), (7) et (5)
où Ù(-)r est donné par (22) .
Q(G) = RJoRT H(r) r
Si la force totale et le moment des forces ne proviennent que du
champ de potentiel et d'un champ de viscosité (paragraphe A.3),
le système précédent devient
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Ce qui donne le système d'équations
Par la suite, la mention explicite du temps sera omise pour plus
de clarté. Les équations (3) sont équivalentes à
m(S)t =f
(8a)
X (H(r)r) J(G)H(r)r+
J(G)il(r)r:
+J(G)H(1)r = m(G) (8b)
OP =RGoPo+OGo+t (4)
Ec =
2
(m (S) v(G)2 + w.J(G)w) (1)
Ep =
I
p(P)dv(P)
Js
(2)
J = RJoRT (5)
M(S) (t+ pt) = fp
(9a)
En différentiant l'équation (3a), nous pouvons relier les dérivées
du vecteur translation à la vitesse et à l'accélération de G
(X (H(r)r) + pI) J(G)H(r)r
+J(G)H(r)r+ J(G)H(r)i = dip(G)
(9b)
2.3 . MINIMISATION DE L'ÉNERGIE
POTENTIELLE
Pour trouver un minimum de l'énergie potentielle Ep du solide
en mouvement S, nous discrétisons l'équation (8) par rapport au
temps, un petit pas de temps dt est choisi et nous itérons jusqu'à
ce que le système se stabilise .
2.3.1 . Champs de force et de potentiel
Nous supposons que le solide de référence R génère un champ de
potentiel p dont la valeur en un point P est
p(P) =
d(P,
R)2
2
où d(P, R) désigne la distance de P à son plus proche point dans
R . Le champ de distance d de R peut être pré-calculé en utilisant
les distances du chanfrein [4], et la valeur du champ de force en
P est donnée par -d(P, R)Vd(P, R) .
Nous pouvons également pré-calculer le champ de force au
lieu du champ de distance . Si le champ de distance est différ-
entiable, alors nous pouvons approximer son gradient par
-d(P, R)'1~d(P, R) = PQ. Ce dernier vecteur peut être calculé
avec des méthodes d' « euclidean mapping » [9] . La valeur du
champ de potentiel en P est alors donnée par : p(P) =
II	I1Z
Si le nombre de points de R n'est pas trop important, ces points
peuvent également être conservés dans une structure appropriée,
par exemple un « kd-tree » [30], qui permet un calcul efficace du
vecteur PQ.
2.3.2. Discrétisation des équations
La mise à jour des paramètres de transformation se fait par un
développement de Taylor, ce qui nous donne pour les paramètres
eux-mêmes
où tt et rt sont donnés par les équations (8) . L'évolution des
premières dérivées de ces mêmes paramètres est donnée par
tt+dt
	
ft + tt
rt+dt ^~ itt + rt
tt+dt
rt+dt
rt
2
• tt
z
dt 2
• rt
2
• ttdt
• rtdt
544 Traitement du Signal 1994 - Volume 11 - n° 6
usion de données
Mise en correspondance d'objets 3D par une approche mécanique
Les valeurs initiales des premières dérivées sont choisies nulles
to=ro=0
.
2.3.3. Dissipation de l'énergie
Pour assurer la convergence de la minimisation de potentiel, un
terme de dissipation d'énergie peut être ajouté aux équations du
mouvement (9) . Le problème est alors de choisir la viscosité n .
Elle peut être choisie constante ou dépendant du temps : par
exemple, petite au début et grande à la fin [33] .
Au lieu d'introduire une viscosité (considérons maintenant les
équations (9) avec n = 0), nous utilisons un algorithme de mi-
nimisation qui diminue brutalement l'énergie à certains instants,
en annulant les premières dérivées temporelles des paramètres de
transformation (c'est-à-dire l'énergie cinétique) : voir figure 1 .
Les instants où nous diminuons brutalement l'énergie sont ceux
qui définissent un minimum local de l'énergie potentielle, qui
peut être le premier minimum de potentiel détecté (figure 2 ; ce
minimum n'est pas forcément le premier minimum de l'énergie
potentielle, voir figure 8) ou non (figure 3) . Effectivement, le
premier minimum de potentiel détecté n'est pas forcément le
minimum global, c'est-à-dire la bonne position de recalage .
Poursuivre le mouvement plus loin que ce premier minimum
permet de mieux éviter les minima locaux .
1 . à la k ème itération, nous considérons le solide S étudié
comme étant immobile (en lui imposant une vitesse et un
moment cinétique nuls) ;
2. nous recherchons une nouvelle transformation qui donne
la (k + 1)è" position de S tout en minimisant son énergie
potentielle
(a) si la transformation trouvée est la même que celle
donnant la
kème
position (l'énergie potentielle n'a pas
pu être minimisée), nous allons nous intéresser à des
déplacements plus petits en diminuant la valeur de dt ;
si dt devient trop petit, nous arrêtons l'algorithme ;
(b) sinon nous retournons à l'étape 1 avec la nouvelle
position de S ou la nouvelle valeur de dt .
Figure 1 . - Algorithme de minimisation.
Les deux heuristiques précédentes sont adaptées si l'objet en
mouvement S est un sous-ensemble (dans la position de recalage)
du solide de référence R . Cependant, comme des occultations
ou des erreurs dans le prétraitement des images (c'est-à-dire la
segmentation) peuvent intervenir, nous présentons dans la figure 4
une version modifiée de l'heuristique de la figure 2 qui peut rejeter
des points aberrants : les points « trop éloignés » de l'objet de
référence R sont écartés lors du calcul de la force et du moment .
Nous diposons maintenant de trois heuristiques de recherche
d'une transformation minimisant l'énergie potentielle (figures 2,
3 et 4) ainsi que d'un algorithme (figure 1) pouvant les utiliser. Dès
lors, tous les choix sont possibles pour utiliser ces heuristiques
au sein de l'algorithme, toutefois nous préconisons la démarche
suivante
1 . à l'instant t, calculer la force totale i et le moment m(G)
qui s'appliquent sur le solide S ;
2. calculer ensuite les paramètres de la transformation qui
permettent d'atteindre la nouvelle position du solide à
l'instant t + dt et mettre à jour leurs premières dérivées ;
3. comparer les énergies potentielles Ep aux instants t et
t+dt :
(a) si Ep (t+dt) < Ep (t), le mouvement se dirige toujours
vers un minimum, retourner à l'étape 1 avec t = t + dt
(b) si Ep(t + dt) > Ep(t), un minimum local de l'é-
nergie vient d'être passé ; la transformation recherchée
est donc celle qui a permis d'atteindre la position à
l'instant t .
Figure 2.- Recherche d'une transformation minimisant localement l'énergie
potentielle grâce à l'étude du mouvement d'un solide . La recherche s'arrête
au premier minimum d'énergie potentielle détecté.
1. à l'instant t, calculer la force totale fet le moment m(G)
qui s'appliquent sur le solide S ;
2. calculer ensuite les paramètres de la transformation qui
permettent d'atteindre la nouvelle position du solide à
l'instant t + dt et mettre à jour leurs premières dérivées ;
3. nous comparons les énergies potentielles Ep aux instants
t-dt,tett+dt :
(a) si Ep (t) est un minimum local d'énergie potentielle,
i. si un premier minimum avait déjà été trouvé, on garde
la position donnant la plus petite énergie potentielle ;
ii . sinon on conserve le minimum trouvé comme mini-
mum a priori;
(b) sinon nous laissons le mouvement continuer librement ;
4. la condition d'arrêt est un peu plus délicate que celle,
simple, mis en ceuvre dans l'heuristique de la figure 2 : cette
heuristique s'arrête après un « certain temps » qui peut soit
être une constante (par exemple 25 dt), soit dépendre du
temps mis pour atteindre le premier minimum (si celui-
ci existe et a été atteint à t,,,,in , le temps passé dans
l'heuristique ne doit pas excéder 6 t,,,,in par exemple) .
Figure 3. - Recherche d'une transformation minimisant l'énergie potentielle
grâce à l'étude du mouvement d'un solide. La recherche ne s'arrête pas au
premier minimum d'énergie potentielle détecté .
1 . éventuellement (si la position initiale est très éloignée du
minimum), utiliser l'heuristique présentée figure 3 pendant
quelques itérations (3 par exemple) ;
2. utiliser l'heuristique présentée figure 2 jusqu'à convergence ;
3. éventuellement, pour corriger un déplacement dû à une occul-
tation, utiliser l'heuristique présentée figure 4 jusqu'à conver-
gence .
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1 . à l'instant t, calculer un seuil à partir de l'histogramme
des distances entre le solide en mouvement S et l'objet
de référence R ; la force totale f et le moment m- (G) qui
s'appliquent sur le solide S sont calculés à partir des points
dont la distance à R est inférieure à ce seuil .
2. étape identique à celle de la figure 2 ;
3. étape identique à celle de la figure 2 .
Figure 4. - Recherche d'une transformation minimisant l'énergie potentielle
grâce à l'étude du mouvement d'un solide . La recherche s'arrête au premier
minimum d'énergie potentielle détecté, mais tous les points ne sont pas pris
en compte .
3. Un exemple synthétique
Nous allons illustrer certains résultats avec un exemple
synthétique comportant des minima locaux .
3.0.4 . Description du test
Considérons deux objets à recaler, formés chacun de trois points
alignés régulièrement espacés : M = {-d, 0, d} et S(x) _
{-d + x, x, d + x}, avec d $ 0 . Nous ne considérons qu'un
seul degré de liberté, une translation selon l'axe des trois points,
x. Nous obtenons une courbe d'énergie potentielle en fonction
de x présentée figure 6 : il y a un minimum global pour x = 0,
deux minima locaux pour x E {-0.66d, 0 .66d} (voir figure 7) et
deux maxima locaux (Ep = 0.375 d2) pour x E {-0 .5d, 0.5d}
qui correspondent à des discontinuités de la dérivée de l'énergie
potentielle .
À cause de la symétrie de l'exemple, nous ne considérerons plus
que le cas x < 0 par la suite . Considérons maintenant une position
initiale xo
- si -0.5d < xo < 0, l'objet S(xo) se trouve dans la cuvette de
potentiel du minimum global, ce minimum est trouvé par toute
méthode de minimisation ;
- l'énergie du maximum local Ep(-0.5d) = 0 .375 d2 est aussi
atteinte pour x e {-5/6d, 5/6d} : donc si -5/6d < xo <
-0.5d, l'énergie Ep(xo) est inférieure à celle du maximum
local, l'objet S(xo) se trouve dans la cuvette de potentiel
du minimum local à -0.66d : en général, les méthodes de
minimisation sont piégées par ce minimum ;
- discutons maintenant le cas xo < -5/6d : l'énergie potentielle
Ep (xo) est plus importante que celle du maximum local mais
le plus proche minimum est un minimum local.
3.0.5. Sensibilitépar rapport aux minima locaux
Nous avons comparé les méthodes de minimisation suivantes
minimisation aux moindres carrés [3], minimisation par descente
de gradient [31], un autre type de descente (où l'évolution est
Traitement du Signal 1994 - Volume 11 - n ° 6
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donnée par l'opposé de l'inverse du hessien que multiplie le
gradient) [31], la méthode de Levenberg-Marquardt [21] et notre
approche, soit avec l'heuristique présentée figure 2, soit avec
l'heuristique présentée figure 3 .
Nous avons testé plusieurs intervalles de positions initiales (par
exemple 4167 positions initiales de -5d à -5/6d avec un pas
de 0.001d, ou 9167 positions initiales de -10d à -5/6d avec
le même pas) . Les quatre méthodes classiques de minimisation
sont toujours « piégées » par le plus proche minimum local, ce
qui correspond à notre attente, tandis que notre méthode trouve le
minimum global avec un pourcentage élevé de réussite (tableaux 1
et 2) .
Ce résultat provient du fait que les autres méthodes ne considèrent
que l'énergie potentielle et sont alors piégées par le premier mini-
mum de cette énergie . Notre méthode, au contraire, considère les
deux énergies potentielle et cinétique : l'énergie totale peut donc
être supérieure au maximum local d'énergie, et le mouvement
peut dépasser ce maximum . Ceci est illustré par la figure 8 .
L'utilisation d'une heuristique ne s'arrêtant pas au premier mini-
mum de potentiel détecté améliore nettement les résultats comme
le montre la comparaison des tableaux 1 et 2 .
Cependant, le taux d'échec n'est toujours pas nul, nous remar-
quons que
1 . Comme toute autre méthode itérative, le résultat dépend de la
position initiale .
2. Toute méthode itérative demande le réglage d'un certain nom-
bre de paramètres . Nous devons fixer la valeur initiale de dt .
Dans ce test, ainsi que dans nos expérimentations pratiques,
nous fixons cette valeur à 1, bien que le développement de
Taylor ne soit valable que pour des petites valeurs de dt .
- Donner à dt une grande valeur permet d'accroître artificielle-
ment l'énergie cinétique du solide en mouvement : cela
permet non seulement de mieux éviter les minima locaux
(comparer les figures 8 et 9) mais encore de « sortir » d'une
cuvette de potentiel, c'est-à-dire d'échapper à un minimum
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Tableau 1. - Taux de réussite pour l'algorithme de la figure 1 utilisant la seule heuristique de la figure 2, avec dt = 1 .
Tableau 2. - Taux de réussite pour l'algorithme de la figure 1 utilisant la seule heuristique de la figure
3, avec dt = 1 .
local (l'intervalle de la première colonne des tableaux 1 et 2
se situe dans la cuvette de potentiel, cependant l'heuristique
de la figure 3 trouve le minimum global avec un taux de
réussite appréciable) .
Toutefois, donner à dt une grande valeur peut provoquer des
déplacements trop grands dans le voisinage du minimum
global et celui-ci peut être manqué .
4. Résultats expérimentaux
Nous présentons des résultats mettant en oeuvre des images
médicales (mono ou multimodales), toutefois il est clair que notre
méthode peut se substituer à n'importe laquelle des méthodes de
mise en correspondance rigide existantes, et donc que d'autres
types d'expérimentation sont envisageables .
Nos résultats sont tous obtenus avec un intervalle de temps dt
initial de 1 ; dans l'étape 2a de l'algorithme de minimisation
(figure 1), nous diminuons la valeur de dt en la divisant par 2
et nous arrêtons l'algorithme si dt devient plus petit que 0 .1 .
La segmentation du cerveau dans les images IRM se fait avec des
outils de morphologie mathématiques [6, 22]. Dans les images
métaboliques, elle se fait par un simple seuillage. Pour la mise en
correspondance, tous les points du volume segmenté sont utilisés .
4.1 . RECALAGE MONOMODALITÉ IRM-1"
Cet exemple illustre le problème du suivi temporel d'un même
patient (ici atteint de sclérose en plaques) .
Nous avons deux images IRM représentant donc la tête du même
patient, prises à quelques mois d'intervalle, comprenant respec-
tivement 54 et 51 coupes de 256x256 voxels . La taille d'un voxel
est de 0.94x0.94x3 mm3 . Les cerveaux des deux images sont
Intervalle [-5/6d,-0 .5d] [-5d,-5/6d] [-10d,-5/6d] [-lld, -10d] [-20d,-10d]
Pas d'étude 0.001d 0.001d 0.001d 0.001d 0.001d
Nombre d'essais 334 4167 9167 1000 10000
Essais réussis 0 3552 7829 1000 8553
Taux de réussite 0.00% 85 .24% 85 .40% 100.00% 85 .53%
Intervalle [-5/6d,-0 .5d] [-5d,-5/6d] [-10d,-5/6d] [-lld, -10d] [-20d,-10d]
Pas d'étude 0.001d 0.001d 0.001d 0.001d 0.001d
Nombre d'essais 334 4167 9167 1000 10000
Essais réussis 330 4159 9158 1000 9983
Taux de réussite 98.80% 99.80% 99.90% 100.00% 99.83%
facilement segmentables par morphologie mathématique [22] .
Nous avons ensuite recalé rigidement les deux cerveaux seg-
mentés, puis nous avons rééchantillonné l'une des images par rap-
port à l'autre pour les comparer . La figure 10 présente des coupes
axiales (originales) de ces images, la figure 11 des coupes sagit-
tales et la figure 12 des coupes coronales . Dans ces deux dernières
figures, les coupes présentées semblent floues car elles ont été
rééchantillonnée avant présentation pour compenser l'anisotropie
des données .
4.2. RECALAGE MULTIMODALITÉ IRM-TEP
Cet exemple illustre le problème du recalage multimodalité .
Nous avons une image IRM d'une tête de 120 coupes sagit-
tales de 256x256 voxels, chaque voxel ayant une taille de
1 .3x1.3x1 .3 mm3, sans distance intercoupes . Comme précédem-
ment, le cerveau se segmente facilement avec des outils de mor-
phologie mathématique 3D [17, 221 .
Nous avons également une image TEP du même cerveau, compor-
tant seulement 7 coupes axiales de 256x256 voxels, chaque voxel
ayant une taille de 1xlx9 mm3 , deux coupes successives étant de
plus séparées par 3 mm (ce qui revient à dire que les centres de
deux coupes successives sont espacés de 12 mm) . Comme ce type
d'imagerie rend compte du métabolisme du cerveau, celui-ci est
facilement segmentable par un simple seuillage.
Nous présentons la superposition des 7 coupes du cerveau TEP
sur les coupes du cerveau IRM dans la figure 13 : nous retrouvons
bien l'orientation typique des coupes TEP (selon l'axe orbito-
méatal, c'est-à-dire allant de l'ceil au creux de l'oreille) due au
protocole d'acquisition de cette modalité .
Ensuite nous avons interpolé les coupes IRM correspondant aux
coupes TEP et extrait les contours de ces nouvelles coupes IRM
pour les superposer aux coupes TEP (figure 14) . Cette dernière
figure présente donc la fusion d'informations anatomiques et
métaboliques .
4.3 . RECALAGE MULTIMODALITÉ IRM-SPECT
La modalité fonctionnelle présentée précédemment (TEP) est
encore une modalité peu répandue . Cliniquement, les images
fonctionnelles sont plutôt obtenues à l'aide de la modalité SPECT,
dont la qualité est moindre .
Nous présentons dans ce dernier paragraphe des résultats obtenus
avec des images plus proches de la réalité clinique .
Nous avons une image IRM d'une tête de 12 coupes sagit-
tales de 256x256 voxels, chaque voxel ayant une taille de
1.033x1 .033x10 mm3 , deux coupes successives étant de plus
séparées par 2 mm . Comme précédemment, le cerveau se seg-
mente facilement avec des outils de morphologie mathématique .
Comme l'anisotropie des données est très prononcée, nous avons
usion de données
Mise en correspondance d'objets 3D par une approche mécanique
simplement utilisé une méthode 2D pour chacune des coupes
plutôt qu'une méthode 3D pour toute l'image .
Nous avons également une image SPECT du même cerveau,
de 64 coupes de 64x64 voxels, chaque voxel ayant une taille
de 3 .2x3.2x6.4 mm3 . Ce type d'imagerie rendant compte du
métabolisme du cerveau, celui-ci est facilement segmentable par
un simple seuillage .
Après recalage, nous avons interpolé les coupes SPECT corres-
pondant aux coupes IRM, et extrait les contours de ces coupes
IRM pour les superposer aux coupes SPECT interpolées (figu-
re 15) .
5. Autres potentialités de l'algorithme
de recalage
5.1 . RÉÉCHANTILLONNAGE DU SOLIDE
EN MOUVEMENT S
Dans nos expérimentations sur des images médicales, la position
initiale donnée par la géométrie d'acquisition (supposée connue)
a toujours été suffisante pour recaler ces images . Cependant, dans
d'autres applications, une telle position initiale peut ne pas être
connue. Plusieurs positions initiales doivent être alors testées, et
il devient important de réduire le coût algorithmique du processus
de mise en correspondance, tout en conservant une bonne qualité
de recalage .
Ce coût algorithmique est directement lié au nombre de points
de l'objet en mouvement S à cause du calcul de la force et du
moment (voir paragraphe A.3) . Pour cela, nous rééchantillonnons
l'objet en mouvement, et éventuellement (dans le cadre d'une
approche hiérarchique) l'objet de référence (ou son champ de
distance associé) [12] .
5.1.1 . Rééchantillonnage uniforme
Nous considérons un bloc de b., .by .b,z voxels de l'image orig-
inale afin de créer un nouveau voxel du solide en mouvement
rééchantillonné . Les changements de résolution selon chacun des
axes peuvent être différents .
Comme S est un solide, un volume élémentaire est attaché à un
chacun de ses points . Ce volume élémentaire est lié à la masse
élémentaire du point par la densité p . Nous devons prendre garde
de conserver au mieux les caractéristiques inertielles du solide
son volume (i .e. sa masse), son centre d'inertie, et sa matrice
d'inertie . Pour cela, nous attribuons au nouveau voxel (le bloc de
b,, .by.b z voxels) un volume égal à la somme des volumes des
points de S qui le composent .
Toutefois, ce rééchantillonnage ne conserve pas le centre d'inertie
du solide : le centre d'inertie de quelques points dans un bloc de
b,.b9.b z points ne se trouve généralement pas au centre du bloc .
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Pour cette raison, l'opération de rééchantillonnage ne transforme
pas l'image originale en une autre image (un sous-ensemble de
7Z
3 ) mais en une liste de points avec des coordonnées réelles
(les coordonnées du centre d'inertie des points du bloc) associés
à un volume . Ainsi, le volume total et le centre d'inertie de
l'image originale sont également ceux de la liste des points
rééchantillonnés .
Malheureusement, la matrice d'inertie des nouveaux points ainsi
formés n'est plus égale à celle du solide initial S . Cependant,
comme nous devons examiner l'ensemble des points de l'image
originale pour construire ces nouveaux points, nous pouvons
calculer en même temps la matrice d'inertie de S et l'utiliser
comme matrice d'inertie du solide formé par les nouveaux points .
Ainsi, nous avons préservé les caractéristiques inertielles du solide
initial . Les résultats d'un tel rééchantillonnage, appliqué à l'image
binaire de la figure 16, sont présentés dans la figure 17 .
5.1.2 . Rééchantillonnage de type octree
Dans la méthode de rééchantillonnage présentée auparavant, la
précision de la mise en correspondance décroit avec l'augmenta-
tion de la taille des blocs : ceci est dû au changement de géométrie
de l'objet lors du rééchantillonnage .
En fait, un rééchantillonnage adapté, qui préserve au mieux
la géométrie de l'objet initial, est préférable . Cette méthode
transforme un bloc de b, .by .b, z points en un nouveau point si
et seulement si le bloc est inclus dans l'objet en mouvement,
sinon le bloc est divisé en huit sous-blocs (ou quatre pour un
rééchantillonnage de type quadtree) et chacun de ces huit sous-
blocs est examiné de la même façon .
Ainsi, nous préservons une bonne qualité de mise en correspon-
dance en conservant un grand nombre de points sur le bord de
l'objet. Les résultats d'un tel rééchantillonnage, appliqué à l'im-
age binaire de la figure 16, sont présentés dans la figure 18 .
5.1.3. Rééchantillonnage de type kd-tree
Nous pouvons encore diminuer le nombre de points obtenu par
la dernière méthode, en changeant la subdivision d'un bloc . Au
lieu de le diviser en huit (ou en quatre) sous-blocs, nous le
divisons seulement en deux selon une direction (et ensuite les
sous-blocs seront divisés en deux selon la direction suivante) . Les
résultats d'un tel rééchantillonnage, appliqué à l'image binaire de
la figure 16, sont présentés dans la figure 19 .
Ces deux dernières méthodes de rééchantillonnage adapté du
solide en mouvement donnent globalement les mêmes résultats
que l'utilisation du solide original .
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5.2 . RÉÉCHANTILLONNAGE DU SOLIDE
DE RÉFÉRENCE R
Une approche hiérarchique nécessite de rééchantillonner à la fois
le solide en mouvement et le solide de référence . Nous avons déjà
présenté un rééchantillonnage uniforme du solide en mouvement
dans le paragraphe 5 .1 .1 . Un rééchantillonnage uniforme du solide
de référence peut être effectué
- en rééchantillonnant l'image binaire originale contenant l'objet
de référence : un voxel de l'image rééchantillonnée (c'est-à-dire
un bloc de b., .by.bz voxels de l'image originale) appartient à
l'objet de référence rééchantillonné si au moins un des b 5.by.b,z
voxels appartient à l'objet de référence original . Cette approche
est préconisée par Borgefors [5] qui affirme que le sous-
échantillonnage de la carte des distances ne préserve pas le
minimum du potentiel (elle considère un sous-échantillonnage
par moyennage) . Toutefois, elle nécessite de calculer un champ
de distance pour chaque niveau de rééchantillonnage .
- en rééchantillonnant directement la carte de distance de l'objet
de référence original. Plutôt que de moyenner les distances dans
un bloc de b, .by.b,z voxels, nous considérons le minimum des
distances dans ce bloc : ceci nous donne la distance minimun de
ce bloc au plus proche point du solide de référence . Ainsi, une
seule carte de distance (au niveau le plus fin) doit être c,'iculée
et les autres cartes de distance s'en déduisent .
Remarquons pour conclure qu'il existe d'autres approches qui
fournissent une carte de distance adaptée, plus détaillée au voisi-
nage du solide de référence qu'au loin (les octree-splines, [21 ]) .
5.3 . MINIMISATION PAR POTENTIELS
DIFFÉRENCIÉS
L'avantage des méthodes itératives, dont fait partie celle présen-
tée ici, est qu'elles ne nécessitent pas une correspondance point
à point entre les deux objets à recaler . Cependant, dans ces ob-
jets, des parties caractéristiques communes peuvent souvent être
identifiées : elles peuvent être de nature topologique (comme les
lignes de jonction entre surfaces [23]) ou géométriques (comme
les lignes de crête [37]) .
Les points des deux objets à recaler sont donc d'abord classés
selon un type. Un champ de potentiel est associé à chacun des
types présent dans le solide de référence, et les points du solide en
mouvement ne sont alors « attirés » que par les points de même
type du solide de référence .
Cette dernière amélioration, lorsqu'elle est possible, permet d'ac-
croître d'une part la précision de la mise en correspondance et
d'autre part la robustesse vis-à-vis des minima locaux [12] .
6. Qualité de la mise en correspondance
Le problème est le suivant : comment mesurer la précision du
recalage, en sachant que nous ne disposons pas d'une correspon-
dance point à point?
Si certains amers sont disponibles pour recaler les deux images,
on peut d'abord les extraire, puis les mettre en correspondance
pour obtenir une transformation rigide et une erreur associée (due
à l'acquisition, à la segmentation et à la méthode de mise en
correspondance) : la précision de la méthode testée ne peut pas
être estimée en dessous de cette erreur .
Au lieu d'amers (devant être segmentés), on peut utiliser un al-
gorithme de recalage de référence ne nécessitant aucune segmen-
tation et où l'erreur finale est connue [29, 361 : l'algorithme ici
cité utilise les points extrémaux, mais n'est utilisable que pour
des images de même modalité et de bonne résolution, comme
celles présentées dans le paragraphe 4 .1 . Sur de telles données,
notre méthode donne les mêmes résultats que celle des points
extrémaux (avec des différences inférieures au millimètre pour la
translation et au degré pour la rotation) : les images rééchantil-
lonnées après recalage sont visuellement indifférenciables .
Une autre façon d'estimer la précision de la mise en correspon-
dance est d'appliquer une transformation rigide connue à un objet
connu et d'essayer de retrouver cette transformation en recalant
le premier objet avec son transformé. Nous avons déjà réalisé
une telle étude avec un objet synthétique [241 . Nous retrouvons
la transformation cherchée avec une précision inférieure au voxel
pour la translation et au degré pour la rotation, pour des angles
initiaux inférieurs à 30 degrés (pour des angles plus grands, des
erreurs apparaissent parfois) . Toutefois, cette méthode est dépen-
dante de l'objet utilisé, et les résultats obtenus sont difficilement
extrapolables à d'autres objets .
Ces premières études, comme les résultats expérimentaux, mon-
trent la qualité de la mise en correspondance obtenue dans le cadre
des images monomodales . Dans le cadre des images médicales
multimodales, des études sont en cours, qui montrent la stabilité
et la reproductibilité des résultats obtenus : la position de recalage
est obtenue par une première mise en correspondance, puis l'al-
gorithme est relancé avec des positions initiales choisies autour
de cette position de référence, qui est alors retrouvée avec une
bonne précision (pas de différence visuelle) . Cependant, la préci-
sion intrinsèque de la méthode pour ce type d'images est difficile
à estimer.
7. Conclusion
Nous avons présenté un nouvel algorithme de mise en correspon-
dance rigide tridimensionnelle, qui appartient à la classe des mé-
thodes itératives de minimisation d'une énergie .
usion de données
Mise en correspondance d'objets 3D par une approche mécanique
Son originalité réside dans sa formulation qui est dérivée de la
mécanique des solides, plutôt que de la dérivation explicite de
l'énergie à minimiser.
Son avantage principal est alors de pouvoir tenir compte d'une
énergie cinétique, grâce à l'introduction de la vitesse, qui donne
à notre algorithme une plus grande robustesse par rapport aux
minima locaux .
Nous avons montré son application au cas de la mise en corres-
pondance d'images médicales mono ou multimodales où nous
utilisons la totalité des volumes segmentés . Toutefois il peut être
appliqué à tout problème nécessitant un recalage rigide (2D ou
3D). Ces résultats prouvent son efficacité et sa précision .
Cependant certains points restent à approfondir : d'une part, notre
algorithme peut encore être piégé par un minimum local (voir
paragraphe 3) et cela demande à être étudié, d'autre part il reste
à formuler explicitement l'erreur restante sur les paramètres de
transformation après recalage .
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A Éléments de mécanique du solide
A.1 CENTRE ET MATRICE D'INERTIE
Nous considérons un solide S. Nous attribuons à chaque point
P de ce solide un volume élémentaire dv(P) et une masse
volumique p(P), la masse élémentaire attachée à ce point P est
alors dm(P) = o(P)dv(P) . Par la suite, nous supposerons que
la masse volumique de S est constante et égale à p .
Par définition d'un solide, la distance entre deux points quel-
conques du solide, la densité et le volume élémentaire attachés
à chaque point du solide sont invariants au cours du temps . Un
solide est alors décrit en partie par son centre d'inertie et sa matrice
d'inertie .
Les coordonnées du centre d'inertie G d'un solide S se calculent
par
IPES
P dm(P) = m(S) G avec m(S) =
f
dm(P)
	
PES
où m(S) est la masse totale du solide S .
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La matrice d'inertie J du solide S se calcule par rapport à un point
donné Q . Si (x, y, z) sont les coordonnées du vecteur QP dans
une base orthonormale (X, Y, Z), nous avons
J(Q) _
fy2
+z
2)dm(P) -
J
xydm(P)
PE/S'
	
PEs
-
J
xy dm(P)
J z2
+x2 ) dm(P)
PES PE
-
J
zx dm(P) - yz dm(P)
PES PES
Les trois termes diagonaux de cette matrice sont appelés les
moments d'inertie alors que les trois autres termes sont appelés
les produits d'inertie . Les vecteurs propres de la matrice d'inertie
sont les axes d'inertie du solide S et les valeurs propres associées
les moments principaux d'inertie .
Connaissant la matrice d'inertie du solide en un point Q, nous
sommes alors capables de la calculer pour tout autre point de ce
solide grâce au théorème d'Huyghens généralisé
Cette matrice est celle de l'application linéaire suivante (û désigne
un vecteur et A le produit vectoriel)
ti
J' (Q>
f
Q A (ii A Q) dm(P)
JS
J(Q) = J(G) + J(Q, {G, m(S)})
où J(Q, {G, m(S) }) désigne la matrice d'inertie en Q d'un solide
ponctuel en G avec une masse m(S) .
A.2 ÉLÉMENTS DE CINÉTIQUE
Considérons un point P d'un solide S . Ce point a une vitesse
v(P) et une accélération y(P) qui sont définies par
V(P) = P 'y(P) = P
où . et " représentent respectivement les dérivées premières et
secondes par rapport au temps .
A.2.1 Vitesses
En dérivant l'équation 12, nous obtenons la vitesse du centre
d'inertie
m(S)v(G) =
f
v(P) dm(P)
PES
-
J
zx dm(P)
PES
- 1 z dm(P)
PES
x 2 +y2 ) dm(P)
1'(1El
Soit (w, v(Q)) le torseur distributeur des vitesses de S en Q (w
est le vecteur vitesse de rotation du solide S), et P un point de S .
D'après la loi de composition des vitesses, nous avons
V(P) = v(Q) + w A QP
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En particulier, nous obtenons pour Q = G
V(P) = V(G) + w" A GP dP E S (13)
Le moment cinétique du solide S en un point Q est défini par
d (Q)
=
IPES
QP A v(P) dm(P)
L'expression générale du moment cinétique est plutôt complexe,
mais elle se simplifie si le moment cinétique est exprimé par rap-
port au centre d'inertie G du solide (en utilisant l'équation (13))
L'énergie cinétique Ec de S est
Ec =
2
(m(S) v(G)2 + w.J(G)w)
A.2.2 Accélérations
En dérivant deux fois l'équation (12), nous obtenons l'accéléra-
tion du centre d'inertie
Q(G) = J(G)w (14)
m(S)y(G) _
1PES
dm(P)
Le moment dynamique du solide S en un point Q est défini par
6(Q) =
IPES
QP A %(P) dm(P)
Nous donnons maintenant l'expression du moment dynamique
de S par rapport au centre d'inertie G (comme pour le mo-
ment cinétique, son expression générale est plutôt compliquée, et
l'égalité ci-dessous est généralement fausse si les moments sont
exprimés par rapport à un autre point que le centre d'inertie)
6(G)
= Q(G)
A.3 FORCE ET MOMENT
A.3.1 Champ de force dérivant d'un champ de potentiel
Tout champ depotentiel p génère un champ de force de la forme
-Ôp(P) où 17 est l'opérateur gradient . Nous pouvons alors
définir la force totale fp etle moment des forces mp , dus au champ
de force, agissant sur S par
fp =
mp(Q) _
f
(- '~p(P)) dv(P)
QP A (-~p(P)) dv(P)
A.3.2 Champ de viscosité
Une dissipation d'énergie peut facilement être introduite en
ajoutant un terme de viscosité . Soit c la constante de viscosité, le
champ de force de viscosité est alors -,cv(P) . La force totale f„
et le moment m„ dus à la viscosité sont
B Rotation
-m(S)pv(G)
m„ (G)
= - p 6(G)
A.3.3 Relation fondamentale de la dynamique
f
La relation fondamentale de la dynamique (également connue
comme lois de Newton et d'Euler) établit l'égalité entre, d'une
part la force totale et l'accélération du centre d'inertie (multipliée
par la masse du solide) et, d'autre part, le moment des forces et
le moment dynamique
f
	
= m(S) 5(G)
m(Q) = b(Q)
(15a)
(15b)
Nous rappelions ici quelques propriétés des rotations (voir [2]
pour plus de détails) .
Toute rotation dans R 3 peut être représentée par une matrice 3 x 3
orthogonale R dont le déterminant est égal à 1, c'est-à-dire
RTR = I et det(R) = 1
B.1 VECTEUR ROTATION
Toute rotation R de R3 a un axe invariant de vecteur directeur
unitaire n. Les vecteurs colinéaires à n sont invariants par R,
tandis que les vecteurs orthogonaux subissent une rotation d'angle
0 dans un plan orthogonal à n . La rotation R est représentée par
le vecteur 9n .
Considérons la figure 5, qui montre l'image ii d'un vecteur ii par
la rotation R, d'axe n" et d'angle 9 . Nous pouvons décomposer ii
en
_ (û.n)n + (ii - (û.n)n)
Le premier terme, colinéaire à n, est invariant par R, tandis que
le second subit une rotation d'angle 0 dans le plan orthogonal à
n, qui s'écrit
cos 9 (n - (ti.n)n) + sin 0 (ii A (ii - (û.n)n))
Cela nous donne
n = cos 9 ii + sin 9 n A ii + (1 - cos 0) (ii .n)ii
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(û.n)n
Figure 5 . - Représentation géométrique de la rotation .
Considérant que n A (n /\ û) = (n' .û)n - n, nous obtenons :
û'=û+sin0nnû+(1-cosû)nn(ii/\û)
La rotation R peut donc s'écrire (formule de Rodrigues)
R = 1 + (sin 9)X(ii) + (1 - cos 9)X(n)2 (16)
où X(n) est l'opérateur matriciel correspondant au produit vec-
toriel par n, c'est-à-dire la matrice antisymétrique formée par les
composantes (nm , ny , nz ) de n
R s'écrit alors
0 -nz ny
X(ii) = nz 0 -nx
-ny nx 0
ce qui permet d'ecrire n A ii comme le produit matriciel X(n)ii .
Tout vecteur i c I"
3
définit une rotation R avec
9 =
Il,:,,
n Ilrll
R = I + f (9)X(r) + g(9)X(r)2 (17)
dans laquelle
f (9) =
si0
B
et g( 9) =
1 -0os B
aR = QqR
aq
B.2 DÉRIVATION DE LA MATRICE ROTATION
proposition 1 (Dérivée d'une matrice orthogonale) pour toute
matrice orthogonale R et tout paramètre q, nous avons
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OÙ
4q est une matrice antisymétrique 3 x 3 notée 4 q = X(s), et
qui satisfait
4q =
aR
âq R
T
Le calcul de la dérivée partielle de R peut donc toujours être
réduite au calcul des trois composantes d'un vecteur s.
Démonstration : Toute matrice de rotation R est orthogonale, ce
qui signifie
où la dernière égalité est due à (19).E1
RTR=1
	
(18)
La différenciation de (18) par rapport à un paramètre q c IR
donne
T	 R+R
T
a
aq
OR
= 0
En multipliant à gauche par R et à droite par RT, et en utilisant à
nouveau l'orthogonalité de R, nous obtenons l'égalité
Ra
(RT)
=
-ORRT
(19)
aq aq
L'associativité du produit matriciel et l'orthogonalité de R nous
permet d'écrire
OR OR (RTR) = (OR RT~ R
aq
_
aq aq
Le coefficient matriciel de R dans le dernier terme est anti-
symétrique puisque
OR RT T =
R
(OR T = Ra (RT) -
RT
(aq
) aq aq
_OR
aq
B.3 DÉRIVATION DE R PAR LE VECTEUR
ROTATION r
Les dérivées de 0, f et g sont respectivement
aq
r .eq
afa( 0)
_ (h(0)-9(0))
(r. aq)
r ar"
)
2q
aq = (f ( 0 ) - 29(0 ) -
0 .
où h(0) =
1 - f(9)
92
Nous calculons
4p=
aq
RT =
â
(I -
f
(O)X(
r) + 9(0)X(r 2 )
en utilisant X(r)3 = -9 2X(i) et X(r)4 = -0 2X(r)2
=[h(9) - 9(9) - 029(0)h(0)
+ 0292(o)
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+f2 (9) -2f(0)9(0)] (q q)
X(r)
+ [f (0) - 2g (0) - 92 f(0)h(0) +
02f
(9)g(9)
r
ar
_02f
(0)9(
9) + 202g2(0)]
e2q
X(r) 2
+ f(9)X(aq ) + [g(9) - f2 (0) - 0292 (9)] X(q)X(r)
+ 9(0)X(r)X( aq ) - f (0)9(0)X(r)X( aq )X(r)
+92(0)X(r)X(aq )X(r)2
=[h(0) - f(9)9(0 )]
(?.)
aqX(r) +g
2 (0) (F'.)
a qX(r)2 + f (
0)X(aq ) -
g(O)X(
aq)X(r)
ait ai:
+ g(O)X(i)X( aq ) - f (O)g(O)X(f)X( aq )X(
+g2 (0)X(i)X(Oq )X(r)2
Cette expression peut être simplifiée avec les remarques suivan-
tes
X(ii)X(v) - X(V)X(ii) = X(ii /v v)
X(ii)X(i)X(û) = -(v.ii)X(ii)
- puisque û /\ (v A w) = v(w.ii) - w(û.v) nous avons
(
.!)
i'X(r) = 9 2X(Or) + X (r n
(F'A
ai ) )
aq aq aq
Nous obtenons finalement la relation
4p X (
ait
9(0)X
(r
/\ a
q
O e)
+h(9)X (F'A (rn aq))
X (H(
l
aq )
dans laquelle
H(r) = I + g(9)X(F) + h(9)X(r) 2 (20)
B.3.1 Singularités et inverse de H(r)
Tous calculs faits, nous trouvons
IH(r)' = 2g(0) = 2
1 - os 9
02
Cela montre que la matrice H(r) est définie pour 9 E] - 2rr, 2ir[ .
Le calcul de l'inverse de H() se fait en résolvant le problème
général du calcul de l'inverse d'une matrice M de la forme
I + aX(r) + bX(r)2 .
Nous cherchons une matrice inverse de la même forme, c'est-à-
dire, N = I + cX(r) + dX(r) 2 , et nous devons résoudre MN = I .
Comme X(r) 3 = -9 2X(r) (et donc X(i) 4 = -92 X(r) 2 ),
MN = I est equivalent à
c(1 - 02 b) + d(-aga)
	
+ a = 0
c(a) + d(1 - 9 2b) + b = 0
qui a une solution unique si et seulement si
(1_02 b)2+02 a2
:,4 0 .
Avec a = g(9) et b = h(9), le système ci-dessus a une solution
unique si et seulement si 2 1-éos6 :,4 0 (c'est-à-dire 1 H(r)1 y~ 0) .
Pour g(0) :7~ 0, nous pouvons explicitement calculer c et d
C
= 2g(0) (h(0)(-02g(0))
_
g(B)(1
- 02 h(0))) _ - 2
d =	1 (g(0)(g(9)) - h(0)((1
- 0 2h(9))) =
2
g(0)- f(0)
2 g(9)
202
g(9)
Lorsqu'elle est définie, l'inverse de H(i) est donc donnée par
H(r) -1 = I -1X(r) +
2g(O)	
g(o)
	 (e)
X(~2 (21)
B.3.2 Dérivation de H(r)
La dérivée de h est
r . -
aq
= (g(
9 ) - 3h(9))
02q
La différenciation de (20) donne
(i)
r
ar
aagr
= ( f(0 ) - 2g(0))
?
X(r) +g(e)X(i9q )
ar
+ (g(
0) -3h(0)) ré2q X(r) 2
+h(9) [x(x(!)ir-r) âg )X(r ]
La dérivée temporelle de H(r) est
H(r)
_ (f ( 0 ) - 2g(9))
92
X(r) + g(0)X(r)
+ (g(9)
- 3h(O)
) B_X(r) 2
+h(0) [X(r)X(r) + x(~Jx(r)]
= (f(0) - 2g(9))
a2iA
r+ (g(0) - 3h(9)) a2rA (rA r)
+h(9)r A (r A r)
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L'expression précédente se simplifie avec les remarques suivan-
tes
-1' A (r A r) = r(it.r) - É02
- r A (r" A r") = rr - r(r".r)
et nous obtenons finalement
H(r)r = r2 h(0) + (	
022
[g(0) - 3h(9)] r
+ (r.r) [2h(0) - g(9)] r (22)
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+
02
[ f (0) - 2g(0)] i A r (23)
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En utilisant les égalités (17) et (20), nous obtenons par calcul
direct
H(i)T = H(r) RT = RT H(r") (24)
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2
Figure 6. - Energie potentielle de S(x) dans le champ
de potentiel généré par
M avec d = 1 .0 .
Figure 8. -
Comportement de notre algorithme (figure 1 avec la seule
heuristique de la figure 2) avec une position initiale xo = -d, et dt = 1 .
Les points reliés par une ligne représentent les positions successives de S(x)
l'ordonnée de ces points donne l'énergie totale (énergie potentielle plus énergie
cinétique) de S(x) pour chacune des positions.
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Figure 7. - Les deux minima locaux : la somme des forces qui s'appliquent
sur les 3 points de S(x) est égale à Ô.
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Figure 9 . - Comportement de notre algorithme (figure 1 avec la seule
heuristique de la figure 2) avec une position initiale xo = -d, et dt = 0.05 .
L'algorithme converge vers le minimum local .
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Figure 10 . - De haut en bas et de gauche à droite : coupe axiale originale de la première
image;
; coupe axiale originale de la seconde image ; coupe axiale de la
seconde image rééchantillonnée correspondant à la coupe axiale originale de la première image ; la même coupe avec les contours extraits de la coupe originale
de la première image . Les données nous ont été fournies par Ron Kikinis, M.D., Department of Radiology, Brigham and Women's Hospital, Harvard Medical
School, Boston, MA.
Figure 11 . - De haut en bas et de gauche à droite : coupe sagittale de la première image ; coupe sagittale de la seconde image ; coupe de la seconde image
rééchantillonnée correspondant à la coupe de la première image; la même coupe avec les contours extraits de la coupe sagittale de la première image.
Figure 12. - De haut en bas et de gauche à droite : coupe coronale de la première image ; coupe coronale de la seconde image ; coupe de la seconde image
rééchantillonnée correspondant à la coupe de la première image ; la même coupe avec les contours extraits de la coupe coronale de la première image.
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Figure 13 . - Après recalage, voici la trace des sept coupes du cerveau TEP
dans le cerveau IRM. Les images nous ont été transmises par Jael Travère
	
Figure 14. - Contours anatomiques déduits des coupes IRM rééchantil-
dù centre Cyceron (CEA, Caen, France) . lonnées) superposés au coupes métaboliques (TEP) .
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Figure 15 . - Contours anatomiques (déduits des coupes IRM) superposés
aux coupes métaboliques rééchantillonnées (SPECT) .
Les images nous ont
été transmises par Philippe Boulle (Focus-Medical, Grenoble,
France) .
Figure 16. - Image binaire originale de 64 x 64 pixels : l'objet est composé
de 463 points.
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. . . . . . . . . .
Figure 17 . -
Rééchantillonnage uniforme de l'image binaire de la figure 16 .
De gauche à droite, nous avons considéré des blocs de 2 x 2 x 2,4 x 4 x 4 et 8 x
8 x 8 pixels, et obtenu respectivement 144, 49 et 16 points . Chaque point est
représenté par un disque, dont la taille est proportionnelle au volume associé
au point.
	 :
. . : : : . :	
. . . . .
.
. . .
.
:
Figure 18. - Rééchantillonnage de type quadtree de la figure 16
. De gauche
à droite, nous avons considéré des
blocs de 2 x 2 x 2, 4 x 4 x 4 at 8 x 8 x 8
pixels, et obtenu respectivement
196, 160 et 160 points .
. yam . .
-4
Figure 19. - Rééchantillonnage de type kd-tree de la figure 16 . De gauche à
droite, nous avons considéré des blocs de 2 x 2 x 2,4 x 4 x 4 et 8 x 8 x 8 pixels,
et obtenu respectivement 165, 121 et 120 points.
