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ABSTRACT 
We consider the generalized AOR method presented by K. R. James. We give 
some convergence theorems for various kinds of matrices, namely when the coeffi- 
cient matrix of the linear system is positive definite, an H-, L-, or M-matrix, or strictly 
or irreducibly diagonally dominant. © Elsevier Science Inc., 1997 
1. INTRODUCTION 
In order to approximate the solution x ~ ~"  of a linear system of 
equations 
= b ,  
where A ~ VF '~×" is a nonsingular matrix with nonvanishing diagonal entries 
and b ~ ~" ,  let us consider the splitting of the matrix A of (1.1) as follows: 
A =D-C L -C  v (1.2) 
with D = diag A and CL, Ct7 strictly lower and upper triangular matrices 
obtained from A. K. R. James [4] presented a generalized accelerated 
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overrelaxation (AOR) method given by 
X (i+l) =...~(Cz, l"~) X (i) + ([  -- otl '~L)-lb, i = 0,1 . . . . .  (1.3) 
where 
_9~(a,f~) = ( I - a f~L) - l [  I - f l  + (1 - a) f l L  + flu] 
is an iteration matrix and L = D-1CL, U = D- iCu ,  f l  = diag(eo 1. . . . .  O) n) 
with w i ~ 9~'+ and oz a real parameter. 
The matrix 
B=L+U 
is the Jacobi iteration matrix. 
For a = 7~co and fl  = wI  the generalized AOR method reduces to the 
AOR method, given in [3], with the iteration matrix 
.Ez("/, w) = ( I  - "yL)-L[(1 -- o9)1 + (w -- T )L  + ¢oU]. 
For a = 1 the generalized AOR method reduces to the generalized SOR 
method with the iteration matrix 
. . ? ' ( f l )  = ( I  - f l L ) - l ( I  - f l  + f lU ) .  
It is easy to prove that for oz 4:0  
1 (1 )  
=   e(fl) + 1 - i ,  ( 1.4) 
i.e., the generalized AOR method is an extrapolated method of the general- 
ized SOR method with extrapolation parameter 1//a. 
For a = ~/2/oJ2 and ~ = (~o2/T) I  the generalized AOR method re- 
duces to the EAOR (extrapolated AOR) method which was given in [2]. The 
iteration matrix is denoted by -~(T,  ~oZ) •
In [4, 7] some convergence conditions for the generalized AOR method 
were presented. In this paper we continue to establish some convergence 
conditions for this iterative method. For the EAOR and AOR methods some 
new conditions are given, which are better than some known results. 
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CONVERGENCE CONDIT IONS FOR HERMIT IAN POSIT IVE  
DEF IN ITE  MATRICES 
We first assume that A is a Hermitian matrix with positive diagonal 
elements. 
We denote the eigenvalues of A and B respectively by { v i, i = 1 . . . . .  n} 
and {/x i, i = 1 . . . . .  n}. Since A is Hermitian and D = diag(a H . . . . .  a , , )  is a 
nonsingular diagonal matrix with positive diagonal elements. It follows that 
the matrix 
= DI /2BD-1 /2  = D-1 /2 (CL  + Ce)D -1 /2  
is also a Hermitian matrix with the same eigenvalues as B. Hence the matrix 
B has real eigenvalues so that the eigenvalues of A and B can be arranged in 
increasing order 
and 
or  
lYn ~ "'" ~ //1 
/xn ~ ... ~</x 1. 
It is easy to prove the following lemma. 
LEMMA 2.1 [7], E i ther  
/z, = /x 1 = 0 
/x n < 0 < be1. 
We define a set fir(a, ~)  = {(or, ~)}: for (a ,  ~)  E J (a ,  ~)  one has that 
0 < o9~ < 2, i = 1 , . . . ,  n, and either a is arbitrary whenever / , ,  = / '1  = 0 or 
2min l~ i .<  . ~o/-1 - 1 2min l< i~ n to (  1 - 1 
1+ <a<l+ 
/g'n /'~1 
whenever/z .  < 0 </-£1- 
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THEOREM 2.2 [7]. Let A be a Hermitian matrix with positive diagonal 
elements. Then the generalized AOR method converges for ( a, ~ ) ~ J (  a, f~ ) 
and for every x ~°), if and only if A is positive definite. 
Further, when A is a Hermitian positive definite matrix we have the 
following sufficient conditions for convergence. 
THEOREM 2.3. Let A be a Hermitian positive definite matrix. Then the 
generalized AOR method converges for every x(°), /f either 
2aii 
0~<1,  0<o9 i< ( l _o l )P l+ota i i  , i=1  . . . . .  n, (2.1) 
or 
2aii 
a >1 1, 0 < to~ < i = 1 . . . . .  n. (2.2) 
(1 - a)v  n + aaii '  
Proof. Let 
M(a,g l )  = t I - I (  D - a t lCL )  , 
N(a ,  t l )  = t l  ~[ ( I  - t l )D  + (1 - o l )~~C L 71- ~~Cu]. 
(2.3) 
Then 
A =M(a ,n) -N(a ,O) ,  .S° (a ,n )  =M(a ,n) - 'N(a ,~) .  
Furthermore, we have 
M(a, l~)  n + N(a ,  1~) = (21~ -1 - I )D  + (1 - ol)(C L -~- CU) 
= (211- '  - a I )D  + (a  - 1) A. 
Clearly, the matrix M(a,  f~)n + N(a,  f~) is Hermitian. 
Let us denote the eigenvalues of the matrix M(ot, ~)H + N(a,  ~)  by 
{h~, i = 1 . . . . .  n} with 
h,, ~< "'" ~< h 1. 
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Then, by 
ai 
if c~ ~ 1, 
Ai 
i fa>~ 1. 
Since 
[10, Chapter 2, §44], we have the following inequalities: 
>/ min {(2to j71-  ot)ajj) -4-(ol- 1)tq,  i=1  . . . . .  n, 
l <~j<~n 
and 
/> min ~(2toj -1 -  a)a j j}  + (~-  1)u,, i = 1 . . . . .  n, 
l <~j<<.n " 
0 < 1.: n <-~ ajj  ~ /'P1, 1 ~< j ~ n, it follows that 
A i>0,  l <~ i <~ n, 
provided either (2.1) or (2.2) holds. This shows that the matrix M(a,  1~) H + 
N(a ,  1~) is Hermitian positive definite. By [5, Theorem 2.9] it follows that the 
generalized AOR method converges for every x ~°). • 
As a special case for the EAOR method we can obtain the following 
result: 
COROLLARY 2.4. Let A be a Hermitian positive definite matrix. Then the 
EAOR method converges for  every x ~°~ if either 
(i) O< 3"<<.2 and 
y(2  - T )  minl.<i.<,,  aii 
(.02 < ,}/2 -t" 
/I 1 
O/* 
(ii) 3" >t 2 and 
(2.4) 
3"(2 - 3") maxl<i< n aii 
toz < 3"z + (2.5) 
Proof. By Theorem 2.3 we conclude that the EAOR method converges 
if 3' > 0 and either 
or  
y(2  - y)ai /  
ye ~ to2 < T2 + , (2.6) 
1/1 
r (2  - r )a , ,  
to e ~< y 2 and to2 < T2 + (2.7) 
Un 
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For 3, >/ 2 (2.7) reduces to 
092 < ,,/2 + 
- / (2  - 3 , )a .  
u~ 
which is equivalent o (2.5). 
For 0 < 3, ~< 2 (2.7) reduces to 
09 2 < 3 ,2, 
which together with (2.6) implies (2.4). 
REMARK 2.5. This result extends the corresponding convergence theo- 
rem in [2]. 
As another special case we can easily obtain a convergence theorem for 
the AOR method. 
COROLLARY 2.6. Let A be a Hermitian positive definite matrix. Then the 
AOR method converges for every x ~°) if either 
(i) 0 < 3,~<2 and 
09<3,+ 
(2 - 3,) minl~<i~<, aii 
b, 1 
o r  
(ii) 3//> 2 and 
09<T+ 
(2 - y )  maxl<~i<<n aii 
u~ 
3. CONVERGENCE CONDIT IONS FOR H-MATRICES 
In this section we establish some convergence conditions for the general- 
ized AOR method when the matrix A of (1.1) is an H-matr ix-- in particular, 
is strictly or irreducibly diagonally dominant. 
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First, we consider the case that p(IBI) < 1. 
THEOnEM 3.1. Let p(lB[) < 1. Assume that a >t 0 and 
2 
0 < ~o, < 1 + p( IBI)  ' i = 1 . . . . .  n. 
Then 
(a) the generalized AOR method converges for  every x (°), and further- 
more 
n)) 
whenever 0 <~ a <~ 1, and 
p(Ct (a ,D) )  ~<ll -1  
whenever a >i 1; 
max {[1 - o~,1 + ~o, p(IBI)} < 1, (3.1) 
l <~i <~n 
1 
+--  max {[1 -  o-,,1+ o~,p(IBI)} < t,  (3.2) 
ol l<~i<~n 
(b) the generalized SOR method converges for  every x (°), and further- 
D~ore 
p( .~(D) )  ~< max {11 - oJ, I + ~o,p(IB])} < 1. (3.3) 
l <<, i <~ n
Proof. We first assume that 0 ~< a ~< 1. Let 
T = [ I  - a f~ lZ l ] - l [ l I  - f~r + (1 - a )D lZ l  + IqPUI]. (3.4) 
Then T is nonnegative, and hence by [8, Theorem 2.7] there exists an 
eigenvector x/> 0, x ~ 0, such that 
Tx = p(T)x, 
i.e., 
[1I - ~1 + (1 - a )a lL I  + ~ lU l ]x  = p(T) ( I  - a~lL I )x .  
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This implies 
[ p(T) f~ -1 - I I  - ~-~-1] ]  x = {[1 - a + ap(T) ] l L I  + IU[}x. 
As [1 - a + ap(T) ] ]L I  + IuI >/0, it follows by [6, Theorem 11] that 
min {to~-lp(T) - I1  - toi-ll} ~ p([1 - a + otp(Z) ] [L [  + IUI). (3.5) 
l <~i~n 
Assume that p(T)  ~> 1 holds. Then 
1 <<. 1 -  a+ ap(T)  ~p(T) ,  
and therefore, 
min {o2i-lp(T) -11 - toi-ll} ~< [1 - a + ap(T) ]  p(ILI + IUI) 
l~i<~n 
<-% p(T)p( [B I ) .  
This shows that there exists i, 1 ~< i -%< n, such that 
to/-lp(T) - [1  - to~-ll ~< p(W)p( [B] ) .  (3.6) 
Case 1: to i-%< 1. In this case 
to[- lp(T) - to, 1 + 1 <~ p(T)p( ]S l )  < p(T ) ,  
and also 
(toi -1 - 1)[ p(T)  - 11 < 0, 
which contradicts toi -1 - 1 >~ 0 and p(T)  - 1 >10. 
Case 2: to i > 1. Now from (3.6), we have 
to (~p(T)  + to:, 1 - 1 <~ p(T)R( IB I ) .  
As to~ < 2/[1  + p(IBI)], this implies 
111 + p([Bb)] [1 + p(T ) ]  - 1 < p(T)p( lB I ) ,  
and also 
[1 - p(]BI)] [  p(T)  - 1] < 0, 
which eontradicts 1 - p(IB[) > 0 and p(T)  - 1 >~ O. 
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Now we can conclude that 
Hence we obtain 
p(T) < 1. 
0<~ 1-  a+ ap(T) <~ 1, 
and (3.5) implies 
min {¢o~-lp(T) - l1  - ¢o~-11} ~< p(IZl + IUI) = p( In l ) .  
l<~i¢n  
Consequently, 
207 
p(T) ~< max {11 - to,] + oJ, p( IB])) .  (3.7) 
l <~ i <~ n 
On the other hand, it is easy to see that 
I-~(ot, l-l)l ~< T, 
and [8, Theorem 2.8] ensures 
n)) p(T). (3.8) 
Notice that if to~ < 1, we have 
l1 - ¢o,1 + ¢o, p ( IB I )  = 1 - ~o, + w, p ( ln l )  < 1, (3 .9 )  
while if to i t> 1, we have 
l1 - ¢o,1 + ¢o~ p( lB [ )  = -1  + ¢o, + ¢o~p([BI)  
= oJ,[1 + p( IB I ) ]  - 1 
2 
< [1 + p( In l ) ]  - 1 = 1. (3.10) 
1 + p( In l )  
Summarizing (3.7)-(3.10) it has been shown that (3.1) holds. The inequal- 
ity (3.3) is a special case of (3.1). 
208 YONGZHONG SONG 
For a >~ 1, since p(.g°(ll)) < 1 and 
1 2 
0<- -< 
a 1 + p( .SP( f ) , ) )  ' 
using the extrapolated principle it follows from (1.4) and (3.3) that 
~<1 1[ 1 
_ _ + -So( .~(a) )  
1 - + - -  max  { l l  - o9,1 + o9, pflBI)I... ~< 
O/ l <~ i <~ n 
i 1 
<1-  +- -  
OL 
=1,  
and it completes the proof of (3.2). 
As special cases we have the following results on the EAOR and AOR 
methods. 
COROLLARY 3.2. Let p(IBI) < 1. 
(a) The EAOR method converges for every x (°) whenever 
0<oge< 
21/ 
1 + p(IBI) ' 
and furthermore, 
tO 2 I O) 2 
<~ 1 I P("~(r '  o9~)) - T I + --p(IRI)3" < 1 
whenever 3"2 <~ o92, and 
p(_9~(3', o92)) ~< 1 - -~  + -~- 1 - + --~-p(IBI) < 1 
whenever T2 >~ o92. 
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(b) The AOR method converges for every x (°) whenever 
2 
0<to< ~/>~0, 
1 + p(IBI) ' 
and furthermore, 
p(,S'~'('y, to))  ~< I1 - tol + top( IB I )  < 1 
whenever 3/<~ to, and 
to ) )  1 - 
whenever 7 >I to. 
+ I1 - tol + top( IB I ) ]  < 1 
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THEOREM 3.3. I f  A is an H-matrix, then the convergence results in 
Theorem 3.1 and Corollary 3.2 are valid. 
REMAnK 3.4. The result on the generalized AOR method extends the 
corresponding one in [7, Satz 3, Satz 4], and the result on the EAOR method 
is better than the one given in [2, Corollary 3.1]. 
Since a strictly or irreducibly diagonally dominant matrix is also an 
H-matrix, Theorem 3.3 is valid for these kinds of matrices. Furthermore, for 
these matrices IIB II~ can take the place of p([ B I) in the theorems. 
In order to describe convergence theorems, we denote 
If A is strictly or irreducibly diagonally dominant by rows, then 
p( fBr )  <~ ~ < 1. 
By Theorem 3.3 a convergence theorem follows directly. 
From [9, Theorem 1] we know that if A is an H-matrix then pOBI) < 1 
holds. Hence, by Theorem 3.1 and Corollary 3.2, we have the following 
convergence theorem. 
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COROLLARY 3.5. Let A be strictly diagonally dominant by rows. 
(a) The generalized AOR method is convergent if a >~ 0 and 
2 
- -  i= l , . . . ,n .  0 < to, < 1+o"  (3.11)  
Furthermore, 
p(~( . ,n ) )  ~ max (11 - to, I + ~,~} < 1 
l~ i~n 
(3.12)  
whenever 0 ~ a ~ 1, and 
111 
Ol 
1 
+ - -  max {11 - to, I + to, o-} < 1 
Ol l <~ i <~ n
(3.13) 
whenever a >~ 1. 
(b) The generalized SOR method is convergent if
2 
- -  i = 1 , . . . ,n ,  0 < to, < 1+o"  
and furthermore, 
max {11 - to, I + to, g}  < 1. 
l <~i<<.n 
(c) The EAOR method is convergent whenever 
23, 
0<to2<- -  
1+o"  
and furthernwre, 
p(_~( ~, ,o~)  
whenever 3,~ <~ 0-, 2, and 
max 1 - + cr < 1 
l<~i<~n T T 
( p(. .~(3, ,  ~o2)) ~< 1-  + V l<~i<~nmaX 1 - + --o'3, <1 
whenever 3,2 >i to2. 
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(d) The AOR method is convergent whenever 
2 
0<¢o< 1+o- '  3,>/0, 
and furthermore, 
p(_9~(3,, to)) ~< I1 - ~o[ + o~o" < 1, 
whenever !z <<, a~, and 
p(S'~('),, w))  - + 7 (11  - wl + o9o-) < 1 
whenever y >1 oJ. 
REMARK 3.6. The convergence result on the generalized AOR method 
extends the one given by [7, Satz 5, Satz 6]. The result on the EAOR method 
here is better than the one given in [2, Corollary 2.1]. 
When A is irreducibly diagonally dominant by rows, in (3.1) oJ, < 
2 / (1  + o') can be replaced by w i ~< 2/ (1  + o'), and, correspondingly, in 
(3.12) and (3.13) ~< and < will be changed into each other. The other 
convergence results in Corollary 3.5 can be changed similarly. In fact, assume 
that T is defined by (3.4) and0 < a ~< 1, 0 < w i ~< 2/ (1  + or), i = 1 . . . . .  n. 
Since A is also an H-matrix, we have p(rBI) < 1 and the proof of Theorem 
3.1 is valid. Hence, the inequalities 
p(T)  < 1 and 0 <~ 1-  a+ ap(T)  < 1 
hold. If  p(T) = 0, then p(.ga(a, ~))  = 0 < 1, and the statement is true. 
Now we consider the case p(T) > 0. With A the matrices B and [1 - a + 
ap(T)]lLI + IUI are irreducible. By [8, Theorem 2.1] it follows that 
p([1 - a + ap(T)]ILI + IUI) < p ( IL I  + IUI) = p( IB I )  ~< o-. 
From (3.5) we can derive 
< max {11 - o,,I + 1, 
l <~i<~n 
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whenever 0 ~< a ~< 1. Similarly to the proof of Theorem 3.1, using the 
extrapolated principle we can prove 
1 1 p( .~(a ,  n ) )  < - --  
Ot 
1 
+ --  max {11 - toil + toio'} ~ 1, 
Ol l <~ i <~ n 
whenever c~ >/ 1, 
It is known that an H-matrix is generalized iagonally dominant by rows 
such that there exists diagonal nonsingular matrix P such that AP is strictly 
diagonally dominant by rows. Let 
Then 
~-= IIp-1BPII~. 
8<1.  
On the other hand, it is easy to prove that the iteration matrices for the 
generalized AOR method (br A and AP have the same eigenvalues. Hence, 
from Theorem 3.5, we have the following convergence result. 
COROLLARY 3.7. If A is an H-nuztrix, then the convergence results in 
Corollary 3.5 are valid provided that or is replaced by 5~. 
4. CONVERGENCE CONDIT IONS FOR M-MATRICES 
In this section we establish some convergence conditions for the general- 
ized AOR method when the matrix A of (1.1) is an M-matrix. 
DEFINITION 4.1 [11]. A matrix A = (a 0 is called an L-matrix if a i. ~< 0 
for i 4:j ,  and a ,  > 0. It is called an M-matrix if aij ~< 0 for i 4:j ,  andJA -1 
exists with A -~ /> 0. 
It is known that an M-matrix is also an H-matrix; hence, the statements in
Theorems 3.3 and Corollary 3.7 are valid for M-matrices. Here we shall prove 
that A being M-matrix is also a necessary condition for convergence, 
whenever A is an L-matrix. 
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LEMMA 4.2 [1]. Let J >~ 0 be an irreducible matrix. Then 
Jx <~ ax  for  some x >t O, x ~ O 
implies x > 0 and 
LEMMA 4.3. 
0 ~< a <~ 1, and O <~ 1~ <~ I. Then 
min ~ p((1 - a + a~)L  + U) 
l <~ i <~ n tO  i 
where ~ = p( .~(a ,  1~)). 
213 
~-  1 + o9i 
iTlax 
l <~ i <~ n tO i 
(4.1) 
Proof. SinceL >~0, U>~0, and( I -  aF IL ) - I  = ~ i~o(a I~L)  i>~O,we 
have 
c.C2(o~,gt) -- ( I  - a l lC ) -~[  I - ft  + (1 - a)nL  + l~u] >/O, 
which by the Perron-Frobenius theorem implies that ~: is an eigenvalue of 
the iteration matrix ,~a(a, f~) and there exists a Perron eigenvector x ~> 0, 
x =/: 0, such that 
( I  - ag lL ) - l [ I  - • + (1  - a) i~L  + •U]x  = ~x, 
i.e., 
(1 + ~-  ~)Lx + Vx = [ (~-  1)a -~ + t]x,  
and therefore 
~:-  1 + o9 i ~-  1 + oJ i 
min x-N< [(1 + a~- -  a )L  + U lx  <-N max x. 
l<~i<~n tO i l~<i<~n O) i 
(4.2) 
Notice that 1 + o~: - ot >~ 0, which implies 
( l+a~-a)L+U>/0 .  
By (4.2) and [1, Theorem 2-1.11] we derive directly the first inequality in 
(4.1). 
Let the Jacobi iteration matrix be irreducible and B >~ O, 
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If  1 + oe~ - a = O, then a = 1 and ~ = O, so that the second inequality 
in (4.1) is trivial. I f  1 + a~-  a4=O,  then with B the matrix (1 + as  ¢ -  
oe)L + U is irreducible. From the second inequality in (4.2) and Lemma 4.2 
we obtain the second inequality in (4.1). • 
Using Lemma 4.3, we give the relations between the convergence of B 
and _9"(a, f~), which is a Stein-Rosenberg type theorem. 
THEOREM 4.4. Let A be an L-matrix. Then for  0 < oa i <~ 1, i = 1 . . . . .  n, 
0 < ¢e <~ 1, thefoUowing statements are true: 
(a) 0 ~< p(B)  < 1 i f  and only i f  1 - maxl<i< n o~ i ~< p( .~(Ot ,  ~-~)) < 1, 
and in this ease we have 
p(.~z(c~, f l ) )  < max {1 - eoi + oaiP(B)}. 
l<<.i<~n 
(b) p( B ) >~ 1 if  and only i f  p(.9~( a, ~ )) >~ 1, and in this case we have 
p( .gz (o t ,~) )  >/ min {1-  o2 i+  to ip(B)} .  
l<~i<<.n 
Proof. Denote ~: = p( C.5~( oe, ~ )). 
First we assume A is irreducible. I f  p(B)  < 1, by [11, Theorem 2-7.2], A 
is an M-matrix. Theorem 3.3 implies 
sc~< max {1-  w ,+ ~oip(B)} < 1. 
l~ i<~n 
Further, as 0 ~< 1 - a + a~ < 1, by Lemma 4.3 it follows that 
0 ~< (i - a + a~)p(B)  <~ 
so-  1 + ~oi 
max 
l<~i<n o)  i 
and hence 
>~ 1 -- max o) i. 
l< i<~n 
Conversely, assume that ~ < 1 holds. I f  p (B)  = 0, then the proof is 
completed. Now we consider the case that p(B)  > 0 holds. In this case, as 
1 - a + a~: < 1, Lemma 4.3 yields the following inequality 
so-  1 +to i  
( i -  a+ a~)p(B)  < max (4.31 
l~ i~n O) i 
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I f  1 - a + a~: = 0, then ~: = 0 and, consequently, (s  ~ - 1 + tot)/toi ~< 0, 
which contradicts (4.3). Hence 1 - a + ot~: > 0, and from (4.3) we have 
~: -  1 + to~ 
p( B) < max <~ 1. 
1.<i .<.  to , (1  - a + as  c)  
This shows (a). 
From (a) it follows immediately that p(B) >~ 1 if and only if ~ >~ 1. In 
this case 1 - a + a~ >/ 1, and hence Lemma 4.3 implies that 
~- l+to  i ~-1  
p( B ) < max <~ + 1, 
l<~i<~n toi min l< i< n toi 
and also 
>~ 1+ [p(B)  - 1] rain toi = min {1-  toi + to iP(B)}.  
l <~ i <~ n l <~ i ~< n 
So far, we have proved the statement under the condition that A is 
irreducible. Now, we assume that A is reducible. We construct an irreducible 
L-matrix A, by replacing all zero off-diagonal elements by a small negative 
number  - e. Let 
B,  = D - A , ,  
and let Sa(a ,  I~, e) be the MAOR iteration matrix with respect o A,. 
Obviously, 
p(B , ) - - *p (B) ,  p(_,~(ot,~,e))---)p(, . ,~(a,O)) as e~0.  
Since A, is an irreducible L-matrix, by the proof above, p (B , )  and 
p(..~(a, I~, •)) satisfy (a) and (b). Putting • ---) 0 we obtain (a) and (b) for 
p(B) and p(.~(a, YD). This shows the statement o be true when A is 
reducible. • 
For the generalized SOR, EAOR, and AOR methods the same relations 
are vaild. 
216 YONGZHONG SONG 
COROLLARY 4.5. Let A be an L-matrix. Then, for  0 < o3i ~< 1, i = 
1 . . . . .  n, the following statements are true: 
(a) 0 ~< p(B)  < 1 i f  andonly if  1 - maxl<.<~<n wi <~ p(.~(12)) < 1, and 
in that case we have 
p( .~( f l ) )  < ,~a~ (1 - o3, + O3, p (B)} .  
l~ i<~n 
(b) p(B)  >~ I i f  and only if  p(.ZF(fl)) >~ 1, and in that case we have 
p( .~(~) )  /> rain {1-  w i + w iP (B)} .  
l~ i<~n 
COROLLARY 4.6. Let A be an L-nultrix. Then, for  0 < 72 <~ o92 <~ 7, 
the following statements are true: 
(a) 0 ~< p(B)  < 1 if  and only if 1 - o32/7 ~< P(-~(7, toe)) < 1, and in 
that case we have 
09 2 O) 2 
P( -~(7,  w2)) ~< 1 - - -  + - -p (B) .  
7 7 
(b) p(B)  >>- 1 i f  and only i f  P(-~(7,  w2)) >t 1, and in that case we have 
09 2 O3 2 
p( -~(7 ,  O3~)) >~ 1 - - -  + - -p (B) .  
7 7 
COROLLARY 4.7. Let A be an L-matrix. Then, for  0 < 7 <~ o) <<. 1, the 
following statements are true: 
(a) 0 ~< p(B)  < 1 if  and only if  1 - o3 <~ p(.C2(7, to)) < l, and in that 
ease we have 
p( -~(7 ,  o3)) <. 1 - o3 + ~p(s ) .  
(b) p(B)  >>- 1 if  and only if  p(2(y ,  w)) >t 1, and in that case we have 
p( -~(7 ,  o3)) > 1 - o3 + o3p(B) .  
Now, using [11, Theorem 2-7.2], Theorems 3.3 and 4.4, and Corollaries 
4.5-4.7, we prove an equivalence theorem. 
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THEOREM 4.8. Let A be an L-matrix. Then the following statements are 
equivalent: 
(a) A is an M-matrix. 
(b) p(B) < 1. 
(c) The generalized AOR method is convergent whenever 0 < a ~ 1 and 
0 < o9~ < 1 +p(B) '  i=  1 . . . . .  n. 
(d) The generalized SOR method is convergent whenever 
0< to~< i= l , . . . ,n .  
1 + p(B) '  
(e) The EAOR method is convergent whenever 
0 < T 2 ~< to 2 < 
2T 
l + p(B) 
(f) The AOR method is convergent whenever 
0<T~<W< 
2T 
1 +p(B)"  
Proof. The equivalence between (a) and (b) is proved by [11, Theorem 
2-7.2]. 
If A is an M-matrix then it is also an H-matrix. By Theorem 4.2 we 
derive (c). 
Conversely, we assume (c) to be true. If o)i, i = 1 . . . . .  n, satisfy 0 < 
w i ~ 1, then by Theorem 4.4 we obtain (b). If there exists i such that w i 
is larger than 1, then 
2 
> I ,  
1 + P(B) 
and therefore p(B) < 1. Hence, if (c) holds then (b) is true. 
We have proved (c) is equivalent to (a) and (b). 
Similarly, using Corollaries 4.5, 4.6, and 4.7, we can prove that (d), (e), 
and (f) are equivalent to (a) and (b), respectively. • 
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