We show how using classical von Neumann index theory makes possible a universal treatment of squeezing of arbitrary order. 'Universal' means that the same approach applied to displacement (order 1) and squeeze (order 2) operators confirms firmly and unequivocally what is already known as well as provides rigorous arguments that the higher order squeezing cannot be generalized in a 'naive' way. We create an environment for answering definitely all the emerging questions in positive (the ups) and negative (downs). In the latter case, we suggest ways for further development.
Introduction
In the 1980s, a tendency to generalize squeezed states, and squeeze operators in particular, to higher orders became available in the literature [1, 2] . The authors discussed not expected by physicists the impossibility of exponentiating the operators A (k) ξ = iξ * a k − − iξ a k + , k ≥ 3, basing their arguments on showing non-analycity of the vacuum state. The latter is, however, not decisive for the lack of selfadjointness of those A (k) ξ s and creates a problem to be explained (cf. [3] ). The basic requirement therein, namely normalizability of squeezed states defined via the Bogolubov transform of a k − , turns out to be misleading if k ≥ 3. In the recent paper [4] , solutions to the Schrödinger equation for squeezed harmonic oscillators, considered in the Segal-Bargmann space, have been shown to be non-normalizable for k ≥ 3. This not only remains in contradiction to what is in [3] σ x is the Pauli matrix. It has been known for several years [5] that this model suffers, for k ≥ 3, from analogous pathologies as the generalized squeezing does. Discussion of the above, recently quite extensive in [4, [6] [7] [8] [9] [10] [11] , does not get rid of difficulties arisen as the crucial question of selfadjointness of A (k) ξ , k ≥ 3, is left untouched. An attempt at compensating the lack of selfadjointness with suitable modifications, like selfadjoint extensions, may lead to physically important consequences.
The aim of our paper is to provide both communities, physicists and mathematicians, with adequate grounds for settling the appearing inconsistency. As a kind of surprise, the main tool which works perfectly for this purpose turns out to be very classical and it is nothing but the von Neumann deficiency index approach. It makes the answers definite although reached after rather laborious calculations, which are presented in detail so as to maintain mathematical rigour and to encourage others to follow.
We begin with preliminary notions to fix the language to be used. The main tool is to investigate essential selfadjointness of the operators A (k) ξ . We show that though the analytic vectors approach works well for k = 1, 2, it is not sufficient to judge the problem for k ≥ 3. It is the von Neumann index theory which covers both cases, giving definite answers: affirmative for k = 1, 2 and negative for k ≥ 3. This strengthens the universality of the apparatus we have chosen (refer § §3 and 4). Section 5 is devoted to analysis of possible subtleness appearing in the process of exponentiation of A (k) ξ and related operators. In §6, we go back to the cases k = 1, 2, modelling them comprehensively in the Segal-Bargmann space. The paper is completed by concluding remarks in which we sum up its mathematical aspects as well as briefly discuss their physical consequences and appendix A containing a substantial part of calculations needed in §3. On the other hand, a closed subspace Note the word 'invariant' has a double meaning here but the circumstances we use it protect us from any confusion.
Preliminaries Let H be a Hilbert space. For an operator A in H, D(A) denotes its domain, R(A) its range and
L of H is called invariant for A if A(L ∩ D(A)) ⊂ L; then the restriction A L def = A| L∩D(A) is always considered as an operator in L. If D in the above is closed, then A| D = A D . A step further, a closed subspace L reduces an operator A
(a) The operators
Now let H be a separable Hilbert space (with the inner product to be linear in the first variable) and (e n ) ∞ n=0 be an orthonormal basis (i.e. an orthonormal complete set) in it. and annihilation operators (with respect to the orthonormal basis (e n ) ∞ n=0 ) are linearly extended from
With definitions (2.1), we sort out selfadjointness of the operators
with ξ being a complex parameter. As our ultimate goal is to prove (4.1), |ξ | has no impact on the problem and we drop it considering instead just the operators
with θ being a (fixed) real parameter. Therefore,
The operators a + and a − are formally adjoint each to the other, that is
in physical tradition this fact is nicknamed 'Hermitian adjoint' and symbolized by † , which makes some sense as long as the a + and a − are formal algebraic objects and no domain is indicated. This means that
as D is invariant for both (a + ) * and (a − ) * . Consequently, the operators A (k) are symmetric. Moreover, it is a matter of direct calculation that D is a core of (a + ) * and (a − ) * , and that, for the closure, one hasā
Note that, by means of the basis (e n ) ∞ n=0 ,
with notation e −k = e −k+1 = · · · = e −1 = 0. Defining
It is a kind of straightforward argument to verify the following. 
3. Essential selfadjointness of the operators A (k,i) ; the first attempt (incomplete)
an analytic vector of A if there is t > 0 such that
an entire vector if the convergence in the above holds for all t > 0;
a quasi-analytic vector of A if 
Proposition 3.3.
converges for k = 1 with infinite radius of convergence (entire vectors) and for k = 2 with t < 1/(2 √ 2) (analytic vectors). 
Proof. First we will prove the convergence of (3.4) for k = 1, 2. We find that (3.3) gives
Using d'Alembert's test of convergence for the series on the right-hand side of (3.5), we get part 1 o of the proposition.
To prove the divergence of (3.4) for k = 3, 4, . . ., we rewrite (3.3) as
Employing d'Alembert's test to the right-hand side of (3.6), we conclude that the series in 2 o is divergent. Lemma 3.2 and Stirling's formula give 
is a necessary, not a sufficient condition for essential selfadjointness).
The above confirms what is already recognized in this or another way for k = 1, 2; for k ≥ 3 it leaves the question unfastened for the time being.
Essential selfadjointness of the operators A (k,i) : the second attempt (definite) (a) The deficiency index approach to essential selfadjointness
The deficiency indices (sometimes called the defect numbers) n + and n − of a symmetric operator A in a Hilbert space H are defined as follows:
It is included in the classical von Neumann theory of selfadjoint extensions of symmetric operators that A is essentially selfadjoint (that is, its closure is selfadjoint), if and only if
Furthermore, the main part of the theory ensures the existence of selfadjoint extensions in the same space (that is, in the sense described in the second paragraph of § §2a and 3) precisely when both deficiency indices are equal.
(b) Towards determining the deficiency indices of A (k,i) s
In order to determine the deficiency indices of A (k,i) , take f ∈ H (i) and check the cardinality of linearly independent f 's orthogonal to R(A (k,i) ± i) for both ±i, which reads as
Note that, due to the third part of (2.1),
α , f and write according to (2.4) the left-hand side of (4.2) as follows: 
Now (4.2) takes the form
which is in accordance with (4.3). Let us treat cases k = 1, 2 and k ≥ 3 separately.
(c) The ups : the cases k = 1 and k = 2
It is well known that, for the measure orthogonalizing polynomials π n , n = 0, 1 . . ., to be unique (or, in other words, the corresponding moment problem to be determinate), it is necessary and sufficient
for any z with Imz = 0; cf. [12, Theorem 3] . This means the would-be Fourier coefficients f n are not in 2 , which leaves the hypothetical f out of the space H and is a counterpart of proposition 3.3 part 1 o ; both Hermite and Meixner-Pollaczek polynomials are determinate.
(i) Case k = 1
Here i = 0 is the only possibility and formulae (4.4) and (4.5), after setting g p
, take the form
If g 0 = 0, we get immediately that the only solution of (4.7) is g n = 0 for all n = 0, 1, . . . and both ∓.
If not, then supposing g 0 = 1 we can proceed as follows.
Normalizing the Hermite polynomials as h p (x) = i p H p (x)/ 2 p p! from the standard recurrence relation
Comparing (4.7) and (4.8) and taking into account that g 0 = h 0 = 1 and that the Hermite polynomials are the only solutions of (4.8), we infer that
Consequently, due to (4.6) the solution within
Considering two parallel cases i = 0 and i = 1, we have to take into account corollary 2.2, which results in splitting (4.2). Thus the formula (4.4) also splits into two cases, i = 0, 1,
with p = 0, 1, . . . and f (2,i) 
Consider the Meixner-Pollaczek polynomials P (λ) 
which sends the recurrence relation
Comparing (4.10) and (4.12) for appropriate i, we get the following two couples: i = 0 corresponding to λ = 
For the same reason as above, the series
are divergent for both ±. Because they are a subseries of (d) Downs: the case k ≥ 3
The recurrence (4.4), after fixing i = 0, 1, . . . , k − 1 and introducing d
with (4.5) turning to d
Remark 4.1. With (4.14) the zero sequence is the only solution of (4.13) for each initial condition d 
Consequently, d
(k,i)+ 
Proof. From (4.13), for d
which simplifies to
Comparing this with (4.13) for '−' and using the uniqueness in remark 4.1, we get the conclusion. p . Henceforth, we can examine exclusively the equation
Using (4.15), (A 1) (notice (A 1) requires k ≥ 3) and (A 2), we have
This gives
Inserting into (4.15), we get 
Proof. It is clear that
Notice that
Because the RHS is equal to (d Proof. As already experienced, it is enough to show that the series
We already know (corollary 4.7) the sequence (d
Let us go on with (4.18) as follows:
Suppose (4.19) holds. Then, for the sequence 
and consequently
Owing to Raabe's criterion, we have that
is convergent. This excludes the case (4.19) to hold. If (4.20) happens, then passing in (4.21) with m to +∞, we get
and because in this case for p sufficiently large d
Therefore, convergence of the series (4.22) has been proved.
Generating exp{itA (k)
ξ }. Squeeze operators of any order?
(a) The groundwork thought over
Suppose that we are given a selfadjoint operator B, if E stands for its spectral measure, then the spectral integral
(understood as usually in the weak or strong operator topology) gives rise according to the rules of functional calculus to a one-parameter (t ∈ R) family of unitary operators which is customarily denoted as e itB . Owing to the continuity property of spectral integral, it is strongly continuous in t. If B is essentially selfadjoint, then its closureB is selfadjoint, and one can think of e itB .
On the other hand, one has a definition: a family {U(t)} t∈R of unitary operators in H is said to be a strongly continuous one-parameter unitary group if (a) U(s + t) = U(s)U(t), s, t ∈ R; (b) lim h→0 (U(t + h) − U(t))f = f for f ∈ H and t ∈ R.
It is clear that the exponential family (e itB ) t∈R just defined is a strongly continuous one-parameter unitary group. The celebrated Stone theorem shows the way back: every strongly continuous oneparameter unitary group is of the form (e itB ) t∈R with a uniquely determined selfadjoint operator B; it establishes a bijection between (e itB ) t∈R and (U(t)) t∈R , making them to be replaceable. In conclusion, the spectral integral definition (5.1) of (e itB ) t∈R is the primary way of defining the unitary group in question and this is at least made possible.
The operator B is pretty often called the (infinitesimal) generator of the group (U(t)) t∈R and is defined by
As a kind of extras attached to Stone's theorem, we have, for t ∈ R,
Remark 5.1. The repeated use of the second part of (5.2) leads to
Therefore, the question is for which f 's the Taylor series (the very left expression)
converges and how.
(b) More on the role of analytic vectors
The spectral integral (5.1) allows to determine the unitary group once the spectral measure of its generator is known. A practical question is if one can avoid the spectral representation trying to promote suggestively a kind of Taylor series expansion by means of C ∞ vectors. More precisely, starting with an essentially selfadjoint operator A, the question is for which f 's the definition
makes sense. This has to be handled with some caution. An insight into the proof of Lemma 5.1 in [14] shows how to make this construction possible in the case when the set of analytic vectors A(A) of a symmetric operator A is dense. The construction in [14, Lemma 5.1] is local and can be reiterated resulting in the desired group. In the case when the set of entire vectors E(A) is dense the construction can be made smoother, giving at once the group (U(t)) t∈R the operatorĀ generates. Therefore, E(A) is a subspace of H for which one can certainly replace integral with summation in the middle equality of
as a matter of fact the first equality holds for all f ∈ H.
Remark 5.2.
The role of C ∞ vectors in determining essential selfadjointness is described in some detail in fact 3.1. Though selfadjoint operators themselves have enough C ∞ vectors of any kind appearing there, an essentially selfadjoint one (in particular the candidate for) may not have even quasi-analytic vectors, they simply may not fit in with the domain of an operator which a priori is not closed. This makes the unseen at a first glance the difference we want to put strong emphasis on. An acute awareness of this fact helps to monitor the situation we are in. 
(d) What happens if B is not essentially selfadjoint: further developments
Owing to Naȋmark a selfadjoint extension of a symmetric operator A always exists (cf. [15, proposition 3.7] ) if one allows it to be in a larger space, say K, isometrically including H. On the other hand, if A has equal deficiency indices, the von Neumann theory provides us with plenty of selfadjoint extensions still within H. Even if A is a Jacobi operator having deficiency indices (1, 1), Naȋmark extensions are at least as much compelling as von Neumann ones; see [16] for a stimulating example and its analytic background, and some whereabouts at [17] .
Pick B be either von Neumann's or Naȋmark's extension of A. Then (e itB ) t∈R is well defined as described above; denote the group alternatively by (U (B) (t)) t∈R stressing on its dependence on the choice of a selfadjoint extension of A.
Passing to the operator A with invariant domain, that is, AD(A) ⊂ D(A), which is our case, we can still get something interesting. Because U (B) (t)Bf = BU (B) (t)f for f ∈ D(B) (the second part of (5.2)) and because A ⊂ B, we get from (5.3),
regardless of the extension B. Despite the fact that, for k ≥ 3, squeeze operators exp{itA
ξ } do not exist, the situation is not completely hopeless. From the above, we get a recipe that can be read as follows: taking A = A (k,i) for any i with k fixed, we get a selfadjoint extension
Summing up the above we come to the operator
This opens a lot of possibilities which we intend to explore in our future research. 6. Back to k = 1 and k = 2: models
t∈R is a group of unitary operators (cf. theorem 5.3).
With z = itξ we have that the displacement operator
; moreover, fixing ξ ∈ C we have D(t, ξ ) to be a group as t ∈ R. The same refers to the squeeze operator
(a) k = 1; the displacement operator 
) the way of proposing notable expression for the displacement operator can be done just by 'exponentiation' in the corresponding function space, so to speak. In particular, we have at our disposal the following models:
(a) the L 2 (R) representation ('configuration space'); (b) the Segal-Bargmann representation; (c) discrete representation by which we mean a one-parameter family of harmonic oscillators acting on Charlier sequences considered in 2 (cf. [18] ); and (d) the one-parameter family of holomorphic oscillators as done in [19] (see also [20] ), which interpolates the models (a) and (b).
Let us take a look at the case (b) as the most analytic one. The orthonormal basis in the Segal-Barmann space is (z n / √ n!) ∞ n=0 . Roughly, here D(t, ξ ) = exp[t(ξ z − ξ * ∂ z )] and the unitary equivalence between H and the Segal-Bargmann space is established by
and causes D(t, ξ ) to act as a Jacobi operator. Because D = lin(z n / √ n!) ∞ n=0 is the set of entire vectors for A (1) ξ formula (5.4) applies:
In the case of abstract Hilbert space, formula (3.1) (which simplifies substantially as k = 1 and i = 0) combined with formula (5.4) establishes a series representation of the displacement operator.
(b) k = 2; the squeeze operator
The squeeze operator is defined as
Benefitting from corollary 2.2, the orthogonal splitting 4 H = H (2,0) H (2, 1) which generates that of the operator A (2) as A (2) clarifies the picture. However, instead of being in the space H the harmonic oscillator acts in, we go a step further in modelling the action of the squeeze operator. More precisely, we duplicate the model in a way that is parallel to correspondence: 'configuration space' → an analogue of the Segal-Bargmann space. Here ' →' has the appearance of a kind of Segal-Bargmann transform; another occasion when the Segal-Bargmann transform appears in connection to squeezed states is in a recent paper [22] .
In all what follows λ = (i) A (2,i) as Jacobi operators in L 2 (R)
From the normalized polynomials p
n already given by (4.11), we pass to the Meixner-Pollaczek functions
which, due to formula (9.7.2) in [13] , satisfy the following orthogonality relation:
(ii) A (2,i) as multiplication operators in the space of the Segal-Bargmann type 
is a reproducing kernel Hilbert space with the kernel calculated for Φ λ,n as
where I α is the modified Bessel function of the first kind. This is one more kernel from which, applying the procedure developed in [25, 26] , one may get a new class of coherent states.
. By the way, the formula (3.26) in [24] is incorrect, which is irrelevant for the rest of that paper. H λ [C; ν(|z|)dz] . We start with the formula 6 for the generating function for the Meixner-Pollaczek polynomials; see [13, formula (9.7.12) ]:
where M σ ,ν is the Whittaker function. Expressing P (λ)
n (x), we get
and determine the transformation G λ , which sends p
n to Φ λ,n as an integral one:
with the kernel
Lemma 6.2. 
This can be proved by showing that the range of G λ is dense in H λ [C; ν(|z|)dz]. Let us take the function f q ∈ L 2 (R), of the form fq(w) = G λ (q, w). Then (6.4) and (6.5) give 
which means W is the inverse of G.
The integral kernel corresponding to G −1 λ is given by
(v) The image of the Jacobi operator A (vi) Symmetricity of the multiplication operator of (6.6)
The operator M λ of multiplication 7 
is, according to (6.6) , an image of the symmetric operator (the Jacobi one) and it must also be necessarily symmetric too. The multiplication by a rational function with a pole at 0 acting in a space of entire functions may look strange at first glance though our reasoning does not leave any doubt. However, just for disbelievers we add an alternative, direct argument for this somewhat amazing fact. Symmetricity of M λ means Passing to polar coordinates under the integral and using explicitly (6.1) and (6.2) gives the above equality.
Concluding remarks
We have proposed a precise solution of an intriguing problem of possible generalization of higher order squeezing. As we have already pointed out in the Introduction, the existing attempts so far do not explain satisfactorily why there is a disparity between the case k = 1, 2 and that of k ≥ 3. What is hidden is the fact that a Hilbert space operator cannot live without its domain being explicitly manifested. The example we have in mind is a symmetric operator and selfadjoint as well, in which case the domain makes the difference (cf. [15] or for much more particularities also [27] ). This is invisible when the notion of a Hermitian operator is the only one in use, with a consequence of an automatic transplantation of the † operation from finite matrices together with its algebraic properties to would-be Hilbert space operators. The typical argument: U = exp(±iH) is unitary if H is Hermitian, i.e. H = H † , is far from being correct as long as H is not (essentially) selfadjoint-the case of A
ξ makes a strong warning here. Therefore, some caution even for the trivially looking cases of A (1) ξ and A (2) ξ has to be undertaken-this is a message our universal approach conveys. Not taking into account, the behaviour of domains may result in serious, troublesome problems as the paper [28] inquires into.
Although we have focused on mathematical aspects of higher order squeezing the paper sends also a clear message to physicists: naively generalizing squeezing, operators to those of higher order fails because the out-coming operators do not obey fundamental quantum mechanical requirements postulated by von Neumann-they are 'ill-defined' in the physical jargon. Moreover, this fact is by no means restricted to squeezing circumstances. As we have already emphasized, the same situation one faces if studying the k-photon Rabi model. The 3-photon Rabi model has been recently suggested [29] to explain the mechanism of phase locking through the spontaneous three-photon scattering, which, if confirmed experimentally, allows us to conjecture that an 'ill-defined' phenomenological description may be cured in a mathematically rigorous way and, to achieve this, one should look for selfadjoint extensions of the 3-photon Rabi interaction.
Summing up, though, our main goal has been to prove rigorously the impossibility of generalizing squeezing to higher orders in a naive way; one of the benefits of our investigations is to call reader's attention to a need of being aware how important and helpful a domain is for studying properties of a specific operator; for a thorough discussion of the issue the chapter [27] is highly recommended. 
