In this paper, we propose a simple nonparametric test for testing the null hypothesis of constant coefficients against nonparametric smooth coefficients in a semiparametric varying coefficient model with integrated time series. We establish the asymptotic distributions of the proposed test statistic under both null and alternative hypotheses. Moreover, we derive a central limit theorem for a degenerate second order U-statistic, which contains a mixture of stationary and nonstationary variables and is weighted locally on a stationary variable. This result is of independent interest and useful in other applications. Monte Carlo simulations are conducted to examine the finite sample performance of the proposed test.
INTRODUCTION
Cointegration has proved to be a powerful tool in studying long-run relationships among integrated time series and is a widely used econometric methodology in macroeconomics and financial time series analysis. Nonetheless, empirical evidence often fails to support the existence of cointegrating relations with fixed cointegrating slope coefficients; e.g., see Taylor and Taylor (2004) for an overview on the purchasing power parity debates. Motivated by empirical findings, researchers propose various flexible specifications to relax the constancy restriction of cointegrating vector(s), including, (i) structural breaks (Gregory and Hansen, 1996) , (ii) a smooth transition between different economic regimes (Saikkonen and Choi, 2004) , (iii) varying coefficient models with the coefficients being functions of some additional variables (Cai, Li, and Park, 2009; Xiao, 2009; Sun and Li, 2011; and Sun, Cai, and Li, 2013) , or the coefficients being functions of time (Park and Hahn, 1999; Cai and Wang, 2010; Phillips, Li, and Gao, 2013; and Cai, Wang, and Wang, 2014) . Alternatively, some researchers directly seek nonlinear cointegrating relation among integrated time series, see, for example, Granger (1991) and Park and Phillips (2001) for parametric nonlinear cointegrating models and Wang and Phillips (2009a, 2009b) about nonparametric cointegrating models.
In this paper we are interested in testing parameter constancy in the framework of semiparametric varying coefficient models studied by Cai et al. (2009) and Xiao (2009), i.e.
where Y t , Z t , and u t are all scalars, X t is of dimension d, and θ (·) is a d × 1 vector of unknown smooth functions, 1 the superscript T denotes the transpose of a matrix. We assume that Z t and u t are stationary variables, or I(0) variables, while X t is allowed to contain some nonstationary components. Also, all the variables are continuously distributed. Of course, Z t can be t/T so that model (1) becomes the time varying coefficient model discussed in Park and Hahn (1999) , Cai and Wang (2010) , Phillips et al. (2013), and Cai et al. (2014) . We are interested in testing the following null hypothesis:
Pr{θ(Z t ) ≡ θ 0 } = 1 for some θ 0 ∈ (2) against an alternative hypothesis of
where is a compact subset of R d . That is, we test whether the coefficient functions in (1), θ(·), are constant. If the null hypothesis holds true, model (1) becomes a linear cointegrating model; otherwise, model (1) is a semiparametric varying cointegrating model. There are several new and interesting findings in this paper. First, the power of our test statistic depends on the stochastic property of X t . Specifically, we consider two cases. In Case (a), X t is an integrated process of order one (or I (1)); in Case (b), X T t = (X T 1,t , X T 2,t ) T , where X 1,t is I (0) and X 2,t is I (1). 2 We show that the proposed test is consistent under both cases, although the power of the test varies. If the null hypothesis fails to hold, under Case (a), the test statistic diverges to +∞ at the rate of n 2 √ h; under Case (b), the test diverges at the rate of n 2 h when the coefficients for the I(1) regressors (i.e., X 2,t ) are nonconstant, and the divergence rate reduces to n √ h when the coefficients for the I(0) variables are nonconstant but the coefficients for the I(1) variables are constant. These results suggest that the presence of a stationary component (under H 1 ) reduces the power of the test by an order of √ h, while the presence of a nonstationary component enhances the power of the test by an order of n.
Another interesting and perhaps surprising finding of the paper is obtained for Case (b) . Let θ j (z) be the functional coefficient for variable X j,t for j = 1, 2. When θ 1 (z) ≡ θ 10 (a constant vector) for all z and θ 2 (z) does not equal any constant over a nonempty interval of z, then the least squares estimator θ 1 based on a misspecified linear (null) model diverges to ∞ at the rate of root-n if Cov X 1,t ,θ 2 (Z t ) = 0. Therefore, a misspecified linear model leads to inconsistent or divergent OLS estimates from the true parameter value θ 10 , if the true model is only linear in the stationary covariate X 1,t , but the coefficient of the nonstationary variable X 2,t is a smoothing function of the stationary covariate Z t . This result suggests that it can be very important to test for the correct model specification when X t contains both I(0) and I(1) components in model (1). More discussions on this issue are given in Section 3.2 and Appendix A.
Xiao (2009) also independently considered the parameter constancy test for Case (a), where his test statistic is based on the maximum of a sequence of squared (standardized) distances between the kernel estimates calculated at pre-selected points under the alternative hypothesis and the OLS estimate calculated under the null hypothesis. By assuming independency between {Z t } and {u t }, Xiao (2009) showed that his proposed test statistic follows a maximum chi-squared distribution under the null hypothesis. With Z t = t/n in model (1), Park and Hahn (1999) considered the problem of testing for the parameter constancy applying Shin's (1994) residual-based test statistic which was originally used to test the stationarity against nonstationarity of error terms, whereas Cai et al. (2014) proposed a procedure for testing whether θ(·) has a known parametric functional form for the predictability of asset returns. The test statistics proposed in Park and Hahn (1999) and Cai et al. (2014) do not converge to conventional distributions under the null hypothesis. In contrast, our test statistic given in Section 2 is a consistent test and is asymptotically normally distributed under the null hypothesis.
Against different alternative hypotheses than the semiparametric varying coefficient model considered in this paper, many researchers propose various statistics for testing a linear cointegrating model, including a parameter stability test by Hansen (1992a), a modified RESET test by Hong and Phillips (2010), a nonparametric specification test by Wang and Phillips (2012) , and linearity tests of cointegrating smooth transition regressions by Gao, King, Lu, and Tjøstheim (2009) and Choi and Saikkonen (2004) , among others. Gao et al. (2009) considered the problem of testing a linear cointegration model, Y t = θ 0 + X t θ 1 + u t , against a nonlinear cointegration model, Y t = g(X t ) + u t , where {X t } n t=1 is a random walk process independent of {u t } n t=1 . Wang and Phillips (2012) considered a similar testing problem as in Gao et al. (2009) Fan and Li (1999) and Gao and Hong (2008) for weakly dependent (absolutely regular) processes to integrated processes. Lemma B.2 in Appendix B gives the convergence results for nondegenerate U-statistics with integrated time series and kernel weights on a stationary variable. In addition, we obtain weak uniform convergence results for a kernel estimator of θ (z) in model (1), which is used to derive a limiting result of the "asymptotic variance" of the proposed test. 4 The rest of the paper is organized as follows. Section 2 describes our test statistic. Section 3 studies the asymptotic behaviors of the test statistic under both the null and the alternative hypotheses. Section 4 presents Monte Carlo simulation results to examine the finite sample performance of our test. Section 5 concludes the paper. All the mathematical proofs are relegated to three Appendices. Following Li , Huang, Li, and Fu (2002) , we initiate our test statistic from an L 2 -type test statistic as follows
TEST STATISTIC
is a kernel function, h is the bandwidth,
is the kernel estimator of the unknown smooth coefficient curve θ (z), and θ 0 is the usual ordinary least squares (OLS) estimator of θ 0 based on the linear (null) model. It is clear that the test statistic has a random denominator. To avoid the random denominator problem, we modify the test statistic with a positive definite weighting matrix D n (z) = n t=1 X t X T t K t (z), which leads to the following weighted test statistic
where
can be regarded as a local weight function selecting (t, s) among all t = s such that Z t and Z s are close to each other. Therefore, by removing the global center, the term with t = s, replacing the local weight functionK t,s with Li et al. (2002) , and adding a trimming indicator function, we obtain the final test statistic given as follows
where 1 n,t,s ≡ 1 n,t 1 n,s , 1 n,t ≡ 1(Z t ∈ S n ), and 1(A) is a trimming indicator function which equals 1 if A holds true and 0 otherwise. The set S n trims out the boundary region of the support of Z t so that we can obtain the weak uniform convergence result for θ (z) over z ∈ S n . Note that S n satisfies the condition that lim n→∞ Pr(Z t ∈ S n ) = 1 holds uniformly over t = 1,..., n; see Lemma C.1 in Appendix C for the construction of the trimming set S n . Hence, the use of such a trimming function will not affect our test results asymptotically. Evidently, the proposed test statistic is a second order U-statistic constructed from both I(0) and I(1) variables. To the best of our knowledge, there does not exist any asymptotic result for such a U-statistic, which makes the results of Lemmas A.1 and A.6 be of independent interest and useful in other applications.
ASYMPTOTIC RESULTS
For the convenience of readers, we summarize our notation here. (i) For a nondecreasing nonstochastic positive sequence c n , we use O e (c n ) to denote an exact probability order of c n ; i.e., → " stand for the convergence in distribution, in probability, and almost surely, respectively, and "⇒ " denotes the weak convergence with respect to the Skorohod metric as defined in Billingsley (1999) . (iv) We write "A ≡ B " to define A by a known or previously defined quantity B, or to assign the quantity A to a new notation B (usually A has a long expression and B is a shorthand notation). Throughout this paper, we assume that {Z t } n t=1 is a strictly stationary, absolutely regular (β-mixing) sequence, and that X t may contain a constant term but it does not contain any deterministic trend variables. We derive the asymptotic results of the proposed test statistic when X t is nonstationary in Section 3.1, and when X t contains both stationary and nonstationary variables in Section 3.2. Below we use I a n and I b n to denote the test statistic I n under Case (a) and Case (b), respectively.
Case (a): X t is a Vector of Integrated Variables
In this section, X t is a d × 1 vector of I (1) variables. Below we list some assumptions on the data-generating mechanism of {(
is a strictly stationary and absolutely regular (β-mixing) sequence with β-mixing coefficients satisfying
; (u t ,η t ) , F n,t−1 2≤t≤n and forms a martingale difference sequence with
t=1 η t . There exists a vector Brownian motion B η such that
on 
which is frequently used in our proofs in the appendices.
To derive the limiting distribution of I a n , we need additional regularity assumptions listed below.
(A3) The sequence {Z t } n t=1 has a common Lebesgue probability density f (z) with bounded uniformly continuous derivatives up to the second order over the support of Z t . Let f t,s (z t , z s ) be the joint probability density function of (Z t , Z s ) for t = s. Then, f t,s (z t , z s ) and its first-and second-order partial derivatives are all continuous and uniformly bounded over its support and over all t = s. (A4) θ (z) has bounded uniformly continuous derivatives up to the second order and
Assumptions A3-A6 are regularity assumptions commonly imposed in a nonparametric framework. Next we present the asymptotic properties of our test statistic with the detailed proofs relegated to Appendix A. THEOREM 3.1. Under Assumptions A1-A3, A5, and A6, we have,
where Pr J a n > C n → 1 as n → ∞,
Theorem 3.1 indicates that J a n is a consistent one-sided test as the leading term of J a n diverges to positive infinity at the rate of n 2 √ h under H 1 ; see (A.21) in the proof of Theorem 3.1 in Appendix A. The null hypothesis is thus rejected at the significance level α if J a n is greater than z α , the (1 − α) 100th percentile of a standard normal distribution for α ∈ (0, 1).
Case (b): X t Contains Both Stationary and Integrated Variables
We decompose X t (a d × 1 vector) into two groups:
T , where X 1,t is of dimension d 1 with its first component unity and the remainder I(0) variables, and X 2,t is of dimension d 2 with I(1) variables. Model (1) then becomes
The null and alternative hypotheses are defined by (2) and (3), respectively, where under the null hypothesis we have a linear cointegrating model, Y t = X T 1,t θ 10 + X T 2,t θ 20 + u t . The test statistic is given by (6) and is denoted by I b n . Below we only list assumptions that replace the corresponding assumptions listed in Section 3.1.
(B1) (i) We assume that X 1 , an n × d 1 matrix containing n observations on X 1,t , has a full column rank and that
is a strictly stationary and absolutely regular (β-mixing) process with β-mixing coefficients satis-
being the smallest σ -field containing all the past history of
where S is the support of Z . Also, sup
z all have bounded uniformly continuous derivatives up to the second order for some δ 0 > 0.
Remark 2. Assumptions A5 (ii) and B3 are used to derive the weak uniform convergence rate for the kernel estimators: In Appendix A we show that the asymptotic property of σ 2 n,b is dominated by the I(1) covariates so that one can replace X T t X s 2 in σ 2 n,b by X T 2,t X 2,s 2 if the sample size is sufficiently large. The intuitive explanation to this result is as follows: u t in equation (6) mimics the stochastic properties of u t under H 0 so that under H 0 , the leading term of I b n is
and further, the leading term of I b 1n is given by 
n is a consistent test under both cases, more samples are required for the power of the test statistic to approach one under case (ii) than under case (i). Moreover, the proof in Appendix A indicates that when θ 1 (z) ≡ θ 10 (a constant vector) for all z and θ 2 (z) = θ 20 over a nonempty interval of z, the least squares estimator θ 1 of the misspecified linear regression model diverges to ∞ at the rate of root-n if Cov X 1,t ,θ 2 Z t = 0. This result suggests that it is very important to test for the correct model specification when X t contains both I(0) and I(1) components in model (1).
Specifically, when θ 1 (z) ≡ θ 10 (a constant vector) for all z and θ 2 (z) = θ 20 over a nonempty interval of z, model (1) 
Applying the partitioned inverse to the OLS estimator gives
. Therefore, it is the correlation between the stationary variables X 1,t and θ 2 (Z t ) (the varying coefficients for the integrated variable X 2,t ) that nurtures the inflation of θ 1 by a magnitude of √ n when the coefficients for the integrated variables are wrongly specified as constants. Note that J b n = O e (n 2 h) holds true whether Cov X 1,t ,θ T 2 Z t equals zero or not, as terms containing X 2,t are the dominating terms of I b n .
MONTE CARLO SIMULATIONS
In this section we use Monte Carlo simulations to examine the finite sample performance of the proposed test. The power simulation results reported below include two cases: (i) the coefficients for the I (1) variables are nonconstant; (ii) the coefficients for the I (1) variables are constant, but the coefficient for the I (0) variable is nonconstant. The test statistic is computed as
Note that we did not use any trimming indicator function in the simulations. In practice, the data support is always finite. Thus, the trimming indicator carries theoretical importance, but it may not be needed in practice. The standardized test statistic is given by
where (12) andũ t in σ 2 n are the respective OLS and semiparametric residuals calculated under H 0 and H 1 . Under H 0 , J n is asymptotically normally distributed with zero mean and unit variance by Theorems 3.1 and 3.2.
We consider the following data-generating process (DGP):
v 2,s , and v 1,s and v 2,s are both randomly drawn from i.i.d. N (0, 1), so that X 1,t is an I(0) process and X 2,t and X 3,t are both I(1) processes; {Z t } is randomly drawn from i.i.d. uniform [0, 2] ; {u t } is randomly drawn from i.i.d. N (0,σ 2 u ) with σ u = 2. Also, v 1,t , v 2,t , {Z t }, and {u t } are all mutually independent of each other. We set θ 1 (z) = γ 1 + γ 2 z, θ 2 (z) = γ 3 + γ 4 sin(z), and θ 3 (z) = γ 5 + γ 6 z. Three DGPs are considered by setting different values to the six parameters γ j 's for j = 1,..., 6. They are set as follows: 2, 0.5, 0, 0.5, 0) where DGP 1 satisfies the null hypothesis with Y t = X 1,t + 0.5X 2,t + 0.5X 3,t + u t , and both DGP 2 and DGP 3 violate the null hypothesis. None of the three coefficient curves are constant under DGP 2 , while the coefficient curves for the integrated variables X 2,t and X 3,t are constant under DGP 3 . To measure the distance between the null and alternative hypotheses, we define
where j refers to the experiment corresponding to DGP j , θ l,0 and θ l, j (z) are the lth coefficient under H 0 and DGP j , respectively. It is easy to calculate that D 1 = 0, D 2 = 0.4979, and D 3 = 16/3 ≈ 5.33. The number of Monte Carlo replications is 1, 000, and the sample size n = 100, 200, 400, and 600. According to Sun and Li (2011) we use a Gaussian kernel function with h = c σ z n −.5 , where σ z is the sample standard deviation of {Z t } n t=1 , and we choose c = 0.8, 1.0, and 1.2 to examine the effects of different degrees of Table j , j = 1, 2, 3. Using different bandwidths does have mild impacts on the percentage rejection rates-more on estimated powers than estimated sizes. We observe from Table 1 that some downward size distortion of our test. This is quite common in this type of nonparametric test even for independent or weakly dependent data cases. We have done some simulations using a residual-based bootstrap method to generate the null critical values. The results show significant size improvement using the bootstrap method. Since we do not verify the theoretical validity of the bootstrap method in this paper, these results are not reported here. However, the results are available from the authors upon request. Although our test is under-sized (see Table 1 ), Table 2 shows that our test is quite powerful against DGP2 where none of the coefficients of the nonstationary covariates are constant. DGP 3 is designed to measure the power of our test when the coefficients for the I(1) variables are constant but the coefficient for the I(0) variable varies with respect to Z t . Although D 3 = 16/3 (the distance between the null DGP 1 and DGP 3 ) is much larger than D 2 (the distance between DGP 1 and DGP 2 ), the rejection rates in Table 3 for each given sample size are smaller than those given in Table 2 in most cases. Moreover, the rejection rates in Table  3 grow at speeds slower than those in Table 2 . The results given in Tables 2 and  3 .998 1.00 1.00 1.00 1.00 1.00 1.00 1.00 600 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
CONCLUSION
In this paper, we propose a consistent nonparametric test for testing the null hypothesis of constant coefficients against nonparametric smooth coefficients in a semiparametric varying coefficient cointegrating model. We show that the standardized test statistic converges to a standard normal distribution under the null hypothesis.
Although not reported here, we have also done some simulations using a residual-based bootstrap method, the results show that we can have much better estimated sizes for a wide range of smoothing parameter values. We leave the theoretical justification of the bootstrap method as well as the selection of the smoothing parameters balancing the size and the power of the test as future research topics. Finally, we only consider the case that Z t is a stationary variable. It will be interesting to generalize the result of this paper to the case that Z t is an I(1) variable, and we leave this as a possible future research topic.
NOTES
1. This paper only deals with the case that Z t is a scalar for expositional simplicity. However, our results can be easily extended to the case that Z t contains more than one stationary variable.
2. The test statistic for the case that X t is stationary was considered by Cai, Fan, and Yao (2000) and Li et al. (2002) , among others.
3. It would be desirable if our model can be extended to allow for Z t to be a nonstationary process, then it will be a general model which covers, for example, the testing problem considered in Gao et al. (2009) as a special case. This extension is beyond the scope of the current paper and is left as a possible future research topic.
4. The "asymptotic variance" does not have the same meaning as in stationary cases as it is a positive random variable, not a constant. The square root of this term is used to scale the test statistic such that the standardized test statistic has a standard normal distribution under H 0 . As this scale serves a role similar to the square root of a traditional variance, we abuse the usage of "asymptotic variance" to save creating a new name for this term.
5. Here, the reason for using a nonparametric residual is that (10) 
APPENDIX A: Proofs of Main Theorems
Proof of Theorem 3.1 (i). Under H 0 , the OLS residual, u t = Y t − X T t θ 0 = u t − X T t θ 0 − θ 0 , and accordingly we decompose I a n in (6) as 
, where h → 0 as n → ∞ by Assumption A6. Finally, by Slutsky's lemma, we obtain under H 0 that J a n = n
by Lemma A.5, where replacing u t in σ 2 n,a by the semiparametric residual for all t gives σ 2 n,a . This completes the proof of Theorem 3.1 (i).
n Below, we present Lemmas A.1-A.5 which are used to prove Theorem 3.1 (i). In particular, Lemma A.1, a limiting result of a degenerate U-statistic with both I (1) and I (0) covariates, should also be useful in other contexts. 
where n1 and n2 denote the two terms in the same order as they appear in the second equality line. Under Assumption A1 (iii) we have E ( n2 ) = 0. Without loss of generality we assume that X t is a scalar for notation simplicity. Under Assumption A1 we have for some δ 0 > 0
where applying Lemma B.1 gives
for some δ 0 > 0, and 
for any constant positive sequence C n → ∞, Evidently, (A.6)-(A.7) hold under Assumption A1 (iii). Also, in Lemma A.2 we have that
Thus, (A.9) holds by the continuous mapping theorem under Assumption A2 with
drds.
Under Assumptions A1 and A3, Hansen (2008, Thm. 2) holds, which gives
It follows that
where we used (8) that max 1≤t≤n X t = O p √ n . This gives max 2≤t≤n X n,t−1 = o p (1) as h → 0 when n → ∞. In addition, the independence between {u t } n t=1 and {η t } n t=1 implied in Assumption A1 gives n −1/2 n t=2 X n,t−1 E η t u t |F n,t−1 = 0. Hence, (A.8) holds true. As all the assumptions required by Wang (2014, Thm. 2.1) hold, we
→ N (0, 1). Combining this result with Lemma A.3, we obtain
. This completes the proof of Lemma A.1.
Remark 4. Gao and Hong (2008) derived a central limit theorem for a generalized U-statistic of the form of
A n,i φ 2 η s−i ,η t−i is a linear combination of a function of an rdimensional strictly stationary β-mixing process, X t = η t−1 ,...,η 1 , and φ 1 (·, ·) and φ 2 (·, ·) are both symmetric functions. The central limit theorem in Gao and Hong (2008) assumes ψ n (X s , X t ) to be weakly dependent, while Lemma A.1 considers the case that ψ n (X s , X t ) is nonstationary. Therefore, Lemma A.1 can be considered as an extension of Gao and Hong's (2008) Proof. First, we have 
Using Lemma B.1 we have that
under Assumption A1 (iii). Then by (8), we have n −4 n t=2 t−1
Assumptions A1 (ii) and A6. Therefore, applying the continuous mapping theorem and (7), we obtain
Now, we show that
s , where "⊗ " denotes the Kronecker product, and vec (A) is an (nk) × 1 vector formed by stacking up the columns of an n × k matrix A. [nr] and V n (r ) ≡ V n, [nr] for any r ∈ [0, 1]. By Assumption A2 and the continuous mapping theorem, we have if we set to be a small positive constant such that nh → ∞ as n → ∞. Hence, the first term in (A.12) is also o p (1). Therefore, we obtain n2 = o p (1). Next, we show that A n2 = o p (1). Without loss of generality, we give the proof for a scalar X t . By Assumption A1 (iii) we have E (A n2 ) = 0 and
where the definition of χ n1 and χ n2 will be clear from the context below. Consider χ n1 first. As s=1 l s = 8, and there are at least two l 's equal to one. As an illustration, we take the case that l 5 = l 4 = 1 and t > i 1 > s 1 > i 2 > i 3 > s 2 > i 4 > i 5 , and apply Lemma B.1 to obtain
Applying this method to other combinations of summations, we obtain
(ii) For j = 6, D n,6 contains 9 summations, where 1 ≤ l s ≤ 3 for s = 1,..., 6, 6 s=1 l s = 8, and there are at least four l 's equal to one. We take a case that l 6 = l 5 = l 4 = l 3 = 1 and t > i 1 > i 2 > s 1 > i 3 > i 4 > s 2 > i 5 > i 6 and apply Lemma B.1 to obtain
(iii) Applying the same method to the cases with j = 7 and j = 8 we obtain
Therefore, we obtain
if C 0 > 4 + 2δ 0 (2 + α) / (δ 0 ln ρ) for some δ 0 ∈ (0, 1) as Assumption A6 implies h ∼ n −α for some α ∈ (0, 1). Similarly, we can show 
Proof. Simple calculations lead to
By Assumption A1 (iii) we have E σ 2 n,a − S 2 n = 0 and
where we use the same proof method as used in the proof of Lemma A.2, and we apply Assumption A1 (ii) to obtain the last line for properly chosen δ 0 ∈ (0, 1) and C 0 > 0. Therefore, we obtain σ 2 n,a − S 2 n = O p n −1/2 by Markov's inequality as nh → ∞ when n → ∞. This completes the proof of this lemma. Proof. Using exactly the same arguments as those used in the proof of Lemma A.2, we obtain
Hence, G a 2n = O e (n). Next, we write G a 3n = G a 3n,1 + G a 3n,2 , where
and G a 3n,2 = n 3 h
3n, j = 0 for j = 1, 2, and applying the same proof method used in the proof of Lemma A.2 gives 
n,a . Applying Lemma C.1 we verify Lemma A.5.
n Remark 5. Here we emphasize that it is important to use the nonparametric residuals in computing σ 2 na . If the nonparametric residualũ t is replaced by the parametric residual
√ n and Lemma A.5 does not hold; the resulting test may have only trivial power even as n → ∞. The same argument also applies to Theorem 3.2.
Proof of Theorem 3.1 (ii).
Under H 1 , we express θ 0 as
, where 
which means that the OLS estimator converges to the mean value of the random coefficient under the alternative hypothesis. 
n has the same decomposition as I a n given by (A.1), viz.
where have exactly the same mathematical formula as σ 2 n,a and σ 2 a , respectively. Lemma A.7 below shows that
As σ 2 n,b = σ 2 n,b + o p (1) by Lemma A.8 below, we have n n The following lemma gives the asymptotic distribution of a degenerate U-statistic when X t contains both I(0) and I(1) variables.
LEMMA A.6. Under Assumptions B1, A2, B3, A5 (i) , and A6, we obtain
Proof. A simple calculation gives
where E I b 1n, j = 0 for j = 1, 2 by Assumption A1 (iii). Applying Lemma B.1, one can show that V ar I b
Following closely the proof of Lemma A.1, we have
→ N (0, 1) under Assumptions B1, A2, B3, A5 (i), and A6, where
by Lemma B.2. This completes the proof of this lemma.
n LEMMA A.7. Under the assumptions given in Lemma A.6, we have
where G b 2n and G b 3n are defined in (A.3) and (A.4) , respectively.
Proof. A simple calculation gives
where the last line can be obtained by following the proof of Lemma B.2. As the model becomes Y t = X T 1,t θ 10 + X T 2,t θ 20 +u t under H 0 , it is well known that θ 10 −θ 10 = O p n −1/2 and θ 20 −θ 20 = O p n −1 given the assumptions imposed in this paper. We therefore obtain
Below we will only calculate the stochastic order of G b 3n,1 in details as the proof for G b 3n,2 is similar. First, by Assumption A1 (iii) we have E G b 3n, j = 0 for j = 1, 2. Applying the same method used to prove Lemma A.2 gives 
is the semiparametric residual, and replacingũ t by u t for all t in σ 2
n,b gives σ 2 n,b .
Proof. Note thatũ
The result in Lemma C.1 implies that σ 2 n,b is the leading term of σ 2 n,b . This completes the proof of this lemma.
n Proof of Theorem 3.3. Under H 1 we decompose the least squares estimator θ 0 as
It is well established that (from the linear regression model with I (0) and
which has a smaller order compared with the first term on the right-hand side of (A.23). Therefore, we only consider the leading term of θ 0 and show that the stochastic order of θ 0 depends on whether θ 2 (Z t ) is a constant vector or not. For notational simplicity, we will only consider the case that both X 1,t and X 2,t are scalars. We denote
It is straightforward to show that
, and for j = 1, 2 and s = 1, 2, we denote
Therefore, combining (A.23), (A.24), and (A.25) gives
where θ 0 = θ 10 , θ 20 T and a n d = b n means that the two random sequences a n and b n have the same distribution asymptotically. Evidently, θ 20 = O p (1). If Cov X 1,t ,θ 2 Z t = μ 1,θ 2 − μ 1 μ θ 2 = 0, we have θ 10 = O e √ n as Pr(G 1 = 0) = Pr(W (1) W (2) = 0) = 0 by the fact that W (1) W (2) is a continuous random variable. We have θ 10 = O e (1) if Cov X 1,t ,θ 2 Z t = 0 holds true. However, if θ 2t ≡ θ 20 , a constant, for all t, simple calculations lead to
which implies, by Lemma B.2,
. Therefore, combining (A.23), (A.24), and (A.28) gives
which implies θ 10 = O e (1) and θ 20 = θ 20 + O p n −1/2 . Compared with the OLS estimator when the true model has a varying coefficient for the integrated variable, the OLS estimator here has a stochastic order lowered by a factor of n −1/2 . Consequently, the OLS estimator for the coefficient of the integrated variable is √ n-consistent if θ 1 (z) is not constant over nonnegligible intervals, and the OLS estimator for the coefficient for the stationary covariate is not explosive any more although it is still inconsistent. Moreover, (A.29) indicates that the OLS estimator of the coefficient for the integrated variable is not super-consistent any more if the stationary covariate has a varying coefficient.
Below we will show that I b 2n = O e (n) in case (I) and that I b 2n = O e (1) in case (II). Therefore, the leading term of n √ h I b n is n √ h I b 2n = O e (n 2 √ h) for case (I), and it becomes O e (n √ h) for case (II).
Case (I):
Pr{θ 2 (Z t ) = θ 2 } > 0 for any θ 2 ∈ 2 ⊂ R. +o p (n √ h) = O e (n √ h), which diverges to +∞ at the rate of n √ h. Finally, when X 1,t and X 2,t are vectors of dimensions d 1 × 1 and d 2 × 1, respectively, it is easy to show that the conclusion in Theorem 3.3 still holds true. All one needs to do is to replace B η (r ) 2 by B η (r )B T η (r ), E X 1,t X T 2,t rather than E(X 1,t X 2,t ), and so on. This completes the proof of Theorem 3.3. 
and
Therefore, we have 
