A NAVIGATION AND AUTOMATIC COLLISION AVOIDANCE SYSTEM FOR MARINE VEHICLES by Miller, Keith McGowan
A NAVIGATION AND AHTOMAliiC COLLISION AVOIDANCE SYSTEM 
FOR MARINE VEHICLES 
Keith McGowan Miller BSc. 
This thesis is submitted to the Council for National Academic Awards in 
partial fulfilment of the requirements for the degree of Doctor of 
Philosophy. 
This copy of this thesis has been supplied on condition that anyone who 
consults it is understood to recognize that its copyright '"rests -··with its 
! 'f"·i·l ~:~. :'·J'll:! ~ 
author and that no quotation from this thesis and no·'information derived 
~-- --~..:;;:•· .:..:..,....-:;"~..-. .......... ~ .... _~ 
from it may be published without the author's prior written consent. 
Sponsoring Establishment: Collaborating Establishment: 
Polytechnic South West j&S Marine Ltd. 
Drake Circus 
Plymouth 
February 1990 
REFERENCE ONLY 
90 0030454 3 TELEPEN 
·-----:~ 
POLV""=w 'Y''• "'f)' rr. V'~"''C' i :. : t..:t, .. ~'1i1 !.~, ,J~ ~- ~[ ·h'C~ i i a,.·-·r:tnv-.,~ A=~·.,..·rP\-{! ttJ. ,.,!\it wt.h ~ 1\..t:,_, 
Item 
No. C!ooo~Ott54-3 
Class 
' T 62.3 · <D'D<e.k-"'-C1: No. 
Contl ' 
No. X70 :L532Y.'l>"f 

DECLARATION 
No part of this thesis has been submitted for any award or degree at any 
other institute. 
While registered as a candidate for the degree of Doctor of Philosophy the 
author has not been a registered candidate for another award of the CNAA 
or of a university. 
ACKNOWLEDGEMENTS 
My thanks are due to the following people for their help in the preparation 
of this thesis. 
Dr. M. j. Dove, of Polytechnic South West, for acting as Director of Studies 
and for encouragement throughout this research. 
Dr. C. T. Stockel, of Polytechnic South West, for acting as supervisor and 
for his guidance throughout this research. 
Professor R. H. Motte, Head of Department, Marine Science and Technology, 
Polytechnic South West, for advice and for the provision of resources. 
Mr. T. H. Bouncer, Polytechnic South West, for advice. 
Mr. j. A. Kitching, Polytechnic South West, for encouragement to complete 
this thesis. 
Mr. R. Hill and the technical support team, Department of Marine Science 
and Technology, Polytechnic South West, for technical support. 
Dr. M. jones, Kelvin Hughes Ltd., for active collaboration towards the end 
of this research and for enthusiasm towards future developments. 
My wife, Jennifer, whose support and encouragement made this thesis 
possible, 
ABSiTRACT 
A Navigation and Automatic Collision Avoidance System 
for Marine Vehicles 
Keith M. Miller BSc. 
Collisions and groundings at sea still occur, and can result in financial loss, 
loss of life, and damage to the environment. Due to the size and capacity 
of moden vessels, damage can be extensive., Statistics indicate that the 
primary cause of accidents at sea is human error, which is often attributed 
to misinterpretation of the information presented to the mariner. Until 
recently, data collected from sensors about the vessel were displayed on 
the bridge individually, leaving the mariner to assimilate the material, make 
decisions and alter the vessels controls as appropriate. With the advent of 
the microprocessor a small amount of integration has taken place, but not 
to the extent that it has in other industries, for example the aerospace 
industry. This thesis presents a practical method of integrating all the 
navigation sensors. Through the use of Kalman filtering, an estimate of the 
state of the vessel is obtained using all the data available. Previous 
research in this field has not been implemented due to the complexity of 
the ship modelling process required, this is overcome by incorporating a 
system identification proceedure into the filter. The system further reduces 
the demands on the mariner by applying optimal control theory to guide the 
vessel on a predetermined track. Hazards such as other vessels are not 
incorporated into this work but they are specified in further research. 
Further development work is also required to reduce computation time. 
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CHAPTER 1 
DEV·ELOPMENTS IN MARINE NAVIGATION 
1.1 Introduction 
In spite of modern electronic aids to navigation, accidents still occur at sea. 
These usually take the form of collisions between vessels or groundings and 
90% of them occur in coastal waters. Cockcroft (1984) has established that 
in the ten years between 1973 and 1982, 276 trading ships were lost due to 
collisions, 57.5% of these occurred in restricted visibility, a vast 
improvement on the figure of 75% prior to 1973. It should be noted that 
marine traffic separation zones were introduced in some coastal areas at 
that time. Cockcroft goes on to suggest some reasons for the errors which 
caused the latest collisions. Of those which occurred in clear visibility, 75% 
were during the hours of darkness, and many in areas of low traffic 
density, suggesting that the predominant cause is a poor visual look-out. 
He goes on to state that in several instances the collision took place 
immediately before a change of watch. In restricted visibility the time of 
day is shown to have little or no effect on the likelihood of a collision, 
and over 85% take place between vessels travelling in opposite, or nearly 
opposite directions. Such occurances have been reduced by the 
implementation of traffic separation zones, but due to the local Geographic 
factors involved, it is not practical to establish these schemes in all areas. 
In all conditions human failure is almost invariably the cause, usually from 
negligence, ignorance of the International Regulations for Prevention of 
Collisions at Sea or improper use of equipment. Trousse (1978) defends the 
navigator and suggests that his job is being made increasing·ly more 
complicated in two ways. These are firstly, by all the extra equipment being 
installed on the bridge, both to assist him with the task of navigating and 
to monitor the engine room and cargo, and secondly, by the shortening of 
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his decision time with· the increase in ship speed and traffic density. Paffett 
(1980 and Paymans (1977) have independently produced schemes to solve the 
problem of confusion ariving from the density of information being 
presented to the navigator, and on which he has to base his decision. "fhey 
have suggested a serious study into the ergonomics of ship~s bridge design. 
This would incorporate an investigation into engineering, systems analysis, 
psychology and physiology to define basic character:istics of shipborne 
operators and their requirements. Paffett goes on to suggest a paged 
computer system with pages for general information, engine room, 
navigation equipment and so on, bringing the information from all sensors 
to computer terminals, placed about the ship as required. One system 
developed along these guidelines is the MANA V integrated navigation system 
by Racai-Decca. Millar and Hansford (1983) have described the design 
process and final product, which consists of an automatic plotting table 
with standard paper charts, a computer terminal for user interface and 
display together with an advanced radar plotting aid (ARPAl. Ship's officers 
who have used the system have described it as useful, effective and easy to 
use. Some criticisms have also been made, mainly in the lack of ability to 
interface the system to some of the common navigation aids. It is a small 
step from this approach automatically to monitor and predict the movement 
of other vessels. This can be achieved by processing data acquired from the 
ARPA, which is already carried on vessels of 10000 GRT or more by 
requirement of the International Maritime Organisation ([MOl, and advise a 
course of action to be taken. This would help to alleviate the second of the 
problems suggested by Tr:ousse (1978). The requirements of such a system 
would be precise location and state of the vessel on which it is installed, 
projected tracks of other vessels in the vicinity, knowledge of the local 
topology and the International Regulations for the Prevention of Collisions 
at Sea forming a rule base on which to make decisions, to avoid collisions 
and grounding. The information required is available from existing navigation 
aids but problems occur in putting this information to use in evaluating the 
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most probable state of own ship, and in the decision making process. The 
system which, perhaps at present, comes. closest .to meeting these 
requirements is produced by Sperry Marine, an article entitled '"All alone at 
the helm'" in the September 1989 issue of Marine Engineers Review describes 
this system. Central to the integrated system is the "touchscreen" controlled 
ARPA. This is interconnected to the autopilot and a Voyage Management 
Station, all integrated by Sperry Marine"s own ~eanet Token Ring Data 
Network, which, in the event of a malfunction of one processor, does not 
make the whole system inoperative. Kelvin Hughes, a competing radar 
manufacturer, have also launched a new product. Their '"Tactical radar·· was 
designed specifically for military use but many of the features such as the 
ability to digitisise coastlines into the system do have direct applications in· 
the commercial environment and will doubtless be included in a wider range 
of future designs. 
1.2 Survey of Marine Electronic Navigation Systems 
The development of modern electronic navigation dates from the period 
1939-1945, to meet the exacting demands of the armed forces during World 
War 11. Developments of this period form the basis of many of the systems 
in use today. Beck (1971) outlines the history of some of the systems which 
have evolved, including the Decca Navigator. This was developed by United 
Kingdom naval scientists and was in use for the Normandy (D-Day) landings 
of June 1944, whilst Loran, an acronym for ""Long Range Navigation'" was 
developed at the Radiation Laboratory of the Massachusetts Institute of 
Technology during this period. Prior to the development of frequency 
standards the direct measurement of range was impractical, and hence these 
early systems relied on the measurement of phase difference between two 
radio signals so that position fixes. were related to hyperbolic position lines. 
The two systems discussed still rely on these basic hyperbolic principles, 
but improvements have been made to give an unambiguous fix, and to the 
information displayed on the mobile receiver. 
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A number of individual systems are now available to the commercial 
operator, each having its advantages and disadvantages. Loran C coverage, 
for example, is limited almost entirely to the northern he111isphere, and 
whilst Omega provides world-wide coverage, it is insufficiently accurate for 
inshore navigation. Decca is sufficiently accurate for coastal navigation, but 
accuracy falls off with range and each chain covers only a small area. The 
Naval Navigation Satellite System (NNSS or Transit) is also sufficiently 
accurate, but the long time between satellite passes makes it unsuitable for 
coastal navigation. A typical fit in a British merchant ship would thus 
comprise a gyro compass, with autopilot, electromagnetic and/or Doppler 
log, Decca Navigator, Loran C together with Omega and/or Transit. This 
would give the navigator world-wide coverage and sufficient accuracy. 'Radar 
or ARPA and radio direction finder would also be fitted. 
The accuracy which will be available from the Navstar or Global Positioning 
System (GPSl has yet to be established. Cook (1983) suggested that 
positional errors of less than 20 metres will be achieved. Henderson and 
Strada (1980) give details of a small scale sea trial in which a mean 
distance of 25.3 metres was claimed for passages in and out of San Diego 
Naval Base, California. More recently Napier and Ashkenazi (1987) have 
suggested that the codes used will be downgraded to meet the original 
commercial design specification giving an instantaneous position to between 
100 and 250 metres. Current policy dictates tOO metre spheroidal root mean 
square (srms) accuracy to reduce the threat to security. They also state 
that Omega and Loran C are due to be phased out shortly after the full 
introduction of GPS. Jorgensen (1987) backs up their views and points out 
that the specified 100 metre accuracy is the 2drms (twice the horizontal 
root mean squared error) value which corresponds to a navigational error in 
the vicinity of ISO to 200 metres; The system can be operated in differential 
mode, which uses two receivers, one fixed at a previously surveyed location, 
the other sited where the position is required. Nolan and Carpenter (-1984) 
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have shown that over a period of 70 seconds a position accurate to between 
4 and 5 metres is available. Grover--Brown and Hwang (1983) have improved 
the technology to obtain c'entimetre accuracy, but the position takes 10 
minutes to calculate on a large mainframe computer. It is unlikely that 
differential mode of operation will be used at sea for pur-poses other than 
surveying, but the navigator will have instantaneous world-wide coverage 
with accuracy between 100 and 250 metres. It is interesting to. note that in 
daytime, the accuracy of the Decca Navigator Is better- than 100 metres 
within approximately 300 kilometres of the master transmitting station in a 
typical array, and considerably better (25m) close to the centre of the chain. 
With the advent of GPS, questions arise about the future of· terrestrial 
based systems currently in use. Loran is likely to be maintained, while the 
prospects for Omega are in doubt. A decision has yet to be made on Decca. 
With ageing transmitter stations requiring excessive maintenance and 
manufacturers other than Racal Marine Electronics now being able to build 
and sell receivers, who will continue to finance the systems? This question 
is not only in the minds of owners of trading vessels, but also is of 
concern to small boat owners. Dahl (1988) estimated that by this year, 
100,000 Decca sets will be installed on leisure craft. He goes on to suggest 
that the leisure users requirements for navigational aids are often more 
demanding than those of the professional who, in general, has better 
equipment and is better trained for its use. For obvious safety reasons, it is 
important that the leisure user is provided with adequate navigational aids, 
however the presentation of too much information from excess equipment 
can distract attention from the real issue of vessel safety, and thus itself 
create a hazard. Considering all the navigation aids available, or likely to be 
available within the forseeable future, only Decca will give a fix accuracy of 
better than lOOm, and this will only be attained during daytime and in areas 
close to the transmitters. The shipowner has therefore been left with a 
difficult choice when choosing suitable navigation aids. To further 
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complicate the problem the selection of instrumentation installed on vessels 
has often been governed by political1 and ·financial consider:ations rather than 
by sound technological judgements. No single navigation aid is capable of 
satisfying the requirements of collision avoidance systems and advanced 
track-keeping autopilots currently in the research and development stage. 
However, integration of a combination of aids is likely to give the .desired 
result. 
1.3 Integration of Navigational Data 
Single system deficiencies have led to the development of integrated 
systems for world-wide use. Systems such as MANAV discussed earlier and 
Racal's MNS2000 are capable of receiving data from a number of aids, but 
only give a position update from the selected source. The accuracy of the 
position can be improved by combining the data received from a number of 
navigation aids. Firstly we may consider the actions a ship's officer might 
take to fix the position of his vessel. He may plot a number of fixes 
obtained from various sources; for example, from log, compass and 
knowledge of set and drift of the current he can derive an estimated 
position from a previous fix; another fix may be obtained from the radar, 
and finally one from an electronic aid such as Decca. Using his knowledge 
of the likely random errors in all three fixes, he can take a weighted mean 
to establish the most probable position of his vessel. One of the 
requirements of such an integrated system, is to minimise the random 
errors in some way. The De cc a Navigator Co. (1973) suggested that a 
Gaussian distribution gave the best fit for the spread of random errors in 
radio navigation aids. The problem can be stated in terms of minimising the 
variance and leads to the use of Kalman-Bucy filters. These have been 
developed extensively for aerospace, and latterly for marine, navigation since 
the publication of the original works by Kalman (1960), and Kalman and 
Bucy (1960. 
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The Kalman filter has found many useful applications in the aiJ:".craft world, 
where sudden environmental changes do not often occur. However in marine 
operations where disturbances can change quickly, applications do hot 
appear to have been so successful, although this is not true of the offshore . 
oil industry, where modern dynamic positioning systems employ Kalman 
filters extensively. Tysso (1981), although discussing modelling and parameter 
estimation of a ships boiler, states that a successful application of the 
extended Kalman filter (EKF) method is strongly dependent on a reasonable 
choice of design parameters, the noise eo-variance matrices. He goes on to 
suggest that choice of initial estimates is critical. At sea then if the initial 
values of current are incorrect, or change suddenly, the best estimates of 
position and velocity may diverge. A general analysis of the convergent 
properties of the EKF method is given by Ljung (1970. 
In marine navigation, Kalman filtering can be applied to two independant 
navigation aids, or to a range of sensors, and provided the statistical 
information required is correct will give a result which minimises the 
variance of the random errors. McPherson (1979) describes a system 
designed, built and in use in large oil tankers. However, two independant 
aids are not always available in all operational areas for trading vessels, 
unlike other maritime applications such as hydrographic survey, where it is 
common practice to monitor position from two aids, although the data 
received from the back up system is often discarded. Bennett (1980) gives 
an algorithm to combine the data received using Kalman filtering and obtain 
a more accurate position of the vessel. On a trading vessel it is always 
possible to obtain an estimate of position from DR. This can be combined 
with any other data available to update the positional information. For 
precise navigation in the approaches to a pol't, when the vessel may be 
undertaking various manoeuvres, the traditional DR update from log and 
compass alone is inadmissable. Cross (1986) has devised a method for 
improving the estimate using additional velocity data obtainable from dual 
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axis Doppler log. The positional information is now improved, .but ~urther 
state parameters may be .required' in control applications. For example, in 
the automatic guidance system described by Burns and Dove (1986) eight 
states of the vessel are required to pass .to the optimal control algodthm, 
which maintains a vessel on track at the deslr:ed speed, In the use of this 
technique it is necessary to develop a full non-linear mathematical model of 
the vessel and to obtain transition matrices for it at discrete sampling 
intervals. This has a further advantage of enabling estimates of states to be 
made even if measurements are not taken. Preliminary investigations 
undertaken as part of this work have shown the modelling and filtering 
process to be a cumbersome task involving extensive sea trials initially and 
time consuming calculations while running the system on-line. It is perhaps 
for these reasons that few of the integrated systems available today employ 
Kalman filtering, and instead other filtering techniques are used. The lack 
of recently published papers describing the use of Kalman filters in marine 
navigation does suggest that perhaps there has not been the progress hoped 
for in this area. 
The requirement for further work in high accuracy position fixing is 
highlighted in a UK Department of Transport report (1984) of the collision 
between the car ferries European Gateway and Speedlink Vanguard off 
Harwich, UK in December 1982, in which each master believed that the other 
would alter course to let him pass. The report states, "It is our belief that 
this collision occurred because of a degree of over-complacency, on the 
bridge of both vessels, in the performance of what may have appeared 
routine and unexacting navigation". If the European Gateway had been in the 
correct position in the deep-water channel such a collision might not have 
happened. The importance of automatic collision avoidance is illustrated by 
another example, reported by Yudovich (1988), concerning a collision on the 
night of 31st August 1986 between the bulker Petr Vasev (18604grt), entering 
the port of Novorossiysk, and a passenger vessel, the Admiral Nakhimov 
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(17053grt), leaving the port. Both were owned by ~be Black Sea Shipping 
company and captained by experienced qualified mariners. They agreed, while 
about 7 miles apart, and through a shore based · radio station that Vasev 
would give way, although it was Nakhimov's duty to do so. With about 2 
miles between them, the Vasev, carrying ARPA, considered the situation safe 
in spite of the frequent communications from Nakhimov requesting 
assurance that t~ey would be giving way. Finally the master of the 
Nakhimov could wait no longer and altered course, applying 20° rudder in 
small steps over some 4 minutes, contrary to regulations which state "a 
succession of small alterations to course and/or speed should be avoided". 
The master of Vasev remained transfixed to his radar; making his 
contemplated alteration to half speed at ·about the time that Nakhimov 
applied helm. He did not see Nakhimov alter course until too late. Both 
masters were at fault, initially for ignoring regulations. When Nakhimov 
finally applied helm it should have been one large alteration, also the 
master of Vasev did not combine what he saw on his radar display with 
reality. 
The author believes that further work in the use of Kalman filtering will 
lead to improved accuracy of navigation systems to ensure that each vessel 
is in the correct position at the right time. While in the field of modern 
marine operations there is a need to bring together the disciplines of 
computing, telecommunications, navigation, control engineering and artificial 
intelligence. Kalman filter theory has a role to play within this development 
area. 
1.4 Objectives 
This project has been concerned primarily with an investigation into accurate 
navigation. It is an integral part of the research programme being 
undertaken by the Ship Control Group at Polytechnic South West. The 
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overall aim of this research is to develop a.Jully integrated navigation 
system capable of providing the master of the vessel with accurate 
information on the status of 'his own ship and other vessels .in the vicinity. 
The system is also required to give advise on a suitable course of action to 
take to avoid collisions at sea. 
The specific objectives of the investigation are: 
(i) To give an outline specification for a shipboard navigation and advisory 
collision avoidance system to improve safety at sea; 
(ii) To examine accuracy specifications of marine navigation aids, and 
perform an investigation into the practical application of Kalman .filters 
in the marine environment. This will be based on the theoretical work 
of Dove (1984); 
(iiil To conduct further investigations into filtering to overcome problems 
highlighted in the preliminary investigation and provide a navigation 
algorithm suitable for use in the overall system; 
(iv) To link the filter to an optimal control algorithm to provide further 
insight into potential problems which may arise when advisory collision 
avoidance is included into the system. 
This thesis comprises of segments of work from a wide range of disciplines 
including computing, mathematical modelling and signal processing, with 
further discussions on system identification and optimal control. It is 
necessary to understand fixed. and random errors in current navigation 
equipment. These are described briefly in chapter 2 through the theory of 
operation. Chapter 3 describes the test vessel and instrumentation installed 
for data collection and trials on computer algorithms for filtering and 
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control. Kalman filter theory employs a mathemematical model of the 
dynamic system, and hence ship modelling techniques are presented in 
chapter 4. Kalman filter theory is introduced in chapter S, and chapter 6 
presents a practical investigation into its operation through a simple filter 
for position fixing . Possible solutions to problems encountered with initial 
trials are also given. The filter developed is not adequate for control and a 
more sophistocated model employing further states is presented in chapter 
7, although modifications are made to overcome problems encountered. 
Solutions to these problems, particularly those of modelling errors are 
discussed in chapter 8, where a method for system identification is 
implemented. The state estimate given by the filter is then passed to an 
optimal control algorithm defined in chapter 9 where results of controller 
trials are also presented. Finally, chapter 10 reviews the work and puts 
forward suggestions for further reseach in this area. 
A schematic diagram of the full integrated navigation system is shown in 
figure 1.1. The system will comprise two computers linked together by a 
parallel interface. Both machines will be interfaced to ship's equipment and 
will run graphical displays. One machine will run navigation programs which 
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must be cycled quickly. It wi.U ·interface to the ship's navigation aids, 
perform the mathematical model and: filter computations and display an 
electronic chart with ship's status, desired track and information on target 
vessels. Meanwhile the second machine wiU interface to the radar, run 
heuristics for collision avoidance (ACAS) and ship operations, making 
modifications to the mathematical model if needed. It wi 11 also present 
track information to .the mariner and be used as the man,..machine interface 
for the system. Flow diagrams for. the software in both computers are 
shown in figures 1.2 and 1.3. The machines, which are described fully in 
chapter 3, will be multi-tasking. This facility, through a time-sharing 
process, enables the processor to work on more than one task at a time. 
For example, while communicating with a peripheral, which is usually 
a slower process than the speed at which the processor can operate, spare 
time can be used for computations. So the software has been divided into 
primary and background tasks. 
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CHAPTER 2 
INTEGRATED NAVIGATION SYSl:EMS 
2.1 Introduction 
A combination ·of deficiencies in individual items of navigation equipment 
and the emergence of the microprocessor has led to the development of 
integrated systems to aid navigation. Some such systems do no more than 
present the mariner with information received from a variety of sensors on 
a compact display, while others perform computations on data received from 
the sources to provide him with the most probable estimates of the 
information required. Optimal estimates are usually obtained from least 
squares and Kalman filtering techniques. On those occasions where the 
computation time required to perform such calculations prohibits their use, 
or system errors cannot be accurately established, suboptimal methods are 
used, as discussed by Gelb (1988). When considering the problem of 
filtering it is essential to have an understanding of the operation of the 
various sensors and the liklihood of errors in the output. Essential 
measurements for navigation are considered to be position, heading and 
speed, while additional information on depth and other traffic movements 
are required for the vessel"s safety. 
2.2 Electronic Position Fixing 
Electronic position fixing systems for navigation at sea can be considered in 
two categories: 
(i) Land based systems, primarily Omega, Loran and Decca, which are 
described fully by Tetley and Calcutt (1988), and which measure either 
phase or time differences between signals transmitted simultaneously 
from pairs of stations; 
- 14 -
(ii) Satellite systems, __ such as GPS and Transit, also treated by Tetley and 
Calcutt (1988), measure ranges from satellites and range differences 
from satellites respectively. 
Omega has worldwide coverage but low accuracy,. where as Loran has better 
accuracy but covers only the majority of the Northern hemisphere, Decca 
improves accuracy further but coverage is particularly restricted to specific 
areas around the world, primarily North-West Europe. While the accuracy of 
satellite systems is comparable to that of Decca, fixes available from 
Transit can be intermittent and GPS is not yet fully operational. The 
operation and errors of each of these systems will now be considered in 
more detai I. · 
2.3 Decca Navigator 
Measurement of phase difference between two signals transmitted 
simultaneously from sources at known locations gives a position line which 
is a hyperbola on a map of the earth's surface. Ambiguity arises as the 
pattern is repetitive; this is overcome by interrupting the standard 
transmission at regular intervals and all stations in turn transmitting a 
multipulse lane identification signal. The resultant periodic waveform has a 
wavelength equivalent to one lane, which is the minimum ambiguity 
available. In order to derive a position two intersecting position lines are 
obtained from one common master transmitting station and two slaves, 
Usually three slaves are combined with a master to constitute a chain and 
the fix is obtained by using the two position lines which give the- best 
angle of cut. It is possible to obtain a fix from two position lines obtained 
from different chains, this is known as cross chain mode. Figure 2.1 shows 
the areas covered by Decca navigator worldwide. 
Fixed or systematic errors within the Decca navigator are due to variation in 
velocity along the line of propagation and refraction due to land masses. 
Fixed error corrections to be applied to the position lines obtained· are 
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Figure 2.1. Decca Coverage Worldwide 
tabulated with respect to geographical location and pub lished by Decca 
Marine Systems in the Decca Navigator Operating Instructions and Marine 
Data Sheets. Variable errors due largely to local variations in the 
atmosphere are entirely random and increase with range. Random errors 
likely to be obtained in the finally computed position fix for the South 
West British chain are shown in figure 2.2. As the atmospheric variations 
leading to variable errors are likely to be affected themselves by the time 
of day, weather etc. so will the error probability in the position fi x. A 
further set of charts show the 95% probability level of random error in 
metres. These indicate the likely accuracy of the fi x with geographical 
location and are given in figures 2.3 and 2.4. Skywave tota l internal 
refractions interfering with the desired ground wave signal effectively limits 
the range of the system to 240 nautical miles by night in Northern Europe 
but 220 nautical miles nearer the equator. 
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Figure 2.2. Random Errors of South West British Chain in Full Daylight 
Figure 2.3. Decca Random Error Contours - South West British Chain 
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TIME AND SEASON FACTOR DIAGRAM 
Contour 
Decca period a b c d e 
Half light <0.10 <0.10 <0.10 0.13 0.25 0.50 
Dawn/dusk <0.10 <0.10 0.13 0.25 0.50 1.00 
Summer night <0.10 013 0.25 0.50 100 2.00 
Wmter n1ght 0.10 0.18 0.37 0.75 1 50 3.00 
Figure 2.4. Decca Random Error Values - South West British Chain 
2.4 Loran 
Like the Decca navigator, Loran is a hyperbolic system. In this instance the 
hyperbolae are generated by measuring the time difference in two wave 
pulses appearing at the receiver. The fixed master station, at a known 
location , initiates the cycle by transmitting a pulse which is received by 
both the mobile receiver and the fixed slave, also at a known location. The 
slave waits for a given period before transmitting an identical pulse, this is 
then used by the receiver to compute an unambiguous line of position. The 
advantage of using a pulse system instead of phase comparison is that 
interference due to skywave reflections is now minimised. This latter signal 
will have taken a longer path and will arrive about 35!-lsecs after the ground 
wave signal at 1000 nautical miles, the maximum range of the Loran system. 
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.Jhe transmitted pulse length is 2501-lsecs, a tracking point J011secs after the 
start of the pulse is used for measurements to minimise skywave 
interference. The range of the system can be increased by using a 701-lsec 
tracking point, this point represents maximum signal amplitutde, however 
accuracy is greatly reduced· in this mode of operation as measurements are 
likely to be made using the skywave which will extend coverage as it 
suffers less attenuation. Accuracy figures beyond the 1000 mile ground wave 
cover_age area are not given but tables giving corrections to be applied to 
measurements made using skywaves are available. Figure 2.5 shows 
theoretical accuracy contours for the Loran Norwegian Sea chain, while 
f igures 2.6 and 2.7 shows Loran coverage worldwide by ground and 
skywaves. 
LORAN·C 
NORWEGIAN SEA CHAJN 
GRJ 7170 
500ft 
--- 100011 
150011 
Figure 2.5. Loran Random Errors - Norwegian Sea Chain 
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2.5 Omega 
Like the Decca Navigator, Omega is a phase comparison hyperbolic system. 
The low frequency (10-14kHz), long wavelength (30 rkm) transmissions from 
the eight stations give worldwide coverage. All stations can be considered 
to comprise a single chain and each station can be paired with any other to 
give a position line. This is achieved by all stations transmitting each of the 
three frequencies used in navigation for about 1.1 seconds during the 10 
second cycle, transmissions at other frequencies throughout the remainder 
of the cycle are mainly used for communications. The system is configured 
such that all stations are transmitting different frequencies during the eight 
time slots. 
The use of long radio waves leads to poor resolution. Furthermore they are 
totally refracted internally by the ionosphere, therefore the waves move up 
and down while they travel from the transmitter to the receiver. The path 
covered and, as a consequence, the phase of the received waves are affected 
by variations of the height of the ionosphere, diurnal variations, the earth's 
magnetic field and other conditions. Tables are available to give some 
corrections but accuracy remains in the order of 0. 75 nautical miles during 
the day and 1.5 nautical miles at night. In spite of these claims a Western 
Pacific Omega validation study during 1976 and 1977 estimated the 95% 
accuracy to be between 6.3 and 7.3 nautical miles. In coastal waters the 
problem of poor absolute accuracy can be overcome by using the systems 
good relative accuracy and operating in differential mode. A local shore 
based receiver station at known coordinates calculates corrections and 
transmits these to local shipping. As yet few shore stations capable of 
performing this function have been set up. 
2.6 Transit (Navy Navigation Satellite System) 
In October 1989, six Transit satellites were in operation, in polar orbits 
approximately 1075km above the earth's surface travelling at 7.3kms·•. A fix 
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is available from a satellite visible to the receiver for more than two 
minutes. Each. satellite is tracked from the earth ·and its predicted orbit for 
the next 16 hours transmitted to it. This prediction accounts for precession 
and irregularities to the circular orbit which will be slightly elliptical and 
subject to gravitational forces of the geoid. Corrections to the elliptical 
orbit are then retransmitted by the satellite at two minute interval's, phase 
modulated on to carrier frequencies of 399.968kHz and 149.988kHz. A 
receiver measures the Doppler shift of these signals and computes a 
hyperboloid, the interection of this with the earth's surface gives ·a line of 
position. Repetition of the computation two minutes later gives a second 
position line; and hence an estimate of position. To account for any 
discrepancy between transmitted frequency and comparative frequency 
generated in the receiver a third measurement is made, thus this source of 
error is removed. Other error sources and their effect on the final fix are: 
(i) Anomalies of signal propagation. The purpose of using two frequencies 
is to eliminate errors due to refraction in the ionosphere; the two 
frequencies will be affected differently and the receiver can compute 
the correction. Refraction due to the troposphere however cannot be 
evaluated (Sm); 
(ij) Errors in the orbit predictions (10 - 20m); 
(ijj) Incorrectly estimated forces acting on the satellite orbit (IS - 25m); 
(iv) Satellite position rounding error (Sm); 
(v) Inaccuracies in the receiver and its computational restrictions (Sm); 
(vi) Error in the antenna height entered into the receiver (tOm); 
(vii) Errors in speed and heading entered into the receiver. A vessel 
travelling at twenty knots will move about 2500metres during reception 
of the three signals required to calculate position. Speed and heading 
input is used to evaluate a dead reckoning position between receptions. 
A speed inaccuracy of 1 knot can lead to an error in the longitude of 
90m if the vessel is heading east or west, whereas an error of 400m 
could result if it were heading north or south; 
(vii) If two or more satellites are received simultaneously, they can cause 
mutual signal interference. Occasionally satellites are temporarily 
- 23 -
switched off to ove~come this problem. Close to the poles however:, 
where satellite passes are concentrated, this problem can stiH lead to 
a total loss of useful information. 
The main disadvantage with Transit is that it does not provide 24 hour 
global coverage. The original design specification intended for each point on 
the earth to be covered twice by each of the six satellites in a 24 hour 
period, giving a maximum of two hours between fixes with least coverage 
on the equator. Due to precession of the five useful satellites this fi~ure 
deteriorated to ten hours in some parts of the world. 
2.7 Global Positioning System (GPS) 
GPS is intended to overcome the primary problem of Transit to give 
complete global coverage to compute a position in three dimensions 24 
hours a day. The final GPS system is to comprise of twenty one satellites 
in six circular orbits 20200km above the surface of the earth, with each 
satellite having a power source to maintain .it in orbit. Limited coverage is 
already available with full operation in 1992. It will then take time for 
manufacturers to produce low cost receiver units and perhaps by the mid 
1990"s GPS will be a common piece of navigation equipment on vessels. 
Each satellite transmits signals at given times in accordance with an on 
board time source, This is updated every 24 hours by a caesium atomic 
clock on the ground. A less accurate clock in the receiver unit anticipates 
reception of the signals, the time delay to actual reception enables satellite 
ranges to be observed. Observation of a single range gives a position line in 
the form of a circle on the map of the earth"s surface. Ranges from two 
satellites give two position line intersections, an approximate estimate of 
position will lead to the correct solution. The clock in the receiver unit may 
be in error, giving a third variable, thus a third satellite position line is 
required to solve the problem in two dimensions. Reception from four 
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satellites enables computation of a position fix in three dimensions. 
Furthermore measurement of the Doppler shift of the signals enables 
velocity of the receiver unit to be calculated. 
The satellite data required to compute position is coded, and the receiver 
unit must contain the necessary information to decode the messages. Coded 
messages from satellites are modulated on to two carrier frequencies, 
1575.42MHz (L!) and 1227.60MHz (L2l. Course and acquisition (C/ Al code is 
transmitted on the Ll carrier only, whereas precision code (p) is transmitted 
on both frequencies. Each signal 'will be refracted by a different amount as 
it passes through the ionosphere, thus, by making measurements on both 
frequencies this source of error can be reduced. While commercial receivers 
will be able to make measurements on both frequencies, they will only have 
access to the C/ A code and hence, in· theory, accuracy of the position fix 
obtained will be reduced from Sm to lOOm. Methods of improving this error 
have however been devised by commercial system manufacturers and it is 
now possible that the C/ A codes will be further downgraded in order that 
the original design specification of lOOm will once again apply. 
The most common method used to improve accuracy is Kalman filtering, 
Napier (1989). An eight state filter is implemented. to estimate position (3 
components), velocity (3 components), and clock errors (clock bias and clock 
rate). Essentially the filter is used to reduce the random noise found in the 
radio signals from the satellites. A schematic diagram is shown in figure 
2.8 where the code tracking logic obtains the pseudo-ranges, ranges which 
include clock. error, and range rate from four satellites. The Kalman filter 
combines these measurements with predictions obtained from a model based 
on vehicle kinematics. A constant velocity model disturbed by a constant 
acceleration between updates is used. The constant acceleration is modelled 
as an unbiased, normally distributed random forcing function. Filtered 
position and velocity is then output with the velocity also being fed back 
into the code tracking logic. 
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Differential GPS, another method of improving accuracy, is often used in 
applications such as land and nearshore hydrographic survey where it is 
practical to employ a second stationary receiver unit. The stationary 
receiver, sited at a known location computes an error, which is assumed 
constant in the vicinity. The position obtained by the mobile is then 
corrected. To obtain even greater accuracy the mobile is positioned at the 
required location while several ranges are made from each of the available 
satellites. Analysis of the results reduces random error. 
2.8 Positioning Errors 
All of the systems mentioned above rely on the intersection of lines of 
position obtained from some measurement arising from the transmission of 
electromagnetic waves. Each line of position obtained contains some random 
error due to atmospheric, solar, magnetic and other effects. The central 
limit theorem of statistics, Gelb(l988), states that a superposition of 
independent random variables always tend towards normality, regardless of 
the distribution of the individual random variables contributing to the sum. 
On this basis it is fair to state that the random error of each line of 
position obtained will be normally distributed with some standard deviation 
o. Figure 2. 9 shows the variation in one lane of a Decca Navigator for a 
night sample period. For a one dimensional error standard deviation and 
root mean square (RMS) error are identical. RMS error is defined as the 
sum of the squares of the deviations from the mean or average values 
divided by the number of measurements. Numerically 68.3% of the readings 
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fall within the standard deviation, and 95.4% fall within twice the standard 
deviation for an assumed Gaussian distribution. 
1 00 1 00 GMT 200 Z!OO 2200 
Figure 2.9. Measured Decca Errors on One Line of Position 
Figure 2_. 10. Error Ellipse and DRMS radius 
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The position fix is computed in two dimensions from the intersection of 
two or more lines of position and ·therefore the error is given by a 
combination of error sources and is described. as a bivariate error 
distribution, Consider tw:o lines of position intersecting at some angle p, as 
shown in figure 2.10. The standard deviation of each LOP is indicated by 
lines drawn parallel to it, there is a· 68.3% chance of the measured LOP 
falling between these lines. The area .enclosed by the lines of standard error 
forms a diamond which would contain 0.6832 or 46.6% of the fixes taken at 
the point of intersection· of the LOP's. The eHipse inscribed in• the diamond 
would contain 39.35% of the fixes. It is however more usual to quote the 
DRMS value, which is the radius of the circle about the intersection which 
would contain 68.3% of the fixes. The DRMS value is given by: 
DRMS = fa• + b2 
where a and b are the semi-major and semi-minor axis of the error ellipse. 
Cross (1983) gives computational proceedures for evaluating these 
parameters from the angle of cut and the standard deviation for each 
position line. 
A fault of many papers quoting errors in position fixing systems is that 
they rarely state which value they have given. Where this is the case it is 
assumed that the DRMS value is quoted. 
2.9. Ship's Compass 
Primarily there are three types of compass, namely the magnetic compass, 
the fluxgate compass and the gyro compass. Compasses combining the 
various modes of operation have also been built, for example magnetic 
compasses with fluxgate to drive repeaters and fluxgate compensated gyros. 
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The magnetic compass relies on the magnetic properties of ferrous ·materials 
and the earth's magnetic field. A permanent magnet swings to point North. 
It therefore comprises of one moving part. Due to the simplicity of its 
design, the magnetic compass is extremely cheap. 
The fluxgate compass relies on the properties of electro-magnetic induction. 
The earth's magnetic field cutting through a coil of wire induces a current 
into the wire. Two coils arranged perpedicularly produce voltages 
proportional to the sine and cosine of the angle of cut, thus removing the 
problem of ambiguity of the zero and giving a more accurate reading than a 
single coil. Such a system is known as a two phase fluxgate compass. 
Occasionally three phases, that is, three coils mutually at 120°, are used for 
further improvement of accuracy. Such a system has no moving parts and 
produces signals which are easily resolved by mode!'n electronics. Fluxgate 
compasses are also inexpensive. 
Both the magnetic and fluxgate compasses produce a bearing relative to 
magnetic North. They are also affected by masses of ferrous metals in the 
vicinity and any form of electrical appliances nearby. These errors are 
relative; therefore with careful selection of siting and by calibration they 
can be minimised. Remaining errors are from a variety of sources with 
various probability density functions, so by the central limit theorem of 
statistics the resultant random error tends towards a normal distribution. 
The gyrocompass does not rely on the earth's magnetic properties, instead a 
spinning wheel is set in motion such that its spin axis is maintained 
parallel to the spin axis of the earth. Thus the gyrocompass measures a 
bearing relative to true and not magnetic North. The wheel is suspended in 
theoretically frictionless bearings such that it is allowed to move in all 
three degrees of rotation. It is set spinning at an accurately controlled rate 
and the entire system is then damped to obtain stabilility. External forces 
acting on the inertial mass are then the earth's rotation and gravity. 
Negative feedback is applied to overcome centrepetal acceleration of the 
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earth, while a mass is suspended to amplify the gravitational force and the 
gyro becomes true North seeking. With the gyro set on the centre line of 
the vessel remaining errors are due to the vessels acceleration. This is 
greatest in rolling motion and is reduced by suspending the gyro in a 
viscous fluid to provide further damping. Remaining motions of the vessel 
give rise to a random heading error of approximately 1°. It should ,however 
be noted that the damping leads to a slow response time for the gyro 
which would never be noticed in a large vessel with an even slower 
response. When installed in smaller vessels, which respond quickly to the 
helm, the gyro requires time to respond to the vessels movement. 
2.10 Speed Measurement 
Currently all speed measurement devices are mounted underwater. With the 
introduction of GPS this may change, but commercial manufacturers may not 
consider it financially viable to incor:porate the Doppler shift measurement 
process into all satellite receivers. As yet accuracy figures for this 
additional measurement are not available. 
Electromagnetic and Pitot tube pressure logs both measure speed through 
the water to accuracies of 0.1% and 0.75% respectively of the range in use. 
The electromagnetic type is also frequently capable of measuring lateral 
velocity also, although with a degraded accuracy of about 2%. 
The patented acoustic correlation log tracks an acoustic signal reflected off 
the sea bed to depths of 200 metres; in deeper water it switches to 
tracking the water column about 12 metres below the transducer. In shallow 
water below 200 metres, speed over the ground is measured to an accuracy 
of 0.1 knots. In deeper water the relative error of water speed 12 metres 
below the transducer is also measured. A second transducer is required if 
lateral velocity is also to be obtained. 
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Acoustic signals returned from the .sea .bed are also used in Doppler logs, 
The velocity of the receiver unit is established by comparing the frcequency 
of the received wave with that transmitted. In coasta] waters, that is where 
the depth is less· than 400 metres, the sea bed acts as the 'layer for 
reflecting the signal, so that speed over the ground is measured. In deeper 
water, some arbitrary boundary layer in the medium, 10 to 30 metres below 
the transducer, reflects the signal and the speed measurement is made 
relative to the water velocity of this layer. An accuracy of 0.2% of the 
measured value or 0.1 knot, whichever is greater is available using the 
Doppler system. 
2.11 Radar 
Radar measures the two-way travel time of microwave signals to reflective 
objects, using a rotating antenna to give range and bearing of the object. It 
is therefore used to inform the mariner of navigational hazards which, due 
to range and visibility restrictions, cannot be seen by eye. Automatic Radar 
Plotting Aids (ARPA) incorporate a microprocessor and software capable of 
computing the course and speed of mobile hazards or targets. Further 
calculations are then undertaken to predict the track of the target and 
compute its closest point of approach (CPA). This information is then 
displayed on the ARPA digitally or by plotting vectors which indicate course 
and speed of the target and may indicate CPA. The mariner thus has more 
information available sooner and he may be able to take evasive action at 
an earlier time, Chudley and Dove (·1989) The disadvantage of such systems 
is that navigators are placing too much trust in them. In situations where 
he may have taken precautionary action without radar, the mariner may now 
read off the CPA and decide that no action is necessary. As a consequence 
vessels are passing closer than they would do without such advice. 
Advanced radar is not yet perfected; some equipments track noise or clutter 
too easily, while others lose weak, intermittent targets. This is one aspect 
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of research into navigation systems which is currently being undertaken by 
the Ship Control Group at Polytechnic South West, where further 
investigations involve a system which wi 11 give advice to the navigator on 
what evasive action should be taken. 
2.12 Integration 
Integration of a number of the sensors described above leads to 
improvement in accuracy and hence safety of navigation at sea. One method 
of improving the accuracy of a position fix involves measuring position from 
two independent sources. A knowledge of errors of the individual systems 
allows weights to be assigned to each of the fixes. A weighted mean can be 
taken manually, or use of a microprocessor gives rise to practical 
application of a least squares algorithm. Other integration techniques have 
evolved, for example in the Transit receiver, where a fix is available from 
satellite data only; using data from three consecutive transmissions from 
one satellite, although the fix error can be up to 450 metres per knot of 
ship speed, depending on heading and satellite elevation. Additional data 
from ship"s log and compass to compute dead reckoning between. reception 
of the three satellite signals, reduces this error considerably. It is therefore 
necessary to integrate the Transit receiver by interfacing to log and 
compass, although this information- can be entered manually into receivers 
used in the marine leisure industry. Furthermore, due to infrequency of 
satellite passes, fixes can be sparse and the dead reckoning update can be 
used within the receiver to estimate position between satellite passes. A 
new starting point is reset whenever a satellite is available. A further 
improvement is to integrate this system with Omega, which has a large 
relative error. Whenever a satellite is available, a fix is obtained and the 
Omega relative error calculated. This error is then applied to all subsequent 
Omega fixes until the next satellite pass. One such system in commercial 
use is the Magnavox MX 1105 satellite/Omega navigator. 
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Other commercial systems are employing tJ'og and ·compass inputs to reduce 
positional errors, for example the Mk53 Decca Navigator receiver. 'fhis 
device utilises a filtering technique to improve accuracy. A further facility 
exists to programme the receiver with a number of waypoints on route, 
details of distance off track and course error can then be displayed while 
underway. The ultimate aim must be to feed these signals into an autopilot 
to maintain the vessel not only on course, but also on track. The 
technology to perform this function is in existance, although more than just 
positional information would be required by the autopilot. Velocity feedback 
in the two dimensions and rate of turn are necessary to stabilise the 
system. 
Dove (1984) has shown the validity of Kalman filtel'ing as applied to marine 
navigation. The process he used combined state estimates from 
measurements with those from a mathematical model of the vessel to 
produce an optimal estimate. Trials conducted in simulation showed 
promising results. A fundamental comment on the work is that the model 
used' to represent the vessel is also used within the filter. Any deviation 
between the two, or inaccuracies in estimating external forcing functions, 
may lead the optimal estimate to stray from the true value with time. 
2.13 Further Developments 
Development of a production system for fully automatic ship control is well 
into the future. Although the technology exists there are other 
considerations governing the instrumentation installed on a vessel. 
Regulations dictate the personnel required to man a ship, and while 
shipowners have to pay crew they avoid expenditure on a computer system. 
Instrumentation manufacturers are also reluctant to stal't manufacturing 
equipment which automatically controls the vesseL The computer assisted 
collision has not yet happened, but when it does no manufacturer would 
wish to be subject to the court case test. There is however an immediate 
requirement for improving the accuracy of marine navigation systems and 
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the way in which information is presented to the man on the bridge, 
assisting him with the decision making process and giving advice. For 
example, examination into the competitive business of radar manufacture 
shows rapid progress being made in this area. Kelvin Hughes, a leading UK 
manufacturer, have recently launched a new tactical radar aimed at the 
coastal defence market. This is a rasterscan ARPA with additional functions 
including the ability to digitise a chart onto the radar display. Problems 
identified include the need to stabilise the superimposed chart against 
random movement and the need to improve multiple target tracking. Future 
enhancements include interfacing to existing ship's equipment and combining 
the facilities on the radar with those of integrated navigation and collision 
avoidance, to produce optional additional displays which would give a 
product well ahead of those offered by competitors. Further enhancements 
could involve the development of an expert system to aid ship . operations. 
This would entail additional mathematical modelling at low speeds, where 
extreme non-linearity can lead to large inaccuracies. This work would 
include stopping in narrow channels, emergency procedures, anchoring, 
manoeuvring in narrow channels and berthing. 
- 34 -
CHAPifER 3 
INSTRUMENT A liiON 
3.1 Introduction 
As indicated in chapter 2, Dove (1984) has undertaken computer simulation 
studies to show the potential of Kalman filtering applied to marine 
navigation. There are many other examples of theoretical and simulation 
studies, for example Cross (1987-). This work .did not consider how noise 
functions with constant offsets, such as wind and tide would be measured 
and applied to the system process. Much of the work detailed in this thesis 
was undertaken afloat in Plymouth Sound; a map showing reference points 
used is shown in figure 3.1 and a brief description of the test vessel with 
the on board instrumentation follows. 
3.2 The Test Vessel 
The vessel chosen for trials was the Polytechnic's training vessel 'CATFISH', 
an llm, twin engined catamaran built on a Prout Snowgoose 37 hull. 
Number of Screws 
Number of Rudders 
Individual ·Rudder Area 
Displacement 
Overall Length ( including rudders) 
Overall Width 
Hull Centre- Line Separation 
Main Engines 
Power @ 2500 rpm 
Engine/Screw Gear Reduction 
Forward Speed @ 2200 rpm 
Forward Speed @ 1100 rpm 
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2 
2 
0.359 m' 
8.5 tonnes 
11.17 m 
4.3 m 
3.7 m 
Volvo Panther 
25kW 
1.66 : 1 
8.9 knots 
4.2 knots 
TRIALS AREA 
N 
PLYMOUTH 
WEST MUD 
MOUNT BATTEN 
DRAKE ' S ISLAND 
THE SOUND 
BOVISAND 
PIER CELLARS 
e BOUYS 
A TRISPONDER REMOTES 
Figure 3.1. Ply mouth Sound 
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Because the hull was originally designed as a yacht, it has a large rudder 
area, and consequently a small amount of helm movement turns the vessel 
sharply. Also the drive shafts on both engines rotate in the same direction 
which applies both lateral thrust and a moment on the vessel. 
3.3 Computer Instrumentation 
One of the advantages of using a Kalman-Bucy filter is that not all 
parameters in the state vector require measurement; those which are not 
measured are predicted from the model alone. The instrumentation installed 
on the test vessel has been restricted where possible to the minimum 
expected on a commercial vessel. Only the control equipment for the 
engines and computer systems for interfacing and solving the guidance 
algorithms being added. The complete system is shown schematically in 
figure 3.2. Figure 3.3 shows the locations of the equipment installed and 
figure 3.4 gives details of the wiring; the 26 pin connector is used as the 
computer interface for analogue signals. The filter does, however, require 
statistical information on each of the measurements in the form of a 
covariance matrix. 
For afloat trials an Acorn Cambridge Workstation (ACW) was used for real 
time control and guidance of the vessel. The ACW uses a 32016 (32 bit) 
main processor with a 6502 (8 bit) processor for I/0. It has 1 Mbyte of 
memory with a 20 Mbyte Winchester disc and 5 inch floppy disc drive built 
in. All software has been written in FORTRAN 77 as 
with the FORTRAN used previously in simulations. 
this is compatable 
So~tware packages 
purchased to enhance the system include a graphics facility, and a terminal 
emulator package which also enables files to be transferred between the 
ACW and the Polytechnics mainframe, or any other computer which has the 
package installed. In addition a microprocessor (CUBE) has been installed 
to act as in interface between the ACW and the measurement and control 
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systems. This consists of a Eurocard rack with three cards; namely: 
(i) A processor car:d which also has 48kbytes of memory divided into 32k 
ROM and l6k battery backed RAM; a serial port which is used for 
communication with the ACW and two 8 bit digital inter:faces which are 
not used, 
(ii) A serial input/output (SERIO) card with four serial ports, two of which 
are .used to receive positional information from the Decca Navigator and 
Trisponder, 
(iii) An eight channel, 12 bit, analogue to digital converter (ADC) card is 
used to receive rudder angle and engine revolution data. This also has 
four digital to analogue (DAC) channels used to transmit control 
signals .. 
All software within the cube has been written in 6502 assembly language. 
Work in the laboratory was transferred to one of the target machines for 
the prototype system. Two Acorn Archimedes RISC machines with high 
resolution colour monitors are being used. These machines, which have 
4Mbytes of RAM, 20Mbytes Winchester disc and a Jk inch floppy disc drive 
built. in, were selected mainly for their processing power. The reduced 
instruction set and ~loating point eo-processor enable calculations in 
floating point arithmetic to be performed faster than on any other computer 
in the price range. Furthermore, excellent documentation of the operating 
system gives direct access to resident machine code routines for graphics 
and interfacing from high level languages. All high level programming in· 
these machines was written in ANSII C as this runs much faster than any 
other high level language available for the Archimedes and gives easier 
access to the computer memory and machine code routines. Two machines 
allow the running of the processors in parallel, linked with an IEEE488 
interface connecting the two data highways. Further expansion cards, also 
communicating directly with the data bus, make the cube system redundant, 
improving the speed of communications with the vessel's equipment. 
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3.4 Vessel Instrumentation 
Rudder angle (8) is measured ,using a Linear Variable Differential 
Transformer (LVDT), Mansfield (1973), mounted alongside the hydraulic ram 
used to actuate the rudders. The LVD:r, when activated with 12v DC, 
energised a pair of fixed coils with an AC current. A core connected to the 
displacement mechanism induces the current into a third fixed coil. The 
phase of the induced current is proportional to the amount of core in the 
two primary windings. A phase shift demodulator and amplifier unit convert 
the phase shift into an analogue voltage between +S and -5 volts. This is 
directly proportional to displacement, and is measured by the cube and 
transmitted to the ACW where a linear calibration converts voltage to 
rudder angle. 
Engine revolutions (n) are derived from a pulse tachometer. A card was 
built to count pulses and convert them into an analog voltage proportional 
to the count. The voltage is measured by the cube and sent to the ACW. 
' 
Positional information (x and y) is derived from a Decca Navigator System 
(DNS) Mk53 receiver which receives signals from the Decca hyperbolic phase 
comparison positioning system described in chapter 2. The trials area of 
Plymouth Sound is covered by the South West British chain giving very 
small random errors; during daylight hours a DRMS value of 10 metres is 
available. In Plymouth Sound it is also possible to receive signals from the 
English chain, in which case the random errors are much larger, having a 
DRMS value of 100 metres. This enabled trials to be undertaken on the 
fitter under both extremities of Decca coverage. The hyperbolic position 
lines as received are transmitted to the cube via a serial link. This is then 
passed on to the ACW which calculates a position fix in geographical 
coordinates. The solution is given in Appendix A. The fix is then mapped on 
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to the Ordnance Survey Great Britain 1936 grid (0SGB36), which is fully 
defined in Appendix C, and finally to ship coordinates with the aid of 
further information ori the ship's heading. 
Forward speed (u) is measured by a pulse log which is interfaced to the 
DNS. As the vessel moves through the water a small vane rotates 
generating electrical pulses. These are counted by the DNS MkSJ which uses 
knowledge of pulses per mile to calculate speed .which is transmitted to the 
cube with the positional information. The log measures speed through the 
water only and hence set and drift of the current are added to obtain speed 
over the ground. This measurement is subject to a large amount of random 
noise, which is partly due to the poor discrimination available within the 
DNS. The standard deviation of the log is of the order of I knot. 
Due to the slow response time of a gyro compass compared with that of 
the turn rate of the vessel, it was decided to install a 2 phase fluxgate 
compass to measure heading (ljl). This is also interfaced to the DNS Mk53 
which contains the calibration constants required to resolve the two signals 
obtained into a magnetic heading. The compass has further been 'swung' and 
a table drawn up to account for variation and deviation. Rather than use 
look up table techniques, as the navigator would, a sine function has been 
fitted to the errors and programmed into the ACW. A graph showing the 
function and measured errors is shown in figure 3.5. After correction for 
these fixed errors the outstanding random errors are considered to be less 
than 4°. 
lt has already been indicated that lateral velocity (v) and yaw rate (r) are 
not measured directly. Values in the measured state vector z are obtained 
using a numerical method. to differentiate lateral displacement and heading 
respectively. This technique has proved poor in deriving lateral velocity due 
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to the la~ge errors obtained for displacement using Decca. Heading, as 
measured by the compass, has little random noise and therefore the process 
gives a more reasonable result for yaw rate, but this is dependant on the 
number of previous measurements taken .into consideration and on· .the cycle 
time of the measurement process. Taking just three terms, with a cycle 
time of 2 seconds the result will be. accurate to within s• /sec. 
Errors in measurements from log and compass were evaluated by making a 
run in calm water with constant engine revs and steering on a transit, thus 
maintaining the vessel in a steady state, while continually logging data. 
From the results of this run the variances of measurements have been 
evaluated as: 
Variance of u = 0.5 (m/s)2 
Variance of 41 = 0.0054 (rad 'f 
In the cases of lateral and angular velocity, which are not measured directly 
but are derived from other measurements, the variances are: 
Variance of v = 2.0 (m/s) 2 
Variance of r = 0.02 (rad/s 'f 
These were obtained from their relationships with the measurements from 
which they are derived. Variances for rudder angle and engine revolutions 
were ignored because these parameters are not estimated by the model but 
are used to drive it. 
When conducting trials on the filter software the fix obtained from 
Trisponder has been used as a reference position. This is a range measuring 
hydrographic survey system giving an accuracy to within 3 metres, Del Norte 
(1986). Trisponder measures the two way travel time of microwave signals 
between the ship-'based master station and a number of fixed remote 
stations, whose locations must be known. Corrections ar.e made for a delay, 
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due to signal turn around time in the remotes, and for remote station 
heights before the true horizontal distances are transmitted through a serial 
interface. The position fix obtained from two or more ranges is more 
accurate than that of the DNS system, but Trisponder has a much shorter 
range and is restricted to line of sight operation. This limits its use as a 
navigation aid, but it is frequently used for surveying. There are four 
permanent remote Trisponder stations situated around Plymouth Sound so a 
least squares algorithm, given in Appendix B, has been employed to find the 
most probable position of the vessel from the incoming ranges. The four 
remote stations are not all visible across the whole trials area and 
occasionally a false signal will arrive at the receiver. This usually results in 
an overlarge range as the most common cause is reflection from or 
refraction around land masses. Checking for these gross errors has not 
been implemented as the Trisponder is only being used as a reference 
during filter trials and large errors are obvious to the eye on the computer 
plots. 
Figure 3.6 shows that a measurement cycle within the cube is triggered on 
reception of the ASCII character 0 from the ACW. It then reads data from 
Trisponder, Decca and finally the analog voltages proportional to rudder 
angle and engine speed. The frequency at which the Trisponder transmits 
data is adjustable but has a minumum of one measurement set per second. 
Similarly the Decca Mk53 transmits data along the serial computer interface 
at nominally 1.56 second intervals but this may be as long as 6 seconds. To 
reduce the probability of a long delay all peripheral functions available on 
the Mk53 receiver should not be used. These consume processor time within 
the DNS which may be put to better use for the desired 1/0 operations. 
The Decca Mk53 receiver transmits a large quantity .of data through the 
serial interface, as described in the Decca Navigator Receiver Mk53 
Installation Handbook. Only the messages containing position lines, compass 
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and log are required, all other information is discarded by the cube. In 
order to locate the desired data in the string, identification characters are 
transmitted amongst the data set. Memory locations 1E00,0 IE07,0 within the 
cube must contain the ASCII values for DLI,VHW, respectively, as these are 
the identifying characters the software within the cube searches for 
amongst the DNS data string. 
Several runs were made while plotting position fixes from Decca, ship 
model, filter and Trisponder using a digitised chart of the area on the ACW 
computer screen. The ship model is plotted as a continual update from its 
own state and not updated by the optimal estimate as it is in. the filter 
algorithm. This is done to highlight any inaccuracies within the model, 
which will show as a cumulative error. All measurement data was stored on 
disc so that the runs could be repeated in the laboratory. 
3.5 Control Instrumentation 
As the test vessel was not already fitted with an autopilot, it was decided 
to install systems to control both engine revolutions and rudder angle for 
controller trials, although this would not be a requirement in the final 
advisory system. For operational safety the automatic operation had to be 
easily overridden by the helmsman. Required values, as calculated by the 
optimal controller within the ACW, are sent to the cube via the serial link 
where software, again written in assembly language, performs the required 
control functions by switching output voltages from digital to analog (DACl 
channels between 0 and to volts. 
In manual operation the rudders are driven from the ships wheel through a 
hydraulic system consisting of a vane pump, two pipes and a ram, forming a 
loop. Turning the wheel forces fluid around the system one way and moves 
the ram; reversing the motion of the wheel. forces fluid in the opposite 
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Figure 3.6. Cube Software Flow Diagram 
direction reversing the motion of the ram. The vane pump is equipped with 
valves which restrict direction of flow to motion of wheel, so automatic 
control was achieved by placing an electrical reversing pump in parallel with 
the vane pump. A signal of tOv , SmA from one channe l of the DAC card is 
amplified by a power amplifier to switch a small relay which in turn 
switches a 20A relay to drive the pump and finally the rudders . A signal 
from a different channel of t he DAC card drives a simi lar system which 
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reverses th_e poiarity of the power to the pump reversing rudder movement. 
While the pump is being driven the output from the LVDT is monitored by 
the cube so that when the required value is achieved the DAC channel in 
operation is switched to off, thus halting rudder movement. 
The engines are controlled by a 24v electric ram which is connected 
mechanically to the throttle levers. The ram is driven from the cube 
through a power amplifier and relay, and different channels are used for 
different directions of movement. Due to the large time constant of the 
engines, it is impractical to move the throttles and monitor the tachometers 
until the desired value is reached, which would have created a long delay in 
the operation of the main program. So instead the throttles are moved by 
an amount which varies as a step function of error, in the appropriate 
direction on each cycle of the main process until the desired value is 
achieved. 
Figure 3.6 shows that a control cycle is initiated on reception of an ASCII 
character I, the cube will then await further data from the ACW before 
issuing control signals. In the case of throttle control, a signal is 
transmitted for a short, but significant, time measured by the cube. For 
rudder control' the cube compares the voltage from the L VDT with required 
voltage and sends signals until the result is within a threshold about zero. 
The rudders take time to move, and a large alteration of rudder angle will 
need a longer control cycle within the cube. During the whole of this 
process the cube is committed and unavailable for a measurement cycle. A 
future modification will remove the voltage comparison from within the 
control cycle. A hardware comparator (integrated circuit) will then perform 
this function previously undertaken by the cube and output the signal to 
drive the rudders. 
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CHAPTER 4 
MATHEMATICAL MODELLING 
4.1 Introduction 
All moving rigid bodies have six degrees of freedom. For the purposes of 
this investigation the ship can be adequately described as a rigid body with 
three degrees of freedom, namely surge, sway and yaw. Ship motions in 
heave, pitch and roll are considered small enough to be neglected. The 
motion is described in terms of a moving system of axes coincident with 
the mass centre of the hull as shown in figure 4.1. 
0 
Figure 4.1. Co-ordinate System 
X and Y are the forces of surge and sway and N is the yaw moment, x, y 
and ljJ are the corresponding displacements of the vessel and u, v and r are 
their derivatives. The rudder angle is denoted by S, the propeller revolutions 
by n and the vessel moves on a grid ( x 0 , y0 ) defined on the earth's surface, 
where X0 is the direction of. true North, giving a reference from which 
heading (ljJ) is measured. 
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This gives rise to a Eulerian set of equations of motion which may be 
written in the form: 
mu - mrv = X (4.-1) 
mv + mur = y (4.2) 
IJ = N (4.3) 
The usual method employed to obtain the X and Y forces and yaw moment, 
as originally given by Abkowitz (1964), is to consider the forces and moments 
acting on the vessel as functions of: 
(i) Properties of the ship e.g. length and hull geometry. 
(ii) Properties of motion e.g. velocity. 
(iii) Properties of the fluid e.g. density of sea water. 
For a given ship the general function can then be expressed as: 
f(x ,y ,ljl,u ,v,r ,u ,it ,r ,8 ,i;,n) 
This function can be reduced to useful mathematical form by the use of 
Taylor series expansion for a function of several variables. It has been 
shown by Dove (1984), that taking linear terms from the expansion is 
insufficient to define the ship accurately. Non-linear terms that give rise to 
more than 10% of the global force or moment as evaluated· by Burns (1984) 
were considered of major importance, and included in the equation set. So 
the surge equation becomes: 
X u 2 + X u 
"" A u1 1. 
(4.4) 
and the sway equation becomes: 
(4.5) 
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whilst the yaw equation is: 
In the above a shorthand notation has been adopted, for instance: 
x. = 
oX 
c)u ' xuu = 
1 2'/X 
2 c)u 2 
1 a'X 
X """ = 6 c)u.' 
(4.6) 
and the dimensionalised hydrodynamic coefficients are ·obtained from the 
non-dimensional values in the usual manner, for example 
where p is water density and L and u are the vessels length and velocity. 
The steering gear and main engines can both be modelled by first order 
linear differential equations. 
s. = llo - s. T. T. 
(4.7) 
no 
-
n. 
n. = T. T. 
(4.8) 
One form of equations which can be used to represent the vessel are 
presented in equations 4.4 to 4.6, and although other techniques exist, 
Chudley et a! (1989), this form will be used to represent the hull 
throughout the remainder of the project. Other aspects of the vessel are 
poorly modelled however, and consideration needs to be given to the expert 
system for operations. This part of the software decides which components 
of the vessel's dynamics are contributing most to its behaviour under the 
prevailing operating conditions and make modifications as necessary under 
machinery failures or emergencies. To suit these requirements a modular 
format developed by Ogawa and Kasai (1978) is used. 
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4.2 The Modular Model 
The model used in this investigation is based upon the modular appr:oach 
presented by "tapp (1989) for use in marine simulation. Forces and moments 
are decomposed into contributions associated with the system elements, for 
example hull, propeller, rudder and disturbance terms, and expressed .as 
follows with the corresponding subscripts: 
(4.9) 
This has reduced equations 4.4 to 4.6 into their constituent components. 
Further modules can also be included thus enabling the expert system to 
decide which modules should be used under the given conditions and values 
for coefficients of the modules. At the same time elements such as 
propeller thrust and rudder drag are modelled more fully while maintaining 
the existing state space format. 
4.3 The State Equation 
For the purposes of this research the vessel is modelled using equations 4.9 
with the constituent components being obtained from equations 4.4 to 4.8. 
Rearangement of equations 4.9 into matrix form such that u, v arid r are 
expressed in their canonical form yields 4.10. 
Expressions for the constants, which were obtained from the vessel 
dimensions, state, and hydrodynamic coefficients are given in Appendix D. 
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8. -1 0 0 0 0 0 0 0 i: 8~ -1 0 [:j T. T. riA 0 -1 0 0 0 0· 0 0 0 -!_ TH :n..: ·TH 
X 0 0 0 0 0 0 0 XI 0 0 
u X, X, 0 x. 0 x. 0 X , 
• 
,u 0. 0 
= + (4.10) 
y 0 0 0 0 0 0 0 y 0 0 
V Y, 0 0 Y. 0 Y. 0 Y. ' V 0 0 ' 
ljl 0 0 0 0 0 0 0 ljl :! .0 0 
r N, 0 0 N 
• 
0 N. 0 N. r I 0 0 
The state variables chosen to represent the vessel are rudder angl'e, engine 
revolutions, forward displacement, forward velocity, lateral displacement, 
lateral velocity, heading and yaw rate, so the state vector is defined as: 
XT = ( !)A, n., X, U, y, V, lj/, r) 
This state is affected by the forcing vector: 
From these eight states the set of first order differential equations. 4.10 
used to define the ship can be written: 
ic(t) = F(t)x(t) + G(t)u(t) (4 '11) 
It is convenient to partition the G matrix into the control forcing functions 
Gc and the disturbance forcing functions G0 • 
ic(t) = F(t)x(t) + Gc(t)u(t) + G 0 (tlw(t) (4.12) 
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4.4 Solution of the State 'Equation 
Integration of equation 4.12 yields the corresponding discrete solution: 
x{k+1) = A{k,k+1)x{k) + 8(k,k+1lu{k) + C{k,k+1lw{k) 
where the matrices A, B and C can be obtained from 
A(k,k+1) = eF<tlT 
B<k.k+1l = < eF<t>T - I 1 F<tr' Gc <o 
C(k,k+1) = ( eF<tlT - I ) F(tr' G
0 
{t) 
(4.13) 
(4, 14) 
(4.15) 
(4.16) 
There are several methods for evaluating A, B and C in the above formulae, one 
. I . h M I . . f eF<tlT h" h . . b tnvo ves summtng t e ac aurtn senes or w 1c 1s g1ven y 
••• 
and is convergent for all F. 
While, from the programming aspect, this is the simplest approach it is 
very slow. Tests conducted on the target computer showed that for this 
particular application convergence of the series requires a minimum of SO 
terms, although to obtain consistent results 70 must be used. While the 
time constraints· imposed by the number of terms needed may be adequate 
for the purposes of simulation, it would slow the computations of the 
modelling process down below the requirements for on-line use in real 
time. There are alternative methods and these are considered below: 
(i) The eigenvalue method. 
FT ~erforming a similarity transformation on e to the form closest to a 
diagonal, the Jordan form yields 
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where eJT can be found from the eigenvalues of F and T and the 
corresponding eigenvectors. Computation of the eigenvectors does 
however, slow down the calculation process. 
(ii) The Cayley-Hamilton method. 
The Cayley-Hamilton theorem allows any function of a matrix to be 
expressed as a polynomial of the matrix in the following way. 
y F"·.j. y F•·,; . . . . . . . . . . . . . . . + y F + y I 
1 2 ,_1 " 
The scalars "Y, can be found by solving 
n-1 n-2 
yJ+yJ + ............... +yJ+yl 
I 2 n-1 n 
This method is similar to the eigenvalue method in that Jordan forms are 
required. These can be found through the eigenvalues; however solution 
of the Jordan polynomial and evaluation of the original polynomial tends 
to take a little longer than the computation of the eigenvectors. As a 
consequence this method is seldom used. 
(iii) "J:he Resolvent Matrix method. 
This constitutes a mapping of the original fuction on to the s plane. eFT 
can then be found by taking inverse Laplace transforms of the resolvent 
matrix. 
(4.17) 
where the resolvent matrix R(s) = (si - F r' can be evaluated directly 
using Leverriers algorithm: 
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Defining n x n real' matrices A" 'A 3 , ..... , A. and scalars 3,, 32 , ••••• , ~. 
A, = 3, = -trace F·A, 
A a = FA, + 3; I 32 = - trace F A3 /2 
............. 
············· 
A. =·FA •. , + ~n-1 I ~. = - trace.FA.In (4. 18) 
then 
(si - F r' = 
·-•·A •- 2 A A A S 1 + 5 3 + .••.. •• • ••• • •• •. + S o-1 + • 
s" + ~.s·-• + .....••.••.••..• + ~ •• ,s + ~. (4.19) 
A flow diagram of the computer program, written in ANSII C, to solve the 
state equation 4.13 using the resolvent matrix method is given in figure 4.2. 
The program commences by computing matrices A and scalars ~ and 
continues by computing the poles of the system. Using root-squaring for 
initial approximations, these are then improved using the Newton-Raphson 
formulae. Both of these numerical methods are treated fully by Pennington 
(1970!. In practice poles of up to third order are obtained for the ship 
model. Marsderi (1970) shows that inverse Laplace transforms, can be 
evaluated for each pole, or eigenvalue A, of order m. By calculating residues 
R, where: 
l d~:_',[(s-).,i R(sl] I R, =limit s ... A., (m-1)! (4.20) 
In the case of multiple poles of order n, a value for R, should be obtained 
for each order i.e. equation 4.20 must be used for m=1 to n. Then the 
complimentary function eFT is finally obtained by the summation of the 
inverse transforms: 
(4.21) 
for distinct roots. In the case of repeated roots additional terms in the 
summation are given by: 
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(422) 
The particular integral, which gh:es the discrete control matrix, is then 
given by: 
(4.23) 
Multiplications on previous results, and on residues calculated from this 
new pole lead to the complete solution. 
Loop to compute A, and ~' 
from equations 4.18 for 
the dimension of the state 
vector. 
j, 
Square coefficients of the 
characteristic polynomial 
until the numerical limit 
of the machine is reached. 
Perform divisions to find 
approximate roots. 
l 
For each root use Newton 
Raphson to improve on 
initial approximation. 
j, 
Compare values obtained 
to test for multiple poles. 
l 
Compute residues for each 
root using 4.20, loop for 
multiple roots. 
l 
Sum terms in 4.20 and 4.21. 
Figure 4.2. Proceedur:e for Solving the State Equation 
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In practice it is found· that this algorithm improves the speed of -the 
solution to the state equation by a faCtor of 3.5 when compared with the 
Maclaurin series. 
4.5 Hydrodynamic Coefficients 
In order to model the behavior of the hull it was first necessary to 
evaluate the derivatives used in equations 4.4 to 4.6. These hull constants 
are termed hydrodynamic coefficients and are usually obtained by conducting 
controlled tests on a scale model in a towing tank. Full-scale trials can be 
performed, but satisfactory control of the trials- is difficult due to unknown 
forces such as wind, tide and current acting on the vessel and these results 
are more frequently used to validate the coefficients obtained from model 
tests. There are also some theoretical meth-ods available for coefficient 
evaluation. Korvin-Kroukovsky 0957) developed a method whereby the 
vessel"s length is divided into strips; each strip is then treated as a buoyant 
cylinder of equal area, a form which has been well researched and· 
coefficients established. Integration along the length of the vessel then 
gives some of the coefficients, originally those in heave, pitch and roll. The 
technique has been· extended by Clarke (-1972) to include sway and yaw. This 
method is widely used by those concerned with ship handling, an application 
in which operators are not concerned with cycle time of the program, 
whereas one of the constraints of filtering is that the model must run in 
real time with a rapid update rate. This is particularly critical as the 
filtering theory used to date assumes that the system is linear between 
sampling intervals. 
Evaluation of hull coefficients using towing tank experiments on a scale 
model is a costly process. Pourzanjani (1987) has adapted this technique to 
wind tunnel experiments where the problem of instrumentation is easier. 
Abkowitz (1980) suggests a series of manoeuvres on board the vessel for 
system identification. However all these techniques require expense and 
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delay before the model can be commisioned'. Clarke (1982) has evaluated 
sway and yaw coefficients for a number of vessels using towing tank and 
rotating arm test data and then, by regression analysis, produced fol'mulae 
for evaluation of the linear coefficients directly from vessel dimensions of 
length, beam and displacement. This analysis was performed on much larger 
vessels than the one being used for trials on this project and the poor 
results obtained using this technique suggest that extrapolation beyond the 
range of vessels tested by Clarke is not feasible. Surge coefficients, can be 
evaluated by fitting a curve to hull resistance against forward speed from 
data taken while the vessel is maintaining a straight course. This can be 
achieved using the vessels instrumentation while it is about its normal 
duties and is therefore cost efficient. 
~!though Clarke's numerical method for evaluating coefficients is not 
practical in this instance, it may be useful for evaluating initial estimates 
for hull coefficients in future trials on large mono-hu lied vessels and the 
equations are given below (4.24). The prime denotes non-dimensionalisation 
using the Society of Naval Architects and Marine Engineers (SNAME) prime 
system, in which units for mass, length and time, respectively, are given by 
the mass of the ship, its length, and the time taken by the ship to cover 
the distance of its own length at its instantaneous speed. Tables 4.1 to 4.3 
give dimensionalising factors for coefficients used to date. 
Y."- -Jt[rJ [ 1 + 0.16C.~- 5.1~: J 
. [TJ2 [ s 82 ] Y, = -7{ L 0.67 L - 0.0033[! 
2 
N-" = -7t[IJ [11a- o o41fi] V L . L . T 
N-"= -7i:[IJ2 [1 + 0017C fi- 033 8 ] 
' L 12 . • T . L 
2 
Y." = -7t[t] [1 + 0.4C.~ J 
2 
Y," = -7t[t] [ -0.5 + 2.2~ - 0.08 ~ J 
2 
N."= -7t[t] [ 0.5 + 2.4 ~ J 
2 
N,"= -7t[t] [-0.25 + 0.039~- 0.56~] (4.24) 
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where L = length 
8 = beam 
T = draught 
C8 = block coefficient 
4.6 Coefficients for the Test Vessel 
In order to estimate a set of values to use in the mathematical model 
representing Catfish, a set of turning circles were performed while logging 
heading, rudder angle, forward speed and trisponder ranges. A run consisted 
of two 360° t urns so that corrections could be made for disturbances as 
suggested by Douglas (1985). The results of a typical run are shown in 
Figure 4.3. Coefficients were estimated from those available for vessels of 
CATFISH SfA TRIALS 12- 3-87 
RUN 22 RUDDER SdC'q SfARf SPEED 4.2kLs 
~...,.-....,.,...~_....,.,......,._~ Z01lel.'lr~s 
SH IPS TRACK CORRECTED FOR DISTURBANCtS 
J( 
Figure 4.3. Turning Circle Trials On Catfish 
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CATFISH MODEL EVALUATION 
RUN 7 RUDDER 5deg START SPEED 9.0kls 
A· ···A MODEL (5sec) B-----tJ VESSEL ( 15sec) 
1 1 1 1 1 1 1 1 1 • 1 199.elres 
Fiure 4.4a. 
CATFISH MODEL EVALUATION 
RUN 3 RUDDER 10deg START SPEED 8.8kls 
8------fl VESSEL ( 15sec) A· · · ·A MODEL ( 5sec) 
Figure 4.4b 
A 
. 
' 
• 
' 
' 
• 
' 
' 
' ' 
Figure 4.4. Turning Circle Comparisons (Model and Vessel) 
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similar hull dimensions as applicable. Turning circles in opposite directions 
were of different diameters for equal, and opposite, rudder angles, due to 
rotation of both propellers in the same direction. This was allowed for in 
the mathematical model by adding a further coefficient in: 
The turning circles for the model were compared with those of the trials 
and the coefficients fine-tuned until the vessel and model turning circles 
matched. The final results are considered acceptable for rudder angles up to 
15 °, beyond this limit the model starts to deviate from the trials. However, 
with the optimal controller minimising rudder movement large rudder angles 
are not expected and this restriction is considered acceptable. Some results 
of vessel and model turning circles are shown in figures 4.4a and 4.4b. 
The final values obtained for hydrodynamic coefficients are as follows . The 
term hydrodynamic coefficients is used loosely as the method of evaluation 
leads to a set of numbers which may represent the vessel adequately but 
are not necessarily the coefficients. 
Surge Coefficients: 
Derivative Value Dimensionalising 
Factor 
xu 0.0 
x. u -0 .000624 O.Spt 
xuu -269 .84 O.SptU 
xuuu 0.0 
X un 0.0 
X 
"• 
0.0 0.5 P.L U. 
x •• -0.00758 O.Spl 
X, 0.0 0.5pt 
X ss -0.005173 O.Spt 
X"" 0.2772 
Table 4.1 
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Sway Coefficients: 
Derivative Value Dimensionalising 
Factor 
Ys 0 .0299621 0.5ptU2 
Y •• 0 .0 
Yv -0.018 
y . 
y -0.0111 0.5p t 
Y, 0 .004 0 .5 ptU 
Y. 
r 
-0 .000288 0 .5 p L 
y 
va 0 .0 0 .5 p.L U. 
y 
YYV 
- 0 .08 0 .5pt/ u 
Yrvv 0.15 0 .5pt / u 
Yss -0.023234 0 .5pt U2 
Ysss 0 .18 18182 0.5 ptU2 
Ysvv 0 .0 0.5 pt 
Table 4.2 
Yaw Coefficients: 
Derivative Value Dimensionalising 
Factor 
Ns - 0 .014981 0.5 p tU2 
Nnn 0 .0 
N 
V 
- 0 .01 0 .5 pL U 
N . 
V 
-0 .004054 0 .5pL 
N 
r 
-0.0089 0 .5p L U 
N . 
r 
-0.001464 0 .5 p ~ 
N va 0.0 
3 
0.5 P.L U. 
N 
VYY 
0 .016 0 .5pt / u 
N,yy -0.05 0 .5pL / U 
Nss 0.0116172 0.5ptU2 
Nsss -0.090909 0 .5 p tU2 
Nsvv 0 .0 0 .5pt 
Table 4.3 
- 64 -
CHAP'TiER 5 
FILTERING 
5.1 Introduction 
The problem of accurately estimating the six parameters of planetary 
motion from telescopic measurements was investigated by Gauss in 1795. 
Due to inaccuracies in the measurements a direct computation gives an error 
in the result. Gauss used a redundancy in the number of observations for 
determination of unknown quantities. and developed the method of least 
squares. He used an approximate knowledge of a planet's orbit in order to 
satisfy all observations in the most accurate manner possible, implying the 
use of dynamic modelling and linearization techniques. In order to obtain 
the most probable estimate Gauss minimised a function of the differences 
between estimated and observed values, known as the residuals. A maximum· 
liklihood criteria was introduced by Fisher in 1912 and a -probablistic version 
of least squares was also chosen as the performance index by Wiener in 
1942 when he developed the minimum mean squares estimate. This also 
differs from Gauss' approach in that the signal was no longer assumed 
constant, instead the signals obtained at each sampling interval were linked 
statistically. The recursive approach presented by Follin in 1955 laid the final 
foundation for Kalman (1960) to develop his filter and undertake further 
work with Bucy (1961). The Kalman filter can be described as an efficient 
computation of the least squares method. This is demonstrated by Cross 
(1983) who derives the filter equations directly from least squares. A less 
formal derivation is given in Appendix E. 
5.2 The Linear Kalman Filter 
Considering the discrete case, the random process can be modelled by: 
~(k+1) = A(k+1,k)~(k) + w(k) 
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(5 .1) 
where x denotes an estimate of the state vector and observations occur at 
discrete time intervals with the linear relationship: 
z(k) = H(k)2(k) + v(k) (5.2) 
where w and v are error vectors. These are uncorrelated white-noise 
sequences, that is random processes with a constant spectral density 
function, with known covariances, and w is uncorrelated with v. H is the 
relationship between measurements and the state vector. 
The covariance matrices are given by: 
E[w, w1r] = { N (k+1) j = i 0 j t i 
E[v, VT ] = { M(k+1) j = i J 0 j t i 
E[w, vJ ] = 0 V i, j (5.3) 
where E is the expectation operator. 
Given an initial state estimate x(O/Ol and an error covariance matrix P(110l, 
the estimate at future sampling times can be obtained by a linear blending 
of the noisy measurements with the prior estimate: 
x(k/kl = A(k,k-1Jx(k-1/k-1) + K(kl[ z(k) - H(k)A(k,k-1)x(k-1/k-1l] (5.4) 
where A(k,k-1) denotes the transition matrix between time k-1 and time k, 
and K is the blending factor ·whiCh requires optimising in some way. In 
particular, the matrix K that minimizes the mean square estimation error is 
called the Kalman gain and is given by: 
K(k) = P(k/k-1)HT(kl[ H(k)P(k/k-1)HT(k) + M(k) r (5.5) 
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The matrix P(k/k-1) is the covariance of the error in the estimate predicted 
at time k. It uses all the information obtained from time 0 to time k-1, and 
is given by: 
P(k/k-1) = A(k/k-1)P(k-1/k-1)AT(k/k-1) + N(k-1) (5.6) 
The covariance matrix associated with the optimal estimate can now be 
computed from: 
P(k/kl = [1 - K(k)H(k) ]P(k/k-1) (5.7) 
Equations (5.4), (5.5), (5.6) and (5.7) constitute the Kalman filter recursive 
loop and can be used as shown in figure 5. 1. 
Enter measurement and dist~rbance 
covariance matrices M and N, prior 
estimate x<0/0) and its er:ror 
eo variance P(1/0). Set k=1. 
,~,. 
~I Compute Kalman Gain I 
1K(k) rrom equation 5.51 
~ 
Find transition matrix 
Update estimate with A(k/k-1) and use it to 
z(k) the covariance measurement compute 
using equation 5.4 from equation 5.6 
' 
Compute err:or covariance 
!Increment k~ for updated estimate IL I' using equation 5.7 
Figure 5.1 The Kalman Filter Loop 
5.3 l'he Non-Linear Kalman Filter 
Section 5.2 gave a set of filtering equations based on the assumption that 
both the system and measurement processes are linear. Many applications 
exist where these processes are non-linear, for example the ship model 
described in section 4. l'here are two techniques generally used for dealing 
with non-linear systems: 
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(i) l'o linearize about some nominal trajectory in state space. that does not 
depend on the meas'urement data. The result is referred to as a 
linearlzed Kalman filter. 
(ij) To linearize about a trajectory that is continually updated with the state 
estimates resulting from the measurements. This filter is called an 
Extended Kalman Filter (EKF). 
In circumstances where the mission time is short and measurements are 
sparse, or when the trajectory can be predetermined with reasonable 
accuracy, the linearized Kalman filter is usually preferred. When mission 
time is long it is preferable to use the EKF. 
Both of these linearization techniques can lead to what is known as 
divergence of the filter, this occurs when the error covariance matrix P(k/k), 
computed by the filter, becomes unjustifiably small compared with the 
actual error in the estimate. This causes the gain matrix to become small-
and puts too little weight on the measurements. It is shown by Kalman 
(1962) that the gain matrix remains stable under a wide range of conditions 
for linear systems. Thus divergence is due to a direct result of errors 
introduced by the linear approximation. Divergence is more likely to occur 
in the extended Kalman filter than in the linearised filter. The extended 
filter relies on the updated trajectory which is only better than the nominal 
one in a statistical sense. There is a chance that the updated trajectory may 
be poorer. Consider the situation where a large error occurs in the 
measurement process. There is then a small probability of such an 
occurrance on the Gaussian distribution, for example the probability of the 
measurement error exceeding four times the standard deviation is 0.006%, 
this number is finite and therefore some probalility exists. The optimal 
estimate will incorporate this error, known as a gross error, and apply some 
weighting to it in the combination with the prediction. Thus the optimal 
estimate will itself be in error by some amount which is greater than the 
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expected value. This :estimate is then used to obtain the 11ext prediction and 
is incorporated into the recursive loop. 'In the linel!rised filter the prediction 
would have been computed• prior to the event and Is not affected by the 
measurement process. Therefore the extended Kalman filter is better •On the 
average than the linearized filter; ·but it is more likely to diverge, 
particularly in situations where the initial uncertainty and measurement 
errors are large. 
The extended· Kalman filter is defined for a time-invariant continuous 
dynamic system with discrete measurements as follows: 
The state estimate and its error covariance are propagated by the following 
non-linear differential equations: 
where F!xl = c)c)f I ,.. 
x x=x 
x = f(x) + w (5.8) 
(5.9) 
Given initial values x(O) and P(O), these equations can be integrated between 
measurements to obtain pr.edictions x(k+1,k) and P(k+1/k). 
The discrete measurement model is given by: 
z(k) = h(x(k}) + v ( 5 .10) 
After the measurements, the estimates are corrected using the state 
estimate update equation: 
x{k+1/k+1) = x{k+1,k) + K(k+1{ z(k+1) - h(x{k+1,kll] {5. 11) 
where the Kalman gain is given by: 
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J<(k+1l = P(k+1/k)H'(k+1) [ H(k+1)P(k+1/klH' (k+1) · + M(k+1) J' ( 5.12) 
where H(k+1) = .ill!. I 
c) X X=X 
The error estimate for the updated estimate can then be computed from:· 
P(k+1/k+1) = [1 - l<(k+1lH(k+1) ]P(k+1/k) (5. 13) 
Equations (5.12), (5.11), (5.13) and the integral of (5.9) replace (5.5), (5.4), 
(5.7), and (5.6) respectively in the filter loop shown in figure 5.1. 
The linearized Kalman filter follows a similar format with the nominal 
trajectory i substituting for x. Also, the state estimate propagation equation 
(5.8) is reformulated using the Taylor series: 
x = t<il + F(i)[x-il (5.14) 
giving a state estimate update: 
x(k+1/k+1) = x(k+i.kl + l<(k+l>[ z(k+1) - h(x(k+1,kll - H(i)[x-il] (5.15) 
Higher order linearized filters can be obtained by taking more terms in the 
Taylor series. 
5.4- Filters in Marine Position Fixing 
The use of Kalman filters in GPS navigation receivers was discussed in 
section 1.7. In this instance a prediction obtained from a kinematic model is 
filtered with measurements of range and range rate to give displacement 
and velocity of a vessel. Integration with a heading sensor, such as a 
compass would enable computation of a similar state vector to that used to 
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represent the. vessel in chapter 4, only rate of turn remains· unmeasured. 
Similar filters are used in inertial navigation systems where precise 
positioning is required. In such situations measurements are often made 
using accurate, but expensive, devices such as accelerometers and 
gyroscopes. Signals' are integrated electrically to give velocity. To obtain a 
state estimate in three degrees of freedom, surge, sway and yaw, as 
described by figure 4.1, two accelerometers and one gyroscope are required. 
The system can also be described by a state equation · which is obtained 
from the simple kinematic relationship: 
x = xt + J. xt' 2 
Writing this in matrix form to encompass sway and yaw yields (5. 16), where 
ll.t indicates the update interval. The format presented here describes the 
dynamics of the vessel only, dynamics of the measurement system, such as 
gyro drift are not included. In practice the accelerations are not usually 
known, they are included here for completeness as they do contribute to 
the random noise process. Equation 5.£ can be used as the model to 
generate the prediction to combine with measurements in the Kalman filter. 
This model is a simple process compared with that described in section 4, 
however it is only of value when accurate velocity measurements are 
available from either an inertial system or dual axis log, a rare occurance in 
marine navigation due to expense. 
ll.t ll.t' 0 0 0 0 0 0 X 2 X 
X 0 ll.t 0 0 0 0 0 0 X 
X 0 0 0 0 0 0 0 0 X 
y 0 0 0 ll.t ll.t' 0 0 0 2 y 
y = 0 0 0 0 ll.t 0 0 0 y (5. 16) 
y 0 0 0 0 0 0 0 0 y 
tlJ 0 0 0 0 0 0 ll.t 
ll.t' 
tlJ 2 
tlJ 0 0 0 0 0 0 0 ll.t tlJ 
tlJ 0 0 0 0 0 0 0 0 tlJ k+1 k 
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In dynamic positioning where the required measurement data is often 
avilable, this :form of model is still rarely used, Grimble (1980) and Balchen 
(1976) describe Kalman filter processes for DP. In both cases linear dynamic 
models of the vessel, as described· in section 4, are used to represent the 
hull in the presence of a current, with an extension of the system process 
to incorporate wind loading. Both of these environmental forces can be 
taken as low frequency, that is they have slowly varying mean values with a 
random element superimposed. Under such circumstances Kalman filtering 
gives a good state estimate for automatic control of thrusters to maintain 
vessel state. There is, however a third natural phenomena in the form of a 
very much higher frequency wave motion also acting on the vessel. This 
force does not have an overall effect on displacing the vessel, it merely 
oscillates it about some mean position. Should the measurement process 
coincide with some harmonic of the wave motion, instabilility of the 
controller will result. It is therefore essential that the wave motion is 
included in the process. As with the aerospace industry, the high order of 
accuracy in the measurement process makes this particular application 
successful. Kalman gains computed in simulation for yaw being typically 0.1 
for the low frequency motion and 0.2 for the high frequency. 
Kalman filters have also been considered for use in hydrographic survey. For 
this application it is usual to monitor vessel position only; as no control 
loop is employed information on velocities is not normally required. The 
Kalman filter is employed in individual systems such as Microfix and 
Syledis. Micr:ofix is a range microwave range measuring system similar to 
the Trisponder system described in Appendix A, while Syledis is capable of 
operating in either range or hyperbolic mode. T<he filter employed in the 
Micr:ofix system filters all eight ranges independently. As the ranges are 
not measured simultaneously the measurements are subject to skew in that 
the vessel will move between the measurements made to compute position. 
A further function of the filter is to deskew the measurements. 
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In the cases of complete survey packages which take input from a number 
of position fixing systems and other devices, such as the echo sounder, the 
Kalman filter has found little favour. This is primarily attributed to the 
heavy demand on microprocessor resources required, and instead other 
methods are used. For example, the 950 survey system recently developed 
by Racal Marine Systems utilises a window filter. A prediction is made by 
fitting a straight line through several previous fixes and extrapolating. A 
rectangular window is placed around the prediction, if the next fix falls 
within the window it is accepted, if it falls outside it is rejected and the 
prediction is used in its place. There is no combination process, and as such 
leaves a certain amount of random noise in the track depending on the size 
of the window. This can either be set manually, or automatically. In the 
latter case the set window size is multiplied by a factor, or gain, which is 
computed from the recent history of differences between measured and 
predicted fix values. lihe effect is to produce a track plot which is 
representative of the random noise of the position fixing system in use, 
only gross errors being removed. For the purposes of marine navigation, 
where random errors are large in comparison to those of survey systems, 
this windowing process achieves little. 
While the Decca 950 system monitors two position fixing systems, only one 
is selected to produce the ship's track, the other is used for back up in 
case of failure, and for quality control. In an equivalent system produced by 
Waverley, a subsdiary of Dowty, no filtering is employed. Instead, it is 
possible to compute a fix using up to ten position lines obtained from a 
variety of sources, with such redundancy in observations filtering is 
considered unnecessary. 
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CHAPl"ER 6 
A FILTER FOR POSITION FIXING 
6.1 Introduction 
Prior to incorporating the ship model into a Kalman filter, it was decided 
to construct a simple filter for position fixing alone. "This exersise was 
designed as practical investigation into the effects of different gain values 
when combining measurements from an electronic positioning system with a 
simple linear prediction process. It goes on to investigate the Kalman gain 
and how variations in the processes can affect the optimum gain. 
6.2 The Prediction Process 
Employing the simple linear regression through the previous few optimal 
estimates of position and extrapolating gives a prediction process. The 
equation of the line is given by: 
y = ax + b (6.1) 
where x and y are Eastings and Northings and a and b are the gradient and 
constant of the regression line through the last n fixes and are given by: 
a = (6.2} 
b =LX - a~ 
n n (6.3} 
A prediction for x is made by locating start and finish points on the line 
which correspond to the first and last of the n fixes. The distance along 
the x axis between these points is multplied by 1+Yn, this value is placed. in 
equation 6.1 to. obtain a prediction in y. This process assumes that the 
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\':esse[ is moving at constant velocity and thus constitutes a second' order 
process. Any acceleration of the vessel will lead to errors. 
The decision of variable, Eastings or Northings, on which to perform the 
regression line is made by computing the variance, {he denominator of 6.1, 
for both variables. The variable with the minimum variance is chosen, 
An alter:native prediction process would be to fit a non-linear curve through 
the previous fixes. Extrapolation of such a curve can however give a poor 
prediction as the curve is only fitted through the defined points. 
In order' to investigate this algorithm further, a Kalman filter based on the 
linear process has been ,programmed into the Acorn Archimedes computer in· 
ANSII C. Trials data was obtained using the Decca Navigator system, which 
was described fully in chapter 2.3, in Plymouth Sound. 
6.3 Changing The Gain 
The gain matrix (K) will be diagonal and the non-zero elements can take 
ariy value within the limits 0 ,;: K11 ,;: 1. The gain matrix is used to produce a 
filtered output (x.) by combining predicted position (x) and measured fixes 
(z) using the formula. 
X = x + K(z - x) (6.4) 
A value of 1 on the diagonal results in an output of measurement only for 
the corresponding element of the state vector, 0 gives prediction only, any 
value in between results in a combination. 
Results showing plots of position for a short run in an Easterly direction 
conducted in Plymouth Sound are shown in figures 6.1a to 6.1k. The gain 
value changes in each plot from I down to 0 in steps of 0.1. In each case 
- 75 -
the previous ten optimal estimates were used to compute the prediction. 
The initial ten fixes are unfiltered as these values are required to compute 
the first prediction. 
In figure 6.1a the gain setting is 1, and thus shows raw measurements. 
Random error is clearly seen as is one gross error towards the end of the 
run. Effects of increasing the weighting applied to the prediction are seen 
in figures 6.1b to 6.1j; this last plot is heavily filtered and results in a 
smooth track, with the exception of the gross error which is still clearly 
visible. Finally figure 6.1k, which has a gain setting of 0, relies on 
prediction alone, thus any variation in the trend beyond the initial ten 
values will be ignored and the resulting track would continue in the 
straight line shown ad infinitum. 
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It can :be seen in figures 6.1 that the linear process is most ·likely to 'fail in 
a turn, the heavily filtered output gives a smoother track but overshoots 
turns, this is because the natural tendency of the prediction is towards a 
straight line. Figures 6.2a to 6.2k show results from a longer run also 
undertaken in Plymouth Sound, with the start point in the South West 
corner. Several turns are made on the route into Plymouth. Figure 6.2k is 
seen to continue in a straight line as expected while figure 6.2j, with a .gain 
of 0.1, overshoots the turns. Figure 6.2i, with a gain of 0.2, would appear to 
be closest to the optimal gain, the filtered track is smooth. Turns are 
negotiated although overshoot occurs, so the process appears optimal 
provided the vesel continues in a straight line. This algorithm will therefore 
have an application in the hydrographic industry where it is common 
practice to run straight lines at constant velocity. 
6.4 The Optimal Gain 
Computation of the optimal, or Kalman gain, as discussed in chapter 5, 
requires knowledge of the error covariance matrix for the measurements and 
the model of the prediction process. The DRMS value for the Decca 
Navigator in Plymouth Sound was given in chapter 2.3 as 10 metres under 
normal daylight operating conditions. The prediction process used in 6.2 
above is in effect shifting the fix origin to the first of the ten, or an 
equivalent point on the line, then increasing both Eastings and Northings by 
1+ Ytn-ll of the distance moved in each direction during the last n fixes. The 
prediction is made from filtered, not raw fixes, thus the filter is recursive. 
The prediction process can be described by: 
[X] = [ 1.111 0] [X] y 0 1.111 y 
k•1 11 
(6.5) 
The optimum gain according to Kalman is the value of K which gives an 
output with minimum variance. When two measurement processes are 
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combined the optimum value for K can be computed easily from the 
variances of the measurement processes .. In this case, where the variance of 
the prediction is unknown, the optimum gain can be obtained by iterating 
around equations 5.5 to 5.7 until a constant value for K is obtained to the 
desired accuracy. In cases such as this, where the transition is given by a 
diagonal matrix, the gain matrix will also be diagonal and can be computed 
independently for each variable. Furthermore, as variances and transitions 
are identical for both x and y, .both gains will be identical. The diagonal 
elements of the gain matrix will therefore be given by the iteration of: 
P = A2P (6.6) 
K = P(P + Mr' (6.7) 
P = (1 - KlP (6.8) 
where 
P is the variance of the prediction, 
M is the variance of the measurement, 
A is the state transition matrix for the prediction. 
The solution of equations 6.6 to 6.8 with A=1.111, which corresponds to the 
value used to obtain figures 6.1 and 6.2, and M=iOO, the variance of the 
Decca Navigator in Plymouth Sound, gives K=0.1736 after 70 cycles. This is 
close to the value of 0.2 estimated from the plots. With K set to this 
optimum value, the corresponding value for P is 17.36 metres'. 
The factor which will vary the gain is the number of points used to make 
the prediction, this is shown in table 6.1. The run used to produce figures 
6.2 were rerun using the gain values given in the table. The re suiting plots 
are shown in figures 6.3a to 6.3h. In this instance a more. accurate track, as 
measured by Trisponder, has been plotted for comparison purposes. 
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n 2 3 4 5 6 7 8 10 
K 0.5556 0 .4375 0 .3600 0 .3056 0 .2653 0 .2344 0.2099 0.1736 
Table 6.1. Variation in Gain with Number of Points 
From figures 6.3, an optimal value for n can be estimated as 4, this value 
gives a smooth track and little overshoot on turns . In places the difference 
between the filtered and Trisponder tracks is still large at about SO metres, 
however this is seen to be due to consistant deviation between the raw 
Decca and Trisponder during short periods. This may be due to local fixed 
errors within the Decca system arising from surrounding land masses. Decca 
would not normally be used in such confined waters where a buoyage 
navigation system operates. The use of larger values for n overcomes the 
effect of such errors, however without the use of Trisponder, or some 
other Information such as heading perhaps, it is impossible to distinguish 
between a fixed error and a turn. 
6.5 Variance of the Measurement Process 
The Decca Navigator used to obtain the results above is primarily used for 
marine navigation . As suggested previously, the filtering process described is 
also applicable to hydrographic survey. For a brief investigation Into this 
application the Trisponder, a typical range-range survey system with a 
standard deviation of 1 metre on each range, will be used. The solution for 
position is obtained by the least squares algorithm given in Appendix A, 
further computations enable the DRMS value of the measurement process to 
be evaluated, this can then used in the computation of the Kalman gain . It 
is interesting to note, however that for the filter process described in this 
chapter the Kalman gain remains constant irrespective of the variance of the 
measurement process. This is because an improvement in the measurements 
improves the correlation of the straight line and hence the prediction 
process. This is confirmed by computations performed on equations 6 .6 to 
6 .8 with n=5 and varying M. 
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Results of variance of the prediction process are shown' in table 6.2. Using 
the linear process described in this chapter, the only variable which affects 
the gain is the number of points used to make the prediction. 
M 10 25 50 100 200 
p 7.36 1.736 4,338 8.677 17.36 34.71 
Table 6.2. Variation in Predicted Error Variance with Measurement Variance 
Figures 6.4a to 6.4d show a section of the Trisponder track used in figures 
6.3 with and without filtering. In this instance, with more accurate fixing 
than Decca, it would appear that a prediction from the previous two points 
gives the best result without overshoot on the turn. 
6.6 Removal of Gross Errors 
Figure 6.1j shows a heavily filtered Decca track plot in which a gross 
measurement error is still obvious. In theory there is a small chance of 
such an error occurring, from the DRMS value for Decca in Plymouth Sound 
there is a 95% probability of the the measurement being more than 20 
metres from the true position. In practice such occurances can be more 
frequent under certain circumstances. For example, when using a microwave 
system such as Trisponder for surveying, the transmitted signal can follow 
two paths. The direct path, which is the · desired measurement, and a 
reflected path, a reflection off the water surface. If, on arrival at the 
receiver, both signals are out of phase by 180° they cancel out and no 
measurement is made; a point where this may occur is known as a null 
point or range hole. If another .path of the same signal from transmitter to 
receiver is another reflection off some other object such as a land mass or 
vessel, then this measurement may be available and will be measured. In the 
case of a ranging system such an occurance. will generate an overrange 
measurement. On the Trisponder tracks shown in figures 6.3 a similar set 
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·of events have ·occurred, in this case Drakes Island has blocked the direct 
path to a remote sited across the Sound at Pier Cellars which is shown on 
the chart in figure 3.1. 
Gross errors such as those described above can be removed by placing a 
window about the prediction and testing whether the measurement falls 
within the window. If it does then both estimates can be filtered, if not 
then the prediction must be accepted and the measurement ignored. There 
are two problems associated with· this solution. Firstly, the window size 
which must be representative of the standard error of the measurement 
system in use and as such could be computed either theoretically from the 
DRMS value or practically from some statistic based on the recent history 
of events. Secondly, suppose the vessel makes a sharp turn and 
simultaneously a ·gross error occurs in the measurement. The subsequent 
measurement may be accurate but fail the window test as will all further 
measurements. As a consequence the computed track will continue on 
predictions alone. This problem can be overcome by opening the window on 
an update which follows a failure. The system shou Id also test for several 
consecutive failures and restarted if this event occurs. As only gross errors 
are required to be removed, the window can be made very much larger than 
the DRMS v_alue. Figure 6.Sa is a rerun of the Decca data used to produce 
figures 6.1 under identical conditions to figure 6.ti, but with a SO metre 
diameter window included. The resulting plot demonstrates the filter with a 
window size set too small and turns are overshot. Figure 6.Sb shows a 
result with the window size at 100 metres. In this instance the majority of 
the plot is identical to that of figure 6.1i, with the exception of the region 
around the gross error. This has now been removed and as a result the 
filtered track immediately following this point is vastly improved. The data 
set used to produce figure 6.3c with 4 regression points used to make the 
prediction was rerun with a window size of 100 metres. Two points failed 
the test, these are indicated on figure 6.6 with crosses, and corresponds to 
0.7% of the fixes. Unfortunately both of these fixes occur at critical points 
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on the track when ,the vessel is undergoing a turn and the filtered output 
is distorted. 
As the modelling process used is linear, the filtering process described in 
this chapter performs best when the vessel is travelling ·in a straight line. 
It will manage turns purely because a small number of points have been 
used to make the prediction. One method of further improvement would be 
to increase the sampling rate, this is not possible on the system installed 
on the test vessel due to the restrictions imposed by the Decca Navigator 
Receiver. 
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CHAPTER 7 
A FILliER FOR. MARINE NAVIGATION AND CONTROL 
7 .I Introduction 
While the vessel's position is still of primary importance for marine 
navigation, other factors should also be considered. The state of the vessel 
is likely to be passed to a control algorithm for track keeping. Further 
requirements thus comprise accurate heading to maintain course, and 
velocity information for feedback, or damping, of the control loop. It can 
be seen that the system process for the vessel described in section 4 is 
tailored to suit these additional requirements, and that the foHowing 
modifications are required to the filter algorithm presented in chapter 6 in 
order to suit this application. 
(i) The system is not driven by white noise but by a deterministic control 
vector and noisy disturbances; the state update equation (5.8) therefore 
requires modification. Control is assumed to be stable and disturbances 
are taken as Gaussian processes wlth a non-zero mean. lihe integral of 
the system error covariance matrix (5.9) is therefore modified to include 
the control matrix C and becomes: 
P(k+1/k) = A(k+1,k)P(k,k)AT(k+1,k) + C(k+1,k)N(k+1)CT(k+1,k) (7.1) 
(ii) The measurement transformation matrix H assumes the identity matrix 
and is therefore omitted from original equations. Thus all measurements 
presented to the filter were required in state vector format. Forward 
and lateral displacements are obtained using the Decca navigator, a 
system which measures position on the earth's surface. This 
measurement is then transformed on to the moving axis with the aid of 
the compass measurement. This transformation constitutes a linear 
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mapping, and under this condition the measurement matrix H reduces to 
the identity. 
Oii) Improvements can be made to the speed of the filter algorithm by 
considering the manner in which the equations are used. Figure 7.1 
shows an iterative loop which commences each cycle by taking 
a measurement, initiates the covariance to the identity, then computes 
the Kalman gain and its error covariance. The iterations are used to 
obtain convergence of the filter. An improvement on this technique can 
be made by changing the order of these operations. In practice the 
system error covariance and Kalman gain can be computed prior to 
performing the measurement process. During this time the computer 
may well be idling, while awaiting the Decca navigator to initiate the 
measurement cycle, so a saving may be made in computer time. 
Furthermore, by computing the initial error covariance less iterations 
may be required. 
' 
Enter measurement and disturbance 
cov~Jance matrices M and N, state 
transition matrices A, B and C and 
prior estimate SL Use A, B and C 
to update estimate fa. x(k+.1/k). 
fD;T;yl---------------~'IT~e measurement! !Delay! 1 z(k+1) 11----------, 
Find transition 
matrices A, B 
and C based on 
current estimate 
SC"(k/k). 
' 
' Initiate P(k/k) to the 
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Find predicted error 
covariance P(k+1/k), 
the Kalman gain K(k+1) 
and the final error 
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convergence of gain. 
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' estimate to iC"(k+1/k+1). 
Figure 7.1. The Kalman Filter Loop 
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It is now established that the filter applied to the marine navigation 
problem is an extended Kalman filter. That is the non- linear system process 
is linearized about the most recent optimal estimate, while the measurement 
process is linear and the errors are Gaussian. As a ship constitutes a 
non-linear system, when parameters such as large alterations of course 
and/ or speed, shallow water effects, and trim are considered there must be 
some limitation to the technique. The linearization process assumes constant 
course and speed during each sample period. This is reasonable provided 
sample times are small when compared with such factors as ship time 
constants and time between waypoints . A block diagram of the filter is 
shown in figure 7.2. 
z(k+1) 
I' 
x (k+1/k+1) 
I DELAY I B ~ + ~ ;; 
x (k/ k) x(k+1/k) 
I A(k+1,k) I ~ 
''<.; 
u (k) a + >"\ I C(k+l,k) I w(k) 
Figure 7.2. The Optimal Filter 
Equations 5.11, 5 .12, 5.13 and 5.17 are used recursively to obtain the state 
estimate at a future sampling time as shown in figure 7.1. Equations 7 .1, 
5 .12 and 5.13 are iterated on each cycle to obtain convergence of the filter 
gain. 
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7:2 Results 
Trials in Plymouth Sound were conducted on the Kalman Filter algorithm 
for marine navigation. Several runs were made while plotting position fixes 
from Decca, ship model, filter and Trisponder on a digitised chart of the 
area on the computer screen. Although the ship model is updated from the 
optimal state estimate, its position on the reference grid is updated from 
its own previous position. This is done to highlight any inaccuracies within 
the model which will show as a cumulative error. All measurement data 
were stored on disc so that the runs could be repeated in the laboratory. 
The results of estimated positions of the vessel for one run during which 
the vessel was guided along the standard approaches to the port of 
Plymouth are given in figure 7.3. The model is seen to deviate from the 
true track, and this is largely due to disturbances such as wind and tide 
and also errors in the hydrodynamic coefficients obtained for the vessel. 
The filtered estimate takes some weighted mean between the measured and 
model tracks as expected. Figures 7.4a and 7.4b show the control states 
which are used to drive the model. The various outputs are given in figures 
?.Sa to 7 .Sf. Forward displacement is cumulative and is plotted on such a 
small scale that little deviation is seen between the measured, model and 
hence filter outputs. Filtered forward velocity follows closely the smooth 
model, however it is affected by the noise in the measurement data. Lateral 
displacement is also a cumulative sum of the moving vessel axis on the 
reference grid, however it is plotted at a larger scale than forward 
displacement and measurement noise is evident. The filtered output follows 
the model closely suggesting a low gain setting. The measurement of 
lateral velocity, as obtained from the displacement data, is noisy and has 
been limited within the software to 2 knots, again the filtered output 
follows the predicted values and is unaffected by the very noisy 
measurement data indicating a very low gain setting. Filtered heading is 
seen to take a. value between the measured and predicted values. Rate of 
turn is noisy for both model and measured data, thus a noisy filter output 
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1.0 0.0 0.0 0.0 0.0 0 .0 0 .0 0.0 
0 .0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.19 1.08 10-3 - 10-3 1.33 0 .01 
K = 0 .0 0.0 0.01 0.03 
10-· -10-4 -10-3 
-0.14 (7.2) 
0 .0 0.0 10-3 0.08 0.08 0 .02 -12.0 -10-s 
0 .0 0.0 -10-s -10-s 10-· 1o-• -0.06 10-3 
0.0 0.0 10-· -10-s -10-s -10-4 0.44 10-3 
0.0 0.0 10-s 10-· - 10-s -10-7 0 .01 10-4 
0.0 0.0 0.0 0.0 0 .0 0 .0 0.0 0 .0 
0.0 0 .0 0.0 0.0 0 .0 0.0 0.0 0.0 
0 .96 10-3 18.85 0.62 2.30 0.70 -0.64 -0.22 
p = 0.08 0.01 0.56 0 .02 0.20 0.06 -0.06 -0.02 (7 .3) 
-6.33 -10-3 -0.67 -0.51 -4.05 -4.74 4 .22 1.44 
0.70 -10-6 0.10 0.06 1.42 0.53 -0.48 -0.16 
-0.37 10-6 -0.06 -0.03 -0.80 -0.28 0.25 0.08 
-0.22 10-6 - 0.04 -0.02 -0 .44 -0.17 0.15 0.05 
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is obtained. While the entire Kalman gain matrix used 
off-diagonal, or cross-coupling terms, it is of interest 
initially the uncoupled, diagional terms. These are plotted 
included the 
to investigate 
in figure 7.6 
which verifies the obser.vations made above; Although the variance of lateral 
and forward displacements are identical, their respective gains are seen to 
take different values. This is due to the differences in the variance of their 
velocities, these parameters are fed back through the transition matrix to 
the dlsplacements and will therefore influence the predicted error covariance 
and hence the Kalman gain. A typical gain matrix is given by 7.2 and the 
corresponding covariance of the prediction by 7.3. The gain matrix displays 
relatively large values on the diagonal, as expected. However some of the 
off diagonal terms are not small. In particular the seventh column shows 
some large terms indicating that the heading is a dominant variable. 
7.3 Disturbance Estimation 
It has been shown by Wills (1984) that the total disturbance effect can be 
estimated from the difference between position vectors obtained from 
smoothed Decca data and OR, where the OR, or dead reckoning position, is 
obtained by plotting only course and speed measurements from log and 
compass.· Placing a window around a number of previous pairs of vectors 
and taking the mean value improves the estimate of the diturbance vector. 
This can then be used in conjunction with the next DR position to find the 
EP, or estimated position, of the vessel. Suppose that the filtered output 
suggests the vessel has moved distances x, and y, on the grid between 
fixes, whereas the model gives displacements x2 and y2 • Any difference 
between x, and x2 and y, and y2 may be assumed to be due to external 
forces and errors in the model. The computer program was modified to 
compute this disturbance vector on each cycle. The prevous twenty values 
being averaged to give combined values for u, and u,, and v, and v, which 
were then. applied to the model equations on the next cycle. Furthermore 
the variances are calculated and applied to the Kalman filter equations. 
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1.0 0.0 0.0 0.0 0.0 0.0 0:0 0,0 
0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.19 1.08 10-3 -0.03 -0.49 -0.01 
K 0.0 0.0 0.01 0.04 
10-3 
-10-3 
-031 -0:02 (7.4) = 
0.0 0.0 10-3 0.18 0.35 1.07 1.40 0.14 
o,o 0.0 -10-3 -0.01 0.02 0.14 3.74 0.25 
0.0 0.0 -10-> -10-3 -1o-• 0.01 0.89 0,03 
o~o 0.0 -10-· -10'3 10-> 10-3 0.12 0.01 
0.0 0.0 0.0 0.0 o,o 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
-0.25 10-3 18.66 0.51 -0.44 -0.24 0.17 0.06 
p -0.11 0.01 0.52 0.01 -0.12 -0.08 0.07 0.02 (7 .5) = 
1.40 -10-3 0.35 0.24 37.86 3.16 -0.09 -0.31 
3.10 10-· 0.61 0.34 8.12 2.53 -2.06 -0.69 
-0.07 10-> -0.02 -0.01 -0.13 -0.03 0.05 0.02 
-0.14 10-> -0.03 -0.02 -0.26 -0.09 0.09 0.03 
With this process added the data set used to obtain the results given in 
chapter 7.1 was rerun. Resulting plots of position are shown in figure 7.7, 
while figures 7 .Sa to 7 .Bf show vessel states and figure 7.9 gives diagonal 
gain elements. Figures 7.10a and 7.10b show the components obtained in the 
X and Y directions for disturbances on the moving ships axis. This is seen 
to be noisy but the mean is not zero. Comparing positional error shown in 
figure 7.7 with that of the equivalent with no disturbances, figure 7.3, 
shows an improvement in the mathematical model and filtered output. It is 
interesting to note that the diagonal elements of the Kalman gains have 
increased, thus reducing the weighting applied to the improved model. 
Considering the off diagonal terms, an increase is seen in general, however, 
this is most noticable in sway and yaw. The heading terms are still seen to 
dominate the gain matrix, and it is therefore the heading which should be 
considered of primary importance when attempting to make further 
improvements. 
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Ideally a less noisy measurement device such as a gyro-compass .. should be 
used. Due to expense however this is not feasable and error sources within 
the existing system must be inspected. Heading errors may be present in 
both the measurement and model, and in these cases may be due to: 
(i) A fixed error in the measurement device. The magnetic compass 
calibration, a sinusoidal curve fitted to the data as shown in figure 3.4, 
may be inadequate; 
(ii) An error in the mathematical model. One or more of the hydrodynamic 
coefficients used may not truly represent the vessel. 
Consider now figure 7. 7 which shows the model deviating to the South on 
the initial Easterly run, then to the East on the Northerly section of the 
passage. This indicates that the heading produced by the model is larger 
than the actual value The model is however driven by filtered input and it 
may be that an error in the measurement data is corrupting this input. 
From the model equation 4.10 it can be seen that the heading is derived 
from yaw rate. Figure 7.8f shows that this state is above zero during the 
periods of straight runs. It would therefore appear that the model is in 
error, suggesting that one or more of the coefficients used in obtaining the 
N terms given in Appendix D is inaccurate. As final proof of a model error 
the data was rerun with the diagonal filter gain element for the heading set 
to 1.0. "Phe resulting filtered track shown in figure 7.11 gives a more 
desirable result, with the filtered track following much more closely the 
true track as indicated by Trisponder. 
The filter tests carried out afloat have verified the simulator work 
conducted by Dove (1984). They show that noisy measurement data have 
been improved by reducing random errors. However, the remaining problems 
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established from t.hese results wiU have to be overcome if a practical 
system is to be produced. The two outstanding problems are: 
(i) For the extended Kalman filter to function satisfactorily it has been 
established that an accurate mathematical' model is required. As 
explained in chapter 4 this is a difficult arid costly process for marine 
vehicles. For the purposes of this thesis less accurate methods were 
used in this proceedure and as a consequence the hydrodynamic 
coefficients found do not truly represent the vessel; 
(ii) The time of about 5 seconds taken by the Acorn Archimedes to cycle 
the model, measurement and filter algorithms is in· excess of the desired 
cycle time of about 1.5 seconds. Computation time will be improved by 
the incorporation of a floating point coprocessor unit in the computer 
when available from the manufacturer. This will reduce floating point 
calculation time by a factor of about 20. However, it is not expected to 
give an adequate reduction in cycle time. 
7.4 Rearrangement of equations 
E nter measurement and disturbance 
eo variance matrices M and N, prior 
estimate x(0/0} and its error 
covariance Inverted P"1(1/0). Set k=1. 
' 
Compute Error Covariance 
for updated estimate 
from equation (7 .6) and 
invert to get P(k+1/k+1) 
Find transition matrices 
A(k/k-1) etc. Compute Compute Kalman gain 
the covariance from (7 .1) from (7.7) 
and invert for P' 1(k+1/k) 
1 
Update estimate from I Increment k ,, (5.4) or for extended I' filter (5 .11) use 
Figure 7.11. Alternative Kalman Filter Recursive Loop 
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Tthe Kalman filters equations given previously '-can be manipulated and 
reformul'ated in many ways. One form given by Gelb (1988) enables the 
optimal estimate error covariance to be computed from: 
P"'(k+1/k+1) = P"'(k+1/k) + HT(k+1)M"'H(k+1) (7 .6) 
The Kalman gain is then given by: 
K(k+1) = P(k+1/k+1lHT~•f' (7.7) 
These equations are used in the recursive loop as shown in figure 7.11. 
At first sight this alternative formulation appears more complex than the 
traditional formulae given previously, particularly when using iterations to 
obtain convergence of the gain. It can be seen that instead of cycling three 
equations 5.5, 5.6 and 5.7 involving one matrix inversion, now two will be 
involved in this loop, 5.6 and 7.1, and two matrix inversions are necessary. 
Matrix inversion is a particular problem as it is not easily computed, the 
solution is obtained for a matrix A by solving the equation AA"' = 
simultaneously. This is a time consuming p~ocess and can lead to .errors if 
the system is ill-conditioned. This reformulation is however worth further 
consideration on three counts: 
(i) Reformulation can lead to more rapid convergence. For example ·one 
method of solving systems of simultaneous equations is to reformulate 
and iterate, certain formulations will converge quicker than others, some 
may even diverge; 
(ii) Tthe number of additional multiplications involved in cycling three 
equations must be evaluated against cycling two equations with two 
matrix inversions; 
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(iil) Under certain conditions the matrix inversion can be simplified. lihls is 
discussed in· chapter 10. 
The alternative algorithm w:as programmed into the Acorn Archimedes with 
the original software. Both routines were run consecutively using identical 
data, both converged· after the same number of iterations. The alternative 
algorithm took 2.7% more time than the original. Athough it takes more 
time this form should not be dismissed as it may be useful in a 
reformatting of the whole proceedure disussed under further research in 
chapter 10. 
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CHAPTER 8 
SYS7fEM IDENTIFICATION 
· 8.1 Introduction 
lihe assumption has been made throughout this thesis that the coefficients 
used in the F matrix to model the vessel are known correctly, thus 
describing the system process accurately. In was established in chapter 7 
that the mathematical model of Catfish is inaccurate. Furthermore, the 
vessels dynamics may change over long periods of time; For example, as the 
underwater surface of the hull is fouled with growth the hydrodynamic 
derivatives used to model the hull and its resistance will requir:e 
modification. Established techniques for parameter identification, based upon 
various optimization criteria, would require new algorithms to be included 
into the Kalman filter recursive loop. These methods are usually time 
consuming and consequently are unsuitable for real-time applications. Gelb 
(1988) proposes a method which can be easily implemented into the existing 
Kalman filter loop. This method was further investigated for the marine 
application, optimizing parameters on the minimum variance estimation 
algorithms already in use. 
8.2 Augmenting the State Vector 
Let ·the unknown parameters be denoted by a vector a, having dynamics 
defined by the differential equation: 
a = 0 (8.1) 
with non-linear equations of motion, the system process can now be 
written: 
ic = f(x,al + Gu (8.2) 
where both a and x are to be estimated from the noisy measurement data. 
Combining x and a into a composite state vector denoted x* such that: 
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(8.3) 
and applying this system process to the extended Kalman filter routine 
yields estimates for both states and unknown parameters. 
8:3 "fhe Modelling Process 
Selecting the vector a to contain hydrodynamic coefficients for the vessel 
gives a large dimension augmented state vector and a largely populated 
transition matrix. This formulation would then lead to cumbersome 
computations, defeating one of the prime objectives of this research. 
Furthermore, due to cross coupling, some coefficients cannot be isolated 
and are therefore unidentifiable. An alternative method was suggested by 
Robbins (1982) who applied this method of parameter identification to 
aircraft, but used simplified mathematical models. To perform the 
identification process the system process was reduced to smaller 
components and controlled manoeuvres were performed. Then, assuming, 
certain cross-coupling terms to be negligible under the control applied, for 
example when applying rudder to the aircraft surge and sway terms only 
are considered and the induced roll is neglected, a small number of 
parameters can be identified from each manoeuvre. 
It is not economically viable to attempt to identify slowly varying 
parameters while on a voyage as the vessel may be delayed at great expense 
during identification manoeuvres. Furthermore, in order to keep the 
dimensions of the augmented state vector to minimum, maintain 
identifiability of parameters and to retain sparse population of the 
transition matrix it is necessary to identify the components of the latter 
directly. Initially only sway and yaw terms are considered, as these use the 
least accurate coefficients and were seen to give poorer results than the 
surge term. The augmented state vector can be written as: 
- 137 -
x*= ( li, n, x, u, y, v, ljl, ·r, Y,, Y,, Y., Y0 ,· N,. N,, N., N. )' (8.4) 
where the augmented parameters are shown in matrix (4.10) and expressions 
for their initial evaluation are given in· appendix D. ~hese constants are 
dependent on the vessel states, and hence, assuming a slow transition time 
of the vessel in comparison to cycle time of the Kalman recursive loop, the 
parameters to be identified may be taken .as having dynamics given by 
equation 8.1. 
The Extended Kalman Filter estimated error covariance equation (5.9) 
requires evaluation of the partially differentiated state transition matrix. 
This is now given by: 
F*= c)f(x,a)l 
c)x* "·= ~· 
which is a matrix of dimensions 16 X 16: 
x T. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 ~ T. 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 o. 0 0 0 0 0 0 0 0 0 0 0 0 0 
X, X. 0 X, 0 x. 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 .0 0 0 0 0 0 0 0 0 0 
F*= " " " " " " " " (8.5) Y, 0 0 Y, 0 Y. 0 y• li u V r 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
" " " " " " " " N, 0 0 N, 0 N. 0 N. 0 0 0 0 8 u V r 
------------------------
o, o, 
where 0 1 is the zero matrix of dimensions 8 x 8. 
Writing this as a partitioned matrix of 4 sub-matrices, each of 8x8 
dimension: 
(8.6) 
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l!he original 8 ·states ·of the system process are still described by equation 
4.10. The discrete transftion matrix is then given in ,partitioned form by: 
(8.7l 
where li the identity matrix of order 8, A is the discrete solution to F and 
can be obtained using the algorithm given in section 4.4. 
8.4 Tthe ·Measurement Process 
The original eight states of the measurement vector can be obtained as 
before but the augmented states are not measured, They can however be 
estimated from the previous optimal estimate. Rearrangement the equations 
4.10 yields 8.8, thus Y,, Y., Y,, Y8 , N,, N., N, and N, can be· obtained from the 
previous optimal estimates. Solutions for the equations shou Id be iterated 
to obtain convergence. 
-Y. u - Y,v - Y,.r 
Y, = 
0 
-Y,o - Y,v - Yo:r 
Y. = u 
-Y,S - Y.u - Y, r y = 
• .v 
-Y,o - Y.u - Y, V y = 
• r 
-Nu - N,v - N,r 
N, - . 
8 
- N,ll 
-
N,v - N,r 
N. = u 
N = ~N,ll - N.u - Nar 
• V 
N =- N,o - N.u - N,v 
8 r 
(8.8) 
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The measurement matrix can thus be -written:_ 
X 0 
------
-----------------------
0 _!:!_y li • 
_:!..y_ 
li • 
_.!:..y_ 
li • 0 0 0 0 
:; 0 _:f...y_ _.!:..y_ 0 0 0 0 --Y. Ul u • u • 
h = _1y 
_ _!:!_y 0 V I V ' 
_.!:..y_ 
V o 0 0 0 0 (8.9) 
li 
_!d.y _:!..y_ 0 0 0 0 0 -;:-YI 
0 r ' r • 
0 0 0 0 0 _ _!:!_N _:f...N _.!:..N li • :; . li • 
0 0 0 0 _1N U I 0 -:!..N -.!:..N u • u • 
0 0 0 0 _1N V I 
_ _!:!_N 
V ' 
0 _.!:..N V o 
0 0 0 0 l) U V 
--rN 1 --rN, -rN• 0 
where X is an 8 x 8 diagonal matrix with diagonal elements equal to the 
corresponding elements of the state vector. 
Then for the computation of the Kalman gain: 
- c)h I H - --ax-• x"\. ;c--
8.5 Filtering 
The filter currently in use must be modified to account for the additional 
terms included in the processes above. In order to estimate the prediction 
error covariance and hence the Kalman gain, A* should incorporate the 
* entire matrix F : 
A* = [A_:_o] [o: IJ (8.10) 
The matrix D can then be obtained in a similar way to the discrete control 
and disturbance matrices defined in chapter 4 and is then given by: 
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(8 .1.1) 
The Kalman gain matrix, which: now has dimensions 16x16, is computed' by 
iterating around equations 5.12 to 5.13 and 7.1 as shown in figure 7.1. 
8:6 Results 
The data set used in chapter 7 was rerun using the filter algorithm with 
system identification, results are plotted in figures 8.1a to 8.1e and 8.2a to 
8.2j. By comparison with figure 7. 7, Figure 8.1a shows that position 
information from the model, and hence also the filter, is improved by the 
identification process. Figure 8.1b plots the track around the first turn at a 
larger scale; in this instance the Trisponder track has been filtered using 
the algorithm presented in chapter 6. Positional errors were computed from 
this track. Figure 8.1c plots absolute error, from which it is seen that the 
filter reduces noise. This error is then reduced into along-track and 
cross-track components in figures 8.1d and 8.1e. The cross-track error 
follows the trend set by the DNS but is much less noisy. It remains within 
- 25 metres of the true position line compared with the SO metres achieved 
by the DNS. The along-track error has a similar performance until reaching 
the northerly section of the passage where it is seen to have a mean. value 
greater than that given by the DNS and the maximum value increases to 
about 40 metres. As a consequence the second turn is overshot causing the 
cross-track error to increase during the westerly passage. The initial 
along-track error suggests that the surge coefficients may be inaccurate; 
these parameters were not included in the identification proceedure. The 
error source is confirmed by figure 8.2b which shows the modelled forward 
velocity constantly higher than the measured values. 
The very low gain values obtained for lateral velocity cause the noisy 
measured values to be almost ignored and the model values to be used. The 
values obtained from the model are, however, realistic at less than 1 knot. 
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In comparison with figure 7.8d, the corresponding diagram with no. 
identification, the filtered output is much smoother and less erratic, giving 
what would appear a more reasonable estimation. While an improvement can 
also be seen in angular velocity in figure 8.2f, the filtered output still 
appears noisy. Although this may be a t)'ue representation, as the test 
vessel does turn rapidly when in waves, this noise is more likely to be an 
influence of the noisy measurements made of the rudder angle. Ideally, 
better measurements made by way of a gyro should be used to improve this 
parameter which is important when used in connection with a controller as 
discussed in chapter 9. 
Figures 8~2g and 8.2h show the identified system coefficients. The rudder 
terms Y, and N, are seen to be noisy. These terms would be expected to 
reduce to zero when travelling in a straight line and increase during the use 
of rudders in a turn, which is seen to occur. Further noise is probably due 
to noisy rudder measurements. Y, and N,, the surge terms are close to zero. 
These terms influence the turning characteristics with speed and over the 
6 to 7 knot speed range used during the trial have little influence. 
Diagonal elements of the filter gain matrix are plotted in figures 8.2i and 
8.2j. Gains for the eight original states appear better than those given 
previously in figure 7.9. The lateral and angular velocity gains have been 
reduced below that of the forward velocity, as would be expected as the 
latter contains less noise. For the same reason, the lateral displacement ·has 
been reduced below that of the forward displacement. The heading gain is 
more consistent at 0.8, but the model has behaved satisfactorily so the 
problem of inaccurate coefficients leading to the model error discussed in 
chapter 7.3 has been overcome. 
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CHAPTER 9 
CONTROL INTEGRATION 
9.1 Introduction 
Track keeping as an essential component for the safe navigation of the 
vessel, it is also included in the philosophy of the integrated navigation 
system as defined by Larsen (1989). In order to complete the project an 
automatic track keeping system was designed and installed in Catfish. This 
has been achieved by the following steps: 
(i) prior to departure the mariner will enter a sequence of waypoints 
indicating the intended track; 
(ii) while underaway the computer will automatically control rudder angle 
and engine speed to maintain the vessel on track and arrive at the 
destination on time. 
Optimal control theory utilises a mathematical model in conjunction with 
accurate knowledge of the vessels state. Both of these requisites are 
available from the Kalman filter. 
9.2 Optimal Control 
The theory of an optimal multi-variable control system has been developed 
to control simultaneously position and velocity of the vessel, and tested in 
simulation by Burns (1984). Deviation from the desired values were corrected 
by operation of the rudders and main engines. An optimal system seeks to 
minimise a global parameter (J) called the cost function or performance 
index. This is based upon the summation of the weighted errors over some 
time interval, perhaps over one stage of the voyage. In addition to minimise 
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the errors in the output parameters, the optimal controller must also 
attempt to minimise the control effort, that is to minimise rudder and main 
engine activity. "Phe cost function is normally stated in the following 
quadratic terms: 
t, 
J = J { (x-r) Q (x-r) + u Ru } dt 
t. 
(9.1) 
where r is the desired state vector and Q and R are usually diagonal 
matrices, with the values of the individual elements reflecting the 
importance of the parameters being controlled. 
An initial requirement of the controller is the desired state r at each 
sample time. This is obtained by entering a series of waypoints into the 
computer, in practice waypoint position is entered through the keyboard 
using either a cursor on the chart display driven by the arrow keys, or by 
typing in co-ordinates using the alpha-numeric keys, The program assumes 
that each pair of waypoints alternately define a straight line followed by a 
curve. Thus taking the first waypoint as the stal'ting point, the second is 
the "wheel over" position at the start of the arc required to reach waypoint 
three. On reaching this point, the vessel is required to be. on a steady 
course to waypoint four which is the next "wheel over" position and so on. 
With each waypoint either a speed for that leg of the passage or an 
estimated time of arrival is entered, so the desired state of the vessel can 
be computed at each sample time prior to starting the voyage. 
Values of the weighting parameters were selected to give an acceptable 
optimal closed-loop pole assignment but this is not a straightforward task. 
Starting with values obtained in the design of optimal controllers for 
previous vessels, the optimum control feedback matrix (S) can be calculated 
from 
(9.2) 
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where W is the solution to. the matrix Riccati equations which, should t, be-
infinite, or far removed from t 0 , converges to constant values, so that: 
(9.3) 
"J;he control law is then given by: 
U = -S (X - m) (9.4) 
where m is the desired state of the vessel evaluated in reverse time so as 
to reduce transient errors which would normally occur when a change in the 
vessel state is required, primarily when the desired track changes direction. 
However, as the desired state vector r is evaluated along a curve on these 
occasions, transient errors being assumed negligible and the control law is 
given by: 
u = -s (x - r) (9.5) 
To assess the pole assignments of the system, equation (9.5) is combined 
with the state equations (4.11) to give: 
x = (F - GS)x - GSr (9.6) 
where the term (F - GS) may be identified as the closed-loop state matrix 
of the optimal system. The optimal closed loop eigenvalues (poles) are then 
given by: 
I sI - (F - GS) I = 0 (9.7) 
It is apparent that when F and G are time-invariant the location of the 
optimal closed -loop poles depend upon the value of the S matrix. There 
exists then, an infinite number of closed-loop poles, each being a measure 
of the optimality of the system as defined by relative weightings Q and R. 
The matrices Q and R are diagonal and the values of Q11 and Q22 can be set 
to 0 as the rudder and main engines are control inputs and not controlled 
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variables . Surge dynamics are affected by variations in Q33 and Q •• together 
with R22 • The sway and yaw weightings are Oss, Q66 and Q77 , Q88 respectively 
together w ith R,, . Due to the coupling of sway and yaw, these elements 
closely interact, and changing any one value will affect all corresponding 
terms in the feedback matrix. Values of the weighting parameters must be 
selected to provide an acceptable optimal closed-loop pole assignment, so 
an iterative approach around the selection of Q and R and location of the 
poles is used to evaluate a gain matrix with an acceptable assignment. 
screen or 
keyboard r ==>I 
input 
u 
I<==== X from filter with x(S) and x(6) 
replaced by track error using 
coordinate transformation. 
Figure 9.1. The Controller 
The S matrix can be applied to the desired state vector r , as obtained for 
each sampling time , before starting the passage, as shown in figure 9.1. 
9.3 Integration 
For the purposes of control and guidance of the vessel the track error is 
requjred in place of the lateral displacement. So at the start of the control 
algorithm the track error is calculated on the grid using: 
(9.8 ) 
where the o suffix de notes demanded values . 
This then replaces y as x (S) throughout the control algorithm. Similarly x (6) 
. 
is replaced by numerically differentiating the previous three values obtained 
for track error. 
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The overall integrated navigation system is shown as a block diagram in 
figure 9.2, while figure 9.3 shows a flow diagram of the software developed. 
In practice the delay is generated automatically by the measurement process. 
Prior to full scale trials a suitable gain matrix S was evaluated as described 
in section 9.2. For a forward speed of 4 .5 ms·•, and using the hydrodynamic 
coefficients , the F ang G matrices were computed: 
-1 0 0 0 0 0 0 0 
0 -0.5 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 
F 0 0 .004 0 -0.138 0 0 0 0 (9.9) = 0 0 0 0 0 0 0 
0.573 0 0 0 0 -0.308 0 
0 0 0 0 0 0 0 
- 0 .273 0 0 0 0 - 0 .092 0 - 1.444 
G = [ ~ o~] (9.10) 
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157 
Using techniques established in the design of optimal controllers, and used 
by Burns (1985) for controller trials in simulation, the optimal control law 
for Catfish was evaluated as: 
Q = diag[ O 0 0 .05 0 0.004 0 1 0] (9 .11) 
R = diag[ 1 1] 
and computing the optimal controller feedback matrix: 
s = [0 .177 0 0 0 -0.0115 0.1299 -0.708 -0.404] 
0 0.0135 0 .221 1.578 0 0 0 0 
(9 .12) 
For the values of F and G given in 9 .9 and 9.10, the closed-loop eigenvalues 
are: 
s = -1.352; -0.4098; -0.0819; -0.998; -0 .500; -0.0069; -0.1380; 0.0 (9 .13) 
The gain matrix was tested in computer simulation with the vessel starting 
SO metres off track; the resulting plot is shown· in figure 9.4. 
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Figure 9. 4. Controller Simulation 
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Full scale trials on the controller proceeded in three stages, firstly using 
course keeping alone. This was achieved using values for S,7 and S 11 only; 
these gains being evaluated using the transfer functions described and 
tested by Burns (1985). Secondly, following satisfactory results the track 
keeping terms s,s and s,G were included. These cannot be tested 
independently, as it can be shown that a track keeping controller with 
velocity feedback is always unstable. The original course keeping terms 
require modification due to the cross coupling between yaw rate and lateral 
velocity clearly indicated in the hydrodynamic coefficients in equations (4.5) 
and (4 .6). Finally the forward speed terms S 23 and S 24 were included . These 
are independent of any other terms in the S matrix. 
Trials proceeded without Trisponder and with disturbances being entered at 
the start of the program. Track and course keeping terms in the S matrix 
were set as for the simulation, but the system proved to be unstable giving 
an oscillatory response, probably due to the long cycle time of about 6 
seconds. To test the controller alone and reduce the cycle time of the 
computer program, the filter algorithm was removed and the gain fixed as 
a diagonal matri x given by: 
K = diag[1 1 0 .1 0 .27 0 .1 0 .05 0 .98 0 .05 ] (9 .14) 
Furthermore, the A, 8 and C matrices were not recalculated unless the 
driving forces of engine revolutions and rudder angle changed by more than 
200rpm and 2° respectively. The gain settings (S) were adjusted further and 
expanded to include a term in angular acceleration S,9 , the corresponding 
term in the state vector being evaluated by numerical differentiation. Finally, 
it was argued that the cross track velocity term S ,5 was necessary as the 
cross coupling between yaw rate and lateral velocity allows the yaw rate 
term to act as the damping coefficient for both track and course errors. 
Fine- tuning of the controller parameters was performed on the vessel. In 
order to measure the performance of a particular gain setting a set of 
indices are defined as : 
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J. = Jn: dt (9.15) 
These may be considered as the constituent e lements of the global index J 
in equation (9 .1) . Results s hown in tables 9.1 and 9.2 were obtained. 
Run Contoller Gains Performance Number Indices 
st5 ste st7 Sta st9 Js J t¥ Jyx10-3 
1 -0.006 - 0.214 0.428 - 8.2 813.0 550.0 
2 -0 .006 - 0 .214 - - 2.3 36.0 44.0 
3 - 0.006 0.6 - - - 13.0 560.0 470.0 
4 -0 .006 - - 0 .4 -0 .428 - 0.59 5 .4 160.0 
5 -0.006 - -0.8 - 0 .428 - 7 .9 27.0 32.0 
6 -0.006 - -0.4 - 0.8 - 1.6 7 .7 32 .0 
7 -0.006 - -0.4 -1 .6 - 1.4 6.0 23.0 
8 - 0 .006 - -0.4 -3 .2 - 11.0 19.0 33 .0 
9 -0 .006 - -0.4 -0 .428 - 1.5 8 .7 21 .0 
10 -0.008 -0.6 - - - 2.3 9 .6 22 .0 
11 - 0 .007 -0.5 -0.4 - 0 .4 -3.5 1.4 3.5 11.0 
12 -0.007 -0.5 -0.8 - 0.8 -3 .5 0.61 3 .2 9 .9 
13 - 0 .007 -0.5 - 1.6 - 1.6 -3 .5 1.1 4 .2 14.0 
14 -0.007 -0.5 -0.8 -0.8 -7.0 1.0 4.8 16.0 
Table 9. 1. Performance Indices For Off- Track Control Gains 
Run Contoller Gains Perfor mance Number Indices 
5 23 s2. J.x10"3 J. 
15 - 0 .9 150 360 
16 - 0 .6 93 190 
17 - 0.3 60 220 
18 - 0.5 170 260 
19 0.22 0 .5 29 92 
20 0.44 0 .5 - -
Table 9.2. Perform ance Indices For Along-Track Control Gains 
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Run 20 was abol'ted due to Catfish being on a collision course. However, as 
indicated by the behaviour of the throttle levers, this set of gains was 
slightly oscillatory:. 
Cosidering the per:for:mance indices in tables 9.1 and 9.2, which are required 
to be a minimum, the optimal controller gains are established as: 
s = [~ 
9.4 Results 
0 
0 
0 0 
0.22 0.5 
-0.007 0 
0 0 
-0.5 
0 
-0.08 -3.5] 
0 0 
As an example of the many runs undertaken, a short passage was 
undertaken up the river Tamar from Cremyll buoy to West Mud buoy, 
shown on the map in figure 4.1, followed by a turn to starboard with the 
final leg heading towards No.l buoy but terminating before crossing the 
path of the Torpoint ferry. The fifst leg of the passage went extremely 
well, with the controller steering a straight course towards West Mud 
buoy. The vessel should have turned just before this target, but it took the 
turn slightly late, perhaps due to the accuracy with which points w:ere 
taken from the chart, and turned immediately the buoy was past on the 
starboard side. The turn was smooth with no noticable overshoot; a steady 
course was maintained on the final leg towards the target. The voyage was 
repeated in the reverse direction with an increased radius on the turn. To 
test the repeatability of the system both passages were rerun. The results 
of all four runs are plotted as figures 9.Sa to 9.8d. The first plot in a 
sequence shows desired and actual track, this is followed by plots of 
displacement and velocity against time for the three degrees of freedom 
considered. 
The tracks are slightly oscillatory:, however, track error shows that the 
vessel is rarely more than 20 metres from the desired line (The large error 
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seen at the start of figure 9.8a is due to the ship:s master interacting with 
the system to avoid a collision). To reduce oscillation further, it will be 
necessary to reduce the sampling interval as the major hull time constant 
of 2.6 seconds is close to the sampling interval of 1.56 seconds (a 
constraint imposed by the DNS Mk53 receiver) which, as discussed in 
section 1.5 could be as long as 6 seconds. Under these conditions 
non-oscillatory control of the highly responsive hull is not possible. To 
implement the system on a larger monohulled vessel should be simpler as 
the hull time constants will be greatly increased and the response to 
commands reduced. 
Control over forward displacement does not appear to be so good. For the 
first three passages the vessel was always within SO metres of the desired 
value until the final leg is reached, where the error increases steadily from 
zero to 100 metres, with the vessel ahead of its desired location. In the 
final run the v.essel was always behind its desired location along the track, 
sometimes by as much as 100 metres. The only areas where the forward 
track error is within acceptable limits are at the start of the voyage and at 
the end of the turn. Contrary to previous runs, at termination the vessel 
was still about 100 metres short of the desired finishing point. Large values 
obtained for forward track error are considered to· be a combination of two 
effects. Firstly, incorrect hydrodynamic coefficients, as established in the 
results from filter trials, and secondly inaccuracies in disturbance estimates. 
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CHAPTER to 
CONCLUSIONS 
10.1 Introduction 
The aims and objectives specified in chapter one have been investigated and 
achieved. Specifications were given for a complete integrated collision 
avoidance system to control the vessel on a predetermined track, while 
avoiding other vessels. The work then concentrated on the filtering aspect 
of the system to produce an optimal estimate of the state of the own 
vessel at regular intervals. This was achieved through the use of Kalman 
filtering. The following developments were achieved by the investigation: 
(i) a linear filtering process for positioning a vessel while maintaining 
constant course was developed; 
(ii) non-linear filtering to obtain 
freedom initially failed due 
the vessel state in three degrees of 
to difficulties in establishing vessel 
dynamics and external forces acting on the vessel; 
(iiil the filter was successfully integrated with an optimal control algorithm 
to maintain a vessel on track. 
Whilst the filtering and control applications to ship manoeuvring have been 
investigated and optimal methods established, there are still outstanding 
problems, primarily in large computation time. Thus fur:ther research into 
the methods discussed is required. 
10.2 Discussion Of Results 
A linear filter for ship position 
A method for filtering positional data was presented in chapter six. This 
consisted of combining the measurements from position fixing systems with 
a prediction obtained by extrapolating a straight line from previous fixes. 
The optimal gain, computed using a Kalman filter was shown to be 
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constant (0.17) for any system when the previous ten points were used to 
compute the regression lhte. l!Inder this condition the variance of the 
optimal estimate reduces that of the measurement process by 17%. The gain, 
and hence the improvement in the variance of vessel position, does however 
depend on the number of regression points taken. Tests conducted on data 
acquired from the Decca Navigator System in a geographical location where 
the standard deviation is 100 metres2 gave best results when six regression 
points were used with a diagonal Kalman gain matrix with the non-zero 
elements equal to 0.26. Under these conditions, and provided the vessel 
followed a near straight track, the filtered track was seen to take a smooth 
line through the measurements. When the vessel's heading changed by 90" 
over a 2 minute period the filtered track overshot the turn and returned to 
the true track within 2 minutes. The overshoot is due to the linear 
prediction process used. Similar tests conducted on Trisponder data, a 
positioning system with a variance of I metre2 , gave best results with just 3 
regression points and a Kalman gain matrix with diagonal elements of 0.44. 
Under these conditions similar turns to those described above were also 
handled well. The system is however likely to fail on more rapid turns. This 
simple positioning filter is therefore of practicai use in position fixing, for 
example in surveying where it is usual to run a survey in straight lines, but 
it does not fulfill all the objectives of this research. It does however, 
provide a suitable introduction to practical Kalman filtering, a method used 
throughout the remainder of the thesis. These preliminary results 
demonstrate the limitations of the linear Kalman filter. 
The effects of gross measurement errors were also considered in chapter 
six. These were shown to have an effect on future positions, as would be 
expected from any recursive algorithm such as a Kalman filter. A simple 
method for the removal of such errors comprising of a window centred 
about the prediction was indroduced. If the fix fillls within the window the 
filter is employed as usual. Should the fix fall outside the window, the 
measurement is rejected and the prediction alone used as the optimal 
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position. The optimum window size for the Decca measurements was found 
by experiment to be 100 metres, the equivalent of the variance of the 
system. 
A non-linear filter for ship control 
A non-linear ship model was described fully in chapter four. Particular 
coefficients of the Taylor series expansion of the variables applying forces 
acting on the hull are taken to represent the hull mathematically. As some 
of the terms taken are non-linear, the modelling process is linearised about 
the most recent optimal estimate as evaluated by the filter. This model was 
incorporated into the filter for trials. Initial results presented in chapter 
seven show the model, and hence the filter, deviating from the true track; 
this is due primarily to external disturbances such as wind and tide acting 
on the vessel. These forces were then estimated from the filtered output 
and fed back into the modelling process to give improved performance. 
However the track output still drifts from the true track with time. This 
was shown to be due to errors in coefficients used to model the vessel. 
These coefficients were initially obtained by a series of trials manoeuvres, 
they could perhaps be obtained more accurately from trials in a more 
controlled environment such as a towing tank or wind tunnel. However such 
proceedures are expensive and would be required for each huHform on 
which the system was installed. The work undertaken in this thesis short 
cut this proceedure and attempted to evaluate the coefficients by sea trials. 
Manoeuvres undertaken afloat led directly to identification of some 
coefficients, however others are not directly identifiable due to 
cross-coupling. The manoeuvres undertaken afloat were performed in 
computer simulation using the terms identified and estimating those which 
were not available. By comparison with the trials results a set of 
coefficients which represented the vessel were established. In practise it 
would be too costly to delay a vessel for such manoeuvres prior to taking 
passage. This filtering proceedure is therefore not viable for commercial 
applications in integrated systems for use in merchant vessels. In the case 
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of a new vessel however, when it is usual to conduct sea trials immediately 
after construction, coefficients maY be established in this mannerc but two 
problems still exist. Firstly, it was estabiished that the technique used did 
not evaluate. the coefficients to the necessary accurcacy; and secondly the 
coefficients of the hullform will change as· the hull becomes fouled. 
On-line coefficient identification 
In order to overcome the difficulty in evaluating the model coefficients a 
new method of on-line system .identification· was investigated. This was 
carried out for sway and yaw only as these were considered to be the most 
inaccurate, but the method could also be applied to the surge terms. The 
method involves augmenting the state vector with the coefficients of the 
state transition matrix. Thus the Kalman filter estimates both the state of 
the vessel and the hull coefficients. For prediction purposes these are taken 
as constant, and for the measurement vector they are evaluated from the 
previous optimal estimate. The latter is a non-linea·r process and thus the 
measurement matrix must now be linearcised about that estimate. 
Results of filtered position showed the vessel remaining within 20 metres 
of the track as estimated by Trisponder, and where the difference reached 
this extreme value, the Decca Navigator System (DNS) was seen to have a 
constant offset from the Trisponder track. The filtering algorithm in use is 
intended to cope with random errors only, and fixed errors must be 
evaluated and removed prior to filtering, so the noise reduction achieved is 
a better assessment of performance. This was reduced from a DRMS value 
of 10 metres to 2 metres. The ability of the system to maintain a position 
independent of the noise of the DNS demonstrated that the filter was 
producing accurate outputs of displacement in the three degrees of freedom 
considered. It was shown previously that inaccuracy in one, or all of these 
outputs led to drift of the filter from the true track. As values for velocity 
are fed back into the modelling process, any inaccuracy in their estimates 
leads to cumulative errors in the displacement outputs. The turn rate does 
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however remain noisy and an improvement could be achieved by use .of a 
gyro input. 
Ship control 
Finally, the filtered output was fed to a control algorithm. Optimal control 
theory was used to establish the control parameters to maintain the vessel 
on track, in both along-track and across-track directions. Ideally an optimal 
controller should compute new gains from the transition matrix -on each 
cycle. In these tests, however, this proved to be a long and complex 
operation. So from a series of trials, a set of constant gains which best 
suited the vessel were established and the controller thus functioned in a 
proportional plus derivative· form. In spite of the difficulty of controlling 
such a manoeuverable vessel with short time constants, the results showed 
the vessel to remain within 20 metres of the desired track over a short 
duration. It was however less efficient along the track, always advancing 
too quickly. This was possibly due to the modelling process which was seen 
earlier to over-estimate the speed of the vessel. In order to overcome this 
difficulty the surge modelling coefficients should be included in the 
identification process. 
10.3 Further Research 
While the operation of the filter was satisfactory in removing noise, there 
are other factors which reduce the practicality of the system. The major 
problem is the time constraint and the computing limitation when using the 
Acorn Cambridge Workstation and later the Archimedes computers. Ideally 
the filter should cycle faster than 1.5 seconds, the rate at which the DNS 
produces output. The final solution, including system identification takes 
about IS seconds. This can be improved by installation of a hardware 
arithmetic eo-processor unit in the computer, but this will not completely 
solve the problem and this speed aspect in particular should be considered 
in further research. 
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New work should commence with extensive trials on .alternative data sets. 
The results obtained for Y, and N, showed that these coefficients' are 
almost zero and could: perhaps be removed. However, as' tr,ials were 
conducted over such a small speed range, 6 to 7 knots, this evidence is not 
conclusive. Tapp (1989) shows that for a larger vessel capable of a wider, 
range of speeds, turning characteristics may v.ary with speed. Therefore 
these coefficients require investigation over a wider speed range and on a 
variety of vessels. Other coefficients, namely Y., Y0 , N0 and N0 , remain 
approximately constant at the values to which they were initially set. 
Further 'investigations are required to establish whether these are their true 
values. This can be established by initialising them to some other value and 
seeing if they correspond. If the values established in this thesis are correct 
under all conditions, then these coefficients can be fixed within the 
computer program and the dimensions of the state vector reduced, thus 
saving computer time. The erratic nature of the rudder coefficients, Y, and 
N,. shown in plots 8.2e and 8.2f, suggest that the system may be 
susceptible to instability. Analysis should therefore be performe~, and 
should any unstable situations be· encountered, a heuristic approach can be 
incorporated to overcome difficulties. For example, upper and lower limits 
might be given to these coefficients. Further improvement to the filter 
process would be achieved by adding a window filter to remove gross 
errors. This would function in a similar way to the window described in 
chapter six. The window should also be used in the case of the state 
parameters, in particular for those of forward velocity in which gross 
measurement errors are obvious. It was shown in chapter six that such 
measurements are retained by the filter for future use and therefore 
probably give the noisy signal seen in the filtered forward velocity output, 
which may be removed by use of a window filter. 
When working on the system coefficients, and their application to the 
model, it may be useful to consider the transfer functions which can be 
written from the model equations as: 
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r N 1 5 + (Y,N~- N,Y~) ( 10 .1) 
- = 8 52_ 5(N1 + Y~) + (Y~N 3 - Y3 N~) 
V Y, 5 + (YJNt - N 3 Y,) (10 .2) 
- = 8 52_ 5(N 3 + Y~) + (Y~N 3 - Y3 N~l 
assuming the velocity is constant. These give an alternative formulation for 
the mathematical model , and may prove cost efficient in computer time. 
They may also be of value for computing controller gains on-line. 
Efficiency of the algorithm is a problem commonly encountered when 
applying Kalman filtering to real-time applications . The load on processor 
time has forced development in prospective applications to turn to 
sub-optimal filtering techniques, as for example the 950 hydrographic 
surveying system developed by Decca Marine Systems and discussed in 
section 5.4. Careful formulation and manipulation of the processes involved 
in the algorithm leads to a more efficient result as shown below. 
If the measurement errors are uncorrelated then the covariance matrix M is 
diagonal. Furthermore, measurements can perhaps be grouped together so 
that uncorrelated blocks can be formed on the diagonal of the covariance 
matrix. This enables the expression for the updated error covariance using 
the alternative Kalman filter equations to take the following form, 
neglecting the recursive counter k and denoting correlated measurement 
transformation and covariance blocks with suffices a, b .. .... . n, 
= p·1 + 
H:: 0 : ...... : 0 
--~--T ~---~--
0 I Hb I ...... I 0 
_:_1_ :_1~ .--1- :­
_ :_1_:_1 __ ._ . 1_ :_ 
0 I 0 I I HT I I .. .... I • 
"
11 I I M,, 0 I ...... I 0 
- -, - ":u --- 1--
0 I Mb l .. .. .. I 0 
- :-1 - :-I,... .-- 1-:-
_:_1 _:_I_ -·-·1_:_ 
I I I •I 0 I 0 I ...... I M. 
H. M:' H.: 0 I .. ............ I 0 
-----~-;-~-~------~-----0 I Hb M b Hb I .. .. .. .. .. .. .. I 0 
--r--1--~--1------1--~--
~ I ~ I • I 
: I : I ' . 1 
-----~-----~------~-~-~-
. 0 I 0 I .. . .. .. .. . .. .. I H" M: H" 
H.: 0 : ...... : 0 
--~--~---~--
0 I Hb I ... .. . I 0 
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0 : 0 : ...... : H. 
(10.3) 
Having simplified the matrix multiplication involved , perhaps to scalar 
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multiplication, simplification of the matrix inversion problem can also be 
achieved if certain ·blocks can 1be taken as 0. Even if they do have some 
value, processor time may still be used more efficiently by partitioning into 
four segments and performing the inversion process suggested by Fadeev 
and Fadeeva (1963); 
writing 
where A and D are square matrices of order p and q. 
The inverse can be obtained in the form p = [*] 
where the blocks are given by: 
N = ID - CA- 1 Bl"1 M = - NCA-t L = A- 1BN 
This involves two matrix inversions, both of smaller dimensions than the 
original. The problem is further reduced if either of blocks A or C are zero. 
Partitioning can therefore give more rapid cycling of the iterative loop used 
to obtain filter convergence. Computational aspects of the partitioned form 
for the Kalman filter offer distinct advantages in certain situations. Each 
application however, should be judged on its merits as many of the 
advantages are dependent on formulation of the original problem and on 
restrictions imposed by the implementation of the measurement process. 
Suppose now that measurements are not available simultaneously. Using the 
partitioned scheme the system can be programmed to process data 
sequentially; processing measurements as they arrive and skipping those that 
are not available. Such a scheme would require complicated system 
organization but make most efficient use of data .as it becomes available. 
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Figure 10.1. A Sequential Filter 
For the marine application, the sequential process will probably consist of 
sampling rudder angle and engine speed only between filtered updates when 
all other measurements, obtained via the Decca navigator, are available. Th is 
process , which is shown diagramatically in fig ure 10.1, offers t he advantage 
of reducing the time scale over which the vesse l's state appears constant. 
10.4 System Development 
The basic description of the filter for use in a complete integrated 
navigation and collision avoidance system has been d iscussed. The final 
objective Is to combine this with the work on collision avoidance being 
undertaken by Black well (1989), who is using an expert system based on the 
International Regulations for the Prevention of Collisions at Sea. To date 
only single ship encounters have been considered in s imu lation. The 
computer software detects whether another vessel is likely to impinge on 
its domain , an area around the vessel the dimensions of which were 
evaluated by Colley (1986) using observations of genuine encounters . If the 
own vessel is the give way vessel, then appropriate control input is applied 
to avoid the collision and regain the original course. For the tria ls on the 
expert system, ship models and their response to control inputs have been 
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simplified. Further research 'iit this area will incorporate multi'-ship 
encounters, lane separation zones and shallow water areas into the system. 
The complete integrated system will use the state vector obtained from the 
Kalman filter as the best estimate for the state of the own ship. A 
proportional derivative controller similar to that described in chapter nine 
will automatically control the vessel on some pre-determined track. Data 
taken from the ARPA set will indicate positions of other vessels, targ-ets, 
within a selected range. Further software is required to estimate speed and 
direction of targets, and here again Kalman filtering was suggested by 
Castella and Hunnelacke (1974). With accurate target data available, it is 
envisaged that the expert system will alter the desired track of the own 
vessel used by the control unit, and continually update this until the danger 
is passed. At this point the original desired track can be regained for use 
by the controller. 
10.5 Concluding Summary 
The investigations undertaken in this research programme have demonstrated 
the capability of the Kalman filter to estimate the state of a vessel from 
noisy measurement data; used this estimate ·to control the vessel and given 
guidlines for the incorporation of collision avoidance. The questions of 
benefits over existing techniques and ability to cope with measurement 
failure must be considered. 
It was clearly pointed out in chapter one that while assisting the mariner 
with information and advice, it must be presented clearly and one must be 
careful riot to present too much at one time. In this respect there is a 
clear need for an ergonomic study of proceedures on the bridge of a ship, 
to determine what information the mariner needs and when he needs it. 
Furthermore, in order not to confuse the mariner, data requires some 
standard form of presentation, which must be used by all manufacturers. 
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Without such standardisation, information. is more likely to confuse, rather 
than assist the mariner:, jeorpardising the safety of the vessel rather than 
improving it. Vessels safety is the purpose of this and further research, so 
an ergonomic study of bridge layout, together with specifications for an 
integrated navigation system is considered necessary. 
Ali the results obtained using the algorithms presented in this thesis 
assumed that appropriate measurements were available. Gross errors were 
considered and it was shown that in such cases better results are achieved 
with no measurement at aH. Consider now a situation in which one of the 
measurement systems fails and no measurements, or false measurements, 
are made for an extended period. In the case of the positioning routine 
presented in chapter six, following a complete failure, predictions would 
continue to be the optimal estimate and the track would continue in a 
straight line. If just one Trisponder range, or one Decca lane were 
measured, then the optimal estimate could be adjusted to account for this 
information and the estimate improved. The possibility of partial system 
failure should also be considered for the complex filtering algorithm used 
in chapter eight. Analysis and trials should be conducted to establish the 
extent to which the system can cope with such failures, considering for 
what length of time the system will continue to give reliable results, and 
what degredation of results will occur with time. 
When such a system as that described in this thesis is installed on a vessel 
and used in practise, it will be employed by the mariner in connection with 
other computer systems performing various tasks, such as voyage 
management, cargo handling and engine room monitoring. At this stage of 
development there will be a need for a central computer operations room 
on board the vessel. An integrated computer system could be utilised, 
performing all of these functions, with the added benefit of speed from the 
sharing of information. Voyage management, cargo handling and engine room 
installations already exist, although not within one unit, and the technology 
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to complete the integrated navigation system described in this thesis is 
awaited. 
There are arguements offered, primarily by traditional mariners, against such 
developments, which may be summarised as: 
(i) Computer systems are thought to be unreliable, so what would happen in 
the case of a machine or power fallure? 
(ii) The target detection capability of ARPA is not considered to .be robust 
enough to pass reliable information to such a computer system; 
(iii) What would a small craft without such a facility do on encountering a 
vessel controlled by computer with nobody on board, and needing to 
communicate by radio, with whom could he do so? 
(iv) The duties of the modern mariner entails far more than just navigation 
and the vessel is not the only dynamic system he has to consider. The 
weather and voyage economics are constantly changing and these 
parameters must also be considered to route the vessel while underway. 
How could an automated system adjust to such variations? 
These points may be countered by: 
(i) Most of the equipment needed to run such a system has a very small 
power consumption. The greatest single power drain on a computer is 
for the display, and since rudders and engine speed are controlled by 
hydraulics, in the case of a complete power failure the total 
consumption of the system could easily be powered by batteries. If the 
displays were turned off under such circumstances, which could itself 
be done automatically, the power drain on the batteries would be 
minimal. In the case of component failure, a complete duplicate backup 
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system is envisaged, andl in some cases perhaps a triplicate 'set of 
components, "fhis is normal in the aerospace industry where the 
probability of all systems failing is almost nil, and there is no reason 
why this technology should not apply to the marine industry. 
(ii) Similar reasoning applies to the argument against the ARPA set, in that 
certain vessels are already required to carry two sets by IMO 
regulations. Combining target data gathered from two or three sets 
must give more reliable results. Furthermore, the technology used in 
ARPA is constantly being improved and updated. For example, Kelvin 
Hughes, a· leading manufacturer, are conducting extensive research and 
development on their products, continuously improving specifications of 
their ARPA equipment. 
(iii) An automatically controlled vessel would have little need for 
communications. Indeed if all vessels were to obey the International 
Regulations for the Prevention of Collisions at Sea the requirement for 
radio communications would be reduced. For example, the collision 
between Admiral Nikhimov and the Vasev described in chapter 1 would 
almost certainly not have occured if the masters of the vessels had not 
been in radio contact and certainly not if they had both adhered to the· 
regulations. The only forseeable use for radio contact is to acquire the 
movements of other vessels beyond the ·range of the radar set, for 
example in a confined waterway, when the radars' range is impared by a 
land mass, Such areas are covered by communication with harbour 
authorities and if these establishments were to broadcast all movements 
in the vicinity over a telemetry link in a standard format, the automated 
systems installed would have access to this data. In this way port 
authorities could also be automated to a certain extent, again reducing 
the risk of collision due to human error. Although collisions due to 
this source are not common in the marine environment, similar mistakes 
made by air traffic control have been well publicised. 
- 187 -
(iv) Voyage' management systems are currently in use to advise the mariner 
of voyage economics, and research into weather routing is being 
undertaken by ,Calvert (1990). lihese systems obtain the required data 
from shore based transmitters by satellite com~nunications·. The output 
would simply be used by the automatic guidance system to guide the 
vessel. This reinforces the objective stated above for implementing a 
central operations room. For automatic guidance .the control parameters 
would have to be modified for each stage of the voyage. For example, 
it is of little importance if the vessel is a mile off-track in mid-ocean 
while still heading in the right direction, but this is different to the 
requirements when operating in confined waters. Further research is 
necessary to define the various stages of a passage and identify the 
control criteria but the technology for such a system will be complete 
within the forseeable future. 
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APPENDIX A 
THE DECCA SOLUTION ON THE SPHEROID 
A Decca chain has a base frequency f, the master transmits 6f, the red 
slave Sf, green 9f and purple Sf giving comparison frequencies in the mobile 
receiver of red 24f, green 18f and purple 30f. The Decca chain local to 
Plymouth Sound is referenced as the South West British and denoted lB, it 
operates on a base frequency f=14.0466kHz. The Sound is best covered by 
the green and purple position lines. The transmitting stations which 
generate these are located at: 
Latitude 
Longitude 
master 
so· 13· 56'' N 
3· so· 13··w 
green 
49• 55' SO'"N 
5• 18' 1S''W 
purple 
51• 25' 42'' N 
3• 22' 41'"W 
The receiver calculates the position lines and transmits them to the 
computer through the serial inetrface as zone, zone group and lane for each 
pattern. A routine is required in the computer to convert this data into a 
position on the earths surface, this is achieved as follows: 
For both LOPs calculate the distances along the baseline from the master 
transmitter as shown in figure lA. 
Hyperbola 
(X,S - MSl 
X, 
(slave) 
Master Hyperbola 
(X 2 S - MS) 
X, 
(slave) 
Figure lA. Distances Along Baseline 
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T1 and T2 can be calculated using: 
T, = (((Lanes/zone) x Number of zones) + Lanes) x C/ (2 x comparison frequency) 
where c = celerity R:S 3x10' ms- 1 
Lanes/ zone = 18 red 
12 green 
15 purple 
Then for the hyperbola: 
P, = X, S - MS = MX, - 2T, 
X, 
= 1,2 
s 
Figure 2A. Decca Sy stem on the Surface of a Spheroid 
~·s are measured by the angles formed at the centre of the spheroid , Ws 
and K are spherical angles. 
It is shown by Razin (1967) that: 
where 
and 
u u ± u / u 2 + u 2 - u 2 cos ~ = 3 1 2 1 2 3 
' u~ + u~ 
u, = a, cos K - a2 
u = 2 a1 sln K 
sin P, sin P2 
u = 3 a---a--
2 sln~ ... x1 1 sln ~ ... x 2 
i = 1,2 
- A2-
Then the angle 
and finally 
.a .. , et ~ COS P1 - COS .Sux1 J - ar an - sin P, + sin .a .. ~ 1 cos (3 1 
.Sx,s = .S,., + P, i = 1,2 
allows the position of the vessel to be give in terms of degrees of arc 
from the transmitters. Assuming the earth to be a sphere of radius R (for 
the purposes of Decca chains take R to be the radius at the mid-point of 
the coverage area) and using ~ and .S to represent the Latitude and 
Longitude of the receiver. Then the following equations must be satisfied: 
cos~x 1 sln.S~ 1 (coscpsln.S) + cos~x,sln.Sx 1 (cos~sln.S) + slncpx 1.(slncp) = cos.S~,, 
cos~ .. sln.S,.(coscpsln.Sl + cos~ .. sln.S .. (coscpsln.Sl +sin~ .. (sin~)= cos.S,., 
Putting g = cos cp sin .S 
f =cos cp sln.S 
h =sin~ 
and treating these as 3 linear equations in 3 unknowns: 
where the C,'s are given by: 
C = (slncp_ cos~x sln.Sx - coscp_ sln.S_ slncpx )/D 
2 ""I 2 2 "'I ""I 2 
C 3 = (coscp~ 1 sln.Sx,slncp,.- sln~x,coscp,.sln&,..l/D 
c.= (sln~~,coscp .. cos& .. - coscpxcos& slncp l/D 
1 Xt ~ 
- A3-
and 
Assuming the earth to be a spheroid with equatorial radius R and polar 
radius r, its equation in spherica.l coordinates is: 
Taking P0 as a point at approximately the centre of the service area of the 
Decca chain with coordinates (cp 0 ,-& 0 l then the radius of curvature at P0 is 
given by: 
r = ( R2 sln2 cp + r2 cos 2 -& )/r 
c - 0 0 
and the centre of the sphere osculating at P0 is given in cartesian 
coordinates by: 
X = [R -/(R2 sln2 cp0 + r'cos2 ip0 J Jcoscp0 sln-&0 
Y = [ R -/( R2 sln2 <p 0 + r2 cos2 <p 0 j ] cos -&0 sin <p 0 
Z = ~- ~][R2 -/(R sln2 cp0 + r2 cos2 cp0 J]slncp0 
If p is a point on the spheroid at ( <p,-& l its cartesian coordinates are given 
by (x,y,zl where x = Rcoscpsln-&, y = Rcoscpcos-& and z = rsln-&. If p' is the 
image of p on the osculating sphere, then the coordinates of p' are: 
X = r, ( x Xl/L 
y = r, ( y y l/L' 
z = r, ( z Z l/L 
with L = I (X - X )2 + ( y - y )2 + ( z - z )2 
- A4-
(cp', ~·) are then given by: 
cp' = sin-• (z - Z/Ll 
For the Decca system cf., and ~· .. should be found in order to evaluate the 
constants C, through c •. The coordinates of the receiver on the osculating 
sphere can be computed from: <p', = sJn·• (h.) ~·. = tan·• ( g/f) To map these 
back onto the spheroid: 
~. = tan·•(g + c,.) h + C, 
tan·• (c .. sln~. h + c,,) <p, = 9 + c,. 
where X C, = 
y c - z = .B. c,. = ;:- r 12 - r C,. 
• . . 
r 
( <p 5 , ~.) is the required Decca position in geographical coordinates. 
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APPENDIX B 
TRISPONDER AND LEAST SQUARES 
The Trisponder system is manufactured by Del Norte (1986). It measures the 
two- way travel time of microwave signals between the mobile master 
station and up to 8 fixed remotes whose locations must be known. 
Corrections are made in the processor unit for a delay due to signal turn 
around time in the remotes , evaluated by calibration, an~ also for the 
remote station heights. The processor unit then displays the true horizontal 
ranges and transmits them through a serial interface. 
remote1d 
at ( E 1 , N 1 ) 
baseline 
Figure BJ. Trisponder Sy stem 
6 remote 2 
at ( E2 , N2 ) 
serial output 
The manufacturers quote an accuracy of 1 metre on each range, but this is 
generally taken to be optimistic. With the processor unit taking out fi xed 
errors by using a calibration only random errors remain, these fall into two 
categories. Small errors due mainly to refraction and change in velocity of 
propegation as the density of the medium through which the signal travels 
changes, the largest errors occuring if the signal has to travel over both 
land and s ea. Gross errors are usually due to the receiver picking up a 
reflected, rathe r than the direct, signal and are often detec table and can be 
ignored provided there is a redundacy in the number of obser vations. It is 
- Bl -
possible to find the location of the master unit by measuring just two 
ranges as in figure 81, with, knowledge of E,. E,, N, and N,. In fact this leads 
to an ambiguity as there· are two possible solutions, one on each side of 
the baseline, but we would hope to know which is the correct answer. With 
more than two remotes the ambiguity problem is cured (provided the 
remotes do not all lie on the same line) but we have redundant 
... 
observations and can obtain ~ i fixes where n is the number of remotes . 
... 
Figure 82 shows three remotes giving three fixes, we must assume that the 
true location of the master is somewhere in the cocked hat. 
remote 1 • , remote 2 
remote 3 
Figure 82. The Cocked Hat From Three Ranges 
To establish the most probable position of the master a least squares 
process is used which minimises the sum of squares of the residuals (v): 
.. 
~ v~ = minimum 
,, ' 
where r, = r, + v, (81) 
and r, is the range to remote from the best esimate of the 
masters location. 
r, is the measured range. 
First establishing a model of the system using the observation equations: 
I< E - EJ + , N - N, r - r. = o = 1, n (82) 
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For the estimation of E and N it is necessary to linearise this basic model, 
this necessitates estimating provisional values of the quantities involved. We 
already have an approximation of r since we know the observed values r , 
we also require provisional values for x = [ E, NJ , Let these be x 0 = [ E0 , N° r 
and let them be related to x by: 
(8 3) 
so it is now necessary to estimate the small quantities x, writing a general 
vector function : 
F(x,r) = F(x 0 +x,r+v) = 0 (84) 
and applying a Tay lor series expansion to first differentials we obtain: 
(85) 
~F ~F 
where ~x and c)f are evaluated at the points x0 and r respectively, in this 
~F -case ~f - I . , the identity matrix of order n . 
F(x 0 ,r) is a vector which contains the n values of F(~,r) computed at the 
known points ( x0 , r). Let this vector be -b . 
- b = 
f, ( x 0 ,r ) 
f 2 ( ~~r ) 
~; is a ma trix of order .2n and is denoted by the le tter A , the i th row will 
be the partial differential of f,( Sl,r l with with respect to E and N. 
2lJ .2iJ E
0
- E, N°- N, 
oE oN ro ro t t 
.Q1 ~ E
0
- E2 No- N2 
A = oE c)N = r.o 2 r:o 2 
E0~ E. N°~ N 
--· r.o r.o 
- BJ -
Sustituting A and b into (85): 
Ax - b + v {86) 
It is shown by Cross 0983) that the least squares estimates ( ~ and 9 l of x 
and v are given by: 
(87) 
and 
V= Ax - b (88) 
where W is a weighting matrix which represents the covariances of the 
observations. In the trisponder application W will be diagonal as all 
observations are independent and the variance of measurements are taken as 
1.0 as the figure given by the manufacturer is the best available. If an 
observation is not made it is given a weighting of 0:0. The new value 
"' obtained for x is placed back into (83) and the process iterated until a 
result of the required accuracy is obtained. 
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APPENDIX C 
GEOGRAPHICAL AND GRID COORDINATES 
A point (p) on the ear,ths surface is usually descdbed by a pair of 
coordinates (rp.~). The Longitude (~) is the angle of arc about the centre of 
the. spheroid between the central meridian (which runs through Greenwich) 
and p and has a range 180"E to 180"W ( -180" <~ s 180" l. Latitude (rp) is the 
angle of arc about the centre of the spheroid between the equator and p 
and has a range 90"S to 90"N: ( -90;; rp;; 90 l . The Ordnance Survey Great 
Britain 1936 (OSGB36) grid, fully defined in the Projection tables of Great 
Britain (1975), is a transverse mercator projection of the earth covering 
Great Britain and defined on the Airy spheroid. It has a true origin at 
latitude 49", logitude 2"W, but points are described relative to a false 
origin 400km West and IOOkm North of the true origin giving all points 
positive values in Easterly and Northerly components. 
Eastings{El and Northings(N) can be computed from (rp.~) using the formula 
given by Clar:k as follows: 
N = M + vslnrp t::.X -cosrp 2 + 
tJ.).,' , ( ( 2v )' v , ) vslnrp -cos rp - + - - tan rp 24 p p 
where tJ.A. = Longitude measured from origin (2" Wl in radians 
M = Meridian distance from the latitude of the origin 
R 
V = .,..------.-~;---, ( 1 - e'sln2 rp l'" 
R(1 - e)' 
p = ( 1 - e'sln'rp J'~-• 
R and e are radius and eccentricity of the spheroid, 
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APPENDIX D 
STATE TRANSITION MATRIX COEFFICIENTS 
Sur:ge Coefficients: 
Sway Coefficients: 
X, = 
X,,u 
X = ----"''--:--:-
• m - X. 
" 
X •• v - mr X, = ----"'-""7":"""-
m - x. 
-mr y. = -:-.....:..:-::':----:-.,.......,-
1 - {Y,, N,,) 
y = Y. - YN,rv + Y.~v' + Y .. {N.+ NNVrv - Nmv') 
' {m- Y){1- {Y,,N 00 )) {1,- N;H1- {Y_,N,,ll 
Yaw Coefficients: 
N., {Ys + Y88 s - Y88 S' l 
{m -Y){1 - {Y_,N 6,ll 
N = ...,---_N...::.•:...• m_r_· ---: 
• 1 - {Y00 N .. l 
- Dl -
where 
N - N' rv + N v 2 
'N·e = v rvv vvv 
(I~- N; )( 1 - (Y .. N •• )) 
N' (Y + Y rv - Y i ) + 86 .v rvv \I'll¥ 
(r:n - Yyl( 1 - (Y•• N .. )) 
N00 Y, +---____!!L!...._ __ 
(m -Yy)(1 - (Y .. N •• ll 
Y, Y .. = ----'--(m - Y;.l 
N,; 
- N •• = _ __..;;,___ ( I,- N,) 
and m and I, are the mass and moment of inertia of the vessel. 
For Catfish: m = 8500kg 
I, = 117469kgm 
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APPENDIX E 
THE KALMAN FILTER EQUA1:10NS 
Assuming that a value x for a dimension is best estimated from the 
weighted mean of two independant measurements x1 and x2 then we can 
write: 
" x = ux 1 + ( 1 - u lx2 
where u is a weighting factor and 0 :s; u :s; 1 
If X 1 and x 2 have variances P1 and P2 respectively we can deduce that 
P = U2 P, + ( 1 - u )2 P2 (E2l 
where P is the minimum variance of ; 
It is desired to find the value of u for which the variance P, and thus the 
random error, will be a minimum. This occurs when: 
substituting into (E1l: 
dP 
-= 0 du 
= 2~P. - 2( 1 - u l P. = 0 (E3l 1 2 
" so u 
X = P. ~ P. x1 + ( 1 - ___!i_ ) X 
2 1 P,+P, 2 (E4) 
It can be shown that the variance P of the optimal combination of 
estimates x is less than that of both estimates individually. 
- El -
Rewriting (E4) in ,predictor/corrector form: 
X = X I - ~ ~ P, J ( XI - x,) (E5l 
and 
A -[~JP p = P, P,+P, I (E6l 
K = ___!i_ PI + P, Thus defining (E?l 
Equations (ES) and (E6) can be written: 
A 
x=x 1 -K(x 1 -x 2 ) (E8l 
p = P, - KP, (E9l 
Expanding into multidimensional form such that: 
x, = (x 11 , xn, ........ ,x,") 
x 2 = ( x21 , x 22 , ........ , x 2.J 
P,, P, and K will be matrices of order n and 
K = P, (PI + P. T' 2 (E10) 
A 
x 1 -K(x 1 - X 2) X = (E 11) 
A p 
= P, - KP1 (E12l 
Now consider a system where estimates of x1 and x2 are made from two 
independant sources, say from a mathematical model and by measurements 
with random noise: 
- E2 -
measurement 
best estimate 
~(k+1/k+1) 
x(k+1) 
noise 
v(k+1) 
+ 
prediction 
~(k+1/k] 
If the random noise v(k+1) has a gaussian distribution with zero mean and 
variance R then we can write: 
z(k+1) = H.x(k+1) + v(k+1) (E13) 
and deduce that 
E [z (k+1) J = H.E[ x(k+1)] . (E14) 
where E is the expectation operator and H is a scale factor. 
Reverting to scalar quantities . z H is an independant estimate of "' X 
corresponding to x1 in the above equations, and we can deduce directly from 
the definition of variance that 
Substituting into equations (ES) and (E6): 
"' X = X -
' 
- E3 -
(E15) 
p = p 
-[~R JP p + -. 
H 
(E16l 
Which may be written as equations (E10), (E11l and (E12l: 
K - [ PH l 
- H' p + Rj 
"' x = x,- K(Hx,- zl 
P=P-KHP 
And finally in multidimensional form, with notation as for the system 
above: 
x(k+1/k+1) = x(k+llk) - K [ H x(k+llk) - z(k+1U (E17l 
K(k+1l = P(k+llklHT (k+1l'[ H(k+1)P(k+1lHT (k+1l + R(k+1U (E18l 
P(k+1/k+1l = [1 - K(k+1lH(k+ 1l]P(k+1/kl (E19l 
These equations should be extended to include any further information 
available within the system. For example, when applied to modelling marine 
vehicles external forcing functions such as wind and tide will have to be 
catered for, any measurements made of these parameters will contain 
random noise, the variance of which. wHl require inclusion in equations (E17l, 
(E18l and (E19l. 
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APPENDIX F 
PUBLISHED PAPERS 
The following papers have been published by the author in connection with 
the research described in this thesis. 
Dove Mj 
Burns RS 
Miller KM 
Burns RS 
Dove MJ 
Miller KM 
Dove MJ 
Miller KM 
Burns RS 
Blackwell GK 
Miller KM 
A Voyage Management System To Improve The Economy Of 
Ships. The 8th Biennial Seminar on The Economic Ship, 
Organised by The Institute of Marine Engineers and The 
Society of Naval Architects and Marine Engineers, 
Singapore, December 1987. 
A Control .and Guidance System For Ships In Port Approaches. 
International Conference On Martitime Communications and 
Control, Organised by The Institute of Marine Engineers, 
London, October 1988. 
Kalman Filtering In Navigation Systems. 
journal of Navigation, Vol 42, No 2, January 1988. 
Simulation Of A Marine Guidance And Expert Collision 
Avoidance System. Simulation, The Society for Computer 
Simulation International, Tampa, Florida, 1989. 
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Michael J. oove MSc PhD Cfl'lg MRINA MRlll 
Roland S. Burns BSc MPhil PhD CEnq MIMechE 
Keith M. Miller BSc 
Ship control Group 
Plymouth Polytechnic 
Plyrrouth, United Kingdan 
WOrking under contracts in coojunctioo with the United Kingdan Efficient Ship 
Programne. the Ship Cootrol Group is developing a· Voyage Management System 
which will automatically guide a vessel fran off the berth at the departure 
port to off the berth at the arrival port.· To carry out this function the 
system will corrpute an accurate positioo fix and generate ship control 
comnands in order to follow an optimum route. The system takes in to account 
predicted weather conditions and operates with the miniiTI.Im of manual 
involvement to give an economic passage betwC'en ports. 
'lhe paper describes the extensive use of simulatioo and afloat facilities at 
Plymouth Polytechnic in the design of a Voyage Management System. 
Mathematical models developed in earlier research programmes have been used 
extensive:ly, whilst Ka:lman filtering techniques, nultivariable _control 
processes, collision avoidance optimisation and weather routeing are being 
incorporated in the system. 
1-2.1 
a) Matrices and Vectors 
A Discrete State Transition Matrix 
B Discrete Control Matrix 
C Discrete Disturbance Matrix 
B Measurement Matrix 
K Kalman Gain Matrix 
Q State Error Weighting Matrix 
R Control Weighting Matrix 
r Desired State Vector 
u Control Vector 
v Noise vector 
w Disturbance Vector 
x State Vector 
x Best Estimate of State Vector 
z Measurement Vector 
b) Scalar Symbols 
J cost Function 
k Integer Counters 
t Time(s) 
Im.'RODUCI'IOO 
· A great deal has been written about the concept of the fu:Uy autorrated 
unmanned ship. Undoubtably the technol03y exists to provide such a system 
and research and developnent is being undertaken in a nl.lll'ber of centres 
around the world, with the objectives of eliminating or at least reducing the 
manning scales on merchant ships. FUrthermore if one corrpares the mad time 
and aerospace industries it does a~r that the aircraft industry is way 
ahead in the automation stakes. Is this necessarily the case, and if it is, 
then Wily? The answer to both of these questions is possibly bound up in the 
conservatism of the shipping industries. Proposals for integrated systems 
and automation appear qualified by statement." W'hich suwose that the industry 
is not yet ready for a system W'hich removes the mariner fran the conmand 
loc:p. Perhaps this is true, after all the aircraft pilot still has ultimate 
control over his aircraft and it would be reasonable to suppose that the 
travelling public would wish this t!o continue, in spite of the fact that 
stastistics tell us autanatic landing is safer than W'hen the pilot is at the 
controls·. Nevertheless recent accidents in the air and at sea continue to 
point to the fact that the majority of accidents have human error as the 
major factor. It has been suggested [ 1] that 85\ of all marine collisions 
and groundings are due to human error. On these grounds alone there is a case 
for research and development into autanating the control and guidance systems 
W'hich are installed in ships. Flirthermore this does not preclude relative 
levels of autanation in the navigation and guidance process, neither does it 
preclude sub systems which advise the mariner of the action to take. For 
example, Automatic Radar Plotting Aids are now generally accepted as taking a 
great deal of tedious work away from the Officer of the watch, whilst 
providing him with nuch more information than he could obtain manually. 'I11e 
work of the Ship Control Group is directed towards developnent of these 
concepts. 
]-/.? 
The Group's activi!ties are di:Vided ntQ 'navigation, control and guidance, 
collision avoidance and weather route ng. By the very nature of the research 
and development, mathem;~.tical ITOdeiling of ship systems is an all inportant 
part of ·the WQrk. 'Itlis paper descr:i!bes the work undertaken· to develop a 
voyage management system for automatic' guidance of a ship through all phases 
of a passage, and sets out the case for considerable cost savings, without a 
decrease in safety, if more automatic systems are incorporated into the 
navi:gation guidance process. 
THE SHIP GUIDANCE PROBLEM· 
In its research programmes the Ship COntrol Group has used stochastic optimal 
control theory [2). An inportant part of this theory is the seperation 
principle, which aU(7,o{S a given optimisation problem to be reduced to two 
other problems whose solutions are known, namely an cptinal filter in 
cascade with a deterministic controller. Sucl<l a ship navigation and guidance 
problem is illustrated in Figur~ 1. The problem considered has thus been the 
design of an optimal rru:l.ti-variable system to control sirrultaneously position 
and velocity of the vessel. The deviation from the desi·red values of these 
pararreters can only be corrected, for most vessels,. by operation of the 
rudder(s) and/or the main engine(s). A feature of an optimal system is that 
it will seek to maximise or minimise a global parameter, J, called the cost 
function or performance index. This is based upon the sumnation of the 
woeighted errors over some time interval. Exarrples of the time interval might 
be the time to corrplete the pilotage phase of the voyage, the time to 
::orrplete. the oceanic phase of the voyage, or the total tirre from departure to 
:u-rival ports. 
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The pilotage, coastal and oceanic phases of the voyage may require different 
or nndi!fied cost functions. Whilst safety of the vessel, and hence collision 
avoidanc:e, is pararrount, the weighting of track keeping, position accuracy, 
course keeping, speed and other parameters will change during a passage. For 
example in the .approaches 'to a port it is vitally important ·that a large 
vessel keeps to the buoyed channel and hence autorratic track keeping will 
have maximum weighting. In •this instance the track is, defined. by the channel 
in to the port. However once in to open water the navigator has a wider 
choi!ce available. There will· still be l!i.mitati6ns in coastal waters, but 
once clear of the coastline the minimum distance will involve a great circle 
track, possibly taking the vessel in to bad. weather areas. Hence the 
shortest distance may not mean the minimum time at sea. 'l.lle cost function 
will now change and as Weather data is received the on-board corrputers will 
be required to update the best route in order to avoid the 1o0rst weather. 
Alternatively the cost function might now be required to minimise fuel 
consll!Tption, entailing longer time at sea,• but possibly reducing voyage 
costs. There is, after all, no point steaming at 20 knots, only to find that 
there is no berth available at the arrival port. So port knowledge (berths 
and bunkers) could provide limiting constrai·nts which .will affect the oceanic 
performance index. 
In addition to minimising the errors in the output. parameters, the optimal 
controller must also attempt to minimise the control effort, that is minimise 
rudder and main engine activity, so reducing wear and tear on such equipments 
as steering rootors. The cost function is normally stated in the folle1Wing 
quadratic tenms; 
J = f.tf(x-r)TO(x-r) + uTRU} dt (1) 
t.. 
0 and R are usually diagonal matrices and the values of the individual 
elements reflect the importance of the parameters being controlled. For 
example in a track changing manoeuvre, large course errors will be incurred. 
If the track keeping elements in the 0 matrix are weighted roore heavily than 
the course keeping terms, then the majority of the control effort will be 
expended in reducing the track error, at the expense of course keeping. 
Similarly in the oceanic Ffiase of the voyage if fuel conswnption is roore 
important than arrival time then the fuel element in the 0 matrix can be 
suitably weighted. The R matrix gives weighting to the the cooponents of the 
control vector u(k). FOr most shipping applications the controls are 
demmded rudder angle and main engine revolutions, although for specialist 
applications·bow and stern thrusters might be incorporated. 
qJtimal filtering, using a Kalman-BUcy fi Iter, is a stochastic technique 
which caroines noise corrupted measurements of a dynamic system with other 
known information about the system, in order to obtain best estimates of the 
variables, or states, that govern the system. It should be noted, however, 
that the process assumes that the system is linear and the errors are 
gaussian. As a ship constitutes a noo-linear system, when parameters such as 
large alterations of course and/or speed, shallow water effects, and trim are 
considered there must be sane limitation to the technique. In the work 
undertaken by the Ship Control Group the problem has been overcane by 
assuming constant course and speed during each sample period [ 3]. 'lllis is 
reasonable providing sample times are small when conpared wi'th such factors 
as ship time constants and time between way points. In determining the value 
of the gain matrix consideration lllJst be given to ·the control vector u(k) and 
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its associated control matrix B( k, k+l). ·The overall filter equations are: 
~(k+l) = · A(k,k+l)~(k) + B(k,k+l)u(k) + 
K(k+l)[Z(k+l) - B(k+l){A(k,k+l)i(k) + B(k,k+l)u(k)}] (2) 
Much attention was devoted to the choice of state variables and the states 
finally chosen were actual rudder angle, actual engine revolutions, x 
coordinate of position, forward speed, y coordinate of position, lateral 
speed, heading and yaw-rate. From these eight states a set of first order 
differential equations was used to define the· ship, rudder and engine 
dynamics. These equations are expressed in discrete matrix form as:-
x(k+l) = A(k,k+l)x (k) + B(k,k+l)u(k) + C(k,k+l)w(k) ( 3) 
E>:}Uations (1), (2) and (3) from the basis of the optimal filter and 
controller. The essential features of a shfp automatic guidance system are 
shown in Figure 2. 
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Figure 2 The Ship Automatic Guidance system 
With regard to position fixing at sea it is likely in the near future that 
the Global Positiooing system (GPS) will become the main position fixing 
system, with accuracies acceptable during all phases of a voyage. However 
discussions are currently taking place on the future of the oecca Navigator 
and LOran. It does seem that Loran will emerge as an alternative or back-up 
navigation aid. There are still many political and technological problems in 
the way of complete Loran c coverage of EUropean waters and the 
Mediterranean, so that it will probably be a long time before the oecca 
Chains disappear. These are prudent moves which will ensure that the maritime 
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nations are not entirely dependent upon a military satellite system, good 
though that system may be. It is also worth pointing out at this stage that, 
in addition to reducing the random errors associated with measurements of 
position and velocity, an optimal filter can provide estimates of states 
which are not measured, or where the navigation aid is terrporarily out of 
action. In spite of GPS accuracy then, it is the contention of this Research 
Group that optimal filtering of position and velocity has a future [4]. 
--- Vessel Track - - - - - Model Track Rudder Angle 5 Degrees 
Figure 3 Comparison of Simulated and Actual TUrning Circles at 9 knots 
Al1l'OM.\TIC GUIDANCE IN fORT APPRJACHES 
Earlier work [51 has concentrated on the proolern of guiding a vessel 
automatically along a predetermined track in the approaches to a port. This 
entailed a cost function where track keeping predcminated, except during 
track changes, when course keeping becomes rore irrportant. After extensive 
computer simulation tests involving the Polytechnic's mainframe computer and 
ship simulation facilities, together with Jrodel trials on a resevoir, the 
developnent of the protjipe navigation and guidance system was ccmnenced in 
February 1987. The Groop purchased two Acorn work Stations (AOl) for 
software developnent. This microcanputer system was canpatible with the 
mainframe facilities available, and was portable, so that developnent work 
could take place in the laboratory, using mainframe facilities whenever 
necessary. An ACW was then taken afloat for practical testing of the system. 
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In this way the design team were able. to correct faul ts and make minor 
ad justments whilst a test prograrrme was underway. The team has made use of 
the Polytechnic's · hydrographic training vessel, an 11 metre twin hulled 
vessel. Initially the requirement was to obtain a mathematical model for a 
rrulti- hull vessel. This was achieved by a series of turning circle and 
straight run manoeuvres in Plyrrouth Sound. Figure 3 shows a typical turning 
circle for the trials vessel against a turning circle for the model. 
CATFISH 
Ti<IALS 
PL..IMOUTH 
SOUND 
-------
OECCA 
.. ~ . - . - - . 
MODEL 
F:LTER 
~- --- --
TRI SPO 
/ 
---...L.-·-.£,~,_,"==4iar=~" \, 
\ 
\ 
.........____-==olr.-.-__ _
Figure 4 Passage in to the Port of Plymouth 
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On board the vessel, posit.ion data is. derived from the Mark 53 Decca 
Navigator, Whilst velocity is obtained fron an electromagnetic log and 
magnetic corrpass. ·Rudder angle and engine revolutions are obtained fran a 
displacement transducer and tachorreter respectively, and thus six of the 
eight states mentiooed in an earlier section of this paper are measured 
directly. The remaining t'.o.Q, lateral speed and yaw-rate are estimated by the 
filter. The measurement systems are interfaced to the ACW using a 6502 
microprocessor in a Eurocard rack with A-D converter and serial interfaces. 
The best estimates of the states are then used in the optimal controller to 
produce demanded values of rudder angle and engine revolutions, and are 
therefore used to maintain the vessel on the correct path for entry in to the 
p:>rt. Whilst the main objective is the safe passage of the ship along the 
navigable channel the cost function can be adjusted to ensure arrival off the 
berth at a predetermined time, so minimising the costs of associated p:>rt 
services such as tugs and personnel on the jetty. A typical test run is 
illustrated in Figure 4. Latitude and longitude is derived from the Mark 53 
Oecca Navigator. This, together with the filtered p:>sitioo fix is canpared 
with the true position derived from the Trisponder. Trisponder is an accurate 
survey system, which obtains position by measuring ranges from fixed 
transmitting stations. It is unsuitable for marine navigation because of its 
range limitations. The researchers were, however, able to use it for 
reference as a chain exists within Plymouth Sound. 
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THE COASTAL PHASE 
Once clear of the port the coastal phase of the voyage is undertaken using 
the same cost function as for the harbour phase. The vessel is automatically 
maintained on track using information fran available navigation aids to 
minimise track and course error. Theoretical studies are underway to 
incorporate an Automatic collision Avoidance System (ACAS). This project is 
being undertaken in two areas. One research prograrrane is concerned with 
applications of Artificial Intelligence to the International RUle of the Road 
(6]. The work is at present in the early stages and computer simulations are 
being undertaken. An example of the type of corrputer sirrulation being 
undertaken is given in Figure 5. In another project researchers have been 
developing software to automatically guide the vessel when risk of collision 
or grounding exists [7]. Computer studies have shown that it is possible for 
the cost function to be roodified when an apprOaching ship poses a threat to 
the safety of navigation. The on board computer is programmed to change the 
weighting to allow for a collision situation and for the vessel to take 
avoiding action. Trials will commence shortly to ensure that the automatic 
collision system can be integrated with the navigation and guidance systems. 
Whilst the researchers are confident that the overall system is technically 
possible they are very aware of the many human and statuatory difficulties 
which exist. What har:pens for example when an ACAS fitted ship is on 
collision course with a yacht and it is the duty of the smaller non ACAS 
vessel to give way? For these, and other reasons, the first stage of this 
development will be to advise the Officer of the Watch what action, if any, 
.should be taken. As such this will be a developnent from the already 
successful automatic radar plotting aids which are available, bUt with the 
difference that the collision avoidance will be combined with navigation and 
guidance in a central display. 
AllroMATIC WEATHER ROUI'EI~ 
Having cleared the land the navigator will now wish to follow the rost 
economic route to the coastline at the other end of an oceanic passage. 
weather routeing ( 8] is now an established process in reducing overall 
running costs. In computer simulations the researchers have shown that it is 
possible for the cost function to be changed so that weather data transmitted . 
via a satellite link can be used· to plan and execute the most cost effective 
route for the vessel to follow. An AOl is being used for this canpcoent of 
the overall voyage management system. Once laboratory tests are complete this 
will also be taken afloat and linked to the navigation system. An 
indication of the route 'fo.tlich might be advised is given in Figure 6, which 
shows the great circle route between cork and New York, with the suggested 
route, taking in to consideration the expected weather conditions for the 
next few days. The simulated optimum route is very close to that advised for 
the 37000 dwt Dart Atlantic for a 25 knot passage in Noverrber 1986. At the 
time large depressions were forecast for the great circle route. It must be 
emphasised that the route planning is advisory in the in i tial stages of the 
research. However it is intended that this information will also be fed to 
the optimal controller so that the vessel can automatically follow the most 
cost effective route during the oceanic phase of the voyage. 
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OONCLUSIOOS 
'!he Ship Control Groop 's ult:iJnate aim is to produce a Voyage Management 
System which takes navigational data from such navigation aids as are fitted 
on the vessel, collision avoidance data from · the ship's radars, together with 
meteorological data from shore stations via a satellite link. After 
appropriate filtering, this data will be used as input to a rrultivariable 
optimal controller which will maintain the vessel on the correct track 
between ports, with due consideration to safety, eff iciency and econcmy of 
operation. '!he Group is some way t~ards achieving this aim, as results 
discussed in this paper have demonstrated. 'l11e navigatioo and guidance 
system has been tested afloat, whilst sirrulation studies have demonstrated 
that the automatic collision avoidance and weather rooteing systems can be 
incorporated in to the overall voyage management system. 'ttle next step is to 
develope a carplete prototype system and undertake extensive trials in 
coastal and oceanic waters. 
Q?erators of today's ocean-<Joing and specialist ships have numerous 
electronic aids available. The traditional role of each navigation aid has 
been one of a stand-alone unit with the mariner using his experience and 
training to coordinate the data from all the available soorces in order to 
optimize vessel perforwance. As casualty statistics indicate ho.o~ever, when 
under stress or at times of peak work load, he is liable to be a poor 
coordinator of the infornation available to him, particularly when that 
information is from a nunt>er of different sources and in differing forms. 
EVen during the less stressful oceanic phase of the voyage the amount of data 
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available may lead to decisions which are not cost effective in terms of 
passage time or even estimated time of arrival, whilst on the coastal phase 
the economies of operation may conflict with prudent navigational practice. 
Furthennore the rapid developments in the electronics industries at large 
have affected the traditional role of navigators in the air and at sea. The 
aircraft industries have led the way, perhaps because they are less inhibited 
by tradition, perhaps because their needs have been 100re paraoount. Now the 
maritime world is starting to follow suit. The research programme described 
in this paper is, it is hoped ~Taking sane STMll contribltioo to the 
developments in this area by applying modern control technology and computing 
techniques to the problem of autoootically conducting a ship safely and 
econoori.cally from p:>rt to p:>rt, whilst at the same time helping to reduce 
some of the stress which affects mariner~ at all stages of a voyage. 
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SYNOPSIS 
As part of the United Kingdom Efficient Ship Programme, the Ship Control Group at Plymouth Polytechnic was 
awarded a contract to develop a voyage management system for marine vehicles. The role of the system is to 
automatically guide a vessel during port approaches at the beginning and during port approaches at the end of a voyage. 
This paper gives an account of the processes used in modelling the Polytechnic test vessel and goes on to describe 
the design and implementation of the guidance system. Results from the commissioning trials are presented. together 
with a discussion on the subsequent performance evaluation. 
INTRODUCTION 
The automatic pilot (autopilot) for ship steering has its 
origin near the beginning of this century, following the inven-
tion of the gyrocompass. El mer Sperry discussed the problems 
of automatic steering in 1922 as an application of the gyrocom-
pass and by 1932,400 of Sperry' s systems had been installed on 
merchant ships throughout the world.' The autopilot of this era 
was a simple mechanical proportional con11oller and did not 
ilways prevent transient oscillation. 
From about 1950, autopilots employing proportional inte-
vi.J and derivative (PID) control actions were introduced, using 
malogue electrical hardware. Such systems were manually 
.uned to take into account the ship's dynamics and the effect of 
iisturbances. Self-adjusting, or adaptive autopilots came into 
>eing in the mid 1970's,1 a typical example being the S G Brown 
WOO adaptive autopilot 
Most existing commercial ship autopilots fall under the 
:ategory of single-input, single-output control systems. These 
:ystems are designed to minimise the error in a single variable 
.uch as heading or distance off track that has occurred due to 
:hanges in the desired value or to some disturbance effects. The 
:ontrol action is taken without regard to its effect on any of the 
tther system parameters. 
Multi variable con11ol theory views the global problem and 
ttempts to formulate a control policy that minimises the errors 
11 all the state variables according to some prcdcfined order of 
riority. Further, an opumal controller will seek to maximise 
1e return from the system for a minimum cost. It is possible to 
onstruct a deterministic optimal con11oller w ith the assump-
on that the states are measurable and noise-free, and that the 
~ip dynamics are l inear and time-invariant 
Over a number of years,theShipConlrol Group at Plymouth 
olytechnic has conducted extensive theoretical studies into 
tip guidance and control, and has demonstrated, in both 
:>mputer simulation and free-sailing trials using a car ferry 
1odel, that stochastic optimal control theory may be applied to 
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the ship guidance problem.l This paper describes the design, 
implementation and evaluation of the first system of its kind 
aboard a full -size ship. 
17· 1 
SHIP MATHEMATICAL MODELS 
Prior to the design of any control system, is the identification 
of a mathematical model that adequately defines the dynamic 
perfonnance of the plant, in this case the response of a vessel to 
changes in control inputs (rudder and engines) and disturbance 
inputs (wind and tide). 
Equations of motion 
The ship is considered to be a rigid body wilh lhree degrees 
of freedom, in surge, sway and yaw. Ship motions in the other 
three degrees of freedom, roll, pitch and heave are considered 
small enough to be neglected. This gives rise to an Eulerian set 
of equations of motion which may be wriuen in the fonn: 
mu - mrv =X 
mv + mur = y 
I r = N z 
Transfer function model 
(1) 
The sway and yaw expressions in equation set (1) may be 
combined to give the Nomoto ship transfer function:• 
q1 K,.(1+T 3s) ~ s) = ~--~__;.. __ 
5 A s( 1 + T 1 s) ( I + T 2 s) (2) 
The constants T1, T1, T1 and K. are computed using the ship's 
mass, moment of mertia and dimensionalised hydrodynamic 
coefficients.1· 6 
State-space model 
The tenns on the right-hand side of equation set ( 1) represent 
the total hydrodynamic and aerodynamic forces and moments 
acting on the hull. For an accurate description of the manoeu-
vring characteristics during tight turns, both linear and non-
linear hydrodynamic coefficients must be employed, and 
should be rc-dimensionaliscd at each sampling instant 
A mull.ivariable model may be constructed using the state 
vector: 
X T = ( 0 n X U y V ql r) A A A 
This state is affected by the forcing function: 
ur = (o n uvuv) 0 0 c c • • 
(3) 
(4) 
Equation set (1 ) represents the state equations for the ship 
and is expressed by the state matrix vector differential equation: 
X(t) = F(t)x(t) + G{t)u(t) (5) 
It is convenient to panition the G matrix in tenns of the 
control forcing function o A and n A and the disturbance forcing 
functions u •• v •• u. and v. so that: 
i( t) + F(l) x( l) + G e( l) u(l) + G 
0
(t) w( t) 
. The corresponding discrete solution is: 
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(6) 
x(( K + l)T) = A(T, K1) x( K1) + 
I(T, K'I)u(IG) + C(T, KT)w(KT) (7) 
Such a mathematical description accurately represents three 
degree of ship motion in tight manoeuvres and can be expanded 
to include roll, pitch and heave in a six degree of freedom model 
if required.7 
Mathematical model for test vessel 
The Polytechnic hydrographic training craft 'CatfiSh', was 
used as the test vessel. The particulars of the vessel are given 
below: 
Number of hulls: 
Number of screws: 
Number of rudders: 
Individual rudder area: 
Displacement 
Overall length (including rudder): 
Overall width: 
Hull centreline separation:. 
Main engines: 
Power at 2500 rev/min: 
Engine/screw gear reduction: 
Forward speed at 2200 rev/min: 
Forward speed at 1100 rev/min: 
2 
2 
2 
0.395 m1 
8.5 tonnes 
1l.l7m 
4.3 m 
3.7 m 
Yolvo Panther 
25 lcw 
1.66:1 
8.9 blOIS 
4.2 knots 
The h~drodynamic coefficients were computed theoreti-
cally, and fine-wned by comparing results from computer 
simulations with real test data. Turning circle manoeuvres 
provided infonnation regarding yaw and sway coefficients, 
whilst acceleration and steady forward speed tests gave the 
surge coefficients. During the sea trials, data was logged every 
15 seconds, measurements being taken of speed, heading and 
position. In order to achieve a high accuracy, position fues 
were taken employing Trisponder. a microwave measurement 
system used for hydrographic surveying. Figure 1 shows a 
comparison between simulated and actual turning circles at 9 
knots, 5° starboard rudder. 
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Fig. 1: 'Catfish' mathematical model evaluation 
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The Nomoto transfer function consLants for lhe test vessel 
are: 
Ka = -0.3617 s·• 
T1 = 0.6038 seconds 
T1 = 2.581 seconds 
T, = 1.658 seconds (8) 
These were computed for a forward speed of 4.455 rn/s. The 
multi variable state equation set (5) for the above forward speed 
is given by: 
OA 
- 1 0 0 0 0 0 0 
n A 0 -05 0 0 0 0 0 
x 0 0 0 I 0 0 0 
u 0 0 004 0 - Q 138 0 0 0 
= y 0 0 0 0 0 0 0 
v 0 . 573 0 0 0 0 -0 308 0 
q>A 0 0 0 0 0 0 0 
- 0 273 0 0 0 0 -0 092 0 
i 
The matrix equations (9) do not inc lude disturbance inputs. 
THE SHIP GUIDANCE PROBLEM 
Single-input single-output systems 
Most commercial autopilots control a single variable, nor-
mally heading. Figure 2 shows the block diagram of a typical 
system. the transfer functions G1(s). G1(s), G3(s) and H1(s) 
represent the dynamics of the controller, rudder, ship and 
gyrocompass respectively. These are the essential elements for 
course-keeping control. For track-keeping, the transformation 
function o.(s) is required in the forward path and H,(s) becomes 
the tr3Ck measurement system. 
Multivariable systems 
In its research programmes the Ship Control Group has used 
stochastic optimal control theory. An important part of this 
theory is the separation principle, which allows a given optimi-
sation problem to be reduced to two other problems whose 
solutions are known, namely an optimal filter in cascade with 
a deterministic controller. Such a ship navigation and guidance 
problem is illustrated in Fig. 3. The problem considered has thus 
been the design of an optimal multi variable system to simulta-
neously control position and velocity of the vessel. The devia-
tion from the desired values of these parameters can only be 
corrected, for most vessels, by operation of the rudder(s) and/ 
or the main engine(s). A feature of an optimal system is that it 
will seek to maximise or minimise a global parameter, 1, called 
the cost function or performance index. This is based upon the 
summation of the weighted errors over some time interval. 
Examples of the time interval might be the time to complete the 
pilotage phase of the voyage, the time to complete the oceanic 
phase of the voyage, or the total time from departure to arrival 
ports. 
In addition to minimising the errors in the output parame-
ters, the optimal controller must also auempt to minimise the 
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Fig. 2: Block diagram for single-input single-output 
system 
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Fig. 3: Muttlvarlable ship control and guidance system 
control effon, that is minimise rudder and main engine activity. 
so reducing wear and tear on such equipment as steering 
motors. The cost function is normally stmed in the following 
quadratic terins: 
J
1
•{ T T } J = 
1 
(x - r) Q(x - r) + u Ru dt 
0 (10) 
Q and Rare usually diagonal matrices and the values of the 
individual elements reflect the imporLance of the parameters 
being controlled. For example, in a track-changing manoeuvre, 
large course errors will be incurred. If the track-keeping ele-
ments in the Q matrix are weighted more heavily than the 
course-keeping terms, then the majority of the control effon 
will be expended in reducing the track error, at Lhe expense of 
course-keeping. Similarly, in the oceanic phase of the voyage 
if fuel consumption is more important than arrival time then the 
fuel element in the Q matrix can be suitably weighted. The R 
matrix gives weighting to the components of the control vector 
u(k). 
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The control law for a deterministic optimal controller is: 
u = -R1 GT W (x - r) 
""' 
(11) 
where W is the solution of the matrix Riccati equations. 
Alternatively: 
u = -S (x - r) 
""' 
when 
s = -R1 GTW (12) 
Optimal filtering, using a K.alman-Bucy filter, is a stoehas-
tic technique, which combines noise corrupted measurements 
of a dynamic system with other known information about the 
system, in order to obtain the best estimates for the variables, or 
states, that govern the system.• It should be noted, however, that 
the process assumes that the system is linear and the errors are 
gaussian. As a ship constitutes a non-linear system, when 
parameters such as large alterations of course and/or speed, 
shallow water effects, and trim are considered, there must be 
some limitation to the technique. In the work undertaken by the 
Ship Control Group the problem has been overcome by assum-
ing constant course and speed during each sample period. 
CONTROLLER DESIGN 
Single-input single-output controller 
The transfer functions shown in Fig. 2 for the test vessel arc: 
G (S) = - 1-
2 S + I 
0 3848( s + Q 603) 
G J(s) = sO + 1 656Hs + 0 3874) 
u G .<s> = s 
H 
1
(s) = I (13) 
A PD course-keeping control would have the following 
control action: 
(14) 
It is possible to demonstrate that PO control for track-
keeping provides an unstable solution for all values of K Under 
. . . . I. 
these cond1tJons, ll IS nccess.:1ry to introduce a cross-track 
acceleration term, or PDA control action of the form: 
o = K (Y - y ) - K y - K y· 
0 I 0 A 2A )A 
when 
Kz = 2TdK1 
and 
~. T/K1 
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(15) 
then 
0 D = K I { y D - ( 1 + 2T d s + T d 2 s 2} A } 
or 
(16) 
When vrd = 0.603, a triple zero occurs at s = ~.603 . Figure 
4 shows the root locus diagram and K, = 0.451 provides 
acceptable closed-loop poles. 
I 
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Fig. 4: Root locus diagram- POA control law 
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Fig. 5: Track-keeping computer simulation In the 
approaches to Plymouth 
~ 
Fig. 6: Schematic diagram of control and measurement 
system Installed on test vessel 
Mcvititrv. ConvruuticaJiotU aNi COtttrol 
Multh·ariable optimal control 
If the optimal control law (12) is combined with the state 
equations (5) then: 
x = Fx - GS( x - r) 
or 
x = ( F- GS) x- GS r (17) 
where the term (F- GS) may be identified as the closed-loop 
state matrix of the optimal system. The optimal closed-loop 
eigenvalues (poles) arc then given by: 
jsi - (F-GS)j=O (18) 
It is apparent that when F and G are time-invariant the 
location of the optimal closed-loop poles depend upon the value 
of the feedback matrix S, which in twn is dependent upon 
weighting matrices Q and R. There exists then, an infmit.e 
number of closed-loop poles, each being a measure of the 
optimality of the system as defined by relative weightings of Q 
and R. 
The weighting matrices Q and R are diagonal and of the 
form: 
Q= diag(q,,q 22q33q44qssq66qn qss) 
R =diag(r 11r 22 ) (l9) 
Elements q11 and q12 are the rudder and main engines 
weightings and may be set at zero since the purpose of the 
control syst.em is to employ the rudder and engines as control 
inputs, not as controUed variables. Surge dynamics are affected 
by variations in q11 and ~ together with r 22• The sway and yaw 
weightings are qw ~· qn and q., respectively. Due to the 
coupling of sway and yaw, these together with r0 closely 
interact, and changing any one value will affect all sway and 
yaw terms in the feedb::~ck matrix. 
Values of the weighting parameters must be selected to 
provide an acceptable optimal closed-loop pole assignment 
This is not a straightforward task.' Usjng techniques estab-
lished in the design of optimal controllers for previous vessels, 
the following control law was evaluat.ed: 
Q = diag[ 0 0 0 05 0 0 004 0 I 0) 
R = diag[l 11 
0 
[ 
0 . 177 0 
s -
0 0. 0 135 Q 211 
(20) 
For the values ofF and G. given in equation (9), the closed-
loop eigenvalues become: 
s =- l 352 - 0. 4098 -0. 0819 - 0. 998 
- 0 500 - 0. 0069 -0. 138 0 0 (22) 
Taking a simplistic view, feedback matrix S may be consid-
ered as the combination of a PD course conLroller (s17, s1.), PO 
track conLroller (s13, s1~ and PD forward position controller(~. 
s:J. If the course terms are removed, then, as previously 
expl:llned, the track-keeping law becomes unstable. Thus, the 
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Fig. 7: Filtered and unflltered measurements taken 
during passage Into port of Plymouth 
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(21) 
course t.erms are an integral part of the multivariable optimal 
conLrol policy. 
Figure 5 shows a comput.er simulation of the test vessel in 
the approaches to Plymouth using the controller feedback 
matrix S given in equation (21 ). A desired state vector r is 
defined in t.enns of position, heading and speed. Initially, the 
test vessel has a large cross-track error, but the conLrol system 
quickly pulls it onto track, but in doing so incurs an along-tmclc 
error. To cater for this, the control system increases the engine 
speed, so when the ftrst turn to pon is reached, the vessel is in 
the correct position along the Lr:lck. When Drake's Island is 
p:lSsed, a sharp twn to port is demanded, resulting in both cross-
trnck and along-track errors. 
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Table I· Tuning track-keeping controller gain• 
Run number Controller gains 
s,s s,. SIT 
1 -0.006 - 0.214 
2 -0.006 - 0.214 
3 -0.006 0.6 -
4 -0.006 - -0.4 
5 -0.006 - -0.8 
6 -0.006 - -0.4 
7 
-0.006 - -0.4 
8 -0.006 - -0.4 
9 -0.006 - -0.4 
10 -0.008 -0.6 -
11 -0.007 0 .5 -0.4 
12 -0.007 -0.5 -0.8 
13 -0.007 -0.5 -1 .6 
14 -0.007 ~.5 -0.8 
CONTROLLER IMPLEMENTATION 
Upon completion of the theoretical evaluation, the system 
was implemenled on the test vessel. The hardware problems to 
be overcome were: 
1. Availability of suitable measurement systems. 
2. Provision of a computer with sufficient power to perform 
lhe necessary optimal filler and optimal control computa-
tions in real time. 
3. Installation of rudder and engine control servos. 
4. Data communications interface. 
All of this had to be achieved within a finite budget, and Fig. 
6 is a schematic diagram of the system selected. 
A Mk 53 Decca receiver was employed to monitor the 
vessel's position (Trisponder being used as a reference). The 
internal fllter in the Mk 53 receiver was bypassed, only the raw 
hyperbolic data (GLOP. PLOP) being used. The pulse log speed 
measurement system and the 2 phase fluxgate compass were 
interfaced to the Mk 53 receiver. 
A Eurocard rack system comprising of a 6502 processor, a 
serial I/O board and a OAC/ADC board was used to handle data 
communication. Position. speed and heading information was 
supplied on an RS 232line to the serial I/0, and analogue rudder 
and engine speed signals to the AOC. . 
Processed information was relayed to an Acorn Cambridge 
Workstation (ACW) using an RS 232 serial interface. The 
optimal filter and control computations were performed by the 
32 bit workstation processor. 
Rudder and engine commands were relayed from the ACW 
along a serial line to the Eurocard system, and out through the 
DAC port as analogue demand signals to the rudder and 
engines. both of which contain feedback loops. 
The rudder command signal was compared with the output 
from a linear variable differential transformer (L VOT) con-
nected 10 the rudder, and the difference used to actuate a 
hydraulic pump and ram. The engine command signal was 
compared with the output from the engine tachometers, and the 
difference used to operate a ball and screw de servo connected 
to the throu.le linkages. 
PERFORMANCE EVALUATION 
In assessment of system performance it must be clearly 
understood that: 
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Performance indices 
s, J, J 
• 
J., 
0.428 8.2 813 0.55E6 
- 2.3 36 0 .44E5 
-
13 560 0 .47E6 
-0.428 0.59 5.4 0 .16E6 
-0.428 7.9 27 0 .32E5 
-0.8 1.6 7.7 0.32E5 
-1 .6 1.4 6 0.23E5 
-3.2 11 19 0.33E5 
-0.428 1.5 8 .7 0.21E5 
-3.5 2.3 9 .6 0.22E5 
-3.5 1.4 3.5 0.11E5 
-3.5 0.61 3.2 0.99E5 
-3.5 1. t 4.2 0.14E5 
-7.0 1.0 4.8 0.16ES 
1. Any difference between ft.ltered measurements and actual 
states of the vessel is a measure of performance of the 
optimal filter. 
2. Any difference between filtered measurements and desired 
states is a measure of performance of the optimal control-
ler. 
The optimal filter parameters were obtained from knowl-
edge of the known statistical errors of the measurement systems. 
Figure 7 shows data taken from a typical passage into the Port 
of Plymouth. 1t will be seen that there is good agreement 
between the filter output and measurements from the Trispon-
der. 
When auempting to quantify the 'goodness' of a control 
system, it is convenient to consider an index of performance thar 
is related to the errors that exist between desired and actual 
values over the control period. A set of performance indices may 
be defined: 
l l 
J \1 = ~ 1 ( U D - U A) dt 
• 
l 1 
1 = r I ( y - y ) dt 
Y \ 0 A 
l 2 
J y = f. I ( 'f' 0 - 'f' A) dt 
• 
l 2 
1 = r 'B dt 
6 \ A 
l l 
J = f 1 n dt 
n t A 
D 
(23) 
The above indices may be considered as the constituent 
elements of the global index J given in equation (1 0). 
The controller parameters were fine- tun~d by '\tarting with 
theS matrix given in equation (21) and performing small penur-
bations of each parameter about the theoretical value to achieve 
minimum values of the relevant performance indices. This was 
achieved by conducting a series of trial runs with identical 
desired state values and initial conditions. over the same control 
time period. 
Table I shows results obtained whilst tuning the track-
keeping controller gains and Table 11 provides results for the 
forward speed/position controUer gains. 
Figw-c 8 shows a set of results from a typical run. 
From the results presented in Tables I and n. the controller 
parameters in Run 12 (fable I) and Run 5 (Table If! provide a 
combination for a minimum for the global performance index J. 
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Table 11: Tuning forward speed ·position controller gains 
Run Controller PtHformance 
Number gains indices 
5 23 52; J. 
1 - 09 o ISEo 
2 - 06 0 93ES 
3 - 03 0 6ES 
4 - os 0 17E6 
5 0.22 os 0.29ES 
6 0.44 CS -
Hence the optimal feedback rn:nrix is: 
[ 
0 0 0 
s = 0 0 0 22 
0 
05 
- 0. 007 - 0. 5 - 0 X 
0 0 0 
CO~CL CSIONS 
J 
" 
0 36E3 
0 19E3 
o 22E3 
0 26E3 
092E2 
-
-3 5] 
0 (24) 
The Ship Control Group's uhim;Hc aim is to prcxlucc a 
control and guidance system which wkcs navigal.ional data 
from such navigation aids a..; arc fincu on the vesse l, collision 
avoidance data from the ship's r;.~dars . 10gcthcr wi th meteoro-
logical data from shore swuom vi;.~ a satellite link. After 
appropriate filtering, this data wi ll he u:-.cd as input to a multi-
variable optimal controller wh•ch maintains the vessel on the 
correct track between ports, wi th due consideration 10 safety, 
efficiency and economy of operation. The group is some way 
towards achieving this aim, as results discussed in the paper 
have demonstrated. 
It has been shown that a trJck -kccping control policy may be 
reaJjsed USing a single-Input, Single-output transfer function 
approach. Such a control law. by its very nature, can only 
employ errors in the singk van:.~blc, together with its time 
derivatives, ie cross-track error. velocity and acceleration. 
These constraints a.re not imposed upon a multivariable 
control strategy. the control law being a function of all the 
selected state variables. But :lfe the two solul.ions wildly differ-
ent? Careful examination rcvc:.~l s th:.~t, pah;.~ps as expected, 
they are not. For small heading errors. the noss- tr:.~ck velocity 
approximates to u('t' r>- '¥ ,,) :.111d the uos::.- trJck :.~cceleral.ion to 
u't',. . In other words. cross-tra~· k al·cc lcr:.~tion fecdb:~ck and 
yaw-ral..e feedback ha'c precis.: ly th.: ~arne effect. 
The question also to bo.! ans.,, ~reJ 1s why thl! finally schxtcd 
feedback matrix S in e4uation '.~~ ) difkrs from the theoretical 
prediction given in C:! I). These differcnc~s must be related to 
the accuracy of the mode I used for sirnubtion purposes, and the 
assumptions made in the design ;.~nalys i s. lt can be seen from 
Fig. 1 Lhat the hydrodynamic modelling of the hull is quite 
accurate. What was discovered. however, after the theoretical 
analysis had taken place. was that the closed-loop time con-
stants of the rudder and engines were significantly larger than 
had been assumed. In fact, the rudder did not behave in the 
manner of a fust -order system at all , but had a constant velocity 
of 5° per second, irrespective of demand level or differences 
between demanded and actual rudder :.111gle. Another problem 
not taken into account at the design stage was that the sampling 
time was controlled by the Ma.rk 53 Dccca receiver. This was 
nominally 1.56 seconds, but on occasions could be multiples of 
this. Hence, during a run . there were times when the sampling 
,fQTiti.nw ComnuuticatiotU and Colllro/ 
period was different to that used in simu~tion, and is the most 
probable reason for the differences between predicted and 
selected valves used in the feedback matrix S. 
In evaluating the optimal control parameters, it was assumed 
that the system was linear and time-invariant. It is well known 
that a ship is neither of these, and it might seem reasonable to 
argue that this assumption could lead to errors at the analysis 
stage. The mathematical model used in the simulation, how-
ever, was both non-linear and time-variant and was employed 
extensively to investigate the need for controller adaption 
during (a) speed changes, and (b) tight manoeuvres. It was 
concluded that for the test vessel being used, over speeds of 
between 4 knots and 9 knots and for manoeuvres involving 
rudder angles of+ 20°, controller adaption was not required. 
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NOMENCLATURE 
Matrices and vectors 
,\ 
B 
c 
F 
G, Gc, G0 
I 
Q 
R 
r 
s 
u 
Discrete stale transition matrix. 
Discrete control matrix. 
Discrel..e disturbance matrix. 
Continuous time system matrix. 
Continuous Lime forcing matrices. 
Identity matrix. 
SLate error weighting matrix. 
Control weighting matrix. 
Desired state vector. 
Feedback gain matrix. 
Control vector. 
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,i 
0 
Noise vector. 
Riccati matrix. 
Disturbance' vector. 
Ship: and eanhirelated state vector. 
Best estimate of ship and earth related 
state vectors. 
calar symbols 
(s), H(s) Transfer functions. 
Ship moment of inertia about z axis. 
Integer counter. 
•' K1-'K, Gain•constants. 
Ship mass. 
nD Actual and demanded engine speeds . 
. 8 
Qu"•Qy 
r 
ru ru 
s 
t 
T 
T;,..T, 
u, uc; u. 
V, "c' \'• 
x, y, z 
X,Y,Z 
Elements ofstate error.matrix. 
Yaw.nue. 
Elements of control weighting matrix. 
L.aplace operator, 
Continuous time. 
Sampling•time·interval. 
Time constants. 
Forward' velocity of ship, current and• air.· 
Lateral velocity of.ship, current and air. 
Ship relatedicanesian coordinate· system. 
Totai forces and moments·in surge, sway. and 
yaw. 
Actual and demanded tracks. 
Actual and;demanded rudder angles. 
Actual and demanded headings. 
Kalman Filters in Navigation Systems 
Michael J.'Dove and Keith M. Miller 
( Departmenc of Marine Science and TechnoloBJ, Polytechnic South West) 
This paper puts forward a case for more precise na,·igation at sea. lt commenn·s h~· brit"fly 
outlining t"xisting and forthcoming navigation aids. The integration of marint" navigation 
systt"ms, and in partit:ular the use of Kalman filtering is tht"n dist:ussl"d. :\·ftl"r outlining the 
de,'elopments in the aerospace industries, the authors suggest why marine de,·elopments have 
not heen so rapid as those in the air. The idea of automatic t·ollision amidant:e is also raist"d 
and a mt"thod for trat:king radar targt"ts discussl·d. Finall~·· thl" authors sun<.·~· marine 
applications of Kalman filtering tt"chni9ues, including somt" refert"nct"s to·thl·ir own work, and 
assess the net"d for further .rest·art:h and de,·elopmt·nt. 
1. JNTR.ODUCTJON. In spite of modern electronic aids to navigation, accidents 
still occur at sea. These usually take the form of collisions bet~·een vessels or 
groundings and 90 per cent occur in coastal waters. Cockcroft 1 has established 
that in the r.o years between 197 3 and 198 2, o·o84 per cent of trading ships were 
lost due to collisions, }7'} per cent of these occurred in restricted visibi I ity, a 
vast improvement on the figure of 7} per cent prior to 197 3. It should be noted 
that marine traffic separation zones were introduced in some coastal areas at that 
time. Cockcroft goes on to suggest some reasons for the errors which caused the 
latest collisions. Of those which occurred in clear visibility, H per cent were 
during the hours of darkness, and many in areas of low traffic density, suggesting 
the predominant cause is a poor visual look-out. He goes on to state that in 
several instances the collision took place immediately before a change of watch. 
In restricted visibility the time of day is shown to have little or no effect on the 
likelihood of a collision, and over 8} per cent take place between vessels 
travelling in opposite, or nearly opposite directions. Such occurrences have been 
reduced by the implementation of traffic separation zones, but it is not possible 
to establish these schemes in all areas. In all conditions human failure is almost 
invariably a factor, usually in the form of negligence, ignorance of the 
International Regulations for Prevention of Collisions at Sea or improper use of 
eguipment. Trousse 2 sympathizes with the navigator and suggests that his job is 
being made increasingly more complicated in two ways, first, with all the extra 
eguipment being installed on the bridge, both to assist him with the task of 
navigating and to monitor the engine room and cargo, and secondly in the 
shortening of his decision time with the increase in ship speed and traffic mass. 
Paffett3 and Paymans4 have independently produced schemes to overcome the 
former problem of density of information being presented to the navigator on 
which he has to make a decision. They have suggested an in-depth study into the 
ergonomics of ships' bridge design. This would incorporate an investigation into 
engineering, systems anal~·sis, anthropology, psychology and physiology to define 
basic characteristics of shipborne operators and their reguirements. Paffett goes 
2H 
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on to suggest a paged computer system, bringing the information from all sensors 
to computer terminals, placed about the ship as required. One system developed 
along these guidelines is the MAN AV integrated navigation system by Racal-Decca. 
Millar and 'Hansford5 have described the design process and final product, which 
consists of an automatic plotting table ~ith standard paper charts, a computer 
terminal for user interface and' display together ~ith an automatic radar plotting 
aid' (ARPA). Ship's officers ~ho have used the system have described it as useful, 
effectiv·e and easv to use. Some criticisms have also been made, mainly in the lack 
' -
of ability to interface the system to some of the common navigation aids. lt is a 
small step from this approach to automaticall~· monitor and predict the 
movement of other vessels, this can be achieved by processing data acquired from 
the ARPA and advise a course of action to be taken. This would help to alleviate 
the second of the problems suggested by Trousse. The requirements of such a 
system would be the precise location and state of the vessel on v.·hich it is installed, 
projected tracks of other vessels in the vicinity, knowledge of the local topology 
and a basis on which to make decisions to avoid collisions and grounding. The 
information required is available from existing navigation aids but the problems 
occur in putting this to use to evaluate the most probable state of own ship and 
in the decision-making process. 
2. BRIEF SURVEY OF MARINE ELECTRONIC NAVIGATION SYSTEMS. 
The development of modern electronic navigation began in the period 19 39-4.) .• 
to meet the exacting demands of the Second World War. Developments of this 
period form the basis of many of the systems in use today. Beck6 outlines the 
history of some of the systems which have ev·olved, including the Decca 
Navigator. This was developed in the United Kingdom and ~as in use for the D-
Day landings of 1 944, ~hilst Loran was developed in the USA and was in use prior 
to 1945'. Before the development of suitable frequency standards the direct 
measurement of range ~as impractical, and hence these early systems relied on 
the measurement of phase or time difference between t~o radio signals so that 
position fixes ~ere related to hyperbolic position lines. The two systems 
discussed still rely on these basic hyperbolic principles, but improvements have 
included the display of position in geographical coordinate form. 
A number of individual systems are now available to the commercial operator 
and each has its advantages and disadvantages. Loran coverage, for example, is 
limited almost entirely to the northern hemisphere, ·and whilst Omega provides 
world-wide coverage, it is insufficiently accurate for inshore navigation. Decca 
is sufficiently accurate for coastal navigation, but accuracy falls off with range and 
each chain covers only a small area. The Transit Satellite System is also 
sufficiently accurate, but the time bet~een satellite passes makes it unsuitable for 
coastal navigation. A typical fit in a British foreign-going merchant ship would 
thus comprise a gyro compass, with autopilot, electromagnetic and/or Doppler 
log, Decca Navigator, Loran C together with Omega and/or Transit. This would 
give the navigator world-wide coverage and sufficient accuracy. Radar or ARPA 
and a radio direction finder would also be fitted. 
The accuracy ~hich will be available from the Navstar or Global Positioning 
System (GPS) has yet to be established. Cook7 suggested that positional errors of 
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less than 2 o metres will be achieved. Henderson and Strada8 give detai Is of a small 
scale sea trial in which a mean distance of 2 S' 3 metres was claimed for passages 
in and out of San Diego Naval Base in the USA. More recently Napier and 
Ashkenazi9 'have suggested that the codes used will be downgraded to meet the 
original commercial design specification giving an instantaneous position to 
between 1 oo and 2 ~o metres. Current policy dictates 1 oo metre spher:oidal root 
mean square (s.r.m.s.) accuracy to reduce the threat to secur.ity. They also state 
that Omega and Loran are due to be phased out short!~· after the full introduction 
of GPS. Jorgensen 10 backs up their views and points out that the specified 1 oo 
metre accurac~· is 2 d.r.m.s. (twice the root mean sguare) when using four 
·satellites to obtain a three-dimt>nsional fix and ignoring the vertical component. 
The 1 oo metres therefore corresponds to a 2 per cent probability of the 
na\·igational error on the horizontal plane exceeding 1 oo metres. The system can 
be operated in a differential mode, which uses two receiver.s, one fixed at a 
previously surve~·ed location, the other wht>re the position is required. Nolan and 
Carpenter11 have shown that over a period of 70 seconds a position accurate to 
betwet'n 4 and ~ metres is available. Brown and Hwang 12 have incrt>ased the 
technology to obtain centimetre accuracy, but the position takes 1 o minutes to 
calculate on a computer. lt is unlike!~· that differential mode of operation will be 
used at sea for purposes other than surveying, but the navigator will have 
instantaneous world-wide coverage with accuracy between 1 oo and 2 )O metres. 
lt is interesting to note that in daytime, the accurac~· of the Decca Navigator is 
better than 100 metres (d.r.m.s.) within approximately 300 kilometres of the 
master transmitting station in a typical array, and considerably better ( 2 ~ m) 
close to the centre of tht> chain. 
With the advent of GPS the future of the Decca Navigation System ('DNS), with 
its ageing transmitter stations requiring excessive maintenance and manufacturers 
other than Racal Marine Electronics now being able to build and sell receivers, 
is also in doubt. This question is not only on the minds of owners of trading 
vessels, but also concerns small boat owners. DahJI 3 estimates that by 1990, 
1 oo ooo Decca sets will be installed on leisure craft. He goes on to suggest that 
the leisure user's reguirements for navigational aids are often more demanding 
than those of the professional who, in general, has bettt'r equipment and is better 
trained for its use. For obvious safety reasons, it is important that the leisure user 
is provided with adequatt' navigational aids. Considering all the navigation aids 
available to, or likely to be available to, the navigator within the immt>diate 
future, only Decca will give a fix accuracy of better than 1 oo m, and this will onl.y 
be attained during da)·time and in areas close to the transmitters. The shipowner 
has therefore been left with a difficult decision when choosing suitable navigation 
aids. To further complicate the problem the selection of instrumentation 
installed on vesse Is has often been governed by political and financial 
considerations rather than by sound technological judgements. No single 
navigation aid is capable of satisfying the requirements of collision-avoidance 
systems and advanced track-keeping autopilots 14 currently in the research and 
development stage. Howe\·er, integration of a combination of aids is likely to give 
the desired result. 
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J. INTEGRATION OF NAVIGATIONA'L DATA. Single system deficiencies 
have led to. the development of integrated systems .for world-wide use. Systems 
such as MANAV discussed earlier and Racal's MNS2ooo.15 are capable ofuceiv.ing 
data from a number of aids, but only give a position update from the selected 
source. The accuracy of the position can be improved upon by combining the data 
received from a number of navigation aids. First consider the actions a ship's 
officer might take to fix the position of his vessel. He may plot a number of fixes 
obtained from various sources. For example, from log, compass and a knowledge 
of the set and drift of the current he can derive an estimated position from a 
previous fix, another fix may be obtained from radar information, and finalty one 
from an electronic aid such as DNS. Using his knowledge of the likely random 
errors in all three fixes, he can take a weighted mean to establish the most 
probable position of his vessel. One of the requirements of an integrated system 
then, is to minimize in some way the random errors. The Decca Navigator Co. 16 
suggest that a Gaussian distribution gives the best fit for the spread of random 
errors in ·radio navigation aids and this suggests the problem can be stated in 
terms of minimizing the variance, which has led to the use of Kalman-Bucy 
filters. These have been developed extensively for aerospace, and latterly for 
marine, navigation since the publication of the original works by Kalman , 1 7 and 
Kalman and Bucy. 18 
A set of papers covering the development of the Kalman filter from the theory 
through to a vast range of applications is given by Sorenson, 19 while Scovell 
ec a/. 20 and Mattin21 are concerned with implementation. Following from the 
original works in 1 96o and 1 96 1, Kalman filters were in operational use in space 
flight in 1 96 3. Further development saw their use in long- range missiles, later 
still in military aircraft and then in short-range missiles. The techniques have now 
been developed for commercial systems and are finding increasing use in signal 
processing. For example, in the high precision differential GPS application to 
geodosy given earlier by Brown and Hwang, 12 banks of Kalman filters are used. 
In the marine environment applications have been su~ested in specialist areas 
such as hydrographic survey22 and dynamic positioning. 3 For general navigation 
and integrated navigation systems, Dove24 suggests the use of Kalman filter 
techniques. Gonthier and Ayers2.'i present two filter designs for such systems and 
perform comparison tests, while Liang and McMillan 26 have integrated dead 
reckoning and Ome?a using several algorithms and tested each in simulation. 
Danson and Kibble2 and Dove er a/. 28 have been concerned with the precise 
navigation of a vessel in the pilotage and berthing stages of a voyage. Abbott and 
Gent, 29 whilst acknowledging that Kalman filters have proved to be very 
successful in many applications, for example in space, where sudden changes to 
the environment do not occur, warn that in other applications their inability to 
adapt to such changes has led to many failures. This is borne out by the authors' 
recent experiences30 ·3 ' when undertaking trials in UK waters in two instances, 
both on different vessels and in different areas. 
4· AERosPAcE A PP Ll cAT 1 o NS. A brief history of integrated navigation 
systems within the aerospace industry has been given by Stokes and Smith32 in 
which they include applications of Kalman filtering and in particular discuss one 
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such system developed at the Royal Aircraft Establishment. The basic Kalman 
filter is designed for I in ear systems. However, real-world systems have non-
linear dynamics or measurements. Alternatively when knowledge of the system 
is incomplete it may be necessary to estimate not only the time-var~·ing states of 
the system, but also some of the parameters which govern the system dynamics. 
The Kalman filter can readily be modified to cope with such situations, thus 
making the filter applicable to a wide range of situations which are not of a simple 
linear form. The modified .filter for non-linear systems is known as an Extended 
Kalman filter ( EKF). Robbins33 has given details· of the derivation of the EKF for 
use with non-linear systems, and describes a particular application in the 
estimation of aerodynamic derivatives from flight trials data. Ohlmeyer:14 has 
devised an EKF to estimate the state vector of bank- to- turn missiles, passing the 
estimate on to three types of optimal controllers to test the performance of the 
guidance laws used. An integrated s~·stem developed by Lrach and Maskell35 
combines VLF phase difference measurements with Doppler radar and magnetic 
compass using EKF. The system has further been used to navigate a research 
aircraft. Errors are known to occur within the VLF phase measurements and an 
adaptive approach has been used to detect these contingencies in flight, that is 
certain matrix elements of the filter are modified in order to maintain navigation 
accuracy. 
The application of Kalman filtering to the alignment of inertial navigation 
systems was suggested by Weston. 36 More recently Grewal er a/. 3 ; describe the 
development of dual extended Kalman filters for the calibration and alignment of 
complex inertial guidance systems, one for accelerometers and one for gyros and 
alignment. A techni<jue for generating trajectories that v•ill provide observability 
of instrument errors is also given. Richman er a/. 38 point out that appl~·ing similar 
technology to strapdown components is an effective way of reducing the avionics 
cost of precision guided weapons. They go on to suggest that this can also result 
in a performance which is superior to that obtained with more expensive 
e<juipment. Johnson 39 has tackled the problem of alignment and calibration of 
such systems in vehicles launched from a carrier aircraft, and here also methods 
for calibrating unknown instrument coefficients have been developed. 
The integration of inertial navigation s~·stems with other aids has also been 
investigated. Griffiths er a/. 40 have used linear covariance analysis to predict the 
performance of such systems and cases where the associated Kalman filter is both 
matched and mismatched to the inertial svstem are considered. More recentb:, 
the possibilities of integrating GPS with i~ertial systems have been explored by 
Nielson er a/. 41 Integration allows in-flight alignment of the inertial navigation 
system, and in addition, feedback from the inertial system to the GPS receiver 
improves its ability to reacguire satellite signals after outages. Full scale tests 
have been conducted on the svstem which combines the accuracy of GPS with the 
. . 
jamming immunity of inertial navigation. 
Kalman filtering techhi<jues have also been applied to modern terrain aided 
navigation systems. Hostetler and Andreas42 and also Mealy and Wang Tang43 
have used EKF to handle the highly non-linear terrain measurement function. In 
both cases the use of banks of reduced order filters has been investigated to 
. ) 
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improve the systems convergence from large initial posit;ion uncertainties. Chen 
et a/. 44 mention the use of Kalman filters in the SITAN system, going on to explore 
the convergence region of the system. One method discussed is parallelfiltering 
with adapti\·e sequential decisjon. The performance is described and compared 
with other methods. 
S.· MARITIME APP;Ll!CATIONS. Whilst the references given above for 
aerospace applications are far: from exhausti\·e they do suggest that the Kalman 
filter has found many useful applications. in the aircraft world, where sudden 
environmental changes do not occur. However, in marine operations where 
disturbances can change quickly' applications do not appear to have been so 
successful, although this is not true of the offshore oil industry where modern 
dynamic positioning ('DP) systems employ Kalman filters extensively. Tysso,4; 
although discussing modelling and parameter estimation of a ship's boiler, states 
that a successful application of the EKF method is strongly dependent on a 
reasonable choice of design parameters and should include a precise knowledge 
of the noise covariance matrices. He goes on to suggest that choice of initial 
estimates is critical. At sea then if the initial values of a current, for instance, 
are incorrect, or change suddenly, the best estimates of position and \·elocity may 
diverge. A general analysis of the convergent properties of the EKF method is 
given b~· ljung.46 
In marine navigation, Kalman filtering can be applied to two independent 
navigation aids, or to a range of sensors, and provided the statistical information 
required is correct will give a result which minimizes the variance of the random 
errors. McPherson47 describes a system designed, built and in use in large oil 
tankers. However, two independent position fixing systems are not available in 
all operational areas of trading vessels, unlike other maritime applications such 
as hydrographic survey, where it is common practice to monitor position from 
two different systems, although the data received from the back-up system is 
often discarded. Bennett48 gives an algorithm to combine the data received using 
Kalman filtering and thus to obtain a more accurate position of the vessel. On a 
trading vessel it is, ho\vever, always possible to obtain an estimate of position 
from DR. This can be combined with any other data available to update the 
positional information. For precise navigation in the approaches to a port, when 
the \'essel may be undertaking various manoeuvres, the traditional OR update 
from log and compass alone is inadmissible. Cross49 has devised a scheme for 
impro\·ing the estimate using additional velocit~- data obtainable from a dual axis 
doppler log. The positional information is now improved, but further state 
parameters may be required in control applications. For example, in the 
automatic guidance system described by Burns and Dove50 eight states of the 
vessel are required to pass to the optimal control algorithm, which maintains a 
vessel on track at the desired speed. Ther:efore it is necessary to develop a full 
non-linear mathematical model of the vessel and to obtain transition matrices for 
it at discrete sampling intervals. This has a further advantage of enabling estimates 
of states to be made even if measurements are not taken. Work undertaken 
recent!~· by the authors has shown the modelling and filtering process to be a 
cumbersome task involving extensive sea trials initially and time consuming 
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calculations while running the system on-line. lt is ·perhaps for these reasons that 
few of the integrated systems available today employ Kalman filtering, and instead· 
other filtering techniques are used. 
Returning to the offshore industry, lockling51 describes a new generation of 
computerized dynamic positioning systems, based upon Kalman filtering, which 
have been successfully installed in different kinds of offshore vessels, while 
W:itbeck52 gives a ge'neral explanation of the various systems, functions and 
applicat·ions of DP. Saelid er al. 53 are concerned with the Kalman filtering 
algorithms of the ALBATROSS dynamic positioning system. A novel adaptive 
filtering technique, where the estimator includes both a self-tuning filter and a 
Kalman filter is given by Fung and Grimble, 54 whilst Grimble55 has developed a 
new extended Kalman filter based on more direct modelling of the wave spectra 
energy. He suggests the use of towing tank and wind tunnels to formulate models 
of the particular vessel and partitions the Kalman filter gain matrix to reduce on-
line calculations. 
The lack of recently published papers describing the use of Kalman filters in 
marine navigation does suggest that perhaps there has not been the hoped for 
progress in this area. However, in the improvement of autopilot design there has 
been a steady development. From the original works of Sperry56 and Minorsky, 57 
who applied proportional control only, came the application of control theory, 
which in turn led to Proportional, Integral and Derivative (Pro) controllers. 
Nowadays almost all ocean going vessels are equipped with this kind of autopilot 
system. With the advent of optimal control theory there has been a steady 
improvement in autopilot design. In the full description given by van Amerongen 
and Nauta Lemke, 58 they report on recent work undertaken in adaptive steering, 
that is the development of an autopilot whose control parameters adapt 
themselves to alterations in the dynamics of the vessel or its environment. They 
go on to discuss rudder roll stabilization, with the inclusion of the roll-reduction 
system into the conventional controller. Under conventional techniques the two 
control loops can have a detrimental effect on each other, but Van Amerongen 
and van Nauta lemke suggest that the effects of one can be used to minimize the 
errors in the other. Similarly track keeping systems have been developed 
whereby the controller not only maintains the vessel on course, but also aims to 
keep it- on the desired track.' Weightings must be applied to these control 
variables in order to evaluate the control parameters. Such systems require 
multivariable controllers and in order to estimate the input \·ariables to such 
algorithms, Kalman filtering is suggested. This is particular!~· useful when no 
measurement of variables is available; for example in the case of the roll-
reduction system referred to above roll is rarely measured. 
6. TARGET TRACKING. The inclusion of collision avoidance into marine 
integrated navigation systems immediately involves the problem of monitoring 
and predicting the track of other .vessels. Radar is the obvious sensor for this 
purpose, but as with all other instruments it has its limitations and inaccuracies 
leading to random errors in the ran~e and bearing measurements made. Kalman 
tracking filters have been developed 9 to determine the most probable speed and 
velocity of targets from these data. In such systems, when the target dynamics are 
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modelled in a rectangular coordinate system giving linear state equations,. the 
measurements will of course be non-linear functions of the state var.iables. EKF 
is used to estimate the state variables and provide, via a prediction, linearization 
of the .next measurement vector. Gholson and Moose60 suggest that such systems 
work well until the target makes a sudden change in its trajectory when the 
position and velocity estimates diverge from the true values. This can lead to bias 
errors or complete filter divergence. They go on to give two adaptive approaches 
to solve this tracking problem which is frequently applied to air targets for gun 
sighting. In such situations the sampling rate needs to be rapid and Baheti61 has 
devised a method to reduce the number of calculations in a Kalman tracking filter 
bv a factor of four. 
7· DISCUSSI·ON. From the numerous references quoted it would appear that 
the linear Kalman filter theor~· alone has little practical use in marine navigation. 
This is largely due to the filter mathematical model. The model coefficients need 
to be evaluated independently for the particular vessel on which it is to be 
installed and ideallv the model should be linear. In the real-world marine vehicles 
J 
are very non-linear in their behaviour. Many authors overcome this problem by 
using EKF as described. Another approach62 is to assume the course and speed of 
the vessel are constant during each sample period. In both cases discrete 
transitions need to be recalculated frequently, and may therefore require a very 
powerful microprocessor for on-line use. Kalman theory also suggests that both 
disturbance and measurement noises are white with zero means. In practice, 
wind and tide may have random var:iations superimposed on changing values, 
suggesting that the exact values may not exactly model the disturbances. As far 
as measurement noise is concerned the system will require knowledge of the 
random errors, which are assumed Gaussian. These can either be calculated 
continuously, or the operator may wish to enter figures given in the 
manufacturer's literature. In either case the error model may not be a realistic 
representation of the true errors. 
Another critical factor in the design of an optimal filter is the modellin~ of the 
marine vehicle used, which can take the form given in Burns et al. 3 Two 
methods have been suggested for obtaining the coefficients required, full-scale 
trials and model tests in both towing tanks and wind tunnels. These are expensi.ve 
processes and may still not give accurate results for all situations, for example the 
coefficients will change with factors such as vessel· speed, depth under the keel 
and draught of the vessel. Much work remains to be done in connection with the 
mathematical model either by direct measurement of a vessel's parameters using 
system identification, as suggested by Abkowit7.,H or by a simplified series of 
open-loop tests that could be undertaken with a minimum disruption to a ship's 
normal role. Also the disturbance conditions, as has already been mentioned, ma~· 
change quite rapid)~·, for instance in the approaches to a port, when the highest 
degree of accuracy of position and velocity is expected. 
It would seem then that although Kalman filtering is used extensively in the 
avionics industry, it is not easily adaptable to the marine industr~·, with the 
exception of specialized branches where perhaps accurate short range navigation 
aids or expensive inertial systems are available. With the advent of GPS we should 
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be looking forward to its integration with existing systems and combining the 
result with information from other sensors on' the \'essel and the mathematical 
model, but how many of the existing aids will: be maintained once GPS is in full 
operation? 
8. coN cL us 1 oN s. The ultimate aim must be to produce a system to take a 
ship to its destination automatically along a predetermined track avoiding both 
moving and stationary obstacles in its path. A recent report in a UK neY.'spaper 
has suggested that in Japan progress is being made in this area with one vessel 
making a 2 day voyage unmanncd. In the United Kingdom an optimal control 
theory for track keeping has been developed and tested ,65 although some 
difficulty was found with establishing the optimal control coefficients. These can 
be derived from the coefficients obtained for the mathematical model employed 
within the filter, or by continuing work on an adaptive controller. With regard 
to coli is ion avoidance, the detection and tracking of targets has been discussed 
and these are, for marine vehicles, currently displayed on their ARP.-\ equipment. 
However, regulations need to be observed and an automatic system must ensure 
that the International Regulations for the Prevention of Collisions at Sea are 
complied with, so that the vessel is navigated safely avoiding all hazards. From 
original work by Davis ec al. ,60 who conducted computer simulations of a 
collision avoidance system for up to five vessels and included land masses, Colley 
ec a/. 67 have simulated the traffic flow over a 24-hour period in the DO\·er 
Strait. The simulation includes land masses and depth contouring in order that 
each vessel can route itself to its destination, while, at the same time, automatic 
collision avoidance is applied to every vessel. The result is compared with a 
typical plot over the same period taken from a land-based radar. Consideration 
must also be given to unusual circumstances such as the vessel which stands on 
when she should give way. This has led to consideration of the use of artificial 
intelligence techniques by Blackwell ec a/. 68 and Smeaton ec a/. 69 This suggests 
that there is scqpe for further work, not only on independent problems, but also 
in bringing together the areas of system identification, state estimation, optimal 
control and collision avoidance as applied to marine vehicles, with perhaps an 
increased awareness of modern control, and guidance methods by ship operators 
and navigators. 
The requirement for further work in high accuracy position fixing is 
highlighted in a recent ( 1984) UK Department of Transport report of the collision 
between the car ferries European Gatewa:· and Speedlink Vanguard off Harwich, 
UK in December 198 2, when each master believed that the other would alter 
course to let him past. The report states, 'lt is our belief that this collision 
occurred because of a degree of over-complacency, on the bridge of both vessels, 
in the performance of what may have appeared routine and unexacting 
navigation.' If the European Gateway had been in the correct position in the 
deep-water channel such a collision might not have happened. The authors 
belie\·e that further work in the use of Kalman filter techniques will lead to 
improved accuracy of the navigation system to ensure that each and ever~· vessel 
is in the correct position at the right time. The importance of automatic collision 
'
0
avoidance is illustrated by anothe~ example70 concerning a collision on the night 
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of 31 August 1 986 between the •bulk carrier Petr Vasev (. 186o4 grt)., entering the 
port of Novorossiysk, and passenger vessel Admiral Nakhimov ( 1 70 B gr.t) .• leaving 
the por:t. Both were owned by ·the Black Sea Shipping company and captained ~by 
experienced qualified mariners. They agreed,. while about 7 miles apart, and 
thr;ough .a shore-based radio station that the Vasev would give way, although it was 
the ,ll;'akhimov's duty to do so. With about 2 miles between them, the Vaser, 
car!'ying ARPA, considered the situation safe in spite of the frequent 
communications from the :Vakhimor requesting assurance that the~· would be 
gi.ving way. Finally, the master of the Nakhimor could wait no longer and altered 
course, applying 2o 0 rudder in small steps over some 4 minutes, contrary to 
regulations which state 'a succession of.small alterations to course and/or speed 
should be avoided'. The master of the Vaser remained glued to his radar, making 
his contemplated alteration to half speed at about the time that the .\'akhimor 
a,pplied helm. He did not see the other vessel alter course until it was too late. 
Both masters were held to be at fault, initially for ignoring regulations, and then, 
when the Sakhimov finally applied helm, it should• have been one large alteration 
of course. The master of the Vasev could not combine what he saw on his radar 
display with reality. 
The authors believe that further work in the use of Kalman filtering will lead 
to improved accuracy of navigation s~·stems for both own-ship and in the tracking 
of target vessels. While in the field of modem marine operations there is a need 
to bring together the disciplines of computing, telecommunications, navigation, 
control engineering and artificial intelligence. Kalman filter theory has a role to 
play within this development area. 
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ABSTRACT 
one of the major problems that stands in the WIS'f 
of the fully automated ship is that of safe guidance 
in and out of port. This paper addresses the problem 
of ao.itom1tic. ouidance and rollision avoidance, and 
draws upon the-work undertaken over a number of years 
by the Ship Control Group at Plyorouth Polytechnic, 
U.K., in terms of simulation, prototype model testinq 
and full-scale system i.Jrplementat ion. 
Techniques to model and si.rl'ulate the dyna~~~ic 
behaviour of a surface vessel are presented, toqether 
with siJnulated and actual results of an optimal ship 
guidance system. The prOillem of coli is ion avoidance 
in port awroaches is tackled usinq an expert system. 
Simulaltion results from a prototype system are 
given. Finally, the paper considers the need for an 
expert controller to provide inteqrated autan~~tic 
guidance and collision a110idance. · 
INTROOUCTICN 
Althouqh overal·l standards of safety at sea are 
very qood, the approaches to a port, where traffic 
density is intense, ~.ay be coosidered a high risk 
area. It has been shown for example (Coldwell 1981! 
in the Hunf:)er Seaway, where there are lOO traffic 
IIOVI!IIents per day, that there is at least one 
collis1on or grounding per week. In addition, there 
is the human element to consider. It has been 
highlighted (Panel on l\1l!'an Error 1976! that 85 
percent of all marine roll isials and groundinqs are 
due to human error. 
This suggests that there is a need for autan~~tic 
guidance and collision avoidiance systerhs for marine 
vehicles in confined waters. As electronic 
MViqoation aids becane ron sq>l'listicated and on-
board CCX~p~ter systeii'S become roore available, the 
concept of the fully &Otomatic ship becomes a 
tangible reality, and it is predicted that above 50 
percent of the wor Jd' s shipping will be fully 
automated by the turn of the century. 
~ work presented in this paper is roncerned 
with the si.m.Jlatioo of a marine guidance and 
collision avoidance systl!ll'. A ship is considered to 
bP a multivariable sys.te"' that 1!8Y be controlled by 
formulat1nq an optimal policy that seet<s to maximise 
the return fran the system tor a minimum COBt. The 
optilMol guidance system therefore controls 
simultaneously the positim, heading and speed of the 
vessel. In addition, a rule-based expert system is 
simulated to handle sensory data inp.ot, and to make 
collision avoidance decisions based upon the 
International Regulations for preventinq Collisions 
at Sea (1981 l. 
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All movinq rigid bodies cootain six degrees of 
freedan. In this paper the ship is considl.red to be 
a rigid body .with three degrees of freedan, namely 
surge, sway and yaw. Ship moticns in heave, pitch and 
roll are considered 'SITIIH eno1J911 to be neqlected. It 
IS convenient to describe the lll)tion in tef116 of a 
mcvinq system of axes coincident with the mass centre 
of the hull, Which gives rise to an D.llerian set of 
equations of mot ioo. 
It is necessary to obtain the hydrodynamic surge 
and sway forces together with the yaw rrarents act inq 
on the hull. These may be ccnsidered as functions 
of: 
(i) Properties of the ship e.g. length and hull 
geanetry. 
(iil Properties of motion e.g. velocity. 
(iiil Properties of the fluid e.g. density of sea 
water. 
These may be reduced to a useful matherrat ical 
forrr by the use of Taylor • s expansion for a function 
of several variabll!!' (Abkowit:i i964l. It has been 
shown (Bums et al. 1985) that taking only the linear 
tefll6 !r0111 the expansioo is insufficient to define 
the ship accurately. Non-linear terms that give rise 
to more than 10\ of the global force or mcment were 
considered of major iorportance, and included in the 
equation set. 
~ state vector z(tl chosen to represent the 
vessel contains the following state variables: 
1. Actual rudder AJ'o9le 
2. Actual enqine spHd 
3. forward posit ion 
4. Forward Yelocity 
5. Lateral position 
6. Lateral velocity 
7 .. Headinq 
8. Yaw rate 
The forcing vector u(t) contains the !ollowinq 
variables: 
a . Demanded rudder 4n9l e 
b . Oe!llanded eno; ine speed 
c . Carp:>ner~t of current speed in surge 
direction 
d. C~ent of current s~ in sway direction 
e. CCI!flDnent of wind speed in surge direct ion 
f. Carponent of wind s~ in sway direct ion 
!'ran theM eight statu a wt of first-orc»r 
differential equations can be ueed to define tJw 
ahip. 
x(t) • F(t)X(t) + G(t)u{t) ( l) 
It 
control 
forcing 
ia convenient to partition G matrix into the 
forcin9 f~ctiona G and the disturbance 
functiona Go. c 
• x(t) • l'(t)xlt) + Gc{t)u (t) + Goltlw(tl 121 
Th~ correspondin9 discrete time solution ia: 
x(k+ll • A(k,k+l)x(k) + Blk,k+llulkl + C(k,k+l)w(k) 
( 3) 
Equation I 3) ray be used in a rec\lcsive IW\I'll!c 
to siJnulate the pa.ssaqe of a vesul when the control 
vector ulkl and the disturbanc:e vector w(k) are 
known. 
Figure 1 shows a turning circle simulation of a 
fast cargo ship of displacement 17 ,lOO tcnnes. In 
the si.Jrulation the speed of •R>roach is 15 knots and 
20 degrees of starboard rudder has been afPlied. 
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Figure 1 
'1\Jrning Circle - fast cargo Ship 
THE SHIP GUIDANCE ~I:D! 
MultivariAble Control 
'nle quidan~ of a ship into the afProaches to a 
port is a multivariable cont rol problem. 
'nle deviation fran the desired position, course 
and speed, as s.hom in F'igure 2 JTUSt be corrected for 
by operation of the cudder(s) and IIIAin engine(s), A 
f~~ure of an optirrel system is that it will Sftk to 
nun:unize a global par all'etec J, called the cost 
!uncticn or perfocJMnCe index. This la bued up::~~ 
the SU~~Mtion of the weicj\ted ecrou owe sane tU. 
inter"~al, a.t, the t iJne to c:arplete Uw pilotaqe 
phaM of the voyage. In addition to ainilllizinq tJw 
errors in the output parueters, the opti~~al 
controller att~s to mni.Jiize alao the control 
effort, i.e. to keep to a ainin.un tJw rudder and 
enqine activity. 'The a.t !W!Cticn t. usually stated 
in the following quadratic te~: 
J
tl 
J • {lx-r)T Olx-r)+uTRu} dt 
to 
{4) 
0 and R are usually diaqonal matrices and the 
values of the iooividual elerents reflect the 
ill'p)ctance of the paraneter being cootrolled. For 
example, in a track changing manoeuvr~, large course 
errors will be incurred. If the tradt-k~inq 
elements in the 0 matrix are ~ighted more heavily 
than the course- keeping teCli'S, then the majority of 
the control effort will be expended in reducinq the 
tract error, at the expenu of the course deviation. 
f'iq\Jre 2 
The ~ltivariable Control Problem 
Figure 3 shows a simulation of a full-size car 
ferry in the afProaches to Pl}'II'OUth. Here , the 
track-keeping is mo&t heavily weighted, followed by 
the heading and forward speed. If the reduction in 
for'olard speed <klring A tight manoeuvre can be 
tolerated, the speed ccntrol loop may be dispensed 
with altogether. 
Fiqur' 3 
£a'!pJte r SiJTU lat ion - Approaches to Pl)'IIO.lt.h 
Measurement and State Est illlat ion 
In Figure 3 it is assuned that all the state 
variables can be measured with CQI1'lete accuracy. 
All navigational instrU~Tents contain IT'I!!asurenwmt 
!rrora and a best est i mate can be obtained by 
~corpor at inq a m in i11t.~r.~ variance or l<al.man- &lcy 
f1ltec . These have been developed extensively for 
a~eros~, and latt erl y marine navi 94t ion (Dove et 
al. 1985 l 
The Kalman f i lter 1S a recurs1ve COTiplltat i onal 
aJ qor i thm wh~ch 1o0rks i n a predictor~or rector 
11~r . The current best est imate of the state vector 
X(k) is us.t-d to dr ive Ule !Mthemat i cal l!Odel of the 
ship in rea l t ilne t o predict the state of the vessel 
at time lk+ll, The predict. i rns are carpared with the 
measurements and ITI.Jltiplied by the KaliMll gain matrix 
to obtain the best estinte x(k+ll, 
In determi ning the value of the 94in lllltrix, 
consider at ion has to be gi ven to IT'I!!asurement errors. 
'n'lese are assumed to be rarmn with a Gaussian 
distr i bution, and are stated in terms of a C'<r 
var i ance matrix. 
Fiqure 4 sho'ws the silrulat i on of a typical 
passaqe into t.he port und!r night - time condit i c:ns . 
'nle aimJlation assul'l!!s that po6itional data is being 
recei ved from a Decca Navigator using a standard 
deviation of 200 m. It is seen that the true and 
filtered trac ks are almost coincident . 
THE COU.ISI~ AVOI DANCE ~l.DI 
. A. rule- based approach is an essent i al pre-
requalte to t he task of collision avoidance at sea, 
whether or nc;>t carp.Jter s are invol wd in Ule process. 
At first s 1 ght, it might seem that a s iJrllle 
p~ocedural applicat i on of a standard set of rul es, 
Wlth . co~ent act i ons, would cover all 
r~urerrents; i ndeed, all Nriners ace expected to 
ablC5e by JUSt such a set of rules . 
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Such a procedural approach has ~n used rost 
effect i vely in computer simulation of ~ioe traffic 
flow and collision avoidana. (COlley et al. 19841 
The effects of chanqes (e.g. in traffic vol\.111!) in 
high-density traffic lanes have been highlighted by 
such 1 lrodel, ard the tecmique has also been used to 
good effect in training mariners. However, this 
a~roach talles no account of the need for experience 
and canron sense i n aplyl.Ilq these rules and, as such, 
IS not a practical option in real-world situations. 
-~ International Regulations for Preventing 
Col l 1s1ons at Sea, although quite specific as far as 
~ . 90, do not in then'6elves give ri90rous 
dehn1t1c:ns of preconditions and coosequent actions. 
rt u left to Ule llllcioer to decide such details as 
tUning, clearances, and suitable course alterations· 
such discretion c~ with years of accurulated 
experi~ and wisdan. O'le must also consider 'non-
standard· situations, particularly t.hose involving 
rore than two wsaela which could not a.ll be 
adequately cowred by any reasonable reference ~ide. 
~lear ly, it ia possibl e to provide • rJles of 
tllll!t> for spK'ifi c types of situation, and to add 
suppl enent.try rules for var i ations in these 
situations. Such 1 rule structure would be founded 
on the · previously ment i oned ant i -collision 
requ lat ions, 1o0uld incorporate the accurrulated wisdan 
ot expert mar i ners ard would, p resumably, also be 
ta ilor~ to reflect Ule respa15e characterist i cs of 
the system operating t hat rule structure - speed of 
response, br~dth of i nformation availabl e to the 
system and poss i ble consequence of m is jud9ei!Jent 
(cat f i det'IC1! li llli ts J • 
AA expert system as descr i bed would requ i re 
acces3 to two types of information, stat i c and 
dynamic. Static i nformation relates to fixed 
character i stics of Ule wssel - l ength, beam, maxirrum 
speed, mi nii!UIII turning cir cle, saf e cleari ng 
di stance, and a variety of t echnical data (sore 
possi bly specific to current VC7fa<Je). Oyna.mic 
inforNtion, to be cCJ'\atantly upd.lted, would include 
such conaic»ratiooa aa C\lrrent spMd llld course, plu. 
cS.u on position, sp-ed And course of any potential 
hu.arda in the vicinity. Such. inforNtion JI'USt, by 
ita natun, be i'"""'t to the system directly via a 
range of sensors, includinq such instrumentation u 
radar. 
5\lch an intelliqent responae ayatem should be 
capable of evaluatin9 an encounter be~n two or 
rrore veeaeb fr0111 the a~int of an experienced 
mariner, and takinq (or advisinql appropriate .ctioo. 
<:n being PfOVided With the information OOCNlly 
available on the bridge of a well-equipped ship, this 
system should be capable of: 
(a) Recognising an encounter (potential hazard) 
situation ln good time; 
(b) Ident ifyinq the type of encounter and the 
status of one's own vessel (own-shipl in 
that encounter, according to the 
International Requlations for Preventing 
Collisioos at Sea - such st.lltus ~ld 
normally be either 'stand~· (having riqht 
of ..,ay) or · gi v~way' , accordinq to one· s 
pl&ition relative to the other Yessel 
(subject to types of vessel involved, 
fishing ~ssels and ~p-<!rai)C3ht vessels 
having right of Wlf/ in rr.lfliY cir~ta.nc:es); 
(cl O'-roo6inq a coorse of action which calt>ines 
a sensible safety margin ..,ith t.he least 
practicable inconvenience (where orom-ship 
is judqed to be stand-oo, this will -
initially at least - mean no alteratlon of 
course); . 
(dl Maintalninq a watching brief on the other 
vessel(s) in the encounter, and beinq ready 
to take avo1dinq action if necessary, 
shouJ d the situation change - it is not 
unknown for 'rogu.· vessels to disreqard 
tlle reoqulat iCIIS and plough st ra iqht on when 
they should give way, or e~n to turn into 
danqer. 
COLLISIGI A~IIWCE SI~TI(lol 
'11'1e siii'Ulat ion package in current use is ~t the 
'second prototype· stage. The package Catt>nses a 
silftllator IT'Odule, drivinq each of two vessels (own-
ship and hazard vessel) independently on the 
knowledge bases for each of the two vessels. At 20 
second intervals, ship tiJne (ailllllated by 1/ 2 second 
intervals in real tine) the following sequence is 
carried out: 
(a) 
(b) 
(c) 
Certain minilral infonnat ion, as would be 
available via instrumentation (speed, 
course relative position) is communicated 
from the knC'iledge base of each ship to the 
knowledqe base of the other: 
'11'le expert system rodule considers the 
C\lrrent state of each vessel irxlependently, 
setting status irxlicators for ~equent 
action, to be carried out by the siJN.lator 
IT'Odule; 
The simulator module updates the position, 
speed, and coorse information for each 
vessel in turn, with due reqard for the 
• recannendaticns • of the expert system with 
respect to that vessel: 
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(d) 'the .creen display ia updated to show the 
new current aituation. 
n.e fiut prototype (Blaclc-olell et &1. 1987) 
a:ntAined the dec isi oo-11lak inq logic for the expert 
IY•te• IIICOlle in such a foc111 that the rules wre 
'hard-vired' into the proqum cOO.. ~ilst adfquate 
for An initiAl test-bed, this approach -.ea unaJited 
to a flexible, expandin9 rule base u enviNqed At 
the out.Mt of thia paper. '1he aeccnd prototype 
incorporAtes a ca~tent-free 'inference • tnl)ine' 
actia~ing a Mt of rulea lolhic:h for• a dedaion 
network·- see Fi9-1re 5. '11'1ese rulesueheldu a 
set of nodea, or objects, each ~risi.nq • aUf>le 
boolean decision fWlct.ion, pointers to two other 
nodPs, and six other relevant paranteu defininq 
consequent action. 'l1'le most significant of these a~e 
the two flags, a'le for each of the ·child nodes , 
indicati..nq -.nether that node is to be ~ioned 
irmediately or at the next time-step (:Ohd and 
dotted lines respectively in Fi9-1re SI. nus !OCJI of 
structure al10o1s for the inference/decision netwrk 
to be expanded and enriched to any deqree of 
sophistication. A silrple extension will also peCliUt 
'backtracking' to explain the decision pr~ss .a~ ~ 
staqe, and parallel processing is a clear possib1l1ty 
withOut ~~~ajor changes. 
COLLISION AVOIDANCE - DECISION NETWORK 
ltt. ltt. 
Figure S 
OOtLI§IGI A~I!W'CE - DEX:ISI(lol Nm<>RP: 
As outlined in the previous sectia~, the 
prototype package dri~s two siltulated vessels, each 
with its CMl operational parameters, illd each 
(independently) subject to the s.me expert syst~ 
rroille. As a ccnsequence, both ~ssels act 1n 
accordance with the anti-collisioo regulations, and 
there is no likelihcxxl of one vessel having to take 
evasive action at a late stage to deal with non-
co-operation by the other. In the near future, it is 
intended to II'Cidel the two ships on separate 
ca~p.~ters, interactinq via a c:amunicatia'IS link; an 
additional feature of such a system would be the 
provision of A manual override on ooe of the shipe -
the hazard - to enable testing of an extension of the 
rule base to handle ·rogue' behaviour. 
l. 
2. 
Identifying the presence of a potential 
haucd, and aueaai.nq the degrH ot threat 
in tern of expected t iJM to in!r inqenent 
of the domain - thi• time factor ia central 
to the deciaion on Yhen to talte avoiding 
action, if ~SNry. 
I dent ifyinq tt. type of encounter, 
incJudinq HYeral vacianta in a<:rre cues 
(the primacy types of encounter ~ill9 hHd-
on, ccouinq and ovectaldfl9), and f1Jin9 
the statua of CMl-ship and the perceived 
status of hazard-ship in the encounter. 
3. Neqot iat i09 the stages of the encounter 
with due regard foe appropriate safet; 
margins . 
Fiquce 6 shows a car,>leted head-on encounter. 
Note that the status of own-ship is known in detail 
but hazard ship is known only to be chanqifl9 cour~.' 
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Fi~ce 6 
Exanple of a C?Tpleted Head-on Encounter 
Figure 7 sho'ols an oYertakinq manoeuvre when CMl-
ship 1s to starboard of hazard vessel. Here own ship 
turns starboard on the sane heading, but parallel 
track of the hazard ship, and then turns to port on 
original cour~. ~~s1ng ahead of hazard vessel. 
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.a.NALYSl S OF Sli'IJLATI 00 RESULTS 
The effectiveness of the present rule structure 
has been eYaluated 'r:lj • I!Ultiple run of 500 simJlated 
encounters. The result• of this exercise are shown 
in the bee chart in Fiqure 8. 
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l'igure 8 
Canpac i son of CP~·s for a Randan Sanple 
of SOO Encounters 
c.u. 
11.1. 1 
The results of this multiple simulation 
illustrate that, in the large majority of cases, 
potenti•l domain vi olations were avoided by the 
expect systesn invdt i.nq appropriate collision 
avoidance strat@9ies; rroreover, the !MtlOe\lvres 
1nvolved did not, in the main, involw excessive 
axase alterations - closest point of approach (CP~) 
separations foe these manoeuvres are clearly bunched 
;ust outside the danain boundary. However, a small 
nl.ll!tler of the encoonters still show CP~ • s within the 
danain boundary - this is clearly unacceptable . 'n)e 
reasons foe this are considered to be threefold: 
l. "nle rule bue in the initial expert tyat• 
I!IJdule wu shown to hotve certain · blind 
.pou', in which each voeuel usesaed the 
other u the 9i ve-.,.y waeel, and the 
required avoidance action 'oiU not taken; 
2. In uai1"19 a hirly eiq>le mc:xlel foe 
qeneration of si.Jrllaud voeaaela, sore 
realicn ~ lc.t - veeael..l With unlikely 
cartlinatioo. of character iatia were 
invol Yed in a ~r of the oft ending 
encounteu; 
3. ~ snall ni.IITber of the~ si.Jnulationa 
highl ighted the need for an increa&ed level 
of sophistication in the strateqy for 
recognising and handlil"'9 encounter 
si tuat iona. Specifically, the f ixed loot-
ahead, used to assess the tine to initiate 
avoidance manoeuvres, appeared i nadequate 
in certain cases; an ongoing look-ahead, 
extrapolating at regular intervals from 
current status, seemed indicated to ensure 
act ion <lt the opt i.srum t iJne. ntia is 
considered to be the li'OSt illlX)rtant 
develOf.iftnt to arise frCJ!l the rultiple 
sinulation exercise, and vill fonn a 
central feature of future developments . 
~t present, the collision avoidance system 
descr i bed in this paper <lets as an expert advisor . 
"nle next stage of develc~mmt is to linlt the gu idance 
and collision avoidance systems together to fonn an 
expert controller. "nle advent of such systt!!!$ should 
be viewed alonq-side recent advances in VesHl 
Traffic Systel!1> (VI'S), Discussicns in the 
International Mar it.iJne Organisation I Il1) l and the 
ruropean Econanic CCJ111\.11Uty IEEX:l have cootributed to 
a global dial~e on the future aizr.s and objectives 
of VTS. 
'nle challenge facing the III&Citine world over 
the next decade will be the ~lementation of lfi'S in 
<~11 major port.s, uei09 advanced surYeillance and 
camunication techniques, together vith shi~rne 
autanatie guidanoe arl:l collisioo avoidance aystesrw. 
SUch systems wil l increase the efficiency of port 
operation and at the ~ tine int>rove safety levels, 
particularly i n poor weather conditions. 
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~tricee and_y_~r~ 
A Discrete State Tranaition Matrix 
8 Diecrete Control Matrix 
c Diecrete Dieturbanoe Matrix 
r Cont inucue Tiae 5ylta Matrix 
G,Gc~ ContinuoJa TiN Poreing Katricee 
Q State Error Weightin9 Matrix 
R Control Wei9hting Katrix 
r Desired Stae Vector 
u Control Vector 
w Disturbance Vector 
x Ship Related State Vector 
Cost FUnction or PerforrMOCe Index 
Int~r Counter 
Continuous T!R 
Initial and Final Times 
Actual and Desired Forward Velocity 
Earth Co-ordinate System 
Couree Error 
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