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ABSTRACT 
 
Capturing the physics of thin underflows in hydrodynamic models is a challenge when modeling 
large-scale environmental systems, as the computational time associated with the use of fine vertical 
grid resolution often leads to under-resolution of gravity currents.  In the present work, the impact of 
vertical grid resolution on both hydraulic and transport phenomena in the sigma coordinate model 
EFDC are examined.  Vertical grid resolution is varied in simulations of a 2D gravity current in a 
basin scaled on a shallow bay, Corpus Christi Bay in Texas, USA, that is affected by the adjacent 
hypersaline Oso Bay.  The simulations are run with and without a turbulence closure in order to 
quantify numerical and modeled entrainment.  Entrainment rates and Froude Numbers are compared 
at different vertical grid resolutions, and the range of resolution over which results are not grid 
dependent is identified.  A minimum resolution for accurate gravity current modeling is 
recommended for future gravity current modeling in EFDC. 
 
 
1. INTRODUCTION 
 
Gravity currents are ubiquitous in the environment.  In water bodies such as bays and estuaries, they 
form due to horizontal density gradients caused by inflows or differential heating, cooling, or 
evaporation.  Depending on the relative scales of other forces in the fluid system, these gravity-
driven flows can impact the transport and fate of water quality constituents.  In the case of Corpus 
Christi Bay, Texas, USA, the stratification resulting from a dense hypersaline underflow from the 
adjacent Oso Bay may be contributing to episodic hypoxia in bottom waters.  Dissolved oxygen has 
been correlated to hypersaline water in the region of the bay where the hypoxia is occurring (Ritter 
and Montagna, 1999).  It is possible that the density stratification of the gravity current prevents 
wind and tidal currents from mixing the water column, forcings that otherwise allow oxygen-
depleted bottom waters to equilibrate with the atmosphere.  In an effort to examine the cause and 
extent of the hypoxic events in Corpus Christi Bay, accurately capturing the gravity current in a 
model may be critical.   
Modeling environmental water bodies requires representing forces of varied scales.  Because 
of competing requirements for computational power, providing sufficient resolution for a density 
current of an unknown scale is difficult.  The stair-step topography in z-coordinate models has been 
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shown to lead to artificial entrainment in Ezer and Mellor (2004) and Winton et al (1998).  While 
sigma coordinate grids do not pose this problem, the effects of insufficient vertical resolution in a 
sigma coordinate model have not yet been quantified.  As we show in this paper, sigma coordinate 
models require fine grid resolution in order to accurately represent underflows. 
The present work is an examination of the impact of vertical grid resolution on modeled 
gravity current properties in a sigma-coordinate model, the Environmental Fluid Dynamics 
Computer Code (EFDC) of Hamrick (1992).  EFDC solves the free surface, hydrostatic, Reynolds 
averaged equations of motion for a variable density fluid using a Cartesian or curvilinear orthogonal 
horizontal grid and a sigma-coordinate vertical grid.  In this paper, we explore the grid resolution 
required in EFDC to capture gravity current motions in an idealized basin with scales based on 
Corpus Christi Bay and the underflow from Oso Bay.   
Representation of the gravity current’s properties is quantified using two parameters: the 
densimetric Froude Number and the numerical entrainment rate.  The Froude number, as a balance 
between the gravity current velocity and the internal wave speed of the gravity current, characterizes 
the hydraulics of the underflow.  A comparison of the Froude number as a function of vertical grid 
resolution shows how the modeled hydraulics of the gravity current are altered by grid selection. To 
examine transport, the numerical entrainment rate is assessed as a function of vertical grid resolution 
in this work.  A range of vertical grid resolution over which numerical entrainment is at least an 
order of magnitude smaller than the modeled entrainment rate is identified. 
 
2. BASIN CHARACTERISTICS AND COMPUTATIONAL SPACE 
 
The basin used for the present analysis in is depicted in Figure 1.  The basin is uniform in the y-
direction, so that we can treat the basin as 2-D.  The depth at the shallow end in the figure (boundary 
A) is 10 m.  Boundary A is also where the gravity current enters the computational space.  The basin 
has a uniform slope of 0.5% (1/200) in the x-direction, as compared to the 0.6% slope of Corpus 
Christi Bay.     After a distance of 3.5 km from the source boundary, the basin jumps to a depth of 
50 m. The deep region of the basin stretches for a kilometer, followed by an open boundary at 
Boundary B.  This is done to avoid complications of boundary effects on the current.  
 
 
Figure 1 The x-z plane view of the basin simulated. 
 
To focus on effects of vertical grid resolution, we have applied a well-resolved horizontal grid 
using ∆x = 50 m for all simulations.  For the vertical grid spacing (∆z), the thickness of each layer is 
specified as a fraction of the total depth (∆z*), so that the absolute thickness of each layer increases 
moving down slope.  The non-dimensional ∆z* is related to the dimensional ∆z by: 
 
 z(x, z)z*(z)
H(x)
∆∆ =  (18) 
 
A 
B 
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where H(x) is the total water depth.  The tests presented here have a ∆z* range from 0.001 to 0.2.  
For ∆z* greater than 0.02, the vertical grid resolution is constant throughout the depth of the basin.  
In cases where ∆z* is very small and many layers would be required to maintain a uniform grid 
resolution for the entire depth of the basin, we maintain a uniformly refined grid only in the region 
of the underflow and increase the fractional depth by 10% per layer thereafter.  We do this to 
minimize computational costs.   
The initial salinity in the basin is set to zero.  The saline underflow has an inflow salinity of 15 
practical salinity units (psu), which is the same order as the density anomaly between Corpus Christi 
Bay and hypersaline Oso Bay.  The inflow velocity of the underflow is 7.5 cm/s in the bottom meter 
of boundary A in Figure 1.  This inflow condition was selected based on scales taken from 
experimental results presented in Ellison and Turner (1959).  Coincidentally, scales observed at the 
nexus of Oso Bay and Corpus Christi Bay (Furnans, 2005; unpublished data) are on the same order 
of magnitude.  For each model test case, the underflow is simulated for at least 120 hours of real 
time, which is approximately thirty two times the time scale for the simulated gravity current to 
reach the outlet of our basin, based on the wave speed of the gravity current at Boundary A in Figure 
1.  For the bottom boundary, uniform bottom roughness height of one centimeter was used for all 
simulations.  We have no information from which to speculate a representative bottom roughness for 
Corpus Christi Bay, but we found that changes in this value within a reasonable amount did not 
significantly alter our results. 
2.1 Test Cases 
 
Simulations were conducted both with and without turbulence closure over a wide range of vertical 
grid resolutions  (Table 1).  The turbulence closure as coded in EFDC is the Mellor and Yamada 
(1982) level 2.5 closure, modified by Galperin et al. (1988).  The no turbulence model (NT) and 
Mellor-Yamada model (MY) results are used to evaluate the relationship between modeled diffusion 
and numerical diffusion at different grid resolutions.  As our focus is on resolving the underflow, the 
most useful grid metric is the number of cells in the underflow.  Because this number varies slightly 
with distance downslope (due to grid cell expansion and gravity current entrainment with distance 
downslope), the resolutions shown in the table are presented as ranges instead of numbers in some 
cases.   
 
Table 1  Summary of vertical grid resolutions for simulations. NT indicates no turbulence model, 
MY indicates Mellor-Yamada level 2.5 turbulence closure. 
 
∆z/H NT MY Cells in 
Underflow 
0.001 X X 180 
0.002 X X 85 
0.005 X X 30 
0.008 X X 15-20 
0.02 X X 5-10 
0.04 X X 2-3 
0.1 X X <1 
0.2  X <1 
 
The grid resolutions used in our simulations vary from one hundred and eighty grid cells in the 
underflow to less than one.  For cases where resolution allows for less than one grid cell in the 
underflow, the bottom grid cell in the simulation is larger than the gravity current thickness.  While 
we do not realistically expect these test cases to reflect the physics of the gravity current, we include 
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them in this study because they are representative of vertical grid resolutions typical in engineering 
practice, where computational expense is a factor. 
 
4 RESULTS 
 
The impact of using different vertical grid resolutions for our simulations is demonstrated in Figure 
2.  The figure is composed of salinity and velocity profiles in the bottom 5 meters of the water 
column.  The profiles are taken from the middle of the computational domain, a distance of 1.725 
km from Boundary A in Figure 1.  Velocity and salinity values are non-dimensionalized by the 
maximum value in the given profile, i.e. the magnitudes of the salinities and velocities cannot be 
compared with each other among test cases based on the figure, only profile shapes.  The three test 
cases shown are representative of the eight test cases examined in this paper. 
 
 
 
Figure 2  Non-dimensionalized salinity and velocity profiles taken from test cases with different grid 
resolution. 
 
 From the figure we can see qualitatively that as resolution coarsens the dynamics of the 
gravity current are lost, both in terms of hydraulics and density transport.  The sharp density 
interface becomes stretched with poor grid resolution, and the location of both the maximum density 
gradient and the velocity maximum changes. 
 
4.1  Froude Number Analysis 
 
To examine the impacts of grid resolution on the gravity current hydraulics captured by the model, 
we compare the densimetric Froude Number resulting from our varied MY test cases: 
 
 
h'g
vFr
2
2 =  (1) 
 
where v is the depth-integrated velocity of the gravity current, h is the gravity current thickness, and 
g' is the depth-integrated density anomaly of the gravity current defined as: 
 
 g'g
amb
amb
ρ
ρρ −=  (2) 
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where ρamb is the ambient density and ρ is the density of the gravity current.  The terms in eq. (1) are 
calculated from the integrated velocity and salinity profiles as defined in Ellison and Turner (1959). 
A Froude Number is calculated at each horizontal grid cell along the slope, and the along-slope 
average is used for comparison among test cases (Figure 3).  Model results are analyzed from x-
locations along slope of 500 m to 3000 m to eliminate effects of the gravity current’s initial 
adjustment to steady state and final drop off from the sloping shelf (Figure 1).  From visual 
inspection (not shown), the initial/final flow effects are contained in the first and last 500 m of the 
shelf.  From Figure 3, the well-resolved test cases (more than 15 cells in the underflow) all have Fr2 
of approximately 0.4.  However, it appears that as resolution coarsens there is a threshold after 
which Fr2 changes with resolution.  We consider this threshold to be the minimum resolution for 
accurate gravity current modeling.  This value is at approximately fifteen grid cells within the 
underflow.  
 
 
 
Figure 3  Along-slope mean Densimetric Froude Number squared, plotted against vertical grid 
resolution. 
 
4.2 Numerical Entrainment 
 
Calculating the entrainment for both the NT and the MY cases provides a quantitative measure of 
numerical mixing.  Because the turbulence model is turned off in the NT case, all mixing should be 
due to molecular Brownian motion.  In our simulations the molecular diffusivity is set to 10-9 m2/s,  
and entrainment should be essentially zero.  Therefore, any entrainment calculated from the NT runs 
can be considered due to “background” numerical effects.  Arguably, numerical entrainment should 
be at least an order of magnitude below MY entrainment rates for the numerical error to be 
considered negligible.  Entrainment is calculated from the salinity profile using the method of 
Dallimore et al (2001): 
 
 
x
S
S
hE max
max ∂
∂
′
−=  (3) 
 
where Smax is the maximum salinity in the profile, maxS′ is the maximum salinity anomaly in the 
salinity profile, and h is the gravity current thickness.  Dallimore et al (2001) use eq. (3) to evaluate 
the entrainment rate for field data.   
With the exception of the most coarsely resolved tests, the turbulent entrainment rate is 
generally on the order of 10-4.  This rate is consistent with Dallimore et al (2001), who arrived at an 
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entrainment rate of the same order of magnitude for a gravity current in the field on a similar bed, 
with a slope of 1/300.   
 
 
 
Figure 4  Log-log plot of along-slope mean E vs. vertical grid resolution. 
 
 The NT entrainment rate in Figure 4 increases nearly logarithmically as resolution coarsens 
(i.e. the number of cells within underflow is reduced).  The data point for the finest resolution at 180 
grid cells in the underflow is not in the figure because its value is negative, indicating that numerical 
anti-diffusion in advection is the dominant error.  The anti-diffusion is order 10-7, which suggests 
that at this grid resolution the numerical entrainment rate has reached its minimum for the scheme.  
While finer resolutions were not tested, we can speculate that the entrainment rate at finer 
resolutions would continue to oscillate around zero within the order of 10-7. 
At the threshold of between ten and twenty grid cells within the underflow, the numerical 
entrainment rate reaches the same order of magnitude as the MY entrainment rate.  As the numerical 
entrainment rate increases (for fewer cells within the underflow), it begins to dominate the modeled 
entrainment rate at a grid resolution of five grid cells in the underflow.   
If we refer to the point at which the numerical entrainment approaches the order of magnitude 
of the modeled entrainment as the threshold for significant numerical effects, the implications of this 
study become clear.  We observe that this threshold, which appears between ten and twenty grid 
cells in the underflow, is at approximately the same range of resolution as the threshold for grid-
independent Froude Number representation.  Where both the hydraulics and the diffusion of scalars 
break down at the same level of resolution, we may conclude that when modeling gravity currents in 
aquatic systems, more than twenty grid cells are needed to capture the gravity current. 
 
5. CONCLUSION 
 
We have run several simulations of a gravity current flowing down a slight incline in a 2D basin.  
We varied only the vertical grid resolution and the turbulence settings; the flow conditions remained 
the same in all simulations.  All differences between simulation results were therefore a result of 
numerical effects, not changes in the physical phenomenon being studied.   
 We found that for the tests using the turbulence model, all tests with a grid resolution of 
twenty or more grid cells within the gravity current had very similar results in terms of Froude 
number and entrainment rate, implying that at these finer grid resolutions the modeled gravity 
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current flow is not a function of grid resolution.  However, tests with less than twenty grid cells in 
the underflow have Froude numbers and entrainment rates that vary with grid resolution.  In 
addition, background numerical effects become significant at this same threshold.   
 This threshold of resolution has implications for gravity current modeling.  Practical 
engineering models of a system such as Corpus Christi Bay might include no more than of ten or 
twenty grid cells in the entire water column.  For a system such as Corpus Christi Bay, this would be 
equivalent to the coarsest tests presented in our results.  The importance of vertical grid resolution 
for capturing gravity currents has been discussed in the literature with respect to z-coordinate 
models, but not for σ-coordinate models such as EFDC.   
It is also necessary to limit the implications of these results to the particular model used in our 
study, EFDC.  In addition, the simulations performed herein are limited in scope to scales of density 
anomaly, flow and bottom slopes based on Corpus Christi Bay, where the resulting gravity current is 
subcritical.  Further studies using other sigma coordinate models with turbulence closures other than 
Mellor-Yamada and scales that produce supercritical gravity currents would be helpful in making a 
more general conclusion regarding gravity current modeling in sigma coordinate models.  However, 
the results presented in this paper imply that care must be taken when modeling thin stratification in 
EFDC, and possibly in other sigma-coordinate models, as well. 
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