We introduce a new framework for estimating the support size of an unknown distribution which improves upon known approximation-based techniques. Our main contributions include describing a rigorous new weighted Chebyshev polynomial approximation method and introducing regularization terms into the problem formulation that provably improve the performance of stateof-the-art approximation-based approaches. In particular, we present both theoretical and computer simulation results that illustrate the utility and performance improvements of our method. The theoretical analysis relies on jointly optimizing the bias and variance components of the risk, and combining new weighted minmax polynomial approximation techniques with discretized semi-infinite programming solvers. Such a setting allows for casting the estimation problem as a linear program (LP) with a small number of variables and constraints that may be solved as efficiently as the original Chebyshev approximation-based problem. The described approach also applies to the support coverage and entropy estimation problems. Our newly developed technique is tested on synthetic data and used to estimate the number of bacterial species in the human gut. On synthetic datasets, we observed up to five-fold improvements in the value of the worst-case risk. For the bioinformatics application, metagenomic data from the NIH Human Gut and the American Gut Microbiome was combined and processed to obtain lists of bacterial taxonomies. These were subsequently used to compute the bacterial species histograms and estimate the number of bacterial species in the human gut to roughly 2350, with the species being represented by trillions of cells. * Equal contribution 1 Department of ECE, UIUC. Correspondence to: I (Eli) Chien <ichien3@illinois.edu>, Olgica Milenkovic <milenkov@illinois.edu>.
Introduction
Estimating the support size of a discrete distribution is an important theoretical and data-driven problem (Fisher et al., 1943; Efron & Thisted, 1976) .
In computer science, this task frequently arises in largescale database mining and network monitoring, where the objective is to estimate the types of database entries or IP addresses from a limited number of observations (Raskhodnikova et al., 2009; Bar-Yossef et al., 2002; Charikar et al., 2000) . In machine learning, support estimation is used to bound the number of clusters in clustering problems arising in semi-supervised or active learning (Chien et al., 2018; Ashtiani et al., 2016; Chien et al., 2019) . In computational genomics and life sciences, estimating the support of a distribution is equivalent to estimating the number of species or cell types in a biosystem (Nelson et al., 2012; Tennessen et al., 2012; Keinan & Clark, 2012) .
The most challenging practical support estimation issues arise in the "small sample set" regime, in which one has insufficiently many observations for a largesupport distribution.
In such a setting, classical maximum likelihood frequency techniques are known to perform poorly (Orlitsky et al., 2003) .
It is for this parameter regime that the estimation problem has received significant attention from both the theoretical computer science and machine learning community and researchers from various computational data processing field (Acharya et al., 2011; Paninski, 2003; Bunge & Fitzpatrick, 1993; Bar-Yossef et al., 2001; Charikar et al., 2000; Batu et al., 2000) ).
Prior Work
Approaches to distribution estimation in the small sample regime may be roughly grouped into two categories (Valiant & Valiant, 2013; Wu & Yang, 2019; Acharya et al., 2017; Wu & Yang, 2018; Pavlichin et al., 2017; Han et al., 2018) .
The first line of work (Valiant & Valiant, 2013; Acharya et al., 2017; Pavlichin et al., 2017) makes use of the maximum likelihood principle. While (Acharya et al., 2017; Pavlichin et al., 2017) constructs estimators based on the Profile Maximum Likelihood (PML) (Orlitsky et al., 2004) , (Valiant & Valiant, 2013) focuses on Sequence Maximum Likelihood (SML) estimators (Aldrich et al., 1997) . The second line of work formulates the estimation problem as an approximation problem (Wu & Yang, 2019; Han et al., 2018) . In particular, (Wu & Yang, 2019) used shifted and scaled Chebyshev polynomials of the first kind to construct efficient estimators.
The main advantage of ML-based approaches is that they easily generalize to many other estimation tasks. For example, (Acharya et al., 2017) showed that one and the same method may be used for entropy estimation, support coverage and distance to uniformity analysis. On the other hand, approximation-based methods tend to be more problem specific, as is the case for support coverage estimation (Orlitsky et al., 2016) and entropy estimation (Wu & Yang, 2016) . The main advantage of approximation-based techniques is their computational efficiency, as they reduce to thresholding empirical counts. In contrast, ML-based methods usually require solving large optimization problems on the datasets or on the data histograms. To illustrate the point, the authors of (Wu & Yang, 2019 ) estimated the number of distinct words in the New York Times Corpus from 1987 until 2007. This dataset contains roughly 10 9 words, out of which 2 × 10 6 are distinct. Their estimator took less then 15 minutes to complete the task, while the ML-based estimator described in (Valiant & Valiant, 2013) took over 100 hours for one single year of data. One exception to the high-complexity ML rule is the work (Pavlichin et al., 2017) , where an approximation of the PML was used to significantly reduced the computational complexity of the estimator. Furthermore, within the reduced computational time window, the performance of the approximation-based estimator showed similar convergence rates as (Valiant & Valiant, 2013) .
Our contributions
In order to be guaranteed computational efficiency for the support estimation problem, we adopt an approximation approach first put forward in (Wu & Yang, 2019) . When the loss function is the normalized square loss, we prove that our estimator has strictly better worst case risk bounds compared to the estimators in (Wu & Yang, 2019) 1 . Also, as is the case for (Wu & Yang, 2019) , our method scales with large sample sizes. The main idea behind our approach is to formulate the support estimation problem as a regularized and weighted Chebyshev approximation problem (Mason & Handscomb, 2002) , in which the regularizer is derived from the variance of the estimator. Hence, intro-ducing the regularization term allows for joint optimization of the bias and the variance. This is in contrast with all currently known approaches that focus on minimizing the bias only, and subsequently choose the parameters of the estimators to account for the variance. We solve the regularized weighted Chebyshev approximation problem via its dual formulation, which takes the form of a semi-infinite program (SIP) (López & Still, 2007) . By making use of nontrivial results in weighted polynomial approximation theory (Lubinsky, 2007) , we demonstrate that the underlying SIP can be solved consistently and efficiently through discretization, resulting in a small Linear Program (LP). Interestingly, despite the fact that we also use an LP solver as was done in one of the best performing ML-based approaches (Valiant & Valiant, 2013) , our LP invokes only a fixed small number of variables and constraints. In contrast, the LP problem in (Valiant & Valiant, 2013) uses the entire histogram. From a practical point of view, we show through extensive simulations that our method indeed outperforms the estimator proposed in (Wu & Yang, 2019) with comparable running times. Moreover, our simulations also reveal that the proposed estimator outperform the low-complexity ML estimator described in (Pavlichin et al., 2017) .
Another advantage of our method is that it generalizes to other distribution-related estimation tasks such as support coverage (Orlitsky et al., 2016) , entropy estimation (Wu & Yang, 2016; Jiao et al., 2015) and the distinct elements problem (Wu & Yang, 2018) . This is due to the fact that our weighted version of the problem accounts for various scaling effects in the polynomial approximation framework. Due to the space limitations, we defer the analysis of these problems to a companion paper.
Outline
The paper is organized as follows. In Section 2, we introduce the relevant notation and the support estimation problem, and describe a class of estimators termed polynomial class estimators. The same section also provides a brief review of relevant results from (Wu & Yang, 2019) . In Section 3, we outline the bias analysis for polynomial class estimators and highlight the differences between our method and the method in (Wu & Yang, 2019) , and the additional technical challenges one needs to overcome when dealing with weighted minmax polynomial approximations. The same section contains our worst-case risk analysis. Section 4 is devoted to experimental verifications and testing, both on synthetically generated data and metagenomic data samples from the NIH Human Microbiome (Peterson et al., 2009) and American Gut Microbiome project (http://americangut.org/publications/).
Problem formulation and polynomial class estimators
Let P = (p 1 , p 2 , . . .) be a discrete distribution over some countable alphabet and let X 1 , . . . , X n be i.i.d. samples drawn according to the distribution P . The problem of interest is to estimate the support size, defined as S(P ) = i 1 {pi>0} . Henceforth, we use S instead of S(P ) to avoid notational clutter. We make the assumption that the minimum non-zero probability of the distribution P is greater than 1 k , for some k ∈ R + , i.e., inf{p ∈ P | p > 0} ≥ 1 k . Furthermore, we let D k denote the space of all probability distribution satisfying inf{p ∈ P | p > 0} ≥ 1 k . Clearly, S ≤ k, ∀P ∈ D k . A sufficient statistics for X 1 , . . . , X n is the empirical distribution (i.e., histogram) N = (N 1 , N 2 , . . .), where N i = n j=1 1 {Xj =i} and 1 A stands for the indicator function of the event A.
The focal point of our analysis is R * (k, n), the minmax risk under normalized squared loss, defined as
We seek a support estimatorŜ that minimizes
The first term within the supremum captures the expected bias of the estimatorŜ. The second term represents the variance of the estimatorŜ. Hence, "good" estimators are required to balance out the worst-case contributions of the bias and variance.
The Chebyshev polynomial of the first kind of degree L is defined as T L (x) = cos(L arccos(x)) = z L +z −L 2 , where z is the solution of the quadratic equation z + z −1 = 2x. From the definition, it is easy to see that the polynomial T L is bounded in the interval [−1, 1]. Chebyshev polynomials may be scaled and shifted to lie in an interval [l, r] not necessarily equal to [−1, 1],
Clearly, R L (0) = −1, andã 0 = −1. The coefficients in the above expansion may be found according tõ
The estimator used in (Wu & Yang, 2019) takes the form
The estimatorS is order-optimal in the exponent under the risk (1). Nevertheless, the estimatorS was constructed to minimize only the bias term for a given pair of parameters (c 0 , c 1 ) while ignoring a multiplicative exponential term. The parameters (c 0 , c 1 ) were subsequently set to c 0 ≈ 0.558 and c 1 = 0.5 in order to ensure provably good balance between the bias and variance of the estimator. Theorem 2.1 (Theorem 1 in (Wu & Yang, 2019) ). For all k, n ≥ 2, the optimal achievable risk 1 is bounded as
NoteS attains the upper bound, which has half the negative exponent value of the lower bound. Consequently,S may be improved by jointly optimizing the bias and variance term in the squared loss. This is accomplished by our proposed estimator that directly operates on the squared loss.
To this end, we define an extended class of polynomial based estimators as follows. Given a parameter L ∈ N, we say that an estimatorŜ is a polynomial class estimator with parameter L (i.e., a P oly(L) estimator) if it takes the formŜ = i g L (N i ), where g L is defined as
Here, a j ∈ R, and a 0 = −1, since this choice ensures that g L (0) = 0. One can associate an estimator S with its corresponding coefficients a, and define a family of estimators P oly(L) = a ∈ R L+1 |a 0 = −1 .
Clearly,S ∈ P oly(L), with corresponding coefficients a = arg min
Next, we show that the original minmax problem can be rewritten as a regularized exponentially weighted Chebyshev approximation problem. In order to solve this problem efficiently, one first needs to identify an adequate choice for the interval [l, r], which can be accomplished using sophisticated techniques from exponentially weighted Chebyshev approximations (Lubinsky, 2007) . Once a proper interval is identified, it is possible to efficiently determine the best coefficients a in the class P oly(L).
Estimator analysis
In order to jointly optimize the bias and variance term in the squared loss, we start by analyzing
where P L (λ, a) L l=0 a l λ l . Taking the supremum over D k we can bound the risk as
In the above inequality, we used the fact that S ≤ k and L l=0 e −λ a 2 l λ l l! > 0, for all λ > 0. Hence, the optimization problem at hand reads as
Problem (8) represents a regularized weighted Chebyshev approximation problem. If we ignore the first term in (8), the optimization problem becomes
The term e −λ P L (λ, a) corresponds to the bias of the estimator. It is straightforward to see that the optimal choice of a for the above problem is a solution of
Problem (9) is an exponential weighted Chebyshev approximation problem (Mason & Handscomb, 2002 ).
The first term 1 k L l=0 e −λ a 2 l λ l l! , which corresponds to the variance, may be written as
Clearly, ||.|| M(λ) is a valid norm, and consequently, the first term in (8) can be viewed as a regularizer.
Note that both problems (7) and (9) aim to minimize the bias term. However, simple algebra reveals that
where (10) is equivalent to (9), while (11) resembles problem (7), except for a different optimization interval used within the supremum. Optimizing (10) instead of (11) should give us a smaller bias as the exponential weight is inherent to the formulation. Note that the authors of (Wu & Yang, 2019 ) choose a shorter interval in (7) in order to decrease the contribution of the variance to the loss. The intuitive justification behind their reformulation was that for c 0 < c 1 , N i ≤ L = ⌊c 0 log k⌋ implies λ i = np i ≤ c 1 log k with high probability (Wu & Yang, 2019) . Nevertheless, a rigorous proof that the optimal value of the argument λ lies in the interval [ n k , c 1 log k] was not provided, and the chosen parameter values (c 0 , c 1 ) ≈ (0.558, 0.5) did not end up satisfying the constraint c 0 < c 1 . Furthermore, the interval [ n k , c 1 log(k)] shrinks as n increases, so that when n > c 1 k log k the problem (7) becomes ill-defined. For allowed parameter values, the modified bound in (11) was minimized with respect to the coefficients a, using the minmax property of Chebyshev polynomials (Timan, 2014; Mason & Handscomb, 2002) , resulting inã.
Let us now turn back to the solution of the minmax problem (8), denoted by a ⋆ . Clearly, using a ⋆ instead ofã is guaranteed to reduce the risk since a ⋆ jointly minimizes both contributing terms. Proposition 3.1. LetŜ ⋆ be the estimator associate with the coefficients a ⋆ optimizing (8). Whenever k log k ≪ n ≪ k log k, and k → ∞, the estimatorŜ ⋆ has a smaller worstcase risk bound thanS.
Proof. The proof follows directly from the fact that the upper bound of Theorem 2.1 is derived by upper bounding (8), pluggingã into the expression, and replacing e −λ by e − n k .
We remark that improving upper bounds does not establish improvements in the actual worst-case risk. Nevertheless, whenever faced with complicated analytical settings, comparisons of bounds may provide useful insights, and in our case, this insight is supported by strong simulation evidence.
3.1. Solving problem (8) To directly solve the optimization problem of interest, we turn to weighted Chebyshev approximations (Mason & Handscomb, 2002) and semi-infinite programing. Solving for a ⋆ directly appears to be difficult, so we instead resort to numerically solving the dual of problem (8) and proving that the numerical solution is asymptotically consistent.
The dual problem of (8) is of the form ( (Boyd & Vandenberghe, 2004) , Chapter 6.1)
Note that (12) is a semi-infinite programming problem.
There are many algorithms that can be used to numerically solve (12), such as the discretization method, and the central cutting plane, KKT reduction and SQP reduction methods (López & Still, 2007; Reemtsen & Görner, 1998) . For simplicity, we focus on the discretization method. For this purpose, we first form a grid of the interval [ n k , n] involving s points, denoted by Grid([ n k , n], s). Problem (12) may be viewed as an LP with infinitely many quadratic constraints, which is not solvable. Hence, instead of addressing (12), we focus on solving the relaxed problem min t,a1,...,aL
As will be discussed in greater detail in Section 3.2, the solution of the relaxed problem is asymptotically consistent with the solution of the original problem (i.e., as s goes to infinity, the optimal values of the objectives of the original and relaxed problem are equal). Problem (13) is an LP with a finite number of quadratic constraints that may be solved using standard optimization tools. Unfortunately, the number of constraints scales with the length of the grid interval, which in the case of interest is linear in n. This is an undesired feature of the approach, but it may be mitigated through the following analysis which demonstrates that a optimal solution of the problem may be found over an interval of length proportional to the significantly smaller value log k, where k log k n is the fundamental bound for support estimation.
Lemma 3.2. For any a ∈ P oly(L) and L = ⌊c 0 log k⌋, and c 0 = 0.558, let
Then, we have
Proof. To prove the result, we need to show that ∀λ ≥ 6.5L, ∂ ∂λ g(a, λ) < 0. The derivative of the first term in g equals
Clearly, the right hand side in the above expression is negative for all λ > L. The second term of the derivative equals
To analyze the two terms of the derivative, we introduce the vectors y, z, 1 and the diagonal matrix D according to
To show that ∂ ∂λ g(a, λ) < 0 for all polynomials of degree L whenever λ > CL, we show that the matrix e λ k D + (1z T + z1 T ) is negative-definite whenever λ > CL, for some constant C > 0. It suffices to show that the sum of maximum eigenvalue of e λ k D and (1z T + z1 T ) is negative, since e λ k D is a diagonal matrix. Thus, we turn our attention to determining the maximum eigenvalues of these two matrices. For e λ k D, the maximum eigenvalue satisfies
The last inequality is a consequence of Stirling's formula, which asserts that n! ≥ ( n e ) n . Combining the above expressions, we obtain e λ k max i∈{0,1,...,L}
Next, we derive an upper bound on maximum eigenvalue of the second matrix. The i, j entry of the matrix (1z T + z1 T ) equals i+j−2 λ − 2, and all these values are negative when λ > L. Moreover, it is clear that the matrix of interest has rank equal to 2. Therefore, the matrix has exactly two non-zero eigenvalues.
Let A = −(1z T + z1 T ). All entries of A are positive whenever λ > L. By Gershgorin's theorem, we can upper bound the maximum eigenvalues of the matrix A by its maximum row sum. It is obvious that the maximum row sum equals
Moreover, the trace of A equals
This implies that the minimum eigenvalue of A is lower bounded by − L(L+1)
2λ
, which directly implies that the maximum eigenvalue of (1z T + z1 T ) is upper bounded by
.
Summing up the two previously derived upper bounds gives
By the definition of L = ⌊c 0 log(k)⌋, we also have log(k) ≤ L+1 c0 . Using log(x+1) ≤ x, which holds ∀x ≥ 1, and ∀λ > CL where C > 2, we have
Rearranging terms in the first inequality leads to
Sufficient conditions for the above inequality to hold are log(C) ≥ 1 c0 and (C − log(C) − 2 − 1 c0 ) > 0. The first condition implies C ≥ e 1 c 0 = 6.0021, while the second condition holds with C = 6.5, for which the first condition is also satisfied. This completes the proof.
Remark 3.1. More careful book-keeping in the proof of Lemma 3.2 may lead to a reduction in the constant 6.5. In fact, from Theorem 5.1 in the Appendix, we see that ignoring the regularization term allows one to shrink the optimization interval to [ n k , π 2 L + n k ]. This interval works well in practice even when the regularization term is added. However, we do not know the value of the optimal constant for the regularized objective.
Consequently, the optimization problem of interest equals 
Since L = ⌊c 0 log k⌋, the optimization interval in (14) is proportional to log k at most. Remark 3.2. Note that Lemma 3.2 allows for reducing the length of the optimization interval from (1 − 1 k )n to 6.5L − n k . From (Wu & Yang, 2019) , we also know that when n k log k it is impossible to have a risk as small as o(1). Hence, when n k log k , the length of the interval in the original problem is Ω( k log k ), while the length guaranteed by Lemma 3.2 is O(log k). Moreover, unlike in (Wu & Yang, 2019) , both our optimization problem and choice of interval are well-defined for all parameter values. Remark 3.3. Problem (9) may also be solved efficiently using Remez's exchange algorithm (Remez, 1934; Fraser, 1965) , by modifying the interval within the supremum according to Lemma 3.2. Remez's exchange algorithm was also used in (Wu & Yang, 2016) for entropy estimation, but without exponential weighting.
Convergence analysis of the discretization method
It appears intuitive to assume that as s grows, the solution of the relaxed semi-infinite program approaches the optimal solution of the original problem (12). This intuition can be rigorously justified for the case of objective functions and constraints that are "well-behaved". The author established in (Reemtsen, 1991) convergence guarantees for the discretization method for general semi-infinite programs.
To describe their result, we introduce the following terminology. Let Π ⊂ R L+1 be a closed set of parameters, and let f be a continuous functional on Π. Assume that B is a compact set in R and that g : We also make the following two assumptions: Theorem 3.5 (Convergence of the discretization method, Theorem 2.1 in (Reemtsen, 1991) ). Under assumptions 3.3 and 3.4, the solution of the discretized problem converges to the optimal solution. More formally, we have
If c * is the unique optimal solution of the original problem, and c * i is the optimal solution of the discretization relaxation with grid B i , then
It is straightforward to see that our chosen grid is arbitrary fine. Hence, we only need to prove that there exists a c 0 such that the level set Level(c 0 , D) is bounded.
Let c = (a; t) and note that in our setting, f (c) = t.
Rewrite g(c, λ) in matrix form as
Obviously, ΛΛ T is positive semi-definite and the previously introduced M(λ) is positive definite for all λ > 0.
Since the constraints on g in (14) are positive definite with respect to a, g is coercive in a. Furthermore, for any given t, the set of feasible coefficients a is bounded. Therefore, given a t 0 , the level set Level(c 0 , B 0 ) is bounded. This ensures that Assumption 3.4 holds for our problem.
Remark 3.4. The author (Still, 2001) provided the convergence rate of the discretization method, given that it converges. He showed that under some regularity conditions, the convergence speed is
. A discussion of other methods that may be used to solve the SIP (14) can be found in (López & Still, 2007; Reemtsen & Görner, 1998) .
Simulations
We compare next our proposed estimator, referred to as the Regularized Weighted Chebyshev (RWC) method, with the Good-Turing (GT) estimator, the WY estimator proposed in (Wu & Yang, 2019) and the PJW estimator proposed in (Pavlichin et al., 2017) . We do not compare our method with the estimator described in (Valiant & Valiant, 2013) because of its high computational complexity. We do not compare our results to those described in (Han et al., 2018) as the estimator is complicated to implement and no simulations were provided in the paper itself.
In the first experiment, we evaluate the maximum risk of the three listed estimators over six different distributions: the uniform distribution with p i = 1 k , the Zipf distributions with p i ∝ i −α , and α equal to 1.5, 1, 0.5 or 0.25, and the Benford distribution with p i ∝ log(i + 1) − log(i).
We choose the support sizes for the Zipf and Benford distribution so that the minimum non-zero probability mass is roughly 10 −6 . We ran the estimator 100 times to calculate the risk. For both approximation-based estimators, we set c 0 to either 0.45 or 0.558. With our proposed method, we solved (14) on a grid with s = 1000 points on the interval [ n k , π 2 L + n k ] described in Remark 3.1. For the estimator described in (Wu & Yang, 2019) , we set c 1 = 0.5. The GT method used for comparison first estimates the total probability of seen symbols (e.g., sample coverage) according tô C = 1 − h1 n , and then estimates the support size according toŜ GT =Ŝ ĉ C ; here,Ŝ c stands the (naive) counting estimator. Note that h 1 equals the number of different alphabet symbols observed only once in the n samples. For comparison with the estimator described in (Pavlichin et al., 2017) , we use the code provided by the authors. Figure 1 shows that our RWC estimator has a significantly better worst case performance over the above described collection of distributions when n ≥ 0.2k, compared to WY estimator, PJW estimator and GT estimator. Also, both approximation-based estimators have significantly better convergence rates than the GT estimator and the PJW estimator. the GT, WY and PJW estimators, obtained by dividing the worst case risk of these estimators with the worst case risk of our estimator. The results are plotted for moderate samples set sizes, and they reveal that the risk of the WY estimator is 2-5 times larger than that of our estimator. Moreover, the worst case risk of the GT and PJW estimator exhibits a steep growth in this region, exceeding the corresponding values of the approximation-based methods by roughly two orders of magnitude.
Note that both our RWC estimator and the WY estimator are highly efficient, and only a small time penalty < 1s is paid for using our LP solver (Figure 6 , Appendix). The computational complexity of the PJW estimator grows linearly with n, which matches the statement in (Pavlichin et al., 2017) . Nevertheless, the PJW estimator also runs within a 1s time interval for n ∼ 10 6 . The same findings may be observed for other types of loss functions, as illustrated in the Appendix on the example of the loss function E( S−Ŝ S ) 2 . This loss may be analyzed in an almost identical manner as the normalized squared loss E( S−Ŝ k ) 2 ). But unlike the normalized squared loss, which encourages minmax solutions with S ≈ k, the newly proposed loss accommodates minmax solutions that may deviate more significantly from k. The underlying estimator is termed RWC-S. The RWC-S estimator strictly outperforms the WY estimator for all six distributions by a factor up to 15 (Figures 9-10, Appendix) . The worst-case risk of E( S−Ŝ k ) 2 is plotted in Figure 4 , while the performance of the estimator for two specific distributions is shown in Figure 5 . RWC-S only performs slightly worse than RWC for distributions close to uniform, and is hence the estimator of choice for practical applications. It is worth emphasizing that only when n ≫ k log k , the estimators RWC, RWC-S and WY have provable performance guarantees. This may also explain why when n = O( k log k ) the GT and PJW estimator work better than other methods on the worst-case distribution. Nevertheless, from (Wu & Yang, 2019) we know that when n = O( k log k ) it is impossible to attain a o(1) risk, an observation also matched with our simulations. We also want to emphasize that the difference between our RWC estimator and WY estimator could be significant. In Figure 3 , we could observe that the function g L of our RWC estimator does not necessarily alternate in sign. We now turn our attention to a new support estimation problem, concerned with determining the bacterial diversity of the human gut microbiome. Although it is known that human guts hosts trillions of bacterial cells (Sender et al., 2016) , very little effort has been placed rigorously determining the actual number of different bacterial species in the gut. To address this problem, we retrieved 1374 human gut microbiome datasets from the NIH Human Gut Microbiome (Peterson et al., 2009) and the America Gut Microbiome websites (http://americangut.org). To determine which bacterial species are presented in the samples, we ran Kraken (Wood & Salzberg, 2014) , a taxonomy profiler, on each dataset, using a library of size 8 GB. This lead to n = 7, 415, 847 samples, which we used for obtaining the bacterial sample histograms (depicted in the Appendix, Figure 11 ), and to specify k = n. The obtained estimates for different choices of estimator parameters are listed in species is most likely significantly larger than estimated; this follows since taxonomic identification, required for labeling the sample, relies on identifying unique substrings in metagenomic reads that can be associated with already sequenced bacterial species.
Appendix
5.1. Heuristic choice of interval [ n k , π 2 L + n k ] The following theorem (Theorem 6.2 in (Lubinsky, 2007) ) is from approximation theory. The result was originally proved in (Mhaskar & Saff, 1984; 1985) and (Rakhmanov, 1984) .
Theorem 5.1 (Theorem 6.2 from (Lubinsky, 2007) ). Let W (x) = exp(−Q(x)) be a weight function, where Q : R → [0, ∞) is even, convex, diverging for x → ∞, and such that
Then, for any polynomial P (x) of degree ≤ L, not identical to zero, one has
Here, M L stands for the Mhaskar-Rakhmanov-Saff number, which is the smallest positive root of the integral equation
Moreover, the Theorem 6.3, 6.4 in (Lubinsky, 2007) states that the sup-norm outside the Mhaskar-Rakhmanov-Saff interval can be upper bound by an exponentially decaying term. In addition, from the proof of Lemma 3.2 we know that the derivative of the regularization term is also negative when λ > L. This is how we come up with the interval [ n k , π 2 L + n k ].
Extensions for other Risk Functions
We introduce the optimization problem needed for mini- 
where the last inequality is due to the fact thatŜ c ≤ S. By applying Lemma 3.2 and the same analysis we did for
, one can show that (15) will be optimized by the solution of the following optimization problem min t,a1,...,aL
Compared to (14), the main difference is in replacing 1 k by 1 Sc . Under the newly introduced loss model, our esti- mator outperform all previously known methods: RWC-S outperforms the WY estimator with optimized parameter c 0 = 0.45 up to a factor of 15 and at least 1.5-fold. RWC-S also outperforms the PJW estimator up to a factor of 30 as shown in Figure 4 . Figure 7 compares the computational time needed for determining the coefficients of g L for the WY and our estimator 2 . Both methods are highly efficient, and only a small time penalty (< 1s) is paid for using the LP solver to determine the coefficients of g L . It can be observed from Figures 8 and 9 that for most distributions, choosing of c 0 = 0.558 or c 0 = 0.45 makes little difference. Moreover, from Figure 8 one can see that our RWC estimator performs well under the loss ( S−Ŝ k ) 2 when the underlying distribution has a heavier tail. The GT estimator and the PJW estimator perform well only when the underlying distribution is close to uniform or the sample set sizes are very small. The WY estimator outperforms our RWC estimator when the underlying distribution has a small support size. Note that since the loss function is ( S−Ŝ k ) 2 , for fixed k, the worst case distribution is expected to have large support size. This explains the performance degradation of the RWC estimator. The RWC estimator exhibits excellent performance on the Zipf(0.5) distribution, which has large support size and is highly non-uniform.
Supplementary Experiments
Next, let us turn our attention to the risk of the form E S−Ŝ S 2 . From Figure 9 , one can see that our RWC-S estimator consistently outperforms the WY estimator. This follows since the loss takes into account the actual support scaling. Figures 10 and 11 show that, in general, the RWC-S estimator has a smaller variance and bias when compared to the WY estimator. As before, when the underlying distribution has a heavy tail or large support size, our RWC estimator significantly improves upon the WY estimator. Moreover, except on the uniform distribution, the GT estimator and PJW estimator converge much slower in general than approximation-based methods. Figure 10 . Estimated support size for each distribution. The bar represents one standard deviation, while each line represents the mean. To avoid clutter, we only provide comparisons for c0 = 0.558.
With regards to the real dataset used in our experiment, pertaining to human gut microbiomes, we also provide the histograms for the used dataset in Figure 12 . The support size of the underlying distribution appears to be significantly smaller than k = n and appears to be more similar to a Zipf(1.5) distribution. This suggests that the RWC-S estimator should provide the most accurate estimate for the 
