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ATTRACTORS OF SEQUENCES OF FUNCTION SYSTEMS
AND THEIR RELATION TO NON-STATIONARY SUBDIVISION
DAVID LEVIN, NIRA DYN, AND PUTHAN VEEDU VISWANATHAN
Abstract. Iterated Function Systems (IFSs) have been at the heart of fractal geometry al-
most from its origin, and several generalizations for the notion of IFS have been suggested.
Subdivision schemes are widely used in computer graphics and attempts have been made to
link fractals generated by IFSs to limits generated by subdivision schemes. With an eye to-
wards establishing connection between non-stationary subdivision schemes and fractals, this
paper introduces the notion of “trajectories of maps defined by function systems” which may
be considered as a new generalization of the traditional IFS. The significance and the con-
vergence properties of ‘forward’ and ‘backward’ trajectories are studied. Unlike the ordinary
fractals which are self-similar at different scales, the attractors of these trajectories may have
different structures at different scales.
1. Introduction
The concept of Iterated Function system (IFS) was introduced by Hutchinson [10] and pop-
ularized by Barnsley [1]. IFSs form a standard framework for describing self-referential sets
such as fractals and provide a potential new method of researching the shape and texture of
images. Due to its importance in understanding images, several extensions to the classical IFS
such as Recurrent IFS, partitioned IFS and Super IFS are discussed in the literature [2, 3, 11].
Fractal functions whose graphs are attractors of suitably chosen IFS provide a new method of
interpolation and approximation [1, 12, 15, 18].
Subdivision schemes are efficient algorithmic methods for generating curves and surfaces from
discrete sets of control points. A subdivision scheme generates values associated with the vertices
of a sequence of nested meshes, by repeated application of a set of local refinement rules. These
subdivision rules, usually linear, iteratively transform the vertices of a given mesh to vertices of
a refined mesh. In recent years, the subject of subdivision has gained more popularity because
of many new applications such as computer graphics. The reader may turn to [4, 9, 14, 16] for
an introduction and survey of the mathematics of subdivision schemes and their applications.
Being two different topics that had been developing independently and in parallel, the con-
nections between subdivision and theory of IFS were sought after. Later it has been observed
that there is a close connection between curves and surfaces generated by subdivision algorithms
and self-similar fractals generated by IFSs [17]. However, this relationship is established for sta-
tionary subdivision schemes. The relation between non-stationary subdivision and IFS remains
obscure and unexplored.
In this paper we target to establish the interconnection between the theory of IFS and non-
stationary subdivision schemes. In this attempt, we introduce and study what we call ”trajecto-
ries of a sequence of transformations”. Trajectories generated by a sequence of function system
maps may provide new attractor sets, generalizing fractal sets, and help us to link the theory of
IFS with non-stationary subdivision schemes.
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2. Preliminaries
For a nonspecialist, we mention here the concepts, notation and basic results concerning
traditional IFS and provide a brief outline of subdivision. For a detailed exposition the reader
may consult [1, 10] and [4, 9] respectively.
2.1. Basics of iterated function systems.
Let (X, d) be a complete metric space. For a function f : X → X , we define the Lipschitz
constant associated with f by
Lip(f) = sup
x,y∈X,x 6=y
d
(
f(x), f(y)
)
d(x, y)
.
A function f is said to be Lipschitz function if Lip(f) < +∞ and a contraction if Lip(f) < 1.
Let H(X) be the collection of all nonvoid compact subsets of X . Then H is a metric space when
endowed with the Hausdorff metric
h(B,C) = max
{
d(B,C), d(C,B)
}
,
where d(B,C) = supb∈B d(b, C) = supb∈B infc∈C d(b, c). It is well-known that the metric space(
H(X), h
)
is complete [2].
Definition 2.1. An iterated function system, IFS for short, consists of a metric space (X, d)
and a finite family of continuous maps fi : X → X , i ∈ {1, 2, . . . , n}. We denote such an IFS by
F = {X ; fi : i = 1, 2, . . . , n}.
With the IFS F as above, one can associate a set-valued map referred to as Barnsley-
Hutchinson operator. With a slight abuse of notation, we use the same symbol F for the
IFS, the set of functions in the IFS, and for the Barnsley-Hutchinson operator defined below.
Consider the function F : H(X)→ H(X)
F(B) := ∪f∈Ff(B), B ∈ H(X), (2.1)
where f(B) :=
{
f(b) : b ∈ B
}
. The contraction constant of F is [2]:
LF = max
i=1,2,...,n
Lip(fi). (2.2)
If fi are contraction maps, the IFS is contractive. Therefore, by the Banach contraction principle
we have
Theorem 2.2. Let (X, d) be a complete metric space and F = {X ; fi : i = 1, 2, . . . , n} be an IFS
with contraction constant LF < 1. Then there exists a unique set AF , such that F(AF ) = AF .
Furthermore, for every B0 ∈ H(X) the sequence Bk+1 = F(Bk) converges to AF in H. Also [2],
h(B0, AF) =
1
1− LF
h(B0, B1).
Remark 2.3.
(1) The set AF appearing in the previous theorem is called the attractor of the IFS. The
construction of AF through iterations of the map F suggests the name iterated function
system for F = {X ; fi : i = 1, 2, . . . , n}.
(2) The result of Theorem 2.2 holds even if F is not a contraction map, but an ℓ-term
composition of F , namely, F ◦ F ◦ ... ◦ F is a contraction map. The ℓ-term composition
is a contraction if all the compositions of the form
fi1 ◦ fi2 ◦ · · ·fiℓ , ij ∈ {1, 2, ..., n}, (2.3)
are contractions.
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2.2. Basics of subdivision schemes.
A subdivision scheme is defined by a collection of real maps called refinement rules relative
to a set of meshes of isolated points
N0 ⊆ N1 ⊆ · · · ⊆ R
s.
Each refinement rule maps real vector values defined on Nk to real vector values defined on a
refined net Nk+1. Here we consider only scalar binary subdivision schemes, with Nk = 2
−k
Z
s.
Given a set of control points p0 = {p0j ∈ R
m, j ∈ Zs} at level 0, a stationary binary subdivision
scheme recursively defines new sets of points pk = {pkj : j ∈ Z
s} at level k ≥ 1, by the refinement
rule
pk+1i =
∑
j∈Zs
ai−2jp
k
j , k ≥ 0, (2.4)
or in short form,
pk+1 = Sap
k, k ≥ 0.
The set of real coefficients a = {aj : j ∈ Z
s} that determines the refinement rule is called the
mask of the scheme. We assume that the support of the mask, σ(a) = {j ∈ Zs : aj 6= 0}, is
finite. Sa is a bi-infinite two-slanted matrix with the entries (Sa)i,j = ai−2j .
A non-stationary binary subdivision scheme is defined formally as
pk+1 = Sa[k]p
k, k ≥ 0,
where the refinement rule at refinement level k is of the form
pk+1i =
∑
j∈Zs
a
[k]
i−2jp
k
j , i ∈ Z
s. (2.5)
In a non-stationary scheme, the mask a[k] := {a
[k]
j : j ∈ Z
s} depends on the refinement level. In
univariate schemes s = 1, there are two different rules in (2.5), depending on the parity of i.
In this paper we refer to two definitions of convergent subdivision. The first is the classical
one in subdivision theory [9]:
Definition 2.4. C0-convergent subdivision
A subdivision scheme is termed C0-convergent if for any initial data p0 there exists a continuous
function f : Rs → Rm, such that
lim
k→∞
sup
i∈Zs
|pki − f(2
−ki)| = 0, (2.6)
and for some initial data f 6= 0.
Remark 2.5.
(1) The limit curve of a C0-convergent subdivision is denoted by p∞ = S∞a p
0, and the
function f in Definition 2.4 specifies a parametrization of the limit curve.
The analysis of subdivision schemes aims at studying the smoothness properties of the limit
function f . For further reading see [9].
We introduce here a weaker type of convergence using a set distance approach, influenced by
IFS convergence:
Definition 2.6. h-convergent subdivision
A subdivision scheme is termed h-convergent if for any initial data p0 there exists a set p∞ ⊂ Rm,
such that
lim
k→∞
h(pk, p∞) = 0, (2.7)
where h is the Euclidian-Hausdorff metric on Rm. The set p∞ is termed the h-limit of the
subdivision scheme.
It is clear that any C0-convergent subdivision is also h-convergent.
In both subjects, IFS and subdivision, one is interested in the limits of iterative processes.
A connection between IFS and stationary subdivision is established in [17]. In order to extend
this connection to the case of non-stationary subdivision we investigate below the convergence
properties of sequences of transformations in a metric space.
3
3. Sequences of transformations and Trajectories
This section is intended to introduce trajectories induced by a sequence of transformations
and establish some elementary properties.
Let (X, d) be a complete metric space. Consider a sequence of continuous transformations
{Ti}i∈N , Ti : X → X .
Definition 3.1. Forward and backward procedures:
For the sequence of maps {Ti}i∈N we define forward and backward procedures
(1) Φk = Tk ◦ Tk−1 ◦ · · · ◦ T1,
(2) Ψk = T1 ◦ T2 ◦ · · · ◦ Tk.
Definition 3.2. Forward and backward trajectories:
Induced by the forward and the backward procedures, we define consequent forward and
backward trajectories in X , starting from x ∈ X , {Φk(x)} and {Ψk(x)},
Φk(x) = Tk ◦ Tk−1 ◦ · · · ◦ T1(x) = Tk ◦ Φk−1(x), k ∈ N,
Ψk(x) = T1 ◦ T2 ◦ · · · ◦ Tk(x) = Ψk−1 ◦ Tk(x), k ∈ N.
(3.1)
In the present section we study the convergence of both types of trajectories. Later on we
demonstrate the application of both types to sequences of function systems and to subdivision.
To state our next proposition, let us first introduce the following definition.
Definition 3.3. Two sequences {xi}i∈N and {yi}i∈N in a metric space (X, d) are said to be
asymptotically similar if d(xi, yi)→ 0 as i→∞. We denote this relation by
{xi} ∼ {yi}. (3.2)
Proposition 3.4. Asymptotic similarity of trajectories
Let {Ti}i∈N be a sequence of transformations on X, where each Ti is a Lipschitz map with
Lipschitz constant si. If limk→∞
∏k
i=1 si = 0, then for any x, y ∈ X,
{Φk(x)} ∼ {Φk(y)},
{Ψk(x)} ∼ {Ψk(y)}.
(3.3)
Note that the condition limk→∞
∏k
i=1 si = 0 does not imply lim supk→∞ sk < 1.
Proof. The proof is similar for the forward and the backward trajectories. Let x, y ∈ X and
consider the trajectories {Ψk(x)} and {Ψk(y)}. Using the fact that Ti is a Lipschitz map with
Lipschitz constant si, we get
d
(
Ψk(x),Ψk(y)
)
≤ s1d(
(
T2 ◦ T3 ◦ · · · ◦ Tk(x), T2 ◦ T3 ◦ · · · ◦ Tk(y)
)
)
≤ s1s2d(
(
T3 ◦ T4 ◦ · · · ◦ Tk(x), T3 ◦ T4 ◦ · · · ◦ Tk(y)
)
)...
≤
( k∏
i=1
si
)
d(x, y),
(3.4)
from which the result follows. 
Remark 3.5. The condition limk→∞
∏k
i=1 si = 0 stated in Proposition 3.4 does not guarantee
convergence of the trajectories {Φk(x)}.
If Ti = T ∀i ∈ N, and T is a Lipschitz map with Lipschitz constant µ < 1, then both types
of trajectories are just the fixed-point iteration trajectories {T k(x)}, where T k is the k-fold
autocomposition of T which converge to a unique limit for any starting point x. It is known
from the Banach contraction principle that {T k(x)} converges to a unique limit irrespective of
the starting point x. The question now arises regarding the convergence of general trajectories,
i.e., which conditions guarantee the convergence of the forward and the backward trajectories.
Having in mind the applications to fractal generation and to subdivision, we would like to know
which trajectories yield new types of fractals or new types of limit functions. Let us start with
the forward trajectories {Φk(x)}.
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Definition 3.6. Invariant set of {Ti}.
We call C ⊆ X an invariant set of a sequence of transformations {Ti}i∈N if
∀ x ∈ C, Ti(x) ∈ C, ∀ i ∈ N. (3.5)
Lemma 3.7. Consider a sequence of transformations {Ti}i∈N. If there exists q in X such that
for every x ∈ X
d(Ti(x), q) ≤ µd(x, q) +M, 0 ≤ µ < 1, M ∈ R+, (3.6)
then the ball of radius M1−µ centered at q, B
(
q, M1−µ
)
, is an invariant set of {Ti}i∈N.
Proof. For x ∈ B
(
q, M1−µ
)
d(Ti(x), q) ≤ µd(x, q) +M ≤ µ
M
1− µ
+M =
M
1− µ
. (3.7)

Remark 3.8. Under the conditions of Lemma 3.7, any ball B(q, R) with R > M1−µ is also an
invariant set of {Ti}i∈N. This follows since M in (3.6) can be replaced by any M
∗ > M .
Example 3.9. Consider a sequence of affine transformations on Rm of the form
Ti(x) = Aix+ bi, i ∈ N, (3.8)
where {Ai} are m ×m matrices with ‖Ai‖2 ≤ µ < 1, and ‖bi‖2 ≤ M . Then the conditions of
Lemma 3.7 are satisfied with q = 0, and thus C = B
(
0, M1−µ
)
is an invariant set of {Ti}i∈N.
Proposition 3.10. Convergence of forward trajectories
Let {Ti}i∈N be a sequence of transformations on X, with a compact invariant set C, and assume
{Ti}i∈N converges uniformly on C to a Lipschitz map T with Lipschitz constant µ < 1. Then
for any x ∈ C the trajectory {Φi(x)}i∈N converges to the fixed-point p of T , namely,
lim
k→∞
d(Φk(x), p) = 0. (3.9)
Proof. Denoting ǫi = supx∈C d(Ti(x), T (x)), i ∈ N, it follows that
lim
i→∞
ǫi = 0. (3.10)
Since T is a Lipschitz map with Lipschitz constant µ < 1, the fixed-point iterations {T k(x)}
converge to a unique fixed-point p ∈ X for any starting point x. It also follows that C is an
invariant set of T . Starting with x ∈ C, we have that {Φk(x)} ⊆ C. Using the triangle inequality
in {X, d} and the Lipschitz property of T , we have
d(Φk+m(x), T
mΦk(x)) = d(Tk+m ◦ Tk+m−1 ◦ ... ◦ Tk+1 ◦ Φk(x), T
mΦk(x)) ≤
d(Tk+m ◦ Tk+m−1 ◦ ... ◦ Tk+1 ◦ Φk(x), T ◦ Tk+m−1 ◦ ... ◦ Tk+1 ◦ Φk(x))+
d(T ◦ Tk+m−1 ◦ ... ◦ Tk+1 ◦ Φk(x), T
2 ◦ Tk+m−2 ◦ ... ◦ Tk+1 ◦ Φk(x))+
...
+d(Tm−1 ◦ Tk+1 ◦ Φk(x), T
mΦk(x)) ≤
ǫk+m + µǫk+m−1 + µ
2ǫk+m−2 + ...+ µ
m−1ǫk+1 ≤
max
1≤i≤m
{ǫk+i} ×
1
1− µ
.
(3.11)
Now we use the relation
d(Φk+m(x), p) ≤ d(Φk+m(x), T
mΦk(x)) + d(T
mΦk(x), p). (3.12)
The result follows by observing that for k large enough max1≤i≤m{ǫk+i} can be made as small as
needed (by (3.10)), and for that k, for a large enoughm, d(TmΦk(x), p) is as small as needed. 
In Section 4 we consider trajectories of transformations {Ti} defined by function systems,
and we look for the attractors of such trajectories. We refer to such systems as non-stationary
function systems, and we apply them to generate new fractals. Proposition 3.10 implies that in
the case of forward trajectories, if Ti → T as i→∞, the limit of the forward trajectories is the
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attractor of the IFS corresponding to the limit function system, and hence not new. Let us now
examine the backward trajectories {Ψk(x)}, and establish conditions for their convergence.
Proposition 3.11. Convergence of backward trajectories Let {Ti}i∈N be a sequence of
transformations on X, with a compact invariant set C, and assume each Ti is a Lipschitz map
with Lipschitz constant si. If
∑∞
k=1
∏k
i=1 si < ∞, then the backward trajectories {Ψk(x)}, with
Ψk = T1 ◦ T2 ◦ · · · ◦ Tk, k ∈ N, converge for any starting point x ∈ C to a unique limit in C.
Proof. By (3.1) and the relation in (3.4)
d
(
Ψk+1(x),Ψk(x)
)
= d
(
Ψk(Tk+1(x)),Ψk(x)
)
≤
( k∏
i=1
si
)
d
(
Tk+1(x), x
)
.
For m, k ∈ N, m > k, we obtain
d
(
Ψm(x),Ψk(x)
)
≤ d
(
Ψm(x),Ψm−1(x)
)
+ · · ·+ d
(
Ψk+2(x),Ψk+1(x)
)
+ d
(
Ψk+1(x),Ψk(x)
)
≤
(m−1∏
i=1
si
)
d
(
Tm(x), x
)
+ · · ·+
( k+1∏
i=1
si
)
d
(
Tk+2(x), x
)
+
( k∏
i=1
si
)
d
(
Tk+1(x), x
)
.
(3.13)
For i ∈ N, Ti(x) ∈ C ∀x ∈ C, which implies that d(Ti(x), x) ≤ M ∀x ∈ C, where M is the
diameter of C. Since
∑∞
k=1
∏k
i=1 si < ∞, Eq. (3.13) asserts that d
(
Ψm(x),Ψk(x)
)
→ 0 as
k → ∞. That is, {Ψk(x)}k∈N ⊆ C is a Cauchy sequence, and due to the completeness of
{X, d}, it is convergent ∀x ∈ C. The uniqueness of the limit is derived by the equivalence of all
trajectories as proved in Proposition 3.4. 
Remark 3.12. In view of (3.1, the result of Proposition 3.11 holds under the milder assumption
that C is an invariant set of {Ti}i≥I , for some I ∈ N.
Remark 3.13. Differences between forward and backward trajectories
(1) Note that if Ti → T and T has Lipschitz constant µ < 1, then
∞∑
k=1
k∏
i=1
si <∞,
and both the forward and the backward trajectories converge.
(2) The condition limk→∞
∏k
i=1 si = 0 is sufficient for the asymptotic similarity result of
both forward and backward trajectories. Under the stronger condition
∑∞
k=1
∏k
i=1 si <
∞ and the existence of a compact invariant set, we get convergence for the backward
trajectories.
(3) In many cases, the backward trajectories converge, while the forward trajectories do
not converge. To demonstrate this let the metric space be R with d(x, y) = |x − y|,
and let us consider the simple sequence of contractive transformations T2i−1(x) = x/2,
T2i = x/2+c, i ≥ 1. The backward trajectories converge to the fixed point of S1 = T1◦T2,
which is 2c/3. The forward trajectories have two accumulation points, which are the
fixed point of S1, i.e., 2c/3, and the fixed point of S2 = T2 ◦ T1, which is 4c/3.
4. Trajectories of Sequences of Function Systems
Generalizing the classical IFS we consider a sequence of function systems, SFS in short, and
its trajectories.
Let (X, d) be a complete metric space. Consider an SFS {Fi}i∈N defined by
Fi =
{
X ; f1,i, f2,i, . . . , fni,i
}
,
where fr,i : X → X are continuous maps. The associated set-valued maps are given by
Fi : H(X)→ H(X); Fi(A) = ∪
ni
r=1fr,i(A).
Denoting sr,i = Lip(fr,i), for r = 1, 2, . . . , ni, we recall that as in (2.2), the contraction factors
of Fi in (H(X), h) is LFi = maxr=1,2,...,ni sr,i ≡ si. The traditional IFS theory deals with the
6
attractor, namely, the set which is the ‘fixed-point’ of a map F . In this section we consider the
trajectories of the SFS maps {Fi}i∈N, which we refer to as forward and backward SFS trajectories
Φk(A) = Fk ◦ Fk−1 ◦ · · · ◦ F1(A), Ψk(A) = F1 ◦ F2 ◦ · · · ◦ Fk(A), k ∈ N, (4.1)
respectively.
As presented in Section 1, H(X), endowed with the Hausdorff metric h, is a complete metric
space if (X, d) is complete.
The first observation is a corollary of Proposition 3.4:
Corollary 4.1. Asymptotic similarity of SFS trajectories
Consider an SFS defined by Fi =
{
X ; f1,i, f2,i, . . . , fni,i
}
, i ∈ N, where fr,i : X → X are
Lipschitz maps. Further assume that the corresponding contraction factors {LFi} for the set-
valued maps {Fi} on (H(X), h) satisfy limk→∞
∏k
i=1 LFi = 0. Then all the forward trajectories
of {Fi} are asymptotically similar, and all the backward trajectories of {Fi} are asymptotically
similar.
The next result is a corollary of Proposition 3.10:
Corollary 4.2. Convergence of forward SFS trajectories
Let {Fi}i∈N be as in Corollary 4.1, with equal number of maps, ni = n, and let F = {X ; fr : r =
1, 2, . . . , n}. Assume that there exists C ⊆ X, a compact invariant set of {fr,i} and that for each
r = 1, 2, . . . , n, the sequence {fr,i}i∈N converges uniformly to fr on C as i → ∞. Also assume
that F has a contraction factor LF < 1 . Then the forward trajectories {Φk(A)} converge for
any initial set A ⊆ C to the unique attractor of F .
Remark 4.3. The forward trajectories of the SFS in Corollary 4.2 converge to the fractal set
(attractor) associated with F (see [1]). This observation implies that forward trajectories of a
converging SFS do not produce any new entities.
Backward trajectories of SFS do not seem natural. However, as they converge under mild
conditions, even if the SFS {Fi}i∈N does not converge to a contractive function system, their
limits, or attractors, may constitute new entities, different from the known fractals which are
self similar.
Corollary 4.4. Convergence of backward SFS trajectories
Let {Fi}i∈N and {LFi} be as in Corollary 4.1. Assume there exists C ⊆ X, a compact
invariant set of {fr,i}, r = 1, ..., ni, i ∈ N, and assume that
∑∞
k=1
∏k
i=1 LFi < ∞. Then the
backward trajectories {Ψk(A)} converge, for any initial set A ⊆ C, to a unique set (attractor)
P ⊆ C.
5. Hidden fractals
The fractal defined as the attractor of a single F = {X ; fr : r = 1, 2, . . . , n} has the property
of self-similarity, i.e., its local shape is unchanged under certain contraction maps. The entities
defined as the attractors of backward trajectories are more flexible. With a proper choice of
{Fi}i∈N one can design different local behaviour under different contraction maps. Such a design
relies on the observation that in a set defined by a sequence of contraction maps
Gk(B) = F1 ◦ F2 ◦ F3 ◦ · · · ◦ Fk(B), (5.1)
the first maps F1,F2,F3,... determine the global shape of the set, while the details of the local
shape is determined by the last maps Fk,Fk−1,Fk−2,.... To understand this note, e.g., that
the set Fk(B) is undergoing a sequence of k − 1 contraction maps. Therefore, its shape is
not noticeable at larger scales. The arrangement of the set Gk(B) is finally fixed by the maps
{f1,1, f1,2, ..., f1,n} of F1. In general, if we scale by the contraction factor of Ψk = F1◦F2◦...◦Fk,
we shall see the behavior of the attractor of the backward trajectories of {Fi}i>k.
Example 5.1. As an example we consider an alternating sequence of maps {Fi}i∈N, where for
10(j − 1) < i ≤ 10j − 5, Fi is the function system generating cubic polynomial splines, and for
10j − 5 < i ≤ 10j it is the function system generating the Koch fractal. Both function systems
are contractive of course. The forward trajectories do not converge (see Remark 3.13(3)), while
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any backward trajectory is rapidly converging. In Figure 1 we see on the left image of the global
behavior of the limit which is a cubic spline behavior, and on the right image the local behavior
near x = 0, which is like the Koch fractal. In higher resolution we have smooth behavior again,
and so on. Note that the scaling factor between the two images in Figure 1 is approximately
(1/2)5 which is the contraction factor of the first five mappings in {Fi}i∈N.
Figure 1. The cubic-Koch attractor: ”Smooth” in one scale and ”Fractal” in
another.
6. IFS related to convergent stationary subdivision
In this section we present IFS systems related to stationary subdivision schemes. The result
in Subsections 6.1, 6.2 are taken from [17]. As in [17] the discussion is restricted to the case
s = 1, i.e., curves in Rm.
6.1. C0-convergent subdivision.
The connection between a C0- convergent stationary subdivision for curves and IFS is pre-
sented in [17]. In subdivision processes for curves (s = 1) one starts with an initial control
polygon p0, and the limit curve depends upon p0 ⊂ Rm. The attractor of the IFS does not
depend upon the initial set. This dichotomy is resolved in [17] by defining an IFS related to the
subdivision operator S which depends upon p0. The resulting IFS then converges to the relevant
subdivision limit from any initial starting set. To understand the extension to non-stationary
subdivision, let us first elaborate the construction suggested in [17] for the case of stationary
subdivision for curves.
As presented in Section 2.2, a stationary binary subdivision scheme for curves in the plane
(s = 1, m = 2) is defined by two refinement rules that take a set of control points at level k, pk,
to a refined set at level k+1, pk+1. For an infinite sequence pk this operation can be written in
matrix form as
pk+1 = Spk, (6.1)
where S ≡ Sa is a two-slanted infinite martix with rows representing the two refinement rules,
namely Si,j = ai−2j , and p
k is a matrix with m columns and an infinite number of rows. Given
a finite set of control points, {p0j ∈ R
m}nj=1 at level 0, we are interested in computing the limit
curve defined by these points. For a non-empty limit curve, n should be larger than the support
size |σ(a)|. We consider the sub-matrix of S which operates on these points, and we cut from
it two square n× n sub-matrices, S1 and S2, which define all the n1 resulting control points at
level 1. Note that S1 defines the transformation to the first n points at level 1, and S2 defines
the transformation to the last n points at level 1. Of course there can be an overlap between
these two vectors of points, namely n1 < 2n. Some examples of these sub-matrices are given in
[17]. We provide below the explicit forms of S1 and S2:
We distinguish two types of masks, an even mask, with 2ℓ elements, a−ℓ+1, ..., aℓ, and an odd
mask with 2ℓ+ 1 elements, a−ℓ, ..., aℓ. For both cases we assume n > ℓ + 1. For both the even
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and the odd masks
S1 = {ai−2j}
ℓ+n, n
i=ℓ+1, j=1. (6.2)
S2 is different for odd and even masks. For an even mask
S2 = {ai−2j}
2n−ℓ+1, n
i=n−ℓ+2, j=1, (6.3)
and for an odd mask
S2 = {ai−2j}
2n−ℓ+2, n
i=n−ℓ+3, j=1. (6.4)
Repeated applications of S1 and S2, define all the control points at all levels. Therefore,⋃
i1,i2,...,ik∈{1,2}
Sik , ..., Si2Si1p
0 → p∞, as k →∞, (6.5)
where p∞ is the set of points on the curve defined by the subdivision process starting with p0.
Remark 6.1. Union of vectors of points
p0 is a vector of n points in Rm, and thus each Sik , ..., Si2Si1p
0 is a vector of n points in Rm,
which we regard as a set of n points in Rm . By
⋃
Sik , ..., Si2Si1p
0 we mean the set in Rm which
is the union of all these sets.
Remark 6.2. Parameterizing the points in p∞
To order the points of the set p∞ we introduce the following parametrization. An infinite
sequence η = {ik}
∞
k=1, ik ∈ {1, 2} defines a vector of n points in R
m
lim
k→∞
Sik , ..., Si2Si1p
0 = (q1, ..., qn)
t, qi ∈ R
m. (6.6)
In case of a C0-convergent subdivision, the differences between adjacent points tend to zero [6].
Therefore, all these n points are the same point,
lim
k→∞
Sik , ..., Si2Si1p
0 = (qη, ..., qη)
t, qη ∈ R
m. (6.7)
We attach this point qη to the parameter value xη =
∑∞
k=1(ik − 1)2
−k ∈ [0, 1].
6.2. IFS related to stationary subdivision.
Here the metric space is {Rn, d} with d(x, y) = ‖x− y‖2, where ‖ · ‖2 is the Euclidean norm.
The observation (6.5) leads in [17] to the definition of an IFS with two maps on X = Rn (row
vectors)
fr(A) = AP
−1SrP, r = 1, 2, (6.8)
where P is an n× n matrix defined as follows:
(1) The first m columns of P are the n given control points p0, which are points in Rm.
(2) The last column is a column of 1’s.
(3) The rest of the columns are defined so that P is non-singular. We assume here that the
control points p0 do not all lie on an m − 1 hyper plane so that the first m columns
of P are linearly independent, and that the column of 1’s is independent of the first m
columns.
This special choice of P , together with the special definition of f1, f2 in (6.8), yields the
following essential observations:
• Since S1 and S2 have eigenvalue 1, with right eigenvector (1, 1, ..., 1)
t which is also the
last column of P , then
P−1SrP =
(
Gr 0
v 1
)
, r = 1, 2, (6.9)
where Gr are (n − 1) × (n − 1) matrices. Denoting by Q
n−1 the n − 1 dimensional
hyperplane (flat) of vectors of the form (x1, ..., xn−1, 1), it follows from (6.9) that fr :
Qn−1 → Qn−1, r = 1, 2.
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• By applying the IFS iterations to the set A = P , using equation (2.1), we identify the
candidate attractor as
P∞ = lim
k→∞
⋃
i1,i2,...,ik∈{1,2}
Sik , ..., Si2Si1P. (6.10)
Similarly to Remark 6.1, the rows of P∞ constitute a set of points in Rn. By the
structure of P , and in view of (6.5), we observe that p∞ is the set of points in Rm
defined by the first m components of the points (in Rn) of P∞.
The above observations lead to the main result in [17], stated in the Theorem below. The
original proof in [17] of this theorem has a flaw. We provide here a proof which serves us later
in the discussion on non-stationary subdivision.
Theorem 6.3. Let Sa be a C
0-convergent subdivision, and let p0 be a sequence of initial control
points. Define the IFS F = {X ; f1, f2} on Q
n−1, with f1, f2 defined in (6.8) and S1, S2 defined in
(6.2)-(6.4). Then the IFS converges to a unique attractor in Qn−1, and the first m components
of the points of this attractor constitute the limit curve p∞ = S∞a p
0.
Proof. Since all the eigenvalues of S1 and S2 which differ from 1 are smaller than 1, it follows
that ρ(Gr) < 1, r = 1, 2, where ρ(G) is the spectral radius of G. This does not directly imply
that the maps f1, f2 are contractive on Q
n−1. Following Remark 2.3(2), to prove convergence
of the IFS F , we show that there exists an ℓ-term composition of F is a contraction map. We
notice that such an ℓ-term composition of F is itself an IFS, with 2ℓ functions of the form
fη(A) = AP
−1Siℓ ...Si2Si1P, η ∈ Iℓ, (6.11)
where Iℓ = {η = {ij}
ℓ
j=1, ij ∈ {1, 2}}. Sa is C
0-convergent, thus by Definition 2.4 it is also
uniformly convergent. It follows from (6.7) that for any ǫ > 0, there exists ℓ = ℓ(ǫ) such that for
any η ∈ Iℓ
Siℓ ...Si2Si1P = Qη + Eη, (6.12)
where Qη is an n × n matrix of constant columns, and ‖Eη‖∞ < ǫ. The last column of Qη is
(1, 1, ..., 1)t, and the last column of Eη is the zero column. Recalling that the last column of P
is the constant vector of 1’s, and since P−1P = In×n, it follows that
P−1Siℓ ...Si2Si1P =


0 0 ... 0 0
0 0 ... 0 0
. . . . .
. . . . .
0 0 ... 0 0
qη,1 qη,2 ... qη,n−1 1


+ P−1Eη =
(
Gη 0
qη 1
)
, (6.13)
Where qηj (1, 1, ..., 1)
t is the j-th column of Qη. It follows that ‖Gη‖2 ≤ ǫ‖P
−1‖2. Next we show
that for ǫ small enough, fη is contractive with respect to the Euclidean norm in Q
n−1. Indeed,
for x, y ∈ Rn−1, (x, 1), (y, 1) ∈ Qn−1, and
d(fη((x, 1)), fη((y, 1))) = ‖fη((x, 1)−(y, 1))‖2 = ‖fη((x−y, 0))‖2 = ‖(x−y)
tGη(x−y)‖2. (6.14)
Choosing ǫ such that ǫ‖P−1‖2 < 1, it follows that for all η ∈ Iℓ(ǫ), the map fη is contractive on
Qn−1, and the IFS defined by F is convergent. 
Remark 6.4. Theorem 6.3 reveals the fractal nature of curves generated by subdivision. How-
ever, the self-similarity property of these curves is not achieved in Rm. The self-similarity
property is of p∞, as a set in Qn−1. p∞ is the projection on Rm of this self similar entity in
Qn−1.
6.3. A basis for convergent stationary subdivision.
As presented above, and earlier in [17], the definition of an IFS for a C0-convergent stationary
subdivision involves the specific given control points p0. We observe that it is enough to consider
one basic IFS, and its attractor can serve as a basis for generating the limit of the subdivision
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process for any given n control points p0. Instead of the matrix P , we may define any other
non-singular n× n matrix with a last column of 1’s. We choose the matrix
H =


1 0 0 0 ... 1
0 1 0 0 ... 1
0 0 1 0 ... 1
· · · · · 1
· · · · · 1
0 0 0 ... 1 1
0 0 0 ... 0 1


, (6.15)
and define the IFS with
fr(A) = AH
−1SrH, r = 1, 2, (6.16)
As shown above, the attractor of this IFS is the union of n× n matrices
H∞ = lim
k→∞
⋃
i1,i2,...,ik∈{1,2}
Sik , ..., Si2Si1H. (6.17)
In view of Remark 6.1, H∞ ⊂ Qn−1.
For any given control points p0 we can simply calculate p∞ as the set
p∞ = H∞H−1p0. (6.18)
7. SFS trajectories associated with non-stationary subdivision
This research was motivated by the idea to adapt the framework of the previous section to
non-stationary subdivision processes. In binary non-stationary subdivision, as shown in (2.5),
the refinement rules may depend upon the refinement level, and can be written in matrix form
as
pk+1 = S[k]pk, (7.1)
where each S[k] ≡ Sa[k] is a “two-slanted” matrix. As demonstrated in [8], non-stationary
subdivision processes can generate interesting limits which cannot be generated by stationary
schemes, e.g., exponential splines. Interpolatory non-stationary subdivision schemes can generate
new types of orthogonal wavelets, as shown in [7].
In the following we discuss the possible relation between non-stationary subdivision processes
and SFS processes. A necessary condition for the convergence (to a continuous limit) of a
stationary subdivision scheme is the constants reproduction property, namely,
Se = e, e = (..., 1, 1, 1, 1, 1, ...)t. (7.2)
As explained in Section 6, this condition is used in [17] in order to show that the maps defined
in (6.8) are contractive on Qn−1. This condition is not necessarily satisfied by converging non-
stationary subdivision schemes. It is also not a necessary condition for the construction of SFS
related to non-stationary subdivision.
7.1. Constructing SFS mappings for non-stationary subdivision.
In the following we assume that the supports of the masks a[k], |σ(a[k])|, are of the same size,
which is at most the number of initial control points. As in the stationary case, for a given set
of control points, {p0j}
n
j=1, we define for each k the two square n× n sub-matrices of each S
[k],
S
[k]
1 and S
[k]
2 , in the same way as for a stationary scheme, by equations (6.2), (6.3), (6.4). The
points generated by the subdivision process are obtained by applying S
[1]
1 and S
[1]
2 , to the initial
control points vector p0, and then applying S
[2]
1 and S
[2]
2 to the two resulting vectors, and so on.
The set of points generated at level k of the subdivision process is given by
pk =
⋃
i1,i2,...,ik∈{1,2}
S
[k]
ik
, ..., S
[2]
i2
S
[1]
i1
p0 . (7.3)
If the subdivision is C0-convergent or h-convergent, then
pk → p∞ as k →∞, (7.4)
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in the sense of Definitions 2.4, 2.6 respectively. Here p∞ is the set of points defined by the
non-stationary subdivision process starting with p0.
Now we define the SFS {Fk}, where Fk =
{
X ; f1,k, f2,k
}
, with the level dependent maps
fr,k(A) = AP
−1S[k]r P, r = 1, 2, (7.5)
where P is the n× n matrix defined as in the stationary case.
Remark 7.1. If the non-stationary scheme satisfies the constant reproduction property at every
subdivision level, then all the mappings in the SFS map Qn−1 into itself (by (6.9)). If not, then
the mappings are considered as maps on Rn.
Let us now follow a forward trajectory and a backward trajectory of Σ ≡ {Fk}, starting from
A ⊂ Rn:
Fk(A) = f1,k(A) ∪ f2,k(A) = AP
−1S
[k]
1 P ∪ AP
−1S
[k]
2 P,
and
Fj(Fk(A)) = f1,j(AP
−1S
[k]
1 P ∪ AP
−1S
[k]
2 P ) ∪ f2,j(AP
−1S
[k]
1 P ∪AP
−1S
[k]
2 P ).
We note that
fr,j(AP
−1S
[k]
i P ) = AP
−1S
[k]
i PP
−1S[j]r P = AP
−1S
[k]
i S
[j]
r P.
Therefore,
Fj(Fk(A)) =
⋃
r,i∈{1,2}
AP−1S
[k]
i S
[j]
r P.
In the same way it follows that at the kth step of a forward trajectory of Σ we generate the set
Fk ◦ Fk−1 ◦ ... ◦ F2 ◦ F1(A) =
⋃
i1,i2,...,ik∈{1,2}
AP−1S
[1]
i1
, ..., S
[k−1]
ik−1
S
[k]
ik
P. (7.6)
Similarly, the set generated at the kth step of a backward trajectory is
F1 ◦ F2 ◦ ... ◦ Fk−1 ◦ Fk(A) =
⋃
i1,i2,...,ik∈{1,2}
AP−1S
[k]
ik
, ..., S
[2]
i2
S
[1]
i1
P. (7.7)
For the special backward trajectory with A = P we obtain
F1 ◦ F2 ◦ ... ◦ Fk−1 ◦ Fk(P ) =
⋃
i1,i2,...,ik∈{1,2}
S
[k]
ik
, ..., S
[2]
i2
S
[1]
i1
P. (7.8)
If the non-stationary subdivision scheme is either C0-convergent or h-convergent, then, in
view of (7.3), it follows that the first m components in this special trajectory converge to the
limit p∞ of {Sa[k]}, starting with p
0. The challenging question is finding for which classes of
non-stationary schemes all the backward trajectories converge to the same limit. As we show
later, and as explained in Remark 4.3, forward trajectories of Σ are less interesting.
7.2. Attractors of forward and backward SFS trajectories for non-stationary subdi-
vision.
We consider forward and backward SFS trajectories for several cases of non-stationary sub-
division schemes:
Case (i) A C0-convergent non-stationary scheme {Sa[k]}.
Case (ii) A non-stationary scheme {Sa[k]} satisfying the constants reproduction property, with
masks of the same support, converging to a mask a of a C0-convergent subdivision, i.e.,
σ(a[k]) = σ(a), and
lim
k→∞
a
[k]
j = aj , j ∈ σ(a). (7.9)
Case (iii) A non-stationary scheme {Sa[k]} with masks {a
[k]} satisfying the constants reproduction
property, and corresponding {Fk} satisfying
∑∞
ℓ=1
∏ℓ
k=1 LFk <∞.
In Case (i) we do not assume that the non-stationary subdivision scheme reproduces constants,
nor do we assume that the masks {a[k]} converge to a limit mask. Therefore, the associated SFS
maps do not necessarily map Qn−1 to itself. We do assume that the non-stationary scheme is
C0-convergent.
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Theorem 7.2. Let {Sa[k]} be a non-stationary C
0-convergent subdivision scheme, and let Σ =
{Fk}
∞
k=1 be the SFS defined in (7.5). Then the backward trajectories of Σ starting with A ⊂ Q
n−1
converge to a unique attractor. The first m components of the points of this attractor constitute
the limit curve (in Rm) of the non-stationary scheme defined in (7.3)-(7.4).
Proof. Here we consider the SFS as mappings from Rn to itself. Since {Sa[k]} converges, it
immediately follows from (7.8) that the backward trajectory of Σ initialized with A = P converge.
We would like to show that all the backward trajectories of Σ initialized with an arbitrary set
of points A ⊂ Qn−1 converge to the same limit. We recall that the first m columns of P are the
control points p0. Starting the backward trajectory of Σ with A = P , it follows, as discussed in
Remark 6.2, that an infinite sequence η = {ik}
∞
k=1, ik ∈ {1, 2}, defines a vector of n equal points
in Rm
q = lim
k→∞
S
[k]
ik
, ..., S
[2]
i2
S
[1]
i1
p0 = (qη, ..., qη)
t, qη = (qη,1, ..., qη,m), (7.10)
attached to a parameter value xη =
∑∞
k=1(ik − 1)2
−k. Starting the backward trajectory with a
general set A in Qn−1, and following the same sequence σ, it follows from (7.7) that the limit is
the n×m matrix AP−1q. We recall that the last column of P is a constant vector of 1’s. Since
each column of q is a constant vector of length n, and since P−1P = In×n, it follows that
P−1q =


0 0 ... 0
0 0 ... 0
. .
. .
0 0 ... 0
qη,1 qη,2 ... qη,m


. (7.11)
For any row vector of the form r = (r1, r2, ..., rn−1, 1) ∈ Q
n−1, it follows from (7.11) that
rP−1q = qη. If A represents a set of N points in Q
n−1, i.e., the nth element in each row of A
is 1, it follows that AP−1q represent N copies of the same point qη. That is, for any sequence
of indices η, the limit of the corresponding trajectory is the same for any initial A ⊂ Qn−1,
and it is the limit point of the non-stationary subdivision attached to the parameter value xη.
Comparing the trajectories displayed in (7.7) and (7.8), it follows that
lim
k→∞
F1 ◦ F2 ◦ ... ◦ Fk−1 ◦ Fk(A) = AP
−1 lim
k→∞
F1 ◦ F2 ◦ ... ◦ Fk−1 ◦ Fk(P ). (7.12)
Interchanging the order of limk→∞ and
⋃
i1,i2,...,ik∈{1,2}
we conclude that both trajectories con-
verge to the same limit for any A ⊂ Qn−1. 
In Case (ii) we consider a non-stationary scheme {Sa[k]} with masks converging to a mask a,
lim
k→∞
a
[k]
j = aj , j ∈ σ(a), (7.13)
with Sa a convergent stationary scheme. Thus
lim
k→∞
fr,k = fr, r = 1, 2. (7.14)
Following Corollaries 4.2 and 4.4, we are now ready to discuss the convergence of forward and
backward trajectories of Σ ≡ {Fk}.
Corollary 7.3. Forward trajectories of {Fk}: Let {Sa[k]} have the constant reproducing
property, with masks {a[k]} of the same support size converging to the mask of a C0-convergent
subdivision scheme Sa. Then the forward trajectories of the SFS {Fk} defined above converge to
the attractor P∞ of the IFS related to Sa.
Proof. Let F be the IFS related to Sa, and let {Fk} be the SFS related to the non-stationary
scheme {Sa[k]}. Following the proof of Theorem 6.3, there exists an ℓ such that the ℓ-term
composition of F , namely, G = F ◦ F ◦ ... ◦ F , is a contraction map. Let
Gk = Fkℓ ◦ Fkℓ−1 ◦ ... ◦ F(k−1)ℓ+1, k ≥ 1. (7.15)
Thus, Gk → G as k → ∞, and ∃K such that the maps {Gk}k≥K are contractive. In order to
apply Corollary 4.2 we need to show the existence of an invariant set C for the maps {Gk}.
Applying Example 3.9 we derive the existence of an invariant set CK for the maps {Gk}k≥K .
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CK is a ball of radius r in Q
n−1, centered at q = (0, 0, ..., 0, 1)t. By Remark 3.8, any ball of
radius R > r, centered at q, is also an invariant set of {Gk}k≥K .
Using this observation in Corollary 4.2, implies that all forward trajectories of {Gk}k≥K
converge from any set in Qn−1 to the attractor of G. In particular, for any set A ∈ Qn−1, we
can start the forward trajectory of {Gk}k≥K with the set
GK−1 ◦ GK−2 ◦ ... ◦ G2 ◦ G1(A), (7.16)
and conclude that all forward trajectories of {Gk}k≥1 converge from any point in Q
n−1 to the
attractor of the IFS related to Sa. 
Remark 7.4.
(1) It is important to note that in case the non-stationary scheme does not reproduce con-
stants, the result in Corollary 7.3 does not necessarily hold. To see this it is enough to
consider the simple case where S
[k]
i = Si, i = 1, 2, for k ≥ 2, and only S
[1]
1 and S
[1]
2 are
different, and the corresponding Sa[1] does not reproduce constants. Then, in view of the
expression (7.6), the forward trajectory with A = P converges to S
[1]
1 P
∞∪S
[1]
2 P
∞ 6= P∞,
where P∞ is the attractor corresponding to the stationary subdivision with S1 and S2.
(2) The important conclusion from the above corollary is that forward trajectories of an
SFS related to a non-stationary subdivision with masks converging to the mask of a
C0-convergent subdivision do not produce any new attractors. On the other hand, the
backward trajectories related to such non-stationary subdivision schemes do generate
new interesting curves. See e.g. [9].
(3) Under the conditions of Corollary 7.3, it is proved in [5] that the non-stationary subdi-
vision {Sa[k]} is C
0- convergent. Therefore, by Theorem 7.2 the backward trajectories
of Σ starting with A ⊂ Qn−1 converge to a unique attractor. This result follows from
Corollary 4.4 as well.
In case (iii), the mask of the subdivision schemes {Sa[k]} do not have to converge to a mask
of a C0-convergent subdivision scheme. We still assume here that the non-stationary scheme
reproduces constants, i.e., (1, 1, ..., 1)t is an eigenvector of S
[k]
1 and S
[k]
2 with eigenvalue 1, for
k ≥ 1. Let us denote by µ(Sa[k]) the maximal absolute value of the eigenvalues of S
[k]
1 and S
[k]
2
which differ from 1.
Corollary 7.5. Consider a constant reproducing non-stationary scheme {Sa[k]} and let {Fk}
∞
k=1
be the SFS defined by (7.5). If
∑∞
ℓ=1
∏ℓ
k=1 LFk <∞ then:
(1) All the backward trajectories of {Fk} converge to a unique attractor in Q
n−1.
(2) The first m components of this attractor constitute the h-limit (in Rm) of the scheme
applied to the initial control polygon p0.
The proof follows directly from Corollary 4.4.
7.3. Numerical Examples.
Example 7.6. (Case (i) and case (ii)) For our first example we consider a non-stationary
subdivision which produces exponential splines. It is convenient to view the mask coefficients
{ai} of a subdivision scheme as the coefficients of a Laurent polynomial
a(z) =
∑
i
aiz
i.
The subdivision mask for generating cubic polynomial splines is
a(z) =
(1 + z)4
8
=
1
8
+
1
2
z +
3
4
z2 +
1
2
z3 +
1
8
z4.
Following [17], the corresponding matrices P , S1 and S2, for n = 5, are
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P =


x1 y1 1 0 1
x2 y2 0 1 1
x3 y3 0 0 1
x4 y4 0 0 1
x5 y5 0 0 1

 , S1 =


1
2
1
2 0 0 0
1
8
3
4
1
8 0 0
0 12
1
2 0 0
0 18
3
4
1
8 0
0 0 12
1
2 0

 , S2 =


0 12
1
2 0 0
0 18
3
4
1
8 0
0 0 12
1
2 0
0 0 18
3
4
1
8
0 0 0 12
1
2

 .
A related non-stationary subdivision is defined by the sequence of mask polynomials
a[k](z) = bk(1 + z)(1 + ckz)
3, with ck = exp(λ2
−k−1), bk = 1/(1 + ck)
3. (7.17)
The non-stationary subdivision {S
[k]
a } generates exponential splines with integer knots, piecewise
spanned by {1, eλx, xeλx, x2eλx}. The matrices S
[k]
1 , S
[k]
2 are
S
[k]
1 = bk


3c2k + c
3
k 1 + 3ck 0 0 0
c3k 3(ck + c
2
k) 1 0 0
0 3c2k + c
3
k 1 + 3ck 0 0
0 c3k 3(ck + c
2
k) 1 0
0 0 3c2k + c
3
k 1 + 3ck 0

 ,
S
[k]
2 = bk


0 3c2k + c
3
k 1 + 3ck 0 0
0 c3k 3(ck + c
2
k) 1 0
0 0 3c2k + c
3
k 1 + 3ck 0
0 0 c3k 3(ck + c
2
k) 1
0 0 0 3c2k + c
3
k 1 + 3ck

 .
We observe that limk→∞ ck = 1, and thus limk→∞ a
[k] = a. The conditions for both Corollary
7.3 and Theorem 7.2 are satisfied, and both forward and backward trajectories of {Fk} converge.
The attractors of both forward and backward trajectories, for λ = 3, are presented in Figure 2.
The symmetric set is in Figure 2 is the attractor of the forward trajectory, which is a segment
of the cubic polynomial B-spline, and the non-symmetric set is the attractor of the backward
trajectory, and it is a part of the exponential B-spline.
Figure 2. Left: Forward trajectory limit - cubic spline
Right: Backward trajectory limit - exponential spline.
.
Example 7.7. (Case (iii)). As we have learnt from Corollary 4.4, backward SFS trajectories
may converge under quite mild conditions. In particular, an SFS derived from a non-stationary
subdivision process, may converge even if it is not asymptotically equivalent to a converging
stationary process. Let us consider the random non-stationary 4-point interpolatory subdivision
process defined by the Laurent polynomials
a[k](z) = −wk(z
−3 + z3) + (0.5 + wk)(z
−1 + z) + 1, (7.18)
where {wk}
∞
k=1 are randomly chosen in an interval I. For the constant sequence wk = w, this
is the Laurent polynomial representing the stationary 4-point scheme presented in [6]. This
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random 4-point subdivision has been considered in [13], and it is shown there that the scheme
is C1 convergent for wk ∈ [ǫ, 1/8− ǫ]. Here we study the convergence for a larger interval I. We
define the SFS Fk =
{
R
n; f1,k, f2,k
}
where f1,k, f2,k are define by (7.5) with the corresponding
matrices S
[k]
1 , S
[k]
2
S
[k]
1 =


0 1 0 0 0 0
−wk 0.5 + wk 0.5 + wk −wk 0 0
0 0 1 0 0 0
0 −wk 0.5 + wk 0.5 + wk −wk 0
0 0 0 1 0 0
0 0 −wk 0.5 + wk 0.5 + wk −wk


,
S
[k]
2 =


−wk 0.5 + wk 0.5 + wk −wk 0 0
0 0 1 0 0 0
0 −wk 0.5 + wk 0.5 + wk −wk 0
0 0 0 1 0 0
0 0 −wk 0.5 + wk 0.5 + wk −wk
0 0 0 0 1 0


,
and
P =


0 2 1 0 0 1
1 1 0 1 0 1
2 1 0 0 1 1
3 2 0 0 0 1
2 4 0 0 0 1
1 4 0 0 0 1


.
Considering Corollary 4.4 about the convergence of backward SFS trajectories, we need the
existence of a compact invariant set of {fr,i}, and that
∑∞
k=1
∏k
i=1 LFi < ∞. By numerical
simulations we observe that for this example
∑∞
k=1
∏k
i=1 LFi <∞ is satisfied if {wk} are chosen
according to a uniform random distribution in I = [−b, b], with 0 < b < 0.86. We further
conclude that for {wk} ∈ I there exists m such that for any i ∈ N,
∏k+m−1
i=k LFi < µ < 1. Using
Example 3.9 we can verify that there exists a compact invariant set of the linear maps {Ai},
where
Ai = Fi ◦ Fi+1 ◦ .... ◦ Fi+m−1.
By Corollary 4.4, this guarantees the convergence of the backward trajectories of {Akm} to a
unique attractor, and this implies the convergence of the backward trajectories of {Fi}. Figures
3, 4, 5 depict the convergence of the backward trajectories {Ψk(A)} of {Fi} for wk ∈ [−0.2, 0.2],
wk ∈ [−0.4, 0.4], wk ∈ [−0.8, 0.8], respectively, and for k = 10, 12, 14.
Figure 3. wk ∈ [−0.2, 0.2]; Backward trajectories: Ψk(A), k = 10, 12, 14.
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