There are many applications such as molecular science simulations that require scalable task-level parallelism and support for the flexible execution and coupling of ensembles of simulations. Most high-performance system software and middleware however, are designed to support the execution and optimization of single tasks. Motivated by the missing capabilities of these computing systems and the increasing importance of task-level parallelism, we introduce the Ensemble-MD toolkit which has the following application development features: (i) abstractions that enable the expression of ensembles as primary entities, and (ii) support for ensemble-based execution patterns that capture the majority of application scenarios. Ensemble-MD toolkit uses a scalable pilot-based runtime system that, (i) decouples workload execution and resource management details from the expression of the application, and (ii) enables the efficient and dynamic execution of ensembles on heterogeneous computing resources. We investigate three execution patterns and characterize the scalability and overhead of Ensemble-MD toolkit for these patterns. We investigate scaling properties for up to O(1000) concurrent ensembles and O(1000) cores and find linear weak and strong scaling behaviour.
INTRODUCTION
Many scientific applications in the field of molecular sciences, computational biology [1, 2] , astrophysics [3] , weather forecasting [4] , bioinformatics [5] [6] are increasingly reliant on ensemble-based methods to make scientific progress. Each ACM ISBN 978-1-4503-2138-9. DOI: 10.1145/1235 ensemble is comprised of multiple computational units of execution. These units are referred to as tasks. Ensemblebased applications vary in the degree of coupling and dependency between the tasks, and heterogeneity across tasks.
In spite of the apparent simplicity of running ensemblebased applications, the scalable and flexible execution of a large and collective set of tasks is non-trivial. There are challenges at the functional, performance and usability levels, each compounded by the complexity of supporting multiple high-performance computing (HPC) platforms.
Given the complexity and the many degrees-of-freedom, it is not surprising that scalable, flexible and easily usable tools for ensemble-based applications are conspicuous by their absence. Hitherto, ensemble-based applications have either been retrofited into one of many general purpose workflow systems, or wrapped in specifically constructed scripts that address some, but rarely all of the requirements. The former can in principle support ensemble-based applications as a specical case, but most workflow systems have their design point and performance tuned to managing complex inter-dependencies of tasks, which is not the distinguishing characteristic or dominant requirement of ensemble-based applications. The scripting based approach presents a significant burden on the user, at least when it comes to running large-ensembles in a fault-tolerant way on heterogeneous resources, as well as in developing sophisticated ensemblebased simulations.
As a consequence of these challenges and the growing importance and pervasiveness of ensemble-based applications, we designed and implemented Ensemble-MD toolkit. Ensemble-MD toolkit promotes ensembles as a first-class entity and is based upon a careful analysis of requirements of ensemble-based applications. We propose a set of design features that meet these requirements: (i) programming abstractions that enable the expression of an ensemble of tasks as the primary entities, independent of the executable, (ii) support for ensemble-based execution patterns, (iii) decoupling of the details of execution and management of these patterns from the expression of the patterns, and (iv) a runtime system that enables the efficient execution of tasks and provides the flexible resource utilization capabilities over a range of HPC platforms. These features capture both system-level and user-level abstractions, resulting in simple yet powerful ways of developing and executing ensemblebased applications.
Ensemble-MD toolkit is an abstractions-based tool, incorporating both best practices in software development and systems engineering, designed to capture the sweet-spot in the space of control, flexibility and usability for ensemblebased applications. Although the motivation of this toolkit stems from its current need & utility in the molecular dynamics (MD) community, and hence called the Ensemble-MD toolkit, the concepts, components and use of Ensemble-MD toolkit is agnostic to the application and can be used in any domain. Ensemble-MD toolkit fills a missing gap in the repertoire of production-grade HPC tools.
In Section 2, we discuss a few other tools that share the research space with Ensemble-MD toolkit. In Section 3, we present the Ensemble-MD toolkit, discuss the objectives, design and implementation. In Section 4, we perform validation and scalability experiments using both toy and real MD workload. We conclude the paper in Section 5 with a comparison of the key features of Ensemble-MD toolkit with other similar tools.
RELATED WORK
There exist tools to run parameter sweeps (e.g., Nimrod [7] ) and many to support embarrassingly parallel tasks. General purpose ensembles can be distinguished from parameter sweeps or embarrassingly parallel tasks in that the former support varying degrees of coupling between the ensemble members, such as global synchronization, temporally varying pair wise interactions.
Many tools have been developed to assist computational scientists to run their workloads on high performance computing (HPC) infrastructures. Traditionally, scripting has been the mode of operation for testing and in some cases production grade experiments. Although, this provides complete control to the user, this has the obvious requirement of a priori knowledge of workload and limitations in terms of capability for dynamic decisions and fault handling. The user must explicitly call commands to transfer files, submit programs as jobs for execution and implement control flow. Some of the simple scripting approaches have also been interfaced with web-servcies based tools to manage job submission, such as Longbow [8] and GROWL [9] . Both Longbow and GROWL however, are limited in the different application types that can be supported. Longbow only supports a bag of MD simulations using Amber [10] , CHARMM [11] , Gromacs [12] , LAMMPS [13] or NAMD [14] codes. GROWL is limited to C and C++ based applications.
Workflow systems such as Pegasus [15] and DAGMan [16] convert given workloads into directed acyclic graphs (DAGs). DAGMan simply schedules the jobs as per the DAG where each edge of the DAG specifies the order of precedence. DAGMan is primarily meant for static workloads. Pegasus, primarily expressed in virtual data language, maps workflows onto select execution sites based on some criteria to create resource specific DAG. DAGMan is then responsible for job execution in the prescribed order. There are workflow systems such as Swift [17] , which do not rely on the creation of a DAG but require explicit mention of the order of execution of the various tasks in a multi-stage application.
There are other dataflow oriented tools such as Copernicus [18] , Ruffus [19] , Snakemake [20] and COSMOS [21] . Both Ruffus and COSMOS provide a python library to construct the user application whereas Snakemake provides a separate workflow definition language. Snakemake and COS-MOS convert their workload into DAGs using tool dependecies and file naming conventions and enable execution on common HPC. Ruffus mainly concentrates on expression & automation of conventional pipeline based workloads.
ENSEMBLE-MD TOOLKIT
Having discussed the impressive range of methods and tools to run applications comprised of multiple tasks on HPC systems, we provide a semi-informal discussion of the requirements for and present the design and implementation of the Ensemble-MD toolkit.
Requirements
Ensemble-based applications consist of a large number of tasks that vary in the type of coupling between the tasks, the degree of frequency of interaction and also the volume of information exchange between them. Tasks can vary greatly in their individual computational requirements. For example, an application could be described as a simple bag-oftasks (BoT) where there is no coupling between the tasks; in some cases a task could be a single core job, multiple nodes [22] or even hundreds of cores each [23] . Applications could conform to a MapReduce style application [24] where all tasks are subject to a hard (global) synchronization step. The two-step MapReduce can be generalized to an iterative simulation of swarms [1] with an intermediate analysis that is more sophisticated than a simple reduce.
The need to provide efficient and flexible resource management over a diverse range of resource types for a range of applications is just one reason why applications comprised of multiple distinct but related tasks is a challenge. In many cases, the resource requirements of the total set of tasks is much greater than the total amount of resources that can be acquired. This can be due to the lack of resources, impractically large queue wait times or upper limits enforced by scheduling policies. Either way, it is important to decouple the total resources required from the resources utilized (or available) at any given instant of time. In general, the resource management complexity points to the need for a special-purpose runtime that insulates the challenges from the applications.
At the application level there is a requirement for uniform and simple approaches of composing ensemble-based applications without compromising scale and the ability to run over heterogeneous resources.
Design
Ensemble-MD toolkit was designed to be a scalable execution framework for multiple tasks with varying coupling on different HPC platforms. Given the wide range of ensemblebased applications, the toolkit aspect derives from the design objective of providing building blocks so as to make it extensible and flexible. In addition to functional and performance requirements, Ensemble MD toolkit was designed with software engineering best practices so as to be production quality and grade. Although the motivation of this toolkit stems from its current need and utility in the MD community, and hence named EnsembleMD, the concepts and components of Ensemble-MD toolkit are agnostic of the specific application or workload. Three primary design objectives of Ensemble-MD toolkit are:
1. Support a range of varying ensemble-based science applications without major refactoring of application 2. Manage execution level details while providing capability and performance guarantees 3. Support dynamic resource management so as to decouple resource requirements from availability of resources. We observe that the control flow in molecular sciences applications can be categorized into a few recurring types. We take advantage of this similarity by creating abstract "patterns" which define the control flow agnostic of the type of workload, number of tasks and resource requirements of tasks. For example, a bag of tasks pattern would create a set of tasks that are independent of each other without specifying the actual work done or resource requirements of the tasks. In order to keep the software footprint of EnsembleMD toolkit small, it was designed to draw on existing tools, libraries and frameworks wherever possible. With these points in consideration, we state the design decisions that were made for the EnsembleMD toolkit:
Even with the patterns and workload specification abstractions, it is important to abstract the application specification from the complexity of workload execution, while keeping the details exposed to a minimum. Last but not least, a design goal for Ensemble-MD toolkit was to draw on existing tools, libraries and frameworks wherever possible. With these points in consideration, we state the design decisions that were made for the Ensemble-MD toolkit:
Pattern-based approach for application composition: The toolkit treats execution pattern as a core component. It provides a simple mechanism to compose the application by selecting a pre-defined pattern, defining the execution stage(s) and parametrizing it.
Decouple "what to execute" from "how to execute": The complex details of the task execution, task synchronization and data management are hidden in the runtime system. This partition provides the freedom to make execution level decisions targeting various metrics, viz., throughput, time to completion, data movement, scale, or resource specific decisions.
Managing heterogeneity: Platform-to-platform heterogeneity arises from system architecture, job submission mechanisms, file-system performance and software versions. Heterogeneity is an important practical issue encountered in using multiple HPC platforms; some aspects can be abstracted, some addressed via automatic configurations or at the user-level. System architecture and job submission mechanisms are examples of resource-level heterogeneity and can often be addressed by an underlying runtime system. Where possible, exposing mechanisms to manage the software environment heterogeneity helps reduce user effort, for example, capturing the specific version of the simulation executable and its software environment on different platforms.
The resulting architecture of EnsembleMD toolkit ( Fig. 1 ) has four components: the execution patterns, the dynamic resource handler, the kernel plugins and the execution plugins. These components improve the ease of composition of applications while confining the execution complexity to the runtime system. We discuss each component:
1. Execution Patterns: An execution pattern is a high- level object that represents an application's control flow. They can be viewed as a parameterized template for capturing the execution of the ensemble; they describe "what to do" across the different unique stages. Execution patterns provide placeholder methods for the individual stages of an execution trajectory. 2. Kernel plugins: A kernel plugin is an object that abstracts a computational task in Ensemble-MD toolkit.
It represents an instantiation of a specific science tool along with the required software environment. Kernel plugins hide kernel-specific peculiarities across different clusters as well as differences between the interfaces of the various MD kernel plugins to the extent possible, thus addressing kernel-level heterogeneity. 3. Resource Handler: The resource handler is a representation of a computing infrastructure (CI), providing methods to:
• allocate resources • run an execution pattern on these resources • deallocate resources 4. Execution Plugins: The execution of the ensemblebased application is described by Execution Plugins. The Execution Plugin binds the kernel plugins and the execution patterns, and translates the tasks into executable units that, along with resource details from the resource handler, are forwarded to the underlying runtime system. The decoupling of execution from the expression of the pattern allows runtime decisions and optimizations. The resource handler, execution pattern and kernel plugins are user facing components. They are used to obtain and validate details regarding the resources, the pattern used and the workload in each stage of the pattern. The execution plugin is an internal component of the toolkit which is responsible for extracting the necessary data from the other components and passing it on to the runtime system in an understandable format.
Implementation
In order to be able to use HPC systems, Ensemble-MD toolkit follows a standard job submission language and runtime system that allows the same. Although, the criteria of the runtime system is to be simply compatible with this job submission language alone, we select RADICAL Pilot due to its specific advantages discussed below.
Job submission language
The Ensemble-MD toolkit is designed to be compatible with runtime systems that comply with the SAGA Job Description [25] that is derived from the standard Job Submission Description Language [26] proposed by the Global Grid Forum. An example of the values required by the Ensemble-MD toolkit resource handler to construct the job submission script is provided in listing 3.
Runtime system
As mentioned previously, Ensemble-MD toolkit relies on a runtime system to manage task execution. One of the design objectives was to provide dynamic resource management, one type of which is to be able to execute more tasks than resources available. Pilot-Job systems provide a simple solution to the static resource management found in most high performance and distributed computing infrastructures [27] . Pilot-Job systems provide placeholders or container jobs that are submitted to the target resource. These container jobs enable application level scheduling of any number of workload tasks on these resources. A resource placeholder, thus, decouples the acquisition of the resources from their use to execute application tasks.
Of the multiple pilot systems currently developed [28] , we select the RADICAL Pilot [29] implementation. This is due to certain features unique to RADICAL-Pilot: 1) Support for MPI based applications, 2) support for data-intensive applications 3) support for execution on diverse resources. RADICAL-Pilot builds upon important conceptual theoretical advances (P* Model [27] ). Resource-level heterogeneity is addressed in RADICAL-Pilot via an interoperability layer, SAGA-python [30] to get access to diverse DCI middleware.
It is important to note that the Ensemble-MD toolkit can be coupled with other general-purpose or special-purpose runtime systems. Ensemble-MD toolkit is actively developed and provides the necessary hooks for this coupling.
EnsembleMD toolkit Execution Patterns
Ensemble-MD toolkit natively supports three patterns: pipeline, replica exchange (RE) and simulation analysis loop (SAL). These initial patterns were motivated by their immense popularity and use in molecular simulations, and in particular in MD [2] . Although, introduced in the context of MD, these patterns can be used for any application that follows the same orchestration of tasks by modifying the specific execution kernel plugins. We take a look at these patterns in terms of the coupling and dependencies of these tasks. 
Pipeline
A pipeline consists of a linear sequence of executable stages. The Ensemble-MD toolkit pipeline pattern is a very common pattern that consists of a bag of independent pipelines that can contain heterogeneous workload. It follows a linear and unidirectional flow of data and control. Although each stage of a pipeline depends on its predecessor, the pipelines themselves execute independent of each other. Figure 2 is a pictorial representation of the pipeline pattern consisting of N pipelines each with M stages. Many applications in bioinformatics follow the pipeline pattern [6] [5].
Replica Exchange
RE pattern is fully specified by two phases: simulation and exchange. First is performed simulation phase, which is typically defined by a number of simulation time-steps. Each replica propogates simulation phase independently. Second is the exchange phase, where results of simulation phase are used to determine pairs of replicas which will exchange thermodynamic parameters. As depicted in Figure 3 execuiton of both simulation and exchange phase can be performed with various degrees of concurrency. RE pattern is a generalization of popular replica exchange molecular dynamics (REMD) conformational sampling algorithm [31] . 
Simulation Analysis Loop
The SAL pattern consists of iterations of a set of simulation instances and a set of analysis instances. There are also the pre loop and the post loop stages which are outside this iterative sequence. Figure 4 represents the SAL pattern with N simulation instances and M analysis instances in each loop. This pattern finds use in MD applications where multiple iterations of simulation tools and analysis tools need to be performed till a convergence criteria is reached. Some examples of the iterative swarm methods such as the dmdmd algorithm [1] or the complementary coordinates method suggested in [32] .
EnsembleMD toolkit Interface
We now present the interface of components that the user interacts with: resource handler, execution patterns and kernel plugins. The purpose is to present how their expression remains agnostic to the resource and underlying execution details, yet provides the needed flexibility to compose a wide range of ensemble-based applications. We discuss the interface of the pipeline execution pattern and for completeness outline the interface for other interface. We provide an example of an end-to-end application to show how an application can be mapped to the patterns.
Execution Pattern -Pipeline
Ensemble-MD toolkit provides an intuitive method to support the execution of an ensemble of pipes. Each pipe instance executes independent of the other, but within each pipe, the execution of each stage i is preceded by complete execution of stage i+1. Each stage of each pipe can define its own kernel plugin. It is therefore designed to support applications with heterogeneous pipes. Other pipeline parameters, such as the number of stages in each pipe and the number of pipe "instances" can also be controlled by the user. Listing 1 provides an example of an instance of the pipeline execution pattern with 2 stages and 16 parallel pipe "instances", would look like this: As shown in listing 1, no details about the implementation of the pattern or the resource are exposed to the user. It is important to note that the execution pattern would remain the same even if the resource is changed or the workload is changed.
Kernel plugins
A kernel plugin is an object that abstracts a computational task. It represents an instantiation of the computational task along with the software environment required on the specific resource. In addition, the kernel object also provides methods to specify input and output data, allocate cores for the each task. We list an example below.
Listing 2: Example of a kernel plugin in Ensemble-MD toolkit that enables the user to specify the arguments the kernel takes, the files to be transfered to/from the remote machine, whether the task is MPI enabled and the number of cores to be used
The kernel object is bound to the execution pattern in execution plugin.
Resource handler
Every Ensemble-MD toolkit script requires a resource handler to be created. It requires the following details about the target resource: resource name, number of cores, walltime of the reservation, username for access, allocation id, database details, amongst other details some of which are optional, such as submission queue.
These are necessary to ultimately create a job description in accordance with the SAGA job model. The database details are a consequence of the need to provide a persistent point of presence for the simulations in case of disruption or failures, which in turn is a consequence of the current choice of RADICAL-Pilot as the runtime system. Following is an example: from radical . ensemblemd import S i n g l e C l u s t e r E n v i r o n m e n t resource = S i n g l e C l u s t e r E n v i r o n m e n t ( resource = " xsede . stampede " , cores = 16 , walltime = 30 , username = " abc " , project = " TG -xyz123 " , queue = " normal " , # optional database_url = " mongodb :// user : pwd@domain " , database_name = " myexps " # optional ) It is important to note that the resource handler is independent of the execution pattern or the workload. The resource handler remains uniform across all possible resources and hides resource heterogeneity from the user. In any application, resource details need to be specified only once, via the resource handler.
The information from the kernel plugins and the resource handler is used to determine the resource specific software execution environment. This is performed internally by the execution plugin. By using this approach, we address kernellevel heterogeneity that might arise across different resources.
By design, the user only interacts with the above three components in any application development process. Their interface presents the simplicity in setting up these components to construct a complete application. To reiterate the point, we briefly discuss the interface for the SAL pattern; the salient features of the interfaces discussed in the context of the pipeline pattern apply here too: separation of resource and execution description from application (pattern, kernel) description, flexibility of composition Simulation Analysis Loop: The SAL pattern consists of 4 stages: 2 iterative, simulation and analysis stages, and 2 non-iterative, pre-loop and post-loop stages. For the SAL pattern, the user can specify the number of loops of the simulation and analysis stages, number of simulations and number of analysis instances. Note that here instances refer to concurrent tasks of the same stage. def __init__ ( self , maxiterations , s i m ul a t i o n _i n s t a n c e s =1 , a n a l y s i s _ i n s t a n c e s =1) : S i m u l a t i o n A n a l y s i s L o o p . __init__ ( self , maxiterations , simulation_instances , an aly sis _in st a n c e s ) 
app = MyApp ( maxiterations =10 , s i m u l a t i o n _ i n s t a n c e s =16 , ana lys is _ i n s t a n c e s =1)
Listing 4: Interface of the SAL execution pattern containing 10 iterations of 16 simulation instances followed by 1 analysis instance
End-to-end example
With the architecture, implementation and interface of individual components depicted, we present a complete endto-end RE application as an example (Listing 5). We insert the md.namd and md.re_exchange kernel plugins in the RE pattern to build this application. We create the resource handler targeted at localhost which launches a pilot occupying 2 CPU cores for 15 minutes. Note that, in the example, we make assumptions that the required kernel plugins and the data are locally available.
Application development using the Ensemble-MD toolkit consists of five basic steps (Figure 1 ):
Step 1: The user directly interacts with three components -execution pattern, kernel plugins and resource handler. The user first picks the execution pattern that best represents his/her application. Every execution pattern requires pattern specific parameters such as number of cycles, number of stages, etc. Step 3: The next step is to create a resource handler for a remote machine with details of the resource request. Once created, the user can now request an allocation for the resources.
Step 4: Once the allocation request is made, we can pass the entire execution pattern + kernel plugins to the execution plugin where they are bound to each other and translated to executable units which are then submitted to the remote machine.
Step 5: Once the execution is completed, control returns back to the user. The user can now run another pattern if required or simply deallocate the resources.
There are currently three execution patterns supported by Ensemble-MD toolkit. The toolkit can be extended to support new execution patterns by creating new execution plugins and defining an interface for the same. Creating the execution plugin requires familiarity with RADICALPilot, but once created it can be reused for multiple applications following this pattern. Keeping the space and scope in mind, we skip the description of how the new patterns can be added, but its information can be found in the Ensemble-MD toolkit documentation [34] .
In this section, we identified the requirements for the Ensemble-MD toolkit. We designed the components of Ensemble-MD toolkit to meet these requirements: execution patterns to provide the control flow, kernel plugins to abstract the computational task, resource handler to hide resource heterogeneity and control the resources, execution plugins to translate tasks to executable units. With these components, a range of ensemble-based applications can be developed. With the functionality of the toolkit established, we discuss the usability of the toolkit by describing the interface to the various components. We discussed, step-by-step, the application development process to show that user effort is only towards defining the application and does not involve execution level details. With the functionality and usability addressed, we move to discussing the performance of the toolkit in the next section.
CHARACTERIZATION AND VALIDATI--ON
In this section, we attempt to characterize the toolkit and validate some of the design decisions that we made. We begin with a description of the workload and the HPC machines used in each of the experiments. We, then, discuss some of the parameters and definitions used before moving to the experiment results and their analysis.
We divide our experiments into two tracks: validation and performance characterization. We characterize the execution patterns by executing the same workload using three patterns. We discuss the individual timing components in detail. Next, we attempt to validate the kernel plugins by simply choosing one of the patterns from the previous experiment, switching the kernel plugins and comparing the timing details in both cases. The objective is to validate the hypothesis that the switching kernels does not change the overhead and hence the total time. So far, in the paper, we have addressed the aspects of functionality and usability. In the second experiments track, we characterize the scalability of Ensemble-MD toolkit-we run strong and weak scaling tests for the RE and SAL execution patterns. Strong scaling tests observe the variation of the time to completion (TTC) with the number of cores for a problem of fixed total size. Weak scaling tests observe variation of the TTC with the number of cores when the problem size per core is kept fixed.
Experiment Setup
Prior to discussion of the experiments, we present a description of the workload and the HPC machine used in each of the experiments.
HPC description: In the first two experiments, we use the XSEDE Comet [35] 
Workload description: We describe the workload in each of the three experiments below:
1. We use a toy application which contains 2 stages. First stage contain tasks which create a file with random characters. The second stage consists of tasks which perform a character count on these files. 2. We construct the DM-d-MD application [1] using the SAL pattern. The physical system used was a decalanine residue and each simulation was run for 1ps using the Gromacs [37] MD engine. 3. We run scaling experiments for the RE pattern and the SAL pattern. We use a solvated alanine dipeptide molecule containing 2881 atoms and run each simulation using the Amber MD engine.
Parameters and Definitions
We establish the definitions and notations used in the presentation and discussion of the results. In each of the experiments, we measure the TTC which can be decomposed as follows:
• T EnM D overhead : The total time taken by Ensemble-MD toolkit in construction and scheduling of the various tasks. This includes the time that components, external to Ensemble-MD toolkit but invoked by it take, such as RADICAL-Pilot.
• Texecution: Execution time of the each stage of the pattern.
• T data transf er : Total time taken in data transfer. As we aim to understand Ensemble-MD toolkit, its overhead can be decomposed further to analyze its variation, if any, across configurations and the different patterns: Figure 5 : Character count application implemented with pipeline, SAL and RE pattern on the Comet cluster in XSEDE. We vary the number of tasks from 24-192 but also vary the number of cores similarly, thus all the tasks are concurrently executed. The first three subplots show the application execution times using the three patterns. The next 2 subplots show the overhead and data transfer times.
• T core overhead : Time spent by Ensemble-MD toolkit to submit and cancel a resource reservation.
• T pattern overhead : Time spent by Ensemble-MD toolkit in creating each of the tasks and data structures. This overhead is pattern specific.
• T RP overhead : Overhead that arises from RADICALPilot. The RADICAL-Pilot overhead is in turn comprised of many sub-component which have been investigated [29] . Also, as the focus is on Ensemble-MD toolkit, we do not decompose the RP overhead any further.
Characterization of Execution Patterns
We present and validate the three existing execution patterns in Ensemble-MD toolkit: pipeline, RE and SAL. We create a two-stage application using each of the patterns. We use the mkfile kernel in the first stage to create a file in each task and the ccount kernel in the second stage to count the number of characters in each of those files.
In this experiment, we vary the number of tasks and cores from , keeping the task to core ratio 1:1. We use the XSEDE allocated Comet cluster [35] . A decomposition of the total time using the three different patterns is given in Fig 5. The first three subplots depict the execution time of the application using the three patterns. The following subplots represent the decomposition of the Ensemble-MD toolkit overhead and the data transfer time when using the pipeline pattern. As expected, we observed similar overhead and data transfer timings when using the other patterns. Keeping space considerations in mind, we avoid presenting the overheads, data transfer timings.
From the first three subplots, it can be observed that the application execution times remain relatively same at all the configurations across patterns. This is due to the fact that each task has the same workload and all the tasks execute concurrently in all the patterns.
In subplots 4 and 5, we present the behaviour of the overheads when using the pipeline pattern. The EnMD Core overhead which, is independent of the pattern, remains constant in all the configurations. The EnMD Pattern overhead is the specific time consumed by the pipeline pattern of Ensemble-MD toolkit. As expected, this increases with number of tasks, but remains small as compared to the other overheads. The RP overhead increases quite rapidly with the number of tasks and is quite high as compared to the other overheads. One of the main reasons for this magnitude of the overhead is the high amount of communication, and thus the latency, that occurs between the RP layer and the coordinating database [29] .
In the last subplot, we see that the data movement time increases with increase in the number of tasks. This is due to the fact that the amount of data increases with increase in the number of tasks.
It is important to observe that the patterns themselves do not influence the workload. As is evident from the results, given the exact same workload, we observe similar execution times across the different patterns.
Validation of Kernel Plugins
The objective of this experiment is to present and validate the support for kernel abstractions in Ensemble-MD toolkit. We pick the SAL pattern from the previous experiment and replace the kernel plugins with actual MD tools: GROMACS [37] simulation tool in the simulation stage and LSDMap [1] in the analysis stage. We execute the application again on the Comet cluster in XSEDE [35] and keep the scales in the same range . Figure 6 presents a decomposition of the total time. We skip the data movement time since it is a factor of the amount of data and the network between the client and remote. We observe that, for the same range of scales on the same target machine, the overheads obtained in this experiment are very similar to the ones presented in Figure 5 for the SAL pattern. It can be inferred that changing the kernel plugins, hence the workload, does not effect the overhead presented by Ensemble-MD toolkit. Note that since 
Characterization of Scalability
We have now validated both the support for different execution patterns and kernel plugins in Ensemble-MD toolkit. We now test the scalability of the toolkit with real science workloads. We perform strong and weak scaling tests for RE pattern and the SAL pattern. Note that, in the following graphs, the X-axis is labeled 'A/B' where A is the number of cores used and B is the number of simulations performed on those cores. The Y-axis presents time taken in seconds.
Replica Exchange Pattern
We run the RE pattern for a solvated alanine dipeptide molecule containing 2881 atoms. We use the Amber MD Engine for the simulations and perform a temperature exchange during the exchange stage. We perform both the experiments on the SuperMIC cluster in XSEDE [36] . Figure 7 and Figure 8 present the results of the strong and weak scaling experiments respectively.
For strong scaling experiments, we keep the number of replicas constant at 2560 and vary the number of cores between 20-2560. Each replica is run on 1 core for 6ps before exchange. In Figure 7 , note that since the simulation and exchange times are different by orders of magnitude, we use two y axes as labeled. From Figure 7 , we can observe that the simulation time decreases to half its value when the number of cores are doubled. The exchange times, on the other hand, remain constant as they depend on the number of replicas, which is constant for this experiment.
In experiments designed to examine weak scaling characteristics, we keep problem size per core constant, i.e., we keep the ratio of the number of replicas to the number of cores constant. We vary the number of replicas from 20-2560 and the number of cores proportionately. Each replica is run on 1 core for 6ps before exchange. Our results in Figure 8 show that the simulation time remains relatively constant. The exchange times, however, increases as this depends on the number of replicas.
Simulation Analysis Loop Pattern
We implement the iterative collective coordinates algorithm [32] using the SAL pattern. We use a solvated alanine dipeptide molecule containing 2881 atoms as our physical Weak scaling test for RE execution pattern on XSEDE Supermic using AmberTemperature Exchange kernel plugins and the alanine dipeptide molecule with fixed problem size per core. system. Each simulation is executed using the Amber MD Engine for 0.6 ps followed by the CoCo analysis of all simulations. Figure 9 and Figure 10 present the results of our strong and weak scaling experiments.
In the strong scaling experiment, we keep the number of simulations fixed at 1024 and use one core per simulation. We vary the number of cores used from 64-1024. In Figure 9 , note that since the preloop time is different by orders of magnitude from the simulation and analysis times, we use two Y axes as labelled. Similar to the strong scaling experiment with the RE pattern, we can observe that the simulation time reduces to half its value when the number of cores is doubled. The analysis algorithm is executed in serial and thus depends on the number of simulations.
For experiments designed to investigate weak scaling, the problem size per core is kept constant. Accordingly, the number of simulations is kept the same as the number of cores. The number of cores is varied between 64-1024. In Figure 10 , note that since the the preloop time is different by orders of magnitude from the simulation and analysis times, we use two Y axes as labeled. At each of these configurations, the simulation execution time is observed to be constant. The analysis execution time, although, increases with increase in the number of simulations.
Analysis of results
In the strong scaling experiments, as we increase the number of cores, the number of simulations executing in parallel Weak scaling test for SimulationAnalysis-Loop execution pattern on XSEDE Stampede using Amber-CoCo kernel plugins and the alanine dipeptide molecule with number of replicas equal to the number of cores hence fixed problem size per core.
increase. Since the total problem size, i.e. the number of simulations, is constant, the simulation execution time decreases. In the weak scaling experiments, we keep the problem size per core constant by using as many cores as there are simulations. Thus, all simulations execute in parallel at all configurations (of cores and simulations) and we observe constant execution time. The exchange stage in the RE pattern and the analysis stage in the SAL pattern execute in serial and thus dependent on the number of replicas. As expected, their execution time increases with increase in the number of simulations.
The linear behaviour obtained with both patterns is evidence that scalability is invariant of the patterns. The linear scaling is a consequence of the capabilities of the runtime system. This behaviour attests as both an important feature of Ensemble-MD toolkit and validates the choice of using RADICAL-Pilot as the runtime system. Ongoing work [29] will support upto O(10,000) tasks.
It important to note that although we have used one core for each simulation in these experiments, running multicore simulations will not change the scaling behaviour. This is due to the fact the overheads, both from Ensemble-MD toolkit and RADICAL-Pilot, depend on the number of tasks as opposed to the size of each task. RADICAL-Pilot is extensible to support most multi-core execution modes [29] . Whereas the size of each task might effect the absolute execution time, the behaviour across different configurations would remain consistent with the above results.
DISCUSSION AND CONCLUSION
In Section 2, we discussed and compared Ensemble-MD toolkit to tools that can be used to execute an ensemblebased applications. In Section 3, we outlined the primary requirements, the design and implementation of Ensemble-MD toolkit. We also introduced three execution patterns that in our assessment represent the majority of ensemblebased applications. Section 3, concluded with a discussion of the interface of the user-facing components and stitched them together into an end-to-end example, which served to demonstrate the separation of concerns (ease of development and flexibility versus execution). Experiments in Section 4, validated the design of execution patterns and kernel plugins.
Scalability experiments for the RE pattern and SAL pattern with real workload showed linear strong and weak scaling behavior for upto O(1000) tasks. As measured by overheads, Ensemble-MD toolkit does not impose any significant or fundamental scalability limits; performance and scalability are essentially determined by the pilot-based runtime. RADICAL-Pilot has been engineered to support up to 2000 tasks concurrently [29] ; O(10,000) tasks are being tested currently on NSF Blue Waters machines [39] . A technical roadmap exists for O(100,000) concurrent tasks. These runtime performance enhancements will be seamlessly applicable to Ensemble-MD toolkit. Ensemble-MD toolkit provides building blocks to construct an application as opposed to taking a black-box approach. The customization of ensemble execution patterns templates however, provides the simplicity of a black-box approach, while providing the ability to compose ensemble-based workflows. The pattern-based approach provides common controlflow options; the user provides workload definition and resource information.
Tools that take a black-box mode can be developed using the building blocks offered by Ensemble-MD toolkit. For example, the ExTASY [40] package currently uses Ensemble-MD toolkit to build applications with less need for customization and fewer degrees-of-freedom; soon the RepEx [?] framework will do the same.
The current state of Ensemble-MD toolkit validates the design and supports several active molecular science projects. It provides some empirical data in the "schism" between general-purpose workflow system behemoths versus building blocks and abstractions based approach to constructing functionally specialized toolkits to support special-purpose workflow.
There are multiple enhancements that are planned or underway: currently workloads are adapted to resources that are chosen based upon user choice and independent of the dynamic state of workloads. Ref [41] formalized and introduced execution strategies as the time-ordered set of decisions needed to execute a workload on dynamically varying resources. This requires integrating both application-level and resource information, which will see the execution plugin transition from being a simple translation layer to an intelligent middleware component.
The transition from static workload-resource mapping to adaptive mapping will enable efficient and optimized execution capabilities. This will lead to the ability to select resources given a workload, as well as how to adapt workloads to optimally utilize a certain amount of resources. In general, Ensemble-MD toolkit forms an initial prototype of the execution engine upon which to develop advanced adaptive simulation algorithms, some initial ideas of which are sketched in [42] .
Software and Data: Ensemble-MD toolkit can be found at [34] and is released under the MIT license. Configuration scripts to reproduce experiments and data from experiments can be found at: https://github.com/radical-experiments/ enmd-pattern-testing.
