Abstract Automatic eye localization is a crucial part of many computer vision algorithms for processing face images. Some of the existing algorithms can be very accurate, albeit at the cost of computational complexity. In this paper, a new solution to the problem of automatic eye localization is proposed. Eye localization is posed as a nonlinear regression problem solved by two feed-forward multilayer perceptrons (MLP) working in a cascade. The input feature vector of the first network is constructed from coefficients of a two dimensional discrete cosine transform(DCT) of a face image. The second network generates corrections based on small image patches. Feature extraction and neural network prediction have known and efficient implementations, thus the entire procedure can be very fast. The paper hints at the neural network structure and the procedure for generating artificial training samples from a low number of face images. In terms of accuracy, the method is comparable to state-of-the-art techniques; however it is based on numerical procedures that could be highly optimized (fast Fourier transform and matrix multiplication).
alignment of the detected face. This problem was broadly investigated in [12] . Sometimes satisfactory results can be obtained without face alignment [14] . Having said that, it is reasonable to assume that further alignment can only improve accuracy. The face alignment using the position of the eyes seems to be a natural choice here.
Although the automatic eye localization problem has been studied for a few decades, its performance still needs improvement. The main issue with this task is the variability of eye appearance; in an image, this not only depends on individual differences, but also on the lighting conditions, pose, expression, etc.
In [13] we present another approach to the problem of eye localization, where the issue is described a one of regression. DCT coefficients were proposed as a feature vector, and an artificial neural network was used for regression. This paper summarises previous results and extends them with the following: larger and much variable face collection, deeper neural networks, and two-stage regression -a mechanism substantially improving accuracy.
The rest of the paper is organized as follows. Section 2 describes related work on eye localization. In Section 3, our solution is presented. Results are discussed in Section 4. Finally, Section 5 concludes the paper.
Related work
Automatic localization of the eyes (or any part of the face) in a face image can be treated as a classification or regression task. In the classification approach, a classifier is trained to recognize whether a given part of an image contains an eye. This classifier is then applied to the sliding window at different scales. The combined results from neighbouring windows and scales define the final rectangle containing the eye. Any classifier can be used, but since the algorithm is repeated many times, its speed is an important factor.
The most common approach is to use the AdaBoost algorithm with Haar or LBP features [18, 19] . This exact technique is used in the popular computer vision library, OpenCV, in an implementation of the eye detection algorithm. All other algorithms that use template matching also fall into this category.
While the classification approach is much more common, the problem was also stated as a regression one [5] . In this formulation the eye locations are estimated from the feature vector x extracted from the face image.
Everingham and Zisserman limited their analysis to the kernel regression model, with the subset of pixels being the features. In this paper, we use a similar approach; however, instead of using a subset of the image we reduced the dimensionality by taking the most important DCT coefficients as the feature vector. Having considered performance, accuracy and model simplicity, we decided to use an artificial neural network for regression. A similar approach was presented in [9] where the authors suggest using MLP with DCT from YCbCr planes for classification.
Recently, Sun et. all [16] independently of [13] proposed a similar idea of using convolutional neural networks for facial point detection. The location of the points is given by the first network (regression problem) and it is corrected by another two convolutional networks. This solution is very powerful and general (five points are obtained at once); however, convolutional networks are known to be more difficult to train compared to multi-layer perceptrons. Our solution is simpler and faster in both the training and evaluation steps. A quite similar approach was studied in [15] . However, we experimented with DCT features and deeper networks that allowed us to obtain significantly better accuracy. It may be possible to improve the accuracy in a similar way as in [16] .
Proposed approach
Following Everingham and Zisserman [5] we formulate the problem of eye location as a multinomial regression problem. Using a feature vector x we want to predict the output vector y representing the coordinates of both eyes. This is the standard regression problem, and a variety of solutions have been proposed to deal with it. They include artificial neural networks and support vector regression (SVR), state-of-the-art nonlinear regression algorithms. Since SVRs are commonly defined just for one dimensional predicted variable, they require four independent models, one for each component. As such, we used neural networks. In this case, the single model gives multidimensional prediction. Furthermore it is significantly more compact, and faster to evaluate, than a support vector machine with the same generalization performance [2] . The usefulness of neural networks for such tasks is presented in [10] , where the authors use neural networks to refine eye localization indicated by a different algorithm.
Feature selection
When it comes to image processing, pixel intensity is the obvious candidate as a feature. However, it is highly dimensional, making the model complicated and difficult to train. It is possible to reduce the dimensionality by resizing the image, although in this a case some useful information about the face is lost. The other problem with resizing the image is that the estimated eye coordinates have to be scaled to the coordinates of the original image. Due to this scaling, the regression error is also scaled and grows linearly with the scale.
All these problems vanish if the right features are selected. Coefficients of the two dimensional discrete cosine transform(DCT) B pq of a square image A mn of size N given by Eq. (1) appear to have all the properties required to construct the feature vector.
They contain all the information stored in the original image, although in the DCT domain it is much easier to remove unimportant details while shape information is preserved. Eye location is determined by the orientation and shape of the head. Since we are processing images coming from the face detector, the largest object in the image is the head. Thus only a small number of low frequency DCT coefficients are needed to contain all the information about head location and orientation (see Fig. 1 ). This means it is possible to reduce the dimensionality of the feature vector. Another property of DCT coefficients is that they are not invariant under rotation or translation. Something that may present a problem for some tasks is expected in eye location task since faces are often translated and rotated. DCT coefficients are not just affected by the geometrical transformation; different lighting conditions result in substantially different coefficients of the DCT transform. To make the algorithm resistant to such changes, some processing is required. In the proposed algorithm we applied image histogram equalization and the results we obtained proved to be quite satisfactory.
Neural network regression
For the regression, we used a standard feed-forward multilayer perceptron. In the first approach, we used two hidden layers. Later on, the size of the network was increased. The second hidden layer increases accuracy without noticeable memory consumption during the training phase compared to a larger network with a single hidden layer. The architecture is presented in Fig. 2 . Later on, for clarity, the network configuration will be described numerically e.g. configuration 18-18 for the network in Fig. 2 . Each unit in the hidden layer has a tansig activation function
while the output layer is purely linear. In order to make neural network training more efficient, a pre-processing was performed on inputs and targets [8] . Inputs (DCT coefficients) were normalized to have zero mean and unit variance, while the outputs (eye coordinates) were normalized in such a way that the lower left corner of an image had coordinates Neural networks just like any other supervised learning algorithms require labelled training examples. The bigger the training set, the more complex the network that can be fitted. However, care must be taken with designing very complex models, since neural networks are prone to overfitting in such a case.
Fortunately there is an easy way of multiplying the number of training examples by a factor of a few hundred. For each image in the database and the associated eye coordinates, we can apply affine transforms to get the new training examples.
Not all of the transforms are valid. Some of them may introduce such a deformation to the face that the resulting image would be unrealistic. Therefore we permitted only translation b 2 ) , rotation by an angle θ and scaling by a scale parameter a. All permited transforms of a two dimensional vector x can be expressed in matrix notation as
By varying parameters a, b 1 , b 2 and θ , we can generate as many examples as needed from a single labelled image. The parameters have to be chosen carefully to generate plausible images i.e. such as one would expect at the output from the face detector. Using these artificial training examples it is possible to train a larger network with the higher generalization power compared to the network trained on the original database. However, the examples generated by this procedure cannot span the entire feature space since no out of plane rotations are involved. This is why large labelled training datasets like [1] are still needed.
Two-stage regression
In our further work we were using more diverse dataset. In fact, we prepared this dataset with use of two publicly availabla databases. Complete description of the construction of this dataset referred to as Set2 is presented in in Section 4.1. We noticed that a simple tri-layer network presented in Fig. 2 was not sufficient to achieve good performance on Set2.
We arrived at an alternative solution. Instead of using more features, we introduced a second stage neural network, fed by pixels. The first stage network is fed by DCT coefficients and finds a coarse-grained eye localization. The second stage network is fed by the ±7px image patch around the location indicated by the first network. Thus the problem of high dimensionality of pixel data is removed, while its accuracy is retained. In the second stage, we used a network of configuration 20-20-20 . The size of the network was reduced to compensate for the larger feature vector. The above mentioned choice of feature vector (15×15px image patch) means that the network has 225 inputs. The configuration 20-20-20 requires 5402 network parameters.
Numerical experiments
The previous section describes the problem and the concept of the proposed solution. This section contains more details about the model, its parameters and training procedure. Here we also discuss quantitative results.
Model training
Eye localization using neural network regression and DCT coefficients can be realized in many different ways. In particular, it is necessary to select the number M of DCT coefficients, number of hidden layers in the network and the number of neurons in each layer.
The more coefficients or neurons are used, the higher the accuracy of the model can be obtained. However, a large number of parameters requires a large number of training samples to avoid overfitting. This can be problematic even when the previously described training sample generation procedure is applied. The second problem is that a large training set requires a large amount of memory (frequently running into tens of GB ) during the training phase.
With all these restrictions in mind, we need to find parameters that result in a fairly accurate model with a reasonable training set size. The first parameter to tune is the number of DCT coefficients. We decided to use the complete upper left triangle of the image in the dct domain. We noticed that when the triangle size (corresponding to the number of selected coefficients) was too small, an individual was unable to correctly identify the eyes in the reconstructed image. We found that the triangle size 15×15px is the smallest that is sufficient to correctly localize eyes in an image. This indicates 210 dct coefficients as features. This is clearly shown in Fig. 1 . This number of features is used as an input to the neural network.
Having selected the feature dimensionality, it is possible to experiment with different topologies of the neural network. In our previous work, we found that a fully connected 2 hidden layer network with 18 neurons in each layer gives satisfactory results. However, such a solution is sub-optimal, and it should be possible to find an alternative that will achieve better accuracy. We found that the network with two hidden layers has better accuracy compared to the network with a single layer, and a comparable number of neurons. Moreover, less memory is required for training such a network than a network with a single layer and 36 neurons. Thus we end up with the network shown in Fig. 2 . Here we have extended the network to four hidden layers with 20 neurons in each layer. The previous network proved insufficient for our new experiments where, we merged two significantly different face image databases. This deeper network has a configuration 20-20-20-20.
As mentioned previously, there is a need for an appropriate number of training examples. The rule of thumb is to have at least approx ten times more training samples than the number of parameters in the considered model. The network from Fig. 2 has 4216 parameters, thus 40,000 training required. We decided to increase this number to ∼ 100, 000 samples since 30 % of them are used as test and validation sets during the neural network training phase. It should also be noted that adding another layer to the neural network does not result in a significant increase in the number of parameters in the considered model. For the configuration 20-20-20-20, the network has 5564 parameters, and ∼ 100, 000 training samples are sufficient.
A typical database of face images in which the eye positions are labeled contains approc a thousand images. Therefore, from each image in the database, a hundred examples need to be generated. We picked a hundred random transformations of type (3) for every training image. The parameters of the transformations were uniformly distributed in the following ranges a ∈ (0.8, (−15, 15) . The networks were trained using the neural network toolbox in MATLAB. We used the Levenberg-Marquardt algorithm with a mean squared error (mse) of eye coordinates as a performance function. The charts of error rates are presented in Figs. 3, 4 , 5. Note, that mse cannot be directly related to normalized eye localization error, which is the main accuracy measure described later in the paper.
Computational aspects
The main advantage of the proposed eye localization method is its speed. The implementation of neural network relays on matrix multiplication and DCT can be efficiently calculated using the fast Fourier transform. Both operations are extremely fast and optimized on many platforms.
Let us compare our approach to a typical sliding window algorithm. For face images of size 64 × 64 px the eye is within a range 15 × 15 to 25 × 25 pixels. Assuming a typical window growth factor of 1.1, it is required to perform 6 stages of search (15, 17, 19, 20, 22, 25) . In the neural network regression the complexity is dominated by the largest layer. In our case the first layer of size 210 is fully connected to 20 neurons. Thus, a single evaluation requires approx. 5000 floating point operations and one relatively fast nonlinear function evaluation for each neuron. Detailed analysis of a cascade of two networks, presented later in the paper, shows that a single evauation requires approx. 16,000 floating point operations. When it comes to feature extraction, DCT has a complexity as FFT i.e O(n log(n)) which is at order of ∼ 40, 000 for image of size 64 × 64 pixels. As such the proposed approach requires fewer floating point operations when compared to the state-of-the-art sliding window classifier.
Model validation
The eye localization algorithm is generally required to work on images obtained from the face detector, for example, cascade-based face detectors such as the one implemented in popular computer vision library OpenCV. In order to make the validation images as similar as possible to the real input images, face regions were selected by the cascade classifier haarcascade frontalface alt.xml with parameters min size (50,50), scale 1.1 and min neighbors 2. If the cascade found no face or more than one, such an example was removed.
BioID database and one-stage neural network
After the procedure of face detection, 1430 images were returned from the BioID database [1] . All the detected faces were randomly divided into two sets. The first 451 images were used for validation only, while the remaining 979 served as templates for training samples.
The validation set (as well as additional samples generated using this set) was not used for training; its only purpose was to measure the accuracy of eye localization. The accuracy can be described quantitatively in many different ways. The simplest measure is the mean squared error given by the neural network training tool. Unfortunately, this measure is not normalized. Therefore, we used the normalized eye localization error proposed in [10] , which is defined in terms of the eye centre positions,
where C l and C r are the ground-truth positions and d l and d r are the Euclidean distances between the detected eye centres (left and right respectively) and their ground-truth positions. The accuracy of the eye localization algorithm is measured by the fraction of training samples in which the normalized error is lower than 0.1 or 0.25. The histogram of normalized error for neural network regression is shown in Fig. 6 . Its empirical CDF is shown in Fig. 7 . It should be noted that the most probable value of normalized relative error is ∼ 0.04. We are dealing with images of 64 × 64px in which the eyes are usually more or less 25px apart, thus the reported value of the normalized error corresponds to ∼ 1 px. We did not observe any examples with normalized error greater than 0.14.
The final results and comparison to other eye localization methods are collected in Table 1 . The results described as 'Neural network regression' were derived from 451 unmodified testing images that were not used to generate additional samples. 'Neural network regression (full)' are the results obtained using all the 1430 images from the BioID database. None of those images was used during the training phase; however, a high number(979) were used as reference images to generate artificial samples.
Merged dataset and two-stage neural network
Although the BioID database is popular for validating algorithms, the images are far from being representative sample of faces. The images are of reasonable resolution and taken In order to test the proposed solution in a more realistic case, the BioID database was merged with the FG-NET database. The resulting collection of 2359 face images is referred to as Set2. Set2 was divided into two random subsets: training and testing. The training set consisted of 1652 images, with the remainder used for validation. Using the transformations described in Section 3, we obtained ∼ 100, 000 training samples and ∼ 14, 000 test samples. Note that no faces from the training appeared in the test set.
As it was already mentioned in Section 3.3, simple (single stage) neural network proved to be insufficient for our merged dataset. The largest network that can be train on our hardware had four hidden layers and twenty neurons in each layer (configuration 20-20-20-20) . Even such a large network cannot achieve a satisfactory performance on Set2 (see Table 2 ).
However, the network performs well course-grained eye localization. In fact, more than 99 % predictions have an error lower than 7 pixels, which is approx. 25% of the average eye distance which corresponds to the size of an eye. This is not wholly unexpected, considering that the features are low frequency DCT coefficients. Such features lack the detailed information required to locate the pupils. Instead they operate on the shape of the head and major facial features. In order to increase the accuracy, more coefficients can be used; however, this requires a larger training set to avoid overfitting, since the number of parameters in the neural network increases almost proportionally to the dimension of the feature vector. Further, we prepared training and testing datasets as follows. First we took Set2 and split it into two subsets as previously. We used the training set (1652 images) to generate ∼ 100, 000 training samples. We obtained them by transforming the original 1652 images as described in Section 3. Hence, these samples were different from those used to train the first stage of the network. Then, we estimated the eye location using the first-stage network. Finally, we cut patches of 15 × 15px around the locations indicated by the first-stage neural network. These patches were later used to train the second-stage neural network. We generated another 14,000 samples transforming our testing set (707 images). We found approximate eyes locations in those samples using the first-stage neural network. We then cut 15 × 15px patches around those locations. The results from the second stage neural network obtained on those patches are reported as 2-stage regression.
This approach greatly increases accuracy (see Table 2 and Fig. 8 ). Additionally we performed tests using support vector regression. We used the same training and testing data sets as those used during the first stage of the two-stage regression model. The results obtained in this experiment were better than those for a single stage neural network, although they were significantly worse than those obtained by the two-stage regression model. Finally, we can conclude that two-stage regression is significantly more accurate than a single network or Support Vector Regression.
Conclusion
Artificial feed-forward neural networks can be used for accurate eye region localization in face images. Moreover, the accuracy of a single network can be increased by combining outputs from two combined networks.
In contrast with typical classification models, this paper proposes the regression model. Such a model gives the final eye coordinates in a single evaluation step. It does not require extensive searching using the sliding window mechanism.
Using discrete cosine transform coefficients as the features makes it possible to reduce the network size while retaining most of the information stored in the image. Introducing a second network correcting the results of the first by using information from small image patch substantially improves the overall accuracy without significant complication or speed degradation.
These properties, combined with powerful procedure for generating artificial training samples makes it possible to train an accurate and efficient regression model. The accuracy of the proposed model was evaluated on a standard BioID database, and custom set was based on BioID and FG-NET. The results are comparable with state-of-the-art techniques. Since neural networks can be implemented efficiently, the proposed solution may be used in large-scale multimedia systems such as the OASIS Archive [4, 7] .
