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Résumé
Le secteur du bâtiment, responsable de plus de 40% de consommation d’énergie globale
et d’un tiers des émissions de gaz à effet de serre mondial, est l’un des centres de préoccu-
pation majeur des sujets liés au changement climatique et à l’indépendance énergétique.
Le travail de recherche a exigé l’apport de connaissances supplémentaires et la création
d’outils spécifiques orientés vers l’optimisation globale dumanagement énergétique des bâ-
timents de type tertiaire.
Une problématique industrielle est associée à ces enjeux de transition énergétique et éco-
logique, à savoir le frein observé à la mise en place de plans d’actions de rénovation. En
effet, pour des opérations d’optimisation ou de rénovation de petites-moyennes envergures,
les coûts initiaux d’études et de métrologie représentent plus de 50% du coût global. Cette
mise de fonds induit un retour sur investissement très long. Face à ce paramètre financier pro-
hibitif, beaucoup d’entreprises sont réticentes à mettre en place ce type d’action. L’objectif
opérationnel a donc été de proposer une solution permettant de réduire drastiquement ces
coûts préliminaires.
Les aspects abordés dans la thèse sont les suivants : Il sera établi un état de l’art du bâ-
timent, de son fonctionnement et des enjeux associés. Concomitamment, seront créés un
outil de collecte et de remontée des données de fonctionnement et de performance du
bâtiment (réseau de mesure in-situ dédié) et un modèle thermique adjoint simplifié facilitant
la compréhension de son comportement. En découleront l’identification de ses paramètres
"observables" de conception et de fonctionnement par méthode inverse, puis le calcul de
sa consommation énergétique optimale grâce à une procédé d’optimisation.
Plus spécifiquement, l’approche sera orientée vers le développement d’outils pour pro-
mouvoir un accès facilité à la réduction des consommations unitaires auprès des entreprises
au niveau national. Cela induit l’intégration d’une intelligence pour l’optimisation énergé-
tique des éléments climatiques du bâtiment ou son usage, ou encore une interface ergono-
mique homme-machine permettant un management efficace de son fonctionnement.
Dans les faits, le problème observé est holistique et ne peut être pris en compte de ma-
nière sectorielle. Il est impératif d’y intégrer tous les processus impliqués dans le bâtiment et
son usage (par exemple, l’aspect comportemental des usagers). L’approche utilisée a été
orientée afin de prendre en compte ultérieurement des paramètres autres que strictement
énergétiques, tel que les coûts ou le confort.
Mots clefs : Energie du bâtiment, Modèle thermique simplifié, Réseau de mesure, Inversion
de modèle, Commande optimale, Optimisation, Développement durable,
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Abstract
The building field is responsible of about 40% of global energy consumption and a third
of world greenhouse gas emissions. It is a main concern subject in climate change issues
and fossil fuel independancy. The aim of the PhD work is to to bring more knowledge about
thermal modeling and to create specific tools wich are capable of globally optimize the
office building energy management.
The industrial purpose is associated with its area of expertise, wich is advice in energy and
ecologic transition. It concerns the difficulty to implement a retrofit action planning. Indeed,
for small or middle retrofit actions, the initial study and metrology costs represent over 50%
of the overal cost. This downpayment induces a long return of investment. Faced with this
prohibitive financial parameter, a lot of companies are reluctant to implement this type of
actions. The proposed purpose is a solution that drastically reduces preliminary costs.
The aspects adressed in this thesis are : the building operation state of art and its associated
issues, the creation of reporting and collecting data tool of building operation and perfor-
mance thanks to a dedicated in-situ measurement network, concomitant with the develop-
ment of a simplified adjoint thermal model. It facilitates the understanding of its behavior.
Then the final aspect are the two steps of optimization. The first is the observable building
design and operation parameters with an inverse method, the second is the calculation of
optimal energy consumptions.
The approach is specifically orentied through the development of tools allowing a facilita-
ted access to energy reduction action for national companies. This should assist the integra-
tion of an intellligence for energy optimisation for building climatics and thermal equipments
or usage. The result could be a new ergonomic man-machine interface for stock building
effective management.
In the facts, the problem is holistic and can not be handle sectorally. It is imperative to
integrate all the process involved in the building and its use (user behavior). The approach
have been oriented to take later into account other parameters than strictly energy, as costs
of comfort.
Key words : Building energy, Simplified thermal model, Measurement network, Model inver-
sion, Optimal control, Optimization, Sustainable development
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Introduction générale
L’énergie, au même titre que l’eau ou les ressources naturelles, est devenue indispensable
à l’évolution des nations, qu’elles soient en développement ou développées. Le contexte
mondial indique qu’une grande partie des consommations d’énergie est due à la concep-
tion, à la construction, à l’utilisation et à la fin de vie des bâtiments (plus de 40%). Ils sont
aussi responsables de plus d’un tiers des émissions de gaz à effet de serre. Les réflexions sur
les économies et la sobriété au regard de ces consommations est donc une des préoccupa-
tions principales des réflexions liées au changement climatique, à l’impact environnemental
et à l’épuisement des ressources. Pour continuer à alimenter la dynamique progressive sur
ce domaine, une contribution à l’apport de connaissances peut être amenée au point de
vue de l’efficacité énergétique des bâtiments.
Les études sur ce sujet sont nombreuses et analysent des cas très spécifiques pour la plu-
part. Très peu de travaux scientifiques traitent d’une solution globale d’efficacité énergé-
tique. Les entreprises du domaine tentent de développer des outils de monitoring et de
conseil pour répondre aux demandes de plus en plus croissantes de la part de leurs clients.
Cependant, bien que cette demande augmente, le prix de telles études reste malheureuse-
ment rédhibitoire pour de petites et moyennes organisations. Dans ce coût, il faut distinguer
les études préliminaires concernant la collecte de données puis leur analyse et leur exploita-
tion pour produire des conseils de rénovation ou d’optimisation, mais également la mise en
place d’actions assimilées. De fait, la réduction souhaitée n’est possible que si nous les choi-
sissons et les ordonnançons au mieux. Dans le cas des études en amont, des économies sont
réalisables en déshumanisant le processus de diagnostic, grâce à la conception d’un outil
de collecte de données à faible coût et d’une chaîne de traitement automatisée. Celle-ci
permettrait d’obtenir des suggestions d’optimisation du fonctionnement du bâtiment. Cela
diminuerait drastiquement le coût humain "expert" mis en jeu.
Nous nous intéressons ici à la partie étude. Nous nous basons sur l’approche "bas coût" afin
de se positionner en rupture par rapport à ce qui est déjà proposé dans la recherche et sur
le marché pour aller chercher des gisements d’économie inexploités dans les actions mises
en place. En d’autres termes, cibler des bâtiments avec des factures énergétiques faibles à
moyennes. Cette approche est stimulée par les évolutions et les exigences de la société en
matière d’enjeux énergétiques. On y retrouve la réglementation avec les obligations d’audit
énergétique, le contexte économique avec la disparition des tarifs réglementés de vente
de l’électricité et du gaz, les outils incitatifs grandissant comme les normes (ISO 50 000) et les
systèmes de management énergétique, et la mise en place de la responsabilité sociale des
entreprises (RSE).
1
Plus spécifiquement, l’approche sera orientée vers le développement d’outils pour pro-
mouvoir un accès facilité à la réduction des consommations unitaires auprès des entreprises
au niveau national. Cela induit l’intégration d’une intelligence pour l’optimisation énergé-
tique des éléments climatiques du bâtiment ou son usage, ou encore une interface ergono-
mique homme-machine permettant un management efficace de son fonctionnement.
Plusieurs aspects apparaissent dans le développement du projet de recherche présenté
ici. L’un est orienté sur les réseaux de mesure, un autre sur l’utilisation de modèle thermique
représentant le fonctionnement du bâtiment, et un dernier sur les méthodes d’optimisation
permettant de se rapprocher au plus près des conseils fournis par les experts enmanagement
énergétique du bâtiment.
L’exploration de ces aspects a nécessité plusieurs étapes. Tout d’abord, un approfondisse-
ment de l’étude de sensibilité des modèles thermiques dynamiques ainsi que leurs champs
d’application. En effet, les bâtiments à rénover sont de tailles, de typologies et d’architec-
tures très hétérogènes. Cet examen est complété par l’identification des paramètres les plus
significatifs dans l’analyse du comportement thermique du bâtiment. Ensuite, le parcours
des réalisations métrologiques en matière d’acquisition de paramètres du bâtiment a été
nécessaire pour concevoir le réseau de capteurs dédié, accompagné d’une étude sur l’er-
gonomie d’implantation. Puis, l’analyse comparée des différentes méthodes d’identification
de paramètres est réalisée afin de déterminer les algorithmes les plus adéquats aux para-
mètres et modèle choisis. Enfin, un état de l’art est effectué en matière d’optimisation des
consommations énergétiques des bâtiments afin de choisir une stratégie de calcul permet-
tant d’être adjointe au modèle et à l’identification. Nous déduisons de l’ensemble de ces
étapes la méthode globale pour une solution industrielle.
L’entreprise hébergeant la CIFRE était demandeuse de ce type d’outils pour deux raisons.
La première est la nécessité de développer un nouveau secteur d’activité peu exploité, et
représentant un grand gisement d’économies d’énergie (plus de 30% de l’énergie finale
consommée par le domaine du résidentiel/tertiaire). La deuxième est de pouvoir optimiser
le travail de ces experts en leur substituant le temps passé à dimensionner le bâtiment au-
dité (en général à l’aide de logiciels de simulation thermique dynamique) par du temps à
rechercher de nouvelles possibilités d’actions d’optimisation ou de rénovation énergétique.
Le document s’articule de la manière suivante : Seront présentés le contexte scientifique
et industriel ainsi que l’état de l’art autour du domaine comprenant la définition de la modé-
lisation thermique, les logiciels présents sur le marché, les différents types de modèles et leur
simplification. Seront ensuite abordées les méthodes de calcul de sensibilité d’un modèle, à
savoir la détermination de l’influence de ses paramètres d’entrée sur sa sortie. Nous poursui-
vrons par les méthodes d’optimisation se distinguant dans notre étude par l’identification de
ses variables par inversion dumodèle utilisé, et la détermination de sa commande prédictive
optimale. Nous finirons ce parcours de la littérature scientifique par la métrologie appliquée
au bâtiment et les différentes solutions développées par la communauté open source du
domaine.
Nous détaillerons dans un deuxième temps la restitution de la conception et réalisation
du prototype de réseau de mesure et son cahier des charges d’industrialisation. Nous diffé-
rencierons plusieurs volets de ce développement, comme l’informatique, l’électronique, le
2
design et l’analyse financière.
Sera développée ensuite la création du modèle dédié simplifié représentant le compor-
tement thermique du bâtiment, ainsi que sa sensibilité et son incertitude. Nous y verrons une
proposition de résolution analytique dumodèle ainsi que l’influence de chacune de ses don-
nées de conception et de fonctionnement sur les performances.
Nous finirons par l’organisation de l’optimisation, à savoir l’identification des paramètres de
conception déduits puis la réutilisation de ces résultats pour déterminer sa consommation
optimale. L’intégralité des modules abordés s’inscrit dans une méthode complète, partant
de la collecte des grandeurs clefs du bâtiment et finissant par le conseil d’optimisation du
fonctionnement du bâtiment audité.
3
4
Chapitre I
Objectif, état de l’art et définition de la
problématique du projet

PARTIE I.1. CONTEXTE, OBJECTIFS ET PROBLÉMATIQUES DE LA THÈSE
Partie I.1
Contexte, objectifs et problématiques de
la thèse
Avant-propos
Dans cette partie, seront abordés les contextes généraux et industriels dans lesquels s’inscrit
le travail de recherche présenté ainsi que les objectifs à atteindre, et les différents verrous à
lever. Puis un parcours de la littérature scientifique traitant des différents sujets abordés sera
réalisé. Cette revue sera volontairement généralisée, les aspects techniques et spécialisés
étant explicités dans chacune des parties traitant les sujets spécifiques de la thèse.
I.1.1 - Contextes généraux et industriels
I.1.1.1 - Général
Auniveaumondial, la construction est responsable de 40% 1 des consommations d’énergie
finale, des émissions de gaz à effet de serre, de l’épuisement des ressources naturelles et éner-
gétiques, des volumes de déchets générés. Sur le plan économique et social, la construction
est aussi un poids lourd, générateur d’emplois et d’activité économique. Le ‘bâtiment’ mo-
bilise près de 2 millions de personnes en France en 2010 et représente en général 28% des
emplois et 10% du PIB mondial. Plus de 60% des bâtiments de 2050 existent déjà et le taux de
renouvellement moyen du parc existant est inférieur à 1% par an, en France. La réhabilita-
tion énergétique des bâtiments existants est donc une priorité en termes de développement
durable et en particulier d’économie d’énergie.
Le cadre règlementaire national a évolué avec des exigences en termes de performances
énergétiques : la Réglementation Thermique 2012 (RT2012), le bâtiment basse consomma-
tion (BBC) ou la RT2020 visant le bâtiment à énergie positive. Cependant, ces évolutions
ambitieuses ciblent essentiellement la construction neuve. La réhabilitation énergétique du
1. Source : International Energy Agency
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parc existant représente alors un enjeu considérable et un levier majeur dans la poursuite des
engagements nationaux ou internationaux en matière de changement climatique et de ré-
duction des consommations d’énergie non renouvelables. Varenio [2012] explique dans son
travail qu’il existe un déficit d’efficacité énergétique depuis les chocs pétroliers et qu’il est
reconnu à travers le monde grâce à des rapports de différentes communautés comme le
GIEC IPCC [2007] ou les Nations Unies. Cela donne lieu à des paradoxes, comme la valorisa-
tion de la fourniture d’énergies compensatoires à bas prix, qui entraîne un mauvais signal du
prix de l’énergie et de fait, n’incite pas les usagers (personnes physiques ou morales) (SBCI
[2007],SBCI and UNEP [2009]) à modifier leurs comportements. Ou encore, dans le cadre
de notre étude, une imperfection du marché des capitaux déduisant des contraintes de li-
quidité, qui limitent ainsi les entreprises à trouver les fonds nécessaires au financement des
travaux et donc, de fait, leurs études préliminaires. On peut ajouter à cela une information
incomplète (manque de considération de l’évolution de la disponibilité des ressources et
de l’évolution de son coût, financier ou environnemental) et asymétrique (intérêts divergents
selon les acteurs du bâtiment : bailleurs, promoteurs, locataires, propriétaires, concepteurs,
constructeurs).
En effet, certains bailleurs, dans le cas d’une location d’un bien simple (fluides à la charge
du locataire), possèdent les liquidités pour effectuer l’achat d’un bien en vue d’une loca-
tion. Ils focaliseront par exemple les dépenses sur la valorisation esthétique, opérationnelle
et géographique (accès) du bien en négligeant son impact sur l’environnement (aucune
valorisation financière valable) ou ses modes de consommations, dans le but de respecter
leur objectif : augmenter la valeur locative du bien et sa probabilité de les louer.
A contrario, un locataire, payant les charges énergétiques, ne possède pas les liquidités
pour l’achat du bien, mais sera plus enclin à investir dans des travaux de rénovation pour
baisser le coût des fluides consommés. Cependant, l’investissement dans ces travaux pour
un bien qui ne lui appartient pas représente un frein considérable à la réalisation de ces opti-
misations. Ce cas représente une majorité des cas de location de biens en France. L’aspect
énergétique est donc en général négligé.
Prenons l’exemple du secteur tertiaire (qui représente ce cas de figure bailleur/locataire
dans une majorité des cas), il représente une surface chauffée de plus de 900 millions de
m2 avec 65% de la surface pour les activités commerciales, d’enseignement et de bureaux.
70% des bâtiments ont plus de 30 ans. Les potentiels d’économies sont énormes, au vu des
performances pouvant être atteintes en réhabilitation énergétique. L’aspect onéreux des
travaux d’efficacité énergétique et de monitoring, et cette différence d’intérêt entre bailleur
et locataire entraînent une augmentation de la vétusté du patrimoine et, par conséquent,
une augmentation des consommations énergétiques.
La gestion dynamique du patrimoine permettrait de diminuer cette vétusté et impliquerait
de combiner dans une démarche globale : un plan de gestion des données patrimoniales, la
mesure et le suivi de la performance (énergies, eau, déchets), l’intégration de ces données
dans une stratégie de gestion du patrimoine déclinée sur le long terme, et les moyens néces-
saires. Plus concrètement, cette démarche consiste à utiliser des outils (cf. Figure I.1.1 partie
"Traitement des données et pré-analyses") qui permet de favoriser la réduction des consom-
mations des bâtiments (à l’échelle unitaire ou du parc) et d’intégrer une intelligence pour
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Figure I.1.1 – Déroulé type d’une étude avec ajout d’un outil d’aide à la décision
l’optimisation énergétique dans les composantes de construction et d’utilisation, comme la
gestion des communications, ou encore l’ergonomie de l’interface entre l’homme et la ma-
chine (exploitation "bâtimentaire"). O’Donnell et al. [2013] proposent une nouvelle méthode
de management durable et optimisée du patrimoine basée sur l’amélioration continue en 5
axes :
- Typologie du.es bâtiment.s étudié.s et fonctionnement
- Consommations d’énergies
- Performances des systèmes
- Apports Thermiques
- Respect de la réglementation
Le schéma de la figure I.1.1 récapitule les différentes phases de traitement holistique pour
une prévision fonctionnelle des actions d’optimisation du fonctionnement et/ou des travaux
de rénovations. Celles-ci sont composées des phases de collecte, de traitement, d’analyse
des données en vue de la planification des opérations, mais aussi de l’inscription dans la
stratégie patrimoniale et de gouvernance de l’entité concernée, le type de financement
possible, ainsi que la mise en place et le suivi des réalisations.
I.1.1.2 - Industriel
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Preliminary
studies
*source : overview of EGIS project costs
Figure I.1.2 – Répartition globale du coût d’une
étude de réhabilitation énergétique
Actuellement, réduire ses consomma-
tions d’énergie signifie dépenser plus de
60% de l’investissement initial du projet
dans les études préliminaires (voir figure
I.1.2). Lamétrologie peut représenter plus
de 50% du prix d’une étude préliminaire
pour une entreprise de taille moyenne.
Ainsi, le Retour sur Investissement (RsI ou
Return On Investment, ROI, en anglais)
est fortement impacté. Par conséquent,
beaucoup d’entreprises sont réticentes
à mettre en place ce genre d’action de
réduction. Dans le but de promouvoir et
d’étendre ce type d’initiative, il est né-
cessaire de se focaliser sur le problème
du RsI, et, de fait, faire baisser les prix des
études préliminaires.
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*source : overview of EGIS project costs
*source : prototype financial analysis
Figure I.1.3 – Etude du potentiel RsI pour les différents scénarios
Dans un premier temps, l’implantation
d’un nouveau réseau demesure bonmarché pourrait optimiser ce coût préliminaire, en bais-
sant le coût initial de la partie implantation de métrologies. Dans la figure I.1.3, on observe
3 types "d’actions" : "sans action de rénovation", "avec action de rénovation (et installation
d’un réseau demesure lambda)", et "avec action de rénovation et implantation du nouveau
réseau demesure". Sans investissement, le coût cumulé de l’énergie consommée grimpe très
rapidement. Avec les actions standard de rénovation, on observe un RsI très long. Avec ces
actions accompagnées du nouveau réseau de mesure, le coût devrait diminuer ainsi que le
RsI. Les valeurs indiquées dans le graphique I.1.3 sont arbitraires.
Dans un deuxième temps, le coût humain, à savoir le temps passé par les experts à dessi-
ner/numériser les informations du bâtiment, à le simuler, à ajuster les paramètres pour obtenir
10
PARTIE I.1. CONTEXTE, OBJECTIFS ET PROBLÉMATIQUES DE LA THÈSE
Figure I.1.4 – Décomposition de la phase II de la figure I.1.1
Figure I.1.5 – Fonctionnement global de la solution industrielle
un modèle représentant la réalité observée sur le terrain (comme vu sur l’étape II figure I.1.1
et sa décomposition à la figure I.1.4 ) représente aussi une grande part de l’investissement
initial (cf figure I.1.2). En effet, l’étape de calibration peut s’avérer très chronophage en raison
de l’utilisation d’une méthode "par tâtonnement" pour déterminer le bon jeu de paramètres.
Implanter uneméthode automatisant le calibrage de ces paramètres à la réalité permettrait
de diminuer le temps "expert" et ainsi réduire ce coût d’investissement.
Le développement du projet de recherche présenté ici est axé vers une solution permet-
tant d’automatiser le traitement de ces phases (collecte et calibration du dessin). Elle s’inté-
resse dans un premier temps au gisement principal et peu coûteux, réalisable sur l’utilisation
du bâtiment. En effet, le coût d’une correction (réajustement des intensités des sollicitations
du système) et des consignes de fonctionnement du bâtiment est bien moins onéreuse que
de programmer des actions de rénovation (influer les paramètres physiques du bâtiment).
L’axe de développement est explicité graphiquement selon la figure I.1.5.
On peut constater que les actions d’optimisation des consommations d’énergies des bâ-
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timents agissent sur deux domaines de paramètres que l’on qualifiera selon la nomenclature
de l’optimisation des systèmes :
- Conception (ou les paramètres physiques) : Toutes ces actions concernent une évolu-
tion du bâti et de ses paramètres physiques intrinsèques.
- Utilisation : Ce sont toutes les consignes configurées sur les équipements techniques
des bâtiments pour les maintenir à un niveau de confort suffisant. Les actions consistent
donc à optimiser ces consignes (sur leurs valeurs ou leur temporalité).
Après analyse deces différentes composantes par l’approche holistique, la problématique
a été recentrée sur la récupération des données de terrain qui représentent le fonctionne-
ment d’un bâtiment, sur l’analyse simplifiée de ce dernier, son dimensionnement par iden-
tification des paramètres de conception et enfin sur la détermination de sa consommation
théorique optimale.
I.1.2 - Réhabilitation & rénovation du bâtiment
I.1.2.1 - L’optimisation du fonctionnement : la régulation ou système de
contrôle
a. Un gisement important Le parc français existant recèle d’immenses gisements
d’économies et des travaux de réhabilitation efficaces sont nécessaires pour profiter de ces
ressources. L’amélioration de la qualité de l’enveloppe et du rendement des systèmes de
chauffage ne suffit pas. Il faut également optimiser le fonctionnement de ces derniers. Le
développement technologique permet aujourd’hui d’équiper les immeubles avec des sys-
tèmes de contrôle de haut niveau afin de contribuer à la transformation du bâtiment en un
système intelligent.
Le principal objectif du contrôle automatique du chauffage dans un bâtiment est d’assu-
rer un certain niveau de confort thermique tout en minimisant la consommation d’énergie
nécessaire pour le réaliser. La finalité du contrôle est de moduler la puissance de chauffe
afin d’atteindre cet objectif. Si ces systèmes étaient toujours à leur capacité maximale, le
besoin d’une loi de commande ne serait pas motivé. Cependant, la plupart d’entre eux
sont conçus pour répondre aux demandes dans les pires conditions (température très basse).
Elles se manifestent uniquement pendant de courtes périodes. La plupart du temps, le sys-
tème doit fonctionner lorsque les besoins de chauffage sont bien inférieurs à la capacité des
équipements de chauffage.
b. L’automatisme et la régulation appliqués au bâtiment L’automatique est une
science qui traite de lamodélisation, de l’analyse, de l’identification et de la commande des
systèmes dynamiques. Elle inclut la cybernétique, à savoir la science des mécanismes auto-
gouvernés, qui met en relation les principes qui régissent un environnement autonome. Elle a
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pour fondements théoriques les mathématiques, la théorie du signal et l’informatique théo-
rique. L’automatique permet de contrôler un système en respectant un cahier des charges
(rapidité, dépassement, stabilité, etc.). Par cela, elle le régule.
La régulation (sous entendue, automatique) est l’ensemble des techniques qui permettent
de contrôler une ou plusieurs grandeurs physiques (température, vitesse d’air, pression), sans
intervention humaine, pour la maintenir à une valeur donnée, appelée consigne. C’est une
branche de l’automatisme. Une stratégie de régulation consiste par exemple à mesurer la
température extérieure, et à commander le chauffage en fonction de celle-ci. Par exemple
on calcule la différence entre la consigne et la température extérieure, on la multiplie par
une constante, ce qui détermine la puissance du chauffage (dans les limites possibles). Elle
répond, ou est similaire ici, à un modèle de pertes de chaleur du système par déperditions
thermique au niveau des murs ou plus générique, de l’enveloppe.
I.1.2.2 - La rénovation : étape secondaire des économies d’énergie
Les réglementations concernant les bâtiments abordent, en général, les problématiques
de modifications liées à l’enveloppe et aux systèmes de chauffage, de climatisation, de
ventilation et d’eau chaude, éléments qui sont responsables d’environ trois quarts de la de-
mande énergétique des logements. Occasionnellement, ces standards portent sur d’autres
équipements comme l’éclairage, ou l’utilisation des énergies renouvelables. Visant plutôt
la thermique des bâtiments, les réglementations diffèrent d’une région (pays) à l’autre en
fonction des particularités climatiques locales.
L’importance des normes d’efficacité énergétique s’étend au-delà de leur rôle lors de la
construction de nouveaux bâtiments. Ces réglementations servent souvent comme objec-
tifs d’efficacité pour les travaux de rénovation des bâtiments existants. L’intérêt accru pour
l’efficacité énergétique stimule la demande de rénovation des bâtiments existants. Des tra-
vaux de rénovation majeurs ont lieu tous les 30 - 40 ans pour les bâtiments résidentiels, prin-
cipalement à cause des dégradations des parties principales ou des installations des im-
meubles. Une autre raison pour les travaux de rénovation est l’évolution du mode de vie et
des exigences de confort dans la société moderne. Des remplacements et des réparations
de moindre envergure peuvent même se produire plus souvent. Ces travaux de rénovation
ou de changement d’équipements offrent une formidable opportunité pour améliorer l’effi-
cacité d’un bâtiment.
Parmi les états membres de l’Union Européenne, on peut observer que la rénovation (du-
rable) des centres urbains et la réhabilitation des logements sont devenues des priorités. Des
politiques nationales sont en cours de développement afin d’encourager cette nouvelle
priorité. Selon Itard et al. [2008], en France, des travaux de rénovation visant à réaliser des
économies d’énergie ont été entrepris : 70 % sont concentrés sur l’isolation thermique, en
particulier le double vitrage, l’installation de volets et l’isolation des planchers ou des toits.
Les autres activités sont destinées à renouveler principalement les systèmes de chauffage
(25 %), de ventilation et de climatisation.
Bien que, dans la plupart des pays, les investissements pour travaux de rénovation soient
généralement beaucoup plus faibles que les montants investis dans des immeubles nou-
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vellement construits, le nombre de bâtiments qui sont rénovés chaque année est bien plus
important que le nombre annuel de constructions nouvelles. Par conséquent, l’impact de
la rénovation du parc existant est plus grand que celui des constructions nouvelles. Cette
rénovation reste cependant secondaire par rapport à l’optimisation du fonctionnement du
bâtiment, les investissements engendrés par ces actions étant moindres.
I.1.3 - Objectifs
L’objectif général de la thèse est donc de développer, pour un bâtiment, une solution
permettant de faire une analyse simple, robuste et rapide des paramètres d’utilisation à op-
timiser. Pour ce faire, la solution sera capable de recueillir des données du fonctionnement
dudit bâtiment en temps réel grâce à des sentinelles placées en son sein, de les préparer
au traitement, de les analyser d’un point de vue thermique, ce qui permet d’obtenir ses ca-
ractéristiques physiques et de fonctionnement. Une fois obtenues, des algorithmes seront en
mesure de trouver le minimum des consommations tout en gardant un niveau de confort
optimal. La solution proposera enfin cette solution de consommation optimale du bâtiment
à implémenter dans les équipements climatiques.
Il faut pour cela classer les objectifs en deux types spécifiques :
- Objectifs au niveau de l’intelligence
- Objectifs au niveau de la récupération des données, ou métrologie
I.1.3.1 - Intelligence
L’intelligence (ou l’alternative aux algorithmes de macro-traitements vue dans la figure
I.1.4) devra être en mesure de pouvoir fonctionner sur un modèle thermique, comme vu
précédemment, simplifié, testé et validé auparavant, puis "inversé" dans le but d’obtenir les
paramètres physiques du bâtiment. Cette méthode sera appelée identification, mais elle
peut aussi être associée à la calibration des paramètres de conception du bâtiment (Artiges
[2016]).
L’objectif général de l’intelligence réside dans le fait d’obtenir un algorithmeétant capable
de :
- Récupérer automatiquement les données de fonctionnement d’un bâtiment,
- Déduire de ces données les caractéristiques de conception et de fonctionnement du
bâtiment,
- Déterminer le fonctionnement optimum du bâtiment en se basant sur la minimisation
des consommations à confort égal, ayant par avance déterminé les variables de l’op-
timisation et les contraintes du système,
- Proposer des actions d’optimisation en lien avec la consommation optimum trouvée.
Cela se traduit par les étapes suivantes :
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1. Récupération des données du réseau de mesure,
2. Elaboration du modèle thermique explicite et simplifié ainsi que la détermination des
données d’entrée nécessaires,
3. Tests et validation du modèle avec des modèles de références existants et éprouvés,
4. Tests du modèle avec un bâtiment expérimental existant,
5. Détermination des paramètres de conception du bâtiment,
6. Tests et validation de l’identification sur des bâtiments "témoins" avec des paramètres
physiques et de consignes connus,
7. Détermination de la consommation optimale du bâtiment,
8. Tests et validation de la détermination de la consommation optimale avec des consom-
mations terrain connues,
9. Automatisation de toute la chaine.
Ces étapes permettront de réduire le temps consacré par les experts au diagnostic du
bâtiment (enlevant un à trois jour de paramétrisation du bâtiment pour représenter le cas
étudié, constaté dans l’entreprise) et de se consacrer plus rapidement à l’étude des actions
d’optimisation.
I.1.3.2 - Métrologie
Après un benchmarcking des solutions industrielles demétrologie (voir figure I.2.16), aucune
ne possède une rentabilité coût et une ergonomie d’acquisition adéquates à l’automatisa-
tion du process. En effet, la plupart de ces solutions n’offrent qu’un suivi du fonctionnement
du bâtiment et une visualisation des données remontées. Les autres proposent une solution
de pilotage automatique mais tendent à être très coûteuses, et elles ne sensibilisent pas l’oc-
cupant à la réduction des consommations énergétiques.
Les objectifs liés à la récupération des données sont donc les suivants :
- Acquisition des paramètres pertinents pour le descriptif du fonctionnement du bâti-
ment,
- Autonomie suffisante pour un échantillonnage représentatif et une observation des ac-
tions d’optimisation mises en place,
- Ergonomie de mise en place, basée sur l’utilisation du système par un agent non com-
pétent du domaine,
- Non intrusif pour que le système puisse être inséré dans le bâtiment sans en modifier
l’enveloppe interne et externe (engendrant habituellement des coûts de travaux sup-
plémentaire),
- Centralisation des données sur un espace accessible à l’intelligence pour permettre la
récupération des données.
15
I.1.4. PROBLÈMES POSÉS
I.1.4 - Problèmes posés
La problématique se différencie également en deux parties : Intelligence et Métrologie
I.1.4.1 - Sur l’intelligence
La détermination d’un nouveau modèle thermique explicite et simplifié pose plusieurs pro-
blèmes :
- Comment déterminer les paramètres importants du fonctionnement thermique du bâti-
ment permettant de représenter l’intégralité de sa réaction aux sollicitations "externes"
et "internes"? Issue de la réflexion du choix du modèle, nous abordons la probléma-
tique du choix de leurs paramètres d’entrées. En effet, élaborer un modèle thermique
simplifié implique de sélectionner les paramètres clefs qui vont permettre de décrire
au mieux le comportement thermique du bâtiment. Ils diffèrent en fonction du niveau
de finesse du modèle, à savoir microscopique, ou macroscopique. Il faut donc pouvoir
choisir ceux qui représentent au mieux les interactions avec le système et écarter ceux
qui n’en représenterait qu’une faible part.
- Comment prendre en compte le fonctionnement des systèmes de CVC dans le mo-
dèle? La prise en compte d’un système CVC est très complexe à modéliser et présente
une paramétrisation chronophage. Cependant, la simplification de modélisation peut
entraîner des erreurs non négligeables sur les résultats finaux du modèle de bilan ther-
mique. Le problème posé ici peut donc se retraduire par la question suivante : "Quel
degré de précision de la modélisation du système CVC peut-on se permettre afin d’ob-
tenir un optimum quant à la précision, au temps de calcul ou de paramétrisation?"
- Quelle inertie du bâtiment prendre en compte (air, masse, inertie équivalente)? L’inertie
du bâtiment représente l’étude temporelle du stockage et de la restitution de l’éner-
gie dans les principaux matériaux. Se pose donc la question du périmètre de prise en
compte de cette inertie, et comment modéliser son interaction avec les autres com-
posants du modèle.
- Quelle précision (prétraitement) pour les données d’entrée? L’étude de l’erreur sur les
résultats est très importante pour l’aspect validation et pour l’utilisation future du mo-
dèle. Est donc posée ici l’étude de l’erreur commise sur le modèle et autrement dit la
précision autorisée des données d’entrée afin de pouvoir valider l’utilisation et la véra-
cité du modèle créé.
- Y a-t-il un choix de modèle à faire en fonction de la temporalité : Marche forcée 2
(contraint) ou Evolution libre 3 ? On peut se rendre compte que beaucoup de modèles
présentent des limites sur les différents modes observés du bâtiment. A savoir, quand il
est contraint par un système climatique, ou quand il évolue librement en fonction du
2. Bâtiment contraint par des consignes de températures imposées
3. Modèle soumis seulement à des apports non contrôlés
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climat extérieur (qui est aussi considéré comme une contrainte, mais non anthropique).
Cela entraîne des instabilités dans leur résolution. Cependant, Chahwane [2011], par
exemple, décrit une manière de faire la jonction entre deux modes différents en pré-
sentant le fait que le modèle (fonction) de température n’est pas différentiable en ces
points de changement. Il élabore ensuite une étude de continuité en ce point, permet-
tant de déterminer l’expression de cette température au point de discontinuité.
- Quel type de résolution explicite ou itérative? La résolution numérique des modèles
induit un temps de calcul plus ou moins important suivant la méthode choisie. Pour
un souci de rapidité (résolution explicite) ou de convergence (résolution itérative), un
choix devra être fait entre ces deuxméthodes. Sachant que lemodèle créé sera soumis
à optimisation, il paraît préférable de s’orienter vers une solution efficace en temps.
- Quelle est la sensibilité de l’intégralité de ces paramètres? Afin de valider le modèle,
il est important de procéder à une analyse de sensibilité aux paramètres d’entrée du
modèle créé.
- Avec quel type de modèle de référence comparer le modèle obtenu? Afin de situer
le modèle créé dans le contexte du marché, nous devons pouvoir le comparer à des
logiciels couramment utilisés dans le commerce, et pour des projets réels. De plus, il
est également nécessaire d’effectuer cette comparaison avec un modèle de logiciel
fonctionnant sur un principe similaire et fournissant les mêmes résultats. Nous verrons plus
loin dans le document ces modèles.
I.1.4.2 - Sur la métrologie
La réalisation d’un nouveau réseau de mesure adapté à la solution tiendra compte les
problèmes suivants :
- Les capteurs peuvent-ils être facilement mis en œuvre dans le bâtiment?
o Températures (intérieures et extérieures)
o Présence des occupants qualitative et quantitative (quantifié par le bruit ambiant
et la variation du rayonnement infra-rouge)
o Consommations électriques directes (récupération des intensités/tensions mesu-
rées)
o Consommations électriques indirectes (récupération des énergies consommées
par des indicateurs tiers)
L’objectif ici est, en levant le verrou engendré par ce problème, de prouver l’adéqua-
tion entre l’intelligence et le réseau de mesure, principale originalité présentée dans ce
manuscrit.
- L’ajout des paramètres suivants est-il pertinent pour l’aspect confort et l’utilisation des
bâtiments?
o Humidité (Confort, occupation)
o Luminosité (Confort, occupation)
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Pour la suite du projet, il est prévu de renforcer l’optimisation de la consommation par
une meilleure prise en compte du confort des usagers. Le problème soulevé ici est au-
trement formulé par : "Quels sont les indicateurs les plus fiables du confort, et sont-ils
aisés à mettre en place dans le réseau?"
- Quelle précision pour les données? (Influant sur le choix des capteurs)
Faisant écho au problème posé dans l’intelligence, la levée de ce verrou se fera en
coordination avec la levée du verrou liée à l’analyse de la sensibilité et de la précision
des données d’entrée du modèle.
- Comment déterminer le placement optimal des sentinelles dans le bâtiment pour re-
présenter au mieux le système?
Ce problème soulève deux verrous : "Comment peut-on déterminer une température
d’une zone représentant de manière uniforme cette dernière?" et "En raison de l’hé-
térogénéité de la température d’une zone, où placer la sentinelle pour se rapprocher
au mieux de l’homogénéité, et si ce n’est pas possible, combien de capteurs placer a
minima?"
- Les données de flux solaire doivent-elles être récupérées en temps réel ou simulées à
l’aide d’une base de données?
Ce problème soulevé est très spécifique, mais redondant dans la littérature et dans les
projets d’ingénierie. Il intervient en raison de la complexité métrologique qu’il entraîne.
En effet, la mesure du flux solaire pour sa prise en compte en termes d’apports éner-
gétiques nécessite un nombre important de capteurs, et un placement particulier de
ces derniers. Dans la plupart des projets traités faisant appel à cette irradiance, ce sont
des données de stations météo qui sont utilisées. Le problème posé par cette utilisation
est l’aspect lié à la proximité géographique et à la similitude climatique entre cette sta-
tion et le système bâtiment étudié. Du coup, se posent les sous-problèmes suivants : "Le
rayonnement solaire capté par la station est-il similaire à celui perçu par le bâtiment?",
"Si oui, jusqu’à quelle distance cette affirmation est-elle valable?", "Si non, quelle est
l’erreur commise sur la puissance irradiée solaire considérée et peut-on quand même
l’utiliser dans le modèle?"
- Comment réduire les coûts de mise en place du réseau de capteurs (voir I.2.5) dans le
système étudié (Wireless, ergonomie, etc.)?
Un optimum bas coût / fiabilité est à trouver. l’émergence des solutions low-tech et
open source sur le marché abonde dans ce sens, et pourra éventuellement permettre
la levée de ce verrou. Un autre problème se pose, à savoir le coût de maintenance de
ce réseau. La maintenance définit toutes les actions d’ajustement du fonctionnement
d’un système. Elle peut se traduire dans notre cas par le changement des piles, ou de
tout autre élément du réseau, par le remplacement d’un autre de ses composants,
voire le rapatriement total de ce dernier, ou encore par la mise à jour de son système
de fonctionnement. Plus le réseau est autonome, moins il nécessite d’interventions hu-
maines.
- Quelle autonomie est nécessaire pour le bon fonctionnement du réseau en adéquation
avec l’intelligence?
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Ce problème est un sous problème de celui du coût vu au dessus. On peut aussi ajouter
(en adéquation avec l’intelligence) la nécessité d’une autonomie suffisante pour que
l’intelligence puisse recevoir les quantités de données nécessaires à une analyse fiable
des consommations d’énergie dans le bâtiment.
- Quelle architecture réseau employer afin de respecter les réponses aux verrous cités
ci-dessus?
En rapport avec un besoin important en autonomie pour le réseau de capteurs, quelle
est l’architecture à adopter pour obtenir un maximum d’autonomie.
- Un démarche de développement durable sur la conception, la vie et la fin de vie du
réseau est-elle réalisable?
On peut traduire la vision développement durable sous deux aspects :
⇒ Technique : la durabilité du système se traduit par sa capacité à évoluer au cours
du temps. Il faut focaliser sa conception sur une méthode modulaire (communica-
tion, capteurs, énergie), permettant ainsi de pouvoir mettre à jour le réseau sans
mettre au rebut l’intégralité des modules déjà construits,
⇒ Environnemental : en plus de son aspect modulaire, il est important de se pencher
sur l’impact sur l’environnement de sa conception, de son utilisation, et de sa fin
de vie, soit le cycle de vie des modules du réseau. Pour ce faire, une réflexion sur
l’impact environnemental des matériaux de conception est nécessaire. Une ré-
flexion devra aussi être menée sur le démantèlement et la fin de vie des modules
afin d’en maximiser le recyclage, l’impact du transport, et permettre aux déchets
ultimes d’être en quantité minime et dégradables rapidement au cours du temps.
La réponse à ce problème se traduira donc dans un premier temps par une implémen-
tation dans le cahier des charges et de spécifications des capteurs des solutions trouvées
pour réduire l’impact environnemental du réseau, puis une réflexion avec l’industriel sur la
faisabilité de ces recommandations et l’adaptation aux contraintes de fabrication de ce
dernier.
Une partie de ces problèmes a déjà été traitée dans la littérature scientifique (voir partie
I.2.5), par conséquent, un parcours de cette dernière est nécessaire. D’une part pour situer
le projet dans son contexte scientifique, d’autre part, pour statuer sur l’état d’avancement
de ce dernier et justifier son originalité.
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Partie I.2
Contexte bibliographique
I.2.1 - Avant-propos
Afin de replacer le sujet dans le contexte scientifique, un parcours de la littérature fournie et
active a été effectué. La production étant variée sur ce sujet, le recensement tentera d’être
le plus exhaustif possible mais ne pourra citer l’intégralité des travaux. Ont été retracés ceux
pouvant éclaircir et illustrer au mieux le propos de la thèse.
La performance d’un bâtiment aujourd’hui reste encore un sujet très étudié, où les travaux
se ressemblent mais ne prennent jamais en compte les mêmes variables voire les mêmes
hypothèses. Certains focalisent leur analyse sur l’enveloppe externe, ou interne, d’autres sur
les performances du système CVC 1 (en anglais HVAC 2), d’autres sur l’environnement clima-
tique de l’implantation du système "bâtiment", et d’autres encore sur l’utilisation du système
ou le confort voire le respect de la réglementation en vigueur. Tous ces travaux mentionnent
les enjeux importants de l’efficacité énergétique, premier secteur plus grand consommateur
d’énergie avant le transport (42% pour le résidentiel et le tertiaire). Certains se rejoignent sur
les paramètres de base définissant un bâtiment, et la réglementation française les définit en
différentes typologies :
- Logement,
- Tertiaire,
- Enseignement,
- Etablissement de santé et sport (HORECA 3),
- Etablissement de proximité,
- Autres (dont industriels).
En étudiant le panel des paramètres à prendre en compte dans l’analyse thermique du
bâtiment, on peut définir le rôle générique de chacun des éléments le composant.
1. Chauffage, Ventilation, Climatisation
2. Heating, Ventilation and Air Conditionning
3. HÔtels, REstaurants, CAfés
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I.2.2 - La modélisation thermique et sensibilité
I.2.2.1 - Avant-propos
Dans la représentation du fonctionnement d’un bâtiment, autrement dit son comporte-
ment thermique ici, les modèles les plus utilisés sont les modèles thermiques d’échange de
chaleur. En effet, unemajorité des travaux sur le sujet présentent desmodèles explicites de re-
présentation ou des modèles itératifs. Par exemple, Fraisse et al. [2002] présentent un modèle
global poussé sur la description des transmissions de chaleur à travers les murs, basé sur une
simplification par analogie électrique/thermique. Kämpf and Robinson [2007] crée un mo-
dèle permettant demieux prendre en compte l’aspect radiatif des surfaces, et son influence
sur les échanges convectifs d’énergie. Bacher and Madsen [2011] présentent une hiérarchi-
sation des modèles simplifiés en fonction de leur complexité et déterminent quels modèles
sont compatibles avec la gestion dynamique du chauffage dans le bâtiment. Asadi et al.
[2012] créent un autre, basé sur le bilan des besoins en chaud et en froid du bâtiment, lequel
est adapté à sa problématique d’optimisation financière de la rénovation selon 4 éléments :
les fenêtres, l’isolation des murs extérieurs, l’isolation de toiture, et l’utilisation de panneaux
solaires thermiques. Gossard et al. [2013] élaborent un nouveau modèle à base de réseaux
de neurones reproduisant le comportement d’un modèle thermique physique. Ils utilisent un
grand échantillon de résultats d’un logiciel de simulation thermique dynamique pour en-
traîner son modèle. ravaux Une fois ces modèles représentés, il convient d’étudier leurs pa-
ramètres d’entrées de manière globale pour ensuite déterminer les plus représentatifs du
fonctionnement du bâtiment analysé.
I.2.2.2 - Les différents modèles thermiques
I.2.2.2.1 - Vision statique
Lesmodèles statiques sont utilisés pourmodéliser le régimepermanent d’un bâtiment (tem-
pérature intérieure = consignes et sollicitations constantes). Ce régime est autrement consi-
déré comme l’équilibre thermique entre les échanges extérieurs (météo principalement) et
intérieurs (apports internes, de chauffage et de rafraîchissement). Richalet [1991] étudie dans
sa thèse ces modèles. Notamment en partant de l’expression suivante :
Q = L(Tint − Text)− As.I +  (I.2.1)
avec :
- Q : Besoins en chauffage (W),
L : Coefficient de déperdition globale (W.K−1),
- Tint : Température intérieure moyenne du bâtiment (°C)
- Text : Température extérieure moyenne (°C)
- As : Surface d’interaction entre l’extérieur et l’intérieur
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- I : Ensoleillement global vertical (W.m−2), soit l’énergie solaire reçue par la surface d’in-
teraction
-  : Grandeur dépendant de l’état des variables mesurées en début et fin de période
d’observation. Elle est pondérée par l’inverse du pas de mesure
1
∆t
Ces modèles peuvent permettre d’étudier l’impact énergétique en fonction de la mise en
relation de plusieurs grandeurs différentes (Zayane [2011]) :
- Besoins de chauffage⇐⇒ Température extérieure (avec ou sans la prise en compte du
DJU (voir plus bas))
Besoins de chauffage / rafraîchissement⇐⇒ Température extérieure / Ensoleillement
Degré-Jour Unifié D’après la définition du Costic (Comité Scientifique et Technique des In-
dustries Climatiques) 4, pour un lieu donné, le Degré Jour est une valeur représentative de
l’écart entre la température d’une journée donnée et un seuil de température préétabli. La
valeur de référence est souvent 18 °C (DJU - base 18) pour le chaud et le Degré Jour Unifié
se calcule du 1er Octobre au 20 Mai de l’année suivante. Il représente la rigueur de l’hiver.
Ces modèles dits de "signature énergétique" sont simples. Ils permettent d’obtenir une pre-
mière caractérisation du bâtiment (diagnostic) à travers l’estimation de son gain statique. Ils
nécessitent cependant une durée d’observation assez longue, allant d’une dizaine de se-
maines jusqu’à plusieurs périodes de chauffe (années) si on travaille avec des pas de temps
annuels. Ils ne prennent pas en compte la dynamique comportementale du bâtiment en
régime transitoire, que l’on ne peut obtenir que par une analyse plus fine du bâtiment. Enfin,
ils ne prennent pas en compte la régulation du chauffage ou du rafraîchissement.
I.2.2.2.2 - Vision dynamique
a. Signature énergétique "augmentée" : Ces modèles permettent d’obtenir une ré-
ponse des paramètres d’entrée d’un bâtiment en fonction des différentes sollicitations subies
au cours du temps. Ils donnent une connaissance plus fine du bâtiment afin de répondre aux
exigences de confort souhaité par les usagers et de mieux connaître le profil énergétique de
ce dernier.
Ils se traduisent généralement par l’étude de la différentielle de température de la zone
étudiée comme on peut le voir dans le modèle créé par EDF (Gharbi et al. [1989]) :
τ
dTint(t)
dt + Tint(t) = Text(t) +
1
GV .q(t) + aQ.τ .
dq(t)
dt +
S.φsh(t)
GV (I.2.2)
où Tint (en K), température intérieure, Text (en K) température extérieure, q flux de chauffage
(en W) et φsh flux solaire global sur surface sud équivalente (en W.m−2).
C’est un modèle à quatre paramètres, 2 statiques et 2 dynamiques :
4. Source : COSTIC
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- Statique : GV - déperditions statiques - V étant le volume chauffé (en m3) et G le coef-
ficient volumique de déperditions statiques (en W.K−1.m−3)
- Statique : S surface solaire équivalente (en m2)
- Dynamique : τ - constante de temps du bâtiment (en s)
- Dynamique : aQ ajustement local du chauffage (en W.K−1)
Le modèle ci-dessus s’apparente à un modèle de "signature énergétique" dynamique.
b. Modèles détaillés : Il existe aussi d’autres modèles plus détaillés comme ceux
qui décrivent les échanges thermiques du bâtiment. Ils prennent en compte les 3 types
d’échanges de chaleurs qui peuvent survenir dans le système bâtimentaire : la conduction,
la convection, et le rayonnement.
Dans les autres modèles, il existe aussi les modélisations de volumes élémentaires, qui re-
prennent de manière nodale (notion demaillage) le comportement thermique du bâtiment
selon chacune de ses parois et de ses flux d’air. On voit apparaître de nouvelles analyses
différentielles qui peuvent généralement s’écrire sous la forme :
ρi.Ci.Vi
dTi
dt =
∑
k
Φik(t) + Pi(t) (I.2.3)
avec :
- i : la zone étudiée,
- ρiCi : capacité calorifique du matériau qui compose le volume Vi (en J.K−1.m−3),
- Pi(t) : l’ensemble des sollicitations externes (en W),
- Φik(t) : flux échangés aux interfaces de Vi (en W).
La résolution de l’équation de la chaleur à l’échelle du bâtiment nécessite de prendre en
compte les conditions aux limites du système analysé. Elles se situent au niveau des murs,
des vitres et des planchers. Elles peuvent être sources de non-linéarité du système. Elles dé-
pendent de la taille du maillage mais aussi de la résolution de l’expression des échanges
convectifs de la surface extérieure de la paroi de la zone, mais aussi des échanges convec-
tifs, avec la prise en compte de la décomposition de la géométrie complexe de l’ensoleille-
ment (formule de Fresnel) au niveau des vitrages pour les échanges à courtes longueurs
d’ondes. Pour les grandes longueurs d’ondes, le flux est également non linéaire (relation en
T4 selon la loi de Stefan-Boltzmann).
La résolution fait souvent appel à la discrétisation temporelle par méthode des différences
finies, mais peut aussi être obtenue par intégration de l’équation I.2.3.
c. Modèles réduits ou simplifiés : Il existe aussi d’autres modèles, plus simples, ou
plus réduits. Ils regroupent les modèles thermiques détaillés et simplifiés obtenus par réduction
et les modèles électriques équivalents, obtenus par analogie électrique.
Pour les modèles réduits, sous forme modale (modèles spécifiques en fonction de chaque
mode du bâtiment, par exemple définis par les périodes de ventilation), la méthode consiste
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à partir du modèle d’état d’un bâtiment (sous la forme T˙i = A.Ti + B.U, avec A, matrice d’état,
B, matrice decommande, et U vecteur d’apports) à appliquer un changement debase pour
diagonaliser la matrice d’évolution A, comme le développent Dautin [1997] etGoyal and
Barooah [2012] dans leurs travaux. L’analyse modale d’un modèle thermique est apparue
dans les années 80 via les travaux réalisés au sein de l’école des Mines Paris Tech par, tout
d’abord, Neveu [1984] qui encadrera El Khoury [1989] et sera repris pour simplification par
Oulefki [1993] intégré dans un travail plus complet par Lefebvre [2007].
I.2.2.3 - Approches de la modélisation
a. Types de modèle Il existe plusieurs approches pour classer les modèles utilisés :
- "Boîte noire / blanche" : Un modèle boîte blanche est un modèle dont le script est ac-
cessible et modifiable. Comme le modèle analytique, il permet une meilleur adapta-
bilité dans le temps à de nouveaux contextes d’utilisation et permet une évolution de
la solution plus agile que lors de l’utilisation d’une "boîte noire". En effet, le script étant
accessible, il est facilement modifiable et adaptable (agile). On peut y rajouter des
éléments de précision des données d’entrée par exemple, ou ajuster la fonction pour
diminuer son temps de calcul. Un modèle dit "boîte noire", à l’opposé, permet d’appré-
hender un système sans connaissance fine de ses caractéristiques internes. Seules ses
entrées/sorties sont accessibles.
La boîte blanche permet un accès facile aux équations du modèle pour sa compré-
hension et ses éventuelles modifications/évolutions.
La boîte grise est un intermédiaire entre les deux types de modèle, une combinaison
des deux.
Figure I.2.1 – Description approche boîte noire / blanche / grise
- Analytique (ou empirique) : comme indiqué sur la figure I.2.2, un modèle est considéré
comme analytique s’il est basé sur des lois et équations physiques. Il est dit empirique
s’il provient des règles de comportement du système mesuré, la physique du modèle
étant donc cachée. Un modèle analytique possède l’avantage de mieux s’adapter à
de nouveaux contextes d’utilisation et est donc plus approprié à la capitalisation/réuti-
lisation de connaissance comme le stipule Gaaloul [2012] dans son étude. C’est cette
partie qui nous intéresse et une des principales raisons de l’utilisation d’une restitution
analytique du modèle dans notre travail.
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Figure I.2.2 – Description approche analytique empirique
b. Finesses des modèles On identifie plusieurs niveaux de finesse (ou granularité)
d’un modèle. On observe que plus ce modèle est fin, plus il possède de complexité et
consomme en général plus de temps pour sa résolution. Un compromis est donc à faire
entre les objectifs finaux de l’application, la précision du résultat et la rapidité de la réponse
du modèle. On peut traduire cette finesse par la granularité du modèle. Comme l’explique
Gaaloul [2012], ce degré de granularité permet de classer selon un ordre décroissant : ma-
croscopique, mésoscopique, microscopique.
- macroscopique : Représente le comportement global du système analysé ce qui ne
requiert pas un modèle très précis. Un modèle empirique ou analytique de cet ordre
de finesse est utilisé pour la prédiction et la régulation. Nous utiliserons, pour des soucis
de faisabilité et d’utilisation, unmodèle de typemacroscopique oumodèle "gros grain".
- mésoscopique : Niveau intermédiaire utilisé pour analyser le comportement de sous-
systèmes de celui étudié ainsi que leurs interactions.
- microscopique : Modélisation détaillée des systèmes physiques mis en jeu dans le sys-
tème étudié. C’est une finesse qui exige en général une programmation nodale (où
chaque nœud représente un système énergétique à étudier) de la résolution du sys-
tème ainsi qu’un très grand temps de calcul entre les zones.
Notre travail de recherche se situe au niveau macroscopique du système étudié. Ce ni-
veau de finesse est en général adopté quand les temps de calculs doivent être les plus courts
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possibles. C’est une des options adoptées pour répondre à une des problématiques posées
sur l’intelligence au paragraphe I.1.4.1.
c. Découpage du système étudié Les découpages desmodèles sont liés au niveau
de finesse recherché par ces derniers :
- monozone ou approche nodale (niveau macroscopique) : méthode simplifiée qui per-
met de caractériser les transferts entre l’intérieur et l’extérieur. La zone étudiée est donc
considérée comme une seule zone thermique et ses caractéristiques de conception
(enveloppe, coefficients de conduction, etc.) comme uniforme sur la plage étudiée
(temporelle voire spatiale),
- multi-zone ou approche zonale (niveau mésoscopique) : Ce découpage est utilisé afin
d’étudier en profondeur le fonctionnement et l’influence des systèmes climatiques in-
fluant la zone étudiée ou encore quand les zones découpées possèdent plusieurs com-
portements thermiques différents (conception, fonctionnement),
- éléments finis (niveau microscopique) : Découpage du modèle en mailles très fines,
dans lesquelles seront résolues les équations élémentaires des échanges de chaleur.
Sont en général utilisés des logiciels de calcul de champ :Computational Fluid Dynamic
- CFD implantés dans plusieurs logiciels comme Fluent™ou FloVENT™.
Pour ce projet, il a été choisi d’utiliser un modèle :
- dynamique, pour une analyse plus fine du comportement du bâtiment,
- macroscopique ou gros grain, afin de garder un optimum temps de calcul / finesse du
modèle,
- monozone /nodal, pour l’analyse des interactions entre le bâtiment et son environne-
ment d’implantation,
- simplifié par analogie électrique pour une schématisation de la méthode de résolution
et une réduction du temps de calcul.
Une fois le type de modèle choisi, il faut passer par l’étude des différents modèles acces-
sibles sur le marché afin d’obtenir un modèle de référence et de comparaison.
I.2.2.4 - Les modèles RC
I.2.2.4.1 - Description
Le type de modèle utilisé pour la réalisation du projet est basé sur une analogie électrique
pour plus de simplicité de calcul et de représentation des différents transferts. Il appartient
à la famille des modèles RC - Résistances, Capacité. Les résistances représentent les diffé-
rents types de transfert d’énergie et les capacités leur stockage dans les éléments du réseau
nodal. Une exemple de réseau nodal issu de la représentation d’un système bâtiment est
donné à la figure I.2.3 :
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Figure I.2.3 – Passage d’une représentation bâtiment à une représentation nodale
Cette simplification est largement utiliséedans la littérature pour décrire les transferts d’éner-
gie locaux (mur, surface, entre les zones, etc.) dans le cas d’éléments du bâtiment multi-
couches traversées lors du transfert comme le décrivent dans leurs travaux :
- Paschkis [1942], est un des premiers travaux présentant une analogie électrique per-
mettant de modéliser le flux thermique dans un mur,
- Buchberg [1954], est une des premières analyses à s’intéresser au comportement ther-
mique global d’un habitat grâce à ce type d’analogie,
- Davies [1983], expose une analogie électrique pour analyser les transferts radiants dans
une zone,
- Mathews [1986], présente un modèle analogique électrique thermique pour modéliser
l’impact de la ventilation naturelle,
- Mathews et al. [1991], avancent l’intérêt de la prise en compte du stockage de la cha-
leur grâce à une capacité,
- Boite and Neirynck [1996] expliquent dans leur livre l’analyse des composants d’une
analogie électrique thermique,
- Xu and Wang [2007] et Gengembre [2011] conduisent une analyse sur la discrétisation
d’une paroi et l’interaction entre les différentes couches de cette dernière (conduction
et stockage de l’énergie par capacité),
- ou les transferts d’un modèle global de bâtiment comme le décrivent Fraisse et al.
[2002] avec le module TYPE 100 adapté sur TRNSYS avec des fonctions (micro-modèle
RC reliés ensemble) d’apports d’énergie et de transfert d’énergie à travers les parois du
bâtiment modélisé,
- ou encore Wang and Xu [2006] avec sonmodule complet demodèle simplifié du com-
portement énergétique du bâtiment qui est capable d’estimer les déperditions de ce
dernier grâce à une identification basée sur un algorithme génétique.
A l’instar de ces deux derniers, nous utilisons lemême type de représentation avec un com-
plément des analogies électriques selon Kirchhoff (Boite and Neirynck [1996]), à savoir des
systèmes d’alimentation énergétiques directs considérés alors comme des générateurs. Ces
générateurs sont de deux types : Soit ils imposent une température (température extérieure,
28
PARTIE I.2. CONTEXTE BIBLIOGRAPHIQUE
Figure I.2.4 – Analogies nodales électriques / thermiques par partie plus ou moins complexes -
Mathews et al. [1994]
Figure I.2.5 – Analogies nodales électriques / thermiques globales d’un système bâtiment plus ou
moins complexes - Mathews et al. [1994]y
du sol, des zones adjacentes, de la ventilation sous consigne de température, etc.), soit une
énergie (Apports internes, Irradiation solaire, etc.).
Des exemples issus de la littérature sur les réseaux nodaux sont présentés dans les figures
I.2.4, I.2.5 et I.2.6.
I.2.2.4.2 - Avantages et limites
Les modèles RC présentent plusieurs avantages. Ils sont rapides à résoudre et sont peu
coûteux en temps de calcul. Ils permettent de facilement représenter un système thermique
dans sa globalité. Son maillage est également simple à mettre en œuvre. Pour augmenter
leur précision, on peut agir selon : l’ajout de nœuds additionnels (augmentation du nombre
de variables d’état et diminution de la dispersion de température dans un nœud), la prise
en compte d’autres types d’échanges d’énergie ou de transfert de chaleur ou encore une
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Figure I.2.6 – Analogies nodales électrique / thermique global d’un système bâtiment plus ou moins
complexes
meilleure modélisation des termes de sources de chaleur Roulet et al. [1987].
Ils présentent cependant quelques inconvénients. Notamment en terme de précision et
de représentativité. En reprenant la figure I.2.3, on peut s’apercevoir qu’un point ou nœud
représente l’intégralité de la zone étudiée. Il n’y a donc pas découpage de la zone. La tem-
pérature, ici, est considérée comme homogène sur l’ensemble du volume. Ce qui est une hy-
pothèse non négligeable. Pour diminuer ce risque d’erreur, il faudrait augmenter le nombre
de nœuds dans la zone, et par là, augmenter drastiquement le temps de calcul et de ré-
solution du système. Cette limite s’applique également à l’effet de "feuilletage" des parois.
En effet, la modélisation simple ne permet pas de représenter l’intégralité des transferts de
chaleur au travers des différentes couches de la paroi. Il faudrait pour cela placer un nœud
par interface entre deux couches ainsi que deux autres pour modéliser les interactions su-
perficielles. Cette décomposition ne représente que les transferts uni-dimensionnels et non
surfaciques ou dans l’espace. Comme pour la modélisation de la température intérieure,
la multiplication des nœuds entraîne : une augmentation du temps de calcul et de l’erreur
commise sur les résultats, et une diminution de la représentativité de la réalité.
De plus, ce type de modèle représente mieux les échanges conductifs que le rayonne-
ment ou encore le convectif. Enfin, pour représenter le système étudié, le modèle doit impé-
rativement prendre en compte l’intégralité des échanges les plus importants et ne pas être
calibré en circuit fermé (pas d’échange thermique avec l’extérieur), sous peine d’observer
des divergence. Berthou [2013] explique dans son travail que ce genre d’analogie appliqué
au bâtiment est efficace pour regarder son comportement sur les périodes de chaud et de
froid identifiées (été et hiver) mais voit son erreur diminuer encore dans les périodes d’entre-
saison (printemps et automne). Il explique aussi que la corrélation entre mesuré et modélisé
suite à la calibration de son modèle est meilleure les mois d’hiver et d’été que les mois d’au-
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tomne et de printemps. Cela peut s’expliquer par une description du modèle en évolution
libre moins adéquate.
Nous étudions plus tard dans le manuscrit la limite observée dans notre utilisation de ce
type de modèle.
I.2.2.5 - Logiciels du marché
I.2.2.5.1 - Simulation thermique du bâtiment
Il existe près de 400 outils de simulation appliqués aux bâtiments 5 dans le monde. Nombre
de travaux doctoraux et d’articles présentent un listing des logiciels utilisés. Lomas et al. [1997]
ont recueilli les résultats sur un même bâtiment (issus du programme BESTEST 6) de 25 pro-
grammes d’utilisation des modèles thermiques dynamiques. Cela concerne plusieurs logi-
ciels ainsi qu’une déclinaison de leur version, issus de la communauté open source, de so-
lutions commerciales ou de prototype. Le logiciel TRNSYS (défini plus loin dans le document)
a été utilisé dans ses versions 12, 13, et 13.1 par exemple. Ces résultats sont utilisés pour les
comparer entre eux ainsi qu’à la température mesurée. Peuportier [2005] résume dans son
travail les résultats de plusieurs bancs de tests sur la simulation des températures, des besoins
en climatisation, en chauffage, ou de leurs charges associées. Il réutilise les cas tests BESTEST,
ainsi que PASSYS, et se base sur les travaux de bancs d’essais des associations ARMINES 7,
AITF 8, AICVF 9 pour fournir une nouvelle comparaison des logiciels de simulation thermique
dynamique. A l’instar de notre projet, Rivallain [2013] et Artiges [2016], dans leurs travaux, ef-
fectuent un listing des logiciels d’analyse du comportement thermique afin de replacer leur
sujet dans le contexte scientifique du domaine. Lors de son listing, Spitz [2012] différencie les
logiciels utilisés au niveau national et international.
Les logiciels les plus utilisés en France sont : ArchiWizard 10, Comfie+Pleïades Salomon et al.
[2005], CoDyBa (J.J. Roux, 1984) et Spark (environnement utilisé par Wurtz [1995] et Chah-
wane [2011] via SimSPARK et CoSPARK).
Les plus utilisés à l’international sont : PHPP 11, EnergyPlus 12 (utilisé par : Zhao andMagoulès
[2012], Magoulès et al. [2013], Judkoff and Neymark [2013],Brown et al. [2012],Nguyen and
Aiello [2013], etc.), TRNSYS 13 (Spitz [2012], Munaretto [2014]), Virtual Environment, ESP-r, Mat-
lab/Simulink 14 (environnement de programmation scientifique adapté à la thermique du
bâtiment - utilisé par : Fraisse et al. [2002], Lapusan et al. [2015], , Kämpf and Robinson [2007])
et Modelica (Gaaloul [2012]).
5. http://apps1.eere.energy.gov/buildings/tools_directory (Department of Energy) : 398 outils de simula-
tions appliqués aux bâtiments
6. Building Energy Simulation Tests : Source
7. Source : ARMINES
8. Association des ingénieurs territoriaux de France
9. Association des ingénieurs en Climatique, Ventilation et Froid
10. http://www.archiwizard.fr
11. Passive House Planning Package - http://passivehouse.com/
12. https://energyplus.net/
13. Transcient System Simulation Tool - http://www.trnsys.com/
14. www.mathworks.com
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a. Au niveau national :
- ArchiWizard : Cette extension du logiciel de modélisation 3D SketchUp 15 est largement
utilisée par les bureaux d’étude travaillant en étroite collaboration avec les cabinets
d’architectes. Créé dans le cadre du Grenelle de l’environnement, il permet de calcu-
ler les besoins énergétiques mais aussi les besoins d’éclairement (à partir de la méthode
du FLJ, facteur de lumière du jour Yarham and Wilson [1999] ou "daylight factor"). Il in-
tègre aussi le calcul réglementaire de la RT 2012. Il est surtout utilisé très en amont, lors
de la conception d’un bâtiment, pour estimer rapidement les effets énergétiques de
modifications géométriques. Le temps de paramétrisation d’un bâtiment est assez ra-
pide si les plans fournis par les architectes sont déjà renseignés. Le logiciel nécessite la
version payante de la suit AutoDesk. Cela en fait un logiciel difficile à prendre en main
pour les non-initiés.
- Comfie+Pleïades : Cet outil est développé par le Centre Energétique et Procédé des
Mines ParisTech dont le moteur de résolution consiste à réduire un modèle aux diffé-
rences finies par analyse modale, qui en diminue les temps de calcul. Par son prix très
attractif, sa facilité de prise en main (interface graphique ergonomique) et sa modé-
lisation simple, il est largement utilisé par les bureaux d’étude de petites et moyennes
envergures spécialisés dans la conception et la rénovation de petits et moyens édifices.
Le temps de paramétrisation d’un dessin de bâtiment est moyen grâce à son interface
graphique 3Dmais reste cependant complexe. En effet, il y a plus d’une centaine d’élé-
ments à renseigner et sur un bâtiment d’envergure (plus de 1000m2), cela peut prendre
plusieurs jours. Son prix est très attractif.
- CoDyBa (pour "COmportement DYnamiquedes BAtiments") est un outil dont le coeur de
calcul d’architecturemodulaire utilise la réductionmodale du systèmephysique étudié.
La licence du logiciel est gratuite pour une zone analysée et payante pour plusieurs. Elle
est abordable.
- SPARK (Simulation Problem Analysis and Research Kernel) est un environnement per-
mettant de résoudre des systèmes d’équations algébriques et différentielles. Il est donc
adéquat pour la résolution des équations physiques de transmissions de la chaleur et les
échanges aérauliques. Il est un excellent solveur d’équations non-linéaires permettant
de résoudre tout type de problèmes numériques qui n’a pas fait l’objet de campagne
de validation sur le terrain.
Comfie et CoDyBa permettent une étude du régime dynamique du bâtiment mais restent
épurés. Ils ne prennent pas en compte l’interface dynamique aéraulique et les phénomènes
hybrides.
b. Au niveau international :
- PHPP : développé par le PassivHaus Institut à Darmstadt en Allemagne, il est basé sur
Excel et utilise un modèle thermique statique. Il se réfère à la méthode de calcul d’un
bilan énergétique mensuel issu des normes européennes, "notamment l’EN 13829". Il
15. https://www.sketchup.com/
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permet d’obtenir les besoins en chaud, en rafraîchissement, leurs puissances associées
et l’équivalent en énergie primaire. Il calcule aussi "une tendance du nombre d’heures
d’inconfort dans la période estivale". Il n’est utilisé que pour la réalisation de maisons
passives. Le prix de la licence est très abordable.
- EnergyPlus : développé par le DoE (Dpt of Energy) aux Etats-Unis et le LBNL 16. Il est utilisé
etmaintenu par le NREL 17. Il est open source et est basé sur deux logiciels de simulations,
BLAST et DOE-2. "Il permet la simulation de systèmes énergétiques complexes, la biblio-
thèque de modèles étant importante, cependant, elle est plutôt adaptée à la simu-
lation de systèmes existants aux Etats-Unis". N’étant pas très ergonomique d’utilisation
(interface utilisateur médiocre) il est largement utilisé avec DesignBuilder, logiciel pos-
sédant une interface graphique plus abordable. Il ne garantit pas un excellent niveau
de précision de la température dans les bâtiments dans le cas d’une évolution libre. Le
temps de paramétrisation du dessin du bâtiment est extrêmement long. En effet, même
avec une interface simplifiant cette étape, le nombre d’éléments à renseigner s’élève
à plus de 200 paramètres. Les ingénieurs en thermique du bâtiment utilisent en général
des modèles pré-remplis dans lesquels ils modifient les paramètres voulus. Le logiciel est
open-source, donc gratuit.
- TRNSYS : développépar l’université duWisconsin et une entreprise privée TESS, ce logiciel
possède uneenvironnementmodulaire et très flexible qui inclut une interfacegraphique
et une bibliothèque de composants pour modéliser les systèmes bâtimentaires. Il peut
être couplé à d’autres logiciels comme Fluent™, COMIS, Excel, ou encore Matlab. La
paramétrisation est aussi complexe qu’EnergyPlus. Le prix est très élevé car le logiciel
offre une multitude d’outils d’analyse.
- Virtual Environment : édité par IES Software Ltd 18, il est considéré comme un logiciel
d’aide à la décision. Il embarque bon nombre de modules complémentaires, allant
de l’affichage poussé des données d’analyse du bâtiment, à la gestion dynamique de
l’occupation, en passant par le calcul d’irradiance solaire, le bilan aéraulique (CFD 19),
la modélisation poussée de système HVAC 20. Tous les modules peuvent être utilisés sé-
parément ou coinjointement, améliorant ainsi la finesse de l’étude énergétique du bâ-
timent dessiné. Logiciel peu abordable au niveau financier, il est principalement utilisé
dans des gros bureaux d’études. Desmodules permettent de calculer les coefficients in-
clus dans les certifications, telles que le BREEAM 21, certification phare de la conception
environnementale des bâtiments au niveau européen depuis 2 ou 3 ans. La paramé-
trisation est aussi complexe qu’EnergyPlus. Le prix est très élevé car le logiciel offre une
multitude d’outils d’analyse.
- ESP-r : développé par l’université de Strathclyde (Glasgow, Ecosse), l’outil, open-source,
permet la résolution de problèmes thermiques, d’acoustique et d’éclairage. Il est princi-
palement utilisé pour la recherche. L’ergonomie n’est pas optimum et la base de com-
16. Lawrence Berkeley National Laboratory
17. National Renewable Energy Laboratory https://www.nrel.gov/
18. https://www.iesve.com/
19. Computational Fluid Dynamics
20. Heating Ventilation and Air Conditionning
21. Building Reasearch Establishment Environmental Assessment Method
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posants est pauvre. Il permet l’affichage des prévisions dans une bande d’incertitude
tout en considérant les incertitudes sur les paramètres d’entrée comme les propriétés
thermo-physiques des matériaux, les débits d’air, etc.
- Matlab : Matlab est un environnement de programmation orienté sur la programmation
scientifique, permettant le calcul symbolique et matriciel. Simulink est "une interface du
logiciel allouant l’utilisateur à faire de la programmation graphique". Il permet un déve-
loppement algorithmique poussé, l’analyse et la visualisation de données. Il fournit un
environnement et un ensemble de bibliothèque de fonctions facilitant le design précis,
la simulation, l’implémentation et le contrôle de système de communication et de trai-
tement du signal. "Le CTSB s’est servi de cette interface pour créer SIMBAD qui fournit
des modèles de bâtiment et des composants de systèmes de chauffage et climati-
sation pour réaliser des simulations dynamiques des installations de génie climatique".
La paramétrisation dépend du modèle utilisé dans l’environnement. Pour un modèle
simplifié, cela peut prendre moins d’une journée, pour un modèle complexe, on peut
arriver au même type de dimensionnement qu’EnergyPlus, TRNSYS, Comfie ou encore
Virtual Environment. Les prix de la licence et les toolbox nécessaires sont très élevés.
- On observe aussi la montée de l’environnement de programmation R 22, un projet ini-
tialement créé sous GNU permettant de faire du calcul et de la représentation de sta-
tistiques. Open source et gratuit, il devient une des plateformes de programmation les
plus utilisées à l’international. Son application dans le domaine de la modélisation éner-
gétique du bâtiment est grandissante Pragnesh et al. [2015].
I.2.2.5.2 - Logiciels et plug-ins d’optimisation
a. Combinaison de "fonctions objectifs" En raison de la prise de conscience gran-
dissante de l’épuisement des ressources naturelles, le marché de la modernisation du bâti-
ment observe unaccroissement de ses possibilités. Plusieurs options technologiques / construc-
tives sont disponibles pour améliorer l’efficacité énergétique et la qualité de l’environnement
intérieur dans les bâtiments. L’identification des options de réhabilitation les plus appropriées
est un sujet d’une importance remarquable étant donné les coûts et les impacts potentiels
impliqués. Asadi et al. [2012] ont travaillé sur un modèle d’optimisation pour une stratégie
de réhabilitation partant de différentes propositions de caractérisation d’éléments du bâti et
des apports d’énergies déterminant, grâce, à des combinaisons des coefficients de poids
des "fonctions objectifs". Ils utilisent pour cela une version modifiée d’une librairie MatLab
nommée bintprog 23. Ils obtiennent un tableau de confrontation pour trouver un optimum
entre les deux "fonctions objectifs", qui sont les solutions non-dominées (les deux extremums
de lots d’actions en fonction des réductions des consommations et du coût, respectivement)
du problème. Elles sont obtenues grâce à une minimisation via MatLab Steuer [1986]. Le ta-
bleau obtenu est montré à la Table I.2.1.
Ce type de résultats peut permettre, grâce à un affichage plus ergonomique et graphique
22. https://cran.r-project.org/
23. MathWorks : bintprog.m - Optimization methods for use in matlab
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Table I.2.1 – Solution au problème posé par la méthode Tchebycheff Steuer [1986]
de disposer de l’étendue des possibilités de lots d’actions et leur incidence sur la gestion
patrimoniale future.
b. Systèmes experts D’une manière générale, un système expert est un outil ca-
pable de reproduire les mécanismes cognitifs d’un expert, dans un domaine particulier. Il
s’agit de l’une des voies tentant d’aboutir à l’intelligence artificielle.
Plus précisément, un système expert est un logiciel capable de répondre à des questions,
en effectuant un raisonnement à partir de faits et de règles connus. Alanne [2004], dans
ses travaux, développe une méthode s’y apparentant, permettant aux ingénieurs de sélec-
tionner les actions de rénovation les plus faisables. Cette méthodologie reprend autant des
actions sur l’enveloppe du bâtiment, que sur son fonctionnement. Ha [2007] a orienté ses tra-
vaux dans l’utilisation de cette méthode pour réguler les apports d’énergie photovoltaïque
dans un bâtiment et prévenir les blackout de fournitures.
c. GenOpt : Programme générique d’optimisation appliqué à la problématique bâ-
timentaire Bien que la simulation soit de plus en plus utilisée dans la conception de sys-
tème de construction, son potentiel d’analyse n’est généralement pas atteint, notamment
en thermique dynamique. Autrement dit, les indicateurs retournés par les logiciels dévelop-
pés pour la conception permettent une étude très poussée du comportement thermique
analysé. Pour améliorer les performances des systèmes, les concepteurs devinent générale-
ment différentes valeurs des paramètres du système et refont la simulation. C’est inefficace
et coûteux en main-d’œuvre. En outre, si le nombre de paramètres variant dépasse deux ou
trois, le concepteur peut être débordé en essayant de comprendre les interactions (souvent
non linéaires) entre les paramètres. Cependant, il existe des techniques qui permettent l’au-
tomatisation et l’optimisation multidimensionnelle d’un modèle de simulation, conduisant à
une meilleure conception et réduisant ainsi l’effort induit Wetter [2000].
GenOpt est un programme d’optimisation via la minimisation d’une fonction de coût qui
est évaluée par un programmede simulation externe. Il a été développé pour des problèmes
d’optimisation où la fonction de coût est importante en calcul. GenOpt peut être couplé à
n’importe quel programme de simulation qui lit ses entrées à partir de fichiers texte et écrit
ses résultats vers des fichiers texte. Les variables indépendantes peuvent être des variables
continues (éventuellement avec des limites inférieures et supérieures), des variables discrètes,
ou les deux en même temps.
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Des contraintes sur les variables dépendantes peuvent être mises en œuvre en utilisant
des fonctions de pénalité ou de barrière. GenOpt utilise la méthode de calcul parallèle pour
évaluer les simulations.
Figure I.2.7 – Interaction entre GenOpt et le logiciel de simulation qui calcule la fonction objectif
La figure I.2.7 présente la relation entre GenOpt et le logiciel de simulation.
L’initialisation est la spécification des emplacements des fichiers à optimiser, et des fichiers
de sortie (résultats, logs).
La commande est l’ensemble des paramètres de choix de l’algorithme d’optimisation à
utiliser, les limites paramétriques d’utilisation, les valeurs initiales, etc.
La configuration est l’ensemble des paramètres permettant de piloter l’exécution du logi-
ciel de simulation (les indicateurs d’erreurs, les commandes de départ, etc.)
Le template des entrées de la simulation sont l’ensemble des templates possibles de don-
nées d’entrée.
d. MultiOpt La rénovation d’un bâtiment implique non seulement le respect des
exigences fonctionnelles, mais aussi des considérations telles que la consommation d’éner-
gie, les coûts d’investissement, l’impact environnemental et le bien-être. En l’état, de nou-
velles méthodes de conception et des outils sont nécessaires. Les travaux présentés dans
l’article de Chantrelle et al. [2011] tentent d’y répondre en développant un outil multicritère,
MultiOpt , pour l’optimisation des opérations de rénovation, en mettant l’accent sur les en-
veloppes du bâtiment, les besoins en chauffage et en refroidissement et les stratégies de
contrôle. MultiOpt est basé sur des logiciels et des méthodes d’évaluation existants : il utilise
un algorithme génétique (NSGA-II, Deb et al. [2002]) couplé à TRNSYS, ainsi que des bases
de données économiques et environnementales.
MultiOpt permet l’optimisation de tout projet de simulation thermique dynamique. Comme
stipulé plus haut, il s’appuie sur l’utilisation des algorithmes génétiques pour chercher des
optimums parmi un grand nombre de solutions. La particularité de MultiOpt réside dans son
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approche multicritère : plusieurs cibles (consommation d’énergie, coût, impact environne-
mental, etc.) peuvent être considérées en même temps, grâce au lancement automatique
d’un grand nombre de projets de simulations 24. La méthode est assez similaire à GenOpt
dans la détermination des actions de rénovation. Il est cependant à remarquer dans l’er-
gonomie du logiciel que les données d’entrée sont formatées "métiers du bâtiment" avec
des choix plus parlants tels que des caractéristiques de murs, de vitrages. Le logiciel se fo-
calise exclusivement sur la partie enveloppe du bâtiment et non sur le fonctionnement et la
régulation.
e. MLE+ MLE+ 25 est une boîte à outil open source Matlab/Simulink qui permet une
co-simulation avec le logiciel EnergyPlus . Il autorise principalement de faire de la variation
paramétrique et par conséquent, peut déterminer des optimums de conception, de fonc-
tionnement ou de rénovation pour un bâtiment modélisé sous EnergyPlus. Son interface uti-
lisateur (ou Front-end) facilite la liaison entre les procédés d’optimisation (des contrôleurs) et
la simulation thermique dynamique en affichant directement les paramètres nécessaires à
l’interaction entre les 2 logiciels (Matlab/EnergyPlus) et ceux de l’optimisation ou de la varia-
tion paramétrique (voir figure I.2.8). Les contrôleurs mentionnés précédemment permettent
de concevoir des scénarios de fonctionnement poussés compatibles avec EnergyPlus.
Figure I.2.8 – Schéma du fonctionnement du logiciel MLE+
Son interface graphique exploite et analyse également les données de sortie de l’optimi-
sation grâce au recueil et au stockage des données de sortie des simulations thermiques.
Il dispose d’une interface BAC-net implémentable dans une GTB 26 afin de mettre en place
les stratégies de contrôle données par MLE+ directement dans le pilotage automatique du
bâtiment.
f. Amapola Le module utilise une approche statistique pour simuler un ensemble
de simulation pour :
24. Source : CSTBoutique
25. http://mlab.seas.upenn.edu/projectsites/mlep/
26. Gestion Technique du Bâtiment
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- Quantifier le risque lié à la mise en place d’une cible énergétique dans le cadre de la
Garantie de Performance Energétique
- Optimiser la conception en tenant compte des occupants et de leur comportement
imprévisible
- Gagner du temps et améliorer la conception par la détermination des paramètres les
plus influents
- Optimiser automatiquement les paramètres de conception pour identifier les meilleurs
compromis entre coût, performance, confort, réglementation
Il est adossé aux logiciels développés par IZUBA Energies. Il est basé sur les travaux de
Vorger [2014] portant sur l’élaboration d’un modèle de l’influence du comportement des
occupants sur la performance énergétique d’un bâtiment.
g. Outils de détections et diagnostics intelligents La détection et le diagnostic de
défauts du fonctionnement d’un bâtiment est un sujet de plus en plus abordé dans la re-
cherche. Magoulès et al. [2013] ont élaboré une méthode permettant de combiner intelli-
gence artificielle et outil de détection. En effet, un réseau de neurones de type perceptron
est implémenté comme outil de supervision des problèmes de fonctionnement des équipe-
ments climatiques via l’analyse des variations des consommations de ces derniers. Il passe
par une phase d’apprentissage et de reconnaissance des anomalies grâce à un jeu de don-
nées de dysfonctionnement. On lui soumet ensuite un jeu de données de consommations
qui présentent des équipements "sains" et des équipements "dégradés" pour vérifier s’il dé-
tecte bien, dans un premier temps, une anomalie, et dans un deuxième temps, son type
(défaillance d’un élément interne comme un ventilateur ou une pompe, etc.). Il effectue
cette détection en fonction de ce qu’il a appris au départ. Il peut donc détecter toute ano-
malie présentant une modification des consommations d’énergie.
I.2.2.6 - Choix des logiciels dans le cadre de la thèse
- Environnement de programmation du modèle : le logiciel Matlab est utilisé pour le pro-
jet de recherche lors de la création du modèle et également l’analyse de sensibilité
automatisée de celui-ci.
- Modèle de référence pour comparaison : La licence étant présente chez EGIS, et le
logiciel présentant une gamme complète d’analyses de l’énergie dans un bâtiment,
on utilise IES VE pour comparer le modèle obtenu avec un résultat de référence.
- Environnement de programmation des différentes optimisations : Matlab également
I.2.2.7 - Sensibilité et incertitude appliquées à la thermique du bâti-
ment
I.2.2.7.1 - Sensibilité
L’analyse de sensibilité est considérée comme une discipline à part entière du domaine
des statistiques. Elle observe l’influence de chacun des paramètres d’entrée du modèle sur
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la variation des paramètres de sortie de ce dernier. Autrement dit, elle permet d’étudier
comment des perturbations sur les entrées du modèle engendrent des perturbations sur la
réponse. Il est important d’utiliser ces méthodes dans des travaux d’élaboration de modèles
(numériques ou non), pour ce qui est de l’interprétation de leurs résultats ou dans le cadre
de leur validation.
Elle permet de déterminer, d’après les travaux de Saltelli and Scott [1997], Saltelli and Bo-
lado [1998], Saltelli et al. [1999], Saltelli and Tarantola [2000] :
- Les paramètres ayant une grande influence sur les sorties du modèle, cette information
permet de savoir si la modélisation est bien fidèle au processus reproduit. Si l’analyse
détermine qu’un paramètre connu comme non-influent a une importance forte, la mo-
délisation ne représentera pas fidèlement le modèle et il faudra alors le modifier, que
ce soit dans sa paramétrie (choix des paramètres d’entrées) ou dans la résolution des
équations de comportements mis en jeu.
- Dans le cas où les paramètres ayant une grande influence sur la variabilité des para-
mètres de sortie du modèle. Une connaissance plus fine de ces paramètres réduirait la
marge d’erreur commise sur les sorties du modèle.
- L’influence des paramètres sur les sorties du modèle, et l’identification des paramètres
en ayant peu. Dans le cas d’une influence minime, on pourra choisir une valeur par
défaut de ces derniers, à savoir, réduire le nombre de paramètres à renseigner. Il reste
indispensable à la résolution du modèle, mais ne nécessite plus d’être renseigné par
l’utilisateur dans les données d’entrées.
- Les corrélations entre les paramètres. La connaissancedes interactions permet demieux
comprendre le phénomène modélisé et s’intéresse à l’influence de groupes de para-
mètres plutôt qu’à des paramètres isolés.
Les méthodes de sensibilité sont au nombre de 3 : le screening, l’analyse de sensibilité
locale, l’analyse de sensibilité globale.
Les méthodes de screening introduites par Saltelli et al. [2000], analysent qualitativement
l’importance des variables d’entrée en fonction de leur influence sur la variabilité de la ré-
ponse. L’analyse de sensibilité locale, tout comme la globale, est une méthode d’analyse
quantitative, qui permet en plus d’établir une hiérarchie au sein des variables d’entrée, de
donner un ordre de grandeur des écarts au sein de cette hiérarchie. Elle étudie l’influence
de petites variations autour d’une valeur donnée des entrées qui se répercute sur la valeur
de sortie. La plus classique est l’approche One Factor At Time et consiste à estimer les indices
de sensibilité suivant l’expression :
Si =
δy
δxi
(x1, x2, ..., xp) (I.2.4)
avec p le nombre de variables d’entrée dumodèle, x les variables d’entrée, y les variables
de sortie, S l’indice de sensibilité
On différencie l’analyse locale de la globale du fait que pour la première, on s’intéresse
uniquement à la valeur des sorties, alors que pour la deuxième on s’intéresse à la variabilité
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de ces dernières. L’analyse globale permet donc de mieux prendre en considération l’inté-
gralité de la variabilité du modèle ainsi que les interactions entre les paramètres d’entrée.
a. Méthodes de calcul Il existe plusieurs méthodes de calcul de la sensibilité d’un
modèle. Il faut d’abord déterminer les différents indices à calculer. On distingue ici deux types
de méthodes : Sobol et FAST (Fourier Amplitude Sensitivity Test).
Sobol introduit une méthode de calcul des indices de sensibilité grâce à la décomposition
de Sobol, ou décomposition de la variance Soboĺ and Kucherenko [1990]. Elle se rapproche
de la méthode "d’analyse de la variance" autrement appelée en anglais "ANOVA décom-
position".
V =
p∑
i=1
Vi +
∑
1≤i≤j≤p
Vij + ... +
∑
1≤i...≤p
Vi...p (I.2.5)
On détermine alors les coefficients de sensibilité S de premier ordre i puis deuxième j, etc. :
Si =
Vi
V (I.2.6)
puis
Sij =
Vij
V (I.2.7)
puis
Sijk =
Vijk
V (I.2.8)
Et ainsi de suite jusqu’à l’ordre p.
Vx représente la variance pour un paramètre, V la variance totale.
L’indice de sensibilité totale pour chaque i est défini en utilisant les indices des p ordres
calculés précédemment :
STi =
∑
i#k
Sk (I.2.9)
Par exemple, pour un modèle à 3 variables d’entrée, cela donne :
ST1 = S1 + S12 + S13 + S123
Pour ce qui est du calcul numérique, il faut pouvoir échantillonner les jeux de paramètres
de notre modèle de manière à parcourir l’intégralité de son espace de réponse.
Pour cela, Sobol utilise une distribution de quasi-Monte Carlo Soboĺ [1990] afin de parcourir
cet ensemble de recherches en minimisant le temps de calcul Homma and Saltelli [1996].
Il le compare à d’autres types d’échantillonnages tels que l’échantillonnage aléatoire et
l’hypercube latin (Latin Hypercube Sampling - LHS) comme on peut le voir dans la figure
I.2.9. Une fois l’échantillon uniforme trouvé, il est possible de calculer sa variance en fonction
de chacun des paramètres d’entrées et de calculer les indices vus plus haut.
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a) b) c)
Figure I.2.9 – Exemple d’échantillon de variables uniformes, a) par échantillonnage aléatoire, b) par
hypercube latin, c) par quasi-Monte Carlo
Il existe une autre méthode développée par Cukier et al. [1973] (puis Cukier et al. [1975]
et Cukier et al. [1978]) appelée méthode FAST (pour Fourier Amplitude Sensitivity Test). Ils
montrent qu’il est possible d’obtenir la variance d’un modèle semblable à la décomposition
de Sobol vue plus haut, en utilisant la transformée de Fourier multi-dimensionnelle. Le calcul
d’une telle décomposition étant trop complexe, l’idée de cette méthode est de rempla-
cer ces décompositionsmulti-dimensionnelles par des décompositions uni-dimensionnelles le
longd’unecourbeparcourant l’espace [0, 1]p. Considérant une fonction : f(x) = f(x1, x2, ..., xP),
et Y = f(X1, ..., Xp), on peut définir cette courbe par l’ensemble des équations paramétriques
suivantes :
xi(s) = gi(sin(ωi)) pour i = 1, ..., p
ou les gi sont des fonctions permettant un recouvrement uniforme de l’espace [0, 1]p et
où ωi sont un ensemble de fréquences entières linéairement indépendantes. Cukier et al.
montrent alors que :
f0 =
∫
[0,1]p
f(x)dx = lim
T→∞
1
2pi
∫ T
−T
f(x(s))ds
Si les fréquences ωi sont entières, alors la courbe ne remplit pas l’espace mais est pério-
dique sur 2pi, d’où :
f0 =
1
2
∫ pi
−pi
f(x(s))ds
Si on applique cette méthode au calcul d’un variance V de la fonction Y vu plus haut :
V = 12pi
∫ pi
−pi
f2(x(s))ds− f20
'
∞∑
j=−∞
(A2j + B2j )− (A20 + B20)
' 2
∞∑
j=1
(A2j + B2j )
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Figure I.2.10 – Echantillon selon la méthode FAST pour a) 1 dimension et b) 2 dimensions
On obtient les coefficients de décomposition de Fourier tels que :
Aj =
1
2pi
∫ pi
−pi
f(x(s)) cos(js)ds,
Bj =
1
2pi
∫ pi
−pi
f(x(s)) sin(js)ds,
(I.2.10)
Cukier et al. expliquent que la part de la variance due à la variable Xi est la somme des
carrés des coefficients de Fourier Aj et Bj attribués à une fréquence ωi et à ses harmoniques :
V∼i = 2
∞∑
p=1
(A2pωi+)B2pωi) (I.2.11)
Ainsi, l’indice total de sensibilité ST, comme pour la méthode de Sobol est exprimé par :
STi = 1−
∞∑
p=1
(A2pωi+)Bpωi2)
∞∑
j=1
(A2j + B2j )
(I.2.12)
Saltelli and Bolado [1998] montrent que les indices de sensibilités définis par la méthode
FAST sont équivalents à ceux définis précédements par Sobol.
La méthode d’échantillonnage est donc similaire à celle de Sobol (Monte Carlo) mais se
présente différemment, sous la méthode de Fourier, avec sa fréquence et ses harmoniques.
Se pose cependant la question du choix de la borne supérieure (précédemment définie à
+∞) pour le calcul des indices. Jacques [2005] écrit via Saltelli et al. [1999] que cette valeur
doit être égale à 4 ou 6.
Des exemples de représentation de cette fonction suivant la dimension de parcours sont
visibles en figure I.2.10. Comme pour tout système d’échantillonnage, celui de FAST est défini
de façon uniforme sur le cube unité. Lorsque les variables du modèle ne sont pas uniformes,
une transformation sur les points échantillonnés sera appliquée pour les rendre exploitables.
Cette transformation se fera en général par l’inverse de la fonction de répartition, et pourra
parfois être approchée lorsque l’inverse n’existe pas (cas gaussien).
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I.2.2.7.2 - Incertitude
a. Globale sur la modélisation : Comme l’expliquent Duforestel et al. [2008] puis
Spitz [2012], il existe de nombreux biais d’incertitude dans la modélisation thermique causées
par les hypothèses émises dans les modèles. Comme le stipule Brun et al. [2009] chaque
logiciel possède ses types d’incertitude. Ils apparaissent aussi ne plus être en adéquation
avec l’augmentation des performances des bâtiments. On peut lister par exemple :
- L’utilisation du pas de temps horaire (imposé dans le cadre de la thèse par la fréquence
d’acquisition du réseau de mesure) qui peut s’avérer inadéquate à des bâtiments ré-
agissant très rapidement à des stress thermiques. Ce pas de temps peut aussi créer des
erreurs dans la modélisation du flux solaire au lever et au coucher du soleil.
- Le positionnement de la station météo qui peut augmenter l’incertitude du résultat. Un
exemple concret est l’utilisation d’une station météo hors d’une ville créant un ilot de
chaleur pour la modélisation d’un bâtiment à l’intérieur de la ville. Plus généralement,
pour deux sites jugés "voisins" mais non situés dans un environnement climatique homo-
gène.
- L’estimation du confort qui reste un sujet difficile à évaluer. Il dépend de paramètres
comme la température opérative de l’air (température prenant en compte l’influence
de la convection et du rayonnement), sa vitesse, son humidité, la température de sur-
faces environnantes, mais aussi intrinsèque à chaque individu, comme son taux d’ac-
tivité physique, son niveau d’habillement, et aussi sa sensibilité à la chaleur, paramètre
très subjectif.
- Le positionnement des capteurs dans le bâtiment.
- Le comportement imprévisible des usagers (consolidé par les travaux de Vorger [2014])
Ci-après, nous présenterons l’éventuelle nécessité d’équiper le réseau de mesure d’une
sonde température/humidité extérieure au bâtiment. Le projet de recherche présenté ne
vise pas à lever un de ces verrous, mais les prend en compte dans les hypothèses de départ
faites au niveau du modèle proposé.
b. Intrinsèque au modèle Une analyse d’incertitude permet de caractériser la ré-
ponse d’un modèle dans son intervalle de réponse connaissant l’incertitude des paramètres
d’entrée. Sachant l’incertitude d’un paramètre, un échantillonnage ainsi qu’une distribution
doivent être choisis (voir partie I.2.2.7.1).
Une fois l’échantillonnage obtenu, on peut observer l’influence de la variation de chacun
des paramètres sur le modèle et en déterminer ainsi l’encadrement de la variation des pa-
ramètres de sortie. On obtient ainsi l’incertitude du modèle par rapport aux incertitudes des
paramètres d’entrée.
On verra dans la partie sur la sensibilité, une proposition de méthode inverse, à savoir, pour
une incertitude donnée sur les paramètres de sortie, quelle est l’incertitude imposée sur les
paramètres d’entrées. Cette information pourra s’avérer très utile dans le choix des capteurs
du réseau de mesure, par exemple, notamment, leur précision.
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Une fois la sensibilité et l’incertitudedumodèle déterminées, on peut débuter l’optimisation
de ce dernier.
I.2.3 - Optimisation appliquée à la thermique du
bâtiment et indices de correlations
Résoudre un problèmed’optimisation revient à dérouler un certain nombre d’étapes listées
ci-après. On doit d’abord formuler le problème d’optimisation afin de définir ce que l’on veut
résoudre. On le place ensuite dans son contexte d’optimisation, à savoir si on veut le résoudre
localement ou globalement. Une fois ces choix faits, on détermine en fonction l’algorithme
à utiliser pour obtenir l’optimisation du système étudié. On liste également une partie des
travaux qui ont été réalisés dans le domaine de la thermique du bâtiment pour illustrer les
propos présentés.
I.2.3.1 - Définition d’un problème d’optimisation
Une méthode d’optimisation d’une fonction f(x) permet de trouver une solution (x∗) qui
minimise ou maximise un critère particulier. Le critère que l’on cherche à optimiser est sou-
vent représenté par une fonction dite fonction objectif, fonction de coût ou critère d’opti-
misation (Deb et al. [2002], Boithias et al., Artiges et al. [2014]). Un problème d’optimisation
mono-objectif ou monocritère(Barichard [2003], Chelouah [2000]) est souvent présenté sous
la forme suivante Nielsen and Svendsen [2002] :
Minimiser f (x) tel que x ∈ P : h(x) = 0, g(x) 6 0, (xi)inf 6 xi 6 (xi)sup
Notation usuelle : 
f∗ = min
x
f(xi)
h(xi) = 0
g(xi) ≤ 0
(xi)inf 6 xi 6 (xi)sup
avec :
f : la fonction objectif
x = x1, x2, ..., xn : les variables
P : l’espace de recherche des solutions
(xi)inf et (xi)sup délimitent le domaine de variation de xi
g et h : des fonctions représentant les contraintes (égalité et inégalité) du problème
Résoudre ce problème revient donc à trouver les valeurs des xi appartenant à l’espace
de recherche des solutions qui correspondent à la valeur minimale de la fonction objectif f.
Lorsque le problèmecomporte des fonctions g ou h, onparle d’optimisation aveccontraintes,
dans le cas contraire, on parle d’optimisation sans contraintes (Mansilla-Pellen [2006]).
Dans le cas d’une optimisation sous contrainte, il faut résoudre les conditions de Karush
Kuhn Tucker à partir de l’étude du Lagrangien :
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L(x,λ,µ) = f(x) +
m∑
j=1
λjhj(x) +
k∑
i=1
µigi(x) (I.2.13)
avec λ et µ les multiplicateurs de Lagrange.
Soit x∗ un minimum local régulier du problème d’optimisation précédent. Il existe alors les
multiplicateurs λ∗ et µ∗ tels que :
∇xL(x∗,λ∗,µ∗) = 0 (I.2.14)
∇f(x) +
m∑
j=1
λj∇hj(x) +
k∑
i=1
µi∇gi(x) = 0 (I.2.15)
Les conditions nécessaires dupremier ordre sont souvent appelées les conditions de Karush-
Kuhn-Tucker (ou Kuhn-Tucker, KKT ou KT). Dans le cas convexe (c’est à dire lorsque f(x) et gi(x)
sont des fonctions convexes et hj(x) des fonctions affines), un point x∗ régulier est unminimum
global pour le problème d’optimisation si et seulement si il satisfait les conditions de Karush-
Kuhn-Tucker.
Les variables xi peuvent être continues ou discrètes. Par exemple, si l’une des variables cor-
respond à l’orientation de la façade principale d’un bâtiment, ce paramètre peut être repré-
senté par l’angle de la façade par rapport au nord, il s’agit alors d’une variable continue qui
peut prendre toutes les valeurs comprises entre 0° et 360°. A l’inverse, si l’un des paramètres
variables est le type de système de chauffage utilisé dans un bâtiment, la variable sera dis-
crète avec, par exemple, une correspondance préétablie entre les systèmes de chauffage
et les valeurs possibles de cette variable (par exemple, 1 : chaudière gaz, 2 : chaudière bois ;
3 : pompe à chaleur ; 4 : convecteur électrique) (Nielsen and Svendsen [2002]).
Étant donné la complexité du système "bâtiment", il est pratiquement impossible de trou-
ver une relation directe permettant de relier les variables indépendantes à la fonction coût
qu’on cherche à optimiser. Par exemple, si on veut optimiser les besoins de chauffage (P) en
fonction de l’épaisseur d’isolant (e), de la taille (s) et du type (t) du vitrage, on n’aura pas une
relation directe du type P = g(e, s, t), mais un système d’équations algébro-différentielles qu’il
faut résoudre. Dans ce cas, la fonction coût ne peut pas être évaluée mais approximée nu-
mériquement. On définit par fonction de coût (ou fonction objectif) l’indicateur permettant
de se positionner par rapport à un objectif à atteindre. En fonction du rôle de l’indicateur,
on cherchera à le maximiser ou à le minimiser. Ainsi, les techniques d’optimisation à utiliser
doivent pouvoir prendre en compte l’approximation de cette fonction sans avoir besoin de
la valeur de sa dérivée. Pour cela, le choix se porte sur les algorithmes d’optimisation d’"ordre
zéro" qui ne requièrent que l’évaluation de la fonction coût et non pas celle des dérivées. On
peut noter dès à présent deux problèmes qui peuvent intervenir et qui seront indépendants
du choix de l’algorithme :
- Il est fréquent que le critère d’arrêt, employé par les solveurs résolvant les équations
différentielles et les équations algébriques, soit dépendant de la variable indépendante
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"x". Ce qui fait qu’une perturbation de la variable x peut causer un changement dans
la séquence des itérations et faire en sorte que l’approximation f∗ de la fonction f soit
discontinue et entraîner un dysfonctionnement de l’algorithme d’optimisation.
- Si le solveur utilise des pas d’intégration variables, alors le changement de la valeur de
f∗peut être dû au changement du pas d’intégration et l’algorithmed’optimisation peut
s’arrêter sur un "mauvais" optimum.
Dans notre cas, nous tenterons malgré cela d’utiliser des algorithmes d’optimisation per-
mettant l’évaluation des dérivées. En effet, cette dernière permet de pouvoir cibler la "des-
cente" de l’optimisation et ainsi réduire le coût en temps de calcul.
I.2.3.2 - Méthodes d’optimisation locales ou globales, mono ou multi-
critère
On distingue deux types de solutions à un problème d’optimisation monocritère : les op-
timums globaux et locaux comme le précise Pellen [2006] dans ses travaux. Par exemple si
l’on cherche à minimiser f,
√ un optimum global x0 est un point qui vérifie : ∀y 6= x0 , f(x0) ≤ f(y)
√ un optimum local x0 est un point qui vérifie : ∀y 6= x0 , y ∈ N(x), f(x0) ≤ f(y)
où N(x) est un voisinage de x.
Selon leurs caractéristiques, les méthodes d’optimisation peuvent conduire à un optimum
local ou à un optimum global. Certaines méthodes d’optimisation dite « locales » permettent
d’identifier un optimum au voisinage d’un point, sans savoir si cet optimum est local ou glo-
bal. Pour remédier à ce problème, certaines méthodes s’appuient alors sur les propriétés
de régularité des fonctions "objectifs" considérées. D’autres méthodes dites « globales » per-
mettent d’identifier l’optimum global d’une fonction sans être piégé par un optimum local.
Enfin, certaines méthodes combinent les deux approches pour profiter des avantages de
chacune.
La distinction entre problèmes d’optimisation monocritère ou multicritère est liée à la na-
ture de la fonction objectif f. Si f correspond à un unique critère et est représentée par un
unique indicateur comme les consommations annuelles de chauffage d’un bâtiment, on
peut alors parler de problème d’optimisation monocritère. Si au contraire on considère plu-
sieurs fonctions objectif relatives à différents critères, on parle alors de problème d’optimisa-
tion multicritère. Ce sera par exemple le cas si l’on cherche à minimiser simultanément les
consommations de chauffage d’un bâtiment et le coût des travaux relatifs à l’isolation du
même bâtiment. Dans le cadre d’une optimisation multicritère, la notion d’optimum global
n’a plus de sens, il faut alors faire appel à d’autres concepts pour comparer et classer les
solutions. On peut par exemple le voir dans le travail doctoral de Mansilla-Pellen [2006].
Figure I.2.11 – Exemple d’extrema d’une fonction
f
Ces différentes définitions mettent en
évidence la diversité des problèmes et
des méthodes d’optimisation. Dans la lit-
térature, les classements des méthodes
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diffèrent selon les auteurs. Ainsi, dans ses
travaux, Othmani [1998] fait référence
à plusieurs classifications des problèmes
multicritères : selon la nature des solu-
tions possibles, selon le contexte de l’op-
timisation ou selon la nature des fonc-
tions objectifs. La classification choisie
pour la suite de cette présentation s’ap-
puie sur les propositions de Goldberg
(Goldberg [1989], Goldberg and Hol-
land [1988]) qui distingue trois types de
méthodes : énumératives, déterministes
et stochastiques. Nous détaillerons ici les
déterministes et les stochastiques.
I.2.3.2.1 - Méthodes déterministes
Elles sont considérées comme trouvant l’optimum de manière mathématique, principale-
ment grâce à des algorithmes de descente vers ce dernier. Elles utilisent l’étude des condi-
tions d’optimalité qui permettent de déterminer des minimums locaux. Ces conditions sont
des différentielles qui portent sur la dérivée de la fonction à minimiser.
Soit J : Rn ⇒ R un fonction différentiable sur R. Si x∗ réalise un minimum (global ou local)
de J sur Rn alors :
∇F(x∗) = 0 (I.2.16)
Cette relation est aussi appelée équation d’Euler.
On peut rencontrer un frein à l’utilisation de ces méthodes. En effet, la descente vers l’op-
timum est conditionnée par l’étude de la dérivée (recherche de la plus grande pente). Si
on reprend la figure I.2.11, on peut s’apercevoir qu’en fonction de la position de la solution
dans l’espace de recherche, on peut se retrouver dans un puits de potentiel local et rester
"coincé" dans ce dernier. Plus on s’approche du minimum, plus le pas de parcours de l’es-
pace de recherche diminue et moins l’algorithme a de chance de sortir de ce puits. Le choix
des paramètres initiaux de l’optimisation joue donc un grand rôle dans le placement dans
l’espace de recherche, et donc dans la descente vers l’optimum global.
Les méthodes stochastiques sont plus adaptées (mais plus coûteuses en temps) à la re-
cherche d’un minimum global.
I.2.3.2.2 - Méthodes stochastiques
Les recherches d’un minimum par exploration aléatoire d’un espace de recherche (sous
domaine de définition) sont souvent simples à mettre en place pour des fonctions aux pro-
priétés variées, qu’elles soient dotées d’une multitude de minimums locaux ou définies dans
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des domaines de dimension élevée. Elles se révèlent souvent convergentes, confirmant des
arguments heuristiques ou confirmées par des développements théoriques. La vitesse de
convergence est souvent difficile à estimer, la plupart du temps faible (d’autant plus faible
que l’approximation est proche du minimum), contrairement à de certaines méthodes uti-
lisant la différentiabilité (par ex. la méthode de Newton). La programmation est aisée et ra-
pide, basée uniquement sur la fonction de coût (pas de calcul de gradient, exact ou appro-
ché, ni hessien). La simulation de variables aléatoires converge vers un minimum et est telle
que la suite des valeurs de la fonction de coût tende en décroissant vers sa valeur minimum.
Algorithmes génétiques :
Rivallain [2013] a utilisé cette méthode afin de résoudre un problème d’optimisation multi-
critère pour la planification de scénarii (basé sur un programme séquentiel) de réhabilitation
énergétique basé sur des critères d’ACV, d’indicateurs économiques, de confort des usagers
en été. Chantrelle et al. [2011] a basé son outil MultiOpt sur la résolution d’un problèmemulti-
critère (consommation, ACV, coût d’investissement) grâce à l’algorithme NSGA-II (Deb et al.
[2002]) qui est un algorithme génétique. Xu and Wang [2007] utilisent une régression basée
sur un algorithme génétique pour calibrer/identifier les paramètres d’entrée d’un modèle
R3C2.
Juan et al. [2009] utilisent un algorithme génétique pour hiérarchiser des actions de ré-
novation pour l’habitat particulier selon les critères : (sécurité, usage, accessibilité, confort,
potentiel d’économie d’énergie, la qualité de vie liée à la qualité de l’air, la luminosité, etc.)
Asadi et al. [2014] combinent un algorithme génétique et un réseau de neurones pour hié-
rarchiser des actions de rénovation sur un bâtiment (menuiseries, isolation, etc.) en fonction
de plusieurs critères (consommation, confort, type de rénovation, etc.).
Réseau de neurones :
Paudel et al. [2014] utilisent un réseau de neurones pour prédire les besoins de chauffage.
Kumar et al. [2013] présentent un panoramade plusieurs outils de simulation thermique dyna-
mique basés sur un réseau de neurones (Ansett model, Curtiss model, Cohen model, etc.) à
la place d’unmodèle physique. Roldán-Blay et al. [2013] utilisent un réseau de neurones pour
prédire la consommation d’un bâtiment à court terme basé sur l’analyse de la température
du bâtiment et des différents process d’influence de la consommation (type de journée, type
d’usage, climat, emplacement, etc.). Les données historiques de consommations totales et
par types d’usages sont aussi nécessaires pour l’apprentissage.
I.2.3.2.3 - Synthèse
Voici la liste des types d’algorithmes les plus utilisés :
⇒ Programmation linéaire
- Méthode du simplex, points intérieurs
⇒ Optimisation non linéaire locale
o avec dérivée
sans contraintes
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- Problèmes de forme générique
– Méthode de type gradient
– Méthode de Newton, quasi-Newton
– Méthodes de sous-gradients (faisceaux)
- Problème de type moindre carré :
– Levenberg-Marquardt
avec contraintes
- Résolution des conditions de Karush Kuhn-Tucker
– SQP(Newton), Wilson
- Méthodes duales
– Points intérieurs
– Méthode de pénalisation
– Méthodes lagrangiennes (Uzawa, Lagrangien augmenté)
o sans dérivées
- Différenciation automatique
- Variantes différences finies
- Optimisation sans dérivées
⇒ Optimisation Non Linéaire Globale
- Méthodes déterministes
– Constraints Satisfaction Problem (CSP)
– Méta-heuristiques : simplex non linéaire
– Surface de réponse (réseaux de neurones et krigeage)
- Méthodes stochastiques
– à 2 phases
– méthodes évolutionnaires (algorithmes génétiques), recuit-simulé, recherche
tabou
I.2.3.3 - Algorithmes d’optimisation
Devant la multitude deméthodes d’optimisation disponibles dans la littérature, nous avons
choisi d’utiliser des méthodes mathématiques d’optimisation, à savoir, de descentes des gra-
dients, de Trust Region, de Levenberg-Marquardt et du point intérieur. En effet, avec un pa-
ramétrage adéquat, elles sont plus efficaces (temps d’exécution, extremum global) et pré-
cises (modèle analytique, résolution analytique de l’optimisation, identification du rôle des
variables dans le modèle) que les autres méthodes abordées. Elles sont décrites ci-après.
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I.2.3.3.1 - Descente des gradients
La méthode du gradient fait partie d’une classe plus grande de méthodes numériques
appelées méthodes de descente. A partir de la minimisation d’une fonction de coût, on se
donne un point de départ arbitraire. Pour construire l’itéré suivant, il faut penser qu’on veut se
rapprocher du minimum de la fonction objectif. On doit trouver à chaque itération la direc-
tion de descente et le pas de descente. Ils peuvent être fixes ou changer à chaque itération.
Une idée naturelle pour trouver une direction de descente est de faire un développement
de Taylor à l’ordre 2 de la fonction de coût. La méthode ainsi obtenue s’appelle l’algorithme
duGradient. Il a été testé dans les travaux présentés ici en comparaison avec les algorithmes
décrits ci-après pour déterminer le plus rapide et le plus efficace. Son utilisation simple n’a pas
été retenue. Des variantes ont été intégrées dans les travaux, comme le gradient conjugué
ou une adaptation de cette méthode par Levenberg et Marquardt. Ces algorithmes sont
décrits plus loin dans le document.
I.2.3.3.2 - Méthode "Trust Region"
Un algorithme à régions de confiance est un algorithme d’optimisation différentiable, des-
tiné à minimiser une fonction réelle définie sur un espace euclidien (par exemple, {Rn} Rn,
l’espace des n uplets de nombres réels, muni d’un produit scalaire) ou, plus généralement,
sur un espace hilbertien. L’algorithme est itératif et procède donc par améliorations succes-
sives. Au point courant, l’algorithme effectue un déplacement qui est obtenu en minimisant
un modèle simple de la fonction (par exemple quadratique) sur une région de confiance
(généralement une boule dont le rayon est appelé le rayon de confiance du modèle). Le
rayondeconfianceest ajusté demanière à faire décroître suffisamment la fonction àchaque
itération.
Cette approche algorithmique peut être vue comme une technique de globalisation,
c’est-à-dire une méthode permettant d’obtenir la convergence des itérés (sous certaines
conditions) quel que soit l’itéré initial choisi. Elle s’apparente ainsi aux algorithmes à directions
de descente en améliorant légèrement (mais parfois de manière décisive) leurs résultats de
convergence. La conception des algorithmes à régions de confiance est cependant plus
compliquée que celle des algorithmes à directions de descente, ce qui limite parfois leur
application (par exemple aux grands problèmes de moindres-carrés sans possibilité de cal-
cul de la jacobienne des résidus). Cette méthode a été utilisée ici pour la détermination des
paramètres de conception du bâtiment.
I.2.3.3.3 - Méthode Levenberg-Marquardt Least Square
Dans la méthode des moindres carrés, la fonction f(x) est minimisée selon la somme de
son carré :
min
x
f(x) = ||F(x)||22 =
∑
i
F2i (x)
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Ce problème est souvent résolu en souhaitant l’output y(x, t) suivant un modèle continu
phi(t), avec x un vecteur et t un scalaire.
On peut reformuler le problème sous la forme :
min
x∈Rn
∫ t2
t1
(y(x, t)− φ(t))2dt
En discrétisant l’intégrale, on obtient :
min
x∈Rn
f(x) =
m∑
i=1
(y¯(x, ti)− φ¯(ti))2
F(x) devient donc le vecteur des composantes y¯(x, ti)− φ¯(ti) pour i = 1, ..., m.
Prenant en compte la matrice jacobienne (noté J(x)), le vecteur du gradient G(x), et la
matrice Hessienne H(x), qui sont déterminés par les expressions :
G(x) = 2J(x)TF(x)
et
H(x) = 2J(x)TJ(x) + 2
( m∑
i=1
Fi(x).Hi(x)
)
La partie Q =
m∑
i=1
Fi(x).Hi(x) a la particularité de tendre vers 0 quand les résidus ||F(x)||
tendent vers 0 (quand on approche de la solution). Quand on est proche de la solution,
l’utilisation de la méthode de Gauss-Newton comme méthode d’optimisation est la plus effi-
cace. Dans cette méthode, la direction de descente est obtenue à chaque itération k, qui
doit être solution de l’équation suivante :
min
x∈Rn
||J(xk)− F(xk)||2
Cetteméthodededescente peut poser des problèmes quand les termes du seconddegré
de l’expression de Q sont trop importants. C’est à cemoment là que la méthode Levenberg-
Marquardt est utilisée. Elle utilise une direction du parcours de recherche qui est solution du
set d’équations suivantes :
(
J(xk)TJ(xk) + λk.I
)
dk = −J(xk)TF(xk)
avec dk la direction de descente, λk un coefficient de contrôle de la magnitude et la
direction de dk.
La méthode Levenberg-Marquardt utilise donc une direction de descente à mi-chemin
entre la Gauss-Newton et la direction de descente la plus "raide".
Elle a été utilisée en parallèle de la méthode de "Trust-Region" dans une démarche de
benchmark afin de choisir au final le plus efficace pour l’optimisation proposée.
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I.2.3.3.4 - Point intérieur
Les méthodes de points intérieurs forment une classe d’algorithmes qui permettent de ré-
soudre des problèmes d’optimisation mathématique. Elles ont l’intérêt d’être polynomiales
lorsqu’on les applique aux problèmes d’optimisation linéaire, quadratique convexe, semi-
définie positive ; et plus généralement aux problèmes d’optimisation convexe, pourvu que
l’on dispose d’une barrière auto-concordante représentant l’ensemble admissible, calcu-
lable en temps polynomial (ce n’est pas toujours le cas, car certains problèmes d’optimisa-
tion convexe sont NP-difficiles (voir Problème NP-complet)).
L’approche point intérieur est aussi utilisée sous Matlab. C’est une méthode d’optimisation
permettant de résoudre un problème d’optimisation avec contrainte. Depuis le problème
initial :

min
x
f(x)
h(x) = 0
g(x) ≤ 0
avec h et g les fonctions égalités et inégalités respectivement.
Pour chaque µ ≥ 0, on approxime le problème par l’expression suivante (Byrd et al. [2000],
Byrd et al. [1999], Waltz et al. [2006]) :

min
x,s
fµ(x, s) = min f(x)− µ
∑
i
ln(si)
h(x) = 0
g(x) + s = 0
(I.2.17)
Il y a autant de variables si que de contraintes inégalités g. Elles sont considérées positives
pour faciliter le calcul de ln si. Au fur et à mesure que µ décroît fµ tend vers le minimum de f
(voir figure I.2.12). La fonction logarithmique ajoutée est appelée fonction barrière.
Cette méthode a été utilisée, en plus de Levenberg-Marquardt, pour l’optimisation liée à
la détermination de la consommation optimale.
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Figure I.2.12 – Parcours de l’espace de recherche grâce à la méthode d’optimisation Interior point
I.2.3.4 - Indicateurs de corrélation des données
Afin de pouvoir réaliser une optimisation fiable, il est important de définir les indicateurs à
analyser lors de la descente vers l’optimum. Ce sont ces indicateurs qui seront mis en œuvre
dans les différentes fonctions objectifs à utiliser dans le projet.
Nash and Sutcliffe [1970] introduisent une nouvelle manière d’analyser l’adéquation entre
les données d’un modèle et celles captées dans le système étudié, à savoir les modélisations
de flux de rivières. La notion de coefficient d’efficacité émerge de ces travaux.
Willmott et al. [1985] relatent des mêmes prises en compte dans des problématiques de
géophysiques et statistiques associées. Ils étudient la possibilité d’une analyse systématique
de comparaison et d’évaluation de modèles géophysique par l’étude de deux des indi-
cateurs présentés ci-dessous et analysés au cours du travail doctoral, le RMSE (Root Mean
Square Error) et le MAE (Mean Absolute Error) (voir ci-après).
Legates and McCabe [1999] utilisent deux autres indicateurs pour déterminer la meilleure
méthode pour évaluer la véracité de modèles hydrauliques et hydro-climatiques. Ils font ap-
pels au coefficient d’efficacité (issu de Nash and Sutcliffe [1970]) et à l’indice d’agrément
(Willmott [1981]) dans leur étude en plus du coefficient de Pearson, ou de détermination R2
et du RMSE.
Ils ont montré l’importance du bon choix des indicateurs pour mesurer la performance
d’un modèle.
a. Mean Square Error et Root Mean Square Error (MSE RMSE) L’erreur analysée par
la méthode des moindres carrés autrement appelée Mean Square Error représente l’écart
quadratique entre la donnée observée (Fmes) et la donnée modélisée (Fmod). Elle est définie
par :
MSE = N−1.
N∑
i=1
(Fmes− Fmod)2 (I.2.18)
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N étant le nombre de points analysées dans l’échantillon de données observées (et mo-
délisées).
Figure I.2.13 – Exemple d’obtention d’un mauvais
comportement du modélisé par rapport à
l’observé par analyse du MSE
Cette grandeur est la plus utilisée dans
les problèmes d’optimisation ou de sta-
tistique avec le coefficient de R2 (voir
plus bas). Elle présente cependant une
limite notable, à savoir qu’elle ne prend
pas réellement en compte la variabi-
lité du modèle. En effet, dans le cas
d’une optimisation permettant le rap-
prochement entre un état modélisé et
un état observé, laméthode va emprun-
ter une descente vers un minimum (ou
maximum) cherchant à se rapprocher
au maximum de l’observé sans prendre
en compte la variation de ce dernier. Il
peut en résulter l’obtention d’un "score"
de cet indicateur acceptable mais un
comportement de l’état modélisé correspondant à l’état "moyenné" de l’observé (voir figure
I.2.13).
Le RMSE est la racine carré du MSE : RMSE =
√
MSE. Il permet d’obtenir la norme de l’écart
et est plus facilement exploitable dans la lecture du résultat de l’indicateur.
b. Mean Absolute Error (MAE) L’erreur analysée par la méthode de lamoyenne ab-
solue (ou MAE) décrit la différence entre les données simulées et les observées (modélisées)
dans la limite (valeurs) des variables. Elle est définie par :
MAE = N−1.
N∑
i=1
|Fmes− Fmod| (I.2.19)
Cet indicateur est similaire en terme de représentativité au MSE (et de fait au RMSE) et
présente l’avantage d’afficher le bon ordre de grandeur des variables analysées (et non à
l’ordre 2), à l’instar du RMSE.
c. R2 Ce coefficient de détermination est le carré du coefficient de corrélation de
Pearson. Il décrit la proportion de la variance totale dans les données observées qui peut
être expliquée par un modèle. Il est compris entre 0.0 et 1.0.
Il est calculé par la relation suivante :
R2 =

N∑
i=1
(Dmes − D¯mes)(Dmod − D¯mod)
[ N∑
i=1
(Dmes − D¯mes)2
]0.5
.
[ N∑
i=1
(Dmod − D¯mod)2
]0.5

2
(I.2.20)
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Willmott et al. [1985] montrent que le coefficient R2 n’est pas sensible aux différences addi-
tives ou proportionnelles entre les données modélisées et les mesurées . On peut en obtenir
une bonne valeur (proche de 1) même si les valeurs comparées diffèrent considérablement
dans leur amplitude et leur variabilité. De plus, il a été observé que les données corrélées
sont plus sensibles aux valeurs aberrantes que celles observées autour de la moyenne de
ces dernières.
Les indicateurs précédents présentant des failles dans l’analyse de la performance d’un
modèle, la communauté scientifique a étudié l’implantation de nouveaux indicateurs plus
complexes.
d. Coefficient d’efficacité (E) Le coefficient d’efficacité E est le ratio entre le MSE et
la variance sur les données observées, dénuée d’unité. Il s’écrit sous la forme :
E = 1−
N∑
i=1
(Dmes − Dmod)2
N∑
i=1
(Dmes − D¯mes)2
(I.2.21)
Si le carré de la différence entre les données simulées et les mesurées est aussi grand que
la variabilité de ces dernières, alors E = 0, et s’il la dépasse, alors E tend vers −∞ (ce qui
signifie que les mesurées sont "meilleures prédictrices" que les simulées).
Toutes choses étant égales par ailleurs, une valeur de zéro pour le coefficient d’efficacité
signifie que les données observées permettent aussi bien de "se prédire" que les valeurs si-
mulées. On remarque que cette méthode est similaire à l’analyse du MSE mais la grandeur
est modulée par une adaptation du degré de liberté accordée à ce dernier (en général le
nombre d’échantillons donné par le modèle et l’observé). Autrement dit, la valeur de E varie
entre −∞ et 0. Plus elle est proche de 0, plus le modèle est fiable. Cet indicateur sera utilisé
dans le benchmark des 4 indicateurs présentés.
e. Indice d’agrément (d) Willmott [1981] a établi un nouvel indice de corrélation,
l’indiced’agrémentd, permettant d’outrepasser l’insensibilité du R2 à ladifférencedesmoyennes
et des variances entre les données simulées et modélisées. Il s’écrit sous la forme :
d = 1−
N∑
i=1
(Dmes − Dmod)2
N∑
i=1
(| Dmod − D¯mes | + | Dmes − D¯mes |)2
= 1− N.MSEPE (I.2.22)
Il varie de 0 à 1. Plus la valeur est grande plus il y a "accord" entre les Dmes et les Dmod.
Willmott [1984] a déterminé que cet index est le rapport entre le MSE et l’Erreur Potentielle
(Potential Error, PE), multiplié par le nombre d’échantillons. Il s’écrit sous la forme :
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Figure I.2.14 – Schéma de principe d’une commande prédictive
PE =
N∑
i=1
(| Dmod − D¯mes | + | Dmes − D¯mes |)2 (I.2.23)
Le PE représente la plus large valeur que (Dmes − Dmod)2 peut atteindre pour chacun des
couples mesurés/modélisés analysés. A l’instar du coefficient d’efficacité, l’indice d’agré-
ment reste sensible aux valeurs extrêmes, comme la différence (mesurée/modèle) au carré.
L’indiced’agrément et le coefficient d’efficacité incorporent autant uneanalyse de l’écart
entre mesuré et modélisé qu’une analyse de la variance, ils présenteront une meilleure adé-
quation au projet de recherche que le MSE ou le R2. Les 4 indicateurs seront comparés dans
la suite du manuscrit.
I.2.3.5 - Commande optimale
Le calcul des lois de commande optimale rentre dans le champ d’application des straté-
gies de commandes prédictives. Les contrôleurs classiques sont des systèmes dynamiques (le
plus souvent numériques) qui permettent de s’approcher d’une consigne en pilotant son sys-
tème de régulation face aux diverses perturbations/déperditions observées. Nous pouvons
donc nous placer dans le cas où le terrain régulé est instrumenté (observé par le régula-
teur) comme une GTB 27 ou seulement dans une vision interne du système guidé, comme
une CTA 28 sans sonde terminale dans la zone souﬄée (seulement des capteurs en interne
de l’équipement comme la température entrante, sortante, etc.). La littérature anglophone
mentionne cetteméthode sous le nomdeMPC (Model Predictive Controle algorithms). C’est
donc une stratégie de contrôle anticipative basée sur la théorie de la commande optimale,
qui minimise un critère de performance (température, consommation, etc.) à partir d’unmo-
dèle dynamique et d’une prédiction de ses entrées. Les premiers algorithmes déterminés ont
été publiés par Richalet et al. [1978] à partir de la réalisation séquentielle suivante (voir figure
I.2.14) :
27. Gestion Technique du Bâtiment
28. Centrale de Traitement d’Air
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I.2.3.5.1 - Etape "Hors ligne"
a. Définition/Construction du modèle : Il est nécessaire de concevoir un modèle
thermique dynamique du système que l’on cherche à piloter.
b. Calibration du modèle : Connaissant la structure mathématique du modèle, il
est essentiel de s’assurer que sa représentation du système observé est fiable, à savoir réuti-
lisable dans la suite du processus. L’étape de calibration ou d’identification des paramètres,
via des mesures in situ est nécessaire pour obtenir cette représentation de "l’observé". Cette
identification peut être réitérée plusieurs fois au cours du cycle du bâtiment, et nous verrons
durant cette étude qu’elle devra être faite pour chaque saison de l’année, voire différenciée
pendant l’évolution libre (week-end) et contrainte (semaine de travail) du modèle.
I.2.3.5.2 - Etape "En ligne"
Une fois qu’on obtient un modèle représentant de manière fiable la réalité du système
piloté, il est utilisé dans des étapes successives pour le calcul de la commande optimale :
a. Commande optimale : Elle vise à calculer une loi de commande minimisant un
ou plusieurs critères sur un horizon temporel donné. Comme l’aborde Artiges [2016], il est
généralement formulé par :

copt = arg minc∈C J(t, c)
x˙ = f′(t, x(t), c(t)), x(t = 0) = x0 c ∈ C, t ∈ [t0, tf]
J(t, c) =
∫ tf
t=t0
g(t, xc(t), c(t))dit + h(tf, xc(tf)) c ∈ C
φi(c, xc) ≤ 0 c ∈ C
(I.2.24)
On cherche à trouver une loi de commande c appartenant à l’espace des commandes
admissibles C (toutes les commandes pour lesquelles la trajectoire x(t) est définie sur l’horizon
de prédiction [t0, tf]), minimisant une fonction de coût j associée, respectant les fonctions de
contraintes φi.
Cette méthode a aussi été utilisée par Del Barrio et al. [2000] pour déterminer la consom-
mation optimale dans le cas du contrôle de la température intérieure. Ils utilisent un modèle
thermique réduit, facilitant le calcul en s’abstrayant de la résolution de multiples équations
différentielles.
Cette fonction de coût dépend du modèle utilisé et des objectifs qu’on se fixe pour le
contrôle.
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b. Estimation d’état Cette phase introduit une boucle de rétro action dans le pro-
cessus de contrôle. Estimer régulièrement l’état du système permet de recalculer régulière-
ment la commande optimale et d’absorber les différentes perturbations et autres erreurs de
prédiction.
Comme le précise Artiges [2016], l’introduction de la commande prédictive optimale est
prometteuse pour générer des économies d’énergie. En formulant le problème de contrôle
comme un problème d’optimisation portant sur la maximisation du confort et la minimisation
des dépenses énergétiques, on peut espérer tirer parti des sources d’énergies passives (gain
solaire, occupants, etc.), et/ou naturelles (photovoltaïque), et des systèmes de stockages.
I.2.3.6 - Choix d’environnements et deméthodes pour la suite de l’étude
Après un parcours de la littérature et des documents disponibles sur les modèles explicites
et accessibles à la modification, il a été nécessaire d’en élaborer un, adapté à notre étude,
avec les caractéristiques suivantes :
- Environnement de modélisation : Matlab
- Modèle de référence pour comparaison : IES Virtual Environnement
- Type de modèle :
o Dynamique, pour uneanalyse plus fineducomportement dubâtiment (voir I.2.2.2),
o Macroscopique ou gros grain, afin de garder un optimum temps de calcul / finesse
du modèle (voir I.2.2.3),
o Monozone /nodal, pour l’analyse des interactions entre le bâtiment et son envi-
ronnement d’implantation,
o Simplifié par analogie électrique pour une schématisation de la méthode de ré-
solution et une réduction du temps de calcul (voir I.2.2.4).
- Méthode de sensibilité : Analyse de sensibilité globale par laméthode FAST (voir I.2.2.7.1)
- Méthode d’identification des paramètres : Optimisation mathématique, par minimisa-
tion des moindres carrés des indicateurs de corrélation, avec descente du gradient et
quasi-Newton (Levenberg-Marquardt) - I.2.3.3
- Méthode d’optimisation de la consommation : Commande optimale par la méthode
de l’adjoint (voir I.2.3.5).
I.2.4 - Paramètres de caractérisation d’un bâtiment
I.2.4.1 - Paramètres d’exploitation
I.2.4.1.1 - Paramètres de conception
On décrit ici les paramètres ou variables suivants :
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- Enveloppe externe du bâtiment.
Comprenant les différentes couches des parois du bâtiment de l’extérieur (habillage
extérieur) à l’intérieur (isolation le plus souvent, suivi de l’habillage intérieur). Cette va-
riable est souvent appelée Ubat =
1
Rbat
et est le coefficient de transfert thermique global
du bâtiment. Il est corrélé à sa résistance Rbat qui est la somme des résistances ther-
miques des matériaux de l’enveloppe du bâtiment. On y retrouve les caractéristiques
thermiques du toit, des murs, du sol, des sous-sols, du plancher (voire des fondations),
de la toiture.
- Couleur des éléments d’habillage du bâtiment.
- Ouvrants : Ils regroupent les menuiseries du bâtiment ouvrables ou non (fenêtres, portes,
porte-fenêtres).
- Dimension et typologie du bâti : Cela permet d’obtenir les paramètres permettant d’al-
louer des coefficients de "format" que nous pouvons utiliser pour paramétrer les équa-
tions. Nous obtenons ainsi les valeurs de ratio qui permettent de déterminer le rôle et
l’influence de chaque élément du bâtiment dans les échanges thermiques étudiés.
I.2.4.1.2 - Paramètres de contrôle climatique
- Système Chauffage Ventilation Climatisation - CVC (HVAC 29 en anglais) Ce paramètre
est constitué de plusieurs sous-paramètres tels que : le type de production du système
étudié, les puissances installées de ces derniers, le rendement du système de produc-
tion, le rendement du système d’approvisionnement.
- Installations techniques nécessaires au fonctionnement réglementaire du bâtiment (dif-
fèrent selon les typologies). Cela peut être une ventilation ou un chauffage spécifique
pour des laboratoires, des sorbonnes, un chambre froide, etc.
I.2.4.2 - Paramètres d’utilisation
- La présence des utilisateurs - La présence des utilisateurs influe sur plusieurs autres pa-
ramètres d’utilisation, d’exploitation ou encore de performance du bâtiment. Elle est
aussi corrélée aux apports internes de chaleurs.
- Les apports de chaleur internes spécifiques aux équipements installés pour l’utilisation
(puissances installées), à savoir des ordinateurs, des copieurs, des lumières, ou tout autre
équipement consommant de l’électrique et émettant une partie de cette consomma-
tion en chaleur.
- Les consignes de chauffe et de refroidissement - les lois de régulations implantées dans
le bâtiment pour le maintenir à des conditions de confort acceptables.
- L’agencement interne (typologie des salles en interne). On parle ici de la présence de
partition thermique grâce à des cloisons ou autre.
29. Heating Ventilating and Air Conditionning
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- Surface totale en fonction de la typologie. Autrement dit, la spécification de l’utilisation
de la surface. Une salle de réunion n’est pas utilisée de la même manière qu’un centre
de tri ou un espace de bureau.
I.2.4.3 - Paramètres externes au bâtiment
- Le climat, plus générique que la météo, est un facteur qui permet de déterminer dans
quelles conditions limites d’environnement évolue le système bâtiment.
- Les températures adjacentes (sol, mitoyenneté, etc.)
- La météo qui permet principalement de considérer les échanges du bâtiment avec
l’extérieur et le rayonnement solaire
- L’altitude, permettant de corriger les valeurs de températures extérieures
- L’orientation du bâtiment, permettant de savoir quelles façades sont exposés au rayon-
nement solaire,
- La réglementation, qui impose certaines valeurs de performance du bâtiment, comme
l’humidité, la luminosité ou encore la température.
I.2.4.4 - Notion de confort
Les travaux de Vorger [2014] font un état de l’art complet de la notion de confort de
l’usagers dans le bâtiment et le décompose de la manière suivante :
- Qualité de l’air intérieur
- Confort visuel
- Confort acoustique
- Confort thermique
- Bilan thermique des échanges et de la production de chaleur du corps
o Métabolisme
o Thermorégulation
Le confort ou "statisfaction thermique" est une grandeur mêlant objectivité et subjectivité
et dépendant des conditions extérieures mais aussi de la physiologie "d’usage" des occu-
pants. Initiée par Fanger [1967] et standardisée par l’approche rationnelle en 1984 (puis révi-
sée en 1994 et 2005) via la norme ISO 7730 ISO [1984] introduisant deux indicateurs de confort,
le PMV (PredictMeanVote) et le PPD (Predictedpercentageof Dissatisfied). Ha [2007] résume
les conditions d’obtention des valeurs de références de ces indicateurs en reprenant l’expé-
rimentation de Candas [2000]. Une autre approche, dite adaptative, a été initiée en 1973
par Nicol et Humphreys.
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a. Predicted Mean Vote - PMV : Cet indice détermine la valeur moyenne des votes
d’un groupe important exprimant leur sensation thermique sur l’échelle, comprenant 7 ni-
veaux : Froid, Frais, Légèrement Frais, Neutre, Légèrement Tiède, Tiède, Chaud. Cet indicateur
est souvent utilisé pour déterminer le respect des critères de confort et formuler les différents
niveaux d’acceptabilité. Les votes correspondent à de l’insatisfaction quand ils sont négatifs
et sont positifs dans le cas contraire.
L’indice utilise six variables pour caractériser l’équilibre thermique :
- Les facteurs liés à la personne
- Le métabolisme du corps (lié à l’activité)
- L’habillement
- Les variables environnementales
- Température de l’air
- Température des parois
- L’humidité de l’air
- Vitesse de l’air
b. Predicted Percentage of Dissatisfied - PPD 30 : Cet indice est utilisé pour estimer le
pourcentage de personnes insatisfaites avec les conditions courantes de climat (chaud ou
froid avec |PMV| ≥ 2). Il est obtenu grâce à l’expression suivante :
PPD = 100− 95. exp(−0, 03353.PMV4 − 0, 219.PMV2)
Le PPD complète le PMV. Il est proposé par Fanger [1967], qui considère que les votes du
PMV correspondent à des personnes insatisfaites. Il fournit une information complémentaire
en évitant "l’effacement" du score final de vote en cas de votes "contraires", à savoir autant
de votes positifs que négatifs.
I.2.4.5 - Rôle des différents composants du bâtiment
I.2.4.5.1 - Rôle des parois opaques
a. Isolation desmurs Avec uneépaisseur relativement faible, elle doit présenter une
résistance thermique suffisante pour les besoins envisagés. C’est donc un matériau qui trans-
met mal la chaleur, que ce soit par conduction, convection ou rayonnement.
- Pour éliminer la conduction, il faut éliminer la matière. Le vide ne conduit pas la chaleur.
30. Les indices PMV et PPD sont décrits par la norme ISO 7730 "Ergonomie des ambiances thermiques - Détermi-
nation analytique et interprétation du confort thermique par le calcul des indices PMV et PPD et par des critères
de confort thermique local".
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- Pour éliminer la convection, il faut immobiliser ou supprimer les fluides. Il n’y a de convec-
tion possible ni dans le vide, ni dans un fluide immobilisé.
- Pour éliminer le rayonnement, il faut des écrans opaques au rayonnement, ou des sur-
faces non émissives (donc réfléchissantes) au rayonnement thermique.
- Pour éliminer l’évaporation - condensation, il faut utiliser des matériaux secs.
Ces conditions sont partiellement contradictoires, et ne peuvent être bien réalisées que
dans l’espace intersidéral, en traitant les surfaces des corps a isoler pour les rendre réfléchis-
santes. Dans le bâtiment, l’aspect économique est primordial : c’est l’air immobilisé qui est
l’isolant utilisé dans le bâtiment. L’air est immobilisé dans des mousses ou entre des fibres. Les
pa- rois des alvéoles des mousses, ainsi que les fibres, font aussi écran au rayonnement. Dans
un matériau isolant, la chaleur est donc transportée par les trois modes possibles (conduc-
tion, rayonnement et convection), le premier étant dominant. Pour des raisons pratiques, on
attribue donc la totalité du transfert de chaleur au travers du matériau a la conduction, en
déterminant, par la mesure, une conductivité thermique apparente du matériau.
En s’appuyant sur le "Guide pour le confort dans les logements HLM" [CSTB, 2007], l’iso-
lation des murs est identifiée comme primordiale pour le maintien des températures dans
les bâtiments ainsi que pour le confort d’été et/ou d’hiver. Dans leurs travaux, Okba [2005]
et Abanomi and Jones [2005] mentionnent l’intérêt de l’isolation, de la limitation des ponts
thermiques mais aussi l’importance de la maîtrise des infiltrations d’air dans les bâtiments.
Kosmopoulos (Kosmopoulos and Fragidou [2005]) présente les résultats d’une rénovation de
bâtiment de bureau, où la mise en œuvre d’une d’une sur-isolation a permis de diminuer de
15% les consommations énergétiques du système.
Mais d’après Chvatal et al. [2005], il ne faut pas chercher à isoler les murs de manière trop
importante. Certaines de ces mesures peuvent transformer le bâtiment en piège à chaleur.
b. Toiture Des dispositifs tels quecelui de BenCheikh and Bouchair [2004] permettent
par exemple, en environnement très chaud de diminuer de 8°C les températures sous les toi-
tures lors d’une journée chaude, et donc d’augmenter drastiquement le confort des usagers.
Ils ont étudié l’impact d’une toiture spécifique à fort coefficient de réflexion et muni d’un sys-
tème de dissipation d’énergie par évaporation d’eau.
c. Revêtements extérieurs Pour limiter la pénétration de la chaleur dans les bâti-
ments, le traitement des revêtements extérieurs est primordial. Abanomi and Jones [2005]
mentionnent que les températures intérieures sont d’autant plus faibles que le revêtement
extérieur est clair et réfléchissant. D’autres travaux mentionnent la mise en place de toitures
ou façades végétalisées pour lutter principalement contre les surchauffes estivales. La mise
en place de cette mesure peut par exemple entraîner une réduction des besoins de cli-
matisation de 40% (Spala et al. [2008]). Certains, comme Okba [2005], préconisent aussi la
présence ou la création d’ombrage des murs des bâtiments, notamment pour les façades
situées à l’est et à l’ouest, éclairées par un soleil bas.
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I.2.4.5.2 - Parois transparentes et menuiseries
On parlera ici notamment des parois laissant passer la lumière. Cette typologie d’enve-
loppe est, avec les parois opaques, une des typologies influençant largement le confort
thermique, hivernal ou estival.
a. Leurs caractéristiques L’orientation des façades impose le positionnement des
parois transparentes. Dans le cadre d’opérations de réhabilitation, l’orientation des ouvrants
peut donc être considérée comme un paramètre fixe et important de la modélisation. Plu-
sieurs types de vitrages peuvent être mis en place : simple vitrage, double vitrage, triple,
verre clair, ou faiblement émissif, et chacun de ces types a des caractéristiques plus oumoins
adaptées aux environnements dans lesquels ils sont implantés. Comme le stipulent Persson
et al. [2006], un optimum est à trouver entre les besoins en énergies induits par les surfaces
transparentes (fenêtres) et le confort visuel octroyé. De même le traitement de ces parois
est à penser en amont en fonction du besoin pour le bâti équipé. Il s’agit du traitement du
double-vitrage par exemple, ou encore les films réflectifs à poser sur les différentes parois
pour diminuer l’impact du rayonnement solaire direct. Ils ont pu observer aussi l’émergence
de bâtiments de bureau (type tertiaire) bâtis complètement en façades transparentes. En
effet, cela renforce la valeur locative ou de vente du bien immobilier, mais aussi le confort
des usagers. Augmentant de fait les consommations d’énergies de ce type de bâtiment. Un
des résultats de l’étude de Persson et al. [2006] a montré que la surface vitrée n’ayant au-
cune influence sur les consommations d’énergie est celle orientée vers le Nord. Un maximum
de récupération de lumière naturelle est donc possible sur cette façade.
b. Protections solaires des parois transparentes D’après Zahm et al. [2008], le re-
cours à la protection solaire est très répandu dans les bâtiments à basse consommation. De
nombreuses solutions ont été étudiées : Arias [2006] analyse les conditions climatiques et de
luminosité dans différentes configurations de protections solaires automatisées. Kuhn et al.
[2001] créent une nouvelle méthode fournissant une approche nouvelle de l’évaluation des
dispositifs de masque en prenant aussi les caractéristiques du vitrage. Ils s’affranchissent de
l’influence du type de bâtiment (Zahm et al. [2008]). On peut en déduire que ces techniques
peuvent jouer un rôle dans la réduction des consommations en été, comme en hiver. En été
pour limiter les apports solaires, en hiver, pour les augmenter au maximum afin de profiter de
ces apports de chaleurs ”gratuits”. Ce rôle peut devenir non négligeable dans une optique
de réduction des consommations d’énergie et d’augmentation du taux de confort, avec
l’intégration d’une stratégie de gestion des protections solaires "optimale" et automatisée,
qui s’adapterait de façon horaire et saisonnière en fonction du niveau d’éclairement sur les
plans de travails et la température intérieure. Cette intégration se conforte par les résultats
de l’étude de Gratia and De Herde [2004] qui estime à 33% la réduction des besoins de
climatisation avec des protections solaires installées en façade sud pour un immeuble de
bureaux en Belgique. Une autre étude démontre que l’utilisation d’une gestion automatisée
des stores peut entraîner jusqu’à 50% de réduction des besoins en froid (Tzempelikos and
Athienitis [2005]). Grâce à plusieurs séries de simulations complémentaires, ils montrent que
les besoins en rafraîchissement sont minimaux pour des stores possédant un facteur de trans-
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mission de 20 à 30%. Cette série d’études montre que le rayonnement solaire joue un grand
rôle dans la gestion thermique des bâtiments.
I.2.4.5.3 - Températures adjacentes
On appelle températures adjacentes au bâtiment, les températures qui décrivent l’envi-
ronnement thermique extérieur à la zone étudiée. Dans le cas d’un bâtiment complet, elles
concernent la température de l’air extérieur, la température du sol, et la température des bâ-
timents mitoyens. Dans notre cas de périmètre de petits bâtiments, ou zones d’un bâtiment,
cela peut correspondre aux températures extérieures, des zones au dessus et en dessous,
ainsi que la température des zones adjacentes du même niveau. Elles sont soit séparées par
une paroi opaque ou transparente, soit par une ouverture. Dans les deux cas, ces tempéra-
tures sont très importantes à prendre en compte. Gafsi and Lefebvre [2003] montrent grâce
à la modélisation d’une zone encadrée par d’autres à des températures de consignes diffé-
rentes, que des flux d’énergie importants sont perdus/induits via leurs interactions thermiques,
dans un sens comme dans l’autre. Cela engendre une augmentation des consommations
des équipements climatiques présents dans la zone. Ne pas les prendre en compte dans le
bilan thermique peut donc causer une forte erreur dans les résultats obtenus.
I.2.4.5.4 - Automatisme et Régulation
Une régulation, ou ici, système numérique de contrôle-commande (SNCC, ou DCS pour
distributed control system en anglais) est un système de contrôle d’un procédé doté d’une
interface homme-machine pour la supervision et d’un réseau de communication numé-
rique. En d’autres termes, c’est un systèmecapable d’atteindre et demaintenir une consigne
grâce auxmesures qu’il effectue. Parmi cesméthodes de régulation d’asservissement, la plus
utilisée dans l’industrie est la méthode PID (contrôle par Proportionnel, Intégrale et Dérivée).
D’autres sont utilisées pour des problèmes de régulations complexes.
On compte dans le bâtiment beaucoup d’études sur les commandes prédictives. Elles
ont pour objectif de commander des systèmes industriels complexes. Le principe de cette
technique est d’utiliser un modèle dynamique du processus à l’intérieur du contrôleur en
temps réel afin d’anticiper le futur comportement du procédé. Certaines de ces études s’in-
téressent à la prédiction du contrôle de la température (Prívara et al. [2011], Moroşan et al.
[2010], Chen [2002]), d’autres du système CVC de manière global (Preglej et al. [2014]), ou
sur le contrôle de l’environnement climatique du bâtiment en lui-même (Oldewurtel [2011]).
I.2.4.5.5 - Inertie thermique du bâtiment
La notion d’inertie thermique est difficile à appréhender et définir. Lefebvre [1989] stipule
que "[...] La prise en compte de cette inertie thermique au cours de la conception d’un
bâtiment est loin d’être parfaite car sa caractérisation et son analyse posent encore des
problèmes, même chez les chercheurs. La difficulté majeure vient de ce que l’on ne peut
définir directement l’inertie ; elle n’est pas observable, seuls ses effets le sont. [...] La forte sen-
sibilité de l’inertie thermique a la présence de matériaux lourds a l’intérieur des bâtiments
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[...] a conduit les thermiciens a parfois utiliser le terme de masse thermique. A ce terme est
attachée une représentation simpliste de l’inertie qui est un frein a sa prise en compte cor-
recte en phase de conception ou de diagnostic. C’est pourquoi nous proposons de lui sub-
stituer définitivement celui d’inertie thermique". Sidler [2003] en propose une autre définition :
"L’inertie d’un bâtiment est une fonction directe de sa capacité thermique donc du produit
de la masse de tous ses composants par la chaleur spécifique massique. Cette capacité
thermique, pour autant qu’elle soit correctement mise enœuvre ( c’est à dire en respectant
certaines surfaces d’échange), agit concrètement comme amortisseur, c’est à dire qu’elle
tente de s’opposer à toutes les variations brutales de températures. Mais c’est aussi, comme
un amortisseur, un grand absorbeur d’énergie." Lavigne [2006] rajoute que "l’inertie se dé-
finit comme la résistance à un changement, par exemple, pour ce qui nous intéresse, de
la température intérieure d’un bâtiment". Comme le stipule Munaretto [2014], l’inertie ther-
mique s’opposerait donc aux effets des sollicitations sur les fonctions d’état de l’ambiance
intérieure.
Il existe une différence entre les sollicitations extérieures transmises à travers des parois
opaques et les sollicitations intérieures directement absorbées par l’air intérieur et la partie
superficielle intérieure des parois. Il est important de différencier deux formes d’inertie ther-
mique : l’inertie thermique d’absorption et de transmission. Lorsqu’une sollicitation intervient
au niveau de l’enveloppe externe, on parle d’inertie de transmission. Lorsqu’elle intervient sur
l’enveloppe interne, on parle d’inertie d’absorption. Elle module l’influence des sollicitations
sur la température intérieure. Nous intégrerons les deux types dans la thèse.
a. Capacité calorifique du bâtiment Cette notion a été introduite dans l’analyse
du bâtiment dans les années 80 et caractérise la capacité des matériaux du bâtiment à
stocker de l’énergie et à la redistribuer. Balcomb [1983] reprend ces notions et introduit le
concept de Capacité Calorifique Journalière, définie comme étant la quantité d’énergie
stockée par le bâtiment durant la première moitié du cycle journalier et restituée à l’intérieur
au cours de la seconde moitié, ou encore la quantité de chaleur stockée par degré d’écart
de température entre l’intérieur et l’extérieur. Elle est reprise par Antonopoulos and Koronaki
[1999] puis Antonopoulos and Koronaki [2000] pour tenter de préciser le retard de réaction
du bâtiment aux différents stress qu’il subit. Elle est calculée en ajustant la réponse d’un mo-
dèle de bâtiment, calculé par différences finies, à la réponse analytique de l’équation de la
chaleur en évolution libre comme le stipule Chahwane [2011] dans son travail.
b. Constante de temps du bâtiment C’est le rapport entre l’énergie emmagasinée
par le bâtiment et la somme algébrique des flux transmise de l’intérieur vers l’extérieur pour
un écart de température de 1°Cpour une unité de temps. On peut aussi considérer une autre
formulation : le rapport entre la capacité du bâtiment à stocker de l’énergie sur sa capa-
cité à la transférer/restituer. Elle est donc en lien avec la capacité calorifique des matériaux
composants le bâtiment. Elle représente le temps de réponse de la température de la zone
et son aptitude à résister aux perturbations extérieures. On voit apparaître cette notion dans
le bâtiment avec les travaux de Hoffman and Feldman [1981] et Givoni [1969]. Elle est aussi
évoquée par Lefebvre [1987] et surtout Lefebvre [1989] puis Mathews et al. [1991]. Elle est
rappelée dans les travaux de Chahwane [2011].
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Une fois le bâtiment défini grâce à ses paramètres et le modèle associé permettant de
décrire son comportement thermique, on s’intéresse à la prise de mesure des variables de
performance du bâtiment ; comme la température, les consommations énergétiques, etc.
Pour ce faire, le domaine de la métrologie a été abordé au cours du projet afin de réaliser
un réseau de mesure spécifique au projet développé.
I.2.5 - Métrologie appliquéeaumonitoring dubâ-
timent
I.2.5.1 - Conception, élaboration et utilisation
La conception du réseau de mesure présentée dans ce manuscrit s’appuie sur les travaux
de Dessales et al. [2010] puis Dessales [2011], qui se basent sur l’analyse des performances
du bâtiment différenciées selon 5 critères :
- L’usage effectif et l’aménagement intérieur des locaux
- Le comportement des occupants
- Le vieillissement des matériaux et des équipements
- La maintenance du bâtiment
- L’influence de l’environnement (bâtiments adjacents, variations climatiques ...)
Dans ses travaux, Dessales décompose le fonctionnement du réseau de mesure en plu-
sieurs phases (voir figure I.2.15), qui seront adaptées ici aux attentes industrielles formulées
par l’entreprise (voir partie I.1.3.2) :
Figure I.2.15 – Etapes d’utilisation du réseau de mesure
- Etude préalable : Cette étape concerne le recensement des besoins en étude sur le
site (éclairage, accoustique, thermique, qualité de l’air). Se concentrant pour l’instant
sur l’aspect thermique du bâtiment, elle sera simplifiée en considérant un nombre fixe
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de capteurs à mettre en place, principalement orientés sur l’analyse des températures
et des consommations de la zone étudiée. Le seul préliminaire sera la détermination du
nombre de zones à étudier. Le renseignement d’informations de base sur le bâtiment
est donc nécessaire avant le choix du nombre de kits de capteurs (localisation, taille,
combien d’occupants, etc.).
- Installation : Cette phase comprend l’installation et le paramétrage du réseau. Dans
notre cas, un focus sera effectué sur la conception afin de rendre cette étape faisable
par des personnes non-expertes du domaine. Unmoded’emploi à destination du client
sera effectué. Cela permet principalement de réduire le coût humain lié à l’installation
du réseau malgré l’augmentation du risque de capteurs mal installés. La connexion à
des compteurs "intelligents" est envisagée.
- Mesures in situ : Dans cette étape le réseau fonctionne demanière autonome et vise un
minimum de besoin en maintenance pour éviter le déplacement (coûteux) d’experts
et la gêne chez le client. Elle comprend donc la réception de messages de supervision
(fréquence d’échantillonnage, mise en veille, mise à jour du firmware), la réception,
le stockage et l’envoi des données sur les serveurs de stockage distant (aussi appelé
Cloud),
- Exploitation des données : Cette phase se produit en association avec l’intelligence
pour permettre plusieurs choses :
- Analyse des données du bon fonctionnement du réseau de mesure. Cela permet
d’effectuer un monitoring des défaillances éventuelles et rétablir l’intégrité du ré-
seau par maintenance ou remplacement.
- Une première analyse thermique est lancée pour vérifier la bonne adéquation du
pas de temps par défaut (pas de temps horaire) et le rectifier en le communiquant
au réseau si besoin.
- Livraison des optimisations : Livraison des conseils d’optimisation au client pour applica-
tion, par le biais d’actions de réduction des consommations d’énergie
- Mesures in situdes améliorations préconisées pour validation jusqu’à fin du contrat avec
le client. On devra également surveiller la qualité du réseau afin d’entreprendre des
actions de maintenance (vétusté)
- Démontage du système de diagnostic : Renvoi du kit de mesure au prestataire (entre-
prise) indiquant la fin du contrat avec le client
- Maintenance : HardWare (mise à jour ou remplacement des composants obsolètes) et
SoftWare (Mise à jour des scripts d’exploitation, en lien ou non avec le remplacement
des composants)
- Réutilisation : Réutilisation des capteurs par un autre client.
Afin de répondre à un des problèmes mentionnés dans la partie I.1.4.2, un des objectifs est
de le réaliser de manière non-intrusive. On s’intéresse donc à la partie réseau de capteurs
sans fil.
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I.2.5.2 - Comparaison des solutions actuelles
La figure I.2.16 montre les différentes solutions industrielles actuelles de supervision du fonc-
tionnement du bâtiment.
Figure I.2.16 – Benchmark par l’entreprise des solutions industrielles de métrologie proposées
I.2.5.3 - Exigences des réseaux de mesures appliqués au bâtiment
a. Exigences demandées aux réseaux Dessales [2011] précise les exigences d’un
réseau de mesure appliquées au bâtiment :
- Durée de vie importante : C’est la caractéristique fondamentale du réseau de cap-
teurs. Elle dépend de son application et donc de la durée d’utilisation souhaitée et de
la fréquence d’échantillonnage paramétrée. Les contraintes liées à la maintenance
du réseau sont autant de coûts supplémentaires à imputer au bilan de son emploi. Il
est donc essentiel de prolonger l’autonomie du réseau au maximum pour diminuer ces
coûts.
- Echelle du réseau : La plupart des réseaux de capteurs sont dimensionnés à quelques
dizaines de nœuds, mais certaines applications en nécessitent des centaines ou des
milliers. Le projet de recherche raisonnant de manière nodale, on restera à un dimen-
sionnement modéré du réseau.
- Faible coût : Les réseaux de capteurs peuvent contenir un nombre important de kits
de nœuds. Et afin de réduire le coût d’implantation du réseau (voir partie I.1.1.2), il est
important de concevoir des ensembles à faible coût.
- Scalabilité : Dans le cas d’un nœud défaillant (pour raison énergétique ou autre), le
réseau doit être capable de prendre en considération cette modification en assurant
une qualité de service égale. La notion de scalabilité est alors utilisée pour dire que l’ar-
chitecture et les protocoles de communication du réseau doivent s’adapter et prendre
en compte l’entrée ou la perte de nœuds dans le réseau. La redondance des capteurs
est utilisée pour assurer cette fonction.
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- Accessible : Afin de réduire encore les coûts de mise en place du réseau et sa main-
tenance, il faut que le réseau soit implantable facilement, de préférence par des per-
sonnes "non-sachantes" du domaine.
b. Caractéristiques idéales associées Les exigences énumérées ci-dessus permettent
de définir les caractéristiques suivantes :
- Faible consommation :Uneduréede vie la plus longuepossible traduit l’exigence la plus
importante de la plupart des applications. Par conséquent, pour atteindre cette auto-
nomie, il est crucial de minimiser la consommation moyenne des capteurs. On passe
donc par une augmentation de l’efficacité des algorithmes d’exécution, ou alors par
une amélioration du matériel physique, autrement appelé "upgrade" du système. Une
autre alternative explorée aujourd’hui par les chercheurs consiste à extraire l’énergie de
l’environnement (lumière intérieure ou extérieure, vibrations mécaniques, bruit acous-
tique).
Ces techniques peuvent grandement améliorer la durée de vie (Mitcheson et al. [2004],
Wang and Yuan [2008], Seah et al. [2009]), mais comme la production d’énergie est très
faible, une consommation d’énergie réduite des capteurs reste la cible la plus impor-
tante des améliorations.
- Faible complexité matérielle et logicielle : Les fonctionnalités disponibles sur la partie
matérielle se doivent d’être le plus simple possible, car l’augmentation de la complexité
de cette dernière peut conduire à une augmentation de la consommation d’énergie
du réseau. Il en va demême pour la partie logicielle. Plus elle est complexe, plus elle né-
cessite d’accès mémoire, augmentant le coût en composants (mémoire par exemple)
et la consommation associée.
- Auto-configuration : Un réseau de capteurs doit pouvoir configurer tous ses paramètres
indépendamment de son environnement d’installation. Selon le nombre de nœuds,
et selon leur déploiement, une configuration manuelle peut être difficilement envisa-
geable. De plus, l’orientation de l’installation du réseau est déterminée pour des per-
sonnes non-expertes du domaines. Ce qui signifie que :
- L’accès à la configuration informatique native (c’est à dire la partie derrière l’in-
terface graphique personnalisée), à savoir l’accès par terminal direct (GateWay)
ou indirect (nœud) est impossible. Les compétences requises vont bien au-delà
du niveau "amateur".
- La configurationmanuelle pour ce typede solution demesure étant chronophage,
une installation "humaine" augmente les coûts d’utilisation du réseau.
L’automatisation est donc nécessaire. Le réseau devra être capable d’identifier la pré-
sence des nœuds en son sein, permettant d’identifier par exemple certaines pannes
(batterie, sur tensions) et de les tolérer, ou des les réparer (ordre de remplacement,
reprogrammation à distance (OTA 31)), ou bien d’y intégrer de nouveaux nœuds en
fonction des besoins en métrologie.
31. Over The Air
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Figure I.2.17 – Modèle OSI et modèle réduit à 4
couches appliquée aux réseau de capteurs sans
fil
Beaucoup s’accordent pour dire que
la principale source de consommation
d’un réseau de capteurs sans fil est la
gestion de la communication radio, de
l’ordre de 60% et plus (Wang [2008],
Mokrenko [2015] et Benabbassi [2014]).
Chacun propose une nouvelle méthode
pour réduire ces consommations. Des-
sales, dans son travail doctoral, pro-
pose d’orienter son projet de recherche
sur l’optimisation des "couches basses
du modèle OSI" (Open System Intercon-
nection). Pour faciliter l’interconnexion
des systèmes issus de différents construc-
teurs, l’organisme ISO 32 propose un dé-
coupage fonctionnel pour l’ensemble du processus communicant d’un réseau. Ce décou-
page est décrit dans le modèle OSI avec une structuration en 7 couches (voir figure I.2.17).
Le premier choix pour le réseau de capteurs extrait de ces travaux de recherche sera la
possibilité d’extinction totale ou partielle de chacune des couches du modèle OSI quand
elles ne sont pas utilisées. Le deuxième choix se portera sur l’adaptation de la puissance
d’émission nécessaire au bon fonctionnement de la communication sans fil et l’étude sur le
terrain de la différence de consommation entre l’extinction partielle ou totale de la couche
de communication (Dessales et al. [2010]).
On peut différencier ces étages selon la vision HardWare suivante (similaire à la décompo-
sition présentée par Artiges [2016]) :
- Capteurs : il s’agit de l’ensemble des éléments sensibles réalisant les mesures physico-
chimiques. Ils sont en général fournis avec leur électronique de fonctionnement propre
(conditionnement du signal et convertisseur analogique / numérique)
- Contrôleur (ou microcontrôleur dans notre cas) : Intelligence pilotant le nœud, il coor-
donne l’ensemble du fonctionnement de ce dernier : récupération et traitement des
données des capteurs, ainsi que leur pilotage énergétique (allumage / extinction), leur
stockage, la gestion de leurs transmissions et la réception des données. C’est lui qui
embarquera aussi la gestion du On/Off des différentes couches du modèle OSI vues
précédemment.
- Communication : adosséeaumicro-contrôleur, elle est composéed’uneantenneadap-
tée à la fréquence de communication choisie et à sa topologie ("directionnalité"), ainsi
qu’un microcontrôleur interne de plus petite taille, responsable de la réception et du
traitement des paquets reçus (par le microcontrôleur principal, émission, ou par l’an-
tenne, réception).
32. https://www.iso.org/fr/home.html
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- Alimentation : Stockage et acheminement de l’énergie nécessaire au bon fonction-
nement du réseau. Il peut s’agir d’une batterie, d’une pile, d’un système de "micro-
production" d’énergie (Wang and Yuan [2008], Seah et al. [2009]) ou de production
d’énergie renouvelable (solaire, éolien), ou tout simplement, le branchement au réseau
électrique.
- Boîtier de conditionnement et de protection : Partie importante de la conception du ré-
seau, il incorpore les aspects d’intégration dans son environnement d’utilisation (design,
mécanique d’implantation comme par ex. les fixations), d’ergonomie d’interface pour
l’utilisateur (indicateurs sonores ou lumineux, manipulation facilitée comme par ex. la
légèreté ou la trappe à pile sans vis), de protection contre les stress environnementaux
d’implémentation (humidité, poussière, électromagnétisme), de conditions de fonc-
tionnement optimum du hardware (rafraîchissement par aération, micro-ventilation na-
turelle, surfaces réfléchissantes, isolation électro-magnétique pour éviter par exemple
les fuites de courant, ou les court-circuits).
La suite du parcours de la littérature s’oriente donc sur le panel de capteurs disponibles,
qui seront étudiés et présentés s’ils répondent aux critères d’exigences énumérés ci-dessus.
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I.2.5.4 - Capteurs
Le capteur est la base de l’acquisition de l’état physique et chimique d’un en-
vironnement. Il est aussi appelé organe de prélèvement d’une information "qui
élabore à partir d’une grandeur physique, une autre grandeur physique de na-
ture différente". Ils sont majoritairement basés de nos jours sur une observation
d’une modification électrique d’un élément sensible (tension, résistance, inten-
sité ou charge).
Principalement pour la mesure de la température, il existe plusieurs types de capteurs :
Thermistance : Comme son nom l’indique, c’est un capteur de température qui possède
une résistance variant en fonction de la température. Il existe deux types de thermis-
tance (ou thermistor en anglais) : les CTP, coefficients de températures positives et les
coefficients négatifs de températures. Pour le premier, la résistance augmente avec la
température, contrairement à l’autre, dont la résistance y est inversement "proportion-
nelle". La relation est cependant non-linéaire entre ces valeurs.
Thermocouple : Il mesure une différence de potentiel induite par des variations de tempéra-
ture selon l’effet Seebeck. Il est utilisé pour la mesure de grande plage de température.
Thermomètres digitaux : C’est une combinaison complexe entre thermocouple et thermis-
tance, et sa composition varie entre chaque concepteur. Il est plus précis que les résis-
tances, et fournit une donnée de température prétraitée en format digital.
Thermomètre analogique : Les thermomètres analogiques fonctionnent sur le même prin-
cipe que la thermistance mais fournissent une relation linéaire entre résistance mesurée
et température.
L’aspectmétrologie est défini plus précisément à l’AnnexeAet l’on retrouve uneexplication
plus détaillée des différents types de mesure de grandeurs physiques.
Benchmark des capteurs La démarche de benchmarking a été retranscrite dans le tableau
I.2.2.
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Table I.2.2 – BenchMark des différents capteurs disponibles à l’achat en France compatibles avec le
prototypage
Coût (TTC) du
prototype
Coût (HT) du
composant
Consommation
(actif/veille)
Précision Communication
Temperature + humi
DHT11 5€ 1€ 10.5/4mW 5% - 2° propriétaire
DHT22 10€ 3€ 10.5/4mW 2/5% - 0.5° propriétaire
HDC1008 7.5€ 2€ 6/0.6µW 4% - 0.2° I2C
HTU21D-F 15€ 2€ 1.4mW/0.06µW 2% - 0.3° I2C
SHT31-D 14€ 4€ 4.5mW/15µW 2% - 0.3° I2C
Infra-rouge
PIR 5€ à 10€ idem 65mA analog/digital
Microphone
MAX9814 8€ 4€ 2mW analog
Electret Microphone 1€ 1€ 2mW analog
SPW2430 5€ 0.5€ 1.2uW analog
Luxmètre
TSL2561 6€ 1€ 0.8mW/9µW I2C
CO2
COZIR 110€ 110€ 100mW/4.5mW UART
MG-811 50€ 50€ 1200mW Analog
TGS2600 15€ 15€ 200mW Analog
TGS2602 17€ 17€ 280mW Analog
MQ-35 4€ 4€ 800mW Analog
COV
Grove Air quality sensor 10€ 10€ 300mW Analog
Photodiode
LED Pulse Sensor 20€ 20€ ? analog
TSL2561 6€ 1€ 0.8mW/9µW I2C
Courant électrique
Non-invasive AC Current Sensor 7€ 7€ Passive component ? analog
Tension
Single Phase AC Voltage 5€ 5€ ? analog
I.2.5.5 - Contrôleurs
I.2.5.5.1 - Généralités et consommations
Le contrôleur d’un capteur sans fil se situe au cœur de l’architecture ma-
térielle. Il gère les parties acquisition (capteurs) et radio, et permet ainsi la
mise en œuvre des protocoles de communication. Il collecte les données
provenant du capteur, les traite et décide quand et à qui les transmettre. Il
traite également les données reçues par les autres nœuds et met enœuvre
les algorithmes de la couche MAC 33. Cette fonction est la plupart du temps réalisée avec
des microcontrôleurs qui présentent une faible consommation, une bonne flexibilité d’utilisa-
tion et la capacité à fonctionner dans des modes de consommation réduite.
33. Media Access Control
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Sa consommation est souvent caractérisée par sa dissipation thermique :
Pmoy = Pdyn + Pstat + Pcc + Pfuites (I.2.25)
Avec Pdyn la puissance dynamique causée par la charge et décharge de la capacité du
circuit, Pstat la puissance statique, Pcc la puissance dissipée par les effets de court-circuits et
Pfuites celle par les fuites de courant qui peuvent apparaître négligeables (les deux dernières
puissances citées).
Le contrôleur gère aussi samémoire associée ou lamémoire externe pour stocker ses éven-
tuelles variables nécessaires (voire son script d’exécution). On parle de RAM 34 pour les don-
nées temporaires, la ROM 35 pour les scripts d’exécution et la FLASH pour les données à sto-
cker plus longtemps ou pour compléter la RAM. La mémoire consomme/dissipe aussi de la
dynamique, de la statique, et les 2 autres puissances en quantités négligeables.
I.2.5.5.2 - Programmation et interfaces simplifiées
Le contrôleur est donc la partie dans laquelle on implémente les scripts d’exécution pour la
gestion des nœuds. Cette partie est très complexe à appréhender et nécessite des connais-
sances poussées en électronique et en informatique orientée hardware. En effet, l’implanta-
tion des scripts et la programmation associée (langages "proches de la machine", comme le
C) requiert des compétences très spécifiques et impossibles à appréhender sans la formation
adéquate.
Figure I.2.18 – Association d’un micro-contrôleur, d’une connexion à l’ordinateur (USB) et d’une
interface de programmation adaptée donnant une solution de prototypage de projets
électroniques simples et faciles d’accès
Cependant, depuis quelques années, des solutions de développement émergent, asso-
ciant la partie hardware et la partie programmation du hardware dans des IDE 36 intégrant
une interface de programmation (interface graphique adaptée et bibliothèque de fonc-
tions de pilotage) ainsi qu’une interface de connexion avec les micro-contrôleurs (voir figure
I.2.18).
La communauté du développement open source électronique évolue de jour en jour et
offre de plus en plus d’environnement de programmation. En voici les principaux projets :
- Intel Galileo 37 : Projet intel de carte embarquée
34. Random Access Memory
35. Read Only Memory
36. Integrated Development Environment
37. https://en.wikipedia.org/wiki/Intel_Galileo
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- Asus Tinker Board 38 : Projet Asus de carte embarquée
- PixiePro 39 : Concurrent direct Raspberry Pi
- CHIP 40 : Concurrent du NanoPi
- NanoPi 41 : Variante du R.Pi
- Vocore 42
- et les 2 projets phares :
- Arduino (logo en figure I.2.19) : circuit imprimé open source sur lequel se trouve un
microcontrôleur (calculateur) qui peut être programmé pour analyser et produire
des signaux électriques, demanière à effectuer des tâches très diverses comme la
charge de batteries, la domotique (le contrôle des appareils domestiques (éclai-
rage, chauffage...), le pilotage d’un robot, etc. Le microcontrôleur est un modèle
ARM. Il possède aussi des branches de développement indépendantes (appelées
forks) comme : Freeduino, Moteino, Romeo, DFRduino, Educaduino.
- Raspberry (logo en figure I.2.19) : "Le Raspberry Pi est un nano-ordinateur mono-
carte à processeur ARM conçu par le créateur de jeux vidéo David Braben, dans
le cadre de sa fondation Raspberry Pi. Cet ordinateur, qui a la taille d’une carte
de crédit, est destiné à encourager l’apprentissage de la programmation informa-
tique ; il permet l’exécution de plusieurs variantes du système d’exploitation libre
GNU/Linux et des logiciels compatibles. Il est fourni nu (carte mère seule, sans boî-
tier, alimentation, clavier, souris ni écran) dans l’objectif de diminuer les coûts et
de permettre l’utilisation de matériel de récupération."
- Banana Pi 43 : Dérive du Raspberry Pi
Figure I.2.19 – Logo
Arduino et
Raspberry Pi
L’arduino et ses dérivés sont principalement utilisés pour la
conception de capteurs embarqués autonomes. En effet, lemicro-
contrôleur est une version optimisée dumicroprocesseur. Unmicro-
contrôleur réunit sur une même puce une unité de traitement (le
processeur), de la mémoire, ainsi que la gestion des entrées/sor-
ties. Il est optimisé au niveau consommation énergétique, de la
taille et du coût. Par contre, cela en fait un élément très orienté
dans son utilisation. En effet, le firmware installé dessus permet
d’exécuter des scripts très simples comme le pilotage ou la lecture
de capteurs et de LEDs par exemple. Il est donc optimum pour une
utilisation "embarquée" et autonome.
Un microprocesseur est en général plus utilisé avec une carte
mère, un périphérique de stockage plus grand et de la mémoire
38. https://www.asus.com/us/Single-Board-Computer/Tinker-Board/
39. http://treats4geeks.org/wiki/index.php?title=Main_Page
40. https://nextthing.co/pages/chip
41. http://nanopi.io/nanopi2-fire.html
42. http://vocore.io/
43. http://www.banana-pi.org/
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vive. Il permet un environnement de développement plus grand (en général basé sur des sys-
tèmes d’exploitations complexes, comme Linux ou Windows), permettant d’accueillir l’inter-
prétation de langages comme Python, PHP, Java/JavaScript, etc. Cependant, il consomme
beaucoup d’énergie et n’est pas adapté à un placement autonome.
Ces projets open source sont donc efficaces pour prototyper une solution et en faire un dé-
monstrateur, rapidement et à moindre coût. Ils sont cependant inadaptés à l’industrialisation
car fournis pour une programmation générique de projets électroniques. La phase industria-
lisation du produit fini arborera donc une phase de simplification du prototype obtenu.
I.2.5.6 - Communication
Figure I.2.20 – Topologie des réseaux de capteurs sans fil
Le choix d’un réseau de communication sans fil amène de nouvelles questions spécifiques
à traiter comme : la fiabilité du transfert de données, le choix de la fréquence de communi-
cation (taux de transfert/portée), la topologie du réseau, la consommation énergétique, etc.
Le bâtiment est un environnement spécifique, avec des contraintes sur la propagation des
ondes radios,mais présente, contrairement àdes environnements agricoles par exemple, des
opportunités en termes de récupération d’énergie (prise secteur, USB, énergie ambiante).
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Concevoir un réseau de capteurs sans-fil nécessite donc de bien connaitre l’environnement
du réseau.
a. Choix de la fréquence Il impacte fortement la portée de la transmission ainsi
que le taux de transfert (octet/seconde) et sa capacité à évoluer en milieu perturbé (fortes
influences électromagnétiques). Il est indiqué par l’équation de Friis simplifiée (sans les pertes
de l’antenne) :
Pr
Pe
= Gr.Ge
(
λ
4piR
)2
(I.2.26)
où Pe est la puissance (W) de l’antenne d’émission, Pr celle de l’antenne de réception, Gr
et Ge les gains linéaires respectifs des antennes d’émissions et de réception, R la distance (m)
séparant les deux antennes et λ la longueur d’onde (m) de la fréquence de transmission.
On peut voir avec cette relation que plus la fréquence augmente, plus la portée du sys-
tème diminue à puissances constantes. Autre problème rencontré, plus la fréquence aug-
mentemoins son facteur de pénétration (composé des phénomènes de diffraction, réflexion,
absorption, diffusion des ondes électromagnétiques Mohammed et al. [2004]) dans les mi-
lieux solides est grand, ce qui peut poser problème dans l’implantation du réseau dans un
bâtiment. Autre difficulté, cette fréquence a un impact sur la taille de l’antenne et donc son
encombrement. L’ordre de grandeur pour le dimensionnement d’une antenne standard est
généralement du quart de la longueur d’onde utilisée.
Figure I.2.21 – Répartition de la portée de différents protocoles de communications usuels en
fonction de leur taux de transfert
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b. Topologies du réseau La topologie et la gestion du réseau jouent aussi un rôle
essentiel dans sa fiabilité. Chaque nœud peut être soit émetteur soir récepteur, ou les deux
à la fois. Les différentes typologies sont présentées dans la figure I.2.20.
Chaque fonction d’émission et d’écoute coûte de l’énergie. La communication ne peut
s’établir que s’il y a synchronisation entre écoute et émission. Sans dispositif de synchronisa-
tion (système d’horloge ou de "check"), il faut donc avoir des nœuds dédiés à l’écoute ou à
l’émission régulière reliés à une source d’énergie suffisante voire illimitée. Une grande partie
des réseaux présents sur le marché sont configurés en "écoute constante" pour plus de simpli-
cité. Cela permet de déporter l’intelligence du réseau (traitement, vérification des données,
etc.) au niveau du récepteur (GateWay). Les réseaux maillés (mesh) sont très intéressants en
terme de couverture géographique car chaque nœud peut relayer de l’information. Mal-
heureusement, cette méthode implique une écoute constante et une fréquence d’émission
(relais des données) plus importante, et de fait, une grande consommation d’énergie. Ces
solutions sont surtout utilisées sur des nœuds en alimentation "illimitée". Les nouvelles tech-
nologies associées s’améliorent vers des systèmes de topologies ou puissances d’émissions
dynamiques, permettant ainsi de renforcer la durée de vie, l’autonomie, et la robustesse du
réseau comme le stipulent Wang et al. [2005].
c. Protocoles de communication Le choix d’un protocole impacte non seulement
la forme des trames de données envoyées, mais contraint également à des choix de fré-
quences et topologies spécifiques. Smith [2011] décrit plusieurs protocoles communément
utilisés en implantation de communication sans fil "indoor ". La figure I.2.21 résume la portée
des protocoles sans fil usuels en fonction de leur taux de transfert de données 44.
Le Wi-Fi est un protocole très répandu dans les environnements domestiques, c’est un pro-
tocole qui fait l’objet de beaucoup de travaux de recherche privés et publics en optimisation
de la consommation énergétique liée. Cependant, il reste un protocole à haute fréquence,
donc peu optimisé pour le milieu perturbé qu’est le bâtiment (sauf petits habitats), encom-
brant en termed’antenne, et gourmand en énergie. Les protocoles LoRa et SigFox répondent
aux défauts du Wi-Fi.
- LoRa ou LoRaWAN : LoRa est un protocole radio (niveau physique) conçu par Semtech
(Cycleo). LoRa utilise la bande de fréquences 868Mhz (Bande libre d’accès en Europe,
soumis à restriction du temps d’émission). LoRaWAN est la gestion de la couche MAC,
et permet de façon dynamique d’optimiser le lien entre l’objet LoRa et la station de
base : canal de fréquence, puissance d’émission, débit, . . . LoRaWAN peut être opéré
par un opérateur ou utilisé via un réseau privé. Le protocole LoRa est bidirectionnel sous
conditions.
- Sigfox est un opérateur. Sigfox utilise la bande 868Mhz en Europe (902Mhz aux US). Un
objet Sigfox peut envoyer entre 0 et 140 messages à 300bits/s par jour et le payload de
chaquemessage ne peut pas dépasser 12 octets. Le protocole Sigfox est bidirectionnel
sous condition : un objet Sigfox peut recevoir 4 messages par jour à des instants définis.
44. source : https://en.wikipedia.org/wiki/Comparison_of_wireless_data_standards
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Après avoir présenté l’état de l’art des sujets abordés pendant la thèse, nous passerons à
l’élaboration du modèle thermique simplifié et son analyse de sensibilité.
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Chapitre II
Modèle thermique simplifié : choix de
l’analogie électrique RC, sensibilité,
incertitude

PARTIE II.1. OBJECTIF DE L’INTELLIGENCE ET PROBLÉMATIQUE ASSOCIÉE
Partie II.1
Objectif de l’intelligenceet problématique
associée
Contexte général et industriel
Le schéma de la figure I.1.1 récapitule les différentes phases de traitement holistique pour
une prévision fonctionnelle des actions d’optimisation du fonctionnement et/ou des travaux
de rénovations. Elles se décomposent en une phase de collecte, une de traitement, puis une
d’analyse des données en vue de la planification des opérations. A cela s’ajoute l’inscrip-
tion dans la stratégie patrimoniale et de gouvernance de l’entité concernée et le type de
financement possible, ainsi que la mise en place et le suivi des réalisations.
Le développement de notre projet de recherche est axé vers une solution permettant
d’automatiser le traitement de ces phases pour accéder aux actions d’optimisation. Elle
s’intéresse au gisement principal et peu coûteux réalisable sur la partie "utilisation" du bâ-
timent. En effet, le coût d’une correction (réajustement des intensité des stress du système)
des consignes de fonctionnement du bâtiment est bien moins onéreux que de programmer
des actions de rénovation (influer sur les paramètres physiques du bâtiment).
L’axe de développement est explicité graphiquement selon la figure I.1.5 présentée dans
la partie I.1.1.2.
Les actions d’optimisation des consommations d’énergie agissent principalement sur les
paramètres d’utilisation : Ce sont toutes les consignes configurées sur les équipements tech-
niques des bâtiments pour lesmaintenir à un niveaudeconfort suffisant. Les actions consistent
donc à optimiser ces consignes (sur leurs valeurs ou leur temporalité).
II.1.1.1 - Objectifs
Il a été nécessaire d’élaborer un modèle thermique, explicite, original et simplifié (Mo-
dèle Thermique Explicite Simplifié - MTES) basé sur des techniques de simplifications existantes
(dans son étape de "paramétrisation" et dans sa récupération des données).
En effet, l’optimisation se fait sur une variation paramétrique par rapport à un résultat ob-
tenu. Le modèle conçu devra se présenter sous la forme d’une fonction analytique globale
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restituant les résultats du bilan thermique ainsi que les données nécessaires à l’explication de
ce bilan comme la constante de temps calculée du bâtiment, ou encore son coefficient de
transfert thermique (ou encore coefficient de déperdition) global. Elle devra aussi présen-
ter l’ajustement de ses paramètres d’entrée (par exemple, la retranscription du calcul des
apports nets pour analyse et exploitation).
L’objectif général du MTES réside dans le fait d’obtenir un algorithme étant capable de :
- Récupérer automatiquement les données de fonctionnement d’un bâtiment,
- Traiter ces données,
- Identifier les différents paramètres complémentaires du dessin du bâtiment à instruire
dans le modèle,
- Déterminer le comportement thermique du système grâce à la résolution de l’équation
de bilan thermique,
- Mettre à disposition les résultats du bilan thermique pour les futures optimisations.
Cela se traduit par les étapes "objectif" suivantes :
1. Elaborer le MTES ainsi que les données d’entrée nécessaires, grâce à la méthode de
l’analogie électrique,
2. Tester et valider le modèle avec des modèles de référence existants sur le marché (ou
dans le monde de la recherche),
3. Tester le modèle avec le modèle terrain (bâtiment Terra Nova III),
4. Déterminer une mise à disposition des résultats pour réutilisation et variation paramé-
trique ("modularisation" et "fonctionnalisation" de l’algorithme).
II.1.1.2 - Problèmes associés
La problématique de l’intelligence s’exprime de manière séquentielle :
a. Pertinence du modèle utilisé :
- Comment déterminer les paramètres importants du bâtiment dans sa réaction aux stress
"externes" et "internes"?
- Comment prendre en compte le fonctionnement des systèmes de CVC dans le mo-
dèle?
- Quelle inertie du bâtiment prendre en compte (air, masse, inertie équivalente)?
- Quelle précision (prétraitement) pour les données d’entrée?
- Y a-t-il un choix demodèle à faire en fonctionde la temporalité : Évolution sous contrainte
ou libre?
- Quel type de résolution explicite ou itérative?
- Quelle est la sensibilité de l’intégralité de ces paramètres?
- Avec quel type de modèle de référence comparer le modèle obtenu?
On risque d’être également confronté aux problèmes techniques suivants :
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b. Verrous techniques
- L’environnement de programmation est-il capable de supporter l’entièreté du calcul
du bilan thermique (limites physiques d’allocation mémoire, limite interne à l’environne-
ment, etc.)?
- Quelle échelle de modularité utilise-t-on pour rédiger les algorithmes? Plus cette modu-
larité est fine (beaucoup demodules effectuant une tâche particulière), plus le décou-
page des étapes est aisé et plus on possède de degré de liberté dans la programma-
tion de l’algorithme du bilan thermique ou de la préparation des données. Cependant,
l’écriture de ce module est d’autant plus rallongée qu’il y a de "modules" à combiner.
Une trop petite échelle présente un risque de devoir écrire plusieurs fois un même mo-
dule ou de devoir le généraliser pour pouvoir répondre à toutes ses utilisations possibles.
- Comment relier tous lesmodules pour obtenir la fonction finale de bilan thermique? Une
fois la modularité obtenue, la liaison entre ces différents modules diffère en fonction du
résultat attendu. L’algorithme de validation du modèle relie différemment les modules
par rapport à celui de l’optimisation.
- quel niveau de sortie de résultat prendre pour exploiter les résultats finaux? (De quels
paramètres intermédiaires avons-nous besoin pour comprendre les données de sortie
du modèle). Le MTES calcule un certain nombre de paramètres intermédiaires afin de
résoudre le bilan thermique. Certains sont nécessaires pour détecter des dérives ou des
problèmes de calculs (aberration de calcul, conditions limites non respectées).
Sera présenté en premier lieu le descriptif des paramètres d’entrée à utiliser dans le mo-
dèle, puis leurs domaines de définition et leur terminologie pour les démonstrations qui seront
explicitées en deuxième lieu. Enfin, nous le validerons grâce à une comparaison avec un
modèle de référence, puis l’analyse de son incertitude et de sa sensibilité sera effectuée.
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Partie II.2
Descriptions des paramètres du MTES
II.2.1 - Étude de l’ensemble des paramètres utili-
sés dans le modèle
L’objectif de cette partie est de déterminer les valeurs réelles physiques à implanter dans
le modèle pour vérifier l’adéquation de sa réponse avec les valeurs mesurées sur le terrain.
On désignera les coefficients de transfert thermique par :
- conductifs (dans une épaisseur e de matériau) : λx (W.m−1.K−1),
- surfaciques convectifs : h (W.m−2.K−1),
- surfaciques conductifs : U (W.m−2.K−1).
II.2.1.1 - Détermination des paramètres d’entrée initiaux du modèle et
leur ensemble de définition
II.2.1.1.1 - Paramètres et variables
On définira ici les différents paramètres du MTES (et plus tard du problème d’optimisation
à résoudre) et leurs unités. Ils sont classés en type de variable.
a. Paramètres mesurés Ils sont récupérés à l’aide du réseau demesure, permettant
d’acquérir les paramètres physiques et chimiques du bâtiment.
• Pocc : Puissance liée à l’occupation (W) ∈ Q+. Les valeurs peuvent être comprises dans :[
0, 103
]
,
• Pelec : Puissance dégagée par les équipements de bureau (W) ∈ Q+. Les valeurs sont com-
prises dans :
[
0, 105
]
,
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• PCTA : Puissance liée à l’apport d’air pré-chauffé par la CTA (W)∈ Q+. Les valeurs sont com-
prises dans :
[
0, 105
]
,
• Eirr : Puissance transmise par l’ensoleillement (ou irradiance) du bâtiment (W.m−2). Elle est
récupérée sur la base HelioClim, maintenue par les Mines ParisTech et Armines. Valeurs
comprises entre
[
0, 105
]
,
• Tint : Température intérieure de la zone (°C à convertir en K pour les calculs) ∈ Z+. Les va-
leurs sont comprises dans :
[
8, 55
]
ou règlementairement
[
16, 26
]
,
• Text : Température extérieure du bâtiment (°C à convertir en K pour les calculs) ∈ Z+. Les
valeurs sont comprises dans :
[−20, 50],
• qs : Débit d’air du système de ventilation (en m3.s−1) ∈ Q+. Les valeurs sont comprises
dans :
[
0, 102
]
.
b. Paramètres à optimiser Ce sont les variables intermédiaires utilisées dans la mé-
thode d’optimisation. Elles sont aussi appelées variables de décision dans le domaine de
l’optimisation des systèmes, à savoir les paramètres que l’utilisateur peut faire varier pour
obtenir le modèle de fonctionnement optimal (à savoir se rapprocher du fonctionnement
terrain) et ainsi permettre de déduire les paramètres associés.
• Uintr : Coefficient de transfert thermique entre l’air intérieur et la masse du bâtiment (inverse
de la résistance thermique) (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10],
• Uext : Coefficient de transfert thermique entre l’air extérieur et la masse du bâtiment (in-
verse de la résistance thermique) dans laquelle est stockée la chaleur (W.m-2.K-1) ∈ Q+.
On précise qu’il s’agit de l’ensemble des éléments de masse en contact avec l’extérieur,
autrement dit tous les composants de la façade du bâtiment (Murs, vitrages, ponts ther-
miques) Les valeurs sont comprises dans :
]
0, 10
]
,
• Cmglobale : Capacité thermique de la masse m du bâtiment (J.K-1) soit sa capacité calori-
fique globale ∈ Q+. Les valeurs sont comprises dans :
[
105, 109
]
,
• Cintglobale : Capacité thermique de l’air de la zone int du bâtiment (J.K-1) soit sa capacité
calorifique globale ∈ Q+. Les valeurs sont comprises dans :
[
104, 108
]
,
• Umplaf : Coefficient de transfert thermique entre la masse de la zone et la température de la
zone au-dessus (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10],
• Umplan : Coefficient de transfert thermique entre la masse de la zone et la température de
la zone au-dessous (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10],
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• Uintplaf : Coefficient de transfert thermique entre la température intérieure de la zone et la
température de la zone au-dessus (W.m-2.K-1)∈ Q+. Les valeurs sont comprises dans : ]0, 10],
• Uintplan : Coefficient de transfert thermique entre la température intérieure de la zone et la
température de la zone au-dessous (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans :]
0, 10
]
.
Note : Uintplaf et Uintplan apparaissent seulement en cas de relation directe entre les deuxmasses
d’air des zones considérées (trous, demi-étages, mezzanines, etc.).
c. Irradiation et facteur solaire Le facteur solaire (Fs) est une grandeur sans dimen-
sion (valeur en %, comprise entre 0 et 1) qui caractérise la quantité d’énergie totale que laisse
passer un vitrage par rapport à l’énergie solaire incidente. Il mesure la contribution d’un vi-
trage à l’échauffement de la pièce. Plus le facteur solaire est petit, plus les apports solaires
sont faibles.
Dans les données d’entrée du modèle, la valeur de puissance d’irradiation solaire est ré-
cupérée en W.m−2. Il est nécessaire de la transformer en W et d’y appliquer l’atténuation
provoquée par les vitrages de façade comme indiqué précédemment.
En l’absence d’unmodule précis de calcul de cette irradiation, les surfaces seront approxi-
mées et les hypothèses suivantes seront prises en compte :
- La surface d’irradiation ne varie pas au cours du temps,
- La surface irradiée est considérée comme stationnaire sur l’ensemble de la plage de
calcul. En effet, considérant les températures intérieure et celle de la masse comme
homogène dans la zone, la position de la surface irradiée n’est pas déterminante dans
le calcul de la puissance injectée dans le système,
- Aucun effet de masque proche ou lointain n’est pris en compte,
- Seul le rayonnement direct est pris en compte.
L’équation simplifiée pour calculer l’équivalent en W injecté dans le système est de la
forme :
Pirr(t) = Eirr(t).Sirr.Fs (II.2.1)
d. Constantes utilisées dans les modèles Ce sont les constantes utilisées dans les
différents modèles d’interactions thermiques
• Csair : Chaleur spécifique volumique de l’air (J.m-3.K-1). La valeur est de 1002,
• ρair : Masse volumique de l’air (kg.m-3). La valeur est égale à 1.22,
• eplan : Épaisseur (ou profondeur) de la couche considérée du plancher en interaction avec
la température extérieure (en m) ∈ Z+. Elle est souvent associée au pont thermique créé
par le contact des poutres des planchers intermédiaires avec l’extérieur,
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• ev : Épaisseur du vitrage de la façade (en m),
• em : Épaisseur des parois opaques de la façade (en m),
• Fs : Facteur solaire des vitrages exposés au soleil dans la zone (sans dimension),
• ηCTA : Rendement de la CTA (sans dimension).
La figure (II.2.1) présente un plan de l’étage étudié.
Figure II.2.1 – Plan du 5e étage du bâtiment Terra Nova III
II.2.1.1.2 - Vecteur des paramètres de décision à identifier
Les données du bâtiment sont rassemblées dans un seul vecteur, composé des paramètres
à optimiser vus au dessus :

Uintr
Uext
Cmintglob
Cmmglob
Uinertplaf
Uinertplan

(II.2.2)
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Variables Valeurs Unités
Csacier 470 J.kg−1.K−1
ρacier 7800 kg.m−3
eacier 0.2 m
Csverre 2530 J.kg−1.K−1
ρverre 830 kg.m−3
everre 0.05 m
Csbois 2000 J.kg−1.K−1
ρbois 660 kg.m−3
ebois 0.025 m
Csgypse 1090 J.kg−1.K−1
ρplaco 744 kg.m−3
eplaco 0.0125 m
Table II.2.1 – Tableau des valeurs pour le calcul de Cmglob
II.2.1.2 - Capacité calorifique globale du bâtiment
II.2.1.2.1 - Constantes physiques et valeurs numériques associées
Les constantes physiques sont les grandeurs déterminées expérimentalement et dispo-
nibles dans des ouvrages de références tel que Péclet [1844]. Nous utiliserons ces données
dans le modèle.
représente l’intégralité de la capacité de stockage du bâtiment, comme les éléments
d’enveloppe ou encore le mobilier de bureau.
Elle est calculée de la manière suivante :
CMglob =
∑
(ρmatCsmatemat)Smur (II.2.3)
La façadedubâtiment est de type façade rideau, doncprincipalement composéed’acier
et de vitre (en verre). Le tableau II.2.1 indique les valeurs à renseigner dans l’équation (II.2.3) 1 :
En prenant les surfaces de parois opaques, de vitre, de plancher et plafond suivantes :
Smur = 30m2, Svitre = 250m2, Splancher = 495m2 et Splafond = 495m2
le résultat est de l’ordre de 108 J.K−1. On peut donc borner l’espace de recherche de
cette variable à
[
106 : 109
]
.
II.2.1.2.2 - Expressions des capacités pour l’optimisation
a. Capacité thermique de l’air de la zone Cmintglob = l.L.h.ρair.Cairs
1. Les valeurs sont "tirées" de l’ouvrage de Péclet [1844]
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avec :
l = longueur de la zone L = largeur de la zone h = hauteur de la zone
b. Capacité thermique de la masse équivalente de la zone
Cmmglob = Cmmbur + Cmmfacade + Cmmvitrage + Cmmplan + Cmmplaf + Cmmcloison
Capacité thermique de la façade :
Cmmfacade = ρfacade.Csfacade.efacade.Sfacade
avec :
Sfacade = (1−%vitrage).2.h.(L + l)
Capacité thermique de la surface vitrée :
Cmmvitrage = ρvitrage.Csvitrage.evitrage.Svitrage
avec :
Svitrage = %vitrage.2.h.(L + l)
Capacité thermique du plancher bas :
Cmmplan =
∑
i
(Cmmat)i = L.l.(ebois.ρbois.Csbois + evs.ρair.Csair)
Capacité thermique du plancher haut :
Cmmplaf =
∑
i
(Cmmat)i = L.l.(eplaco.ρplaco.Csplaco + evs.ρair.Csair)
Capacité thermique du mobilier :
Cmmbur = (ρbois.Csbois.Vburbois + ρacier.Csacier.Vburacier).Nbur
avec :
Nbur = Nburm2 .L.l
Capacité thermique des cloisons internes :
Cmmcloison = L.l.(eplaco.ρplaco.Csplaco
On pose :
Cfacadeep = Nfacade.ρfacade.Cfacades .efacade.(1−%vitrage)
Cvitrageep = Nfacade.ρvitrage.Cvitrages .evitrage.%vitrage
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Cplafep = eplaco.ρplaco.Cplacos + evs.ρair.Cairs
Cplanep = ebois.ρbois.Cboiss + evs.ρair.Cairs
Cairv = ρair.Cairs
Cmmglob = (L + l).h.(Cfacadeep + C
vitrage
ep ) + L.l.(Cplafep + Cplafep ) + Cmcloison (II.2.4)
et
Cmintglob = L.l.h.Cairv (II.2.5)
Le script permettant de calculer ces valeurs est disponible à l’annexe B.2.
II.2.1.3 - Valeur des principaux coefficients de transferts thermiques
On s’intéresse aux coefficients d’interactions suivants :
— Umur : Coefficient de transfert thermiquepar lesmurs des façades (ici associé àde l’acier
pour une façade rideau). Une explication de la répartition est visible en figure B.1.2 de
l’annexe B.1).
— Uvitrage : Coefficient de transfert thermique du vitrage de la façade rideau. Une expli-
cation de la répartition est visible en figure B.1.2 de l’annexe B.1).
— Upsi : Coefficient de transfert thermique entre la masse du plancher (ou du plafond) et
l’extérieur.
— Uext : Cumulé des 3 coefficients de transfert Umur, Uvitrage, Upsi en fonction des surfaces
de chacun.
— Uinertplan : Coefficient de transfert thermique entre la masse du bâtiment et la température
de la zone en dessous.
— Uinertplaf : Coefficient de transfert thermique entre la masse du bâtiment et la température
de la zone du dessus.
Le tableau II.2.2 donne les valeurs types de U représentant les deux types de façades de la
zone expérimentale 2.
Les valeurs de U sont comprises entre 0.1 et 10 W.m−2.K−1.
Considérant que le U ne représente que le transfert thermique dans le matériau considéré,
il faut aussi considérer les interactions aux surfaces du matériau. On considérera ces résis-
tances de transfert thermique comme résistances superficielles ou résistances convectives
de surface. Ces valeurs ont été données dans le tableau B.1.2.
L’expression globale pour les 4 coefficients est donc de la forme :
Umur =
( 1
hextm
+ emUmur
+ 1hintm
)−1
(II.2.6)
2. Lien vers le site EnergiePlus-lesite.be
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Type de paroi
Coefficient de
transmission thermique
(U) (en W.m−2.K−1)
Fenêtre avec simple vitrage 6
Fenêtre avec double vitrage traditionnel 3
Fenêtre avec double vitrage HR 1.5
Mur plein de 29 cm 2.2
Mur creux non isolé 1.7
Mur plein bardé non isolé 1.8
Mur de pierre non isolé de 30 cm 3.9
Plancher en béton de combles inoccupées non isolé 2.6
Plancher en béton de combles inoccupées isolé 0.4
Table II.2.2 – Tableau des valeurs pour le calcul des U
Uvitrage =
(
1
hextv
+ evUvitrage
+ 1hintv
)−1
(II.2.7)
Upsi =
(
1
hextv
+ evUpsi
)−1
(II.2.8)
Uext =
Umur.Smur + Uvitrage.Svitrage + Upsi.Spsi
Sext
(II.2.9)
avec Sext = Smur + Svitrage + Spsi
Uinertplan =
(
1
hintplan
+ eplanUplan
)−1
(II.2.10)
Uinertplaf =
(
1
hintplaf
+ eplafUplaf
)−1
(II.2.11)
Selon le tableau B.1.2, les hx convectifs sont de l’ordre de :
hintx = 5 W.m−2.K−1, et représente les interactions convectives à la surface intérieure du
matériau.
hextx = 25 W.m−2.K−1, et représente les interactions convectives à la surface extérieure du
matériau.
II.2.1.4 - Fiche de synthèse bâtiment par type de modèle
Un exemple de fiche des paramètres sortie est disponible à l’Annexe B.3 pour chacun des
dessins de bâtiment identifié (Modèle de référence (sous IES) et modèle expérimental ou
terrain de TN III).
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II.2.2 - Mode de fonctionnement d’un bâtiment
Certains paramètres du bâtiment varient au cours du temps. Chaque changement de ces
paramètres induit un "mode" de fonctionnement propre du bâtiment. Il y a donc autant de
modes que de "périodes" d’évolution de ces paramètres.
Par exemple, la constante de temps du bâtiment 3 ou l’ajustement du chauffage ou de la
ventilation peuvent faire varier son comportement thermique. En effet, pour l’aspect ventila-
tion, quand le débit d’air insuﬄé dans le bâtiment change de consigne (on/off, plein régime
/ veille, etc.), sa réaction (inertie, conductivité globale) varie de la même manière.
On parle alors de mode de fonctionnement ou de régime Chahwane [2011].
On emploie ces termes quand on observe des comportements qui évoluent de manière
continue (augmentation, diminution, linéaire ou non, d’un paramètre) ou discontinue (para-
mètres constants à deux ou plusieurs niveaux, évolution en créneau ou escalier). Ils peuvent
aussi être périodiques ou non. Dans le cas d’un bâtiment réel, ces modes sont considérés
comme des fonctions créneaux donc discontinues.
Figure II.2.2 – Exemples de modes de fonctionnement d’un bâtiment
Dans notre cas, on observe deux types d’évolution des paramètres :
- Une évolution continue et périodique des paramètres de conductivité et de capacité
thermique des matériaux. A la précision de notre analyse (10−2 °C), on considère alors
cette évolution comme infime et pour des soucis de simplification des calculs et de no-
tation, comme nulle. Tous les paramètres associés à des conductivités ou des capacités
thermiques seront considérés comme des constantes au cours du temps.
3. voir partie I.2.2.2 rubrique "Vision dynamique" du volet bibliographique de ce manuscrit,
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- Une évolution discontinue en créneau et périodique des paramètres d’apports d’air
dans la zone étudiée qui influe sur les paramètres "convectifs" globaux du système étu-
dié. On en a un exemple à la figure II.2.2.
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Partie II.3
Définition du modèle : MTES R6C2
Avant-Propos
L’élaboration dumodèle détaillée ci-après présente demanière chronologique la réflexion
pour aboutir à un modèle utilisable en optimisation paramétrique (optimisation des para-
mètres d’entrées). On montre à la fin de la présentation de ce MTES les possibilités et limites
d’utilisation.
II.3.1 - Choix du type de modèle à utiliser (RC)
Comme vu dans la partie I.2.2.4, , le type de modèle utilisé est basé sur une analogie
électrique pour plus de simplicité de calcul et de représentation des différents transferts. On
les appelle les modèles RC (Résistance, Capacité). Les résistances représentent les différents
types de transfert d’énergie et les capacités leur stockage (ou leur décharge) dans les élé-
ments du réseau nodal.
Le choix le plus simple pour résoudre le comportement thermiqueavecun systèmed’Équa-
tions Différentielles Ordinaires (EDO) est de passer par la méthode des différences finies (Euler
explicite, implicite Artiges [2016], méthode de Runge Kutta, etc.). Les méthodes de résolution
des équations différentielles par différences finies présentent l’avantage de toujours être ap-
plicables. Leur inconvénient essentiel est dû à l’accumulation des erreurs qui peuvent faire
que, rapidement, la fonction calculée point par point n’a plus de rapport avec la solution
cherchée. Géométriquement, il est facile d’observer que si les courbes intégrales ont de
fortes courbures en certains points, la méthode dérive vite et donne des courbes sans rap-
port avec les courbes intégrales. Par ailleurs, un petit pas allonge les calculs et un grand pas
augmente les erreurs. Nous verrons qu’un compromis est nécessaire.
II.3.2 - Objectifs
Le calcul du bilan thermique mensuel d’un bâtiment donne, de façon suffisamment pré-
cise dans la pratique, la quantité d’énergie qui est nécessaire pour maintenir à l’intérieur un
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climat suffisamment confortable. Le comportement thermique dynamique d’un bâtiment a
besoin d’être simulé pour deux raisons :
- Évaluer le confort thermique intérieur, une moyenne mensuelle (ou même journalière)
n’étant pas suffisante, En effet, on ne prend en compte qu’un indicateur. Le confort ther-
mique devrait être évalué aumoyen demultiples indicateurs tels que des histogrammes
du PMV 1 (faisant intervenir la température, l’humidité, le type d’activité de l’usager,
etc.), du PPD 2 ou de la température opérative (faisant intervenir la température radia-
tive, convective ou encore l’humidité), ou de la fraction du temps durant lequel une
de ces quantités est inférieure ou supérieure à un intervalle considéré comme limite
acceptable. Le confort thermique dépendra évidemment de la pièce considérée, et
même de l’endroit où l’on se trouve dans la pièce.
- Mettre en évidence, via le bilan thermique, des systèmes intermittents oumettant en jeu
des comportements complexes ou des stratégies temporelles ([démarrages / extinc-
tions] [anticipés / retardés]). En effet, ils ne sont pas correctement calculés au moyen
d’une méthode à maille mensuelle, qui ne considère que des valeurs moyennes des
températures. Par exemple, l’effet de forts gains solaires dans des bâtiments solaires
passifs, ou celui de systèmes avancés de contrôle des installations techniques, doivent
être simulés avec un pas de temps adapté aux variations considérées.
On retrouve dans la littérature de manière récurrente le terme "simple". Il fait référence à
deux aspects :
- Prise en considération d’un modèle thermo-physique simple de l’objet à simuler, par
exemple, couplages thermiques conductifs uniquement, nombrede "zones thermiques"
limité, calcul simplifié des gains solaires.
- Réduction du nombre d’équations permettant une description correcte de l’objet à
simuler, par exemple réduction du nombre de variables d’état.
Dans la méthode du réseau nodal équivalent, le modèle de bâtiment est approximé par
un ensemble de "nœuds", c’est-à-dire de zones que l’on peut considérer de température ho-
mogène, ou dont certaines parties n’ont que peu d’influence sur la chaleur stockée dans la
zone. Les couplages thermiques entre nœuds sont représentés par des coefficients de trans-
fert "équivalents". Certains nœuds reçoivent des sources de chaleur. La méthode peut être
considérée comme uneméthode de type "éléments finis", l’ensemble du bâtiment étant dé-
composé en un réseau d’éléments de taille variable. L’élaboration d’un réseau nodal équi-
valent requiert une bonne compréhension de la physique du bâtiment. C’est pourquoi de
nombreux logiciels (IESVE, Comfie+Pleïades, TRNSYS, etc.) effectuent cette élaboration de
façon automatique (c’est à dire qu’ils récréent les connexions entre les zones une fois que
l’utilisateur a paramétré son outil), mais avec le risque de ne pas parvenir à une décompo-
sition optimale du bâtiment.
L’objectif, dans l’élaboration de notre modèle, est de pouvoir trouver l’analogie électrique
nodale des interactions considérées comme les plus importantes entre notre zone considérée
1. Vote moyen prévisible
2. pourcentage prévisible d’insatisfaits
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Figure II.3.1 – Schéma modèle thermique du bâtiment
et les stress extérieurs, comme vu dans la figure II.3.1. Ce sont aussi en partie les nœuds qui
correspondront aux grandeurs mesurées par le réseau de capteurs apportant les données
permettant d’observer le mieux la zone analysée.
II.3.3 - Représentation graphiquede l’analogie élec-
trique
a. Schéma La figure II.3.2 montre l’analogie électrique du MTES R6C2.
b. Définition des températures utilisées dans le modèle La zone étudiée est la zone
dont on veut déterminer la température intérieure et celle de son inertie.
— Tint : Température intérieure soit la température de la zone étudiée
— Tm : Température équivalente de la couche superficielle de lamasse de la zone étudiée
— Tplaf : Température de la zone au-dessus de la zone étudiée
— Tplan : Température de la zone au-dessous de la zone étudiée
— Text : Température extérieure par rapport à la zoneétudiée (cette dernière est en contact
avec l’air extérieur via les façades)
— Ts : Température de souﬄage de l’air par le système de ventilation
— (Sxz )type : Puissance des apports d’énergie au système z.
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Figure II.3.2 – Schéma analogique électrique du bilan thermique pour une interface monocouche
de la zone avec ajout d’un condensateur pour l’air intérieur
c. Définition des indices La masse du bâtiment est définie comme son volume de
matériau capable de stocker de l’énergie.
— int : définit l’air de la zone étudiée
— m : définit la masse
— intr : interaction entre la température intérieure et la température de la masse.
— plaf : définit la zone de dessus
— plan : définit la zone du dessous
— ext : définit la zone extérieure en relation avec le bâtiment
— psi : définit la part de la zone ext de plancher (en relation avec l’extérieur)
— mur : définit la part de zone ext de façade opaque (en relation avec l’extérieur)
— v : définit la part de zone ext de façade transparente (en relation avec l’extérieur)
— app : définit les apports nets sur la température considérée
— irr : définit la nature de l’apport comme étant l’irradiation solaire
— a : définit les paramètres physico-chimiques liés à l’air
— conv : définit la nature convective de l’échange thermique
— rad : définit la nature radiative de l’échange thermique
— souff : définit le souﬄage par le système de ventilation
— g : définit la globalité des interactions sur une zone
— Uzy ou Tzy ou (Sxz )type : x, y, z et type définissent respectivement :
— x : Type d’apport au système. Ici on observe les apports nets (apports internes) et
les apports solaires.
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— y : Nœud en interaction avec la zone z considérée
— z : Nœud dont la température est à déterminer
— type : Type d’échange de chaleur. Ici, on observe principalement de la convec-
tion (conv) et du radiatif (rad).
La partie mur, vitrage et psi sont à renseigner dans la partie "Etude dumodèle" pour obtenir
Uext selon sa formule vue en II.2.1.3. Elle sera rappelée après dans la démonstration.
II.3.4 - Mise en équation du modèle et résolution
analytique
Afin dedéterminer les relations entre les différents éléments du système thermique, la loi des
nœuds a été utilisée sur son analogie électrique. Comme vu dans le chapitre Bilan Thermique
du Bâtiment (Roulet et al. [1987]), les équations de conservation de l’énergie pour chaque
nœud peuvent être écrites de la manière suivante :
Cj
dTj
dt =
n∑
i=1,i6=j
hij(Ti − Tj) + Sj (II.3.1)
avec dans notre cas : j = 1, ..., m les nœuds I (température intérieure) et M (température
équivalente de la masse).
ce qui donne :
dTj
dt =
1
Cj
m∑
i=1
hijTi −
(
1
Cj
m∑
i=1
hij
)
Tj +
1
Cj
Sj +
1
Cj
n∑
i=m+1
hijTi (II.3.2)
avec m + 1, ...n, les éléments d’apports extérieurs au système.
Ou encore :
dTj
dt +
(
1
Cj
m∑
i=1
hij
)
Tj =
1
Cj
m∑
i=1
hijTi +
1
Cj
Sj +
1
Cj
n∑
i=m+1
hijTi (II.3.3)
On obtient l’équation de la loi des nœuds sur Tm, qui reste inchangée :
τm
∂Tm
∂t + Tm =
Λmext.Text + Λmintr.Tint + Λmplaf.Tplaf + Λmplan.Tplan + Smirr + Smapp
(II.3.4)
Et par analogie sur Tint, l’expression suivante :
τint
∂Tint
∂t + Tint = Λ
int
intr.Tm + Λints .Ts + SintEapp (II.3.5)
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avec :
τint =
(Cm)int
Uintg
(II.3.6)
On obtient donc :
τm
∂Tm
∂t = −Tm + Λ
m
intr.Tint + Λmext.Text + Λmplaf.Tplaf + Λmplan.Tplan + Smirr + Smapp
et
τint
∂Tint
∂t = −Tint + Λ
int
intr.Tm + Λints .Ts + SintEapp
En divisant par les constantes de temps τint et τm dans leurs équations respectives :
∂Tm
∂t =
1
τm
Tm −
1
τm
Λmintr.Tint +
1
τm
Λmext.Text +
1
τm
Λmplaf.Tplaf +
1
τm
Λmplan.Tplan +
1
τm
Smirr +
1
τm
Smapp
et
∂Tint
∂t = −
1
τint
Tint +
1
τint
Λintintr.Tm +
1
τint
Λints .Ts +
1
τint
SintEapp
Ne considérant que la première partie des deux équations, soit toutes les composantes
dépendantes de Tint et Tm, cela donne en système d’équation :
 T˙int
T˙m
 = A.
 Tint
Tm
 (II.3.7)
avec A définie tel que :
A =

− 1
τint
Λintintr
τint
Λmintr
τm
− 1
τm
 (II.3.8)
Si on considère B et U tels que :
B =

Λintext
τint
0 0 Λ
int
s
τint
1− αrad
τint.Uintg
0
Λmext
τm
Λmplaf
τm
Λmplan
τm
0 αrad
τm.Umg
1
τm.Umg
 (II.3.9)
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U =

Text
Tplaf
Tplan
Ts
Papp
Pirr

(II.3.10)
alors :
 T˙int
T˙m
 = A.
 Tint
Tm
 + B.U (II.3.11)
II.3.4.1 - Résolution analytiquede l’équation différentielle à secondmembre
constant
Est présentée ci-après la résolution analytique permettant d’obtenir l’expression de Tint et
Tm en fonction des paramètres qui serviront par la suite à l’inversion du modèle. Cela permet
aussi d’obtenir des expressions explicites des deux valeurs recherchées, pour mieux com-
prendre le rôle de chaque stress sur le système. Le systèmeci-dessus est un systèmedifférentiel
linéaire d’ordre 1 à coefficients constants.
En repartant de l’équation II.3.11, on pose X =
 Tint
Tm
, on a donc X′ = AX + BU(t)
La solution générale de X′ = AX + BU(t) est classique. Elle consiste à diagonaliser la matrice
A, c’est à dire l’écrire sous la forme A = PDP−1 avec D la matrice diagonale des valeurs
propres et P la matrice des vecteurs propres.
La démonstration pour obtenir les valeurs et vecteurs propres est détaillée à l’annexe B.4.
Ne sont donnés par la suite que les résultats obtenus.
II.3.4.1.1 - Valeurs propres
On obtient le couple de valeurs propres suivant :
ev1 =
1
2
−( 1
τm
+ 1
τint
)
+
√( 1
τm
− 1
τint
)2
+ 4. λg
τmτint
 (II.3.12)
103
II.3.4. MISE EN ÉQUATION DU MODÈLE ET RÉSOLUTION ANALYTIQUE
ev2 =
1
2
−( 1
τm
+ 1
τint
)
−
√( 1
τm
− 1
τint
)2
+ 4. λg
τmτint
 (II.3.13)
On pose également D, la matrice diagonale des valeurs propres :
D =
 ev1 0
0 ev2

II.3.4.1.2 - Vecteurs propres
On obtient le premier vecteur ~v1 unitaire et ses coordonnées suivants :

x1 =
τintτm
τint + ev1.τint.τm + λintintrτm
y1 =
τintτm
τm + ev1.τint.τm + λmintrτint
⇒ ~v1 =

1
τint + ev1.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint
 (II.3.14)
et son espace propre associé Eev1 :
Eev1 = Vect


1
τint + ev1.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint

 (II.3.15)
On effectue le même calcul pour ~v2 :

x2 =
τintτm
τint + ev2.τint.τm + λintintrτm
y2 =
τintτm
τm + ev2.τint.τm + λmintrτint
On obtient donc un espace propre Eev2 et un nouveau vecteur unitaire ~v2 :
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Eev2 = Vect


1
τint + ev2.τint.τm + λintintrτm
1
τm + ev2.τint.τm + λmintrτint

 (II.3.16)
~v2 =

1
τint + ev2.τint.τm + λintintrτm
1
τm + ev2.τint.τm + λmintrτint
 (II.3.17)
On obtient donc l’expression de P :
P =

1
τint + ev1.τint.τm + λintintrτm
1
τint + ev2.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint
1
τm + ev2.τint.τm + λmintrτint
 (II.3.18)
ou encore :
P =
 x1 x2
y1 y2
 (II.3.19)
II.3.4.1.3 - Solution générale du système
a. Détermination de Tint et Tm On obtient les Tint et Tm suivants :
Tint = x1.
(
(Ct0)1.e(ev1.t) +
(∫ t
t0
fp1 (t).e−ev1t.dt
)
.eev1t
)
+x2.
(
(Ct0)2e(ev2.t) +
(∫ t
t0
fp2 (t).e−ev2t.dt
)
.eev2t
) (II.3.20)
et pour Tm :
Tm = y1.
(
(Ct0)1.e(ev1.t) +
(∫ t
t0
fp1 (t).e−ev1t.dt
)
.eev1t
)
+y2.
(
(Ct0)2e(ev2.t) +
(∫ t
t0
fp2 (t).e−ev2t.dt
)
.eev2t
) (II.3.21)
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Il faut maintenant déterminer les expressions de fpi (t)
b. Détermination des expressions des fpi (t) associées Rappelons B et U :
B =

Λintext
τint
0 0 Λ
int
s
τint
1
τint.Uintg
0 0
Λmext
τm
Λmplaf
τm
Λmplan
τm
0 0 1
τm.Umg
1
τm.Umg
 (II.3.22)
U =

Text
Tplaf
Tplan
Ts
Pintapp
Pmirr
Pmapp

(II.3.23)
On pose la relation suivante :
f(t) = B.U(t) ou encore fp(t) = P−1.B.U(t).
Dans notre problème (modèle R6C2) f(t) se décompose de la manière suivante :
On peut écrire : f(t) =
 fint(t)
fm(t)
 de même : fp(t) = P−1.f(t) et fp(t) =
 f
p
int(t)
fpm(t)

On peut donc écrire :
fint(t) =
Λintext
τint
.Text +
Λints
τint
.Ts +
1
τint.Uintg
.Pintapp
et
fm(t) =
Λmext
τm
.Text +
Λmplaf
τm
.Tplaf +
Λmplan
τm
.Tplan +
1
τm.Umg
.Pmirr +
1
τm.Umg
.Pmapp
En multipliant f(t) par P−1, on obtient le couple (l’expression deΩ est disponible en Annexe
B.4.2 dans les détails des démonstrations) :
P−1 =
 Ω.y2 −Ω.x2
−Ω.y1 Ω.x1

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 f
p
int
fpm
 =
 Ω.y2 −Ω.x2
−Ω.y1 Ω.x1
.

Λintext
τint
.Text +
Λints
τint
.Ts +
1
τint.Uintg
.Pintapp
Λmext
τm
.Text +
Λmplaf
τm
.Tplaf +
Λmplan
τm
.Tplan +
1
τm.Umg
.Pmirr +
1
τm.Umg
.Pmapp

ce qui donne :
fpint(t) = Ω.y2.
(
Λintext(t)
τint(t)
.Text(t) +
Λints (t)
τint(t)
.Ts(t) +
1
τint(t).Uintg (t)
.Pintapp(t)
)
−Ω.x2.
(
Λmext
τm
.Text(t) +
Λmplaf
τm
.Tplaf(t) +
Λmplan
τm
.Tplan(t) +
1
τm.Umg
.Pmirr(t) +
1
τm.Umg
.Pmapp(t)
)
et
fpm(t) = Ω.y1.
(
Λmext
τm
.Text(t) +
Λmplaf
τm
.Tplaf(t) +
Λmplan
τm
.Tplan(t) +
1
τm.Umg
.Pmirr(t) +
1
τm.Umg
.Pmapp
)
−Ω.x1.
(
Λintext(t)
τint(t)
.Text(t) +
Λints (t)
τint(t)
.Ts(t) +
1
τint(t).Uintg (t)
.Pintapp(t)
)
En simplifiant les expressions faisant intervenir le rapport entre Λzy et τz :
Λzy =
Uzy.Szy
Uzg
ou Λzy =
hzy.qzy
Uzg
et τz =
(Cm)zglob
Uzg
d’où :
Λzy
τz
=
Uzy.Szy
(Cm)zglob
ou
Λzy
τz
=
hzy.qzy
(Cm)zglob
.
On simplifie aussi l’expression ρa.Ca = ha.
fpint(t) = Ω.y2.
(
ha.qa
(Cm)intglob
.Text(t) +
ha.qs(t)
(Cm)intglob
.Ts(t) +
1
(Cm)intglob
.Pintapp(t)
)
−Ω.x2.
(
Umext.Smext
(Cm)mglob
.Text(t) +
Umplaf.Smplaf
(Cm)mglob
.Tplaf(t) +
Umplan.Smplan
(Cm)mglob
.Tplan(t)
+ 1(Cm)mglob
.Pmirr(t) +
1
(Cm)mglob
.Pmapp(t)
)
(II.3.24)
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fpm(t) = Ω.y1.
(
Umext.Smext
(Cm)mglob
.Text(t) +
Umplaf.Smplaf
(Cm)mglob
.Tplaf(t) +
Umplan.Smplan
(Cm)mglob
.Tplan(t)
+ 1(Cm)mglob
.Pmirr(t) +
1
(Cm)mglob
.Pmapp(t)
)
−Ω.x1.
(
ha.qa
(Cm)intglob
.Text(t) +
ha.qs(t)
(Cm)intglob
.Ts(t) +
1
(Cm)intglob
.Pintapp(t)
)
(II.3.25)
II.3.4.1.4 - Détermination des conditions initiales
On rappelle l’expression de P :
P =

τintτm
τint + ev1.τint.τm + λintintrτm
τintτm
τint + ev2.τint.τm + λintintrτm
τintτm
τm + ev1.τint.τm + λmintrτint
τintτm
τm + ev2.τint.τm + λmintrτint

ou P =
 x1 x2
y1 y2

En reprenant les équations II.3.20 et II.3.21, on obtient à t = 0, les expressions suivantes :
(Tint)0 = x1.(Ct0)1 + x2.(Ct0)2 et
(Tm)0 = y1.(Ct0)1 + y2.(Ct0)2
En forme matricielle :
 (Tint)0
(Tm)0
 =
 x1 x2
y1 y2
.
 (Ct0)1
(Ct0)2
ou
 (Tint)0
(Tm)0
 = P.
 (Ct0)1
(Ct0)2

Si on divise par P (vu plus haut que P est inversible) : (Ct0)1
(Ct0)2
 = P−1.
 (Tint)0
(Tm)0

Reprenons les expressions simplifiées avec x1, y1, x2, y2 :
P−1 =
 Ω.y2 −Ω.x2
−Ω.y1 Ω.x1
 (II.3.26)
d’où
 (Ct0)1
(Ct0)2
 =
 Ω.y2 −Ω.x2
−Ω.y1 Ω.x1
.
 (Tint)0
(Tm)0

On obtient donc le système d’équation suivant :
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
(Ct0)1 = Ωy2(Tint)0 − Ωx2(Tm)0
(Ct0)2 = −Ωy1(Tint)0 + Ωx1(Tm)0
(II.3.27)
II.3.4.2 - Résolution numérique
II.3.4.2.1 - Méthode de résolution
Dans notre cas de figure, la résolution du système d’équations présente des risques de di-
vergence. La prise en compte deméthodes de transfert et de stockaged’énergie (modélisa-
tion) induit des conditions limites d’observation des phénomènes. En effet, si un phénomène
n’est pas décrit assez précisément (réaction de l’air à un stress thermique de l’ordre de la
minute ou de la seconde par exemple), il peut y avoir de fausses "surcharges" du système
thermique étudié ou un "oubli" dans le phénomène de gain ou de déperdition. Selon la litté-
rature (Roulet et al. [1987]), il existe une méthode parmi plusieurs pour éviter cette limite de
résolution.
En effet, elle est analogue à une résolution par la méthode des différences finies, avec
une discrétisation par pas de temps ∆t. Le problème devient donc, pour un pas de temps
élémentaire, la recherche de la valeur Ti(t+∆t), connaissant T(t). On peut considérer un autre
schéma de résolution en passant par les expansions de Taylor de premier ordre :
T′(t0 +∆t) = T(t0) +∆t.T′(t0)
Il existe trois variantes de résolution liées à la manière d’évaluer la dérivée. On prendra ici
le schéma explicite de résolution pour illustrer notre analogie.
La dérivée est alors évaluée par différence avant de premier ordre :
T′(t0) =
(T(t0 +∆t)− T(t0)
∆t
)
+ (∆t), avec (∆t) l’erreur de l’ordre de ∆t.
En l’appliquant à notre équation vue plus haut (II.3.11) en t = t0, on peut obtenir l’équation
simplifiée suivante :
T(t0 +∆t)− T(t0)
∆t = A.T(t0) + B.U(t0) soit encore :
T(t0 +∆t) = T(t0) +∆t(A.T(t0) + B.U(t0))
Dans ce cas de figure, il n’y a pas d’inversion dematrice, mais l’inconvénient de cette mé-
thode de résolution s’avère analogue à laméthode utilisée plus haut. Lemodèle présente un
grand risque de divergence si le pas de temps∆t est trop grand et ne permet pas d’observer
finement la réaction du modèle aux stress exercés. La condition de Fourier fixe une limite du
pas de temps. On définit cette condition pour un nœud donné par :
F = UglobCmglob
.∆t
où
Uglob : Coefficient de transfert thermique globale du nœud (W/K)
Cmglob : Capacité thermique du nœud considéré (J/K)
109
II.3.4. MISE EN ÉQUATION DU MODÈLE ET RÉSOLUTION ANALYTIQUE
F peut être interprétée comme le rapport de l’énergie transmise par conduction au nœud
considéré, à l’énergie stockée dans la capacité thermique de ce nœud, pour le pas de
temps ∆t. La condition de Fourier (Roulet et al. [1987]), qui doit être respectée pour que le
système d’équations ne diverge pas, consiste à vérifier que F < 1/2 (valeur simplifiée) pour
tous les nœuds (à température inconnue).
Les valeurs de conductivité variant au cours du temps (dû aux modes de ventilation), les
constantes de temps τi sont variables au cours du temps.
La résolution doit donc se faire par morceau.
Afin d’éviter la divergence du modèle, le coefficient de Fourier est calculé :
Fi =
Uiglob
Cmiglob
.∆t avec i = {int, m}. d’où ∆t <
Cmiglob
2.Uiglob
Le pas de temps est l’heure pour les échantillons de données importées. En fonction du
résultat obtenu pour
Cmiglob
2.Uiglob
, les données sont extrapolées à la minute ou à la seconde en
fonction du besoin de description du modèle (maille temporelle assez fine pour décrire les
échanges thermiques). Par exemple, si la zone étudiée possède un faible volumed’air (petite
zone), les réactions aux stress (stockage et transferts) de cette dernière sont de l’ordre de la
seconde à plusieurs minutes. La maille temporelle de l’échantillon de données doit donc
s’adapter à cette finesse pour pouvoir décrire au mieux ces échanges. Cependant, plus
cette maille est fine, plus le temps de calcul de l’algorithme augmente.
Cette maille est définie par la fréquence d’échantillonnage des capteurs. Ces données
sont donc disponibles à un pas de temps fini, généralement l’heure. Lors d’un phénomène
thermique observable à un pas de temps plus fin, il est donc nécessaire d’interpoler les
données à la minute ou à la seconde (plus simple en termes de numérisation de la mé-
thode) entre chaque donnée relevée. On utilise dans notre cas une interpolation linéaire
entre chaque donnée horaire.
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II.3.5 - Algorithme global du modèle
La figure II.3.3 ci-après décrit le fonctionnement global du modèle en sens direct (analyse
du système bâtiment étudié).
Figure II.3.3 – Algorithme global du fonctionnement du modèle
Dans la partie suivante sont présentés les premiers résultats duMTES. Dans un premier temps
sont affichées les données entrantes issues des capteurs, puis les résultats des deux types de
modèles ainsi que leur comparaison.
II.3.6 - Représentation des données d’entrée du
MTES
Cette partie recense les différents intrants du modèle afin d’expliquer au mieux les pre-
mières sorties. Il reprend également les résultats de remontées du réseau demesure présenté
en Annexe A.
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Les données présentées sont issues des mesures de l’étage 5 du bâtiment Terra Nova III,
dont on rappelle le plan en figure II.2.1 :
Deux types de jeux de données ont donc été testés : des données issues d’un modèle
IES VE représentant numériquement le bâtiment sur le terrain, Terra Nova III, et des données
issues des capteurs de ce même bâtiment.
Les données récupérées sont les suivantes :
- Pmeselec,nord : Puissance électrique consommée par la bureautique, l’éclairage, l’ECS et les
terminaux de chauffage de la partie orientée nord de TN III,
- PmesGF : Puissance électrique consommée par le groupe froid pour l’étage analysé,
- Pmesocc : Puissance dégagée par les occupants de la zone analysée de TN III,
- Pmesirrsolaire : Puissance reçue par l’irradiation solaire sur la masse de la zone analysée,
- Tmesext : Température extérieure,
- Tmesint 5,Nord,1 : Température intérieure de la zone relevée par la première sonde,
- Tmesint 5,Nord,2 : Température intérieure de la zone relevée par la deuxième sonde,
- Tmesdessus : Température de la zone au dessus de celle analysée,
- Tmesdessous : Température de la zone en dessous de celle analysée.
II.3.6.1 - Données issues du modèle de référence
Le logiciel IES VE, commevudans la partie Bibliographie, est unmodèle dumarchééprouvé,
testé et validé sur des cas en "environnement contrôlé". Pour obtenir les données à instruire
dans le MTES, nous avons procédé selon les étapes suivantes :
1. Dessin du plan du bâtiment pour paramétrer les dimensions,
2. Paramétragede l’environnement et fonctionnement dubâtiment (profils d’occupation,
profils d’utilisation des équipements de bureau, températures de consignes, puissances
et rendements des équipements climatiques, localisation du bâtiment) de manière à
représenter au mieux l’usage du bâtiment étudié sur le terrain (TN III)
3. Exécution de la simulation thermique dynamique du logiciel pour obtenir les données
de performance du bâtiment (températures et puissances "consommées")
4. Récupération des données citées ci-dessus par l’intermédiaire du module de rendu de
l’application.
Les graphiques des données d’entrée pour les températures et les puissances récupérées
sont présentés dans les figures suivantes : les données annuelles pour les deux dessins sur les
figures II.3.4, II.3.5, et les données pour la semaine choisie sur les figures II.3.6, II.3.7.
Les données de puissances annuelles retournées par le modèle de référence (figure II.3.4)
sont calculées à partir des paramètres renseignés. Par exemple, les apports liés à l’occu-
pation sont calculés via le planning de présence et le nombre de personnes présentes. La
consommation d’électricité est calculée par rapport aux besoins de chauffage (déterminé
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commeélectrique) liée à la température de consigne à atteindre (idem pour les consomma-
tion du groupe froid). L’irradiation solaire est, quant à elle, calculée en fonction de la surface
d’ouvrant, l’orientation du bâtiment, l’irradiation totale et les différents facteurs solaires (d’at-
ténuation) des ouvrants.
En ce qui concerne les températures (figure II.3.5), elles sont simulées grâce au bilan ther-
mique, aux conditions de températures de consigne, et pour la température extérieure, issues
des données météo de la station la plus proche (ici Paris Montsouris).
La température intérieure récupérée est donc calculée par le modèle de STD. Pour simpli-
fier les notations, nous considérerons les données retournées par la simulation IES VE comme
des données mesurées.
Les données obtenues dans les figures correspondent à des consommations et tempéra-
tures standards pour un bâtiment de type tertiaire. Autrement dit, on détecte bien la pré-
sence de chauffage et de climatisation permettant une régulation de la température. On
voit également l’apparition de la climatisation à partir du milieu du printemps et un arrêt fin
septembre ainsi qu’un début du chauffage en octobre et une fin aumilieu du printemps. Pour
l’affichage à la semaine, on voit bien le cycle périodique jour/nuit, avec un profil d’occupa-
tion typique du tertiaire (présence de 8h à 19h), ainsi qu’une régulation de la climatisation
aux mêmes horaires.
Les données de températures intérieures (Nord 1 et Nord 2) sont confondues car il n’est
pas possible de simuler deux sondes de températures dans la même pièce avec le logiciel
IES VE.
Par la suite, nous introduirons également ces données dans lesMTES etmentionnerons dans
les résultats qu’elles sont issues des données in silico.
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Figure II.3.4 – Puissances annuelles (du 1er janvier au 31 décembre 2015) introduites dans le modèle
de référence calculées via IES VE
Figure II.3.5 – Températures annuelles introduites dans le modèle de référence calculées via IES VE
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Figure II.3.6 – Puissances échantillonnées (semaine d’Automne) introduites dans le dessin IES
Figure II.3.7 – Températures échantillonnées (semaine d’Automne) introduites dans le dessin IES
II.3.6.2 - Données fournies par le réseau de mesure
Les données "réelles" sont issues de la remontée des capteurs du réseau e-Brain.In Box.
L’intégralité de la conception, de la réalisation et de la mise à disposition des données est
décrite dans l’Annexe A.
Le réseau de mesure est placé sur le terrain (dans le bâtiment Terra Nova III). La liste des
champs fournis est disponible en Annexe, partie A.3. Nous remontons la même liste de don-
115
II.3.6. REPRÉSENTATION DES DONNÉES D’ENTRÉE DU MTES
nées vue plus haut.
Elles sont récupérées sur le cloud mettant à disposition l’intégralité des données acquises.
Les graphiques des données d’entrée pour les températures et les puissances récupérées
sont présentés aux figures suivantes : les données annuelles pour les deux dessins sur les figures
II.3.8, II.3.9, et les données pour la semaine choisie - figure II.3.10, II.3.11, Les données pour les
autres semaines sont disponibles à l’annexe B.6.
Les températures annuelles ont un comportement similaire à un bâtiment de type tertiaire.
La climatisation apparaît à la fin du printemps et est coupée en automne.
On remarque une différence de qualité des données entre celles issues du dessin de ter-
rain et celui de référence. En effet, en comparant les données de puissances (figures II.3.10
et II.3.6), on peut s’apercevoir que celles issues de la référence sont plus "lisses" que celles du
terrain. Il faut rappeler qu’elles sont issues de la modélisation et non de capteurs. Les don-
nées terrain mesurées reflètent néanmoins, pour la partie terrain, le réel fonctionnement d’un
bâtiment de type tertiaire.
Les températures affichées à la semaine ont aussi moins d’amplitude dans le cycle jour/nuit
comparées aux données in silico
Par la suite, nous introduirons ces données dans les MTES etmentionnerons dans les résultats
qu’elles sont issues des données de terrain.
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Figure II.3.8 – Puissances annuelles introduites mesurées par les capteurs de TN III
Figure II.3.9 – Températures (b,d) annuelles introduites mesurées par les capteurs de TN III
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Figure II.3.10 – Puissances échantillonnées (semaine d’Automne) introduites dans le MTES
Figure II.3.11 – Températures échantillonnées (semaine d’Automne) introduites dans le MTES
II.3.6.3 - Utilisation de ces données
Les données in silico et de terrain seront introduites dans le MTES.
Les données in silico servent à vérifier le bon fonctionnement du modèle grâce à la com-
paraison entre la température obtenue via le modèle IESVE et celle par le MTES.
Les données de terrain servent à tester et éprouver la méthode développée sur un cas réel
de bâtiment.
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II.3.7 - Résultats de l’utilisation du MTES
L’objectif de cette partie est de vérifier le bon fonctionnement du modèle et étudier les
dérives (conditions aux limites, divergences, prises en compte de l’ensemble des échanges
thermiques).
II.3.7.1 - Résultats numériques
Les résultats numériques du modèle pour certaines variables importantes du modèle :
Table II.3.1 – Tableau des résultats de la modélisation via le R6C2
Variable Valeur IES Valeur TN III Unité
ev2 ou eigenvalue(m)(TNIII) 12.53 10.44 h
ev1 ou eigenvalue(int)(TNIII) 12.69 10.10 min
τm(TN III) 7.59 6.02 h
τ int(TN III) 12.83 10.22 min
Corrélation N1 (TN III) 0.91 0.85
Corrélation N2 (TN III) 0.91 0.67
Corrélation moyenne (TN III) 0.91 0.86
Pas de temps ∆t max pour le nœud m (IES) 2.79 2.22 h
Pas de temps ∆t max pour le nœud int (IES) 4.72 3.76 min
La matrice P, normalisée entre -1 et 1, prend les valeurs suivantes :
P (TN III) =
 −1.00 −0.69
0.01 −0.72
 et P (IESV) =
 −1.00 −0.69
0.01 −0.72

On a aussi la matrice diagonale D, obtenue grâce à ev1 et ev2 :
D (TN III) =
 10.10 min 0
0 10.44 h
et D (IESV) =
 12.69 min 0
0 12.53 h

II.3.7.2 - Résultats graphiques
Ci-après (figure II.3.12 et II.3.13) les résultats des températures obtenues par lemodèle R6C2.
La température Tmodint retournée pour les données de terrain de TN III (figure II.3.12) corres-
pond à la dynamique de la température moyenne observée Tmesint,moy. Cependant, son ampli-
tude est incorrecte. Cela est présenté par un coefficient de corrélation R2 de 0,8. Cela peut
correspondre à une approximation du paramétrage des données d’entrée (combinaison
des coefficients de transfert thermique et des capacités thermiques). On pourrait tenter de
rapprocher la courbe modélisée de celle mesurée en calibrant au mieux ces paramètres. La
méthode, automatisée, est présentée dans la partie suivante.
On remarque également que pour des données d’entrée in silico (figure II.3.13), le modèle
réagit de manière adéquate, avec un coefficient de corrélation de 0,91. Ce coefficient est
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atténué par la différence de température observée le week-end (à partir de la 120e heure).
Cela peut être dû à une différence possible de prise en compte du bâtiment suivant son
mode d’utilisation (occupé ou non), ou autrement dit, s’il est considéré en marche forcée
(chauffage ou climatisation) ou en évolution libre. En calculant le coefficient de corrélation
sur la période "ouvrée" (au sens du Code du Travail, 5 premiers jours de la semaine), il passe
à 0,89 (contre 0,8) pour les données de terrain et 0,97 pour celles in silico. Les paramètres
d’entrée du modèle seraient donc représentatifs d’un bâtiment en marche forcée.
On remarque aussi que la température Tm de la masse est très proche de la température
intérieure. On peut émettre l’hypothèse que cette température représente la température de
surface équivalente de la masse et non sa température interne. Ce résultat s’explique aussi
par la valeur élevée de la résistance thermique représentant l’interaction entre les deux Dans
la suite du manuscrit, nous considérerons que cette température est uniforme sur l’ensemble
des matériaux du bâtiment. En effet, cela permet de simplifier les calculs et l’erreur commise
grâce à cette hypothèse est faible.
Sur la figure II.3.13, les températures modélisées pour le 4e et 5e jour observent, contraire-
ment à la température "mesurée", un ralentissement de leur croissance. Cela s’explique par
la mise en route de la ventilation, prise en compte par le MTES dans les paramètres d’état
du bâtiment, qui modifie la constante de temps du bâtiment et de fait sa réaction aux stress
thermiques appliqués.
Au vu de ces résultats, le MTES R6C2 prend bien en compte les changements de modes
ainsi que la variation de la température intérieure sur la semaine.
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Figure II.3.12 – Températures échantillonnées obtenues via le modèle R6C2. Modèle de terrain de TN
III (heures de la semaine d’Automne)
Figure II.3.13 – Températures échantillonnées obtenues via le modèle R6C2. Modèle de référence
sous IES (heures de la semaine d’Automne)
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Partie II.4
Analyse de sensibilité et d’incertitude du
MTES
II.4.1 - Méthode et Objectif
II.4.1.1 - Avant-propos
L’analyse de sensibilité globale (AS) permet d’analyser un modèle mathématique et/ou
physique en étudiant l’impact de la variabilité des facteurs d’entrée du modèle sur la va-
riable de sortie. Déterminant les entrées responsables de cette variabilité à l’aide d’indices
de sensibilité, l’AS permet de prendre les mesures nécessaires pour diminuer la variance de la
sortie si celle-ci est synonyme d’imprécision, ou encore d’alléger le modèle en fixant les en-
trées dont la variabilité n’influe pas sur la variable de sortie. Sont présentés dans ce document
les principaux indices de sensibilité duMTES R6C2, basés sur l’hypothèse d’indépendancedes
variables d’entrée.
II.4.1.2 - Objectifs de l’analyse de sensibilité
Les résultats obtenus, nous passonsmaintenant à la sensibilité dumodèle. La connaissance
de la sensibilité des différentes variables (individuellement) du système permet de constater
plusieurs choses différentes (Lomas and Eppel [1992]) :
1. Déterminer les intrants dumodèle pour lesquels les sorties sont particulièrement sensibles
(ou insensibles). On peut aussi y identifier les paramètres qui doivent être choisis prudem-
ment, pour différencier ceux dont la précision compromettrait le modèle et ceux dont
la recherche de précision est inutile. Cette partie s’avère utile dans la détermination de
la fréquence d’échantillonnage des capteurs ainsi que leur précision,
2. identifier les paramètres d’entrée dumodèle qui ne sont pas introduits directement dans
ce dernier et pourraient être suggérés par l’analyse, que ce soit dans leur précision ou
dans leur "présence". Notamment la prise en compte de puissances qui n’apparaissent
pas dans le modèle actuel,
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3. identifier les jeux de paramètres du bâtiment qui auraient une influence sur un para-
mètre particulier de sortie du modèle,
4. identifier les paramètres inutiles du modèle qui pourraient être par la suite enlevés.
On peut classer les méthodes de sensibilités en trois catégories : les méthodes de scree-
ning, l’analyse de sensibilité locale, l’analyse de sensibilité globale. On s’intéressera ici aux
méthodes d’analyses de sensibilités, locale et globale, la locale permettant de calculer la
globale.
II.4.1.3 - Méthode utilisée - FAST
On rappelle la méthode introduite dans la partie I.2.2.7 du premier volet du manuscrit (Bi-
bliographie et objectifs).
Nous utiliserons la partie FAST de la toolbox GSAT développée sous Matlab par Cannavó
[2012]. Elle présente lamêmeméthodedécrite audessus aveccommeéquationdeparcours
de l’espace de recherche de chaque variable, celle proposée par Saltelli et al. [1999] :
xi(s) =
1
2 + arcsin(sin(ωi.s))
Figure II.4.1 – Routine de la toolbox Matlab GSAT élaborée par Cannavó
Comme le représente la figure II.4.1, elle se compose d’une partie "Création du projet", puis
"Ajout de paramètres à analyser", puis "Ajout du modèle à analyser", puis "Echantillonnage
des paramètres" et enfin "Détermination des indices de sensibilité".
Elle permet donc d’obtenir les indices de sensibilités globaux pour chacun des paramètres
étudiés.
La fréquence et le nombre très grand de paramètres à analyser nous a orienté vers un
super-calculateur (SCAPAD) pour numériser la méthode. C’est une unité de calcul intensif à
distance, composée d’un certain nombre d’unités centrales et donc de processeurs, gérés
par un client informatique répartissant les tâches sur ces différentes unités de calcul. Il per-
met notamment le calcul parallèle, réduisant ainsi le temps de calcul pour chaque script
compatible lancé dessus.
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II.4.1.4 - Incertitude
II.4.1.4.1 - Méthodes utilisées
a. Méthode standard Repartant de la partie I.2.2.7.2, on procèdera à l’analyse d’in-
certitude pour caractériser la réponse du MTES dans son intervalle de réponse connaissant
l’incertitude des paramètres d’entrée. En déterminant l’incertitude de ses paramètres, un
échantillonnage de ces derniers peut être effectué via la même méthode que celles vues
en parties I.2.2.7.1 et II.4.1.3 (méthode FAST).
Une fois l’échantillonnage obtenu, on peut observer l’influence de la variation de chacun
des paramètres sur les sorties du MTES et en déterminer ainsi l’encadrement de leur varia-
tion. On obtient ainsi l’incertitude du MTES par rapport aux incertitudes de ses paramètres
d’entrée.
b. Proposition de méthode inverse Une proposition de méthode inverse consiste
à savoir, pour une incertitude donnée sur les paramètres de sortie, quelle est l’incertitude
imposée sur les paramètres d’entrée. Cette information s’avère très utile dans le choix des
capteurs du réseau de mesure.
Nous partirons donc de l’analyse de sensibilité ayant recueilli un nombre conséquent de
simulations, bornées par les ensembles de définition des paramètres choisis.
II.4.1.4.2 - Méthode utilisée
a. Technique d’échantillonnage En connaissant l’incertitude de chacun des pa-
ramètres, on peut en déterminer un échantillonnage via une distribution. Les techniques
d’échantillonnages ont été vues dans la partie II.4.1.3 sur la figure I.2.10 ou la partie I.2.2.7.1
du volet Contexte et Bibliographie sur la figure I.2.9. On utilise principalement les distributions
de Monte-Carlo ou quasi Monte-Carlo.
b. Détermination de l’incertitude sur le modèle Une fois le tirage de longueur N de
chacune des variables réalisé, on détermine chacune des réponses avec les jeux de don-
nées obtenus. Pour chaque indice de tirage i = 1, ..., N, on calcule la réponse du modèle
en fonction du vecteur indicé des paramètres d’entrée du modèle. Une fois l’intégralité des
réponses calculées, on détermine les maximum et minimum de la fonction ce qui permet
d’obtenir l’erreur absolue commise sur le modèle.
c. Méthode inverse Une méthode inverse est proposée car elle a été utilisée pour
déterminer le taux d’erreur acceptable pour les capteurs relevant de l’information, comme
la température ou les consommations. Elle consiste à inverser la méthode vue au dessus, à
savoir :
- Déterminer l’erreur relative acceptable sur la température intérieure,
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- Prendre un domaine d’échantillonnage volontairement grand pour chacune des va-
riables et effectuer N tirages,
- Déterminer les réponses du modèle pour les i = 1, ..., N jeux de paramètres associés,
- Extraire seulement les réponses comprises dans l’erreur absolue (ou relative) choisie au
début,
- Extraire les plages admissibles de chacun des paramètres avec les réponses du modèle
obtenues. C’est à dire, qu’à chaque ie réponse, il existe un ie jeu de paramètres dont
les données de sorties sont comprises dans la plage admissible. On retient alors chacun
de ces i jeux admissibles,
- On en retire les valeurs minimum et maximum des paramètres dans les jeux retenus, et
on en déduit leurs erreurs absolues.
Un des désavantages de cette méthode est d’avoir une plage trop grande et une résolu-
tion du parcours discret de l’espace de recherche qui ne permet pas de déterminer la réelle
réponse du modèle. Tous les jeux de paramètres sont compris dans les réponses du modèle
admissible avec l’erreur choisie en début de méthode. On risque donc d’obtenir des erreurs
relatives pour chacun des paramètres de l’ordre de 100% puisque tous les jeux de paramètres
sont admissibles. Le deuxième est d’avoir une plage d’échantillonnage des paramètres trop
petite ou d’avoir choisi une erreur trop importante pour la réponse de la fonction, entraî-
nant une absence de jeux de paramètres répondant aux bornes du résultat de la fonction
déterminées par l’erreur.
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II.4.2 - Analyse de l’incertitude
II.4.2.1 - Résultats
II.4.2.1.1 - Incertitude sur modèle
Le tableau II.4.1 récapitule l’ensemble des incertitudes supposées sur chacun des para-
mètres d’entrée et indique l’erreur commise sur le paramètre de sortie. La semaine 3 corres-
pond à la semaine d’hiver (semaine 3 du calendrier civil), la semaine 23 à celle du printemps,
la 33 à celle d’été et la 43 à celle d’Automne.
Nom des variables Sem 3 Sem 23 Sem 33 Sem 43
Tempadjust.ext 20.0 % 20.0 % 20.0 % 20.0 %
Tempadjust.adj 20.0 % 20.0 % 20.0 % 20.0 %
caracsouﬄ.Tempon 20.0 % 20.0 % 20.0 % 20.0 %
caracsouﬄ.Tempoff 60.0 % 60.0 % 60.0 % 60.0 %
caracsouﬄ.Qon 30.0 % 30.0 % 30.0 % 30.0 %
caracsouﬄ.Qoff 80.0 % 80.0 % 80.0 % 80.0 %
caracsouﬄ.tstart 60.0 % 60.0 % 60.0 % 60.0 %
caracsouﬄ.tend 60.0 % 60.0 % 60.0 % 60.0 %
dim_bat.long 80.0 % 80.0 % 80.0 % 80.0 %
dim_bat.larg 40.0 % 40.0 % 40.0 % 40.0 %
dim_bat.haut 40.0 % 40.0 % 40.0 % 40.0 %
Infiltration.qinf 40.0 % 40.0 % 40.0 % 40.0 %
Poweradjust.EER_GF 70.0 % 70.0 % 70.0 % 70.0 %
Poweradjust.percent_P 70.0 % 70.0 % 70.0 % 70.0 %
Poweradjust.percent_rad 40.0 % 40.0 % 40.0 % 40.0 %
dim_bat.percent_v 40.0 % 40.0 % 40.0 % 40.0 %
U.ext 70.0 % 70.0 % 70.0 % 70.0 %
U.intr 70.0 % 70.0 % 70.0 % 70.0 %
U.plaf.inert 70.0 % 70.0 % 70.0 % 70.0 %
U.plan.inert 40.0 % 40.0 % 40.0 % 40.0 %
Incertitude modele 24.5 % 29.3 % 29.3 % 29.3 %
Incertitude absolue modele 2.4 C 2.8 C 2.8 C 2.8 C
Table II.4.1 – Résultats de l’incertitude du modéle pour les 4 semaines
On peut voir que pour l’erreur supposée pour chaque paramètre d’entrée, l’erreur com-
mise sur la température de sortie est de 2,4°C soit 24,5% pour la semaine d’hiver et 2,8°C
pour les 3 autres semaines. On analyse ici l’influence de chacun des paramètres sur la sortie.
On ne prend pas en compte les influences couplées de plusieurs paramètres. On calcule
également la variance sur l’ensemble de l’échantillon (semaine). On peut observer locale-
ment (sur certaines heures) des écarts plus importants, et donc une incertitude plus grande.
Comme dans la partie I.2.2.7.2, l’incertitude obtenue est aussi calculée par rapport à la ré-
ponse "moyenne" du modèle aux paramètres d’entrées.
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II.4.2.1.2 - Erreur hypothétique autorisée sur les paramètres
Le tableau II.4.2 récapitule l’ensemble des incertitudes calculées sur chacun des para-
mètres d’entrée par rapport à une erreur déterminée pour la sortie du modèle. La valeur
d’erreur sur la sortie du modèle est paramétrée à 0,5 °C soit 5%.
Nom des variables Sem 3 Sem 23 Sem 33 Sem 43
Tempadjust.ext 12.3 % 12.8 % 13.1 % 12.5 %
Tempadjust.adj 12.6 % 12.9 % 12.9 % 12.6 %
caracsouﬄ.Tempon 25.8 % 25.6 % 25.8 % 25.9 %
caracsouﬄ.Tempoff 56.2 % 57.6 % 58.1 % 57.6 %
caracsouﬄ.Qon 19.3 % 19.4 % 19.2 % 19.4 %
caracsouﬄ.Qoff 58.1 % 57.5 % 57.2 % 58.2 %
caracsouﬄ.tstart 26.5 % 26.6 % 26.5 % 16.6 %
caracsouﬄ.tend 24.3 % 24.2 % 24.2 % 24.2 %
dim_bat.long 57.4 % 57.2 % 57.0 % 57.3 %
dim_bat.larg 19.3 % 19.3 % 19.3 % 19.3 %
dim_bat.haut 24.9 % 24.7 % 24.8 % 25.0 %
Infiltration.qinf 57.5 % 57.7 % 57.4 % 57.9 %
Poweradjust.EER_GF 28.2 % 27.9 % 27.8 % 27.7 %
Poweradjust.percent_P 57.9 % 57.8 % 57.9 % 58.2 %
Poweradjust.percent_rad 58.8 % 57.6 % 57.7 % 58.0 %
dim_bat.percent_v 57.6 % 57.9 % 57.8 % 58.3 %
U.ext 56.9 % 57.7 % 58.0 % 58.0 %
U.intr 56.9 % 57.8 % 58.1 % 57.6 %
U.plaf.inert 57.4 % 57.8 % 57.9 % 57.3 %
U.plan.inert 57.6 % 57.8 % 57.9 % 57.4 %
Table II.4.2 – Résultats de l’incertitude relative des parametres pour les 4 semaines
Les températures adjacentes, extérieure, le débit de ventilation en "on" et les dimensions
du bâtiment présentent une erreur autorisée faible. En effet, ces paramètres jouent un rôle
important dans la dynamique de la courbe de température intérieure.
Les horaires de régulation de la ventilation ont une certaine importance. La ventilation
jouant un rôle déterminant dans les constantes physiques du bâtiment, il est important d’avoir
les bonnes valeurs d’horaires de fonctionnement des équipements climatiques pour modé-
liser le comportement thermique du bâtiment.
Les données de dimensionnement du bâtiment (Longueur, largeur, hauteur) présentent
des résultats qui méritent discussions. Tout d’abord, les trois paramètres sont présentés car ils
représentent trois données d’entrée distinctes dumodèle. De ces dernières sont déterminées
une partie des variables intermédiaires (coefficients d’interaction surfaciques, volumes de
stockage de l’énergie). On pourrait cependant modifier les intrants du modèles pour n’inté-
grer que les données finales requises, à savoir les volumes et les surfaces d’interactions. Cela
permettrait d’éviter les phénomènes de co-linéarité de ces paramètres (ou compensation).
De plus, il parait étonnant que l’incertitude soit différente pour chacune des trois grandeurs.
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Cela peut s’expliquer par leur différence d’intervalle autorisé dans l’échantillonnage. Plus
l’intervalle est grand, plus l’incertitude autorisée est grande.
II.4.2.2 - Lien avec les capteurs choisis pour l’eBrain-box
Le tableau de la partie précédente présente en partie les erreurs minimums que l’on peut
admettre sur les caractéristiques techniques des capteurs embarqués dans le réseau deme-
sure. Il ne présente cependant qu’une partie des données prises en compte et n’est déter-
minée que sur l’espace de recherche obtenue via la méthode FAST.
Les autres erreurs permettent d’avoir une idée de l’erreur que l’on peut commettre sur les
hypothèses des constantes du modèle.
II.4.3 - Analyse de la sensibilité
II.4.3.1 - L’analyse Fourier Amplitude Sensitivity Terms (FAST)
a. Analyse de la variation des indices de sensibilité en fonction des saisons Ci-après
(tableau II.4.3 ) la moyenne de chaque indice de sensibilité est présentée pour chaque se-
maine (3 = hiver, 23 = printemps, 33 = été, 43 = Automne). Les coefficients affichés sont sans
dimension.
On remarque que les températures adjacentes jouent un grand rôle dans la réponse du
MTES R6C2. Le coefficient de transfert entre la masse équivalente du bâtiment et l’extérieur
est le deuxième paramètre le plus influent. Viennent ensuite les autres coefficients de transfert
thermique ainsi que le débit d’infiltration.
La température extérieure, (via son indice de sensibilité à Tempadjustext), a une faible in-
fluence. Dans le cadre d’un bâtiment sans zone adjacente (pas de zone au dessus ou en
dessous), son coefficient de sensibilité se rapprochera de Tempadjustadj.
En été, l’infiltration joue un rôle moins important qu’en hiver ou en automne. En effet, son
influence est directement liée à la température extérieure qui joue un rôle plus important
pour TN III à ces périodes.
Quelle que soit la période, les coefficients de dimension du bâtiment jouent un rôle impor-
tant. Ils sont directement liés au calcul de l’inertie thermique du bâtiment.
Le tableau II.4.3 montre que les paramètres liés aux coefficients de transferts thermiques
sont des paramètres parmi les plus sensibles, ainsi que les paramètres de dimensionnement
du bâtiment. Ces derniers sont liés à la détermination des capacités thermiques du bâtiment
comme vu dans la partie II.2.1.2 de ce volet. Il y a donc :
{
Umext, Uintr, Umplan, Umplaf, Cmintglob, Cmmglob
}
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Nombre des variables Sem 3 Sem 23 Sem 33 Sem 43
Tempadjust.ext 1.16e-04 1.09e-04 1.00e-04 1.17e-04
Tempadjust.adj 4.31e-01 6.58e-01 6.97e-01 3.94e-01
caracsouﬄ.Tempon 2.91e-03 5.10e-03 5.51e-03 2.78e-03
caracsouﬄ.Tempoff 2.62e-04 2.65e-04 2.78e-04 2.48e-04
caracsouﬄ.Qon 7.78e-05 3.63e-04 4.18e-04 7.58e-05
caracsouﬄ.Qoff 4.17e-04 1.33e-03 1.33e-03 3.85e-04
caracsouﬄ.tstart 2.45e-04 1.41e-04 1.27e-04 2.46e-04
caracsouﬄ.tend 7.53e-05 1.37e-04 1.52e-04 7.89e-05
dim_bat.long 9.53e-02 3.54e-02 3.11e-02 9.26e-02
dim_bat.larg 3.27e-03 1.25e-03 8.98e-04 3.52e-03
dim_bat.haut 5.50e-02 1.55e-02 1.13e-02 6.09e-02
Infiltration.qinf 7.62e-02 2.36e-02 1.62e-02 8.51e-02
Poweradjust.EER_GF 9.20e-05 1.83e-02 1.63e-02 2.14e-04
Poweradjust.percent_P 1.91e-03 2.40e-03 2.56e-03 1.82e-03
Poweradjust.percent_rad 1.63e-03 4.03e-04 5.84e-04 1.52e-03
dim_bat.percent_v 1.28e-04 1.43e-04 1.14e-04 1.54e-04
U.ext 1.43e-01 4.20e-02 3.07e-02 1.56e-01
U.intr 2.59e-02 1.73e-02 1.37e-02 3.10e-02
U.plaf.inert 1.74e-02 3.73e-03 2.70e-03 1.77e-02
U.plan.inert 1.57e-02 3.27e-03 2.20e-03 1.52e-02
Table II.4.3 – Résultats de tous les indices de sensibilité pour les 4 semaines
II.4.3.1.1 - Résultats sur les semaines
a. Résultats graphiques Pour chacune des figures II.4.3, II.4.4, II.4.5, II.4.6, on sépare
les résultats des indicateurs les plus influents de ceux les plus faibles.
On constate que selon les saisons, il survient des phénomènes compensatoires de sen-
sibilité entre différents indices (notamment la température adjacente et les dimensions du
bâtiment) sur l’ensemble de la semaine. Par exemple, sur la figure II.4.3, au deuxième jour,
nous pouvons remarquer que la baisse de sensibilité de la longueur du bâtiment (directe-
ment lié à l’inertie thermique du bâtiment) est compensée par la hausse des indices liés aux
coefficients de transferts thermiques et les températures des zones du dessus et du dessous.
En effet, à cette période-là, le bâtiment, en décharge thermique, est soumis à l’influence plus
forte des températures adjacentes. Si l’on observe un indice de sensibilité à/d’un paramètre
(figure II.4.2) au cours du temps, on peut remarquer qu’il n’est pas constant au cours de la
période observée. Cela s’explique, comme vu plus haut, par la variation desmodes de fonc-
tionnement du bâtiment et l’influence de cette dernière sur le rôle des différents paramètres
du MTES.
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Figure II.4.2 – Variation de l’indice Uintr selon les saisons
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a)
b)
Figure II.4.3 – Variation des indices a) prédominants et b) minimes au cours de la semaine d’hiver
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c)
d)
Figure II.4.4 – Variation des indices c) prédominants et d) minimes au cours de la semaine de
printemps
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e)
f)
Figure II.4.5 – Variation des indices e) prédominants et f) minimes au cours de la semaine d’été
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g)
h)
Figure II.4.6 – Variation des indices g) prédominants et h) minimes au cours de la semaine
d’automne
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b. Analyse de la prise en compte de toute la sensibilité On peut s’apercevoir sur la
figure II.4.7 que la somme des indices pour les 4 saisons n’est jamais égale à 1. Il y a donc une
partie des interactions entre les paramètres qui n’est pas prise en compte par la méthode.
On peut aussi s’apercevoir que les saisons qui présentent un refroidissement au groupe froid
présentent des instabilités quand le modèle est contraint sur sa température (semaines de
printemps et été). En effet, sur chaque période de charge de froid sur le système, les totaux
des indices baissent pour remonter ensuite quand le modèle n’est plus contraint. Cette ob-
servation peut amener à dire que le modèle représente mieux l’évolution libre du système
bâtiment que samarche forcée. L’identification des paramètres de conception du bâtiment
pourrait donc être effectuée sur les périodes "d’évolution libre" du bâtiment pour un meilleur
ajustement de ces derniers. Cependant, ils ne représenteraient pas le système contraint par
les équipements climatiques.
Figure II.4.7 – Analyse de la prise en compte de l’intégralité de la sensibilité du modèle en fonction
de la semaine et de la saison
II.4.4 - Conclusion intermédiaire
Onpeut déterminer les variables sur lesquelles on nepeut émettre d’hypothèsedeconstance.
Ce sont aussi les paramètres qui permettraient une convergence des méthodes d’optimisa-
tion. En effet, un paramètre peu sensible empêche cette convergence car la solution ne se
stabilise pas autour d’un optimum. Ou alors, la plage de solutions est très grande et ne per-
met pas de conclure sur un calage du modèle précis. On analysera dans la partie suivante
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si les paramètres à optimiser sont des paramètres à forte sensibilité grâce à l’étude menée
précédemment.
On constate aussi que l’analyse de sensibilité n’est pas complète (somme des indices in-
férieure à 1), il faudrait améliorer l’analyse avec une autre méthode telle que l’analyse de
la variance selon la méthode du tirage quasi-Monte Carlo, ou encore répartir l’analyse de
sensibilité entre les périodes de marche forcée et d’évolution libre du système.
Après avoir déterminé le modèle et avoir étudié la sensibilité à ses différents paramètres
d’entrée, nous allonsmaintenant utiliser cepremier en l’inversant pour calibrer ses paramètres
de conception représentant au mieux le bâtiment analysé sur le terrain.
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Chapitre III
Identification des paramètres physiques
et consommation optimale du bâtiment

PARTIE III.1. IDENTIFICATION DES PARAMÈTRES DE CONCEPTION DU BÂTIMENT
Partie III.1
Identification des paramètres de concep-
tion du bâtiment
III.1.1 - Avant-propos
Les deux parties précédentes (partie A sur le réseau de mesure et partie II sur les MTES) ont
permis :
- D’identifier le pré-traitement des données du réseau de mesure et leur utilisation dans
le MTES,
- L’élaboration du MTES analytique R6C2, ainsi que sa numérisation,
- La validation de l’utilisation du MTES, grâce à l’analyse de ses résultats ainsi que sa sen-
sibilité et incertitude.
Cette partie traite de l’inversion duMTES R6C2 pour calibrer ses paramètres d’entrée. En ef-
fet, l’objectif ici est d’obtenir les différents paramètres physiques décrivant le bâtiment grâce
à ses données de performance (température intérieure et consommations énergétiques).
Ces paramètres sont également les paramètres d’entrée du MTES. Ils représentent alors ce
qui est observé sur le "terrain" et permettent de s’affranchir d’hypothèses à émettre sur leur
valeur. Cela facilite aussi le travail de l’expert chargé de dimensionner le bâtiment à étudier
et notamment de déterminer ses caractéristiques d’enveloppe. Dans le cadre d’une étude
standard, l’ingénieur en charge le modélise selon son expérience et les tables de matériaux
à disposition dans ses logiciels de simulation. Il doit ensuite tâtonner pour trouver le bon di-
mensionnement de ces paramètres afin d’obtenir un bâtiment modélisé qui se rapproche
au mieux de la réalité qu’il analyse. Cette inversion permet d’obtenir plus rapidement ces
paramètres.
Une fois ces paramètres obtenus, l’intégralité des données d’entrée (terrain et in silico)
peuvent être injectées dans le MTES et être ensuite utilisées pour déterminer la puissance
introduite dans le système et ainsi sa consommation optimale associée. Ce sujet est abordé
dans la section suivante (partie III.2, Détermination de la puissance optimale).
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III.1.2 - Définition du problème à résoudre
A partir de l’expression de la température de la zone considérée vu dans la partie II.3.4.1.3
(détermination du modèle R6C2), et en se basant donc sur l’équation II.3.20 :
Tint =
τintτm
τint + vp1.τint.τm + λintintrτm
.
(
(Ct0)1.e(vp1.t) +
(∫ t
t0
fp1 (t).e−vp1t.dt
)
.evp1t
)
+ τintτm
τm + vp2.τint.τm + λmintrτint
.
(
(Ct0)2e(vp2.t) +
(∫ t
t0
fp2 (t).e−vp2t.dt
)
.evp2t
)
,
(III.1.1)
On obtient un jeu de Données de températures MODélisées (Dmod, données modélisées
via le MTES R6C2) que l’on peut comparer aux Données MESurées (Dmes).
Réduire (ou minimiser) l’écart entre ces deux jeux de données permettra d’identifier les
paramètres physiques du bâtiment modélisé correspondant à ce qui est observé. Pour cela,
il est nécessaire de définir ces différents types de paramètres.
Pour rappel, on considère que l’utilisation du modèle est viable si la fonction de Tint est
différentiable sur l’ensemble de l’échantillon analysé (de son ensemble de définition).
On peut aussi, pour compléter la lecture de l’expression précédente, réécrire la fonction
telle que :
Tint → Fmod(Cpt, Fct, App, CtePhy) (III.1.2)
avec :
Cpt : Variables de Conception
Fct : Variables de Fonctionnement
App : Apports au système bâtiment (Puissance, Température)
CtePhy : Constante physique du modèle (ex : capacité calorifique du béton)
Les variables de conception à optimiser sont les suivantes :
Cpt =
{
Uintr, Umext, Umplaf, Umplan, Cmint(glob), Cmm(glob)
}
(III.1.3)
Tint est alors considérée ici comme une variable de performance du modèle.
III.1.3 - Méthode
III.1.3.1 - Paramètres à optimiser
Ce sont les variables utilisées dans le modèle qui vont être optimisées pour obtenir les pa-
ramètres physiques du bâtiment correspondant à ce qui est observé sur le terrain.
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• Uintr : Coefficient de transfert thermique entre l’air intérieur et la masse du bâtiment
(W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10]
• Uext : Coefficient de transfert thermique entre l’air extérieur et lamasse dubâtiment dans
laquelle est stockée la chaleur (W.m-2.K-1) ∈ Q+. On précise qu’il s’agit de l’ensemble
des éléments de masse en contact avec l’extérieur, autrement dit tous les composants
de la façade du bâtiment (Murs, vitrages, ponts thermiques) Les valeurs sont comprises
dans :
]
0, 10
]
• Uinertplaf : Coefficient de transfert thermique entre la masse de la zone et la température
de la zone au-dessus (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10]
• Uinertplan : Coefficient de transfert thermique entre la masse de la zone et la température
de la zone au-dessous (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10]
• Cmmglob : Capacité calorifique de la masse m du bâtiment (J.K-1) soit sa capacité calo-
rifique globale ∈ Q+. Les valeurs sont comprises dans :
[
105, 109
]
• Cmintglob : Capacité calorifique de l’air de la zone int du bâtiment (J.K-1) soit sa capacité
calorifique globale ∈ Q+. Les valeurs sont comprises dans :
[
104, 108
]
III.1.3.2 - Définition de l’identification de paramètres d’entrée d’un mo-
dèle
Nous avons vu dans la partie I.2.3 du volet Contexte et Bibliographie la description d’un
problème d’optimisation, mono ou multi-critères, locale ou globale, mono ou multi-objectifs.
On note usuellement un problème d’optimisation :

f∗ = min
x
f(xi)
h(xi) = 0
g(xi) ≤ 0
(xi)inf 6 xi 6 (xi)sup
avec :
f : la fonction objectif
x = x1, x2, ..., xn : les variables
P : l’espace de recherche des solutions
(xi)inf et (xi)sup délimitent le domaine de variation de xi
g et h : des fonctions représentant les contraintes (égalité et inégalité) du problème
Onpassepar uneméthoded’optimisation considéréeglobale,multi-critère etmono-objectif
pour identifier le vecteur ~x des variables d’entrée du MTES.
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III.1.3.3 - Algorithmes de parcours de l’espace de recherche
III.1.3.3.1 - Méthode "Trust Region"
Comme vu dans la section I.2.3.3 de la partie Bibliographie et Objectifs, le Trust Region est
un algorithme d’optimisation différentiable destiné à minimiser une fonction réelle définie sur
un espace euclidien ou, plus généralement, sur un espace hilbertien (espace vectoriel de
dimension quelconque).
La conception des algorithmes à régions de confiance est cependant plus compliquée
que celle des algorithmes à directions de descente, ce qui limite parfois leur application
(par exemple aux grands problèmes de moindres-carrés sans possibilité de calcul de la ja-
cobienne des résidus). Dans notre étude, le calcul du jacobien n’est pas possible de ma-
nière simple (équation de résolution obtenue avec des intégrales à calculer), il n’est donc
pas possible d’orienter l’algorithme vers une solution optimum de manière efficace. En effet,
le jacobien, obtenu du calcul des dérivées partielles du modèle, permet, selon ses valeurs
d’orienter la descente plus rapidement. Il n’a pas été utilisé.
III.1.3.3.2 - Méthode Levenberg Marquardt Least Square
Une autre méthode locale a été appliquée dans notre étude de calibration du modèle
implémenté sous Matlab. Elle est basée sur la méthode Levenberg - Marquardt (Marquardt
[1963], Documentation Optimization ToolBox, Moré [1978]). Son explication est détaillée dans
la section I.2.3.3 du chapitre Bibliographie et Objectifs.
III.1.4 - Définition des fonctions objectifs
III.1.4.1 - Minimisation du MSE
La fonction objectif définie dans l’équation III.1.4, pour déterminer le jeu de paramètres
optimum, représente l’analyse de l’écart quadratique (norme) entre les températures modé-
lisée et mesurée (par le eBrain-In NetWork) sur l’ensemble de l’échantillonnage.
Fobj =|| Dmod (i) − Dmes (i) ||22=
∑
i
(
Dmod − Dmes
)2 (III.1.4)
Pour rappel, l’indice 1 || X ||indice2indice1 indiquedans quel espaceoncalcule la fonction objectif.
Ici, on a un espace 2 car Dmod et Dmes sont considérés comme variables.
Le jeu de variables à obtenir via l’optimisation, Cptopt, s’écrit sous la forme de :
min Fobj(x) = min
∑
i
(
f(Cpt, xdatai)− ydatai
)2 = min∑
i
(
Dmod(Cpt, xdatai)− Dmes (i)
)2
(III.1.5)
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avec :
xdata = {Fct, App, CtePhy}
i : nombre d’échantillons utilisés dans la méthode d’optimisation
III.1.4.2 - Minimisation du R2
De même que dans le paragraphe précédent , la minimisation du R2 s’écrit :
Fobj = 1− R2 = 1−

N∑
i=1
(Dmes − D¯mes)(Dmod − D¯mod)
[ N∑
i=1
(Dmes − D¯mes)2
]0.5
.
[ N∑
i=1
(Dmod − D¯mod)2
]0.5

2
(III.1.6)
Le jeu de variables à obtenir via l’optimisation, Cptopt, s’écrit sous la forme de :
min Fobj(x) = min
(
1− R2
)
= min

1−

N∑
i=1
(Dmes (i) − D¯mes)(Dmod(Cpt, xdatai)− D¯mod)
[ N∑
i=1
(Dmes (i) − D¯mes)2
]0.5
.
[ N∑
i=1
(Dmod(Cpt, xdatai)− D¯mod)2
]0.5

2
(III.1.7)
III.1.4.3 - Minimisation du coefficient d’efficacité
De même que dans le premier paragraphe, la minimisation du E s’écrit :
Fobj = −E = −1 +
N∑
i=1
(Dmes (i) − Dmod(Cpt, xdatai))2
N∑
i=1
(Dmes (i) − D¯mes)2
(III.1.8)
Le jeu de variables à obtenir via l’optimisation, Cptopt, s’écrit sous la forme de :
min Fobj(x) = min
(−E) = min
−1 +
N∑
i=1
(Dmes (i) − Dmod(Cpt, xdatai))2
N∑
i=1
(Dmes (i) − D¯mes)2
 (III.1.9)
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III.1.4.4 - Minimisation de l’index d’agrément
De même que dans le premier paragraphe, la minimisation du d s’écrit :
Fobj = 1−d = 1−
N∑
i=1
(Dmes (i) − Dmod(Cpt, xdatai))2
N∑
i=1
(| Dmod(Cpt, xdatai)− D¯mes | + | Dmes (i) − D¯mes |)2
= 1−N.MSEPE (III.1.10)
Le jeu de variables à obtenir via l’optimisation, Cptopt, s’écrit sous la forme de :
min Fobj(x) = min
(
1− d) = min
1−
N∑
i=1
(Dmes (i) − Dmod(Cpt, xdatai))2
N∑
i=1
(| Dmod(Cpt, xdatai)− D¯mes | + | Dmes (i) − D¯mes |)2

= min
(
N.MSEPE
)
(III.1.11)
Les valeurs à atteindre pour chacun des indicateurs est explicitée dans la section I.2.3.4 de
la partie Bibliographie et Objectifs. Pour rappel :
- Le MSE doit être le plus proche de 0,
- Le RSQ doit être le plus proche de 1,
- L’indice d’agrément doit être le plus proche de 1,
- Le coefficient d’efficacité doit être le plus proche de 1.
III.1.4.5 - Définition des domaines de valeurs pour les paramètres
Chaque variable de conception (Cpt) est encadrée par rapport à sa réalité physique.
Son encadrement est supposé large pour pouvoir prendre en compte des cas extrêmes de
données d’entrée d’un bâtiment (absence d’isolation ou nouveaux produits/techniques iso-
lant.e.s, plancher abîmé, etc.). Comme vu dans la section III.2.3.2 de la partieMTES, les limites
inférieures (lower bound, lb(Cpt)) et supérieures (upper bound, ub(Cpt)) sont définies comme
suit :
lb(Cpt) =
{
min(Uintr), min(Umext), min(Umplaf), min(Umplan), min(Cmint(glob)), min(Cmm(glob))
}
lb(Cpt) =
{
0.1, 0.1, 0.1, 0.1, 104, 105
}
(III.1.12)
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ub(Cpt) = max(Uintr), max(Umext), max(Umplaf), max(Umplan), max(Cmint(glob)), max(Cmm(glob))
}
ub(Cpt) =
{
7, 7, 7, 7, 108, 109
}
(III.1.13)
III.1.4.6 - Méthodes complètes de l’identification
III.1.4.6.1 - Méthode Trust Region Reflective Least Square
L’optimisation de la fonction objectif pour identifier les variables :
X = {X1, X2, X3, ..., Xn}
sera effectuée dans cette partie à l’aide du logiciel MatLab™. On utilise la méthode
lsqcurvefit( fun, x0, xdata, ydata, lb, ub ). La routine est supposée résoudre le problème "d’ajus-
tement" de fonctions non-linéaires par la méthode des moindres carrés.
L’équation de résolution de ce problème pour obtenir Xopt est présentée dans l’expression
suivante :
min
∑
i
(
F(X, xdatai)− ydatai
)2 = min∑
i
(
Dmod(X, xdatai)− Dmes(i)
)2 (III.1.14)
avec :
xdatai : Données d’entréedumodèle, considérées aussi commedes paramètres decontraintes,
ou les constantes du modèle,
ydatai : Données observées ou mesurées,
x0 : Jeu de paramètres physiques pour les données d’entrée issues de X de base (estima-
tion initiale) pour trouver la valeur optimale du vecteur et ajuster la fonction non linéaire à la
donnée "ydata".
Les "lower bound" et "upper bound" sont les contraintes sélectionnées pour limiter l’espace
de recherche de solutions.
Cet algorithme est basé sur la méthode "Large Scale Trust-Region reflective Newton" qui
est une combinaison de la méthode de descente du gradient et de la méthode de Gauss-
Newton. Le processus d’optimisation est suspendu sur la base des critères d’arrêt.
— Le critère de valeur de variation de la fonction objectif : on considère la valeur absolue
du changement de fonction objectif obtenue entre deux itérations successives. Cette
valeur doit être inférieure à la valeur de la tolérance spécifiée par l’utilisateur III.1.15 :
| (Tint(X, xdatai)− Tint(X, xdatai+1)) | < TolFun (III.1.15)
— Le critère de valeur du coefficient d’optimisation : en considérant la valeur absolue du
changement de ce coefficient obtenu entre deux itérations successives. Cette valeur
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doit être inférieure à la valeur de la tolérance spécifiée par l’utilisateur (cf. équation
III.1.16) :
|Xi − Xi+1| < TolX (III.1.16)
où les TolFun et les TolX sont respectivement la tolérance de la fonction d’erreur et la
tolérance du coefficient d’optimisation.
— Le critère sur le nombre d’itérations maximal : MatLab™ définit la limite supérieure sur
le nombre d’itérations MaxIter (spécifiée par l’utilisateur).
— Le critère sur le nombre de fonctions d’évaluation MaxFunEvals. Ce paramètre pré-
cise le nombre maximal d’évaluations de la vraisemblance de la solution trouvée à
chaque itération pour s’orienter vers la solution suivante (région de confiance). Dans
l’algorithme, elle est comptabilisée en plus du MaxIter.
III.1.5 - Analyse des résultats
III.1.5.1 - Robustesse de la méthode de minimisation
III.1.5.1.1 - Méthode Trust region reflective Newton
On essaie ici de montrer que la méthode d’optimisation est compatible avec le modèle
utilisé. Pour cela, on rappelle le jeu de données de base à optimiser :
Cpt =
{
Uintr, Umext, Umplaf, Umplan, Cmint(glob), Cmm(glob)
}
(III.1.17)
La méthode d’optimisation est lancée afin de récupérer la sortie de température Dmodint .
Cette dernière est ensuite réutilisée avec le jeu de données précédent par la méthode d’op-
timisation afin de voir si elle retrouve d’elle-même le jeu de données initial. Est ensuite testé un
jeu de données différent (déterminé de manière aléatoire) afin d’observer le même résultat
supposé. (L’algorithme est disponible sur le script Script_Maitre_Inversion_Alpha_Robust)
Jeu de paramètres physiques de base équivalent pour les données d’entrées issues d’IES
VE (modèle de référence) On peut constater dans le tableau du nombre d’itérations (cf.
tableau III.1.2) pour chaque modèle que l’indicateur du R2 (RSQ) a pris beaucoup de temps
de calcul. Cet indicateur, en tant que fonction objectif, peut donc poser problème dans le
temps de calcul de la méthode complète ainsi que sa véracité.
148
PARTIE III.1. IDENTIFICATION DES PARAMÈTRES DE CONCEPTION DU BÂTIMENT
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III R MSE RSQ AgreeIndex EffCoef SI
Score – 0.0 0.0 1.0 0.9 sans dim
U.intr 1.0 1.0 0.5 1.1 1.6 W.m−2.K−1
U.ext 4.1 4.1 4.1 3.9 3.1 W.m−2.K−1
U.plaf.inert 1.0 1.0 1.2 1.3 2.1 W.m−2.K−1
U.plan.inert 1.0 1.0 1.2 1.3 2.1 W.m−2.K−1
Log10(Cm(glob).int.total) 6.2 6.2 5.8 6.2 6.0 J.K−1
Log10(Cm(glob).inert.total) 8.1 8.1 7.7 8.1 8.6 J.K−1
Table III.1.1 – Comparatif des résultats de paramètres des méthodes d’identification pour (semaine
Hiver)
Table III.1.2 – Nombre d’itération de la méthode de robustesse pour chacun des indices de
corrélation
Méthode MSE Methode RSQ Méthode AgreeIndex Méthode EffCoef
1 16 4 2
45 sec 720 sec 180 sec 90 sec
On peut constater sur le tableau III.1.1 que la méthode d’optimisation, à l’exception du
RSQ, choisie avec ce modèle, permet de retrouver les paramètres physiques attendus.
III.1.5.2 - Résultats de l’identification des paramètres
III.1.5.2.1 - Résultats sur les données in silico et terrain
Les résultats présentés ici sont ceux de l’optimisation sur les données in silico obtenues via
l’utilisation du modèle dimensionné sur IESVE (Logiciel de simulation thermique dynamique)
(voir partie II.3.6.1) et considéré commemodèle de référencepour tester et valider lemodèle.
La méthode est ensuite testée sur les données mesurées sur site expérimental.
a. Présentation des résultats sur chaque méthode L’optimisation de la fonction ob-
jectif pour identifier les variables (équation III.1.18) a été effectuée, comme vu plus haut, dans
cette partie à l’aide du logiciel MatLab™.
On utilise la méthode lsqcurvefit(fun,x0,xdata,ydata,lb,ub). La routine est supposée ré-
soudre le problème "d’ajustement" de fonctions non-linéaires par la méthode des moindres
carrés.
Cptopt =
{
Uintr, Umext, Umplaf, Umplan, Cmint(glob), Cmm(glob)
}
(III.1.18)
La trame des données est présentée sur le tableau III.1.3.
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Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III Ref MSE RSQ AgreeIndex EffCoef SI
Score – – – – – –
U.intr – – – – – W.m−2.K−1
U.ext – – – – – W.m−2.K−1
U.plaf.inert – – – – – W.m−2.K−1
U.plan.inert – – – – – W.m−2.K−1
Log10(Cm(glob).int.total) – – – – – J.K−1
Log10(Cm(glob).inert.total) – – – – – J.K−1
Table III.1.3 – Trame de résultats pour les différentes semaines optimisées
Tirées de la minimisation des fonctions objectifs III.1.4, III.1.6, III.1.10 et III.1.8, elles se basent
sur la variation du jeu de variables de conception vue dans l’équation III.1.18.
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b. Résultats numériques et graphiques Hiver Les résultats numériques du modèle
pour certaines variables importantes du modèle (tableau III.1.9 et figure III.1.1) :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III Ref MSE RSQ AgreeIndex EffCoef SI
Score – 116.2 1.0 1.0 0.9 sans dim
U.intr 1.0 1.4 0.8 1.1 1.6 W.m−2.K−1
U.ext 4.1 3.6 4.1 3.9 3.1 W.m−2.K−1
U.plaf.inert 1.0 4.5 1.3 1.3 2.1 W.m−2.K−1
U.plan.inert 1.0 4.6 1.3 1.3 2.1 W.m−2.K−1
Log10(Cm(glob).int.total) 6.2 6.4 5.7 6.2 6.0 J.K−1
Log10(Cm(glob).inert.total) 8.1 8.6 7.3 8.2 8.6 J.K−1
Table III.1.4 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Hiver)
Figure III.1.1 – Comparatif des résultats de paramètres des méthodes d’identification (semaine
d’Hiver) - Données in silico
La température obtenue sur la figure III.1.1 après optimisation via la coefficient MSE se rap-
proche fortement de la température mesurée. L’ordre de grandeur des températures est res-
pecté. Cependant, le résultat obtenu via le RSQ montre une décharge bien plus importante
que les autres mais aussi un meilleur respect du comportement du bâtiment hors consigne
d’occupation. L’optimisation se base autant sur la partie marche forcée du système que sur
son évolution libre. La première est mieux respectée au détriment de la dernière. Le fonction-
nement du bâtiment resterait à approfondir grâce à une restriction de la taille de l’échan-
tillon (en prenant les 120 premières heures par exemple, correspondant aux jours ouvrés avec
changement de mode).
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c. Résultats numériques Printemps Les résultats numériques du modèle pour cer-
taines variables importantes du modèle (tableau III.1.10 et figure III.1.2) :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III Ref MSE RSQ AgreeIndex EffCoef SI
Score – 901.9 0.5 1.0 0.5 sans dim
U.intr 1.0 1.1 1.0 1.0 2.1 W.m−2.K−1
U.ext 4.1 4.0 4.1 4.1 3.0 W.m−2.K−1
U.plaf.inert 1.0 1.0 1.0 1.0 1.6 W.m−2.K−1
U.plan.inert 1.0 1.0 1.0 1.0 1.6 W.m−2.K−1
Log10(Cm(glob).int.total) 6.2 6.2 6.2 6.2 5.8 J.K−1
Log10(Cm(glob).inert.total) 8.1 8.1 8.1 8.1 8.1 J.K−1
Table III.1.5 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Printemps)
Figure III.1.2 – Comparatif des résultats de paramètres des méthodes d’identification (semaine du
Printemps) - Données in silico
La prise en compte du refroidissement dans leMTES est différente par rapport à la tempéra-
ture intérieure obtenue via la modélisation IESVE. L’inertie thermique est aussi plus importante
pour le MTES. Le comportement des deuxmodèles étant différents suivant ces deux critères, il
est difficile pour la procédure d’optimisation de trouver un meilleur optimum que le paramé-
trage initial (voir tableau III.1.10). La méthode RSQ reste également figée sur ce paramétrage
de base, indiquant que la dynamique de la courbe de température n’est pas non plus op-
timisable.
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d. Résultats numériques et graphiques Été Les résultats numériques dumodèle pour
certaines variables importantes du modèle (tableau III.1.6 et figure III.1.3) :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III Ref MSE RSQ AgreeIndex EffCoef SI
Score – 662.6 0.3 1.0 0.0 sans dim
U.intr 1.0 3.0 1.2 1.0 4.2 W.m−2.K−1
U.ext 4.1 3.1 4.1 4.1 1.3 W.m−2.K−1
U.plaf.inert 1.0 5.4 0.9 1.0 3.6 W.m−2.K−1
U.plan.inert 1.0 5.8 0.9 1.0 3.6 W.m−2.K−1
Log10(Cm(glob).int.total) 6.2 6.2 6.3 6.2 6.2 J.K−1
Log10(Cm(glob).inert.total) 8.1 8.3 6.7 8.1 7.6 J.K−1
Table III.1.6 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Et
Figure III.1.3 – Comparatif des résultats de paramètres des méthodes d’identification (semaine d’Été)
- Données in silico
Comparée à celle du Printemps, la méthode RSQ (figure III.1.3) donne des températures
au dessus de celles mesurées. Elle possède une amplitude trop importante. Les autres tem-
pératures correspondent quasiment à celle mesurée. Cependant, la différence de compor-
tement entre le MTES et le modèle d’IESVE ne permet pas de conclure que la méthode est
fiable dans son utilisation pour les semaines de printemps et d’été.
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e. Résultats numériques et graphiques Automne Les résultats numériques du mo-
dèle pour certaines variables importantes du modèle (tableau III.1.8 et figure III.1.4) :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III Ref MSE RSQ AgreeIndex EffCoef SI
Score – 310.8 1.0 1.0 0.8 sans dim
U.intr 1.0 0.9 2.0 1.4 1.5 W.m−2.K−1
U.ext 4.1 3.6 4.1 3.2 3.1 W.m−2.K−1
U.plaf.inert 1.0 2.1 1.2 2.0 1.9 W.m−2.K−1
U.plan.inert 1.0 2.1 1.1 2.0 1.9 W.m−2.K−1
Log10(Cm(glob).int.total) 6.2 6.3 5.9 6.0 6.0 J.K−1
Log10(Cm(glob).inert.total) 8.1 8.4 6.9 8.4 8.9 J.K−1
Table III.1.7 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Automne)
Figure III.1.4 – Comparatif des résultats de paramètres des méthodes d’identification (semaine
d’Automne) - Données in silico
On remarque ici que la calibration des paramètres réagit convenablement par rapport à
l’initial et ce qui doit être atteint. En effet, les 3 courbes obtenues (excepté le RSQ) se rap-
prochent plus de la température mesurée que de la température obtenue via le jeu de don-
nées initial. On constate également que c’est l’indicateur MSE et le coefficient d’efficacité
qui décrivent le mieux les deux modes du bâtiment (évolution libre et marche contrainte par
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les équipements climatiques).
III.1.5.2.2 - Résultats initiaux sur chaque méthode pour TN III
a. Résultats numériques Automne Les résultats numériques du modèle pour cer-
taines variables importantes du modèle :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III MSE RSQ AgreeIndex EffCoef SI
Score – 57.9 0.9 1.0 0.4 sans dim
U.intr 1.0 2.0 1.7 1.0 4.0 W.m−2.K−1
U.ext 4.2 5.1 4.6 4.2 4.3 W.m−2.K−1
U.plaf.inert 1.0 6.0 0.1 1.0 2.6 W.m−2.K−1
U.plan.inert 1.0 6.0 0.9 1.0 2.5 W.m−2.K−1
Log10(Cm(glob).int.total) 6.3 6.3 6.6 6.3 6.4 J.K−1
Log10(Cm(glob).inert.total) 8.2 8.3 7.6 8.2 8.7 J.K−1
Table III.1.8 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Automne)
b. Résultats numériques Hiver Les résultats numériques du modèle pour certaines
variables importantes du modèle :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III MSE RSQ AgreeIndex EffCoef SI
Score – 31.5 0.2 1.0 -9.2 sans dim
U.intr 1.0 1.1 1.6 1.0 4.4 W.m−2.K−1
U.ext 4.2 4.0 4.6 4.2 4.0 W.m−2.K−1
U.plaf.inert 1.0 1.3 0.7 1.0 5.7 W.m−2.K−1
U.plan.inert 1.0 1.4 1.0 1.0 5.3 W.m−2.K−1
Log10(Cm(glob).int.total) 6.3 6.4 7.5 6.3 7.4 J.K−1
Log10(Cm(glob).inert.total) 8.2 8.1 7.8 8.2 7.9 J.K−1
Table III.1.9 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Hiver)
c. Résultats numériques Printemps Les résultats numériques du modèle pour cer-
taines variables importantes du modèle :
155
III.1.5. ANALYSE DES RÉSULTATS
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III MSE RSQ AgreeIndex EffCoef SI
Score – 242.5 0.3 1.0 -0.6 sans dim
U.intr 1.0 1.9 1.2 1.1 4.2 W.m−2.K−1
U.ext 4.2 1.2 4.4 4.2 1.3 W.m−2.K−1
U.plaf.inert 1.0 6.0 1.0 1.0 3.2 W.m−2.K−1
U.plan.inert 1.0 6.0 1.3 1.0 3.9 W.m−2.K−1
Log10(Cm(glob).int.total) 6.3 6.1 7.0 6.2 6.1 J.K−1
Log10(Cm(glob).inert.total) 8.2 8.2 7.3 8.2 9.4 J.K−1
Table III.1.10 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Printemps)
d. Résultats numériques Eté Les résultats numériques du modèle pour certaines va-
riables importantes du modèle :
Variables Jeu initial Meth Meth Meth Meth Unités
Cpt TN III MSE RSQ AgreeIndex EffCoef SI
Score – 887.2 0.7 1.0 -3.8 sans dim
U.intr 1.0 5.9 4.3 2.5 5.5 W.m−2.K−1
U.ext 4.2 0.1 4.9 3.9 0.3 W.m−2.K−1
U.plaf.inert 1.0 6.0 0.3 1.5 3.3 W.m−2.K−1
U.plan.inert 1.0 6.0 0.1 1.4 2.9 W.m−2.K−1
Log10(Cm(glob).int.total) 6.3 6.5 6.5 6.2 6.0 J.K−1
Log10(Cm(glob).inert.total) 8.2 10.0 8.4 8.6 9.9 J.K−1
Table III.1.11 – Comparatif des résultats de paramètres des méthodes d’identification pour 2015
(semaine Et
III.1.5.3 - Choix de l’indice de corrélation
Compte tenu des résultats de la robustesse du modèle, nous exclurons le coefficient RSQ
et l’AgreeIndex des coefficients de corrélation.
Comme vu dans l’explication de la partie I.2.3.4 du volet Contexte et bibliographie duma-
nuscrit, l’indicateur MSE peut présenter un risque de moyenne de l’échantillon de tempéra-
tures, atténuant les valeurs de capacités thermiques et de constante de temps du bâtiment.
Cependant, il affiche de meilleurs résultats que tous les autres indicateurs de corrélation.
On constate sur la figure III.1.4 que le coefficient d’efficacité permet un meilleur rendu de
la température que le MSE.
Les différents résultats observés indiquent :
- Que les résultats obtenus via le MSE seront utilisés quand le score de l’indicateur est
inférieur à 150 (soit une erreur de 1 degré en moyenne pendant 150 h soit environ une
semaine).
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- Que les résultats obtenus par le coefficient d’efficacité seront utilisés quand le score de
l’indicateur est supérieur ou égal à 0,5. S’il est inférieur, alors nous utiliserons le score du
MSE s’il respecte les conditions mentionnées précédemment
Une fois la calibration (ou l’identification) des paramètres déterminée, les données d’en-
trée terrain et in silicopeuvent être soumises à l’optimisation permettant decalculer la consom-
mation optimale.
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Partie III.2
Détermination de la puissance optimale
III.2.1 - Avant-propos
On rappelle le croquis du bâtiment modélisé dans la figure III.2.1.
Figure III.2.1 – Croquis du modèle thermique du bâtiment
Cette partie décrit la détermination de la consommation optimale du bâtiment étudié se-
lon ses données in silico et de terrain. Elle présentera tout d’abord la problématique associée
à cetteméthode d’optimisation, puis la fonction objectif, laméthode utilisée pour déterminer
cette consommation et enfin les résultats.
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III.2.2 - Définition duproblèmeà résoudre et fonc-
tion objectif associée
III.2.2.1 - Commande optimale
La commande optimale a été définie dans la partie I.2.3.5 du volet Contexte et Bibliogra-
phie ; Nous en rappelons ici juste la formulation du problème :

copt = arg minc∈C J(t, c)
x˙ = f′(t, x(t), c(t)), x(t = 0) = x0 c ∈ C, t ∈ [t0, tf]
J(t, c) =
∫ tf
t=t0
g(t, xc(t), c(t))dit + h(tf, xc(tf)) c ∈ C
φi(c, xc) ≤ 0 c ∈ C
(III.2.1)
Nous cherchons à trouver une loi de commande c appartenant à l’espace des com-
mandes admissibles C (toutes les commandes pour lesquelles la trajectoire x(t) est définie
sur l’horizon de prédiction [t0, tf]), minimisant une fonction de coût j associée, respectant les
fonctions de contraintes φi.
III.2.2.2 - Rappel du modèle
En repartant de l’équation du bilan thermique des zones (équation II.3.11) :
 T˙int
T˙m
 = A.
 Tint
Tm
 + B.U (III.2.2)
Nous baserons l’étude de la détermination de la commande optimale sur le système :

T˙ = A.T + B.U
T0 = Dmod(0)
(III.2.3)
Nous définirons :
A, la matrice d’état du système :
A =

− 1
τint
Λintintr
τint
Λmintr
τm
− 1
τm
 (III.2.4)
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B, la matrice de commande du système :
B =

Λintext
τint
0 0 Λ
int
s
τint
1− αrad
τint.Uintg
0 1
τint.Uintg
Λmext
τm
Λmplaf
τm
Λmplan
τm
0 αrad
τm.Umg
1
τm.Umg
0
 (III.2.5)
Cettematrice résume la présence d’un apport du vecteur U et son type/atténuation (radiatif
ou convectif) sur les deux températures considérées dans l’équation III.2.2, Tint et Tm.
U, le vecteur d’apport au système, comprend les apports dus aux équipements clima-
tiques du bâtiments et l’environnement extérieur.
U =

Text
Tplaf
Tplan
Ts
Papp
Pmirr
Pch−fr

(III.2.6)
Nous introduirons un nouveau terme d’apport brut Pch−fr de chaleur (ou de froid) corres-
pondant à la réponse de la commande optimale à déterminer. On l’applique à la tempé-
rature de la zone directement, cet apport étant considéré habituellement comme l’apport
d’un équipement climatique modifiant la température de l’air de la zone (convecteur élec-
trique, CTA, ventilo-convecteur). Nous pourrons par la suite, en fonction des équipements
présents dans le bâtiment, considérer qu’une partie de l’énergie introduite affecte la tem-
pérature de la masse de la zone (comme les panneaux rayonnants par exemple).
III.2.2.3 - Problème à résoudre et fonction objectif associée
Dans notre méthode, nous noterons les contraintes de notre problème C. Les contraintes
notées avec≤ C sont appelées contraintes inégalités (les variables doivent être situées sous
ces valeurs), les notées = sont appelées contraintes égalités. La démarche consiste à trouver
un vecteur U permettant de résoudre le problème quadratique (‖X‖2) sur l’espace temporel
(‖X‖t) suivant :
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
J(Uopt) = min J(U)
J = ‖Dmod(U)− Tcons‖2t + ‖U− U0‖2t
Ci(Dmod(U)) ≤ 0, Cj(U) ≤ 0
(III.2.7)
Dans ce problème III.2.7, la fonction coût J est à minimiser, en respectant les fonctions de
contraintes Ci,j portant respectivement sur la réponse du modèle et les entrées du modèle
(puissances).
Dmod est la réponse du modèle par rapport aux entrées U. Tcons est considérée comme la
température de consigne à respecter dans le problème d’optimisation.
Dans notre cas, nous pouvons simplifier l’écriture du problème de la manière suivante :

J(Uopt) = min J(U)
U = Pch−fr
JT =
∫ tf
t0
Occ(t).(Dmod(U)− Tcons)2.dt
JP =
∫ tf
t0
(Pch−fr)2.dt
J(U) = a.JT + b.JP
0 ≤ Pch−fr ≤ Pmaxch−fr
(III.2.8)
Le problème se résout sur l’intervalle temporel : [t0; tf]
JT : Coût quadratique du respect de la température de consigne Tcons par le résultat Dmod
obtenu par le modèle sur l’intervalle temporel.
Occ(t) : Correspond au vecteur d’occupation du bâtiment. Il prend la valeur 1 quand des
personnes sont présentes et 0 en cas d’absence. Il ne prend aucune autre valeur car il est
considéré comme la "nécessité" de respecter la température de consigne si au moins un
occupant est présent dans la zone.
JP : Coût quadratique de la consommation de l’équipement climatique sur l’intervalle
temporel.
Pmaxch−fr : Nous introduisons ici Pmaxch−fr, la puissance maximum fournie par l’équipement clima-
tique. La plupart des équipements rencontrés étant plus du type On/Off que "thermostaté",
la contrainte pourra être remplacée de cette façon : 0 ≤ Pch−fr ≤ Pmaxch−fr  Pch−fr = Pmaxch−fr
puisqu’il n’y a pas de possibilité de faire varier P d’une autre manière qu’une fonction cré-
neau.
a et b : Nous introduisons les critères a et b (scalaires positifs ou nuls), critères de pondération
pour le respect de la température de consigne atteinte et la quantité d’énergie consommée
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respectivement. Ils permettent de doser l’importance que l’on accorde à chacune des deux
conditions. Cette considération permet aussi de résoudre un problème multi-objectifs en ré-
solvant un problèmemono-objectif. La résolution d’un problèmemulti-objectif consisterait en
la résolution conjointe mais différenciée des deux sous-fonctions coûts JT et JP. Sa représen-
tation la plus commune serait un affichage du front de Pareto (JT fonction de JP) composé
de toutes les possibilités conjointes d’optimalité comme représenté dans la figure III.2.2. Cela
implique a posteriori de choisir la solution optimale voulue en fonction de l’importance ac-
cordée à chacune des sous-fonctions de coûts, les coefficients introduits a et b.
Figure III.2.2 – Exemple de représentation graphique d’un front de Pareto
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III.2.3 - Méthode utilisée
III.2.3.1 - Température de consigne
III.2.3.1.1 - Température de consigne unique
a. Définition La température de consigne est une valeur introduite dans les régula-
teurs des systèmes climatiques comme les thermostats, ou dans les notions de confort des
occupants du bâtiment pour définir une température minimum (ou maximum) à ne pas dé-
passer (en deçà pour le chauffage, au delà pour le rafraîchissement). Elle est communément
définie pour le chauffage à 18°C 1 minimum en occupation et à 26°Cmaximum pour le froid.
Elle peut cependant varier selon la réglementation, le type de bâtiment, ou encore la loca-
lisation et les exigences des occupants.
La plupart des équipements climatiques étant "mono-apport", soit chaud, soit froid, et une
bonne partie des bâtiments ne possédant qu’un système d’apport de chaleur, on com-
mencera tout d’abord par résoudre la méthode sur une seule consigne de température, la
consigne de chauffe.
b. Problème déduit Dans notre cas de commande optimale, cette seule consigne
de température risque de poser problème au cours de l’année car, comme nous le ver-
rons plus loin, cette température fera office de référence à atteindre dans les deux sens, au-
tant pour le rafraîchissement que pour le chauffage. Cela ne risque pas de poser problème
pour les périodes d’été et d’hiver où un seul des deux types d’apports est aisément identi-
fiable. Cependant, pour les périodes de mi-saison, faisant intervenir les deux, la consomma-
tion risque d’être sur-évaluée car la méthode cherchera principalement à respecter la seule
température de consigne, induisant des besoins en énergie non nécessaires pour le respect
du confort des usagers du bâtiment.
Pour résoudre ce problème, il faudra déterminer deux consignes de température entre
lesquelles le bâtiment n’a pas besoin d’être contrôlé. On introduit donc la plage contenue
entre ces deux valeurs comme la notion de bande morte. La méthode est présentée plus
loin dans le document et montrera d’abord la résolution de la commande optimale via une
seule température de consigne, puis les deux.
III.2.3.1.2 - Bande morte
a. Equipements climatiques La notiondebandemorte est usuellement utiliséedans
la régulation des équipements climatiques et désigne une plage de température où le sys-
tème d’apport, en fonction de la température d’entrée ou de sortie qu’il observe en son
1. Article R241-30 du Code de l’Énergie
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Figure III.2.3 – Représentation graphique de la bande morte
sein est comprise dans cette plage, stoppe son fonctionnement de chauffe ou de refroidis-
sement. Quand la température analysée sort de la bande morte, l’équipement reprend sa
production.
On définit donc la bandemorte par une borne minimum (consigne de chauffe) et/ou une
bornemaximum (consigne de froid) en fonction du type et de la technicité de l’équipement
climatique installé. Elle peut aussi servir à d’autres fins comme l’humidification de l’air apporté
dans le bâtiment qui, en général, nécessite une production de chaud et de froid simultanée.
On observe fréquemment ce phénomène dans les salles nécessitant des conditions physico-
chimiques particulières (laboratoires, chambres froides, salles serveurs, etc.).
b. Simulation des besoins Cette notion de bande morte est aussi largement utili-
sée dans le calcul théorique des besoins en chaleur et en froid d’un bâtiment modélisé. Elle
détermine une plage de température ne nécessitant pas de contrôle de la température,
juste une observation (évolution libre, voir figure III.2.3), entrainant de fait une diminution des
consommations d’énergie associées. Elle permet aussi de modéliser grossièrement les éven-
tuels thermostats implantés dans le bâtiment. En effet, le thermostat envoie une commande
à partir du moment où la température est en dessous ou au dessus d’un seuil prédéterminé.
La bande morte modélise alors l’inaction du thermostat lors de la non-atteinte de ce seuil.
Pour les besoins de la méthode, nous étudierons dans un deuxième temps l’optimisation
avec cette bande morte.
III.2.3.2 - Paramètres et variables
On rappellera ici les différents paramètres du problème ainsi que leurs unités, que l’on clas-
sera en type de variable.
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III.2.3.2.1 - Paramètres mesurés
Les paramètres du modèle ont été présentés dans la partie Modèle (II.2) Nous explicitons
après les données nécessaires à la détermination de la consommation optimale, à savoir :
- Les paramètres obtenus par l’identification de modèle,
- Et le paramètre à optimiser.
III.2.3.2.2 - Paramètres du bâtiment obtenus par la méthode d’identification
Ce sont les variables du modèle correspondant à ce qui est observé sur le terrain. Autre-
ment dit, ils correspondent au résultat de l’identification des paramètres du modèle, vu dans
la partie précédente (partie III.1, correspondant au fonctionnement et à la performance
réels du bâtiment.
• Uintr : Coefficient de transfert thermique entre l’air intérieur et la masse du bâtiment
(W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10]
• Uext : Coefficient de transfert thermique entre l’air extérieur et lamasse dubâtiment dans
laquelle est stockée la chaleur (W.m-2.K-1) ∈ Q+. On précise qu’il s’agit de l’ensemble
des éléments de masse en contact avec l’extérieur, autrement dit tous les composants
de la façade du bâtiment (Murs, vitrages, ponts thermiques) Les valeurs sont comprises
dans :
]
0, 10
]
• Uinertplaf : Coefficient de transfert thermique entre la masse de la zone et la température
de la zone au-dessus (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10]
• Uinertplan : Coefficient de transfert thermique entre la masse de la zone et la température
de la zone au-dessous (W.m-2.K-1) ∈ Q+. Les valeurs sont comprises dans : ]0, 10]
• Cmmglob : Capacité calorifique de la masse m du bâtiment (J.K-1) soit sa capacité calo-
rifique globale ∈ Q+. Les valeurs sont comprises dans :
[
105, 109
]
• Cmintglob : Capacité calorifique de l’air de la zone int du bâtiment (J.K-1) soit sa capacité
calorifique globale ∈ Q+. Les valeurs sont comprises dans :
[
104, 108
]
III.2.3.2.3 - Paramètre à déterminer
• Pch : Puissance liée à l’apport de chaleur (W)∈ Q+. Les valeurs sont comprises dans :
[0, Pmaxch ]
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• Pch−fr : Puissance liée à l’apport de chaleur ou de froid (W)∈ Q+. Les valeurs sont com-
prises dans : [0, Pmaxch−fr]
• Pmaxch−fr : Puissance maximum que peut apporter l’équipement climatique (W)∈ Q+. Les
valeurs sont comprises dans : [0, 107]
III.2.4 - Optimisation de la consommation avec
consigne de chauffe
III.2.4.1 - Algorithme utilisé - Interior point
Le problème d’optimisation III.2.8 peut se résoudre grâce aux algorithmes de gradient
conjugué et de Levenberg Marquardt. Ce sont des algorithmes de type descente des gra-
dients. Il fait appel au gradient ∇UJ de la fonction coût suivant les paramètres du modèle
pour définir la direction d’évolution des paramètres. Les méthodes de Levenberg-Marquardt
(Marquardt [1963], Levenberg [1944], Moré [1978]) sont à base de linéarisations successives,
à mi-chemin entre la descente de gradient et l’algorithme de Gauss-Newton. L’algorithme
de Levenberg-Marquardt que nous utilisons ici permet la convergence vers un minimum lo-
cal en alternant linéarisations du modèle et résolutions par gradient conjugué du problème
linéarisé.
Pour un bâtiment standard, le nombre de paramètres à instruire pourmodéliser le bâtiment
peut être très élevé (jusqu’à 300 - exemples : taille des menuiseries, consignes de tempéra-
tures, consignes de ventilation, facteur solaire des vitrages, etc.). Il est donc impensable de
calculer un tel gradient par une méthode de différences finies. Cela impliquerait en effet
de calculer, pour chaque itération de l’algorithme d’optimisation, n+1 simulations directes
du modèle (n étant le nombre de paramètres scalaires du modèle discrétisé), ce qui par
exemple peut devenir critiquepour un calcul de commande récurrent (application en temps
réel).
La partie I.2.3.3.4 décrit l’algorithme utilisé.
Dans notre cas, nous utiliserons la fonction fmincon(@(U(t),grad)fct_obj,...) de Matlab
pour l’implémenter demanière numérique. Nous avons plus haut la détermination de la fonc-
tion objectif du problème à résoudre, il faut maintenant, pour tenter de réduire le nombre
d’itérations de l’algorithme, déterminer l’expression explicite du gradient de descente. En ef-
fet, cette dernière permettrait d’obtenir directement la plus grande pente à emprunter pour
continuer l’optimisation et empêcher l’algorithme de descente de procéder à la détermina-
tion du gradient "à tâtons" (différences finies).
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III.2.4.2 - Détermination du gradient
Nous cherchons ici à déterminer une loi de commande optimale sur un horizon temporel
[t0, tf] pour un système linéaire invariant en temps (cas particulier de paramètres invariants en
temps (hormis les températures et les variables de contrôle B(t))).
Par souci de simplificationducalcul, nous considérerons le problèmeprécédent sans contrainte
pour la détermination explicite du gradient.
Soit le système d’équations suivant :

D˙mod = A.Dmod + B.U
(Dmod)(t = 0) = Dmod(0)
t ∈ [t0, tf]
(III.2.9)
avec Dmod vecteur des températures modélisées, U le vecteur de contrôle, A la matrice
d’état et B la matrice de commande. Le problème de contrôle optimal consiste à trouver la
valeur de U(t) sur [t0, tf] minimisant la fonction de coût :
J = 12
∫ tf
t0
(
(Dmod − Tcons)T.O.(Dmod − Tcons) + UT.Q.U
)
.dt (III.2.10)
O et Q étant des matrices de pondération symétrique définies positives. Le modèle étant
linéaire, on peut directement écrire le Langrangien associé au problème d’optimisation :
L = J +
∫ tf
t0
D∗modT
[
˙Dmod − (A.Dmod + B.U)
]
.dt (III.2.11)
Le Lagrangien est ici la sommede la fonction de coût et le produit scalaire entre l’équation
du système différentiel et un multiplicateur de Lagrange D∗mod, de même dimension que T.
Une solution du problème d’optimisation doit être telle que :
δL
δDmod
= δL
δD∗mod
= δL
δU = 0 (III.2.12)
δL
δD∗mod
= 0 est garanti car T est solution de III.2.8. En reformulant l’expression du Lagrangien
à l’aide d’une intégration par partie, nous avons :
L = J +
∫ tf
t0
(Dmod)T.
[
− ˙Dmod∗ − AT.(Dmod)∗
]
.dt +
∫ tf
t0
(Dmod)∗.
[−B.U] .dt + [(Dmod)∗.Dmod]tf0
(III.2.13)
Aussi,
δL
δDmod
= 0 permet de faire apparaître la forme variationnelle du modèle adjoint
suivant :
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
˙Dmod
∗ = AT.D∗mod − O.(Dmod − Tcons)
Dmod(t = tf) = Dmod(tf) ⇒ Dmod(t = tf) = Tcons(tf)
t ∈ [0, tf]
(III.2.14)
Ce système différentiel possédant des conditions finales au lieu de conditions initiales, sa
résolution numérique doit se faire de façon rétrograde. De plus, comme T est solution de
III.2.8, nous avons nécessairement :
J(U) = L(Dmod, (Dmod)∗, U) (III.2.15)
Ce qui permet d’écrire le gradient de J suivant U en fonction du Lagrangien :
∇UJ =
δL(Dmod, (Dmod)∗, U)
δU (III.2.16)
Nous obtenons alors une expression explicite du gradient de la fonction de coût en fonc-
tion de l’état adjoint (Dmod)∗ :
∇UJ(t) = QT.U(t)− BT.(Dmod)∗(t) (III.2.17)
D’un point de vue numérique, le calcul du gradient s’obtient donc en deux simulations
successives de systèmes différentiels : le système direct puis le système adjoint. Ce résultat est
valable quel que soit l’horizon temporel et le pas de discrétisation. Dans une approche de
type différences finies, il faudrait résoudre le système direct pour une petite variation de U à
chaque instant discret, ce qui serait bien plus coûteux en temps de calcul.
Dans notre cas, on considère O et Q, les matrices de pondérations symétriques, reliées à
a, b et Occ(t) vu plus haut selon les relations :

O(t) = Occ(t).a
Q = b
(III.2.18)
Pour rappel :
- a représente le coefficient d’importance accordé au respect de la température de
consigne (scalaire),
- b représente le coefficient d’importance accordé aux consommations (scalaire),
- Occ(t) est le vecteur d’occupation, prenant la valeur 1 quand les usagers sont présents
dans le bâtiment et 0 en cas d’absence.
On définit donc le rapport
a(t)
b comme le ratio du respect des conditions de confort du
bâtiment et/ou de son efficacité intrinsèque (sans respect des occupants). On entend par
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efficace, le moins d’énergie consommée pour maintenir le bâtiment à un état a priori ac-
ceptable (PMV 2 "acceptable"). Plus ce rapport est petit, plus le bâtiment respecte le confort
"température" des usagers. Plus il est grand, plus le bâtiment tend à sa consommation mini-
mum.
On peut donc réécrire dans notre cas, le système d’équations adjoint III.2.14 de la manière
suivante :

T˙∗ = AT.T∗ − Occ(t).a.(Dmod(t)− Tcons(t))
T0(t = tf) = Dmod(tf)
t ∈ [0, tf]
(III.2.19)
Considérant que U(t) = Pch dans notre cas, le gradient trouvé en III.2.17 s’exprime selon :
∇PJ(t) = b.Pch(t)−
1
τint.Uintglob
.T∗(t) (III.2.20)
III.2.4.2.1 - Résolution par méthode d’Euler implicite (discrétisation temporelle)
On peut résoudre les systèmes d’équations III.2.3 et III.2.14 grâce à la méthode de dis-
crétisation temporelle basée sur la méthode d’Euler implicite. Elle trouve son origine dans
l’application de la méthode d’intégration numérique des rectangles supérieurs.
Artiges [2016] rappelle qu’elle est inconditionnellement stable (pas de problème de di-
vergence), avec un coût de résolution d’un système d’équations à chaque pas de temps.
On discrétise le temps par intervalle ∆t l’instant ti se trouvant à ti = i.∆t. L’application de la
méthode donne alors :

T0 =
(
(Dintmes)0
(Dmmes)0
)
Ti+1 = (1−∆t.A)−1.(Ti +∆t.B.U(ti+1))
(III.2.21)
La méthode d’Euler a l’avantage de toujours être applicable. L’inconvénient essentiel est
dû à l’accumulation des erreurs qui peuvent faire que, rapidement, la fonction calculée
point par point n’a plus de rapport avec la solution cherchée. Géométriquement, il est facile
d’observer que si les courbes intégrales ont de fortes courbures en certains points, laméthode
dérive vite et donne des courbes sans rapport avec les courbes intégrales. De plus, un petit
pas allonge les calculs et un grand pas augmente les erreurs.
Sous Matlab, la fonction ode45() (voir MathWorks/ODE) est la méthode la plus adaptée à
cette résolution.
2. Potential Mean Vote
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III.2.4.3 - Robustesse de la méthode de détermination
III.2.4.3.1 - Résultats
Afin de vérifier la proximité entre la réponse simulée par la méthode d’optimisation et la
réalité observée par la mesure, elle est testée sur un cas simple. Les résultats ci-dessous (fi-
gure III.2.4) ont été réalisés avec un dessin de bâtiment sans apport (U(t) = [0, 0, 0, ..., 0] au
système, exceptée l’irradiation solaire pour analyser l’effet simple d’un apport au système sur
l’optimisation. Elle a été réalisée avec a = 107 et b = 1 afin de respecter aumieux la consigne
(fixée ici à 18°C). Ces paramètres sont déterminés en fonction des ordres de grandeur des
sous-fonctions calculées.
a)
b)
Figure III.2.4 – Comparatif des résultats de paramètres des méthodes d’identification (semaine
d’Hiver) - a) Puissance nécessaire pour respecter la consigne de température pour les données in
silico - b) Puissance nécessaire pour respecter la consigne de température pour les données terrain
La courbe bleue pleine représente l’apport de puissance au système. On peut s’aperce-
voir que ce dernier (ici chauffage) est anticipé pour éviter le non-respect de la température
de consigne principalement. L’anticipation prend en compte, via l’adjoint, la capacité du
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bâtiment à répondre au stress (chauffage) imposé au système. Sont aussi affichés dans cette
figure la température (courbe rouge) et la consigne (courbe noire pointillée). Grâce au ra-
tio
a
b élevé (déterminé plus haut), la température de consigne est bien respectée (moins
d’une heure en dessous de la consigne). Nous observons un pic en fin de chaque période
de consigne "On" du à l’arrêt de la ventilation 1h avant la fin de l’occupation du bâtiment.
En pointillé bleu ont été rappelées les conditions initiales de l’optimisation U(t = 0) = 0 et
Dmod(U(t = 0)) pour suivre l’évolution "avant/après".
III.2.4.3.2 - Etude du gradient
Figure III.2.5 – Gradient calculé à la première itération
Il est intéressant, pour regarder si la méthode réagit comme espéré, d’étudier la détermi-
nation du gradient à la première itération de l’algorithme, à savoir quand Pch(t = 0) = P0. On
détermine la condition initiale comme : P0 = 0. On peut remarquer que la valeur négative du
gradient indique un besoin en chauffage (la descente de l’algorithme s’effectuant dans le
sens opposé du gradient). Cela est caractérisé par la réponse de l’adjoint dans le gradient
dont le second membre dépend du respect de la consigne (Dmod(t)− Tcons(t). Il est négatif
quand la consigne n’est pas respectée) et qu’il faut donc chauffer en conséquence. De
plus, la valeur absolue du gradient est maximale à l’arrivée des occupants.
Nous pouvons aussi constater que le gradient est nul quand il n’y a pas d’occupation
prolongée, comme le week-end, à droite du graphique III.2.5.
III.2.5 - Optimisation avec bande morte
III.2.5.1 - Formulation du problème de consigne à deux températures
Base du problème de la fonction de coût sur les deux températures de consignes de
chauffage et de froid (noté respectivement ch et fr) :
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
Dmod > Tchcons ⇒ Dmod − Tchcons > 0⇒ (Dmod − Tchcons)2 > 0
Dmod < Tfrcons ⇒ Dmod − Tfrcons < 0⇒ (Dmod − Tfrcons)2 > 0
(III.2.22)
Nous prenons ici l’écart quadratique car la fonction objectif totale dépend de l’addition
de ces deux fonctions. Une addition des valeurs brutes de ces calculs pourraient déstabiliser
le calcul de la fonction globale.
III.2.5.2 - Fonction coût associée
Nous obtenons la nouvelle (par rapport à l’équation III.2.10) fonction de coût suivante :
J = (Dmod − Tchcons)2 + (Dmod − Tfrcons)2 + U (III.2.23)
Ce qui donne en fonction de l’espace temporel (période d’échantillonnage) :
J(t) =
∫ t
0
[
(Dmod − Tchcons)2 + (Dmod − Tfrcons)2 + U(t)
]
.dt (III.2.24)
Et avec la pondération accordée à chacun des termes :
J(t) =
∫ t
0
[
(Dmod(t)− Tchcons(t))T.O.(Dmod(t)− Tchcons(t) + (Dmod(t)− Tfrcons(t)T.R.(Dmod(t)− Tfrcons(t) + U(t)T.Q.U(t)
]
.dt
(III.2.25)
avec O, R, Q les matrices symétriques de pondération.
L’expression de ces coefficients sera explicitée plus loin dans le manuscrit. Nous pouvons
cependant réécrire la fonction de coût III.2.8 vue plus haut avec la nouvelle sous-fonction
introduite dans cette partie :

J(Uopt) = min J(U)
U = Pch−fr
JchT =
∫ tf
t0
Occ(t).(Dmod(U)− Tchcons)2.dt
JfrT =
∫ tf
t0
Occ(t).(Dmod(U)− Tfrcons)2.dt
JP =
∫ tf
t0
(Pch−fr)2.dt
J(U) = a.JchT + c.JfrT + b.JP
−Pmaxch−fr ≤ Pch−fr ≤ Pmaxch−fr
(III.2.26)
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Le problème se résout sur l’intervalle temporel : [t0; tf]
JchT et JfrT : Coûts quadratiques du respect des températures de consigne Tchcons Tfrcons respec-
tivement par le résultat Dmod obtenu par le modèle sur l’intervalle temporel.
Occ(t) : Nous introduisons aussi le Occ(t) qui correspondant au vecteur d’occupation du
bâtiment. Il prend la valeur 1 quand des personnes sont présentes et 0 en cas d’absence.
JP : Coût quadratique de la consommation de l’équipement climatique sur l’intervalle
temporel.
Pmax : Nous introduisons ici Pch−frmax , la puissance maximum délivrée par les équipements cli-
matiques. La plupart des équipements rencontrés étant plus du type On/Off que thermostat,
la contrainte pourra être remplacée de cette façon : 0 ≤ P ≤ Pch−frmax  P = Pch−frmax . Nous pou-
vons la décomposer par le système suivant :

P(P > 0) = Pch = Pchmax
P(P < 0) = Pfr = Pfrmax
(−Pmax) (ou Pmax(P < 0)) correspond donc à la puissance (maximale) délivrée par le
groupe froid.
Mais cette considération entraine une réponse non linéaire du système et nécessite une
méthode plus complexe d’optimisation.
a, b et c : Nous introduisons les critères a, b et c (scalaires positifs ou nuls), pondérant le res-
pect des deux températures de consigne atteintes (a pour leminimumà respecter noté ch et
c pour le maximum à respecter noté fr) et la quantité d’énergie consommée (coefficient b).
Ils permettent de doser l’importance que l’on accorde à chacune des trois conditions. Cette
notation permet aussi de considérer un problème multi-objectifs en résolvant un problème
mono-objectif.
Pour résumer :
- a représente le coefficient d’importance accordé au respect de la température de
consigne de chaud,
- c représente le coefficient d’importance accordé au respect de la température de
consigne de froid,
- b représente le coefficient d’importance accordé aux consommations,
- Occ(t) est le vecteur d’occupation, prenant la valeur 1 quand les usagers sont présents
dans le bâtiment et 0 en cas d’absence.
III.2.5.3 - Adjoint générique associé
L’adjoint calculé précédemment (voir équation III.2.14) est donc réadapté comme suit :
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
˙Dmod
∗ = AT.D∗mod − O.(Dmod − Tchcons)− R.(Dmod − Tfrcons)
Dmod(t = tf) = Dmod(tf) ⇒ Dmod(t = tf) = Tch−frcons (tf)
t ∈ [0, tf]
(III.2.27)
III.2.5.4 - Gradient générique
Nous obtenons donc le gradient (même raisonnement quecelui donnant l’équation III.2.17) :
∇UJ(t) = QT.U(t)− BT.(Dmod)∗(t) (III.2.28)
III.2.5.5 - Coefficients appliqués

O(t) = Occ(t).a(t).P
R(t) = Occ(t).c(t).R
Q(t) = c(t).Q
(III.2.29)
Etant donné que notre cas, U(t) = P(t) et Dmod =
 D
int
mod
Dmmod
, on a :
PS =
 1
1
 , QS =
 1
1
 , RS = 1 et B =

1
τint.Uintg
1
τint.Uintg
 (III.2.30)
Nous définissons alors le rapport
a.c
b comme le ratio du respect des conditions de confort
du bâtiment et/ou de son efficacité intrinsèque (sans respect des occupants). Nous enten-
dons par efficace, le moins d’énergie consommée pour maintenir le bâtiment à un état a
priori acceptable.
Nous pouvons donc réécrire dans notre cas, le système d’équations adjoint III.2.27 de la
manière suivante :

T˙∗ = AT.T∗ − Occ(t).a(t).(Dmod(t)− Tchcons(t))− Occ(t).c(t).(Dmod(t)− Tfrcons(t))
T0(t = tf) = Dmod(tf)
t ∈ [0, tf]
(III.2.31)
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III.2.5.6 - Gradient appliqué
En suivant le même raisonnement que pour le gradient trouvé en III.2.20, nous obtenons le
gradient appliqué suivant :
∇UJ(t) = b.P(t)−
1
τint.Uintg
.(Dmod)∗(t) (III.2.32)
III.2.5.7 - Résultats cas simple
Suivant la méthode utilisée dans la partie III.2.4.3, la robustesse de la méthode est testée
sur le cas du modèle sans apport avec comme consignes : Tchcons = 18 et Tfrcons = 24. Elle a été
réalisée avec a = c = {105, 106, 107, 108}, et b = 1 afin de respecter au mieux le respect de la
consigne, et analyser le rôle du rapport
a.c
b sur le résultat final. Les coefficients a, b et c sont
déterminés suite à l’analyse de l’ordre de grandeur de chaque sous-fonction objectif afin de
les ramener au même ordre de grandeur. Les figures III.2.6 et III.2.7 représentent les résultats
suivant l’augmentation du rapport entre les trois coefficients.
L’optimisation a été faite sur une courbe de température respectant déjà les conditions de
confort des usagers. Cependant, l’analyse de l’optimisation reste la même, seule la finalité
change (résultats de l’interprétation de l’optimisation).
On peut constater sur la figure III.2.6 que la puissance obtenue via la commande optimale
est ajustée pour respecter au mieux les températures de consigne. On remarque également
que plus le rapport
a.c
b est élevé (le rapport est plus élevé pour la partie b) de la figure III.2.7),
plus les températures de consigne sont respectées au détriment de la puissance consommée
pour y parvenir (la consommation augmente avec le rapport des trois coefficients).
III.2.6 - Indicateurs de visualisation des résultats
Afin de faciliter la lecture des résultats, des indicateurs sont développés afin de pouvoir
simplifier l’analyse des résultats. Ils pourront être utilisés par les experts ou dans un tableau de
bord de suivi des consommations énergétiques et proposition d’actions d’optimisation pour
communiquer les résultats à des personnes non-sachantes.
III.2.6.1 - Consommations totales et décomposées observées
Les consommations sont décomposées en chauffage et climatisation apportés au bâti-
ment. La consommation totale est, de ce fait, la somme de la consommation de chaud et
de froid obtenue par la méthode.
Séparées en "initiales" et "optimisées", ces indicateurs permettront rapidement d’observer
les gains de consommations engendrés par la commande optimale.
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a)
b)
Figure III.2.6 – Résultat du test de robustesse de la méthode de détermination de la commande
optimale avec bande morte sur la semaine d’hiver - a) rapport log a.cb = 6 - b) rapport log
a.c
b = 8
III.2.6.2 - Nombre d’heures d’inconfort
Également décomposés en "initial" et "optimisé", ces indicateurs permettront de se situer
dans le respect des conditions de confort des usagers.
Couplés aux indicateurs de consommations, ils permettront de pouvoir interagir avec le
coefficient
a.c
b afin d’optimiser ces derniers en fonction de la demandedu client (compromis
entre respect de la consigne et consommations énergétiques minimales).
III.2.6.3 - Tableau des indicateurs
Ci-après, le tableau (III.2.1) synthétisant les indicateurs "optimisés" :
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a)
b)
Figure III.2.7 – Résultat du test de robustesse de la méthode de détermination de la commande
optimale avec bande morte sur la semaine d’hiver - a) rapport log a.cb = 10 - b) rapport log
a.c
b = 12
Nous pouvons constater queplus le rapport
a.c
b est grand, plus, dans notre cas, les consom-
mations augmentent, et plus le nombre d’heures d’inconfort diminue. Quand le nombre
d’heures d’inconfort atteint son minimum, la consommation n’augmente plus. Pour les ré-
sultats suivants, il est important de paramétrer correctement ces trois variables en fonction
de l’importance que l’on veut attribuer à chacune des sous-fonctions objectifs.
La dernière ligne du tableau III.2.1 indique si :
- Attention : Une optimisation a été trouvée mais il n’y a pas de variation du nombre
d’heures d’inconfort. Il faut dans ce cas là se pencher sur les données pour effectuer
uneanalyse plus approfondie des consommations. En effet, dans cecas de figure, on re-
marquera le plus souvent que l’algorithme trouve un respect du confort dans les condi-
tions initiales et est capable d’enlever l’intégralité des consommations de chauffage ou
de rafraîchissement. Cependant, quand ce cas se présente, cela signifie par exemple
178
PARTIE III.2. DÉTERMINATION DE LA PUISSANCE OPTIMALE
Rapport
a.c
b Consommation Consommation Consommation Nombre d’heures
en log totale chaud froid d’inconfort
0 3.4e+06 Wh 3.4e+06 Wh 0 Wh 2 h
6 1.5e+03 W 1.5e+03 W 0 W 50 h
8 1.5e+04 W 1.5e+04 W 0 W 50 h
10 1.5e+05 W 1.5e+05 W 0 W 50 h
12 1.1e+06 W 1.1e+06 W 0 W 50 h
14 2.9e+06 W 2.9e+06 W 0 W 23 h
16 3.4e+06 W 3.4e+06 W 0 W 0 h
18 3.4e+06 W 3.4e+06 W 0 W 0 h
Attention : Pas d’economies realisables, revoir les donnees
Augmentation Ptotinit − P(16)tot < 0Wh Pchinit − P(16)chWh Pfrinit − P(16)frWh
conso
Economies Ptotinit − P(16)tot > 0Wh Pchinit − P(16)chWh -Pfrinit − P(16)frWh
realisables
Table III.2.1 – Exemple de tableau des indicateurs selon le rapport a.cb
que :
-> l’intégralité des consommations thermosensibles n’est pas prise en compte,
-> l’optimisation se trouve sur la partie consommation d’occupation (équipement)
- Erreur : L’optimisation n’a pas fonctionné. Il est nécessaire d’approfondir manuellement
l’optimisation. Cela veut dire que l’algorithme n’a pas évolué vers un optimum (l’opti-
misation est revenue aux conditions initiales).
- Si une optimisation est possible :
- Augmentation conso : Une augmentation de la consommation est envisagée
pour respecter la température de confort en occupation.
- Économies réalisables : Une diminution des consommations est possible tout en
respectant la température de confort.
Pour l’augmentationde la consommation et les économies potentielles, la colonneConsom-
mation totale permet d’afficher le résultat global en valeur absolue. Les colonnes Consom-
mations chaud ou froid, la valeur est positive quand il y a des économies à faire et négative
quand il faut apporter plus de consommations que celles déjà en place.
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Partie III.3
Résultats
Avant-propos
Les tableaux d’indicateurs "initial" et "optimisé" seront utilisés dans la présentation des résul-
tats dans la partie synthèse de la méthode. Les indicateurs de l’état "initial" ou état "observé"
des données terrain ou in silico du bâtiment se caractériseront par un rapport
a.c
b = 0
Les résultats présentés ci-dessous ont été calculés pour les 4 semaines annuelles représen-
tatives des saisons avec pour coefficients :
- a = 108,
- c = 108,
- b = 1,
- Condition initiale avant optimisation P0 = 0
Les résultats sur les données in silico permettent de valider l’utilisation des "besoins" en
chaud et en froid. Ceux des données terrain de TN III permettent de montrer une application
de la méthode d’optimisation par commande optimale.
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III.3.1 - Résultats de la commande optimale
III.3.1.1 - Semaine d’hiver
a)
b)
Figure III.3.1 – Résultat graphique de la commande optimale sur la semaine d’hiver pour a) les
données in silico et b) les données terrain
La figure III.3.1 montre que la température initiale (en pointillées) observée sur les données
in silico (partie a) ) évolue dans la bande morte. (voir III.2.3.1). Cela peut présenter une li-
mite de l’optimisation car l’algorithme va chercher à déterminer une puissance qui n’est pas
nécessaire au système. En effet, si les conditions initiales impliquent que la consigne de tem-
pérature soit respectée, l’optimisation sera inefficace, voire affichera des résultats aberrants.
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Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 1.5e+05 Wh 1.1e+05 Wh 4.1e+04 Wh 2 h
10 5.8e+03 Wh 3.4e+03 Wh 2.4e+03 Wh 2 h
12 4.8e+04 Wh 2.9e+04 Wh 1.9e+04 Wh 1 h
14 2.1e+05 Wh 1.3e+05 Wh 8e+04 Wh 0 h
16 0 Wh 0 Wh 0 Wh 2 h
Attention : Pas d’economies realisables, revoir les donnees
Table III.3.1 – Tableau des indicateurs de la semaine Hiver selon le rapport a.cb pour TN III in silico en
2015
Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 3.4e+06 Wh 3.4e+06 Wh 5e+02 Wh 2 h
10 1.2e+04 Wh 1.2e+04 Wh 0 Wh 1 h
12 0 Wh 0 Wh 0 Wh 2 h
14 3.2e+05 Wh 3.2e+05 Wh 0 Wh 0 h
16 0 Wh 0 Wh 0 Wh 2 h
Attention : Pas d’economies realisables, revoir les donnees
Table III.3.2 – Tableau des indicateurs de la semaine Hiver selon le rapport a.cb pour TN III terrain en
2015
La partie a) de la figure III.3.1 présente ce cas où l’algorithme présente des consommations
aberrantes aux vues des conditions initiales. En effet, le rapport
a.c
b impose le respect de
la consigne et l’algorithme va chercher au fur et à mesure à faire respecter au mieux cette
consigne. Nous remarquons l’apparition de chauffage au début de la période d’occupation
(voire en anticipation) pour amener la température au dessus de la consigne puis le déclen-
chement de la climatisation pour éviter de la dépasser en fin de journée. De fait, pendant
la période d’occupation, la température intérieure augmente à cause des apports liés aux
usagers présents et l’utilisation d’équipements électriques.
Pour les données terrain de TN III (partie b) ), nous constatons également que les situations
initiales et optimisées (log
(a.c
b
)
= 0, voir tableau III.3.2), ne présentent pas d’inconfort pour
les occupants. La puissance nécessaire varie d’un besoin nul à non nul suivant les essais cal-
culés dans le tableau. Un approfondissement des résultats suivant un plus large spectre du
rapport
a.c
b pourrait être étudié. Cependant, nous pouvons partir du principeque si les condi-
tions initiales (qui représentent les conditions observées) respectent la consigne, il n’y a pas
nécessité d’optimiser la consommation associée. Un message indiquant ce cas particulier
pourra être suggéré à destination de l’utilisateur (ou la personne responsable de l’exploita-
tion du bâtiment) aux vues de ce type de résultats (voir partie précédente sur l’explication
des messages renvoyés par l’algorithme).
Lapuissanceenchaudest décroissanteaucours dechaquepériode journalière deconsigne.
En effet, le pic de puissance observé au début de chaque période correspond à la mise en
chauffe du bâtiment. La température intérieure arrivée à la température de consigne, les
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apports internes prennent le relais compensant donc un éventuel apport trop important en
chaleur par l’équipement climatique. D’où la diminution de la puissance observée sur la
figure III.3.1.
III.3.1.2 - Semaine de printemps
a)
b)
Figure III.3.2 – Résultat graphique de la commande optimale sur la semaine de printemps pour a) les
données in silico et b) les données terrain
Plus le rapport
a.c
b (vu dans la partie III.2.5.2) est grand plus la puissance à apporter en
froid est grande et la température tend vers le milieu de la bande morte (cf. figure III.3.2
partie b) . Cela permet de voir que la méthode remplit en partie l’objectif demandé, à
savoir de rester dans la bande morte. Cependant, on peut constater que plus le rapport
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Rapport
a.b
c Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 7.7e+05 Wh 0 Wh 7.7e+05 Wh 50 h
8 4.8e+03 Wh 0 Wh 4.8e+03 Wh 50 h
12 4.9e+05 Wh 0 Wh 4.9e+05 Wh 43 h
16 1e+06 Wh 0 Wh 1e+06 Wh 0 h
20 1.1e+06 Wh 0 Wh 1.1e+06 Wh 0 h
Augmentation conso 2.3e+05 Wh 0 Wh -2.3e+05 Wh
Table III.3.3 – Tableau des indicateurs de la semaine Printemps selon le rapport a.cb pour TN III in silico
en 2015
Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 1e+06 Wh 8.5e+05 Wh 1.7e+05 Wh 28 h
8 1.7e+04 Wh 0 Wh 1.7e+04 Wh 25 h
10 1.4e+05 Wh 0 Wh 1.4e+05 Wh 8 h
12 4.4e+05 Wh 0 Wh 4.4e+05 Wh 0 h
14 5.3e+05 Wh 0 Wh 5.3e+05 Wh 0 h
Economies réalisables 5.8e+05 Wh 8.5e+05 Wh -2,7e+05 Wh
Table III.3.4 – Tableau des indicateurs de la semaine Printemps selon le rapport a.cb pour TN III terrain
en 2015
entre a.c et b est grand, plus le "respect" de la consigne se caractérise par le "respect" de
Tchcons + Tfrcons
2 . Ce qui amène à revoir la méthode via la bandemorte pour faire en sorte que la
fonction objectif portant sur les deux températures de consigne deviennent nulles lorsque la
température modélisée obtenue est dans cette bande. Elle ne doit pas influer sur le gradient
par une valeur non nulle résultante du calcul Dmod(t) − Tchcons(t) ou Dmod(t) − Tfrcons(t) dans le
système d’équation III.2.26.
En effet, si l’on reprend la fonction objectif partie température : JtotT ∼ JchT + JfrT , sa représen-
tation graphique en fonction de la température modélisée est une parabole. Son minimum
est de
Tchcons + Tfrcons
2 et non l’ensemble de la bande morte [T
ch
cons : Tfrcons]. Il faudrait trouver une
expression des sous-fonctions de coût des températures permettant d’obtenir un score nul sur
l’ensemble de la bande morte. Elle serait retranscrite dans le calcul de l’adjoint et donc du
gradient. Mais cette nouvelle expression fera appel à des contraintes au système à résoudre,
entrainant une résolution analytique de l’adjoint et du gradient plus complexe.
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III.3.1.3 - Semaine d’été
a)
b)
Figure III.3.3 – Résultat graphique de la commande optimale sur la semaine d’été pour a) les
données in silico et b) les données terrain
Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 7e+05 Wh 0 Wh 7e+05 Wh 50 h
10 4.8e+04 Wh 0 Wh 4.8e+04 Wh 50 h
12 3.5e+05 Wh 0 Wh 3.5e+05 Wh 46 h
14 9.5e+05 Wh 0 Wh 9.5e+05 Wh 0 h
16 1.1e+06 Wh 0 Wh 1.1e+06 Wh 0 h
Augmentation conso 2.6e+05 Wh 0 Wh -2.6e+05 Wh
Table III.3.5 – Tableau des indicateurs de la semaine Eté selon le rapport a.cb pour TN III in silico en
2015
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Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 1.3e+06 Wh 8.4e+05 Wh 4.8e+05 Wh 48 h
10 2e+04 Wh 0 Wh 2e+04 Wh 48 h
12 1.8e+05 Wh 0 Wh 1.8e+05 Wh 41 h
14 7.3e+05 Wh 0 Wh 7.3e+05 Wh 0 h
16 1.1e+06 Wh 0 Wh 1.1e+06 Wh 0 h
Economies realisables 5.9e+05 Wh 8.4e+05 Wh -2.5e+05 Wh
Table III.3.6 – Tableau des indicateurs de la semaine Eté selon le rapport a.cb pour TN III terrain en 2015
La puissance en froid déterminée par la méthode est croissante au cours de chaque
période de consigne pour maintenir la bonne température dans le bâtiment. En effet, la
température de la zone, avant chaque période d’occupation, est "préparée" avec un pré-
rafraîchissement. Elle est en dessous de la température de consigne, ce qui ne nécessite pas
d’appel de puissance important (pic de puissance) avant l’entrée dans cette période. En
d’autres termes, les puissances apportées en amont de cette consigne évitent au bâtiment
de tendre vers des températures extrêmes (très difficile à rattraper) ou de devoir utiliser les
équipements climatiques à pleine puissance à chaque changement de consignes. Cela
permet d’anticiper la réaction du bâtiment à la mise en chauffe (ou en refroidissement) et
éviter que la température intérieure n’atteigne la température de consigne plus tard que son
paramétrage initial (un bâtiment très inertiel peut mettre par exemple plus de 2h à atteindre
sa température de consigne lors de l’allumage des équipements).
En reprenant le problème identifié au Printemps (vu au dessus), une alternative est possible
et se trouve dans la modulation du rapport
a.c
b . En effet, tous les calculs réalisés jusqu’ici ont
pour coefficients a = c (vu dans l’avant-propos). C’est-à-dire que l’importance accordée au
respect de la température de consigne de chauffe est similaire à celle du rafraîchissement.
On peut paramétrer l’optimisation ci-dessus en modulant les valeurs de a et de c. Si l’on
souhaite un respect plus grand de la température de chauffe, on pourra diminuer la valeur
de b, et pour le froid, diminuer b. On peut donc s’attendre à modifier ces coefficients en
fonction des saisons observées et des objectifs d’optimisation recherchés :
- c plus bas pour l’hiver et les périodes saisonnières avec des températures extérieures
froides,
- a plus bas pour l’été et les périodes saisonnières avec des températures extérieures
chaudes.
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III.3.1.4 - Semaine d’automne
a)
b)
Figure III.3.4 – Résultat graphique de la commande optimale sur la semaine d’automne pour a) les
données in silico et b) les données terrain
Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 1.6e+05 Wh 1e+05 Wh 5.7e+04 Wh 1 h
8 0 Wh 0 Wh 0 Wh 1 h
10 0 Wh 0 Wh 0 Wh 1 h
12 0 Wh 0 Wh 0 Wh 1 h
14 0 Wh 0 Wh 0 Wh 1 h
Attention : Pas d’economies realisables, revoir les donnees
Table III.3.7 – Tableau des indicateurs de la semaine Automne selon le rapport a.cb pour TN III in silico
en 2015
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Rapport
a.c
b Consommation Consommation Consommation Nombre d’heure
en log totale chaud froid d’inconfort
0 1.8e+06 Wh 1.8e+06 Wh 5e+02 Wh 0 h
8 0 Wh 0 Wh 0 Wh 0 h
10 0 Wh 0 Wh 0 Wh 0 h
12 0 Wh 0 Wh 0 Wh 0 h
14 3.9e+03 Wh 1.8e+03 Wh 2.1e+03 Wh 0 h
Attention : Pas d’economies realisables, revoir les donnees
Table III.3.8 – Tableau des indicateurs de la semaine Automne selon le rapport a.cb pour TN III terrain
en 2015
Comme vue pour l’hiver, la situation initiale (première ligne des tableaux III.3.7 et III.3.8)
respecte déjà les conditions de confort des usagers. L’optimisation permet de voir jusqu’à
quelle valeur peut-on faire descendre ces consommations pour permettre de continuer à
respecter la consigne tout en sollicitant le moins possible les équipements climatiques. Il est
également possible que l’intégralité des consommations thermo-sensibles ne soit pas prise en
compte (ou sur-interprétée) dans les données d’entrée du modèle (voir partie précédente
sur l’explication des messages renvoyés par l’algorithme).
Figure III.3.5 – Limite du résultat suite à un mauvais paramétrage du rapport a.bc pour les données
terrain
La figure III.3.5 montre une des limites du mauvais paramétrage du rapport
a.c
b . En effet, le
besoin déterminé en froid de cette période croît au fur et à mesure de la semaine. On peut
aussi voir que le bâtiment est chauffé puis refroidi, ce qui ne présente pas une consomma-
tion d’énergie optimum. On constate aussi pour les données terrain de TN III que le nombre
d’heures d’inconfort est nul pour chacun des essais. Afin de pouvoir trouver l’optimum entre
consommations idéales et respect de la consigne, il faut pouvoir replacer le rapport
a.c
b au
bon endroit de l’inflexion du nombre d’heures d’inconfort, autrement dit le moment où l’on
passe au nombre minimum.
Des études complémentaires sur la valeur optimale de ce rapport pourraient être menées
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afin de le positionner automatiquement pour obtenir l’inflexion. En effet, nous avons vu sur
l’ensemble des résultats que le rapport influe sur le résultat final. Aussi, l’optimumdes consom-
mations se détermine généralement lors du passage au nombre d’heures d’inconfort mini-
mum. Artiges [2016] montre également dans son travail que l’optimum peut être déterminé
à ce moment là.
III.3.2 - Economies réalisables sur les semaines au-
ditées
Le tableau III.3.9 résume les économies potentielles réalisables sur le bâtiment TN III audité.
La consommation totale indique les économies réalisables en valeur absolue. Les consom-
mations de chaud et de froid positives sont des économies réalisables, les consommations
négatives sont des consommations nécessaires au maintien du confort des usagers.
Semaine Données Résultat Consommation Consommation Consommation
analysées analysées opti tot chaud froid
Hiver In silico Attention Pas d’economies realisables, revoir données
Hiver Terrain Attention Pas d’economies realisables, revoir données
Printemps In silico Augmentationconso 2.6e+05 Wh 0 Wh -2.6e+05 Wh
Printemps Terrain Economiesrealisables 5.8e+05 Wh 8.5e+05 Wh -2,7e+05 Wh
Été In silico Augmentationconso 2.6e+05 Wh 0 Wh -2.6e+05 Wh
Été Terrain Economiesrealisables 5.9e+05 Wh 8.4e+05 Wh -2.5e+05 Wh
Automne In silico Attention Pas d’economies realisables, revoir données
Automne Terrain Attention Pas d’economies realisables, revoir données
Table III.3.9 – Récapitulatif des économies réalisables sur les semaines analysées
Pour quelques saisons (Hiver et Automne), les conditions de confort sont déjà respectées
en conditions initiales. Afin d’éviter des erreurs d’analyse, le modèle recommande un ap-
profondissement de l’étude par un expert. Pour le printemps, on rencontre un problème de
conflit entre le besoin en chauffage et en froid (période de mi-saison) qui ne permet pas
d’obtenir des puissances optimisées sans configurer plus finement l’optimisation (paramètres
a, b et c).
Pour les données de terrain du printemps et les deux types de données de l’été, le mo-
dèle identifie une rectification des consommations d’énergie. Les économies annoncées
prennent en compte la consommation globale mais peut induire quand même une aug-
mentation d’un des deux types de puissance injectée (chaud ou froid).
La méthode permet d’obtenir un conseil en optimisation ou une demande d’approfondis-
sement de l’analyse par un expert si la méthode subit des instabilités ou si elle détecte de
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manière initiale des conditions de confort adéquates.
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Partie III.4
Synthèse de la méthode complète
III.4.1 - Architecture de la chaine fonctionnelle
Les étapes du cheminement de la donnée du bâtiment prélevée à sa consommation
optimale sont énumérées de la manière suivante :
1. Métrologie (première étape de la figure III.4.1),
(a) Collecte des données du bâtiment à partir du réseau de mesure,
(b) Acheminement des données sur un serveur central,
2. Intelligence,
(a) Récupération des données pour prétraitement,
(b) Utilisation du modèle pour vérification de l’adéquation des paramètres,
(c) Identification des paramètres de conception du bâtiment et calibration du mo-
dèle suivant les données d’entrée (deuxième étape de la figure III.4.1),
(d) Détermination de la commandeoptimale pour obtenir la consommation optimum
du bâtiment étudié. (troisième étape de la figure III.4.1).
Et représenté sur la figure III.4.1.
Figure III.4.1 – Analyse fonctionnelle de la méthode complète
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III.4.2 - Application industrielle
a. Réseau de mesure "low-tech" : L’adaptation industrielle est d’abord décrite par
le passage du stade de prototype de réseau de mesure à une phase de pré-industrialisation
voire d’industrialisation. En effet, le prototype détermine la faisabilité technique du projet.
Une fois certifiée, une réplication (phase de pré-industrialisation) est nécessaire pour vali-
der la possibilité de multiplier les fonctionnalités du proto dans un environnement industriel.
Il permet de dessiner et dimensionner les différents éléments à intégrer dans les appareils fi-
naux. Une fois construits en peu d’exemplaires, ces derniers sont mis en tests pour vérifier le
bon fonctionnement des nouveaux composants fabriqués.
Une fois cette phase entérinée, la phase d’industrialisation est engagée.
b. Front-end : Afin de rendre l’utilisation de la solution plus adaptée à une solu-
tion client, une interface graphique de synchronisation et de visualisation des données est
conçue. Elle permet d’établir le profil d’un bâtiment, d’y renseigner ses attributs et caracté-
ristiques, de visualiser les données relevées par les capteurs ou renseignées par l’utilisateur
sur une interface web, et de mesurer les effets des actions de réduction des consommations
d’énergie et les intégrer dans une visualisation plus globale à l’échelle du patrimoine (ou
d’un porte-feuille de bâtiments). Cette partie est plus communément appelée le Front End.
Il s’occupe principalement de l’affichage et des calculs minimes (réalisables en temps réel
ou à très faible coût machine).
c. Back-end : Le plus gros des calculs est effectué par ce qui est appelé le Back
End. Il récupère et stocke les données récupérées par les capteurs, les prétraite pour déter-
miner leur validité, permet le calcul des économies réalisées en amont afin de les afficher
ou de déterminer les notifications à envoyer au client. Pour ce faire, une solution de serveur
centralise le traitement, le stockage des données, et relie le tout à l’interface graphique.
III.4.3 - Perspectives d’évolution de la solution
La solution développée ne permet pour l’instant que de prendre en compte les aspects
consommations d’énergie et confort des usagers, mais seulement sur la partie température.
a. Amélioration de la prise en compte de la température de l’air extérieur La tem-
pérature de l’air utilisée dans les modèles est issue d’un capteur placé sur la façade du bâti-
ment. Il serait nécessaire d’utiliser des données météorologiques fournies par des stations. En
effet, les données sont plus précises et représentent surtout l’environnement climatique du
bâtiment étudié dans sa globalité et non, par exemple, une température extérieure qui peut
être influencée par le rayonnement direct ou celui de la façade dans le cas d’un capteur qui
n’est pas sous abri ventilé. En effet, le mauvais placement de la sonde extérieure peut fausser
la méthode et un placement optimum nécessite un matériel (mât, par exemple) coûteux.
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b. Modélisation plus finedes équipements climatiques Les équipements climatiques
ont été modélisés dans les MTES comme des générateurs de température constante. La puis-
sance nécessaire est donc la puissance de sortie des équipements et non sa puissance ap-
pelée initiale. Des modules approfondissant la modélisation du fonctionnement des équi-
pements permettraient d’affiner la recherche de la consommation optimale du bâtiment
étudié.
c. Étude plus fine du positionnement des capteurs Comme vu dans la bibliogra-
phie, le placement des capteurs est un élément important dans l’analyse de la qualité des
données remontées par le réseau de mesure. Un approfondissement de ce placement per-
mettrait de pouvoir mieux évaluer l’indice de confiance (et d’incertitude) des données ac-
quises.
d. Evolution du modèle vers le multi-nodal Les MTES développés sont valables pour
la modélisation d’une zone homogène au niveau du comportement thermique. Dans la
réalité, il est très rare de rencontrer un bâtiment présentant cette caractéristique. Le fait de
permettre au MTES de modéliser les hétérogénéïtés élargirait ses possibilités de modélisation
et donc d’utilisation.
e. Prise en compte améliorée du confort Une des premières évolutions à apporter
aumodèle est de rajouter l’aspect calcul de la température opérative (température prenant
en compte l’influence de la convection et du rayonnement), car elle permet de mieux être
associée aux différents indicateurs de confort comme le PMV et le PPD.
f. Prise en compte de la qualité de l’air Pour renforcer encore la prise en compte
du confort des usagers, un ajout de capteurs de mesure de la qualité de l’air, serait néces-
saire comme les COV ou autres polluants de l’air, ou les mouvements d’air dans la zone étu-
diée. Elle permettrait de mieux prendre en compte la ventilation et ses deux composantes :
la diminution/régulation de la concentration en polluant et l’influence du débit sur l’inertie
thermique et la constante de temps du bâtiment.
g. Prise en compte du coût de l’énergie Dans l’optimisation présentée dans la par-
tie précédente, seules les consommations d’énergie minimum sont étudiées, tout en respec-
tant la température intérieure de confort des usagers. Cependant, le coût de cette énergie
(contrat, abonnement, variation du coût unitaire en fonction de l’heure d’utilisation dans la
journée) n’est pas pris en compte et permettrait de mieux ajuster l’optimisation par rapport
à la facturation énergétique finale.
h. Outils de détection de dysfonctionnement d’équipements Comme vu dans la
partie bibliographie, Magoulès et al. [2013] a développé un outil permettant de déterminer
les défauts des équipements climatiques référencés dans le bâtiment. Il serait possible de
rajouter un plug-in de ce type pour compléter la méthode avec un nouvel outil performant
de diagnostic.
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i. Connexion entre la loi de commande optimale et les équipements climatiques
En réalité, la commande prédictive est déterminée pour l’instant en mode HORS LIGNE dans
la figure I.2.14. Une amélioration, attendue par l’entreprise, serait d’adapter les consomma-
tions optimales obtenues en loi de commande active (temps réel) pour les équipements
climatiques. Autrement dit, transformer les courbes de consommations en "ordres" "on/off" à
destination des régulateurs de ces équipements.
j. Modification de la conception - la rénovation Au delà de l’optimisation du fonc-
tionnement du bâtiment, le logiciel pourrait se doter d’un plug-in d’analyse des possibilités
de changement des équipements climatiques, ou encore des composantes de conception
du bâtiment, comme les menuiseries (agir sur les infiltrations d’air, ou encore sur les proprié-
tés thermiques des façades en modifiant les matériaux, autrement dit leurs coefficients de
conductivité thermique).
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Conclusion générale
L’opérationnalité d’une méthode complète d’optimisation des consommations énergé-
tiques d’un bâtiment est à la fois innovante et complexe à mettre en place. Peu de travaux
traitent de ce sujet dans la littérature scientifique ou dans les bureaux spécialisés dans le do-
maine. La méthode proposée est en fait une chaîne d’éléments de collecte, de traitement
et d’optimisation des données remontées du bâtiment. Le premier objectif de la méthode
est de pouvoir observer le fonctionnement réel du bâtiment par la remontée de grandeurs
clefs.
Le deuxième est de pouvoir estimer les paramètres de conception liés à ce fonctionne-
ment réel, autrement dit observés de manière indirecte sur le terrain. Ils sont obtenus sans
tâtonnement, par minimisation de la différence entre le résultat du modèle descriptif et les
données mesurées.
Le dernier objectif est d’estimer sa consommation minimale et à niveau de confort idéal
pour l’usager. Cette consommation est dite optimale suivant ces critères.
L’apport des travaux de recherche présentés dans ce manuscrit a permis de développer
un ensemble de modules, à savoir : un module de collecte de données, composé d’un
réseau de capteurs multi-fonctions ; un module de vérification et prétraitement des données
collectées pour les rendre compatibles avec la suite de la chaîne ; un module de calcul du
comportement thermique du bâtiment compatible avec les données prétraitées, conçu à
partir d’un modèle thermique simplifié basé sur l’analogie électrique ; un module d’inversion
de ce modèle pour en obtenir les paramètres de conception, autrement dit les paramètres
réels du bâtiment observés sur le terrain ; et enfin, un module basé sur la loi de commande
prédictive optimale pour obtenir la consommation idéale du bâtiment suivant deux critères,
la minimisation et de respect du confort de ses usagers. L’intégralité de ces modules est
rassemblée dans une chaîne dite d’optimisation, autrement dit un pipeline de traitement
des données. Cette notion de tube de traitement représente bien la volonté de modularité
de la solution pour en faire un outil évolutif et pérenne.
La conception d’un réseau de capteurs est complexe et passe par la décomposition de
sa chaîne de mesure. Il a été nécessaire en effet de dimensionner l’intégralité des étapes
de cette chaîne, allant de la captation de la donnée jusqu’à son stockage. Pour répondre
aux enjeux économiques, le développement s’est axé sur le développement d’un réseau de
mesure à bas coût, autonome, non intrusif, sans-fil et nécessitant peu de maintenance, ré-
duisant de fait son coût d’implantation et d’exploitation. Nous nous sommes donc intéressés
aux choix de capteurs multiples, à basse consommation d’énergie, ainsi qu’à leur pilotage.
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Nous avons mis l’accent sur l’importance du choix d’un protocole de communication inno-
vant, réduisant la consommation de certaines couches physiques du transport des données,
orientant le choix du protocole sur le LoRaWAN, qui permet la communication à bas débit,
par radio, d’objets à faible consommation électrique. Enfin, un travail important a été réa-
lisé sur l’implantation du réseau dans l’environnement visuel du bâtiment. Une réflexion sur le
design des boxes a été menée en parallèle de sa conception technique. Ce réseau capte
donc les grandeurs clefs du fonctionnement du bâtiment.
Grâce à la création du prototype de réseau de mesure et à la rédaction d’un cahier des
charges des besoins techniques associés, un partenaire industriel a été identifié pour l’étape
de pré-industrialisation et d’industrialisation future du réseau. Il répond aux exigences expri-
mées en termes d’autonomie, de maintenance, de remontée et de mise à disposition à
l’intelligence des grandeurs mesurées du bâtiment.
Cette intelligence est adjointe au réseau et regroupe lemodèle thermique et lesméthodes
d’optimisation associées permettant d’accéder à des conseils de réduction des consomma-
tions d’énergie. Un modèle thermique simplifié, basé sur l’analogie thermique/électrique, a
été réalisé puis testé et validé grâce à la comparaison avec une référence (modèle du mar-
ché, IES Virtual Environnement). Il a aussi été soumis aux méthodes de calculs de sensibilité et
d’incertitude. Nous avons obtenu un modèle analytique, explicite représentant le bilan ther-
mique simplifié d’un bâtiment mono-zone et multi-modal qui, en fonction de paramètres
d’entrée de conception (propriétés physiques) et de fonctionnement (apports internes et
propriétés d’usage), permet d’obtenir ses performances (températures, consommations). Il
est sensible aux paramètres clefs de conception du bâtiment ainsi que de son fonctionne-
ment. Son incertitude présente une attention particulière à apporter sur les données de tem-
pératures environnantes ainsi que les consignes de régulation à paramétrer dans le modèle.
Ce MTES a ensuite été inversé pour obtenir, à partir des données de performances et de
fonctionnement réel, les variables de conception déduites du bâtiment. Pour cela, une mé-
thode d’identification des paramètres a été utilisée avec l’étude de la diminution de la diffé-
rence entre lemesuré (observé) et lemodélisé. Une fois ces données déterminées, on obtient
un dessin de bâtiment se rapprochant du cas observable sur le terrain. La procédure étant
automatique, elle est obtenue sans tâtonnement, et sans intervention humaine durant le
process. Le temps passé par les ingénieurs en thermique du bâtiment pour déterminer un
dessin de bâtiment se rapprochant au mieux de la réalité terrain se voit donc réduit. Il doit
être inversé à chaque saison en raison de la variabilité des paramètres déduits au cours de
l’année.
Ces résultats ont été utilisés pour déterminer le fonctionnement théorique idéal du bâti-
ment. Pour ce faire, la méthode des lois de commande optimale a été utilisée. Elle a permis
d’obtenir les courbes de consommations minimales respectant le confort des usagers via la
température de consigne. La déduction du profil énergétique fournit, en comparaison avec
l’observé, une solution d’optimisation basée sur ces deux critères, confort et consommations
minimales.
Tous les modules de la chaîne d’optimisation sont opérationnels et nécessitent d’être mis
bout à bout pour finaliser l’automatisation de la méthode complète. Une optimalité du ré-
seau de capteurs nécessite une réduction du nombre de capteurs sur chacune des boxes
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du réseau. Des boxes plus spécifiques seront construites en pré-industrialisation et se rappro-
cheront plus de la versionmono-capteur pour réduire aumaximum la consommation et aug-
menter l’autonomie globale de chaque nœud. Concernant le prototype de passerelle de
récupération et transmission des données au serveur de stockage, son architecture de fonc-
tionnement est validée et sera élargie pour devenir une passerelle « ouverte » au public. Cela
s’inscrit dans la volonté du consortium LoRa de couvrir l’intégralité du territoire national avec
son protocole. Cependant, chaque passerelle ne se verra dotée que d’une connexion filaire
vers le serveur pour des questions de sécurité et de bande passante.
Le modèle simplifié créé détermine rapidement le bilan thermique avec peu de données
d’entrée mais n’est pas adapté aux typologies de grands bâtiments. Il a en effet été conçu
pour décrire une zone unitaire inscrite dans son environnement thermique, à savoir, son en-
vironnement climatique (température extérieure, températures adjacentes) et ses apports
internes (occupation, usages). Il se base aussi sur la description de la température intérieure
supposée homogène dans la zone étudiée. Or, pour un grand bâtiment, elle peut être hé-
térogène et doit être répartie en sous-zones homogènes. Pour répondre à cette nouvelle
problématique, on pourra se pencher sur la connexion de plusieurs modèles de base via
l’approche nodale et une matrice de connexion entre ces "nœuds modèles". Afin de dimi-
nuer le coût en temps de calcul rajouté par cette complexification, on peut faire appel au
calcul parallèle dans la résolution des équations thermiques liées à chaque nœud. La sensi-
bilité a révélé également une variation de l’influence des paramètres en fonction du temps.
Ces indices pourront être approfondis dans l’optimisation afin de mieux considérer les plages
de données à utiliser pour l’identification et la détermination de la consommation idéale.
L’identification des paramètres est robuste mais nécessite une précision certaine de la me-
sure et des autres données d’entrée comme les hypothèses de profils d’occupation ou de
ventilation. En effet, il a été observé une forte sensibilité des différents paramètres sur les résul-
tats du modèle. Il sera nécessaire de redéterminer leur rôle en fonction du bâtiment audité à
l’instar d’une boucle de commande prédictive, c’est à dire la jonction répétitive entre une
période d’observation de l’état d’un système et une période d’action, modifiant le système
pour le faire tendre à son fonctionnement optimum. En effet, cela permettrait de vérifier pour
chaque bâtiment si la fréquence d’échantillonnage est suffisante, et si la résolution et le pla-
cement des capteurs est adéquate pour expliquer le fonctionnement réel du bâtiment.
La détermination de la loi de commande optimale s’est révélée robuste et efficace et per-
met deprendre en compte la réaction dubâtiment ainsi que le confort de ses usagers. Il a été
effectivement observé que les équipements techniques étaient mis en route plus tôt que les
consignes d’occupation pour prévoir la charge interne et le respect du confort des usagers.
Cependant, cette commande est pour l’instant calculée sans boucle de rétroaction et n’est
pas connectée à l’équipement climatique à piloter. Elle n’est donc pas modifiée en fonction
de ce qui est observé dans la zone étudiée. La connecter avec les données remontées du
réseau de capteurs permettrait de lever ce verrou. Une évolution du réseau de mesure et de
l’intelligence pourrait donc être l’introduction d’une partie "contrôle/commande" du bâti-
ment. Autrement dit, la solution pourrait venir compléter la gestion technique du bâtiment,
ou elle pourrait traduire la loi de commande déterminée afin qu’elle soit exploitable par le
manager énergie du site dans le pilotage manuel de ses équipements climatiques.
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Tous les algorithmes du pipeline ayant été développés de manière analytique et modu-
laire, différents plug-ins peuvent être ajoutés simplement à laméthodeglobale pour affiner les
entrées ou les sorties de chacun des modules de calculs principaux. On pourra par exemple
rajouter un module d’analyse plus fine de l’irradiation solaire. Cela se traduira concrètement
par l’ajout à la solution d’un nouveau nœud de capteurs de rayonnement solaire à placer
sur le site étudié et un module informatique de traitement de ces données à implanter dans
le pipeline, en amont de l’identification.
Un des objectifs du projet de recherche présenté était de réduire le temps humain passé
sur la calibration du modèle pour pouvoir l’optimiser. On peut s’apercevoir qu’après envoi
du réseau de mesure sur site pour son installation, il ne reste plus qu’à obtenir un échantillon-
nage d’une semaine venant des capteurs pour obtenir la calibration du modèle. Le temps
expert est en général dimensionné entre un et trois jours pour ce dimensionnement du dessin
du bâtiment en fonction de sa taille. En effet, les logiciels utilisés doivent être instruits avec
plus d’une centaine de paramètres différents pour pouvoir fonctionner. Ce temps de dimen-
sionnement ne nécessite pas nécessairement les compétences d’un ingénieur en thermique
du bâtiment, mais est pragmatiquement effectué par eux faute de l’existence de techni-
ciens « projeteurs », usuellement attitrés au dessin des bâtiments, que ce soit les plans d’ar-
chitecture, ou les plans des éléments techniques du bâtiment (schémas électriques courant
fort/faible, installations CVC, installation de désenfumage, etc.). L’outil développé devrait
permettre aux ingénieurs de pouvoir réduire de moitié leurs prestations de dessin et dimen-
sionnement du modèle. Cela permettrait de diminuer le coût des études préliminaires aux
actions d’optimisation ou de rénovation du bâtiment, ou bien de substituer ces jours à de
l’exploration a posteriori plus poussée sur le choix des actions et leur hiérarchisation dans un
schéma directeur de rénovation énergétique d’un patrimoine.
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PARTIE A. E-BRAIN.BOX : DE LA CONCEPTION À LA RÉALISATION D’UN RÉSEAU DE MESURE
Partie A
e-Brain.Box : de la conception à la réali-
sation d’un réseau de mesure
Introduction
Cette partie présente la conception et réalisation du réseau de mesure adjoint à l’intel-
ligence permettant d’obtenir les caractéristiques "réelles" (ou terrain) de conception et la
consommation optimale d’un bâtiment. Elle a été réalisée en 3 phases :
1. Conception théorique à partir des besoins métrologiques (réponse à appel à projet),
2. Conception pratique et premier prototype (projet eBrain-In , energy Building retrofit au-
tonomous innovative non-Intrusive network),
3. Rédaction du cahier des charges des spécifications fonctionnelles pour industrialisation
(Projet SOBRE).
Comme vu dans la partie Contexte et Bibliographie, la réalisation des différents prototypes
du projet a été réalisée grâce aux solutions de développement basées sur l’open hardware
et l’open source software. Nous tenons à remercier toutes les communautés ayant permis
d’aider, d’unemanière ou d’une autre, le développement du projet présenté ci-après (figure
A.1.1).
Pour expliquer la notion de logiciel libre et ses avantages, un extrait du livre "OpenSources -
Voices from the Open Source Revolution" de Bruce Perens (Perens [1999]), traduit par Sébas-
tien Blondeel 1, résume l’intention d’utiliser l’open source pour le développement du projet :
"Le concept de logiciel libre est ancien. Quand les ordinateurs sont entrés dans les universités,
c’était en tant qu’outils de recherche. Les logiciels étaient librement passés de laboratoire en
laboratoire, et les programmeurs étaient payés pour le fait de programmer, et non pas pour
les programmes en eux-mêmes. Ce n’est que plus tard, quand les ordinateurs sont entrés
dans le monde des affaires, que les programmeurs ont commencé à subvenir à leurs besoins
en limitant les droits associés à leurs logiciels et en en taxant chaque copie. Le Logiciel Libre,
en tant qu’idée politique, a été popularisé par Richard Stallman depuis 1984, année où il a
1. ISBN 1-56592-582-3, janvier 1999, édité par Chris DiBona, Sam Ockman, et Mark Stone chez O’Reilly & Asso-
ciates
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Figure A.1.1 – Logiciels open-sources utilisés
créé la Free Software Foundation et son projet GNU. Sa prémisse, retranscrite dans l’entretien
avec Uretsky [2001], est que tout le monde devrait jouir de plus de liberté, et savoir appré-
cier cette dernière. Il a mis sur pied un ensemble de droits dont il estimait que tout utilisateur
devait pouvoir jouir, et les a codifiés au sein de la licence publique générale de GNU, ou
GPL. Stallman a intitulé, non sans malice, cette licence « gauche d’auteur » (copyleft), car
au lieu d’interdire, elle donne le droit de copier. Il a lui-même développé de féconds travaux
en matière de logiciels libres, tels que le compilateur de langage C du projet GNU, et GNU
Emacs, un éditeur qui dispose d’attraits tels que certains en parlent comme d’une religion.
Ses travaux ont inspiré de nombreux autres développeurs à proposer du logiciel libre selon
les conditions de la GPL. Même si elle n’est pas promue avec la même ferveur libertaire,
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la définition de l’open source reprend de nombreuses idées de M. Stallman, et on peut la
considérer comme une dérivation de ses propres travaux."
Seront présentés dans un premier temps le cadre du projet et son évolution, l’aspect élec-
tronique du réseau de mesure, son aspect informatique, le travail réalisé sur le design de ce
dernier. Le cahier des charges en vue de l’industrialisation ainsi que la connexion à l’intelli-
gence et les perspectives d’évolution du réseau seront détaillés dans un deuxième temps.
A.1 - Cadre de l’étude et objectifs
La thèse a pour objectif le développement conjoint d’un réseau de mesure et son intel-
ligence (traitement des données approfondi). Pour le développement du réseau, la forma-
lisation de son cahier des charges initial a été faite via un projet sélectionné pour un AàP 2
orienté sur les énergies de demain avec la Société d’Accélération de Transferts Technolo-
giques d’Ile de France (IDF Innov’). L’initiative a ensuite évolué en interne de l’entreprise pour
son développement et ses tests.
A.1.1 - Projet SATT IdF Innov
A.1.1.1 - Contexte technologique
Il existe dans le domaine plusieurs solutions de maîtrise et suivi des fluides du bâtiment
(Smart Impulse, Fludia, Vizelia. . . ), toutefois elles ne concernent qu’un type de grandeur me-
surée ou une reprise de données acquises par un dispositif tiers. Autrement dit, les données
remontées sont précises, mais ne permettent de résoudre qu’une partie des anomalies de
comportement du bâtiment. Or, concevoir un programme de réhabilitation énergétique est
un problème complexe. Une approche systémique se révèle être nécessaire pour prendre
en compte les aspects combinatoires et multicritères avec des fonctions objectifs bien spé-
cifiques comme le mentionne Rivallain [2013]. A la base, cela nécessite la définition des cri-
tères de décision, l’étape d’audit énergétique du bâtiment existant et l’identification des
mesures élémentaires de réhabilitation, les données bâtimentaires (type DOE 3), la simula-
tion thermique dynamique (STD). Le couplage à la STD impose la nature mathématique des
critères de décision, qui sont donc des fonctions non linéaires et implicites pour évaluer les
performances d’une solution donnée. En revanche, il n’est pas l’expression analytique glo-
bale reliant toutes les variables de décision du problème. Cette caractéristique du problème
influencera les choix méthodologiques en termes d’aide à la décision pour l’identification de
programmes de réhabilitation énergétique efficaces comme le précisent Asadi et al. [2014]
dans leurs travaux.
2. appel à projet
3. Dossiers d’Ouvrage Executé : Documents recensant l’intégralité des éléments de conception du bâtiment -
Caractéristiques d’enveloppe, des équipements climatiques, desmenuiseries, du réseau hydraulique, decourant
fort, de courant faible, etc.
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A.1.1.2 - Problème identifié
L’étude s’inscrit dans l’enjeu national de la transition énergétique et des économies d’éner-
gie, c’est-à-dire le passage d’un système énergétique qui repose essentiellement sur l’utili-
sation des énergies fossiles, épuisables et émettrices de gaz à effet de serre vers un bouquet
énergétique donnant la part belle notamment à l’efficacité énergétique (le projet de Loi de
programmation sur la transition énergétique a été présenté mercredi 18 juin 2014 en Conseil
des Ministres par Mme la Ministre Ségolène Royal et publié en 2015). L’efficacité énergétique
répond également à la volonté du pays d’accroître son indépendance énergétique et de
renforcer sa compétitivité en réduisant à terme sa facture énergétique.
Cette initiative répond à plusieurs cibles sociétales et industrielles :
- Le développement, grâce à uneméthodologie adaptée, d’outils « clefs en main » opé-
rationnels de planification de rénovation énergétique à destination d’une assistance à
maîtrise d’ouvrage orientée développement durable et performance des ouvrages,
- L’intégration d’intelligence pour l’optimisation de la gestion bâtimentaire : gestion de
la communication entre composants, gestionnaires et usagers ; ergonomie et interface
homme-machine,
- L’élaboration d’un démonstrateur de la transition énergétique des bâtiments publics
notamment (Directive européenne 2012 sur l’efficacité énergétique, Plan bâtiment du-
rable, Plan vert) en mobilisant les compétences internes et en développant des incita-
tions à agir localement, dans une logique de territoire et d’amélioration continue.
A.1.1.3 - Solution proposée
L’objectif industriel, outre l’aboutissement à une intelligencedans le traitement dedonnées
et l’aide à la prise de décision sur la mise en place d’action de réduction des consomma-
tions, est le développement d’une technologie de box « low tech » reprenant la base d’un
réseau de mesure multiparamètres mais pouvant s’adapter à chaque bâtiment analysé.
Suite à l’analyse de la bibliographie et du contexte industriel, ce réseau de mesure (figure
A.1.2) a été développé de manière à ce qu’il soit non-intrusif (des protocoles sans fil longue
portée ou CPL 4 seront étudiés), pouvant être mis en place dans l’ensemble d’un bâtiment et
être adaptable en fonction des besoins métrologiques. Il comporte des capteurs très basse
consommation pour permettre une acquisition longue durée et un faible impact quant aux
consommations induites. Cela permet aussi de pouvoir placer une métrologie dans des en-
droits peu accessibles et surtout non alimentés par le réseau électrique. La majorité des bâ-
timents instrumentés seront de type tertiaire. Concernant l’adaptabilité de la mesure, une
recherche a été faite sur la possibilité d’inclure une technologie de reconnaissance des cap-
teurs branchés sur le module.
Ses utilisations/valorisations sont diverses :
- Complétion des diagnostics en cours sur le patrimoine expertisé par EGIS
4. Courant Porteur en Ligne
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Figure A.1.2 – Architecture du réseau de mesures et présentation de ses différents modules. source :
Appel à projet SATT IdF Innov
- Proposition d’une métrologie accessible et plug and play à la maîtrise d’ouvrage pour
réaliser sur le long terme leurs diagnostics et, par ce biais, la prise de décision. Cela peut
s’apparenter à lamise en place d’uneGTB (Gestion Technique du Bâtiment) accessible
et automatisée.
- Support éventuel long terme de la part d’EGIS en termes de contrat de performance
par l’intermédiaire de retours d’expérience.
Il est prévu dans le projet de réaliser un prototype de réseau avec plusieurs boxes pouvant
communiquer à distance. Ce développement s’appuie sur différentes parties complémen-
taires :
- Conception électronique numérique et communication,
- Réalisation de cartes électroniques numériques (contrôle et communication), et tests
de ces dernières.
- Partie logicielle de pilotage - affichage du monitoring (interfaces web et/ou mobile).
Il a été proposé de concrétiser un prototype de réseau de mesure par l’intermédiaire du
projet e.Brain-In puis un passage à la pré-industrialisation et industrialisation via le projet d’en-
treprise SOBRE (Système d’Optimisation Bâtiment et de Rénovation Energétique).
A.1.2 - Concrétisation par le projet e-Brain.In
Le nom du projet est e-Brain.In pour « energy Building Retrofit Autonomous Innovating Non-
Intrusive Network ».
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L’objectif clef de son fonctionnement est, de manière non-intrusive, d’acquérir et d’en-
registrer les paramètres physiques d’un bâtiment en temps réel, à savoir : la température,
l’humidité, l’occupation et la consommation électrique ; le but principal étant de fournir des
données utilisables par les algorithmes développés dans la thèse, qui permettent de déter-
miner les actions d’optimisation à effectuer sur les bâtiments de manière particularisée.
Ce système de mesure est donc constitué de capteurs, dont le rôle est de mesurer une
grandeur physique dans l’environnement et de la convertir en données interprétables, et
d’une centrale d’acquisition qui regroupe l’ensemble des données et les conserve pour les
mettre à disposition de(s) l’utilisateur(s) ou du manager énergie. Installé au sein des bâti-
ments, notamment des bureaux, la fonction de ce système de mesure doit pouvoir s’appli-
quer sur une large zone géographique afin de couvrir, dans l’idéal, l’ensemble complet des
locaux d’un bâtiment. C’est pourquoi, le placement des capteurs à des endroits différents
engendre le besoin de récupérer les données de façon autonome et pratique, de manière
non-intrusive, de manière à nécessiter le moins possible les interventions humaines sur le ter-
rain.
L’utilisation d’un réseau de communication avec les capteurs est donc la solution la plus
adaptée à la situation. Cette association donne alors lieu à l’appellation de « réseau de
capteurs ». Dans ces conditions, les capteurs doivent donc être utilisés en parallèle avec une
unité de traitement, une unité de transmission et une source d’énergie. Il s’agit respective-
ment d’un contrôleur, d’un outil de communication sans-fil et d’une batterie. La première
unité sert notamment à convertir et à formater les données recueillies par les capteurs et à
exécuter le protocole de communication ; la seconde effectue les émissions et les réceptions
de données ; enfin, la troisième fournit l’énergie nécessaire au bon fonctionnement du sys-
tème. La combinaison de ces trois unités forme un nœud du réseau. Il est nommé, dans le
cadre du projet, « e-Brain.field ». Le réseau de capteurs doit donc utiliser des microcontrôleurs
et un protocole de communication pour pouvoir coordonner les transmissions de données
et assurer leur fiabilité.
Les données collectées par les nœuds « e-Brain.field » sont envoyées à une même cen-
trale d’acquisition (cf figure A.1.3), c’est-à-dire le concentrateur ou la station de base, afin
de faciliter la récupération des données par l’utilisateur et leur stockage. La centrale d’ac-
quisition est nommée « e-Brain.DMN » (Datalogger Measurement Network) pour le projet.
Enfin, les données pourront être envoyées depuis la centrale d’acquisition dans une base
de données « e-Brain.Cloud ». L’architecture du réseau de mesure a donc été définie de la
manière suivante : il s’agit d’une architecture réseau en étoile où la centrale d’acquisition
« e-Brain.DMN » est le seul interlocuteur pour chaque nœud « e-Brain.field » du réseau. En
résumé, le réseau de capteurs doit pouvoir répondre aux besoins suivants :
— Acquisition des paramètres physiques et chimiques d’un bâtiment
— Conversion de ces paramètres en données exploitables
— Capacité à transmettre les informations à distance
— Récupération de l’ensemble des données par une centrale d’acquisition
— Durée de vie élevée - Il est nécessaire qu’elle soit de l’ordre d’une année voire plus.
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Figure A.1.3 – Schéma de l’architecture e-Brain-In
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Le conception de ce prototype a permis d’établir un cahier des charges technique ainsi
qu’une argumentation sur la viabilité du projet. L’intégralité des sujets abordés sur l’e.Brain-In
a permis la conception du prototype SOBRE puis sa pré-industrialisation avec le partenaire
de l’entreprise, eWattch 5.
5. Site internet du constructeur : http://www.ewattch.com
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A.1.3 - Intégration du prototype dans le projet SOBRE
Le projet « SOBRE 6 » vise a mettre en œuvre un service d’aide a l’amélioration des per-
formances énergétiques des bâtiments tertiaires avec un module d’expertise et un module
d’animation allant du top management aux utilisateurs locaux.
Figure A.1.4 – Architecture globale du projet SOBRE
Il propose des solutions sur plusieurs niveaux de supervision énergétique d’un parc de bâ-
timents :
SIGHT : Offre d’hypervision du patrimoine et de ses consommations de fluides associées.
C’est l’offre de base de SOBRE, rassemblant au même endroit toutes les données per-
mettant de comprendre les consommations et les coûts des différents fluides utilisés. Les
données sont à la maille mensuelle.
LITE : Offre dotée de l’hypervision et de traitements approfondis des données de factura-
tion poussant aux différents utilisateurs des actions ciblées sur ce qui a été analysé en
défaut de fonctionnement (consommations ou facturation). Les algorithmes de traite-
ment vont aussi servir à se comparer à des cohortes de bâtiments similaires (structurel
ou fonctionnel) et permettre de pouvoir pousser des actions qui ont été bénéfiques
auparavant dans ces mêmes cohortes. Les données sont à la maille mensuelle.
CORE : Offre similaire au LITE et au SIGHT, combinant une solution de métrologie basée
sur le prototype présenté dans ce manuscrit et des algorithmes poussés de prédiction
des consommation (basés sur les travaux de Brown et al. [2012]) afin de détecter des
anomalies de fonctionnement au pas horaire, journalier ou hebdomadaire. Elles cor-
rèlent aussi des données de température, d’humidité de présence et de luminosité afin
6. Site internet de l’entreprise : https://sobre.immo/
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d’élargir sa capacité à pousser des actions ciblées sur les réductions de consommation
d’énergie. Par exemple, pour un bureau encore occupé à des horaires hors bureau gé-
nériques, le capteur de présence va pouvoir spécifier que la consigne de chauffage
doit rester à niveaudeconfort pour les occupants encore à l’intérieur. En autre exemple,
le capteur de luminosité va permettre de pouvoir identifier des surconsommations la
nuit pour cause d’éclairage non éteint sur cette période. Les données passent donc à
la maille horaire, affinant de fait l’analyse du comportement thermique des bâtiments
instrumentés.
A.1.4 - Déroulé de la conception
Le projet e.Brain-In est considéré ici comme la phase de preuve de concept ou POC (de
l’anglais : proof of concept) - ou encore démonstration de faisabilité. Elle est une réalisation
expérimentale concrète et préliminaire, courte ou incomplète, illustrant une certaine mé-
thode ou idée afin d’en démontrer la faisabilité.
Le projet d’entreprise SOBRE est considéré comme démonstrateur technologique et pré-
industriel et industriel.
Les étapes principales se sont déroulées telles que :
- 1ère année : état de l’art sur les réseaux de mesures et les différents aspects de la
conception (électronique, informatique, design)
- 2e année :Conception successive des prototypes eBrain-Box puis SOBRE ; Tests du réseau
sur plusieurs aspects (réseau, captation, restitution des données, autonomie) ; Élabora-
tion du cahier des charges pour industrialisation.
- 3e année : Industrialisation et tests des premiers capteurs manufacturés.
La figure présentée en A.1.5 résume les différentes sous-étapes entreprises dans les diffé-
rentes phases du projet.
Figure A.1.5 – Timeline du projet SOBRE présentée aux clients
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A.2 - Specifications et caractéristiques définitives
A.2.1 - Spécifications générales
a. Spécifications fonctionnelles
- Acquisition de la température et de l’humidité, du rayonnement IR direct, de la pression
acoustique,
- Acquisition des consommations d’énergie directes (tor) et indirectes (photodiode, télé-
relève/TIC),
- Conversion de ces paramètres en données exploitables,
- Transmission des données d’état de fonctionnement des nœuds (charge restante, pro-
blème d’acquisition ou de présence sur le réseau),
- Transmission des données sans fil (Utilisation de bandes de fréquences libres de 868 MHz
et non 433 MHz, fréquence trop saturée),
- Récupération de l’ensemble des données par une centrale d’acquisition grâce à une
architecture réseau en étoile,
- Procédure d’enrôlement des nœuds gérée par la centrale d’acquisition ou la passe-
relle,
- Modification OTA de la fréquence d’échantillonnage,
- Facultatif : Maintenance des nœuds OTA,
- Facultatif : Modification OTA du script de fonctionnement des différents nœuds,
- Ergonomie de mise en place et de maintenance (en utilisant l’accès OTA au réseau de
mesure) par la diminution optimale des actions à réaliser par l’utilisateur final.
b. Spécifications techniques
- Portée aumoins égale à 150m enmilieu à perturbations électromagnétiques standard,
- Port RJ45, puce Wi-Fi (en option) et modem GPRS (3G, LTE, etc.) ou supérieure pour
transmission des données de la centrale d’acquisition vers les serveurs Sobre,
- Indicateurs lumineux (LEDs) de l’état de fonctionnement des nœuds,
- Procédure d’enrôlement des nœuds et transmission des données sécurisées,
- Autonomie énergétique de 3 ans minimum pour les équipements sur batteries,
- Encombrement limité,
- Meilleures pratiques environnementales pour la conception électronique :
o Conformité RoHS 7,
7. La Directive européenne RoHS (2002/95/CE) vise à limiter l’utilisation de six substances dangereuses, RoHS
est l’acronyme de Restriction of Hazardous Substances. Elle est complétée par la directive de 2008 sur les déchets
(Directive 2008/98/CE)
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o Démontabilité et recyclabilité des équipements (fin de vie du matériel),
o Réduction / élimination des substances dangereuses,
o Durabilité du matériel,
o Implication de l’entreprise dans une démarche de développement durable,
o Emballage.
A.2.2 - Architecture générale
L’architecture générale reste similaire au prototype SOBRE (voir figure A.2.6). Elle a été ex-
posée au Symposium IEEE DCABES 2016 (Zima et al. [2016]). Les changements dans les spé-
cifications pourront exiger l’utilisation du protocole LoRa entre le GateWay et les nœuds.
Figure A.2.6 – Achitecture générale du réseau
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a. Normes
- Arcep
o Décision n°06-0841 de l’Autorité de régulation des communications électroniques
et des postes en date du 25 juillet 2006 fixant les conditions d’utilisation des fré-
quences radioélectriques pour les applications d’identificationpar radiofréquences
dans les bandes 433,05 - 434,79 MHz et 865 – 868 MHz.
o Décision n°2014-1263 de l’Autorité de régulationdes communications électroniques
et des postes en date du 6 novembre 2014 fixant les conditions d’utilisation des fré-
quences radioélectriques par des dispositifs à courte portée.
- LoRa Alliance
o LoRaWAN Specification 1R0 (Janvier 2015)
- Open Metering Standard ou spécifications de certaines couches du modèle OSI :
o EN 13757-1 :2003 : Communication system formeters and remote reading ofmeters
- Part 1 : Data exchange
o EN 13757-2 :2004 : Communication systems for and remote reading of meters - Part
2 : Physical and link layer
o EN 13757-3 :2004 : Communication systems for and remote reading of meters - Part
3 : Dedicated application layer
o EN 13757-3 :2013 : Communication systems for and remote reading of meters - Part
3 : Dedicated application layer
o EN 13757-4 :2005 : Communication systems for meters and remote reading of me-
ters - Part 4 : Wireless meter readout (Radio meter reading for operation in the 868
MHz to 870 MHz SRD band)
o EN 13757-4 :2013 : Communication systems for meters and remote reading of me-
ters - Part 4 : Wireless meter readout (Radio meter reading for operation in SRD
bands)
o EN 13757-5 :2008 : Communication systems for meters and remote reading of me-
ters - Part 5 : Wireless relaying
o EN 13757-6 :2008 : Communication systems for meters and remote reading of me-
ters - Part 6 : Local Bus
A.2.3 - Analyse fonctionnelle
L’analyse fonctionnelle du prototype est similaire à celle des spécifications techniques. Il y
a cependant moins de capteurs à prendre en compte et il sera demandé une simplification
de ce qui se passe dans le GateWay. En effet, l’adoption du protocole LoRa inclut le fait que
la passerelle est un relais technique et non une intelligence de pré-traitement des données.
Avec le protocole LoRa, la maintenance du firmware des capteurs ne sera plus possible non
plus.
Ce protocole est axé sur deux avantages :
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- la couverture réseau étendue,
- et l’optimisation des consommations liées à la puissance d’émission.
Cela induit deux inconvénients par rapport aux objectifs, à savoir :
- faible taux de transfert de données
- envoi mono directionnel des données (à savoir des nœuds vers la passerelle)
Le choix de ce protocole a surtout été émis pour diminuer drastiquement les consomma-
tions d’énergie liées à la partie communication du réseau. En effet, ce protocole prend en
compte des notions de sécurité et de gestion dynamique des puissances d’émission effi-
caces, qui permettent de rallonger l’autonomie des capteurs placés sur les sites étudiés.
Figure A.2.7 – Architecture fonctionnelle graphique finale
A.2.4 - Capteurs
La multiplicité des capteurs présents dans les Nœuds du prototype de SOBRE ne permet
pas une consommation optimum de ces derniers. Seront donc proposées au projet SOBRE
les spécifications suivantes :
L’objectif est d’acquérir de manière non-intrusive les paramètres physico-chimiques d’un
bâtiment en temps-réel (24h), à savoir :
- La température,
- L’humidité,
- L’occupation (présence),
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- La consommation électrique (courbe de charge : Puissance et consommations : Ener-
gie Active & Réactive).
Le système de mesure est constitué de capteurs, dont le rôle est de mesurer une gran-
deur physique dans l’environnement et de la convertir en données interprétables, et d’une
centrale d’acquisition ou passerelle, qui les téléverse sur un serveur central.
a. Fonctionnalités communes Seront proposées les fonctionnalités communes sui-
vantes :
Echantillonnage Le mode d’échantillonnage des capteurs est variable en fonction du
besoin, celui-ci peut être modifié à distance via une plateforme ou localement via une ap-
plication de configuration, application fournie avec les capteurs placés sur la carte électro-
nique.
Le mode d’échantillonnage permet de définir :
- Une fréquence d’envoi de données (10 minutes à 1 journée),
- Un nombre d’enregistrements entre chaque période d’envoi. La méthode d’enregistre-
ment est à définir pour chaque type de capteur
b. Nœud ambiance Est proposée la spécification suivante pour ce nœud :
Le bon fonctionnement des capteurs sera validé de manière logicielle uniquement, au-
cune LED n’étant intégrée au produit. Les données d’état (niveau de batterie, puissance
du signal, comportement de la tension en interne) envoyées par le capteur permettront de
valider ce fonctionnement.
Ainsi que la liste de spécifications pour les capteurs du tableau A.2.1.
Table A.2.1 – Spécification métrologique pour le nœud ambiance
Grandeur physique Plage recommandée Résolution demandée Précision demandée
Luxmètre
Spectre mesure
300-900nm
40 - 1000 Lux
5% ±5%
Température -10 à 50°C 0.1°C ±0.5°C
Humidité 30 à 90%RH 1% ±1%
Infrarouge Détection qualitative
de présence
10% ±10%
c. Nœud énergie Seront proposées les spécifications suivantes :
Plusieurs types de nœuds énergie sont envisagés :
- Un capteur permettant de relever les compteurs ERDF via :
o Une entrée TIC (compteurs électroniques ERDF),
o Un comptage d’impulsion LED
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Table A.2.2 – Liste des specs des capteurs du Node Power
Grandeur physique Plage Résolution / tps de réponse Alimentation
Entrée TIC
Consommation
pour 8
tranches horaires
S.O Sur batterie
Impulsion LED 70Vac 30ms (33Hz) Sur batterie
Impulsion Contact Sec 30Vac 30ms (33Hz) Sur batterie
Puissance Active ou réactive
Suivant
transformateur
de courant
Classe 2 Alimenté
Cos(phi) 0 – 1 2 chiffres significatifs Alimenté
Energie
Suivant
transformateur
de courant
Classe 2 Alimenté
- Un capteur permettant d’enregistrer un comptage d’impulsion :
- Entrée impulsion Contact Sec
- Un capteur permettant d’enregistrer :
- La puissance active et réactive (ou la puissance active et le cos(phi))
- La consommation Energétique (Courant & Tension) "
La liste des spécifications des capteurs associés est explicitée dans le tableau A.2.2.
Pour les capteurs électro-magnétiques, le comptage doit être de type optique, pour au-
tant ce type de compteur est amené à disparaître avec le déploiement prévu du compteur
Linky. Pour ce type de compteur, il existe un capteur déjà développé et éprouvé par la so-
ciété Fludia 8. Il pourra être intégré en tant que nœud sur le réseau demesure et ses données
peuvent être intégrées sur le Cloud. Il faudra cependant configurer le réseau pour l’accueillir
et communiquer avec ce dernier.
A.2.5 - Communications
a. Général Le mode de communication entre les nœuds et la passerelle est bidi-
rectionnel. Le mode d’écoute du capteur n’est activé qu’après un envoi de données et
dans une fenêtre temporelle limitée. Le mode de communication permet deux modes de
fonctionnement :
- Mode d’installation -> Ce mode permet d’autoriser la communication entre les nodes
et la gateway,
- Mode Données -> Mode de fonctionnement normal après association.
Le temps de communication radio étant limité par les décrets de l’ARCEP, le protocole de
communication (couche de liaison) devra intégrer les processus permettant d’être conforme
à l’ETSI 9 et au décret de l’ARCEP :
8. Site internet du constructeur : https://www.fludia.com/-Smart-Sensors-BELSENSO-.html
9. European Telecommunications Standards Institute
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- Communication radio : listen before talk avec un algorithme de type CSMA/CA,
- Duty Cycle : 1% et 10% (temps d’émission sur le canal).
Lorsqu’un capteur veut se connecter à un réseau, il envoie une trame spécifique de de-
mande de connexion.
La trame de demande d’accès intègre un champ permettant de définir le type de cap-
teur à enregistrer sur le réseau. La trame renvoyée intègre la configuration à utiliser par le
capteur, notamment :
- La puissance d’émission,
- Le numéro de canal radio à utiliser,
- Un numéro d’identifiant réseau,
- Le temps de mise en sommeil entre chaque envoi des données.
A l’initialisation de la passerelle, les différents canaux radio disponibles sont analysés pour éva-
luer pour chaque canal de communication disponible, le niveau de perturbations et choisir
le canal le moins perturbé. Ce canal peut être différent du canal par défaut utilisé pour le
mode installation.
Même si lemode de communication choisi est bidirectionnel, pour diminuer l’impact éner-
gétique de l’envoi de données, la réception de données par les capteurs n’est possible
que pendant un intervalle de temps configurable (trame de configuration) suivant l’envoi
de données. Le principe de fonctionnement est le suivant : chaque envoi de données fait
l’objet d’une confirmation de la passerelle (ACK ou accusé réception du message), cette
confirmation est émise si les données sont lisibles. Cette passerelle peut émettre une non-
confirmation, dans ce cas le capteur renvoie l’information. Si après 5 essais (paramétrables),
la trame est toujours illisible, elle envoie une commande au capteur pour passer en mode
sommeil et relancer le cycle de mesure sur la période suivante.
b. Réseau WAN/LAN
Architecture WAN pour Wide Area Network est un réseau qui s’étend sur un large péri-
mètre géographique. Cette architecture est utilisée seulement pour la partie passerelle ou
GateWay. Elle s’y connecte selon 3 médias :
- Connexion GPRS / LTE (3G, 4G) (en option)
- LoRaWAN (Long Range Wide Area Network)
- Connexion Wi-Fi (en option)
Architecture LAN pour Local Area Network est un réseau qui s’étend au niveau local. Ce
sont les réseaux qu’on retrouve chez les particuliers ou les bâtiments.
Les deux médias qu’utilisent les Nodes et la passerelle pour acheminer leurs informations
sont :
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- Connexion au réseau LoRaWAN propriétaire, soit un réseau LoRaWAN basé sur un pro-
tocole existant et ouvert à d’autres capteurs que ceux du réseau. Il est principalement
utilisé pour acheminer les informations envoyées par les Nodes aux serveurs de récep-
tion des données.
- Connexion via Ethernet. Utilisé principalement par la passerelle, ce média met en rela-
tion les données avec les serveurs de la solution moyennant une gestion sécuritaire et
réseau du passage des données (pare-feu, proxy, etc.).
c. Option LoRa L’orientation vers un réseau WAN/LAN LoRa semble être le meilleur
compromis d’un point de vue technique (autonomie, faible taux d’échecs de transmission,
etc.) et financier (augmentation de la couverture du réseau et diminution drastique du coût
d’abonnement de connexion aux passerelles déjà existantes).
Le LoRa est un protocole longue portée / faible débit de données / faible consommation
dont le principal concurrent actuel est le SigFox. Il permet cependant, comparé à ce dernier,
une communication bidirectionnelle entre les nœuds (et la passerelle), une mobilité accrue
(grande couverture réseau) et un service de localisation des nœuds. Une des principales
différences entre ces deux protocoles est la modulation. Le LoRa est basé sur la bande de
fréquence autour du 868 MHz, le SigFox autour d’une dizaine de Hertz. Une autre est la bi-
directionnalité des données, le LoRa le permet, le SigFox non.
Le choix du LoRa s’est aussi basé sur le fait que le partenaire opérateur réseau du projet
SOBRE s’est tourné vers une couverture de ses sites avec le protocole LoRaWAN.
L’architecture LoRaWAN est constituée d’une topologie en étoile (adéquate avec les spé-
cifications du réseau de mesure) dans laquelle les passerelles (gateways) sur des ponts re-
layant les messages entre les terminaux et le serveur central mettant à disposition des don-
nées collectées 10.
Seront décrites dans les spécifications :
o Général :
- "Max 10 capteurs en LoRaEwattch,
- Pas d’historisation sur le concentrateur,
- Un envoi toutes les minutes,
- Pas d’envoi de commande possible,
- Equipé d’un connecteur pour antenne SMA,
o Installation d’une antenne 3G déportée possible
o Format de données :
- Format compressé du type JSON sans en-tête,
10. source : https://www.lora-alliance.org/technology
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- Prétraitement nécessaire à intégrer par les serveur SOBRE (décodage par la lib
java) pour optimiser le volume de données,
- Echange de données avec le serveur par HTTP en mode requête du type POST.
Il y aura donc, en cas de LoRa mis en place, l’apparition de deux types de passerelles :
- les "mises à disposition", qui créent la couverture LoRa sur le territoire et qui requièrent
un enregistrement et un abonnement annuel pour les utiliser.
- les "propriétaires", fournis avec le kit de réseau, pour les zones d’implantation non cou-
vertes par le réseau LoRa
Figure A.2.8 – Architecture du protocole LoRaWAN
d. Sécurité Le protocole permet de réaliser un filtrage de paquets si l’émetteur n’est
pas autorisé pour éviter de surcharger la couche applicative.
Aminima, les trames de type commande sont identifiées au travers d’un numéro de session
encapsulé dans le payload (partie cryptée) pour éviter les attaques de type replay.
Le mode de cryptage choisi est celui défini par l’OMS (Open Metering Standard), soit un
cryptage statique basé sur l’AES-128 11. La clef de cryptage par défaut est intégrée dans le
firmware des nodes, cette clef peut être changée via une trame de commande, elle est
unique par gateway.
A.2.6 - Microcontrollers
Seront mises dans le cahier des charges les spécifications suivantes :
11. Advanced Encryption Standard ou AES (soit « standard de chiffrement avancé » en français), aussi connu
sous le nom de Rijndael, est un algorithme de chiffrement symétrique. Il a été approuvé par la NSA (National
Security Agency) dans sa suite B1 des algorithmes cryptographiques. Il est actuellement le plus utilisé et le plus
sécuritaire.
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A terme, il est envisagédepouvoir piloter des équipements depuis le serveur central.Même
si dans l’immédiat, aucun node de commande n’est demandé, la faisabilité de ce système
est à envisager :
- pour intégrer les contraintes sur l’architecture et le(s) protocole(s) de communication,
- pour évaluer les possibilités de pilotage.
Plusieurs modes de pilotage sont envisagés :
- Le capteur intègre un calendrier semainier qui est mis à jour par le serveur central en
fonction d’un calendrier annuel, l’état ouvert / fermé de la sortie peut être piloté par
pas de 10’ sur la semaine,
- Le serveur envoie un ordre qui est à exécuter à une date et une heure données,
- Les ordres reçus sont confirmés (ce n’est pas uniquement une confirmation de réception
de la trame qui est envoyée),
- Le temps de réception de l’ordre est inférieur à l’heure.
Le pilotage est effectué par un relais de caractéristiques :
- Tension admissible aux bornes de sortie : 220Vac
- Courant admissible : 2A
- Contact Normalement fermé et Normalement Ouvert disponible
A.2.7 - Autonomie
a. Consommation L’autonomie requise pour les capteurs d’ambiance et les comp-
teurs d’impulsions est identique. Elle doit être de 3 ans et garantie 2 ans au minimum pour les
conditions radio les plus pénalisantes en termes d’envoi. La batterie est remplaçable.
b. Remontée d’alarmes Seront spécifiées pour le contrôle du fonctionnement du
réseau de mesure les recommandations suivantes : "Le réseau de mesure ne fait pas l’objet
d’une surveillance constante, il est nécessaire d’intégrer l’envoi d’information permettant :
- De prévenir les pannes les plus courantes sans surcharger les serveurs d’informations non
utilisés,
o L’envoi du niveau de charge des piles (ou de la tension),
- De prévenir rapidement en cas de panne :
o Capteur HS,
o Node HS,
o Valeurs aberrantes (hors intervalle probable défini par type de capteur).
A.2.8 - Design - spécifications finales
Une attention particulière sera mentionnée sur la partie fixation et compartiment des piles.
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Figure A.2.9 – Design final des Boxes SOBRE - Nodes : Nœud contenant les capteurs - Mère :
Passerelle ou GateWay
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Autres composants standards non représentés sur l'assemblage :
- 4 vis M2-5 : fixation cartes
- 1 vis M3-10 : fixation trappe pile
- Double face pour pièce de fixation N°4
No. 
ARTICLE NUMERO DE PIECE DESCRIPTION QTE
1 XT_Node_Ambiance_Capot Pièce d'habillage plastique : Blanc opalescant lisse 1
2 XT_Node_Ambiance_Cache
Pièce d'habillage plastique : Blanc 
opalescant lisse (ou autre couleur 
de personnalisation)
1
3 XT_Node_Ambiance_Trappe Pièce d'habillage plastique : Gris perle satiné 1
4 XT_Node_Ambiance_Quart
Pièce plastique de fixation quart de 
tour et vissage ou collage sur paroi 
: Gris perle/blanc lisse
1
5 XT_Node_Ambiance_Clip1
Pièce plastique de fixation quart de 
tour et clipage sur rail de faux 
plafond : Gris perle/blanc lisse
1
6 XT_Node_Ambiance_Clip2 Complément pièce 5 1
7 XT_Node_Ambiance_Entretoise Pièce d'habillage plastique : Gris perle satiné 2
8 XT_Node_Ambiance_Base Pièce d'habillage plastique : Gris perle satiné 1
9 Switch_ON-OFF Carte et switch : vissé sur pièce 8 1
10 Pile_9V Standard 2
11 Carte_Ambiance Ensemble carte et multicapteur d'ambiance vissé sur pièce 8 1
12 VIS_CHC_M4-40 Standard - acier inox/chromé 4
13 Mousse de calage horizontal Mousse adhésive (27x15x5mm)à coller au fond de la trappeà pile 2
14 Mousse de calage vertical Mousse adhésive (27x45x3mm)à coller au fond de la trappeà pile 2
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Autres composants standards non représentés sur l'assemblage :
- 6 vis M2-5 : fixation cartes
- 1 vis M3-10 : fixation trappe pile
- Double face pour pièce de fixation N°3
No. 
ARTICLE NUMERO DE PIECE DESCRIPTION QTE
1 XT_Node_Puisssance Pièce d'habillage plastique : blanc opalescant lisse 1
2 XT_Node_Ambiance_Trappe Pièce d'habillage plastique : Gris perle satiné 1
3 XT_Node_Ambiance_Quart
Pièce plastique de fixation quart de 
tour et vissage ou collage sur paroi 
verticale : Gris perle/ blanc lisse
1
4 XT_Node_Ambiance_Entretoise Pièce d'habillage plastique : Gris perle satiné 2
5 XT_Node_Ambiance_Base Pièce d'habillage plastique : Gris perle satiné 1
6 Carte_Puissance Ensemble carte et connecteurs vissé sur la pièce 5 1
7 Switch_ON-OFF Carte et switch vissé sur pièce 5 1
8 Pile_9V Standard 2
9 Mousse de calage vertical Mousse adhésive (27x45x3mm) à coller au fond de la trappe à pile 2
10 Mousse de calage horizontal Mousse adhésive (27x15x5mm) à coller au fond de la trappe à pile 2
11 VIS_CHC_M4-40 Standard - acier inox/ chromé 4
AA Plan pour collagecadremousse adhésif
 30 
 20,5 
 14,5 
 62,6 
3
2
4
1
Câble à passer, déjà dénudé,  dans 
les pièces 3 et 2 avant de souder les fils 
sur la carte luxmètre
Clipage d la carte
COUPE A-A
Autres composants standards non représentés sur l'assemblage :
- Câble de connexion
- Cadre mousse adhésif à coller sur le plat de la pièce 1
Clipage définitif de la pièce 2 
sur la pièce 1 une fois que les 
fils sont soudés sur la carte
No. 
ARTICLE NUMERO DE PIECE DESCRIPTION QTE
1 XT_Chambre_Appui Pièce plastique noir pour clipage du luxmètre 1
2 XT_Chambre_Capot Pièce plastique noir de capotage - clipé sur la pièce 1 1
3 XT_Chambre_Bague Pièce de vérouillage/serrage du câble 1
4 Luxmetre Carte capteur de lumière clipsé sur la pièce 1 1
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Autres composants standards non représentés sur l'assemblage :
- 4 vis M2-10
- 2 rallonges USB 10cm
- Câblage interne
- Câble d'alimentation
- Câble RJ45
- Antenne LoRA
No. ARTICLE NUMERO DE PIECE DESCRIPTION QTE
1 XT_Gateway_Capot Pièce d'habillage plastique : Blanc opalescant lisse 1
2 XT_Gateway_Entretoise_sup Pièce d'habillage plastique : Gris perle satiné 1
3 XT_Gateway_Entretoise_inf Pièce d'habillage plastique : Gris perle satiné 1
4 XT_Gateway_Base Pièce d'habillage plastique : Gris perle satiné 1
5 CLE_GPRS
Standard (modèle Huawei 3131h) - fixé 
sur la pièce 4 par un serre câble 
plastique
1
6 Raberry_pi3 Standard - vissé sur la pièce 4 (4 vis M2-10) 1
7 Carte_USB_LoRA
Connectique LoRA + carte LED de 
connexion (3 leds RVB "Ultra Bright")  - 
carte clipée sur la pièce 4
1
8 Moteino_USB Standard - carte clipée sur la pièce 4, en dessous du Raspberry-pi 1
9 VIS_CHC_M5-45 Standard - acier inox/chromé 4
10 Barel_Alim Standard - ref Farnell 2293307 1
11 Connecteur RJ45
Standard - référence Farnell 1848077 - la 
cosse du connecteur doit être retirée 
avec une pince avant montage
1
1 - Quart de tour pour fixation par vis 
ou adhésif au mur ou au plafond 
(dans le cas de la fixation autre que 
vissage sur dalle de faux plafond, les 4 
ergos de callage sont à couper 
(éléments sécables).
4 Ergos sécables
2- Quart de tour pour fixation par clip 
sur rail de faux plafond (pièce 
articulée qui se vérouille au moment 
du quart de tour)
Plan de collage de l'adhésif double face (si 
fixation au mur/plafond par collage)Choix du système de 
fixation :
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A.2.9 - Coûts
Le coût de fabrication des prototypes et d’une éventuelle série sont drastiquement diffé-
rents, en effet les prototypes étant constitués de cartes de développement au prix unitaire
élevé, le coût global est important. De plus, même s’il est possible d’extrapoler ces coûts,
pour avoir une première estimation d’un prix unitaire en série, un nouvelle étape de déve-
loppement nécessite une étape-clé avec l’intervention d’un ingénieur de production 12. Elle
permettra d’identifier les éléments qui remplaceront certains modules et qui seront détermi-
nants dans la structure de coût, notamment les fonctions énergie et micro-contrôleur.
Au delà de l’extrapolation liée à la grande série, il sera indispensable de travailler la struc-
ture de coût avec les industriels, fournisseurs et sous-traitants pour espérer faire de la box
SOBRE un facteur de différenciation financier (les passerelles sont un facteur limitant de la
mise en place d’un réseau de mesure). Les hypothèses d’industrialisation énoncées ci-après
ne tiennent pas compte de coûts généraux tels que la fabrication des moules, les coûts
d’études, les éventuels frais d’assurance ou d’expédition. Ils peuvent s’ajouter aux projec-
tions proposées ci-après pour une série 10000 nodes (environ 2000 clients).
Table A.2.3 – Bilan coût global du GateWay SOBRE
Elements Prix HT Série Prix TTC Proto
Agrégation 5,00 € 15,00 €
Boîtier / Design/Packaging 18,00 € 200,00 €
Communication 43,00 € 126,50 €
Contrôle 50,00 € 60,00 €
Energie 5,00 € 12,00 €
Ergonomie 0,15 € 1,50 €
Total général 121,15 € 415,00 €
a. GateWay Pour la répartition des coûts industriels, voir figure A.2.10
12. Les estimations suivantes sont volontairement pessimistes pour intégrer le fait que des coûts inhérents aux
choix de l’industriel et les arbitrages performantiels de SOBRE ne pourront être déterminés que lors de la concep-
tion détaillée du projet.
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Figure A.2.10 – Répartition des coûts industriels de la Box Mère (GateWay)
Table A.2.4 – Bilan coût global du Node SOBRE
Elements Prix HT Série Prix TTC Proto
Agrégation 6,00 € 39,00 €
Boitier./ Design/Packaging 13,50 € 200,00 €
Communication 3,10 € 0,00 €
Contrôle 10,10 € 22,90 €
Energie 4,06 € 10,51 €
Ergonomie 1,00 € 3,00 €
Métrologie 12,20 € 37,92 €
Total général 49,96 € 313,43 €
b. Node Pour la répartition des coûts industriels, voir figure A.2.11
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Figure A.2.11 – Répartition des coûts industriels de la Box fille (Node)
A.3 - Perspectives et évolution
A.3.1 - Remontées des données
Les données remontées par les prototypes et leurs capteurs de référence sont présentées
dans la section II.3.6.
A.3.2 - Placement des capteurs
Le placement optimumdes capteurs fait partie des évolutions de l’étude de l’implantation
d’un réseau de mesure dans un bâtiment. En effet, cette réflexion permet de ramener le
nombre de sentinelles placées dans la zone étudiée auminimum requis sans perdre l’analyse
optimale du comportement thermique du bâtiment, son usage et ses consommations.
Nous avons pu par exemple mesurer dans le bâtiment expérimental une différence de 2°C
entre un capteur placé proche de la façade de la zone et un placé au centre.
La réduction du nombre permet aussi de répondre à une problématique vue dans la partie
I.1.1.2 du volet Contexte, objectifs et problématiques de la thèse de ce manuscrit, à savoir la
réduction de l’impact financier de la mise en place d’un réseau de mesure.
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On pourra s’intéresser à l’application SOU 13 de Arnesano et al. [2016] qui permet, à partir
d’un outil d’optimisation et du dessin de la zone à instrumenter, de déterminer le placement
optimal des sentinelles de température dans la zone pour en obtenir le comportement ther-
mique réel.
A.3.3 - Autonomie
Le choix du protocole LoRa pour la remontée des données des capteurs vers le serveur
de stockage devrait permettre au réseau d’atteindre la durée de vie d’un an et plus recom-
mandée dans ses spécifications. Le choix d’un microcontrôleur adapté, capable de couper
une majeure partie de ses sources de consommation, dispensera au réseau une augmen-
tation de son autonomie. En effet, les temps de veille des capteurs, de la communication et
du contrôle représentent plus de 80% du temps d’opération du système.
Conclusion intermédiaire
Un prototype répliqué a été réalisé, testé et exploité pour analyser le comportement ther-
mique et l’usage de sites expérimentaux. Il a permis de créer un démonstrateur pour le projet
SOBRE, de détecter d’éventuels freins à la conception et réplication industrielle, et de choisir
ou d’abandonner certaines technologies du réseaudemesure pour rédiger les spécifications
fonctionnelles et techniques attendues.
Les tests du prototype ont permis de déterminer la faisabilité du projet métrologique et de
pouvoir acquérir des données d’expérimentation qui serviront aux tests du modèle élaboré
dans notre projet, l’identification des paramètres physiques (équivalents) de conception du
bâtiment et l’optimisation de ses consommations.
13. Sensor Optimization Unit
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Partie B
Annexes du modèle RXCX
B.1 - Coefficients de transfert thermique : Uintr et
Uext
Figure B.1.1 – Schéma de la
prise en compte des différents
facteurs dans le calcul du λ
La conductivité thermique (λ) est une caractéristique
propre à chaque matériau.
Elle indique la quantité de chaleur qui se propage par
conduction thermique :
— en 1 seconde,
— à travers 1 m2 d’un matériau,
— épais d’un 1 m,
— lorsque la différence de température entre les deux
faces est de 1 K (1 K = 1 °C).
Les valeurs citées ci-après ne sont valables que pour des
matériaux homogènes. On considèrera que l’inertie est prise en compte pour les matériaux
d’enveloppe de l’intérieur vers l’extérieur et s’arrête à la première couche d’isolant. La va-
riable Uint utilisée dans le modèle est définie comme étant le coefficient de transfert ther-
mique entre l’air intérieur et la masse du bâtiment. Elle est donc associée à la grandeur λintr
par la relation suivante : Uintr =
λintr
eintr
avec eintr l’épaisseur du matériau "interaction" entre la
température de la masse et la température intérieure.
L’unité considérée ici W.m−1.K−1. Cela prend en compte l’épaisseur et la surface selon la
relation suivante :
S
e ce qui donne des
m2
m → m ou dans l’expression de λ des m
−1.
Le tableau B.1.1 ci-dessous donne des exemples de valeurs 1 2
1. Lien vers présentation SolidWorks sur les coefficients de transfert thermique par convection
2. Diapo 63 de la présentation
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Moyenne Coefficient de transfert thermique λ (W.m−1.K−1)
Blocs de béton (ρ ≤ 1600 → ρ ≤ 2400 ) 1.07-2.09
Verre 1.0
Acier 50
Table B.1.1 – Échantillon de valeurs de λmat pour les transferts conductifs dans les matériaux
Moyenne Coefficient de transfert thermique h (W.m−2.K−1)
Air (convection naturelle) 5-25
Air/vapeur surchauffée 20-300
Table B.1.2 – Échantillon de valeurs de hsurface pour les transferts convectifs à la surface
La variable Uintr utilisée dans lemodèle représente lesmouvements conductifs et convectifs
de la chaleur entre les deux interfaces (intérieur et masse). Pour le bâtiment étudié, on consi-
dérera que la majorité des interactions se font avec les planchers haut et bas. On peut voir
dans la partie II.2.1.2 que ces planchers représentent la majorité de la capacité thermique
du bâtiment. Dans la détermination de la valeur de Uintr, nous prendrons donc l’épaisseur de
cette partie d’enveloppe pour calculer la valeur afin de se référer au tableau B.1.1 ci-dessus.
On obtient donc un Uintr de la forme :
Uintr =
(
1
λsurfaceintr
+ eintr
λmatintr
)−1
En prenant l’épaisseur du plancher du bâtiment de 0.25m, nous avons une valeur de Uintr
comprise dans l’intervalle [2.03 : 6.27]. Pour être plus précis, il faudrait utiliser un ratio surfa-
cique des différents matériaux en interaction avec la température intérieure.
Le domaine de définition de Uext est le même. En effet, il représente le même type de
mouvement conductif. Ces interactions ne concernent par contre pas les mêmes surfaces
d’échanges ni les mêmes épaisseurs.
Figure B.1.2 – Schéma d’une façade rideau et explication des différentes surfaces et épaisseurs
prises en compte
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B.2 - Script de détermination des capacités ther-
miques globales
La variable bat.ModRef permet de savoir si on travaille sur la référence ou sur le modèle
"terrain".
%% Calcul du Cm_glob
i f bat .ModRef
% Bureau
% Part ie bois
dim_equ . bur . long=1.38;
dim_equ . bur . larg =0.6 ;
dim_equ . bur . haut=0.74;
dim_equ . bur . epais . bois =0.02;
dim_equ . bur . epais . acier =0.005;
dim_equ . bur . nbr=0; % Long Larg Haut Epaiss bois Epaiss acier
else
% Bureau
% Part ie bois
dim_equ . bur . long=1.38;
dim_equ . bur . larg =0.6 ;
dim_equ . bur . haut=0.74;
dim_equ . bur . epais . bois =0.02;
dim_equ . bur . epais . acier =0.005;
dim_equ . bur . nbrpersquaremeter=1/12; % 1 bureau par 12 m
dim_equ . bur . nbr=dim_equ . bur . nbrpersquaremeter . ∗ S . plan . i ne r t ; % Long Larg Haut Epaiss bois Epaiss acier
end
%% Calcul C a p a c i t thermique globale de l ’ acier dans le b timent
e_mat . acier=dim_bat . epais .mur ; % 0 ,2 m
Cm_glob. menuiserie=Mass_vol . acier . ∗Chal_spec . acier . ∗e_mat . acier . ∗ S .mur ; % 2 ,0e+07 J/K
%% Calcul C a p a c i t thermique globale des v i t r e s dans le b timent
e_mat . verre=dim_bat . epais . v i t rage ; % 0 ,01 m
Cm_glob. vit rage=Chal_spec . verre . ∗Mass_vol . verre . ∗dim_bat . epais . v i t rage . ∗ S . vit rage ;
% 5 ,2e+06 J/K
%% Calcul de la c a p a c i t thermique globale du mobi l ier
Volumes . bur . bois=dim_equ . bur . long . ∗dim_equ . bur . larg . ∗dim_equ . bur . epais . bois ;
% Part ie acier
Volumes . bur . acier=dim_equ . bur . long . ∗dim_equ . bur . larg . ∗dim_equ . bur . epais . acier .∗4+2.∗dim_equ . bur . long /4 .∗dim_equ . bur . larg ;
Cm_glob. bur = (Volumes . bur . acier . ∗Mass_vol . acier . ∗Chal_spec . acier . . .
+Volumes . bur . bois . ∗Mass_vol . bois . ∗Chal_spec . bois ) . ∗dim_equ . bur . nbr ; % 9 ,4e+07 J/K
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%% Cloisons internes
Volumes . c lo ison_ interne . verre=dim_bat . nbre_cloison . verre . ∗dim_bat . unite_longueur_cloison . ∗dim_bat . epais . v i t rage ;
Volumes . c lo ison_ interne . placo=dim_bat . nbre_cloison . placo . ∗dim_bat . unite_longueur_cloison . ∗dim_bat . epais . c lo ison ;
Cm_glob. cloison=Volumes . c lo i son_ interne . verre . ∗Mass_vol . verre . ∗Chal_spec . verre . . .
+Volumes . c lo i son_ interne . placo . ∗Mass_vol . placo . ∗Chal_spec . gypse ; % 1e+06 J/K
%% Calcul C a p a c i t thermique globale des planchers dans le b timent
Volumes . plan . bois=dim_bat .e_mat . plan . bois . ∗ S . plan . i ne r t ;
Volumes . plan . vide_san=dim_bat .e_mat . plan . vide_san . ∗ S . plan . i ne r t ;
Cm_glob. plan . bois=Volumes . plan . bois . ∗Mass_vol . bois . ∗Chal_spec . bois ;
Cm_glob. plan . vide_san=Volumes . plan . vide_san . ∗Mass_vol . a i r . ∗Chal_spec . a i r ;
Cm_glob. plan . to ta l=Cm_glob. plan . bois+Cm_glob. plan . vide_san ; % 1.97e+07 J/K
%% Calcul C a p a c i t thermique globale des plafonds dans le b timent
Volumes . plaf . placo=dim_bat .e_mat . plaf . placo . ∗ S . plaf . i ne r t ;
Volumes . plaf . vide_san=dim_bat .e_mat . plaf . vide_san . ∗ S . plaf . i ne r t ;
Cm_glob. plaf . placo=Volumes . plaf . placo . ∗Mass_vol . placo . ∗Chal_spec . gypse ;
Cm_glob. plaf . vide_san=Volumes . plaf . vide_san . ∗Mass_vol . a i r . ∗Chal_spec . a i r ;
Cm_glob. plaf . to ta l=Cm_glob. plaf . placo+Cm_glob. plaf . vide_san ; % 5.1e+07 J/K
Cm_glob. i ne r t . to ta l=Cm_glob. bur+Cm_glob. menuiserie+Cm_glob. vit rage . . .
+Cm_glob. cloison+Cm_glob. plan . to ta l+Cm_glob. plaf . to ta l ; % 1.9e+08 J/K
%% Calcul de la c a p a c i t thermique globale de l ’ a i r de la zone c o n s i d r
Volumes . i n t =dim_bat . long . ∗dim_bat . larg . ∗dim_bat . haut ;
Cm_glob. i n t . to ta l=Mass_vol . a i r . ∗Chal_spec . a i r . ∗Volumes . i n t ;
B.3 - Exemple de fiche de synthèse des variables
numériques du bâtiment par type de mo-
dèle
B.3.1 - Modèle IES
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Affich_data.t_start = 1
Affich_data.t_end = 1.7e+02
Chal_spec.acier = 4.7e+02
Chal_spec.air = 1e+03
Chal_spec.beton = 8.8e+02
Chal_spec.verre = 2.5e+03
Chal_spec.bois = 2e+03
Chal_spec.gypse = 1.1e+03
Cm_glob.menuiserie = 0
Cm_glob.vitrage = 9.9e+07
Cm_glob.bur = 9.5e+07
Cm_glob.cloison = 0
Cm_glob.plan.bois = 1.5e+08
Cm_glob.plan.vide_san = 1.2e+05
Cm_glob.plan.total = 1.5e+08
Cm_glob.plaf.placo = 9.3e+07
Cm_glob.plaf.vide_san = 1.2e+05
Cm_glob.plaf.total = 9.3e+07
Cm_glob.inert.total = 4.4e+08
Cm_glob.int.total = 6.9e+06
Coef_Fourr_mod1 = 0.12
Coef_Fourr_mod2 = 5.3
Coef_Fourrier_analyse.R6C2.intmod1 = 0.088
Coef_Fourrier_analyse.R6C2.intmod2 = 0.088
Coef_Fourrier_analyse.R6C2.inertmod1 = 0.0021
Corr.R6C2.N1_mod1 = 0.52
Corr.R6C2.N1_mod2 = 1
Corr.R6C2.N2_mod1 = 0.52
Corr.R6C2.N2_mod2 = 1
Delta_t_max.R6C2.int = 2.5e+02
Delta_t_max.R6C2.inert = 1.1e+04
Infiltration.q_inf = 2
Irradiance.Fs = 0.25
Irradiance.prof = 5
Mass_vol.acier = 7.8e+03
Mass_vol.air = 1.2
Mass_vol.beton = 2.2e+03
Mass_vol.verre = 8.3e+02
Mass_vol.bois = 6.6e+02
Mass_vol.placo = 7.4e+02
Power_adjust.EER_GF = 6.8
Power_adjust.percent_P = 0.71
Power_adjust.percent_rad = 0.72
Power_adjust.convert_w = 1e+03
Profil_Occ.talon_important = 1
Profil_Occ.nbre_occ_max = 40
S.facade = 6.8e+02
S.mur = 6.8
S.vitrage = 6.7e+02
S.plan.inert = 1.1e+03
S.plan.int = 0
S.plaf.inert = 1.1e+03
S.plaf.int = 0
S.intr = 2.9e+03
S.ext = 50
Sample.data_end = 7.4e+02
Sample.data_start = 5.8e+02
Sample.day_start = 5
Sample.Week_end = 4
Sample.Week_start = 3
T.souffl.R6C1_mod1 = 13
T.souffl.R6C1_mod2 = 14
Temp_adjust.ext = 1.3
Temp_adjust.adj = 1.3
U.wall = 4.8
U.window = 3.4
U.plaf.inert = 2.8
U.plan.inert = 2.7
U.psi = 1.7
U.intr = 2.1
U.ext = 3.7
U.mur = 4
U.vitrage = 3.7
U.glob.inert = 1.5e+04
Volumes.bur.bois = 0.017
Volumes.bur.acier = 0.43
Volumes.cloison_interne.verre = 0
Volumes.cloison_interne.placo = 0
Volumes.plan.bois = 1.1e+02
Volumes.plan.vide_san = 98
Volumes.plaf.placo = 1.1e+02
Volumes.plaf.vide_san = 98
Volumes.int = 5.7e+03
a.inert_mod1 = 2.6e-05
a.inert_mod2 = 2.6e-05
ans_mod1 = 0.52
ans_mod2 = 1
atteign_limit_calcul = 2.7e+03
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borne1 = 1
borne2 = 60
carac_souffl.Temp_on = 14
carac_souffl.Temp_off = 13
carac_souffl.Q_on = 1.6e+03
carac_souffl.Q_off = 88
carac_souffl.t_start = 8.9
carac_souffl.t_end = 20
carac_souffl.wk_off = 1
carac_souffl.day_start = 1
cte_temps_int_mod1 = -3.4e+04
cte_temps_int_mod2 = -2.4e+02
detinv_mod1 = 0.94
detinv_mod2 = 0.95
detinv_mod1 = 0.94
detinv_mod2 = 0.95
dim_bat.long = 31
dim_bat.larg = 38
dim_bat.haut = 5
dim_bat.percent_v = 0.99
dim_bat.nbre_etage = 6
dim_bat.unite_longueur_cloison = 2.5
dim_bat.epais.cloison = 0.013
dim_bat.epais.mur = 0
dim_bat.epais.pla = 0.37
dim_bat.epais.vitrage = 0.07
dim_bat.nbre_cloison.placo = 0
dim_bat.nbre_cloison.verre = 0
dim_bat.nbre_bur = 60
dim_equ.bur.long = 1.4
dim_equ.bur.larg = 0.6
dim_equ.bur.haut = 0.74
dim_equ.bur.nbr = 60
e_mat.acier = 0
e_mat.verre = 0.07
end_borne1 = 1
end_borne2 = 60
existing_file = 2
i = 72
j = 2
k = 2
l = 1.3e+02
lambda.intr.inert = 0.41
lambda.ext.inert = 0.16
lambda.plaf.inert = 0.21
lambda.plan.inert = 0.21
lambda.g.R6C1_mod1 = 0.74
lambda.g.R6C1_mod2 = 0.76
lambda_x_ext = 20
lambda_x_int = 5
m = 14
mod1_value = 1
mod2_value = 3e+02
mode_mod1 = 0
mode_mod2 = 1
n = 0
off_set = 0
q.infiltrations = 3.2
q.souffl.real_mod1 = 0.024
q.souffl.real_mod2 = 0.44
q.souffl.R6C1_mod1 = 0.024
q.souffl.R6C1_mod2 = 0.44
start_borne1 = 60
start_borne2 = 60
tau.inert = 2.9e+04
time_all_model = 9.1
time_resize = 2.8
x1_mod1 = -1
x1_mod2 = -1
x1_mod1 = -1
x1_mod2 = -1
x2_mod1 = -0.34
x2_mod2 = -0.32
x2_mod1 = -0.34
x2_mod2 = -0.32
y1_mod1 = 0.0033
y1_mod2 = 0.0034
y1_mod1 = 0.0034
y1_mod2 = 0.0033
y2_mod1 = -0.95
y2_mod2 = -0.94
y2_mod1 = -0.94
y2_mod2 = -0.95
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B.3.2 - Modèle TN III
Affich_data.t_start = 1
Affich_data.t_end = 1.7e+02
Chal_spec.acier = 4.7e+02
Chal_spec.air = 1e+03
Chal_spec.beton = 8.8e+02
Chal_spec.verre = 2.5e+03
Chal_spec.bois = 2e+03
Chal_spec.gypse = 1.1e+03
Cm_glob.menuiserie = 2e+07
Cm_glob.vitrage = 5.2e+06
Cm_glob.bur = 6.4e+07
Cm_glob.cloison = 1.2e+06
Cm_glob.plan.bois = 1.9e+07
Cm_glob.plan.vide_san = 1.3e+05
Cm_glob.plan.total = 1.9e+07
Cm_glob.plaf.placo = 4.9e+07
Cm_glob.plaf.vide_san = 7.2e+04
Cm_glob.plaf.total = 4.9e+07
Cm_glob.inert.total = 1.6e+08
Cm_glob.int.total = 1.7e+06
Coef_Fourrier_analyse.R6C1.inert = 0.13
Coef_Fourrier_analyse.R6C2.intmod1 = 0.098
Coef_Fourrier_analyse.R6C2.intmod2 = 0.098
Coef_Fourrier_analyse.R6C2.inertmod1 = 0.0021
Corr.R6C1.N1_mod1 = 0.029
Corr.R6C1.N1_mod2 = 1
Corr.R6C2.mean_mod1 = 0.45
Corr.R6C2.mean_mod2 = 1
Delta_t_max.R6C1.inert = 1.4e+04
Delta_t_max.R6C2.int = 2.3e+02
Delta_t_max.R6C2.inert = 1e+04
Infiltration.q_inf = 0.3
Irradiance.prof = 5
Irradiance.Fs = 0.25
Mass_vol.acier = 7.8e+03
Mass_vol.air = 1.2
Mass_vol.beton = 2.2e+03
Mass_vol.verre = 8.3e+02
Mass_vol.bois = 6.6e+02
Mass_vol.placo = 7.4e+02
Nbre_occ_5_N_mod1 = 0
Nbre_occ_5_N_mod2 = 40
P_mod1 = 0.07
P_mod2 = 20
Power.GF.in_mod1 = 0
Power.GF.in_mod2 = 1
Power.GF.model_mod1 = 0
Power.GF.model_mod2 = 6.7e+02
Power.occ.model_mod1 = 0
Power.occ.model_mod2 = 5.3e+02
Power_adjust.convert_w = 1e+03
Power_adjust.percent_P = 0.5
Power_adjust.EER_GF = 4
Power_adjust.percent_rad = 0.3
Profil_Occ.nbre_occ_max = 40
Profil_Occ.P_computer = 0.15
Profil_Occ.P_occ = 0.08
S.facade = 2.8e+02
S.mur = 28
S.vitrage = 2.5e+02
S.plan.inert = 4.8e+02
S.plan.int = 0
S.plaf.inert = 4.8e+02
S.plaf.int = 0
S.intr = 1.2e+03
S.ext = 23
Sample.Week_start = 3
Sample.Week_end = 4
Sample.day_start = 5
Sample.data_start = 5.8e+02
Sample.data_end = 7.4e+02
T.souffl.R6C1_mod1 = 0
T.souffl.R6C1_mod2 = 18
T_inert_init = 19
U.wall = 1.3
U.window = 1.3
U.plaf.inert = 2.2
U.plan.inert = 2.2
U.psi = 10
U.intr = 2.2
U.mur = 2.5
U.vitrage = 3.9
U.ext = 16
U.glob.inert = 5.6e+03
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Volumes.bur.bois = 0.017
Volumes.bur.acier = 0.43
Volumes.cloison_interne.verre = 0.45
Volumes.cloison_interne.placo = 0.31
Volumes.plan.bois = 14
Volumes.plan.vide_san = 1.1e+02
Volumes.plaf.placo = 60
Volumes.plaf.vide_san = 60
Volumes.int = 1.4e+03
a.inert_mod1 = 1.9e-05
a.inert_mod2 = 2.2e-05
ans = 5
atteign_limit_calcul = 5.7e+03
borne1 = 60
borne2 = 60
carac_souffl.Temp_on = 18
carac_souffl.Temp_off = 0
carac_souffl.Q_on = 2.3e+03
carac_souffl.Q_off = 0
carac_souffl.t_start = 7
carac_souffl.t_end = 20
carac_souffl.day_start = 1
cte_temps_int_mod1 = -5.3e+04
cte_temps_int_mod2 = -6.1e+02
detect_loop = 2
detinv_mod1 = 0.73
detinv_mod2 = 0.8
detinv_mod1 = 0.73
detinv_mod2 = 0.8
dim_bat.long = 30
dim_bat.larg = 16
dim_bat.haut = 3
dim_bat.nbre_etage = 6
dim_bat.epais.mur = 0.2
dim_bat.epais.vitrage = 0.01
dim_bat.epais.pla = 0.25
dim_bat.epais.cloison = 0.013
dim_bat.percent_v = 0.9
dim_bat.unite_longueur_cloison = 2.5
dim_bat.nbre_cloison.verre = 18
dim_bat.nbre_cloison.placo = 10
dim_eq.bur.long = 1.4
dim_eq.bur.larg = 0.6
dim_eq.bur.haut = 0.74
dim_eq.bur.nbr = 60
dim_equ.bur.long = 1.4
dim_equ.bur.larg = 0.6
dim_equ.bur.haut = 0.74
dim_equ.bur.nbrpersquaremeter = 0.083
dim_equ.bur.nbr = 40
e_mat.acier = 0.2
e_mat.verre = 0.01
end_borne1 = 1
end_borne2 = 60
existing_file = 0
i = 90
j = 2
k = 2
l = 1.4e+02
lambda.intr.inert = 0.48
lambda.ext.inert = 0.13
lambda.plaf.inert = 0.19
lambda.plan.inert = 0.19
lambda.g.R6C1_mod1 = 0.54
lambda.g.R6C1_mod2 = 0.64
m = 11
mod1_value = 1
mod2_value = 4.2e+02
mode_mod1 = 0
mode_mod2 = 1
n = 0
o = 2
off_set = 0
percent_irr = 0.17
q.infiltrations = 0.12
q.souffl.real_mod1 = 0
q.souffl.real_mod2 = 0.64
q.souffl.R6C1_mod1 = 0
q.souffl.R6C1_mod2 = 0.64
start_borne1 = 60
start_borne2 = 60
tau.inert = 2.9e+04
time_all_model = 22
time_resize = 6.4
x1_mod1 = -1
x1_mod2 = -1
x1_mod1 = -1
x1_mod2 = -1
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x2_mod1 = -0.69
x2_mod2 = -0.6
x2_mod1 = -0.69
x2_mod2 = -0.6
y1_mod1 = 0.0083
y1_mod2 = 0.011
y1_mod1 = 0.011
y1_mod2 = 0.0083
y2_mod1 = -0.8
y2_mod2 = -0.72
y2_mod1 = -0.72
y2_mod2 = -0.8
B.4 - Démonstration détaillée du modèle
B.4.0.1 - Valeurs propres
Pour diagonaliser la matrice, on doit d’abord déterminer ses valeurs propres e1 et e2.
Avec I, la mtrice diagonale, la relation générique est :
det(A − ev.I) = 0⇒
 −A1,1 − ev A1,2
A2,1 −A2,2 − ev
 = 0
Pour notre cas, on obtient :
det(A − ev.I) = 0⇒

− 1
τint
− ev λ
int
intr
τint
λmintr
τm
− 1
τm
− ev
 = 0
⇒
( 1
τint
+ ev
)
.
( 1
τm
+ ev
)
− λ
int
intr.λmintr
τint.τm
⇒ ev2 + ev
τm
+ ev
τint
+ 1
τmτint
− λ
int
intrλ
m
intr
τmτint
⇒ ev2 + ev.
( 1
τm
+ 1
τint
)
+ 1− λ
int
intrλ
m
intr
τmτint
Polynôme du second degré, détermination du ∆ :
∆ =
( 1
τm
+ 1
τint
)2
− 4.
(
1− λintintrλmintr
τmτint
)
⇒ ∆ = 1
τ 2m
+ 1
τ 2int
− 2
τmτint
+ 4.λ
int
intrλ
m
intr
τmτint
⇒ ∆ =
( 1
τm
− 1
τint
)2
+ 4.λ
int
intrλ
m
intr
τmτint
⇒ λg = λintintrλmintr
⇒ ∆ =
( 1
τm
− 1
τint
)2
+ 4. λg
τmτint
265
B.4. DÉMONSTRATION DÉTAILLÉE DU MODÈLE
⇒ ∆ > 0
On obtient donc :
ev1 =
1
2
−( 1
τm
+ 1
τint
)
+
√( 1
τm
− 1
τint
)2
+ 4. λg
τmτint
 (B.4.1)
ev2 =
1
2
−( 1
τm
+ 1
τint
)
−
√( 1
τm
− 1
τint
)2
+ 4. λg
τmτint

(B.4.2)
B.4.1 - Vecteurs propres
On rappelle l’expression générale d’obtention des vecteurs propres :
Pour~v 6= ~0, on a (A−ev.I)~v = ~0. On yassocie son espace vectoriel propre : Eev = ker(A−vp.I)
Ondétermine donc les vecteurs propres de lamatrice A pour chacune des valeurs propres
trouvées précédemment (2).
Vecteur propre ~v1 =
[
x1
y1
]
correspondant à la valeur propre ev1 :
(A − ev1.I).~v1 = ~0 (B.4.3)
⇒

− 1
τint
− ev1
λintintr
τint
λmintr
τm
− 1
τm
− ev1
 .
 x1
y1
 =
 0
0

⇒

(
− 1
τint
− ev1
)
.x1 +
λintintr
τint
.y1 = 0
λmintr
τm
.x1 +
(
− 1
τm
− ev1
)
.y1 = 0
⇒

( 1
τint
+ ev1
)
.x1 =
λintintr
τint
.y1
λmintr
τm
.x1 =
( 1
τm
+ ev1
)
.y1
(B.4.4)
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Si on considère :
⇒

a.x1 = b.y1
c.x1 = d.y1
On remarque que :
( 1
τint
+ ev1
)
.
( 1
τm
+ ev1
)
6= λ
int
intr
τint
.λ
m
intr
τm
(B.4.5)
Le déterminant du système d’équation B.4.4 est non nul, il y a donc une infinité de solution.
On somme les deux égalités pour obtenir (a + b).x = (c + d).y :
y1.
(
1
τm
+ ev1 +
λintintr
τint
)
= x1.
( 1
τint
+ ev1 +
λmintr
τm
)
Une des solutions de cette équation est :
⇒

x1 =
1
1
τm
+ ev1 +
λintintr
τint
y1 =
1
1
τint
− ev1 +
λmintr
τm
On obtient donc un vecteur ~v1 :
⇒ ~v1 =

τintτm
τint + ev1.τint.τm + λintintrτm
τintτm
τm + ev1.τint.τm + λmintrτint

et son espace propre associé Eev1 :
Eev1 =

 x1
y1
 = t.

τintτm
τint + ev1.τint.τm + λintintrτm
τintτm
τm + ev1.τint.τm + λmintrτint
 , t ∈ R

ou
Eev1 =

 x1
y1
 = τintτm.t.

1
τint + ev1.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint
 , {t, τint, τm} ∈ R

267
B.4. DÉMONSTRATION DÉTAILLÉE DU MODÈLE
soit :
Eev1 = Vect


1
τint + ev1.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint

 (B.4.6)
On obtient donc un nouveau vecteur ~v1 unitaire :
⇒ ~v1 =

1
τint + ev1.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint
 (B.4.7)
On effectue le même calcul pour ~v2 : (A − ev2I).~v2 = ~0
⇒

− 1
τint
− ev2
λintintr
τint
λmintr
τm
− 1
τm
− ev2
 .
 x2
y2
 =
 0
0
 ⇒

x2 =
τintτm
τint + ev2.τint.τm + λintintrτm
y2 =
τintτm
τm + ev2.τint.τm + λmintrτint
On obtient donc un espace propre Eev2 et un nouveau vecteur unitaire ~v2 :
Eev2 = Vect


1
τint + ev2.τint.τm + λintintrτm
1
τm + ev2.τint.τm + λmintrτint

 (B.4.8)
~v2 =

1
τint + ev2.τint.τm + λintintrτm
1
τm + ev2.τint.τm + λmintrτint
 (B.4.9)
On obtient donc l’expression de P :
P =

1
τint + ev1.τint.τm + λintintrτm
1
τint + ev2.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint
1
τm + ev2.τint.τm + λmintrτint
 (B.4.10)
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ou encore :
P =
 x1 x2
y1 y2
 (B.4.11)
B.4.2 - Détermination de Tint et Tm
Soit D =
 ev1 0
0 ev2
 la matrice diagonale des valeurs propres et
P =

τmτint
τint + ev1.τint.τm + λintintrτm
τmτint
τint + ev2.τint.τm + λintintrτm
τmτint
τm + ev1.τint.τm + λmintrτint
τmτint
τm + ev2.τint.τm + λmintrτint
 ou P =
 x1 x2
y1 y2
 la matrice
des vecteurs propres (on prend ici les premiers vecteurs propres trouvés, et non les unitaires).
Il faut pour examiner si P est inversible, c’est à dire déterminer si le déterminant de P est
différent de 0.
det(P) = (τmτint)
2
(τint + ev1.τint.τm + λintintr.τm).(τm + ev2.τint.τm + λmintrτint)
(1)
− (τmτint)
2
(τint + ev2.τint.τm + λintintr.τm).(τm + ev1.τint.τm + λmintrτint)
(2)
pour le dénominateur de (1) :
τintτm + ev2τmτ 2int + λmintrτ 2int
+ev1τ 2mτint + ev1ev2(τintτm)2 + ev1λmintrτ 2intτm
+λintintrτ 2m + ev2λintintrτ 2mτint + λmintrλintintrτintτm
En développant et factorisant par ev1 et ev2 :
1 + ev1(τint + λintintrτm) + ev2(τm + λmintrτm) + ev1ev2(τmτint) +
τint
τm
λmintr +
τm
τint
λintintr + λg
Même calcul pour (2) :
1 + ev2(τint + λintintrτm) + ev1(τm + λmintrτm) + ev1ev2(τmτint) +
τint
τm
λmintr +
τm
τint
λintintr + λg
En notant :
α = ev1(τint + λintintrτm) + ev2(τm + λmintrτint) (B.4.12)
β = ev2(τint + λintintrτm) + ev1(τm + λmintrτint) (B.4.13)
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γ = ev1ev2(τmτint) +
τint
τm
λmintr +
τm
τint
λintintr + λg (B.4.14)
On obtient :
det(P) = τmτint1 + α + γ −
τmτint
1 + β + γ
d’où :
det(P) = τmτint(β − α)
γ2 + γ(α + β + 2) + β + α + 1 (B.4.15)
Il faut donc que β 6= α pour que la matrice soit inversible. En effet, α = β ssi ev1 = ev2, soit
que les λ sont racines doubles ce qui est impossible car ∆ 6= 0 :
On rappelle P dans sa version simplifiée :
P =
 x1 x2
y1 y2
 (B.4.16)
La nouvelle expression du déterminant est :
det(P) = x1.y2 − x2.y1 (B.4.17)
L’inverse de P s’écrit :
P−1 = 1det(P) .
Tcomatrix(P)
En remplaçant par les expressions adéquates :
P−1 = (x1.y2 − x2.y1)−1
 y2 −x2
−y1 x1

En écrivant Ω = 1x1.y2 − x2.y1
:
P−1 =
 Ω.y2 −Ω.x2
−Ω.y1 Ω.x1
 (B.4.18)
Nous avons donc ici les expressions de D, P et P−1. Reprenons l’expression X′ = AX + B.U(t),
on peut en effet écrire : X′ = PDP−1.X + B.U(t). Si on multiplie l’expression par P−1, on obtient :
P−1.X′ = D.P−1.X + P−1.B.U(t). En posant Y = P−1.X, on a aussi, si P−1 est constant, Y′ = P−1.X′,
d’où :
Y′ = D.Y + P−1.B.U(t)
On peut écrire : P−1.B.U(t) = F(t) =
 f
p
1 (t)
fp2 (t)
, les expressions des fpi sont explicitées dans la
partie b.
270
PARTIE B. ANNEXES DU MODÈLE RXCX
Ici : D.Y =
 ev1.y1(t)
ev2.y2(t)
 et Y′ =
 y
′
1(t)
y′2(t)
, on a donc

y′1(t)
y′2(t)
 =
 ev1.y1(t)
ev2.y2(t)
+
 f
p
1 (t)
fp2 (t)
 ou
le système d’équation suivant :
y′1 = ev1.y1(t) + f
p
1 (t)
y′2 = ev2.y2(t) + f
p
2 (t)
La solution de l’équation différentielle du premier ordre
dyi
dt = aiyi + f
p
i (t) peut s’écrire
yi = (Ct0)i.e(ai.t) +
(∫ t
t0
fpi (t).e
−ait.dt
)
.eait.
On obtient les équations résolues y1 et y2 suivantes :
Y =

y1 = (Ct0)1.e(a1.t) +
(∫ t
t0
fp1 (t).e−a1t.dt
)
.ea1t
y2 = (Ct0)2e(a2.t) +
(∫ t
t0
fp2 (t).e−a2t.dt
)
.ea2t
Si Y = P−1.X alors X = P.Y. Rappelons : X =
 Tint
Tm

X = P.

(Ct0)1.e(−a1.t) +
(∫ t
t0
fp1 (t).ea1t.dt
)
.e−a1t
(Ct0)2e(−a2.t) +
(∫ t
t0
fp2 (t).ea2t.dt
)
.e−a2t

Ici, a1 = ev1 et a2 = ev2 Ce qui donne pour Tint :
Tint = x1.
(
(Ct0)1.e(ev1.t) +
(∫ t
t0
fp1 (t).e−ev1t.dt
)
.eev1t
)
+x2.
(
(Ct0)2e(ev2.t) +
(∫ t
t0
fp2 (t).e−ev2t.dt
)
.eev2t
) (B.4.19)
et pour Tm :
Tm = y1.
(
(Ct0)1.e(ev1.t) +
(∫ t
t0
fp1 (t).e−ev1t.dt
)
.eev1t
)
+y2.
(
(Ct0)2e(ev2.t) +
(∫ t
t0
fp2 (t).e−ev2t.dt
)
.eev2t
) (B.4.20)
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B.5 - Synthèse des expressions du MTES
Uintg = ρaCaqa+ ρaCaqs + Uintr.Sint
τm =
(Cm)globale
Umg
, Λintintr =
UintrSintr
Uintg
, Λintext =
ρaCaqa
Uintg
,
Λints =
ρaCaqs
Uintg
, Sintapp =
(Pintapp)conv
Uintg
(B.5.21)
Sintapp = (Socc)conv + (Selec)conv + (SGF)conv (B.5.22)
Umg = UextSext + UintrSintr +UmplafSmplaf + UmplanSmplan
τm =
(Cm)globale
Umg
, Λmext =
Umext.Smext
Umg
= Λmplan
Umplan.Smplan
Umg
Λmintr =
Uintr.Sintr
Umg
, Λmplaf =
Umplaf.Smplaf
Umg
,
Smirr =
Pmirr
Umg
, Smapp =
(Pmirr)rad
Umg
(B.5.23)
ev1 =
1
2
−( 1
τm
+ 1
τint
)
+
√( 1
τm
− 1
τint
)2
+ 4. λg
τmτint
 (B.5.24)
ev2 =
1
2
−( 1
τm
+ 1
τint
)
−
√( 1
τm
− 1
τint
)2
+ 4. λg
τmτint
 (B.5.25)
~v1 =

1
τint + ev1.τint.τm + λintintrτm
1
τm + ev1.τint.τm + λmintrτint
 (B.5.26)
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~v2 =

1
τint + ev2.τint.τm + λintintrτm
1
τm + ev2.τint.τm + λmintrτint
 (B.5.27)
Tm = y1.
(
(Ct0)1.e(ev1.t) +
(∫ t
t0
fp1 (t).e−ev1t.dt
)
.eev1t
)
+y2.
(
(Ct0)2e(ev2.t) +
(∫ t
t0
fp2 (t).e−ev2t.dt
)
.eev2t
) (B.5.28)
Tint = x1.
(
(Ct0)1.e(ev1.t) +
(∫ t
t0
fp1 (t).e−ev1t.dt
)
.eev1t
)
+x2.
(
(Ct0)2e(ev2.t) +
(∫ t
t0
fp2 (t).e−ev2t.dt
)
.eev2t
) (B.5.29)
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B.6 - Données de sorties pour les autres semaines
pour le MTES
Figure B.6.3 – Températures échantillonnées obtenues via le modèle R6C2. Données terrain (semaine
3 à 4)
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Figure B.6.4 – Températures échantillonnées obtenues via le modèle R6C2. Données in silico
(semaine 3 à 4)
Figure B.6.5 – Corrélation entre données mesurées et données modélisées. Données in silico
(semaine 3 à 4)
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Figure B.6.6 – Températures échantillonnées obtenues via le modèle R6C2. Données terrain (semaine
23 à 24)
Figure B.6.7 – Températures échantillonnées obtenues via le modèle R6C2. Données in silico
(semaine 23 à 24)
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Figure B.6.8 – Températures échantillonnées obtenues via le modèle R6C2. Données terrain (semaine
33 à 34)
Figure B.6.9 – Températures échantillonnées obtenues via le modèle R6C2. Données in silico
(semaine 33 à 34)
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B.7 - Évolutions proposées
Le MTES, disponible de manière analytique, permet d’identifier les différents rôles dans
l’évolution du bilan thermique. En effet, nous pouvons différencier les apports au système,
l’interaction entre les interfaces (température de l’air intérieur et de la masse de la zone
étudiée) et l’évolution dans le temps de ces derniers. Pour des raisons de numérisation des
calculs, la démonstration a été simplifiée et peut laisser les points d’amélioration suivants :
— Comme vu à la partie II.2.2, les valeurs propres ev1 et ev2 ne sont pas constantes ce qui
influe sur la résolution de l’équation différentielle, transformant les expressions en expo-
nentielle : e−λi.t ⇒e−
∫ t
t0
λi(t).dt. Cela permettrait de mieux prendre en compte l’aspect
non stationnaire des paramètres d’état du bâtiment dans la résolution du MTES.
— Si les valeurs propres sont variables en fonction du temps, cela influe aussi sur les valeurs
de P qui devient donc P(t). Ce qui implique que dans la démonstration, au moment
de la définition de Y, en posant Y = P−1(t).X ou X(t) = P(t).Y(t), on a aussi, si P(t) est
variable, alors P−1(t) est variable, et X′(t) = P′(t).Y(t) + P(t).Y′(t). Cela donne depuis les
expressions de X′(t) : X′(t) = P−1(t).D(t).P(t).X(t)+P−1.B(t).U(t), et Y(t) = P−1.X(t), on arrive
à Y′(t) =
(
D− P−1(t).P′(t)
)
.Y(t) + P−1(t).B(t).U(t), avec D la matrice unitaire diagonale.
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