Abstract: A recursive form of the Least Squares algorithm is developed in the frequency domain for a discrete ARX model. In this algorithm it is not necessary to explicitly evaluate the inverse of the least squares normal matrix. The connections, and differences, between recursive time domain and recursive frequency domain Least Squares identification algorithms are considered by both numerical and theoretical analysis. It is found that they exhibit similar performance if all the available data is utilized in both algorithms. Furthermore, convergence result for the frequency domain algorithm is established.
INTRODUCTION
The Least Squares (LS) method is generally applied in a parametric model to construct the estimation criterion, which is a function of the sum of the squares of the errors. Typically the implementation of system identification relies on the estimation of parameters, once a parametric model structure is selected, criterion constructed and measurements prepared [1, 2, 6, 8] . Hence, the LS algorithm is regularly regarded as one of the mainstream methodologies in this field.
Generally, frequency domain data for a discrete time model is generated by a Discrete Fourier Transformation (DFT) of time domain data [7] . It is well known that through this transformation, there is no essential difference between identification using time domain data and frequency domain data. Indeed, it was shown in [5] that the least squares cost functions of linear dynamic models for both time and frequency domain data are identical by Parseval's relationship. However, there are some distinct features and advantages to note with respect to frequency domain identification, especially from the point of view of practice. Some of the advantages, as mentioned in [5, 7] , are the condensing of large data sets, combining of experiments, prefiltering for particular disturbances and convenience to consider continuous time models, etc.
Frequency domain parametric identification is essentially a curve-fitting issue, since a static equation is achieved in the frequency domain after the transformation from the time domain. One important distinction between frequency and time domain identification is that the order of data is interchangeable.
An extensive overview of existing frequency domain identification methods is given in the book [7] , where the (weighted) least squares, maximum likelihood, total (weighted) least squares, instrumental variables, and subspace algorithms are discussed in detail. However, with the purpose to deal with a general transfer function, the LS type criterions usually result in nonlinear programming problems, which are solved by the well-known NewtonGauss algorithm or other similar algorithms.
In this paper, we consider the identification problem using frequency domain data for a simple linear ARX model and establish a recursive form of the LS identification criterion. Although we call the algorithm 'recursive', it doesn't satisfy the usual definition of recursive. Typically, recursive identification methods process the measured input/output data as it becomes available. In this paper the data is processed first by a DFT then used in the algorithm. Recursive here is used to indicate that the algorithm uses only one input/output data pair in the frequency domain at a given instance. Specifically, topics to be discussed are as follows.
• The construction of the LS algorithm and its recursive form in the frequency domain.
• The connection between time and frequency domain LS algorithms for an ARX model.
• Convergence of the frequency domain recursive algorithm.
Among these topics, some related background themes are also briefly presented, e.g., the standard LS solution in the form of matrix.
The rest of this paper is organized as follows. The ARX model equations to be discussed in both time and fre-quency domain are given in Section 2. In Section 3, the LS algorithm in the frequency domain and the recursive form is developed. The equivalence between the time and frequency domain LS solutions is discussed as well as convergence in Section 4. Numerical experiments to compare both the time and frequency domain performance are given in Section 5. Some concluding remarks are given in Section 6.
MODEL SETTING
Let {y k }, {u k } and {v k } be the output, input and noise sequence of the following ARX model
where
with z the back-shift operator. Consider the identification problem for model (1) where an estimate for the coefficients of the polynomials A(z) and B(z) is required based on the input-output data,
Here N denotes the number of data points, and the initial conditions are assumed to be u i = 0 for i < 0 and y j = 0 for j ≤ 0.
Discrete Fourier Transform
Recall the Discrete Fourier Transform (DFT) of {x k , k = 1, . . . , N } is
We denote the sequence transformation as
. If the data sequence {x k } N 1 is periodic with period N , i.e., x k+N = x k for any integer k. Then,
which is the well-known shift property of the DFT. While, if the sequence {x k } is not periodic with N , the shift property has an offset, i.e.,
for small l compared to N , where
Frequency Domain Model
To begin we assume initial conditions for the input-output data to be
Also, we assume u k = 0 and y k = 0 for k < 0 for both simulation and theoretical analysis. The error introduced in the DFT by arbitrary initial conditions of model (1) is of the order O(1/ √ N ) hence negligible for large N as shown by (4) .
(6) By application of the DFT (2) to model (1) and the property (3), we have the following frequency domain expression for the model (1):
and n = 1, . . . , N . Note that equation (7) is in a static form rather than a dynamic form. In other words, the n-th data, say Y n , does not rely on other
Relaxing the conditions on periodic signals, by (4) the frequency domain expression for model (1) is
for n = 1, . . . , N .
In order to identify the coefficients in model (1), we rewrite equation (7),
(10) Now equations (9) and (7) can be expressed as
(11) Hence, we have a standard linear regression problem of which a Least Squares algorithm can be applied to obtain a solution.
LEAST SQUARES ALGORITHM FOR FREQUENCY DOMAIN DATA
In the frequency domain the standard LS estimation is given byθ
By basic vector calculus,
T for vector a and x, and as θ is a real vector, we have
Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011
whereφ denotes the complex conjugate of φ. At the minimum, i.e., ∂J N ∂θ = 0, the LS estimation using frequency domain data for model (1) , for the model (11) or (7), is given bŷ
A corresponding matrix form is given later in (37).
It is important to develop an iterative scheme of (12) 
Proof. See [4] .
To use the Matrix Inverse Lemma, it is convenient to decompose the terms Re(φ n φ T n ) and Re(φ n Y n ) of (12) into multiplications. A basic fact for multiplication of two complex numbers is that
which means that
for any two complex-valued vectors with compatible multiplication dimensions. Now denote a (p + q) × 2 real-valued matrix as
where φ n is the regression vector defined by (10). By (14), it follows
Re(φ n φ
Hence, by (16) and (17), the LS solution (12) can be rewritten asθ
Now to develop the recursive form denote
We can rewrite (19) as
By Lemma 3.1, with A = P −1 n−1 , B = ϕ n , C = I 2 the 2 × 2 identity matrix, and D = ϕ T n , we have
Using (18), (20) and (22), we derive the recursive form for (12) asθ
where n = 1, 2, . . . , N .
In summary, the recursive form of the LS estimation (12) isθ
with initial estimateθ 0 , a positive definite (p + q) square matrix P 0 and n = 1, 2, . . . , N , where ϕ n is given by (15).
The frequency domain form (7) has changed the dynamic model (1) into a static form, i.e., the order of data is now interchangeable resulting in a static curve-fitting issue. Hence, the recursive algorithm (24)-(26) can be operated in any designed order of the set {1, 2, . . . , N }. This is a key important difference as compared to the time domain recursive LS algorithm.
We propose a typical designed order for recursion of (24)-(26) here for numerical experiments. Below is a naive idea, to perform the recursion in the following order: {1, 1 + N/2, 2, 2 + N/2, . . . , N/2, N }, i.e., to make the low and high frequencies uniformly used for estimation, where N is assumed to be an even integer number.
CONVERGENCE ANALYSIS
To analyze the convergence of the LS algorithm in the frequency domain, we first establish the relationship between the time and frequency domain algorithms.
Let us recall the vector form of model (1) in the time domain:
Thus, all the data in time domain can be represented in a matrix form:
By the standard LS matrix solution, the time domain LS estimate for (29) iŝ
Let us rewrite the vector form (11) in the frequency domain for model (1) , φ T n θ = Y n − V n (31) with φ n given by (10). Then, all the data in the frequency domain can be represented in a matrix form:
Denote the DFT matrix in a Vandermonde matrix form as
Clearly, W N is symmetrical, i.e., W T N = W N , and
Hence, by definition of the DFT given in (2), we find the following relations:
(36) These facts simply imply that equation (32) is derived from equation (29) by multiplication with matrix W N .
Recall that θ is a real vector, differentiating the LS criterion
for equation (32), we obtain
Thus, the LS estimation for this equation iŝ
which is the matrix form of the LS solution (12) in the real field. Then, by relations (34)-(36), and the facts that Ψ N and Y N are real quantities, and thatW
, which means the same solutions hold for both the time domain LS estimator of (29) and frequency domain LS estimator of (32), providing we have a periodic input signal. As for the general initial setting, by (4) it is easy to see that the essential difference between the LS estimators in the two domains is,
Let us summarize the result below. Remark 4.1. Under the periodic initial setting, the LS estimates for model (1) in the time domain equation (29), given by (30), and in frequency domain equation (32), given by (37), are equivalent. For the non-periodic case, the differences of LS estimates between both domains are at most O(1/ √ N ), as shown in (38). This means that the performances of the LS solutions for model (1) in both domains are essentially the same. Theorem 4.1. Suppose that {v n , F n } is martingale difference sequence, where {F n } are σ-algebras, satisfying
and u n is F n -measurable. Assume further that H1. A(z) is stable, and A(z) and B(z) are two coprime polynomials;
H2. Weakly persistently exciting of order p + q for u i :
H3. Relatively weakly joint multiplication of u i and v j for |i − j| ≤ p + q:
H4. Amplitude of u i :
Then the frequency domain LS solutions (12) for model (1) with N -data has the following bound of estimate error:
with arbitrary c > 1.
Proof. The term O(1/N ) in (42) derives from (38) by noticing that
The rest part is similar to the proof of Theorem 4.1 in [3] .
The conditions required in Theorem 4.1 are easily satisfied for iid input signals in the open loop case.
NUMERICAL EXAMPLES
Here we consider the open-loop identification of a simple ARX model with 2 parameters, y k + ay k−1 = bu k−1 + v k , where a = −0.5, b = 1. Clearly, the transfer function is
Let the input and noise be independent of each other. The input is an iid sequence with u k ∈ N (0, 1) and the noise an iid sequence of v k ∈ N (0, 0.5 2 ). A total of N = 1024 samples are used in the simulation. The frequency domain data are calculated by (2)(6). The time domain recursive LS estimates for parameters a and b are plotted in Fig. 1 . While the recursive LS estimates using the frequency domain data, i.e., the algorithm (24)-(26), are demonstrated in Fig. 2 . The horizontal coordinate in Fig. 1 is the number of time domain samples whilst in Fig. 2 the number indicates frequency order (i.e., the index of the DFT). From the two figures we see that the LS algorithms in both domain have essentially the same quality, though the frequency domain estimates approach the true values more slowly. The reason for this is that in the frequency domain there is very little informative data at the low frequency response components whilst there is a high noise to signal ration at the high frequency response components. It is well-known [2] that the optimal frequency response to use in order to estimate the parameters in the model (43) is the corner frequency (i.e. the -3db breakpoint). We plot the magnitudes of the frequency response for G(z) = 1 1−0.5z with z = e −i2πk/N , k = 0, 1, . . . , 511, in Fig. 3 . The process of the recursive LS algorithm naturally starts from low frequency, n = 1, to high frequency, n = N/2, and then back down to low frequency n = N .
To balance the information and denoising-task, a naive idea for the recursion in frequency domain is the aforementioned order:
1, 1 + 512, 2, 2 + 512, 3, 3 + 512, . . . , 512, 1024, whose performance is shown in Fig. 4 . It appears better as the estimates converge more rapidly than for the original order. Another order of operation is related to the -3db breakpoint as the columnwise order of following matrix: Now we show the efficiency of the frequency domain recursive LS algorithm by a specific designed order. Let the input be a periodic signal with u k = sin(k) and the noise, say, v k ∼ N (0, 0.15
2 ). The performance of the time domain recursive LS is shown in Fig. 6 and the frequency domain recursive LS, with the frequency order determined by the descending magnitude of the input signal, is shown in Fig. 7 . 
CONCLUSION
The recursive LS identification algorithm is developed in the frequency domain for an ARX model. It is found by numerical examples and theoretical analysis that the LS solutions in both the time and frequency domain are the same for a periodic initial setting, and differ by an order of at most O(1/ √ N ) for an arbitrary initial setting. Hence, the performances in both domains are essentially the same.
A feature for LS recursive scheme in the frequency domain is that the order of iteration can be designed, since the model equation is in a static algebraic form after transformation. Thus, the LS recursive algorithm may be highly effective after a few steps in certain order, especially for a input signal with condensed spectrum components, e.g., a signal composed of several sinusoids. This has been illustrated by numerical experiment. Furthermore, convergence for the frequency domain recursive algorithm is established. 
