To create a pose-invariant face recognizer, one strategy is the view-based approach, which uses a set of real example views at different poses. But what if we only have one real view available, such as a scanned passport photocan we still recognize faces under different poses? Given one real view at a known pose, it is still possible to use the view-based approach by exploiting prior knowledge of faces to generate virtual views, or views of the face as seen from different poses. To represent prior knowledge, we use 8 0 example views of prototype faces under different rotations. We will develop example-based techniques for applying the rotation seen in the prototypes to essentially "rotate" the single real view which is available. Next, the combined set of one real and multiple virtual views is used as example views for a view-based, poseinvariant face recognizer. Our experiments suggest that among the techniques for expressing prior knowledge of faces, 2D example-based approaches should be considered alongside the more standard 9D modeling techniques.
Introduction
Existing work in face recognition has demonstrated good recognition performance on frontal, expressionless views of faces with controlled lighting. One of the key remaining problems in face recognition is to handle the variability in appearance due to changes in pose, expression, and lighting conditions. There has been some recent work in this direction, such as view-based recognizers (Pentland, et al. [NI, Beymer [8] ) and deformable template approaches (Manjunath, et al. [IS] ). In addition to recognition, richer models for faces have been studied for analyzing varying illumination (Hallinan [12] ) and expression (Yacoob and Davis [2q, Essa and Pentland [ll] ).
In this paper, we address the problem of recognizing faces under varying pose when only one example view per person is available. For example, perhaps just a driver's license photograph is available for each person in the database. If we wish to recognize new images of these people under a range of viewing directions, some of the new images will differ from the single view by a rotation in depth. Is recognition still possible?
There are a few potential approaches to the problem of face recognition from one example view. For example, the invariant features approach records features in the example view that do not change as pose-expressionlighting parameters change, features such as color or geometric invariants.
While not yet applied to face recognition, this approach has been used for face detection under varying illumination (Sinha [23] ).
In the flexible matching approach (von der Malsburg and collaborators [16] [14]), the input image is deformed in 2D to match the example view. The deformation, which is like a local 2D warp of the image, allows the matching of input and example views even though they may differ in expression or out-of-plane rotations. Their matching metric, however, does not take into consideration any prior model of human facial expression or 3D structure.
Generic 3D models of the human face can be used to predict the appearance of a face under different poseexpression-lighting parameters. For synthesizing images of faces, 3D facial models have been explored in the computer graphics, computer vision, and model-based image coding communities (Aitchison and Craw[l] , Kang, Chen, and Hsu[l3] , Essa and Pentland [ll] , Akimoto, Suennaga, and Wallace[3] , Waters and Terzopoulos[24] , Aizawa, Harashima, and Saito[2] ). A generic 3D model could also be applied to our scenario of face recognition from one example view. Once a 2D face image is texture mapped onto the 3D model, the face can be treated as a traditional 3D object in computer graphics, undergoing 3D rotations or changes in light source position. Applying this to face recognition, to our knowledge, has not yet been explored.
While 3D models are one method for using prior knowledge of faces to synthesize new views from just one view, in this paper we investigate representing this prior face knowledge in an example-based manner, using 2D views of prototype faces. Since we address the problem of recognition under varying pose, the views of prototype faces will sample different rotations out of the image plane. In principle, though, different expressions and lightings can be modeled by sampling the prototype views under those parameters. Given one view of a person, we will propose a method for using the information in the prototype views to synthesize new views of the person, views from different rotations in our case. 
Theory
How can one generate new views of an object given just one view plus prior knowledge of the class of objects? In the previous section, we discussed one approach that uses 3D models as prior knowledge of faces. However, as the linear combination approach to 3D object recognition has recently demonstrated (Ullman and Basri [25] , Poggio [19] ), 3D models may be bypassed by simply interpolating between a small set of 2D views. Furthermore, if one includes prior information such as object symmetry, then Poggio and Vetter [21] have shown that only one view is required for unique recognition. In this paper, we use views of prototype faces as our prior knowledge of faces, motivated by the potential for using a simple example-based approach as an alternative to the more expensive and complex 3D model-based approach.
We next introduce notation for the prototype views and describe our representation for faces. Since we eventually wish to synthesize virtual views at different poses, the next two sections will focus on pose. Beymer and Poggio [7] suggest ways to apply these synthesis techniques for different lighting conditions and expressions.
2.1
In our virtual views scenario, call the known pose of the real view the standard pose and the pose of the desired virtual view the transformed pose. Images of the prototype faces are first collected for both the standard and transformed poses. Let
ZP,
= set of N prototype views at standard pose,
Prototype views and face representation
ZP, *r where 1 5 j 5 N . Note that if we wish to synthesize many virtual views from the same standard pose, the only views that need to be duplicated are the prototype views at the transformed pose. Next, let in be the single real view of the novel face in standard pose and zn,r be the virtual view, or synthesized view of the novel face a t the transformed pose.
The face representation used in our virtual views approach is divided into shape and textural components.
= set of N prototype views at transformed pose, The shape component is simply the (x, y) locations of a collection of feature points on the face. If n feature points are included in the shape component, the mathematical representation will be a vector of length 2n consisting of the concatenation of the x and y coordinate values. The coordinate system used for measuring I and y will be one normalized by using the eye locations to fix interocular distance and remove head tilt. To denote the shape component we introduce the vector variable y, and it will carry the same subscripts of the image it represents; i.e. yn,r will be the shape of the virtual view Computing the shape component is essentially a feature detection or correspondence problem, a difficult task in itself. Discussion of our approach to this problem will be deferred to section 3; this section will focus on using the shape component on an abstract level. To make things a bit more concrete, though, possible implementations include using a sparse set of features returned by a facial feature finder or using pixelwise correspondence with respect to a fixed reference image.
The textural component is the original grey level image warped to a "shape-free" representation (Craw and Cameron [IO] ). That is, the geometrical differences among face images are factored out by warping the images to a common shape where all the features line up. Since we are handling a range of rotations out of the image plane with widely differing geometries, it makes sense to quantize these rotations to create a number of common shapes (see Fig. 1 for our quantization). Thus, when creating the texture component for a given image, one would choose the common shape of the closest quantized pose. To compute the common geometry for a quantized pose, we take the average face shape of an ensemble of faces at that pose. The shape free textural component will be denoted by the variable t , and as for shape, it will carry the same subscripts as the image it represents.
Computing the textural component requires the shape component. If the shape component is a set of sparse features, then deforming the face to the common geometry can be accomplished by tessellating the image using the facial features followed by texture mapping. If the shape component is dense (defined for each pixel), then a 2D warp driven by the shape will suffice.
Generating rotated virtual views using prototype views
Given the prototype views, we now introduce techniques for generating the shape and texture components of rotated virtual views.
Virtual shape
The theory underlying our method for synthesizing virtual shapes, Poggio and Vetter's concept of linear classes [21], relies on the assumption that the space of 3D face shapes for a given pose is spanned by a set of 3D example shapes, taken here to be the prototypes. This assumption applies to 3D shape and is therefore different from and stronger than the linear subspace arguments used to justify the eigenimage approach to representing h , r .
face grey levels. Given this assumption, the theory allows u s to approximate yn at the standard view and synthesize yngr at the transformed view by using the proper linear combination of prototype views.
As the linear classes theorem begins with a 3D assumption, let us use the upper case Y to denote the 3D shape corresponding to the 2D vector y. In linear classes, we assume that the novel 3D shape Yn can be written as a linear combination of the prototype shapes yPJ Y n = ~j"=, a j y p , .
(1) The theorem states that if the linear class assumption holds and the set of 2D views ypj are linearly independent, then we can solve for the crj's at the standard view and use the prototype coefficients crj to synthesize the virtual shape (3) The theorem assumes orthographic projection.
While the theorem may seem to imply that we can perform a 3D analysis based on one 2D view of an object, the linear class assumption cannot be verified using 2D views. Thus, from just the 2D analysis, the technique can be "fooled" into thinking that it has found a good set of linear coefficients when in fact equation (1) is poorly approximated. That is, the technique will be fooled when the actual 3D shape of the novel person is different from the 3D interpolated prototype shape in the right hand side of equation (1).
While the linear class idea does not require the y vectors to be in correspondence between the standard and transformed views, if we add such "cross view" correspondence then the linear class idea can be interpreted as finding a 2D deformation from y, to Y , ,~. Having shape vectors in cross view correspondence simply means that the y vectors in both poses refer to the same set of facial feature points. The advantage of computing this 2D de- formation is that the texture of the virtual view can be generated by texture mapping directly from the original view in. This avoids the need for additional techniques to synthesize virtual texture at the transformed view.
To see the deformation interpretation, subtract equation (2) from (3) and move yn to the other side, yielding
Bringing shape vectors from the different poses together in the same equation is legal because we have added cross view correspondence. The quantity Ay' = ypj,r -ysj is a 2D warp that specifies how prototype j's feature points move under the prototype transformation. Equation (4) modifies the shape Yn by a linear combination of these prototype deformations. The coefficients of this linear combination, the Qj's, are given by Y'yn, where Y is a matrix where column j is y p . . This is the solution to the approximation equation (23.
Consider as a special case the deformation approach with just one prototype. In this case, the novel face is deformed in a manner that imitates the deformation seen in the prototype. This is similar to actor-based animation (Williams [26] where we have dropped the j subscripts on the prototype variable p . The deformation Ay = yp,. -y, essentially represents the prototype transform and is the same 2D warping as in the multiple prototypes case.
By looking at the one prototype case through specializing the original equations (2) and (3), we get y, = yp and yn,r = Y~,~. This seems to say that the virtual shape yn,r is simply that of the transformed prototype, so why should equation (5) give us anything different? However, the specialized equations, which approximate the novel shape by prototype shape, are likely to be poor approximations. Thus, we should really add error terms, writing Yn = YP + ?error, and Yn,r = Yp,r + Yerror,. The error terms are likely to be highly correlated, so by subtracting the equations -as is done by parallel deformationwe cancel out the error terms to some degree.
Virtual texture
In addition to generating the shape component of virtual views, the prototypes can also be used to generate the texture of virtual views. Synthesized grey level textures are then texture mapped onto the virtual shape to create a finished virtual view.
Recall from our earlier discussion of texture representation that image textures are warped to an average face shape to create a shape free representation. Different average face shapes are defined over a set of poses; we assume that both the standard and transformed poses are included in that set. Thus, image textures in and tn,r have been warped to the average shapes of the standard and transformed poses, respectively.
To generate the virtual texture t,,,, we propose using the same linear class idea of approximation at the standard view and reconstruction at the transformed view. Similarly to the shape case, this relies on the assumption that the space of grey level textures of faces is linearly spanned by a set of example images. The validity of this assumption is borne out by recent successful face recognition systems (e.g. eigenfaces, Pentland, et al. [18] ). Thus, we should be able to decompose the real texture t , in terms of the example textures t,,
The question we pose for virtual views is whether we can use the same set of coefficients to reconstruct the texture of the transformed view, i.e. whether we can write
(7)
If grey levels were sampled at the same face points for both the standard and transformed poses and we assume Lambertian shading with an unchanging light source direction (i.e. only the camera is rotated), then equations (6) and (7) would be identical and the answer would be yes. However, this is not true, as different portions of the face become occluded and unoccluded as the face rotates. Thus, equation (7) is an approximation that breaks down the further the transformed pose gets from the standard pose. We have synthesized textures for rotations of 10 to 15 degrees between standard and transformed poses with reasonable results; see section 3 for example tn,r images and recognition experiments.
Virtual Views: Generation and Experiments
This section describes the experimental work we did to generate virtual views and the results of using them as example views in our view-based, pose-invariant face recognizer.
Generating v i r t u a l views
In our approach to recognizing faces using just one example view per person, we first expand the example set by generating virtual views of each person's face. The full set of views that we would ultimately like to have for our view-based face recognizer are shown in Fig. 1 . These views evenly sample the two rotation angles out of the image plane. While Fig. 1 shows 15 real views, in virtual views we assume that only view m4 is available and we synthesize the remaining 14 example views. For the single real view, an off-center view was favored over, say, a frontal view because of the recognition results for bilaterally symmetric objects of Poggio and Vetter [21] . When the single real view is from a nondegenerate pose (i.e. mirror reflection is not equal to original view), then the mirror reflection immediately provides a second view that can be used for recognition. The choice of an off-center view is also supported by the psychophysical experiments of Schyns and Bulthoff [22] . They found that when humans are trained on just one pose and tested on many, recognition performance is better when the single training view is an off-center one as opposed to a frontal pose.
In completing the modeling set of 15 example views, the 8 views neighboring m4 will be generated using our virtual views techniques. Using the terminology of the theory section, view m4 is the standard pose and each of the neighboring views are transformed poses. The remaining 6 views, the right two columns of Fig. 1 , will be generated by assuming bilateral symmetry of the face and taking the mirror reflection of the left two columns.
We now go through the details of how to apply the general technique from the theory section, using a pixelwise correspondence representation for face shape. So far our work has explored the shape and texture cases independently, so this section treats each in turn. Recognition results with these virtual views are summarized in the next subsection.
Virtual shape
We use one prototype and the parallel deformation approach yn,r = yn + ( Y , ,~ -yp) to generate virtual shape.
Since the parallel deformation approach assumes correspondence between standard and transformed views, we map texture from the image in to produce a final virtual view. We now explain the steps of this approach, using as an example the prototype views and single novel view in Fig. 2 . In our scheme of pixelwise representation for shape, applying the parallel deformation approach boils down to mapping the 2D "rotation" deformation ( Y~,~ -y,) onto the novel person's face. First, we compute the prototype deformation using a gradient-based optical flow algorithm [5] . Shown overlaid on the reference image on the left of Fig. 2, this 2D deformation specifies how to forward warp i , to i,,,. and represents our "prior knowledge" of face rotation. To assist the correspondence calculation, a sequence of four frames from standard to transformed pose is used instead of just two frames. Pairwise optical flows are computed and concatenated to get the composite flow from first to last frame.
Next, the 2D rotation deformation is mapped onto the novel person's face by computing interperson correspondence between i , and in. This will put the deformation -y p ) in the same coordinate frame as ynr thus allowing us to add the two in the next step.
As these interperson correspondences are difficult to compute, we have tried using a manual as well as an automatic technique. Describing these techniques is beyond the scope of this paper; we only give references and sketch the techniques. The manual technique is borrowed from Beier and Neely's morphing technique in computer graphics [4] . In their technique, a manual, sparse set of corresponding line features are interpolated to derive correspondence everywhere on the pixel level. The second technique for computing interperson correspondence is based on our face "vectorizer" [6], which computes pixelwise correspondence between an input and the "average" face shape. Correspondence between two arbitrary images can thus be found by vectorizing both, as now both images are in correspondence with the average shape. For both techniques virtual views will be shown and face recognition results given.
Finally, the texture from the original real view in is 2D warped onto the rotated face shape, producing the final virtual view. Fig. 3 shows example virtual views with the real view in the center. Manual interperson correspondences were used in Fig. 3(a) and the image vectorizer in Fig. 3(b) . The views in Fig. 3(b) are broken up into subimages around the eyes, nose, and mouth because the vectorizer provides separate correspondences for those three regions.
Symmetric views, the right columns in Fig. 3 , cause problems for image texture, especially around the side of the nose that is becoming unoccluded. The mirror reflection of the real view m4 can be used as a simple fix, however. The texture of the symmetric view is generated using the real view for the right half and the mirror reflection for the left. This was done for Fig. 3(a) but not in 3(b). Virtual shape was also processed slightly differently for the symmetric views in Fig. 3(a); see [7] for the details.
Virtual texture
We use the linear class idea to analyze the novel texture in terms of the prototypes at the standard view and reconstruct a t the transformed view. By using the shape free textural representation, the virtual views in this experiment are decoupled from shape and hence are all in the average shape of the transformed view. Thus, for a particular pose, the only difference between the virtual views across different people will be their texture.
In the analysis step at the standard view, we decompose the shape free texture of the novel view t , in terms of the N shape free prototype views t,,., thereby computing the /3] prototype coefficients back in equation (6).
Since the tp,'s can be put into correspondence manually in an off-line step (using the Beier and Neely approach discussed earlier), the primary difficulty of this step is in converting in into its shape free representation 1,. Since in our setup in is an m4 pose of the face, this step means finding correspondence between in and view m4's average face shape. Our image vectorizer, which we introduced in the previous subsection and explain in Beymer [6] , is used to simultaneously solve for both the correspondence and the prototype coefficients. That is, given the input image in and the N shape free prototypes t,,, the vectorizer solves for both a "normalizing" optical flow between the input and "average shape" and the PI in equation (6).
Next, assuming that the textural decomposition at the transformed view is similar to that a t the standard view, we can synthesize the transformed texture tn,r = /3jtp,,rr where tpJ,r are the shape free transformed prototypes that have been warped to the average shape of the transformed view. As with the t,,'~, the t,, , r '~ are put into correspondence manually in an off-line step. Fig. 4 shows a set of virtual views generated using this technique. Note that the prototype views must be of the same set of people across all nine views. We used a prototype set of 55 people, so we had to specify manual correspondence (again, using Beier and Neely [4]) for 9 views of each person to set up the shape free views.
When generating the virtual views for a particular person, we would, of course, remove him from the prototype set if he were initially present, following a leave-one-out cross validation methodology.
For optimization purposes we process the set of 55 shape free prototype views using principal components and keep the top 28 eigenimages. Besides reducing the dimensionality N to 28, this orthogonalizes the prototype set, which should make the computed / 3, more stable. Please refer to [7] for the details.
Experimental results

View-based recognizer
In our view-based face recognizer [B] , the 15 example views of Fin. 1 are stored for each Derson to handle Dose U invariance. To recognize an input view, our recognizer uses a strategy of registering the input with the example views followed by template matching. To drive the registration step in the recognizer, a person and poseinvariant feature finder first locates the irises and a nose lobe feature. Similar in flavor to the recognizer, the feature finder is template-based, using a large set of eyesnose templates from a variety of "exemplar" people and the 15 modelinn Doses.
After featuri 'detection, the input is repetitively matched against all example views of all people. Matching the input against a particular example view consists of two steps, a geometrical registration step and correlation. In the registration step, first an affine transform is applied to the input to bring the iris and nose lobe features into correspondence with the same points on the example view. While this brings the two views into coarse alignment, small pose or expressional differences may remain. To bring the input and example into closer correspondence, optical flow is computed between the two and a 2D warp driven by the flow brings the two into pixelwise correspondence. Lastly, normalized correlation with example templates of the eyes, nose, and mouth is used to evaluate the match. The best match from the data base is reported as identified person.
Recognition results
In this section we report the recognition rates obtained when virtual views were used in our view-based recognizer [8] . To test the recognizer, a set of 10 testing views per person were taken to randomly sample poses within the overall range of poses in Fig. 1 . Roughly half of the test views include an image-plane rotation, so all three rotational degrees of freedom are tested. There are 62 people in the data base, including 44 males and 18 females, people from different races, and an age range from the 20s to the 40s. Lighting for all views is frontal and facial expression is neutral. Table 1 summarizes our experimental recognition results. The recognition rates were recorded for a forced choice scenario -the recognizer always reports the best match. The three middle columns show our results for virtual views. which is divided into separate treatment of virtual texture (section 3.1.2 and Fig. 4) and virtual shape (section 3.1.1 and Fig. 3 ). Two virtual shape case are presented, one that uses our face "vectorizer" to au- tomatically compute interperson correspondence (auto), and one that uses the manual technique of Beier and Neely (manual). It is important to note that the manual correspondence step in the latter case is used at "modelbuilding" time; the face recognizer at run time is still completely automatic.
To put these recognition numbers in context, we compare them to cases where only real views are used as example views in the recognizer. An expected lower bound for recognition performance is when only view m4 plus its mirror reflection are used as example views. The best we could expect virtual views to perform is when the 15 views are actual real views, a case that has been documented in Beymer [8] . Virtual shape using manual interperson correspondences at 82% falls midway between the benchmark cases of 67% and 98%, so it shows that virtual views do benefit pose-invariant face recognition.
Virtual texture was a disappointment, however, only yielding a recognition rate a few percentage points higher than the base case of 67%. This may have been due to the factoring out of shape information. We also noticed that the linear reconstruction has a "smoothing" effect, reproducing the lower frequency components of the face better than the higher frequency ones.
Discussion
Evaluation of recognition rate
While the recognition rate using virtual views, ranging from 82% for virtual shape to 70% for case virtual texture, is much lower than the 98% rate for the multiple views case, this was expected since virtual views use much less information. One way to evaluate these rates is to use human performance as a benchmark. To test human performance, one would provide a subject with a set of training images of previously unknown people, using only one image per person. After studying the training images, the subject would be asked to identify new imagesof the people under a variety of poses. Moses, and Edelman [17] have performed this experiment using testing views a t a variety of poses and lighting conditions. While high recognition rates were observed in the subjects (97%), the subjects were only asked to discriminate between three different people. Bruce [9] performs a similar experiment where the subject is asked whether a face had appeared during training, and detection rates go down to either 76% or 60%, depending on the amount of pose/expression difference between the testing and training views. Schyns and Bulthoff [22] [16] , who obtain 86% on a database of 86 people, and Pentland, e l al. [l8] , whose extrapolation experiment with view-based eigenspaces yields 83% on a database of 21 people. In both cases, the system is trained on a set of views (vs. just one for ours) and recognition performance is tested on views from outside the pose-expression space of the training set. One difference in example views is that they include hair and we do not. In the future, the new Army FERET database should provide a common benchmark for comparing recognition algorithms.
4.2
Since we know that the view-based approach performs well with real example views, making the virtual views closer in appearance to the "true" rotated views would obviously improve recognition performance. What difficulties do we encounter in generating "true" virtual views? First, the parallel deformation approach for shape essentially approximates the 3D shape of the novel person with the 3D shape of the prototype. If the two 3D shapes are different, the virtual view will not be "true" even though it may still appear to be a valid face. The resulting shape is a mixture of the novel and prototype shapes. Using multiple prototypes and the linear class approach may provide a better shape approximation.
For virtual texture, we have problems with areas that are visible in the transformed view but not in the standard view. For example, for the m4 pose, the underside of the nose is often not visible. How can one predict how that region appears for upward looking virtual views? Possible ways to address this problem include using ad-
Difficulties with virtual views generation
ditional real views or having the recognizer exclude those regions during matching.
Future work
For future work on our approach to virtual views, we plan to use multiple prototypes for generating virtual shape. Vetter (1994, pers. comm.) has done some preliminary work with 3D Cyberware data, exploring virtual views generation for the case when the linear class assumption is enforced by construction. A second area for future work is testing the combined use of virtual shape and texture. In the longer term, one can test the virtual views technique for face recognition under different lighting conditions or expressions.
Conclusion
In this paper we have addressed the problem of recognizing faces under different poses when only one example view of each person is available. Given one real view at a known pose, we use prior knowledge of faces to generate utrtual uzews, views of the face as seen from different poses. Rather than using a more traditional 3D modeling approach, prior knowledge of faces is expressed in the form of 2D views of rotating prototype faces. Given the 2D prototype views and a single real view of a novel person, we demonstrated techniques for effectively rOtating the novel face. Having divided faces into shape and textural components, we used parallel deformation, a technique similar to actor-based animation, to synthesize virtual face shapes. The texture, or grey levels, of the virtual views was generated using the concept of linear object classes.
To evaluate virtual views, they were then used as example views in a view-based, pose-invariant face recognizer. On a data base of 62 people with 10 test views per person, a recognition rate of 82% was achieved in experiments on virtual shape, which is well above the base recognition rate of 67% when only one real view (plus its mirror reflection) is used. Also, our recognition rate is similar to other face recognition experiments where extrapolation from the pose-expression range of the example views is tested. Overall, for the problem of generating new views of an object from just one view, these results demonstrate that the 2D example-based technique, similarly to 3D object models, is a viable method for representing knowledge of object classes.
