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Any complete theory of human stereopsis must model not only how the correspondences between locations in the two views are
determined and the depths are recovered from their disparity, but also how the ambiguity arising from such factors as noise, peri-
odicity, and large regions of constant intensity are resolved and missing data are interpolated. In investigating this process of recov-
ering surface structure from sparse disparity information, using stereo pairs with sparse identiﬁable features, we made an
observation that contradicts all extant models. It suggests the inadequacy of retinotopic representation in modeling surface percep-
tion in this stage. We also suggest a possible alternative theory, which is a minimization of the modulus of Gaussian curvature.
 2005 Elsevier Ltd. All rights reserved.
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The human brain can perceive depth by fusing two
slightly diﬀerent views from the left and right eyes. In
the computational model of the process of stereopsis,
the correspondences between locations in the two imag-
es formed on the retinae are determined, and the depths
are recovered from their disparity. However, this can be
done only approximately. Ambiguity arising from such
factors as noise, periodicity, and large regions of con-
stant intensity makes it impossible in general to identify
all locations in the two images with certainty. Thus, any
convincing model of stereopsis must detail how ambigu-
ities are resolved and missing data are interpolated.
Models (Marr & Poggio, 1976, 1979; Grimson, 1981;
Poggio & Poggio, 1984; Pollard, Mayhew, & Frisby,
1985; Gillam & Borsting, 1988; Ayache, 1991; Belhum-
eur & Mumford, 1992; Jones & Malik, 1992; Faugeras,
1993; Geiger, Ladendorf, & Yuille, 1995; Belhumeur,0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.06.028
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E-mail address: hi@nsc.nagoya-cu.ac.jp (H. Ishikawa).1996) have generally used as criterion some form of
smoothness in terms of dense information such as the
depth and its derivatives. To investigate this disambigu-
ation process in human vision, we examined disparity
interpolation, the process of recovering surface structure
from sparse disparity information in a pair of visual
images, using stereo pairs with sparse identiﬁable fea-
tures. We obtained results, reported in Section 2, that
no current model is capable of explaining. We explain
why this is so in Section 3. In the last section, we discuss
the implications and also suggest a possible alternative
theory, which is a minimization of the modulus of
Gaussian curvature.2. Methods and results
Seven observers naı¨ve to the purpose of the experi-
ment with normal or corrected to normal vision viewed
the stereoscopic images in Figs. 1A and 5A. The images
were presented on a CRT monitor (NEC 98Mate Dis-
play 17) at a viewing distance of 1.5 m through liquid
crystal shutter goggles (model PLAY3DPC by I-O Data
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Fig. 1. The stereogram and possible surfaces. We used a stereogram of textureless surface patches with explicit luminance contours in order to
investigate how the disambiguation process in human stereopsis recovers surface structure from sparse disparity information in a pair of visual
images. (A) A stereo pair. When the right images are cross-fused (or the left two images are fused divergently,) a three-dimensional surface is
perceived. (B) The thick lines represent the disparity values unambiguously obtainable from local feature. Because the matching is so ambiguous
elsewhere, the brain is forced to guess the rest, revealing its expectation. Possible surfaces that agree with this boundary condition are (C)–(E). (C,D)
The human brain tend to perceive either of these two. However, no current theory can explain this observation. (E) Algorithms that seek to minimize
gradient give a ‘‘soap bubble’’ surface like the one shown here. Models in which the prior probability distribution on epipolar lines are independent
also give this solution. (F) The cross sections for solutions above on an epipolar line are shown.
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switch between opaque and transparent at 100 Hz, syn-
chronized to the monitor so that alternate frames can be
presented to the left and right eyes, allowing stereoscop-
ic displays. Images contained the black shape shown in
the ﬁgures, the height of which was 10 cm on the moni-
tor surface. Four of the observers ﬁrst viewed the image
in Fig. 1A, and then Fig. 5A; the rest viewed the images
in the reverse order. In each viewing, the observer was
asked to describe what was perceived after 15 seconds;
and then was asked to choose from the three picturesin Figs. 1C–E (when Fig. 1A is shown) or Figs. 5C–E.
There was no discrepancy between what they described
and what they chose. A few stereo pairs of color pictures
were shown to each viewer prior to the experiment in or-
der to ascertain that the observer is capable of binocular
stereo perception.
Only one of the observers reported the percept of a
saddle-type shape (Fig. 1E). Other six viewers reported
the percept of either convex (Fig. 1C) or concave
(Fig. 1D) shape. One reported the percept of both of
the convex and concave shapes.
Viewer #1 #2 #3 #4 #5 #6 #7
Fig. 1A Convex Saddle Concave Concave Convex Convex Both
Fig. 5A Concave Saddle Concave Concave Convex Convex Convex
Which ﬁrst? Fig. 1A Fig. 1A Fig. 1A Fig. 1A Fig. 5A Fig. 5A Fig. 5A
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Fig. 2. The geometry of stereopsis. Only points on the corresponding
epipolar lines can match to each other.Fig. 1A shows one of the stereograms of textureless
surface patches with explicit luminance contours. In
these displays, there are very few features that can be
depended upon when matching the points. The only dis-
tinguishing feature is the intensity edges on the circum-
ference of the shape, where the discontinuous change in
luminance occurs. There are no other cues that are ordi-
narily present, such as surface shade and partial occlu-
sions (Gillam & Borsting, 1988; Nakayama &
Shimojo, 1990; Anderson, 1994; Malik, 1996). In other
words, the images are stereoscopic silhouettes or bound-
ary contours (Ulupinar & Nevatia, 1993; Norman &
Raines, 2002). Matching the edges gives the depth infor-
mation illustrated in Fig. 1B. Everywhere else, each
location in one image can perfectly match to a variety
of locations in the other. This corresponds to the fact
that any perfectly black surface spanning the two seg-
ments in Fig. 1B looks exactly the same. Nevertheless,
the perception human observers report is much less
ambiguous. As reported in the previous section, most
observers who viewed the stereogram reported the per-
cept of one of the two surfaces shown in Figs. 1C and
D, which we call S0 and S1. This result is in stark con-
trast to the smooth surface Shp (Fig. 1E) that is predict-
ed by most extant computational models of stereopsis.
3.1. One-dimensional models
First of all, any 1D interpolating model would predict
the ruled surface Shp. The three-dimensional geometry of
image formation dictates the possible pairs of points in
the image that can match each other (Fig. 2). A point
in a 3D scene and the two focal points determine a plane
in the space. The projecting rays from the point through
the focal points onto the retinae must lie on this plane.
Thus, when the correspondence is not known, it can at
least be said that a feature on one image can match only
those locations on the other image that lie on the plane
determined by the point and the two foci. Such possible
matching points form a line called the epipolar line.
Imagine a plane rotating around the line connecting the
two foci: it sweeps the retinae, deﬁning a set of corre-
sponding epipolar lines. Geometrically, only points on
the corresponding epipolar lines can match to each other.
Thus, in theory, stereopsis can be a 1D process that
matches the locations on the two images line by line.Onemay be lead to postulate that the interpolation is also
done one-dimensionally. However, the experiment shows
that is not what is done in human perception. If the inter-
polation is done one-dimensionally on each epipolar line
as Fig. 1F shows, the perceived surfaces S0 and S1 have
forms that cannot be readily explained. Since the sole
depth data given on each epipolar line are at the two end-
points, the only reasonable 1D interpolation is to connect
the two points by a straight line, as shown as E in Fig. 1F.
As a whole, the lines give the smooth surface Shp. Thus,
theories that only use one-dimensional information do
not predict the surfaces seen by most human observers.
3.2. Gradient minimization models
In some computational models of stereopsis, epipolar
lines are not independent. It would be useful to have an
interaction between the matching on diﬀerent epipolar
lines even just for the sake of robustness in the presence
of noise. Most current theories model the matching by a
depth surface that gives a dense map of the depth at
each point in the view. Mathematically, a depth surface
S is typically represented by specifying the value of the
depth dSi;j at each of dense sample points, which usually
are laid out as an equally-spaced grid X = {(xi,yj)}. In
such models, distinguishing features such as intensity
edges can give a strong evidence of matches, determining
the depth value dSi;j at some of the sample points. Ever
since Marr and Poggio (1976, 1979) and Pollard et al.
(1985), most computational models of stereopsis have
174 H. Ishikawa, D. Geiger / Vision Research 46 (2006) 171–178used a weak smoothing scheme that in eﬀect predicts a
surface S that minimizes the total change in depth:
EðSÞ ¼
X
X
fðdSiþ1;j  dSi;jÞ2 þ ðdSi;jþ1  dSi;jÞ2g; ð1Þ
which approximates the total depth gradient j$dSj2.
Here, the sum evaluates how much the depth value
changes from one sample point to the next. One can
see that the value E(S) is minimum when the surface is
ﬂat and the depths dSi;j at all points are equal, in which
case E(S) = 0. When some data points have deﬁnite
depth values that come from the matching, which is usu-
ally the case, these models predict a depth surface S that
minimizes E(S) under the constraint that it has deﬁnite
values where they are known. Or, the data from the fea-
ture matching are evaluated as another ‘‘energy’’ func-
tion and the sum of the two is minimized. This can be
considered as giving a probability to each possible sur-
face. If the surface has the depth value that is strongly
supported by the matching, it would have a higher prob-
ability; other than that, the surface has higher probabil-
ity when the sum (1) is smaller. In the Bayesian
formulation of stereopsis (Szeliski, 1989; Belhumeur &
Mumford, 1992; Belhumeur, 1996), this ‘‘energy’’ corre-
sponds to a negative logarithm of the prior probabilityBA
C
Fig. 3. The coordinate system for showing that gradient minimization is not
at each point inside a square. We deﬁne the coordinate system so that the fo
separate the areas where diﬀerent planes represent the surfaces in S0 and S1.
determined by the equations x = l, d ¼ hl y, l 6 y 6 l and x = l, d ¼  hl y
areas separated by the line x = y: one plane is deﬁned by dS0 ¼ hl ðx yÞ
dS0 ¼ hl ðxþ yÞ þ h where xP y. The two planes coincide on the line x =
dS1 ¼ hl ðxþ yÞ  h (where xP y) and dS1 ¼ hl ðx yÞ  h (where x 6 y), m
everywhere on the square.distribution, which gives an a priori probability for pos-
sible surfaces. It represents the models idea of what sur-
faces are more likely in the absence of data. In the case
of the image pair in Fig. 1A, the edges determine the
depth at the two intensity edges that can be matched,
as illustrated in Fig. 1B. At other sample points, howev-
er, there is not enough data to decide what depth to give
to the point. This is why the model must have some dis-
ambiguating process.
How would such models react to the stereo pair in
Fig. 1A? The answer is that all current theories predict
a surface similar to Shp, rather than the most perceived
surfaces S0 and S1. This is because the gradient modulus
j$dSj, at all points, is larger for S0 and S1 than for Shp.
This can be easily seen by simple calculation.
Let 2l be the side of the square and 2h the height (the
diﬀerence of the maximum and the minimum depth) of
the surface. We set up a coordinate system where the four
corners of the square have the coordinates
(x,y) = (±l,±l) (Fig. 3A). Of the deﬁnite depths deter-
mined by matching the intensity edges, we assume that
the two corners (l, l) and (l,l) have the depth h and
the other two have the depth h. Thus, the boundary
condition is the two line segments, shown as the thick
line segments in Figs. 3B–D, determined by the equationsD
enough. (A) The possible surfaces are described by specifying the depth
ur corners of the square are at (x,y) = (±l,±l). The two diagonal lines
(B) The boundary condition is shown as the two thick line segments,
, l 6 y 6 l. The surface S0 consists of two planes deﬁned on the two
þ h in the area deﬁned by x 6 y whereas the other is deﬁned by
y. (C) Similarly, the surface S1 consists of the two planes deﬁned by
eeting on the line x = y. (D) The surface Shp is deﬁned by dShp ¼ hl2 xy
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l
y; l 6 y 6 l
and
x ¼ l; d ¼  h
l
y; l 6 y 6 l.
Then, the depth and the depth gradient for the surfaces
S0 and S1 are as follows (Figs. 3B and C):
S0 : d
S0ðx; yÞ ¼
h
l
ðx yÞ þ h ðx 6 yÞ
h
l
ðxþ yÞ þ h ðxP yÞ
8><
>:
rdS0ðx; yÞ ¼
h
l
; h
l
 
ðx < yÞ
 h
l
;
h
l
 
ðx > yÞ
8>><
>>:
S1 : d
S1ðx; yÞ ¼
h
l
ðxþ yÞ  h ðxP yÞ
h
l
ðx yÞ  h ðx 6 yÞ
8><
>:
rdS1ðx; yÞ ¼
h
l
;
h
l
 
ðx > yÞ
 h
l
; h
l
 
ðx < yÞ
8>><
>>:
Thus, we obtain
ﬃﬃﬃ
2
p
h
l as the gradient modulus for S0 and
S1 everywhere on the square, except on the diagonal
where it is not deﬁned, i.e., x = y for S0 and x = y
for S1. On the other hand, the depth and its gradient
for Shp (Fig. 3D) at point (x,y) are deﬁned by
Shp : d
Shp ¼ h
l2
xy; rdShp ¼ h
l2
y;
h
l2
x
 
Thus the gradient modulus for Shp at point (x,y) is
h
l2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p
, which is smaller than
ﬃﬃﬃ
2
p
h
l wherever
x2 + y2 is smaller than 2l2, which is the case inside the
square. In fact, this observation rules out not only the
energy (1) but also any energy that is the sum of an
increasing function of the gradient modulus, which is
to say most models.
3.3. Convex models
To rule out the rest of the current prior models (and
more), we can consider a functional of the form
EðSÞ ¼
X
X
f ðddSÞ; ð2Þ
where ddS represents the derivative of some order of the
depth function. For instance, the ﬁrst-order case is the
gradient such as in (1). The derivative ddS, which in gen-
eral is a vector, can be of any order, or a combination of
several derivatives of diﬀerent orders. Then, for a realnumber u between 0 and 1, we deﬁne a surface Su that
interpolates the two surfaces:
dSu ¼ ð1 uÞdS0 þ udS1 ð0 6 u 6 1Þ.
We assume that f is a convex function of the derivative.
In general, a function f(x) that has the property
f ðð1 uÞx0 þ ux1Þ 6 ð1 uÞf ðx0Þ þ uf ðx1Þ ð0 6 u 6 1Þ
is said to be convex (see Fig. 4A.) If f is convex, then
EðSuÞ 6 ð1 uÞEðS0Þ þ uEðS1Þ 6 maxfEðS0Þ;EðS1Þg
implies that any linear interpolation of the two surfaces
has the value of E(S) that is at least as small as the larger
of the values for the two surfaces. Moreover, if the ener-
gy is symmetric with respect to the sign of depth, it
would give E(S0) = E(S1); and if the energy is strictly
convex, the extremes S0 and S1 would be maxima among
all the interpolated surfaces, not minima. All theories of
which the authors are aware satisfy the latter two condi-
tions. We conclude that the most perceived surfaces are
not predicted by any theory that uses the minimization
of the energy function of the form (2) with convex f
for disambiguation. Most current theories employ a
convex energy functional as their prior, when seen in
this representation. The minimization problem of the
continuous version of (1) (called the Dirichlet integral)
has the surface Shp as the solution.3.4. Non-convex models
Note that ddS has a boundary condition that its to-
tal sum in each order is constant. In order to minimize
a sum f(x) + f(y) of a convex function f(x) while keep-
ing x + y constant, the value should be distributed as
much as possible. Thus convex energy functions such
as (1) tend to round the corners and smooth the sur-
face. What, then, about functions that are not convex?
More recent theories of stereopsis use sophisticated pri-
ors that model discontinuity in depth and slope. One
such model (Belhumeur, 1996) minimizes the second
derivative of depth, except for certain locus where it
gives up and allows discontinuities in slope, or a crease,
making it non-convex. In eﬀect, it uses a function f(x)
such as shown in Fig. 4B, which is still convex in low-
modulus region but with a cut-oﬀ value beyond which
the function value stays constant. This model actually
can predict S0 and S1, with right parameter values,
since both surfaces have zero second derivatives except
at the crease, where the curvature can be as high as
needed without any impact on the functional more
than the cut-oﬀ value.
However, this model fails to predict the outcome
on the other stereogram, shown in Fig. 5A. Most
observers reported a percept of one of the surfaces
Left LeftRight
A
B C
D E
Fig. 5. Another stereogram further rules out possible theories. (A) Another stereo pair. (B) The unambiguous wire frame. (C)–(E) are all possible
surfaces that agree with the boundary condition. The human brain tend to perceive either (C) or (D). Even algorithms that use non-convex
functionals to allow discontinuities in depth and slope cannot have the solution (C) and (D) without having (E) as a better solution.
A
B C
Fig. 4. Convex and non-convex functions. (A) A convex function. Note that the line connecting (x0, f(x0)) and (x1, f(x1)) is above the graph of the
function. This is because the convexity requires f((1  u)x0 + ux1) 6 (1  u)f(x0) + uf(x1) for any u (0 6 u 6 1). (B) A convex function with a cut-oﬀ
value. Because of the cut oﬀ, the function is not convex, as can be seen where the line comes below the graph. (C) A function that is concave on both
sides of the origin.
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energy above predicts the outcome. That there are
no creases in the two solutions indicates that the cur-
vature stays below the cut-oﬀ value everywhere. Since
the function is convex in this domain, and because
any interpolation of the two solutions would also have
no creases, the same argument as the convex case ap-
plies. It follows that any interpolation of the two sur-
faces would have lower function value than the higher
of the two.
Going even further, we can think of using almost
concave functions, such as shown in Fig. 4C. This is
akin to minimizing
ﬃﬃ
x
p þ ﬃﬃyp while keeping x + y con-
stant, and tend to concentrate the value at fewer vari-ables. If we use such a function f(x) in (2) with a
second-order ddS, it would try to concentrate the second
derivative at fewer points, and always predict a creased,
piecewise-ﬂat surface, never a smooth surface as shown
in Fig. 5C or D.4. Discussion
Thus, it would seem diﬃcult to produce a computa-
tional model that correctly predicts these observations
using the kind of energy-minimizing scheme as currently
used. The experiment shows a clear tendency towards
the opposite direction than such theories predict, leading
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ories of stereopsis are not adequate for explaining the
disambiguation by the human brain.
Is it possible that minimum disparity gradient or some
similar models are a good model of stereopsis except
when overridden by a strong prior preference for some
special features? For instance, in the case of Fig. 1A,
the observers percepts might be biased towards S0 and
S1 and away from Shp because of the linear contours
and sharp corners of the black square, since normally
straight boundary contour edges derive from polygonal
objects while curved contour edges derive from curved
surfaces. However, the second experiment shows that
even in the case where there are no straight edges, the
percepts tend to be those of the extreme surfaces, rather
than the hyperbolic paraboloid. Three of the observers
were shown the round shape in Fig. 5A ﬁrst (thus no bias
because of the other pair) and still reported the percept of
either convex or concave shape. Note that the same com-
putational models are excluded by this experiment alone,
by the same argument as above. Thus, even if there is a
bias towards linear surfaces for linear contours and
sharp corners, it is not enough to explain the observa-
tion, nor does it change our conclusion.
Also, it has been demonstrated (Mamassian &
Landy, 1998) that human perception prefers elliptic
(egg shaped) to hyperbolic (saddle shaped). Since the
prediction of current theories is hyperbolic, the observed
departure from it may be because of this bias. However,
note that all the surfaces that are preferred are parabol-
ic, i.e., neither elliptic nor hyperbolic. This is remarkable
since the parabolic case constitutes a set of measure zero
in the space of all possible local shapes. Because of this,
it is hard to argue that any tendency or bias toward
elliptic brought the percept exactly to that rare position.
However, the fact that the percepts are parabolic sug-
gests another possibility. Namely, the Gaussian curva-
ture of the four preferred surfaces in the two
experiments is zero everywhere it is deﬁned. Zero Gauss-
ian curvature is a characteristic of parabolic points.
Thus, minimizing the total sum of the absolute value
or square of Gaussian curvature, for example, would
predict all four surfaces as minima. Such surfaces are
developable, meaning they can be made by rolling and
bending a piece of paper. In other words, one possibility
is that the human vision system tries to ﬁt a paper on the
boundary wire frame (the sparse frame that represent
deﬁnite depth data shown in Figs. 1B and 5B in the case
of the experiments). Such a functional would be neither
convex nor concave, and nonlinear, which means that
the solutions depend on the starting location; that
makes the analysis of such a problem nontrivial,
although a study of such a functional is surely a possible
direction for future research.
Note, also, that in both of the examples the two
surfaces perceived by the human brain are the frontand back of the convex hull of the boundary wire
frame. A set in a space is called convex when any line
segment that connects two of its points is also con-
tained in it. The convex hull of a set of points is
the minimal convex set containing all the points. In
the case of Fig. 1B, the convex hull is the tetrahedron
deﬁned by the four endpoints of the line segments
with deﬁnite depth data.
Interestingly, there is a strong connection between the
convex hull and the zero Gaussian curvature: a point on
the surface of the convex hull of a set (such as the
boundary wire frame), if it does not belong to the origi-
nal set, has zero Gaussian curvature wherever it is de-
ﬁned. (We could not ﬁnd any proof in the literature.
Since it is short enough, we include it in the appendix.)
Thus we at least know that the minimization problem of
the Gaussian curvature has solutions: we can take the
convex-hull of the wire frame and take its front and
back surfaces.
We conclude this paper with a speculation. The con-
vex-hull interpretation suggests that the percept of
these surfaces arise from the later stage of the human
visual process, where the information leaves the retino-
topic realm and is represented as more complex con-
structs that express qualitative scene geometry
(Anderson, 1999). Speciﬁcally, we hypothesize that an
illusory volume is induced by the matched intensity
contour, which in turn induce the percept of the surfac-
es. The volume deﬁned by the convex hull has in a
sense the simplest 3D shape that is compatible with
the data, much in the way the Kanizsa triangle (Kan-
izsa, 1979) is the simplest 2D shape that explains
incomplete contour information. Indeed, we conjecture
that the processes that give rise to the illusory contours
and the stereo surfaces in the cases like these experi-
ments are one and the same.Appendix A
Here, we give a proof of the proposition that is men-
tioned in the Discussion.
Proposition 1. Let A be a set in the three-dimensional
Euclidean space, B its convex hull, and p a point in oBnA,
where oB denotes the boundary of B. Assume that a
neighborhood of p in oB is a smooth surface. Then the
Gaussian curvature of oB at p is zero.Proof. Since p is in B and not in A, there are ﬁnite num-
ber of distinct points q1, . . . ,qn (nP 2) in A and positive
numbers a1, . . . ,an such that, p ¼
Pn
i¼1aiqi;
Pn
i¼1ai ¼ 1.
Also, since p is on the boundary oB of a convex set B,
all points of B are in the same half space H whose
boundary oH is the tangent plane of oB at p. Since p
is on the plane oH and all qis are in H, it follows that
all qis are on oH because ais are all positive. Consider
178 H. Ishikawa, D. Geiger / Vision Research 46 (2006) 171–178the convex hull C of {q1, . . . ,qn}. Then C  oB since
C  B \ oH. Since C is not a point, the plane oH is tan-
gent to the surface oB around p along at least a line seg-
ment. Thus the Gaussian curvature of oB at p is zero.References
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