Abstract. Let D 2 ⊂ R 2 be a closed unit 2-disk centered at the origin O ∈ R 2 , and F be a smooth vector field such that O is a unique singular point of F and all other orbits of F are simple closed curves wrapping once around O. Thus topologically O is a "center" singularity. Let θ : D 2 \ {O} → (0, +∞) be the function associating to each z = O its period with respect to F . This function can be discontinuous at O.
Introduction
Let D 2 ⊂ R 2 be a unit 2-disk centered at the origin O ∈ IntD 2 and F be a C ∞ vector field with the following properties:
(T1) F is tangent to ∂D 2 ; (T2) O is a unique singular point of F ; (T3) all other orbits of F are closed. Then it is easy to find a homeomorphism is TC and f is its C ∞ strong first integral in the following sense.
Definition 1.1. c.f. [CGGL] A C ∞ function f : D 2 → R is a strong first integral for F , if O is a unique critical point of f and the Lie derivative F (f ) ≡ 0, i.e. f is constant along orbits of F .
Since F is C ∞ , we can also assume that a homeomorphism h in (1.1) diffeomorphically maps D 2 \ O onto itself, though it may loose differentiability at O. In this case F has a continuous first integral on D 2 defined e.g. by f (z) = |h(z)| 2 . This function is C ∞ on D 2 \ O provided so is h, but f is not necessarily smooth at O. Let θ : D 2 \ O → (0, +∞) be the function associating to each z ∈ D 2 \ O its period θ(z) with respect to F . We will call θ the period function. Then it is easy to see that θ is C ∞ on D 2 \ O, but it general it can not be even continuously extended to all of D 2 .
Example 1.2. Let F (x, y) = −y 
H(h, t)(z) = e 2πit h(z).
Example 1.3. Let Q 1 , . . . , Q n : R 2 → R be definite (that is irreducible over R) quadratic forms such that Q i /Q j = const for i = j, f = Q 1 · · · Q n , and F (x, y) = −f 
whereX,Ȳ ∈ Flat(R 2 , O).
If either of these conditions fails, then lim
z→O θ(z) = +∞.
The implication (a)⇒(b) follows from [M7] , and (b)⇒(c) from Takens [Ta73] .
A TC vector field satisfying one of the conditions (a)-(c) of Theorem 1.4 will be called PTC. This notation reflects periodicity of shift map, see §2.
The main result of this paper is contained in the following theorem: 
There is a vast of results concerning diffeomorphisms preserving functions. Most of them deal with actions of compact Lie groups, see e.g. [Sc75, H80] . From this point of view Theorem 1.5 describes the (infinite-dimensional) group of all orientation preserving symmetries of f but for a very specific case. This theorem will be used in another papers for the description of the homotopy types of stabilizers and orbits of smooth functions on surfaces, which will extend results of [M2] on Morse functions.
Notice that due to Takens [Ta73] (see (c) of Theorem 1.4), a PTC vector field F is a "flat perturbation" of the vector field of Example 1.2. We prove that F is parameter rigid (see Claim 11.1) and using this fact give another proof that any C ∞ strong first integral f : D 2 → R of F is a "flat perturbation" of a smooth function depending on x 2 + y 2 , see [AY] :
Existence of first integrals for such PTC vector fields and the problem of recognizing of TC integrals with non-degenerate linear part are studied in [Po, Lp, Mo, Si1, Si2] . See also [AY, Chapter 5 , §4] for a review of the problem and references.
The case of non PTC vector field, i.e. when lim z→O θ(z) = +∞, will be considered in another paper, where it will be shown that under additional assumptions on F the description of D + (F ) and D + (F, ∂) is similar to Example 1.3.
1.8. Structure of the paper. In §2 we recall the notion of the shift map of a vector field and formulate Theorem 2.2.
In §3- §5 linear parts of TC vector fields and diffeomorphisms preserving their orbits are studied.
The idea of proofs of Theorems 1.4 and 2.2 is to reduce F to a certain normal form and then "blow up" the singularity at O by using polar coordinates. Therefore in §6 we give conditions when a smooth functions, self-maps, and vector fields on D 2 yield the corresponding smooth objects in polar coordinates and vice versa.
In §7 we recall the result of Takens [Ta73] about normal forms of vector fields on R 2 with "rotation as 1-jet". We also study the formulas for the flows of these vector fields with respect to polar coordinates.
The rest of the paper is devoted to the proofs of Theorems 1.4, 2.2, and 1.7.
More generally, let A and B be smooth manifolds. Then for every r = 0, 1, . . . , ∞ we can define the weak W r -and the strong S r topologies on C ∞ (A, B) , see e.g. [Hi] . We will assume that the reader is familiar with them.
Let f ∈ C ∞ (A, B), a ∈ A, and k ∈ N ∪ {∞}. Then by j k f (z) we will denote the k-jet of f at z. 
is C ∞ as well.
For instance, if f : A → B and g : C → D are C ∞ maps, then the mapping
for α ∈ C ∞ (A, B) preserves smoothness.
Shift map
In this section we formulate Theorem 2.2 containing Theorem 1.5.
having the following properties:
• h(ω) = ω for every orbit ω of F . In particular, h(O) = O.
• h is local diffeomorphism at O preserving orientation, that is the tangent map
is a non-degenerate linear map, and the Jacobian |J(h, O)| = 0, [M1, Cor. 21] . Let also E + (F, ∂) ⊂ E + (F ) be the subset consisting of all maps h fixed on ∂D 2 , i.e. h(x) = x for all x ∈ ∂D 2 .
Notice that ∂D 2 is the orbit of F . Since, in addition, D 2 is compact, it follows that F generates a global flow F :
Then we can define the following map
where α ∈ C ∞ (D 2 , R) and x ∈ D 2 . We will call ϕ the shift map along orbits of F , see [M1] . Denote by Sh(F ) the image of ϕ in
a map. We will say that α is a shift function for h provided that h(z) = F(z, α(z)) for all z ∈ V . In particular, θ is the shift function for the identity map id
, and E(F ) with the corresponding weak W ∞ Whitney topologies.
The following set ker(ϕ) = ϕ −1 (id D 2 ) will be called the kernel of shift map. It consist of C ∞ functions µ : 
Then its image Sh(G) coincides with E(G), and the map ψ :
r,r -homeomorphism for all r ≥ 0. Both maps maps ψ and ψ −1 preserve smoothness.
Proof. Let h ∈ E(G). Then for each x ∈ M its image h(x) belongs to the orbit of x, whence there exists a unique number σ h (x) such that
Since G has no singular points, and IntM is homeomorphic with R 2 , it easily follows from the Poincaré-Bendixson theorem, [PM] , that G has no closed orbits and each non-closed orbit of G is non-recurrent. Then it follows from [M9] that ψ −1 is S r,r -continuous for each r ≥ 0 and preserve smoothness.
Linearization of vector fields
The matrix A as well as the corresponding linear map x → Ax will be denoted by ∇F and called linear part
be a germ of a diffeomorphism at O and H = J(h, O) be its Jacobi matrix of h at O. Then h induces the following germ of a vector field
It easily follows that 
Each of these matrices is realizable.
Proof. Suppose that Reλ 1 = 0. Then there exists an orbit o of F for which O is a limit point.
Indeed, if Reλ 2 = 0, then existence of o follows from HadamardPerron's theorem [H, Pe1, Pe2, Pe3] , which was reproved and extended by many authors, see [HPS, page 2] for discussions and references. Otherwise Reλ 2 = 0, and such an orbit o exists by center manifold theorem, e.g. [Lk, K, Carr] .
This gives a contradiction with the assumption that all orbits of F are closed.
It remains to present examples of TC vector field with linear parts of types 1-3.
, and
be the Hamiltonian vector field of f . Since O is an isolated local extreme for f , we see obtain that F is a PTC vector field. Then
Proof. If |µ 1 | = 1, then by center manifold theorem, e.g. [Carr] , there exists a point z ∈ D 2 \ O such that
Let o be the orbit of z. By assumption h(o) = o, whence (3.4) implies that z = O, which contradicts to the assumption.
"Collinear" linear maps
The aim of this section is to establish the following statement.
Proposition 4.1. Let V be a linear space over a field F, dim V = n ≥ 2, and A, B : V → V be two linear maps such that
there exists µ x ∈ F depending on x such that B(x) = µ x A(x). Denote by spA the spectrum of A. Then the following statements hold true:
In particular,
(A2) Suppose rankA = 1 and spA = {λ, 0} for some λ = 0. Then there exists a basis in V in which
i.e. A commutes with HG 1 . (A3) Suppose rankA = 1 and spA = {0}. Then there exists a basis in V in which
i.e. A commutes with HG 2 .
We need two lemmas. Let V, W be two linear spaces over a field F. For w ∈ W denote by w := {tw : t ∈ F} the one-dimensional subspace in W spanned by w. Proof. Suppose that for each x ∈ V at least one of vectors Ax or Bx is zero. Then ker A + ker B = V . Since A, B = 0, there exists x ∈ ker B \ ker A and y ∈ ker A \ ker B. In particular, x, y are linearly independent, (4.9)
A(x) = 0, (y) and by assumption at least one of these vectors must be zero, which contradicts to (4.9).
Lemma 4.3. Let A, B : V → W be two linear operators such that for each x ∈ V the vectors A(x) and B(x) are collinear (possibly zero).
Since A(x) and A(y) are linearly independent, we obtain that β = 0, and βτ = βν = 1, whence τ = ν.
It remains to show that B(z) = τ A(z) for any other z ∈ V . If B(z) = 0, then we get from (a) that A(z) ∈ A(x) ∩ A(y) = {0}. By symmetry we obtain that A(z) = 0 if and only if B(z) = 0. In particular, B(z) = τ A(z) = 0 for such z.
Suppose A(z) = 0. Then B(z) = 0 as well, and either A(x), A(z) or A(y), A(z) are linearly independent. Then as just proved B(z) = τ A(z).
Proof of Proposition 4.1. (A1) By Lemma 4.2 there exists x ∈ V such that A(x) = τ B(x) = 0 for some τ ∈ F. Since rankA ≥ 2, there exist y ∈ V such that A(x) and A(y) are linearly independent. Then by (b) of Lemma 4.3 A = τ B.
(A2), (A3) It is easy to verify that if A and B are given either by (4.5) or by (4.7). Then B = G i B = AG i , where G i is given by the corresponding formula (4.6) or (4.8). Hence
We have to establish existence of representations (4.5) and (4.7). Suppose rankA = 1. Then by Jordan normal form theorem that there exists a basis e 1 , . . . , e n in V in which A is given by the corresponding matrix (4.5) or (4.7). Thus in both cases the image of A is spanned by vector e 1 .
Notice that by (A1) rankB = 1 and by (i) spB = spA. Then it follows from (ii) that the image of B is also spanned by e 1 . Hence B is given by the corresponding matrix (4.5) or (4.7).
It remains to show that we may assume in (4.7) that q = 0. Indeed, by Lemma 4.2 there exists a vector e 2 ∈ V such that B(e 2 ) = qA(e 2 ) = 0.
Put e 1 = A(e 2 ). Since rankA = 1, it follows that e 1 generate the image of A, that is for each y ∈ V there is α y ∈ F such that A(y) = α y e 1 . In particular, e 1 is eigen vector for A. But spA = {0}, whence A(e 1 ) = 0.
Moreover, by (b) of Lemma 4.3 we also have that rankB = 1 and from assumption (i) we get spB = spA = {0}. Hence B(e 1 ) = 0. Extends the vectors e 1 , e 2 to the basis e 1 , e 2 , f 3 , . . . , f n of V . Then for each i = 3, . . . , n there exists α i ∈ F such that A(f i ) = α i e 1 . Put e i = f i − α i e 2 . Then e 1 , e 2 , e 3 , . . . , e n is also a basis for V and
Thus in the basis e 1 , . . . , e n the matrix A is given by (4.7). Moreover, it follows from (ii) that B(e i ) = b i e 1 for i = 3, . . . , n. Thus in this basis B is given by matrix of the form (4.7) with q = 0.
Proposition 4.1 is completed.
5. Jacobi matrices of orbit preserving diffeomorphisms 
If rankA ≥ 2 then there exist τ ∈ R such that AH = τ HA.
Suppose rankA = 1, so in some local coordinates A is given by one of the matrices (4.5) or (4.7). Then
where G i , (i = 1, 2), is given by the corresponding matrices (4.6) or (4.8).
Proof. Consider the pushforward of F via h, i.e.
(5.10)
Let G = (G 1 , . . . , G n ) be the coordinate functions of G. Then we can write
and thus j 1 (G)(x) = Bx, where
As noted in (3.3)
Since h maps every orbit of F into itself, it follows that F and G are collinear at each z such that F (z) = 0. Hence
Therefore
This imlplies that A(v) and B(v) are collinear for each tangent vector v ∈ T O R n . Now the statement of Theorem 5.1 follows from Proposition 4.1. ( 1 bω 0 1 ) , A direct calculation shows that γ = τ β and δ = −τ α, so
cos bω sin bω −τ sin bω −τ cos bω for some ω ∈ R. We claim that α 2 + β 2 = 1. This will imply that H coincides with one of the matrices (5.11).
Indeed, it is easy to verify that the eigen values of H are given by 
Hence we have a well-defined map
This function preserves smoothness.
Proof. (1) Assume that
be the covering map given by p(t) = ( cos 2πt sin 2πt − sin 2πt cos 2πt ) for t ∈ R. Then by Corollary 5.2 for each h ∈ E + (F ) we have two maps
Since p is a local diffeomorphism, there exists a W 1 -neighbourhood N of the identity map N in E + (F ) on which the composition
is well-defined and satisfies ω(id D 2 ) = 0. If h τ is a family of maps in E + (F ) smoothly depending on τ ∈ R n , then evidently so does ω(h τ ). This implies that ω preserves smoothness.
(2) Suppose |A| = 0 but A = 0. Then by Lemma 3.1 we can assume that A = ( 0 b 0 0 ), whence by Corollary 5.2 for each h ∈ E + (F ) its Jacobi matrix at O has one of the following forms (5.13) either ( 1 bω 0 1 ) , or 0 1 ) and let G = p(R) be the image of p. Then p : R → G is a diffeomorphism. Now similarly to the case (1) for each h ∈ N we have the following two maps
Then the inverse map ω = p −1 • j 1 : N → R is well-defined. Evidently, it preserves smoothness and satisfies ω(id D 2 ) = 0.
Polar coordinates
Consider the plane R 2 with coordinates (φ, r). LetH = {r > 0} be the open upper half-plane, H = {r ≥ 0} be its closure, and P : H → R 2 be the map defined by P (φ, r) = (r cos φ, r sin φ).
Thus (φ, r) are the polar coordinates in R 2 . Identifying R 2 with C we can also define P : H → C by P (φ, r) = re iφ .
Let η : H → H be given by η(φ, r) = (φ + 2π, r). Then P = P • η and thus η induces a P -equivariant Z-action H such that P is a factor map H → H/Z ≡ R 2 . In this section we recall how to lift certain objects like functions, self-maps, and vector fields defined on R 2 to the corresponding objects on H via P .
Correspondence between flat functions. Let
be the subset consisting of all function flat on ∂H and Flat(R 2 , O) ⊂ C ∞ (R 2 , R) be the subset consisting of all function flat at the origin O.
Notice that for every α ∈ C ∞ Z (H, R) there exists a unique C ∞ function α : R 2 \{0} → R such that α = α•P . But in general, α can not be even continuously extended to all of R 2 . For instance, α is continuous if and only if α is constant on the φ-axis ∂H = {r = 0}.
The following statement shows that α is actually C ∞ and flat at O whenever α is flat on ∂H. Smoothness and flatness of α was shown in [Ta73, Lm. 5.3] , and in [M4, Th. 5 .1] continuity of the correspondence α → α was treated. 
H, ∂H). Thus every smooth, Z-invariant, flat on ∂H function on H induces a C
6.3. Correspondence between smooth maps. Let h : R 2 → R 2 be a continuous map such that h −1 (0) = 0. Then h lifts to a certain map h :H →H which commutes with η and satisfies h • P = P • h. Hence for each n ∈ Z the map h • η is also a lifting of h.
It is well-known that if h is at least of class C 1 , then h extends to a continuous map h : H → H. Moreover, if h is C ∞ , then so is h. Our aim is to estimate continuity of the correspondence h → h. 
The following statement claims that every
Proposition 6.4. There exists a unique mapping
. This map preserves smoothness and is S k+1,k -continuous for each k ≥ 0.
(6.14)
These functions are not unique and, for instance, they can be given by the following formulas, e.g. [Hi] : (6.15)
Hence X • P (φ, r) = r cos φ + rA(φ, r), Y • P (φ, r) = r sin φ + rB(φ, r), where
It follows that A and B are C ∞ , Z-invariant, and vanish on ∂H, i.e. A(φ, 0) = B(φ, 0) = 0 for all φ ∈ R.
Since P :H → R 2 \ {O} is a covering map, there exists a
for r > 0. This map is not unique, commutes with η, and can be replaced by g • η n for any n ∈ Z.
Then for each φ 0 ∈ R we get that
where (6.17)
Again A 1 , B 1 : H → R are C ∞ , Z-invariant, and vanish for r = 0. Consider the following two functions:
Evidently, there exist a, b > 0 such that Φ φ 0 and R φ 0 are well-defined and C ∞ on the following neighbourhood
Also notice that h φ 0 (φ, 0) = (φ, 0), i.e. h φ 0 is fixed on ∂H ∩ V φ 0 . Therefore for distinct φ 0 , φ 1 ∈ R the lifting h φ 0 and h φ 1 coincide on V φ 0 ∩V φ 1 ∩∂H whenever this intersection is non-empty. Hence
This implies that the partial maps h φ 0 , (φ 0 ∈ R), define a unique C ∞ lifting h of h fixed on ∂H. Finally, it follows from (6.18) and Z-invariantness of A 1 and B 1 that h is Z-equivariant. Thus h ∈ Map ∞ Z (H, ∂H) and we define lift(h) = h.
It remains to verify S
k+1,k -continuity of lift. Consider the following sequence of correspondences:
The first one expresses α i and β i via the first partial derivatives of the coordinate functions of h. All others are just compositions of smooth maps. It follows that for each integer k ≥ 0 there exists a constant C = C(φ 0 , k) > 0 depending only on φ 0 and k such that (6.19) h
Claim 6.5. Let K ⊂ H be a compact subset and k ≥ 0 and L = P (K).
Then there exists C > 0 all depending on K and k such that Figure 6 .3.
Since h is Z-invariant, we have that
is the usual C k -norm of a map on a compact set K, see [Hi] . 
To prove S k+1,k -continuity of lift take any countable locally finite cover K = {K i } i∈N of the strip S = [0, 2π] × [0, +∞) by compact subsets. Denote
is a locally finite cover of H and L = {L i } i∈N is a locally finite cover of R 2 . For each i ∈ N take any ε i > 0 and let Denote
Then N is a base S k -neighbourhood of h in E + Z (G). It now follows from Claim 6.5 that for each i ∈ N there exists
Notice that
, and lift(N ) ⊂ N . This implies S k+1,k -continuity of lift.
6.6. Lifting of vector fields.
e. the following diagram is commutative:
It easily follows, see e.g. [M4] , that coordinate functions on F and G are related by the following identity:
We will say that G is the expression of F in polar coordinates or the lifting of F .
7. Vector fields on R 2 with a "rotation as 1-jet" 7.1. Normal forms. We recall here the results of F. Takens [Ta73] about normal forms of singularities of vector fields on R 2 with a "rotation as 1-jet".
Let Denote by λ 1 and λ 2 the eigen values of ∇F at O. Theorem 7.2. [Ta73] . Suppose that λ 1 , λ 2 are non-zero purely imaginary, i.e. λ 1,2 = ±iν for some ν > 0. Then there exists a diffeomor-
where f is a C ∞ function, β(0, 0) = 1, δ = ±1, k ∈ N, and α ∈ R. Vector fields and (7.24) and (7.25) are not C ∞ equivalent.
For instance the following vector field
satisfies assumptions of this theorem. C ∞ -equivalence classes of such vector fields were studied in [B] .
7.3. Expressions in polar coordinates. Our aim is to show that a vector field of type (7.25) does not admit a strong first integral, see Corollary 7.6. We need for this the expressions of (7.24) and (7.25) in polar coordinates, see also [AY] .
Lemma 7.4. Let
O). Then its expression in polar coordinates is the following vector field:
whereΦ,R ∈ Flat Z (H, ∂H).
Lemma 7.5. Let
where δ = ±1, k ∈ N, and α ∈ R. Then its expression in polar coordinates is the following vector field:
These lemmas are direct consequences of (6.22) and we leave them for the reader.
It follows that G 1 and G 2 are C ∞ on all of H, tangent to ∂H, and have no singular points.
Corollary 7.6. The origin O is the limit point for each orbit of F 2 passing sufficiently close to O. Hence every function f : R 2 → R which is constant along orbits of F must be constant near O.
Proof. Denote α(φ, r) = δ + αr 2k . Then α is non-zero on some neighbourhood of ∂H, whence the following vector field
is C ∞ and has the same orbit structure as G 2 . It is now evident, that if r > 0 is sufficiently small, then for each φ ∈ R, the orbit o of the point z = (φ, r) tends to ∂H when t → −∞. Therefore the orbit o = P ( o) of the point P ( z) = re iφ tends to O, see Figure 7 .4.
7.7. Flat perturbations. Let G be a vector field on H given by (7.27):
whereΦ,R ∈ Flat(H, ∂H). Then it is easy to see that G is tangent to ∂H and has no singular points on some neighbourhood of ∂H. For simplicity assume that G generates a global flow
Lemma 7.8. Suppose that h = ( Φ, R) ∈ E + (G) has a shift function σ with respect to G. Then (7.30) where ξ φ , ξ r ∈ Flat (H, ∂H) .
The coordinate functions of G have the following form:
Φ(φ, r, t) = φ + t + µ φ (φ, r, t), (7.31) R(φ, r, t) = r + µ r (φ, r, t), (7.32) where µ φ , µ r :
Proof of (7.29). Notice that G defines the following autonomous system of ODE: ∂φ ∂t = 1 +Φ, ∂r ∂t =R.
Let h = ( Φ, R) ∈ E + (G) and z = (φ, r) ∈ H. If r is sufficiently small, then the shift function for h near z with respect to G can be calculated by the following formula:
Evidently, ξ φ is C ∞ . Moreover, sinceΦ is flat on ∂H, it follows that so is ξ φ . This proves (7.29).
Proof of (7.31) and (7.32). Applying the previous arguments to G t and its shift function t, we obtain: Φ(φ, r, t) = φ + t + µ φ (φ, r, t), where
Moreover,
(Φ(φ, r, s), R(φ, r, s))ds.
We claim that µ φ and µ r are flat on ∂H × R, i.e. at each point (φ, 0, t). Indeed, sinceΦ is flat on ∂H, it is easy to see that for any a, b, c ≥ 0
where each sum is finite and α i , β j , γ k , δ l are linear combinations with smooth coefficients of partial derivatives ofΦ andR up to order a+b+c. This implies that (7.34) and (7.35) vanish for r = 0 sinceΦ andR are flat on ∂H. Hence µ φ and µ r are flat on ∂H.
Proof of (7.30). Since µ r is flat at each point (φ, 0, r), it follows that ξ r (φ, r) = R(φ, r) − r = R(φ, r, σ(φ, r)) − r = µ r (φ, r, σ(φ, r)) is flat at (φ, 0).
Verification of Z-invariantness. Suppose that h ∈ E + Z (G), so Φ(φ + 2π, r) = Φ(φ, r) + 2π, R(φ + 2π, r) = R(φ, r).
Then it is easy to show, see [M4, Lm. 6.1] , that the functions
If in additionΦ,R are Z-invariant, thenΦ(s + 2π, r) =Φ(s, r) and it follows from (7.33) that
whence σ is also Z-invariant. 
Hence the eigen values of ∇G(O) are β(O)λ 1 and β(O)λ 2 . Therefore F satisfies (b) iff so does G. Suppose now that the period function θ : D 2 → (0, +∞) is smooth on all of D 2 . Then F(z, θ(z)) ≡ z for all z ∈ D 2 , i.e. θ ∈ ker(ϕ) = {0}. Thus ϕ is periodic, whence 1-jet of F at O is non-zero, (see paragraph before Remark 2.1).
Consider the following vector field G = θF . Let also G :
where S 1 is regarded as the group R/Z. Then on the tangent space T O D 2 we obtain a linear circle action induced by T O G t . This action is non-trivial since
Thus we obtain a monomorphism S 1 → GL(2, R) = Aut(T O D 2 ). Since every circle subgroup in GL(2, R) is conjugate with SO(2), there exists a linear automorphism h :
Notice that ∇h * G(O) = ( (b)⇒(c) In this case F satisfies assumptions of §7 and therefore can be reduced to one of Takens' normal forms either (7.24) or (7.25). But by Corollary 7.6 in the case (7.25) F has non-closed orbits near O, which contradicts to the assumption. Thus by reparametrization and change of coordinated F can be reduced to the form (7.24).
(c)⇒(a) Let η(φ, r) = (φ+2π, r). This map is a lifting of the identity map id D 2 . Since each regular orbit o of F is a simple closed curves wrapping around the origin, it follows that P −1 (o) is diffeomorphic with R 1 , and in particular it is an orbit of G. Since P • η = P , we obtain η −1 P −1 (o) = P −1 (o), i.e. η preserves orbits of G. Hence η ∈ E + Z (G). Then its shift function is given by (7.33):
for some ξ ∈ Flat Z (H, ∂H). By Lemma 6.2 ξ = ξ • P for some ξ ∈ Flat(R 2 , O). Therefore θ = 2π + ξ is a C ∞ period function for the shift map ϕ.
Finally, suppose that condition (c) violates. Then it follows from Lemma 3.1 that ion some local coordinates at O the linear part of F is equal to the matrix A = ( 0 e 0 0 ) for some e = 0. But the eigen values of A are zero, whence by Remark 2.1 lim z→O θ(z) = +∞. Theorem 1.4 is completed.
Proof of Theorem 2.2
Suppose that the period function θ : D 2 → (0, +∞) for F is smooth on all of D 2 . Then for each α ∈ C ∞ (D 2 , R) we have that
(1) We will show that Sh(F ) = E + (F ), and that the mapping
is W ∞,∞ -open. This will imply that by [M9] that ϕ is either a homeomorphism onto E + (F ) or a Z-covering map. But due to (9.36) ϕ is not injective, whence it is a Z-covering map.
Moreover, by results of [M9] , for the proof of W ∞,∞ -openness of ϕ it suffices to construct a local inverse of ϕ defined only on some (arbitrary small) W ∞ -neighbourhood N of the identity map id D 2 in E + (F ). Also notice that by [M7] the image Sh(F ) of the shift map ϕ and the openness property of ϕ are invariant with respect to the reparametrizations, that is multiplications of F by smooth everywhere non-zero functions. Hence due to (d) of Theorem 1.4 we can assume that F is given by the following formula:
withX,Ȳ ∈ Flat(R 2 , O). Then F lifts to the following vector field
withΦ,R ∈ Flat(H, ∂H). We need the following statement which will be proved in §10. Recall that we denoted by E + (F ) 1 the subset of E + (F ) consisting of maps h such that j 1 h(O) = id.
Proposition 9.1. There exists a W ∞,∞ -continuous map
which is a section of ϕ, i.e.
satisfies σ(id D 2 ) = 0, and preserves smoothness.
Assuming this statement is proved let us show that Sh(F ) = E + (F ). We have that Sh(F ) ⊂ E + (F ). Conversely, let h ∈ E + (F ). Then by Corollary 5.2 there exists ω ∈ R such that h 1 = F −ω • h ∈ E + (F ) 1 . Then it is easy to see that the function α = ω + σ(h 1 ) is a shift function for h. Hence Sh(F ) = E + (F ). Now by Proposition 5.3 there exists a W 1 neighbourhood N of h in E + (F ) on which the composition
is a W ∞,∞ -continuous and preserving smoothness local inverse of ϕ. (3) Since C ∞ (D 2 , R) is a contractible Frechét manifold and ϕ is a Z-covering map, it follows that E + (F ) is homotopy equivalent to S 1 .
where ξ ∈ Flat Z (H, ∂H), i.e. it is Z-invariant and flat on ∂H. Then by Lemma 6.2 there exists a C ∞ function ξ ∈ Flat(R 2 , O) such that ξ = ξ • P . Therefore we have to show that there exists a C ∞ function ν ∈ C ∞ (D 2 , R) such that (10.38) Φ(φ, r) − φ = γ • P (φ, r).
Lemma 10.2. Regard h as a smooth function h : D 2 → C. Then there exists a smooth function γ : D 2 → C satisfying (10.38) and such that h(z) = zγ(z) and γ(0) = 1.
Moreover, the correspondence h → γ is a S ∞,∞ -continuous and preserving smoothness map E + (F ) → C ∞ (D 2 , C).
Proof. Notice that γ(z) = h(z)/z is a smooth map γ : D 2 \O → C\{O}. We have to prove that it smoothly extends to a map D 2 → C. We will only show that (10.39) hh = zz + ζ(z),
where ζ : D 2 → C is a smooth map being flat at O. Then smoothness of γ at O will follow by the arguments similar to the proof of [M1, Lm. 31] .
Let z = re iφ = P (φ, r) and h = ( Φ, R) = lift(h). Then hh(z) = R 2 (φ, r) (7.30) ==== (r + ξ r (φ, r)) 2 = r 2 + ζ(φ, r) = zz + ζ(φ, r), for some ζ ∈ Flat Z (H, ∂H). By Lemma 6.2 ζ = ζ • P for some ζ ∈ Flat(R 2 , O), whence hh(z) = zz + ζ(z). This establishes (10.39) and smoothness of γ. Continuity of the division h → γ is implied by compactness of D 2 and the following lemma being a very particular case of results of [MoS85] :
Lemma 10.3. [MoS85] . Let Z : C ∞ (C, C) → C ∞ (C, C) be the "multiplication by z" map, i.e. Z(γ)(z) = z γ(z), γ ∈ C ∞ (C, C), z ∈ C.
Denote by im Z the image of Z in C ∞ (C, C). Then Z is injective and the inverse map Z −1 : im Z → C ∞ (C, C) is S ∞,∞ continuous.
Let us prove (10.38). Since γ = 0 on D 2 and D 2 is simply connected, there exists a unique smooth function Γ : D 2 → R such that Γ(O) = 0, and γ(z) = |γ(z)|e iΓ(z) . Let z = re iφ ∈ D 2 . Then h • P (φ, r) = P • h(φ, r) implies that
Re i e Φ(φ,r) = h(re iφ ) = γ(re iφ ) re iφ = |γ(z)|re i(Γ(re iφ )+φ) .
Hence Φ(φ, r) − φ = Γ(re iφ ) + 2πn
for some n ∈ Z. In order to find n put r = 0, then 2πn = Φ(φ, 0) − φ − Γ(O) = φ − φ + 0 = 0, whence n = 0.
Hence σ = γ + ξ is a C ∞ shift function for h. It remains to note that the correspondences h → γ and h → ξ are W ∞,∞ -continuous and preserving smoothness by Lemmas 6.2 and 10.2. Theorem 2.2 is completed.
11. Proof of Theorem 1.7
We have to find a C ∞ function g : R → R such that
where j ∞ means ∞-jet at O. Recall that a vector field F is parameter rigid if for any other vector field F ′ such that every orbit o ′ of F ′ is included in some orbit of F , there exists a C ∞ function ν : D 2 → R such that F ′ = νF , see [Sa07, M3] .
Claim 11.1. F is parameter rigid.
Proof. We have that Sh(F ) = E + (F ) and that local sections of ψ preserve smoothness. These two assumptions imply parameter rigidity of F by results of [M3] .
Choose local coordinates at O in which F is given by (7.26). Let also Proof. Since p is homogeneous of degree n, it satisfies the following Euler identity: np = xp
x . Therefore either n = 0 and p is a constant, or p(x, y) = (x 2 + y 2 )q(x, y) for some homogeneous polynomial of degree n − 1. We claim that q satisfies xq 
