ABSTRACT This paper describes a state-based approach for supervisor synthesis of discrete-event systems under partial observation, based on predicates and predicate transformers. We focus on the normality property and provide an iterative algorithm for state-based normality synthesis. A condition is provided to simplify the algorithm. To bridge the gap between language-based normality synthesis and state-based normality synthesis, we prove that their synthesis results are mutually consistent. This paper also aims to build a useful foundation for non-blocking supervisor synthesis of partially-observed state tree structures, which is essentially a state-based approach. The proposed approach is illustrated with a Guideway example taken from the literature.
I. INTRODUCTION
In the last three decades, discrete-event systems (DES) have been studied by researchers from different fields, with respect to modeling, analysis and control. Supervisory control theory (SCT) [1] , [2] is a general approach to synthesize supervisors for DES. It has been investigated for many typical applications, such as real-time scheduling [3] - [7] , software systems [8] , [9] , automated manufacturing systems [10] , theme park vehicles [11] , and semiconductor manufacturing systems [12] , [13] . In SCT, a supervisor can be synthesized using models of the plants and specifications, such that it is nonblocking and optimal (i.e., maximally permissive).
The problem under consideration in this paper is that of control of DES under partial observation. This control problem arises in the study of automated systems where the behavior is inherently event-driven, as well as in the study of discrete abstractions of continuous, hybrid, and/or cyberphysical systems. In practice, not all events are observable owing to limitations on detection and communication.
In such cases, observability becomes relevant. Since observability is not preserved under set union [14] , no supremal solution exists in general, unless additional assumptions are made.
The notion of normality proposed in [14] and [15] is stronger than observability but algebraically well-behaved: there always exists the supremal normal and controllable sublanguage of a given language. The supremal sublanguages can be computed by using the methods developed in [2] and [16] ; also see a coalgebra-based method in [17] . Normality, however, imposes the constraint that controllable events cannot be disabled unless they are observable [2, Ch. 6] . This constraint might result in overly conservative controlled behavior. In [18] , Cai et al. identified a new language property, called relative observability, which is stronger than observability, weaker than normality, and is preserved under set union. The authors also provided an algorithm to compute the supremal controllable and relatively observable sublanguage. However, the works mentioned above do not consider optimization of efficiency for the supervisor synthesis procedure and thus cannot deal with large-scale systems in practice. State tree structures (STS) is a state-based formalism [19] , [20] for supervisor synthesis that incorporates both hierarchy and modularity, and which has been designed to address the supervisor synthesis problem for large-scale systems. Up to now, there is no available result on supervisor synthesis for partially-observed state tree structures. One of the reasons for that is the lack of a statebased approach for supervisor synthesis of partially-observed discrete-event systems. 1 As far as we know, no earlier work can be carried forward to non-blocking supervisor synthesis for partially-observed STS. Apparently, the language-based operation cannot be directly used on STS. Thus, it is important to bridge this gap to extend the applicability of state tree structures.
Our state-based approach is different from the languagebased method presented in [2] , [14, Ch. 6] , and [16] in the sense that the sequences of state-based operations are different (after interpreting the language-based operations in [2, Ch. 6] using state-based operations). Instead of computing the difference set of language (refer to the Lin-Brandt formula), which is adopted in [2, Ch. 6], we apply projection on G first. Then, we perform synthesis on G P and identify bad/illegal states of G P based on G, which is the real plant under control. The set of illegal states is encoded into a predicate, and then controlled behavior and control functions are obtained (These steps can be easily implemented in STS once we obtain an STS model for G P ). The synthesis steps of our approach are more intuitive than those used in [2] , [14, Ch. 6] , and [16] . In this work, we use predicate and predicate transformer formalism that match the STS framework. The current formulation is ready to be carried forward to STS implementation directly.
The main computational burden of the proposed algorithm stems from the subset construction. In the worst case, this complexity is exponential with respect to the number of states. Although computational complexity is not reduced compared with existing approaches, our approach has higher computing efficiency owing to symbolic computation and binary decision diagrams (BDD) [21] .
The main contributions of this work are summarized as follows.
1) We provide a state-based approach for achieving the normality property for the controlled systems and develop an algorithm for state-based normality synthesis. A condition is provided such that supervisor synthesis of DES G under partial observation can be carried out directly based on G P , the result of projection of G; thus the algorithm can be greatly simplified such that the computational cost can be reduced. 2) To bridge the gap between language-based normality synthesis and state-based normality synthesis, we prove that their results are mutually consistent. 3) We develop a predicate transformer between the states of a generator G and the states of the projected generator G P . We believe that the construction of this predicate transformer is of interest beyond the normality property, and applies also to relative observability. The rest of this paper is organized as follows. Section II provides preliminaries on language-based control and 1 We follow the terminology of [2] . A state-based approach uses predicates and predicate transformers. The state-based approach adopted in [19, Ch. 3] only considers the full observation case.
state-based control of DES. In Section III, we introduce a state-based approach for achieving the normality property for the controlled system and prove that language-based normality synthesis and state-based normality synthesis are then consistent. An iterative algorithm is developed to compute the optimal controlled behavior and a condition provided such that this algorithm can be greatly simplified. Section IV demonstrates our theoretical result with a Guideway example. Finally, conclusions are drawn in Section V.
II. PRELIMINARIES ON DES A. LANGUAGE-BASED CONTROL
In this paper, we model a discrete-event system as an automaton (also called a generator) [ 
where Q denotes the (finite) state space, the (finite) set of events, δ the partial transition function, q 0 ∈ Q the initial state, and Q m ⊆ Q the set of marker states. The (partial) transition function δ : Q × → Q describes the system dynamics. We say that δ(q, σ ) is undefined whenever the event σ cannot be executed at state q. If δ(q, σ ) is defined, we write δ(q, σ )!. A string s over is a sequence of events in ; * consists of all finite strings over , including the empty string . The transition function is extended to δ : Q × * → Q in the usual way. The transition function δ can be straightforwardly extended to δ :
The closed behavior of G is denoted by L(G) and the marked behavior of G is denoted by L m (G). A string s 1 is a prefix of a string s if there exists another s 2 such that s 1 s 2 = s. A language L ⊆ * is said to be (prefix-)closed if the prefixes of all strings of the language also belong to the language.
The event set is partitioned into two disjoint subsets:
= c∪ uc , where c is the set of controllable events and uc is the set of uncontrollable events. We say that a control pattern γ ∈ Pwr( ) is admissible if uc ⊆ γ ; here γ is a set of events to be enabled by the supervisor. Thus, uncontrollable events can never be disabled. We define = {γ ∈ Pwr( ) | uc ⊆ γ } as the set of admissible control patterns. For partial observation [2] , [14] , is partitioned into two disjoint subsets:
= o∪ uo , where o is the set of observable events and uo is the set of unobservable events. The map P : * → * o is the natural projection, which can be extended to the image function P :
We also define the inverse image function P −1 : 
We only work with feasible supervisory controls. A language K ⊆ * is controllable (with respect to G and uc ) if K uc ∩ L(G) ⊆ K . Let E ⊆ * ; the set of all controllable sublanguages of E (with respect to G and uc ) is denoted by
is non-empty and closed under union. The supremal (largest) controllable sublanguage supC(E) always exists in C(E). We say that K is observable (with respect to G and o ) if, for every pair of strings s, s ∈ * such that P(s) = P(s ), the following conditions are satisfied [2] , [14] :
this set is non-empty and closed under arbitrary unions. The supre- 
is non-empty and closed under arbitrary unions. The supremal element supN (E; L(G)) always exists in N (E; L(G)). For an arbitrary language E ⊆ * , if E is closed, then we have the following proposition [2, Proposition 6.
In general, observability is not preserved under union, unless additional assumptions are made. For instance, it is shown in [2] and [14] that if c ⊆ o , then we can replace observability with normality, which is closed under arbitrary unions. More precisely, normality imposes the constraint that controllable events cannot be disabled unless they are observable.
B. STATE-BASED CONTROL OF DES
This subsection provides relevant preliminaries on statebased supervisory control theory, summarized from [2] , [19] , and [20] . In order to place conditions on the states of the system G, it will be convenient to use a logic formalism.
A predicate W defined on Q is a function W : Q → {0, 1}, where 0 (resp., 1) stands for logical false (resp., true). The predicate false (resp., true) is identically 0 (resp., 1). A predicate W holds, or is satisfied, precisely on the corresponding state subset (truth set)
, the set of strings that are generated by G, each of which leads to a state satisfying W along a path of states that all satisfy W .
Next, introduce for Pred(Q) the partial order defined by
The reachability predicate R(G, W ) 2 [19] , [20] Another key property of a predicate is controllability [2] , [19] , [20] . For any σ ∈ , a predicate transformer
tifies the largest subset of Q from which there is a one-step σ -transition into Q W , together with those states in G where σ is undefined. A predicate W is said to be weakly controllable with respect to G and uc if (∀σ ∈ uc )W M σ (W ). Thus, W is weakly controllable if it is invariant under the dynamic flow induced by uncontrollable events. For an arbitrary predicate W ∈ Pred(Q), the family of weakly controllable and coreachable subpredicates of W is denoted by C 2 P(W ) := {J W | J is coreachable with respect to G and weakly controllable with respect to G and uc }. It is clear that C 2 P(W ) is non-empty (since false belongs to C 2 P(W )) and is closed under arbitrary disjunctions. In particular, the supremal
Now, define a state feedback control (SFBC) to be a function f : Q → , whereas before := {γ ⊆ | uc ⊆ γ }. Thus, f assigns to each state q a subset of events to be enabled that always contains all the uncontrollable events. For σ ∈ , introduce the predicate f σ : Q → {0, 1} defined according to f σ (q) = 1 iff σ ∈ f (q). Thus, the SFBC f can be implemented by the set of predicates {f σ | σ ∈ }. By definition, f σ (·) = 1 for every uncontrollable event σ . The closed-loop system formed by G and f is then written
Theorem 1 [19] , [20] 
Proof: This is straightforward from the definition of a nonblocking predicate. Now, consider a DES G = (Q, , δ, q 0 , Q m ) with a predicate I specifying the set of illegal states. The supremal coreachable and weakly controllable subpredicate of ¬I is supC 2 P(¬I ). Since supC 2 P(¬I ) is nonblocking, we have the following proposition.
State-based control is equivalent to language-based control with respect to G under full observation. The following result is straightforward.
III. PROBLEM FORMULATION AND MAIN RESULTS
In this section, we develop a predicate transformer between the states of a generator G and the states of the projected generator G P , i.e., the result of projection of G. We develop an iterative algorithm for state-based normality synthesis, in which the controller is synthesized based on G and G P , then it is applied to G. We provide a condition such that supervisor synthesis can be carried out directly based on G P . Furthermore, to bridge the gap between language-based normality synthesis and state-based normality synthesis, we prove that their synthesis results are consistent.
A. PROBLEM FORMULATION
As an extension of the RW framework, state tree structures (STS) can be used for efficient supervisor synthesis of large-scale systems. So far, there is no available result on supervisor synthesis for partially-observed STS. One of the reasons for that is the lack of a state-based approach that can be carried forward to non-blocking supervisor synthesis for partially-observed STS. Thus, it is important to bridge this gap to extend the applicability of STS. In the following, such a state-based formalism is presented.
To construct the projected generator G P , we first replace labels of unobservable transitions by and then convert the resulting nondeterministic automaton with transitions into a deterministic automaton using the standard subset construction method (see, e.g., [22] ). We denote the result by G P , given as G P = (X , o , h, x 0 , X m ) . We emphasize that X is the set of all reachable states, each of which is a subset of Q. [14] . The result of projection of G is illustrated by the following example. Fig. 1(a) , where o = {a, c} and uo = {b}. G P is depicted in Fig. 1(b) . Let W ∈ Pred(Q), and define the predicate transformer
Example 1: Consider a DES G shown in
Note that W ∈ Pred(X ). Intuitively, W holds exactly on the largest state subset Y of X , where each y ∈ Y contains at least one state q | W .
Proof: This is straightforward. In Proposition 5, we call each Z ∈ Pred(X ) a P-normal predicate. Next, we provide the formal definition of a P-normal subpredicate.
Definition 1: Let W ∈ Pred(Q) and Z ∈ Pred(X ). Z is said to be a P-normal subpredicate with respect to W if
Remark 1: Notice that x ∈ X and x ⊆ Q. Let W hold exactly on Q W ⊆ Q and Z hold exactly on X Z ⊆ X ; then x | W denotes that x ⊆ Q W and x | Z denotes that x ∈ X Z .
Example 2: As an example, consider G and G P shown in Fig. 1 . Let Q W = {0, 1, 2} and Z hold exactly on {{1, 2}, {0, 2}}; Z is a P-normal subpredicate with respect to W according to Definition 1.
Let W ∈ Pred(Q) be a predicate defined on Q and consider the class of predicates N P(W ) = {Z ∈ Pred(X ) | Z is a P-normal subpredicate with respect to W } defined on X . Next, we will prove that N P(W ) is non-empty and closed under arbitrary disjunctions, from which we conclude that supN P(W ) exists in N P(W ).
Proposition 6: N P(W ) is non-empty and closed under arbitrary disjunctions; in particular, the supremal element supN P(W ) exists in N P(W ).
Proof: It is clear that false ∈ N P(W ). Let Z λ ∈ N P(W ) for each λ in some index set . It will be shown that
We know that Z λ ∈ N P(W ) for each λ in ; then we have that Z λ is a P-normal subpredicate with respect to W , i.e., ( x| Z λ x) | W . We need to show that Z is also a P-normal subpredicate with respect to W . It is straightfor-
then Z is a P-normal subpredicate with respect to W , i.e., Z ∈ N P(W ). Hence, N P(W ) is non-empty and closed under arbitrary disjunctions. Finally, the supremal element in
For an arbitrary predicate W ∈ Pred(Q), the following theorem is used to calculate the supremal P-normal subpredicate with respect to W .
Theorem 2: supN P(W ) = ¬ ¬W . Proof: ( ): First, we show that supN P(W ) ¬ ¬W . We only need to show that supN P(W ) ∧ ¬W = false. Assume the contrary, i.e., supN P(W )∧ ¬W = false. Then, there exists x ∈ X such that x | supN P(W ) and x | ¬W . By the definition of · , (∃q | ¬W ) q ∈ x; thus, x | W . Furthermore, supN P(W ) is a P-normal subpredicate with respect to W , i.e., ( y| supN P(W ) y) | W ; then x | W , a contradiction.
( ): Next, we show that supN P(W ) ¬ ¬W . We only need to show that ¬ ¬W is a P-normal subpredicate with respect to W . It is straightforward that x | ¬W for any x that satisfies ¬ ¬W . According to the definition of · , we have that q ∈ x for each q that satisfies ¬W . Then, x | W , so ¬ ¬W is a P-normal subpredicate with respect to W .
Remark 2: As discussed in Remark 1, we notice that ¬W ∈ Pred(Q) and ¬ ¬W ∈ Pred(X ). Let W hold exactly on Q W ⊆ Q and ¬ ¬W hold exactly on X ¬ ¬W ⊆ X . x | W denotes that x ⊆ Q W and x | ¬ ¬W denotes that x ∈ X ¬ ¬W .
Proposition 7: Let W ∈ Pred(Q) and Z ∈ Pred(X ).

If Z is a P-normal subpredicate with respect to W , then
Proof: Since Z is a P-normal subpredicate with respect to W , we know that ( x| Z x) | W . Suppose that there exists a string
, which results in a contradiction. That is, for any string
For an arbitrary closed language E ⊆ * , supN (E; L(G)) is closed [2] (see also Proposition 1). Then, for an arbitrary W ∈ Pred(Q), we have the following proposition.
Proposition 8:
. We know that supN P(W ) is a P-normal subpredicate with respect to W ; thus,
To establish the relationship between state-based normality synthesis and language-based normality synthesis, we need the following proposition.
Proof: This is straightforward. Let Y ⊆ X and Z ∈ Pred(X ); define a map θ :
Consider a partially-observed DES G = (Q, , δ, q o , Q m ). Let W ∈ Pred(Q) and supC 2 o N P(W ) := supC 2 o P(supN P (W )), where supN P(W ) is the supremal P-normal subpredicate with respect to W and supC 2 o P(supN P(W )) is the supremal coreachable and weakly controllable subpredicate of supN P(W ) with respect to G P and o ∩ uc . For an arbitrary J ∈ Pred(Q) and Z ∈ Pred(X ), supN P(J ) and supC 2 o P(Z ) always exist. The following algorithm is used to compute the optimal controlled behavior of DES under partial observation, where the predicate I ∈ Pred(Q) is used to specify the set of illegal states. Obtain the projected generator G P ;
Remark 3: At the ith iteration
3:
if L is empty then return C; 7:
Set C ← supC 2 o P(¬Z ∧ C); 10: goto loop. 
Remark 4: At each iteration in Algorithm 1, we need to efficiently identify Z , in detail as follows. Based on C, we can obtain the generator
G PC = (X , o , h , x 0 , X m ),(G PC ) = L(G P , C) and L m (G PC ) = L m (G P , C). Let G S = (Q , , δ , q 0 , Q m ) be
B. MAIN RESULTS
Let C ∈ Pred(X ) be the output of Algorithm 1 and
G). Based on Algorithm 1 and Remark 3, we know that
where n denotes the total number of iterations. According to the termination condition of Algorithm 1, we have that
for any i = n. Furthermore, C i is coreachable with respect to G P and thus nonblocking. Then, we have
We also know that, based on Proposition 4, the L m (G P , C i ) are controllable with respect to G P and uc ∩ o . To prove the central result that language-based normality synthesis and state-based normality synthesis are consistent with each other, i.e., K C = supS(E), we need to show K C ⊆ supS(E) and K C ⊇ supS(E). It is relatively easier to prove K C ⊆ supS(E), i.e., we only need to show K C ∈ S(E). The following Propositions 10 and 11 are used to prove it. In order to prove K C ⊇ supS(E), we construct the Lemma 2 and Proposition 12. More details can be found later.
Proof: This is straightforward.
In the following proposition, we show that
Since the termination condition of Algorithm 1 is
Let E ⊆ L m (G) be a specification language. The supervisory control and observation problem (SCOP) is introduced in [2] . Let S(E) := C(E)∩N (E; L m (G))∩N (E; L(G)). Then, S(E) is non-empty and closed under arbitrary unions. Thus,
supS(E) exists in S(E).
In order to match SCOP, we prove that language-based normality synthesis and state-based normality synthesis are consistent with each other. The following lemma and proposition are needed.
Proposition 12: Let H = supS(E). P(H ) is controllable with respect to G P and o ∩ uc .
Proof: Since H is (L(G), P)-normal and H is controllable with respect to G and uc , then by Lemma 2 we have
Proof: (⊆): First, we show that K C ⊆ supS(E) = H . Based on Definition 1 and C supN P(¬I ), C is a P-normal subpredicate with respect to ¬I ; then
. To see that K C is controllable with respect to G and uc , let s ∈ K C , σ ∈ uc , and sσ ∈ L(G).
We now show that P(
. By the definition of Z i+1 , we know that there exists some t ∈ P(L i ) such that h(x o , t ) = x. And we have (
is controllable with respect to G P and uc
In the special case below, we can directly work on projection of the system and specifications. For
is controllable with respect to G P and o ∩ uc }. Fix a specification language E ⊆ * , and bring in languages [2, Sec. 6.5] :
On the basis of Theorem 4, we now provide a condition that allows the iteration in Algorithm 1 to be omitted, and so the algorithm is greatly simplified. The main computational burden of Algorithm 1 stems from the subset construction in Step 1. Actually, in the worst case, the computational complexity of subset construction is exponential with respect to the number of states of the plant, which, generally, will not happen in practice.
In Step 2, the computational complexity of ¬ I is linear with respect to the size of state space of G P , since it only involves a single traversal. In Step 5, the identification of Z involves the operation of synchronous product of two automata, which is implementable in O(n 1 n 2 ), where n i is the cardinality of the state space of automaton i. Notice that n 1 n 2 is the worst case of the size of the state space of the composed automaton.
After representing predicates by BDD, the computational complexity of supervisor synthesis becomes polynomial with respect to the number of BDD nodes, rather than the system state size. In many cases, the number of BDD nodes is far less than the system state size, thereby achieving computational efficiency. 
IV. AN EXAMPLE: GUIDEWAY
We demonstrate state-based normality synthesis of DES with a Guideway example adapted from [2, Sec. 6.6]. As displayed in Fig. 2 , stations A and B on a Guideway are connected by a single one-way track from A to B. The track consists of 4 sections, with stoplights ( * ) and detectors (!) installed at various section junctions. Two vehicles, V 1 and V 2 , use the Guideway simultaneously. Their generator models are displayed in Fig. 3 ; To prevent collision, control of the stoplights must ensure that V 1 and V 2 never travel on the same section of the track simultaneously: i.e., ensure mutual exclusion of the state pairs (j, j), j = 1, . . . , 4. Let E be a generator enforcing this specification. Here, according to the locations of stoplights ( * ) and detectors (!) displayed in Fig. 2 , we choose controllable events to be i1, i3, i5, and unobservable events i3, i = 1, 2. The latter define a natural projection P. With TCT [23] , a software package designed for supervisor synthesis of untimed DES, we can calculate the supremal normal and controllable sublanguage of L m (E) represented by the generator displayed in Fig. 4 . In this example, 1 ∩ 2 = ∅ ⊆ o , that is, shared events are observable. Then, we can use the result: [25] , where natural projections are defined as follows: P :
First, we do the projection for V 1 and V 2 ; the result is depicted in Fig. 5 . In this example, the assumptions in Theorem 5 are satisfied. Then, as explained below, we can use STSLib [24] to calculate the optimal controlled behavior and control functions BDD directly based on V P1 and V P2 . The result is shown in Figs. 8 and 9 . Since the result is represented by BDD [21] , the relationship between BDD nodes and states is depicted in Fig. 6 . In the BDD, the dotted line denotes value 0 and the solid line denotes value 1. We first convert the control functions and optimal controlled behavior BDD into corresponding states. By comparing the control data calculated by TCT and the control functions here, the results are verified to be the same. VOLUME 6, 2018 STSLib provides a number of functions for the analysis and synthesis of STS. We list the most useful ones here.
1) bdd Theta(subST T ) implements the encoding function. It encodes the sub-state-tree T and returns a BDD as its predicate representation 2) bdd supC2P(bdd P) computes the supremal controllable and coreachable subpredicate of P, a key element for the STS synthesis. 3) bdd f_sigma(event e) computes the control function of event e. In the above example, we first obtain the projected generators V P1 and V P2 by using the standard subset construction method. Then, we construct the corresponding STS model depicted in Fig. 6 . Let the predicate I specify the set Q I = {(1, 1), (2, 2) , (3, 3) , (4, 4)} of illegal state pairs. We can easily compute the predicate I , which holds exactly on the set X I = {(1 : {1, 2}, 1 : {1, 2}), (2 : {3}, 2 : {3}), (3 : {4}, 3 : {4})}. Next, we use functions supC2P(¬ I ) and f_sigma(·) to compute the controlled behavior and the set of control functions. After that, we check the non-conflict and the result is ''true'', that is, the given assumption is satisfied; thus, the iteration can be omitted. 
V. CONCLUSIONS AND FUTURE WORK
In this work, we have provided a state-based approach for achieving the normality property for controlled systems based on predicates and predicate transformers. An iterative algorithm is developed for state-based normality synthesis, and a condition is provided such that the iteration of the algorithm can be omitted. Under this condition, supervisor synthesis can be carried out directly based on G P and the algorithm can be greatly simplified. Furthermore, symbolic computation and binary decision diagrams (BDD) are utilized to improve computing efficiency. This work provides a theoretical guarantee for the correctness of non-blocking supervisor synthesis for partially-observed state-tree structures (STS) [19] , [20] . One important follow-up research topic is to apply the results of this work to normality synthesis of STS.
In future work, we intend to formalize relative observability and its synthesis procedure in the state-based framework, as well as pursue the extension to partially-observed STS.
