On the continuous extension of Adams–Bashforth methods and the event location in discontinuous ODEs  by Berardi, Marco & Lopez, Luciano
Applied Mathematics Letters 25 (2012) 995–999
Contents lists available at SciVerse ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
On the continuous extension of Adams–Bashforth methods and the
event location in discontinuous ODEs
Marco Berardi ∗, Luciano Lopez
Dipartimento di Matematica, Universitá degli Studi di Bari ‘‘Aldo Moro’’, Via E. Orabona 4, I-70125, Bari, Italy
a r t i c l e i n f o
Article history:
Received 30 March 2011
Received in revised form 24 October 2011
Accepted 14 November 2011
Keywords:
Adams–Bashforth methods
Nordsieck technique
Discontinuous differential systems
Event location
a b s t r a c t
The interpolation polynomial in the k-step Adams–Bashforth method may be used to
compute the numerical solution at off grid points. We show that such a numerical solution
is equivalent to the one obtained by the Nordsieck technique for changing the step size.
We also provide an application of this technique to the event location in discontinuous
differential systems.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The continuous extension of the numerical solution of an ordinary differential equation (ODE) is a topic of great interest
in numerical analysis and has been extensively studied (see [1]). Among its applications there is the possibility either to
provide a dense output of the numerical solution of an ODE or to locate events in delay or discontinuous ODEs (see [2,3]). In
this work we are interested in discontinuous ODEs of Filippov type where the vector field f is discontinuous along a surface
Σ = {x ∈ Rs|h(x) = 0} , h : Rs → R, and in particular f (x) = f1(x) when h(x) ≤ 0 and f (x) = f2(x) when h(x) ≥ 0 with
f1(x) ≠ f2(x) when h(x) = 0 (see [4]). Here, motivated by the problem of locating the event points (that is the points at
which the solution hits or leaves Σ), we will consider continuous extension of k-step Adams–Bashforth methods. We will
study explicit methods, instead of implicit ones, for twomain reasons: the first is that the differential problems that wewish
to solve are not stiff; the second is that explicit methods are suitable for solving discontinuous ODEs where the vector field
f1(x) (respectively f2(x)) cannot be computed in the region h(x) > 0 (respectively in the region h(x) < 0); see the example
given in Section 3.
We will show that the continuous extension of Adams–Bashforth methods is equivalent to Nordsieck’s algorithm for
changing the step size. Although there is not a great computational advantage in the use of continuous extension instead of
the Nordsieck algorithm, the former procedure seems to be natural to employ in the context of event location algorithms.
We start by considering the initial value problem
x′(t) = f (x(t)), for t ≥ t¯,
x(t¯) = v (1.1)
where f : Rs → Rs is sufficiently smooth and x : R→ Rs. We use a constant step size τ and a partition of the time interval
[t¯,∞), by ti+1 = ti + τ , for i ≥ 0 (t0 = t¯). We denote by fi the evaluation of f at xi which is the approximation of x(t) at ti.
It is well known that for a fixed integer n ≥ k ≥ 1, the interpolant of the set points
(tn−k+1, fn−k+1), . . . , (tn−1, fn−1), (tn, fn), (1.2)
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γi(σ ) for the continuous approximation of the AB methods.
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is the following polynomial of degree k− 1:
Ik−1(t) = Ik−1(tn + rτ) = Pk−1(r) =
k−1
i=0
(−1)i
−r
i

∇ ifn, (1.3)
where t = tn + rτ and ∇ is the difference operator ∇fn = fn − fn−1 and ∇ ifn = ∇(∇ i−1fn), for i = 0, . . . , k− 1,∇0fn = fn
(see [5]). Then, by using the polynomial (1.3) in the identity
x(tn+1)− x(tn) =
 tn+1
tn
x′(t)dt =
 tn+1
tn
f (x(t))dt, (1.4)
the k-step Adams–Bashforth method (AB):
xn+1 = xn + τ
k−1
i=0
γ ∗i ∇ ifn, (1.5)
may be derived, where γ ∗i = (−1)i
 1
0
−r
i

dr , for i = 0, 1, . . . , k−1. The method in (1.5) may be written in the equivalent
form
xn+1 = xn + τ
k−1
i=0
β∗i fn−i, (1.6)
where the coefficients β∗i depend on γ
∗
i , for i = 0, . . . , k− 1.
Thus, if we need to approximate the solution at tn + στ , for σ ∈ (0, 1), it is natural to use the following continuous
approximation:
xn+1(στ) = xn + τ
k−1
i=0
γi(σ )∇ ifn, σ ∈ (0, 1), (1.7)
where γi(σ ) = (−1)i
 σ
0
−r
i

dr , for i = 0, 1, . . . , k− 1 (see Table 1 for the first few γi(σ ) functions).
Again, the method in (1.7) may be rewritten in the equivalent form
xn+1(στ) = xn + στ
k−1
i=0
βi(σ )fn−i, σ ∈ (0, 1), (1.8)
where the coefficients βi(σ ) depend on γi(σ ). The numerical method in (1.7) (or equivalently in (1.8)) may be interpreted
as a variable step size AB method where the size of the interpolation grid is constant and equal to τ , except for the last step,
whose size is equal to στ . It is easy to see that the local truncation error of the numerical solution (1.7) is O(τ k+1).
2. Equivalence with the Nordsieck algorithm
A numerical solution at στ can be also obtained by changing the step size from τ to στ in the k-step AB method (1.5),
but, in this case, the differences ∇ ifn should be recomputed using the new step size στ . Nordsieck’s method is a well-
known technique commonly employed for changing the step size in linear multistep methods, avoiding the computing
of new differences of fn (see [5] or [6], for example). Nordsieck, in his original paper (see [7]), showed that his methods
are equivalent to Adams–Moulton methods for certain values of k. Then, this equivalence was studied and generalized by
several authors: see, for instance, [8,9]. In the latter reference, for example, a one-to-one correspondence between the class
of Nordsieck formulas and that of linear multistep methods is established.
Here, wewill show that Nordsieck’s technique is equivalent to evaluating the numerical solution at στ by the continuous
approximation (1.5). Now, we recall briefly Nordsieck’s algorithm. Denote by ∇ iσ the powers of the operator ∇ using step
size στ . Then the numerical solution, at στ , given by the AB method in (1.5) will be
xn+1,σ τ = xn + στ
k−1
i=0
γ ∗i ∇ iσ fn. (2.1)
Since we do not know ∇ iσ fn, Nordsieck’s algorithm allows us to express ∇ iσ fn as a function of the known ∇ ifn, for i =
0, 1, . . . , k− 1.
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Let us consider
F(tn) = [fn ∇fn · · · ∇k−1fn]T , (2.2)
and observe that ∇ iI(tn) = ∇ ifn, for i = 0, . . . , k− 1, where I(t) is the polynomial interpolating the data set in (1.2). Then,
we define
G(tn) = [I(tn) τ I ′(tn) · · · τ k−1I(k−1)(tn)]T . (2.3)
Scaling by powers of τ , we can obtain G(tn) in terms of F(tn) by means of a matrix A which is independent of τ , that is
G(tn) = AF(tn). Denote by Fσ (tn) and Gσ (tn) the vectors in (2.2) and (2.3) obtained by changing the step size from τ to στ ;
we have Gσ (tn) = AFσ (tn), and since Gσ (tn) = DσG(tn), with Dσ = diag(1, σ , . . . , σ k−1), it follows that
Fσ (tn) = A−1DσAF(tn).
Thus, in order to transform F(tn) into Fσ (tn), the matrix A−1DσA should be computed. Now, we can prove the equivalence
between the continuous formula (1.5) and Nordsieck’s algorithm. Similar results have been proved also for k = 2, 4, 5, but
are not reported for brevity. We think that a general result may be proved for all k ≥ 1, but a general proof seems to be very
difficult to obtain.
Case k = 3. Let us consider
F(tn) = [fn ∇fn ∇2fn]T , (2.4)
and
G(tn) = [I2(tn) τ I ′2(tn) τ 2I ′′2 (tn)]T , (2.5)
where the interpolant is I2(t) = I2(rτ) = P2(r) = fn + r∇fn + 12 (r + r2)∇2fn. Therefore, τ I ′(tn) = ∇fn + 12∇2fn, and
τ 2I ′′(tn) = ∇2fn.
Thus G(tn) = AF(tn), with
A =
1 0 00 1 1
2
0 0 1
 ,
and hence we have
Fσ (tn) = A−1DσAF(tn) =

fn
σ∇fn +

σ
2
− σ
2
2

∇2fn
σ 2∇2fn
 .
Then, the method (2.1) becomes
xn+1,σ τ = xn + στ

γ ∗0 fn + γ ∗1 ∇σ fn + γ ∗2 ∇2σ fn

= xn + στ

γ ∗0 fn + γ ∗1 σ∇fn +

γ ∗1
2
(σ − σ 2)+ γ ∗2 σ 2

∇2fn

= xn + στ

fn + σ2∇f0 +

σ
4
+ σ
2
6

∇2f0

,
where we have used γ ∗0 = 1, γ ∗1 = 12 , γ ∗2 = 512 .
We just recall that the continuous approximation (for k = 3) is
xn+1(στ) = xn + τ

γ0(σ )fn + γ1(σ )∇fn + γ2(σ )∇2fn

,
where γ0(σ ) = σ , γ1(σ ) = σ 22 , γ2(σ ) = σ
3
6 + σ
2
4 ; thus
xn+1(στ) = xn + στ

fn + σ2∇fn +

σ 2
6
+ σ
4

∇2fn

, (2.6)
which is exactly the expression derived for xn+1,σ τ . Once this equivalence is proved, the evaluation of the numerical solution
at an off grid point στ by using the continuous formula (1.7) seems to be more natural than using the Nordsieck algorithm,
mainly in the context of event location for discontinuous differential systems.
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Table 2
Global errors and reduction factors.
Step GE2 RF2 GE3 RF3 GE4 RF4 GE5 RF5
τ 3.7103E−5 2.3046E−7 2.4101E−8 1.1442E−9
τ/2 9.3367E−6 3.97 2.5268E−8 9.12 1.6226E−9 14.85 3.8738E−11 29.53
τ/4 2.3414E−6 3.98 2.9261E−9 8.63 1.0513E−10 15.43 1.2498E−12 30.99
τ/8 5.8625E−7 3.99 3.5088E−10 8.34 6.6909E−12 15.71 3.7747E−14 33.11
3. An application to discontinuous systems
The continuous approximation of the numerical solution may be useful while executing the task of event location for
delay or discontinuous ODEs. If the event is located in the time interval [tn, tn + τ ] between xn and xn+1, the continuous
formula (1.7) may be employed to accurately locate it. Let us consider the discontinuous differential system
x′(t) =

f1(x(t)) if h(x(t)) > 0
f2(x(t)) if h(x(t)) < 0,
(3.1)
with initial value x(t¯) = x0. The event function h : Rs → R definesΣ = {x ∈ Rs|h(x) = 0}which will be the discontinuity
surface such that f1 : Rs → Rs is sufficiently smooth in R1 = {x ∈ Rs|h(x) > 0} while f2 : Rs → Rs is sufficiently smooth
in R2 = {x ∈ Rs|h(x) < 0}. If, during the numerical solution of this differential system by our k-step AB method, we cross
the discontinuity surface Σ , that is h(xn)h(xn+1) < 0, then an event (or discontinuity point) will occur in the time interval
[tn, tn + τ ]. Thus, we can use the continuous formula (1.7) in order to find the discontinuity point on Σ; in particular, we
will compute a root of the scalar function H(σ ) = h(xn+1(στ)) = 0 by means of the bisection or secant routine.
Remark. We observe that, using (1.7) or (1.8) in the zero-finding routine, no additional difference operator is required.
As an example we now consider the system
x′ =

x(1− t) 2m+12 when t ≤ 1
0 when t > 1,
studied in [10,2]. When t ≤ 1, x′ = x(1 − t) 2m+12 and we can see that x(j)(1), the derivatives of order j evaluated at t = 1
are bounded for j = 1, . . . ,m+ 1, while x(m+2)(1) is unbounded. Now, we rewrite the system in the autonomous form (3.1)
with
f1(x1, x2) =

x1(1− x2) 2m+12
1

, f2(x1, x2) =

0
1

, (3.2)
where the discontinuity surfaceΣ is the line h(x2) = 1− x2.
Observe that f1 cannot be evaluated when h(x2) < 0, so explicit numerical methods, which do not need the evaluation
of f1 at points in R2, are particularly effective for treating this case.
We take initial conditions (x1(0), x2(0)) = (0.5, 0), so h(x2(0)) > 0. Because of the smoothness of f1 at x2 = 1, a k-step
AB method applied to this example does not lose its order of accuracy k when k ≤ m + 1; thus, in our test we have taken
m = 4 and AB methods with k = 2, 3, 4, 5. We have taken τ = 0.007 and the event has been accurately detected by the
bisection technique. In Table 2, we have reported the global errors (GEk) and the reduction factors (RFk) at the event point,
obtained with halved step size. Recall that RFk( τ2 ) = GEk(τ )GEk( τ2 ) .
This table seems to confirm that the order of accuracy of the continuous approximation is equal to the order of the AB
method from which the continuous approximation is derived.
Remark. The event location algorithm based on Adams–Bashforth methods can provide an alternative to the one based on
high order explicit Runge–Kutta methods proposed in [2], for discontinuous ODEs in which f1 or f2 cannot be computed in
the whole space.
4. Conclusions
In this work we have studied the continuous extension of a k-step Adams–Bashforth method. We showed, for k =
2, 3, 4, 5, that thesemethods are equivalent to Nordsieck’s formulas for changing the step size of integration. An application
of such a continuous extension to discontinuous ODEs, where the discontinuity point must be computed, has also been
discussed.
A future work could be a proof of the equivalence of the continuous extension of Adams–Bashforth methods with
Nordsieck’s formulas, for any integer value of k.
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