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Introduction
Symmetric 1 Banach ideal spaces of measurable functions were in-
troduced in Functional Analysis at the beginning of nineteen sixties by
G.G. Lorentz (see [12]), who was inspired by the well known Hardy-
Littlewood inequalities and by the results concerning Bernstein’s poly-
nomials. The study of these spaces was then continued by T. Shi-
mogaki in [39]. During the next decade appeared three monographs
devoted to the subject: by W.A.J. Luxemburg [15], by K-M Chong
and N.M.Rice [8], and by J. Lindenstrauss and L. Tzafriri [14]. It is
worth emphasizing that all these authors considered ideal symmetric
Banach linear subspaces of L0.
A new powerful impulse for studying these objects was given by the
seminal paper of A.P. Calderon [6]. In that paper Calderon proved an
important theorem about real interpolation of linear operators acting
on vector spaces intermediate between L1 and L∞. Recall that such a
space V, L∞ ⊆ V ⊆ L1, is called a (L1, L∞) interpolation space if for
every admissible linear operator T (i.e. TL∞ ⊆ L∞ and TL1 ⊆
L1) we also have TV ⊆ V . Without going here into technical details
we can say that Calderon proved that a vector space V , intermediate
between L1 and L∞, is an interpolation space if and only if it satisfies
some majorant property (in the sense of Hardy - Littlewood).
The theory of real linear interpolation was then successfully devel-
oped by many mathematicians, among them C. Bennet, D.W. Boyd,
S.G. Krein, B.S. Mityagin, V.I. Ovchinnikov, J. Peetre, Y.I. Petunin,
R. Sharply, A.A. Sedaev, E.M. Semenov, V.A. Schestakov. See also
the bibliography in [11].
In his paper of 1965 [38] J.V. Ryff studied double stochastic opera-
tors and their orbits. Coupled with Calderon’s theorem his approach
shows that when verifying whether an intermediate vector space V is
an interpolation space it is sufficient to check that TV ⊆ V not for ev-
ery admissible operator but only for T from the much smaller class of
all double stochastic operators. Thus in order to V be an (L1, L∞)-
interpolation space it is sufficient to prove that with each function f
V must contain its orbit {Tf : T is a double stochastic operator }.
This is exactly the Calderon’s majorant property which is equivalent
to (L1, L∞)-interpolation property.
Because the class of all double stochastic operators includes the com-
position operators generated by measure preserving transformations,
1We will use the term “symmetric” rather then “rearrangement invariant” because
in the western literature the last term means that the ideal space is a Banach lattice
with monotone norm and Fatou properties (Properties (B) and (C) in [10]).
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an interpolation space must be symmetric. But the symmetric prop-
erty is not sufficient : there are Banach symmetric ideal spaces that are
not interpolation spaces, [37]. 2
A considerable part of the results discussed in this paper is based on
the idea of further restriction of the class of “verifying” operators. In
particular, in Chapter 3 it is proved that an intermediate order ideal
V is an interpolation space if and only if PV ⊆ V for every double
stochastic projection P . 3
Let us emphasize that in this paper our measure space is (I,Λ, λ)
where I is the interval (0, 1], λ is the Lebesgue measure, and Λ is the
σ-algebra of all Lebesgue measurable subsets of I. In this case every
double stochastic projector is an operator of conditional mathematical
expectation E(·|A) (we will also call it an averaging operator corre-
sponding to a σ-subalgebra A of Λ). We will say that A averages an
ideal V if E(V |A) ⊆ V.
The current monograph is mostly devoted to the study of averaging
operators in the gap between vector order symmetric and interpolation
ideals.
If a σ-subalgebra is purely discrete, i.e. generated by a finite or
countable set of atoms, we will call it a finite, respectively countable,
partition. Because the objects we study are invariant under measure
preserving transformations we can without loss of generality consider
interval partitions, i.e. such partitions whose atoms are pairwise dis-
joint intervals (tn+1, tn], tn ↓ 0. Especially important for us among
interval partitions will be monotonic partitions. An interval partition
is called monotonic if the lengths of the corresponding intervals do not
increase when I is passed in the direction from 1 to 0. We prove in
Chapter 2 that every interval partition is equivalent to a subsequence
of the (unique) monotonic partition that is obtained by ordering the
intervals of the original partition in non-increasing (by length) order.
And the smallest constant of equivalence is the golden ratio.
In Chapter 6 we introduce two disjoint classes of σ-subalgebras: ver-
ifying and universal σ-subalgebras. According to our definitions a uni-
versal σ-subalgebra averages any symmetric ideal, while a verifying one
averages only the interpolation ideals. Thus, if a vector space V is a
2On the other hand the rearrangement invariant intermediate Banach ideal spaces
with monotone norm and Fatou properties always have the interpolation property
(see e.g. [4]).
3It is immediate to see that every interpolation space must be an order ideal in L1
and therefore this result is an improvement of the Calderon-Ryff theorem.
6 A. A. Mekler
symmetric ideal, then to check whether it is an interpolation space it is
enough to check that E(V |A) ⊆ V just for one verifying σ-subalgebra
A.
In Chapter 7 we prove a general result that if the independent com-
plement to a countable partition averages a symmetric ideal then the
partition itself averages this ideal.
Moreover, if e.g. the symmetric ideal is contained in the space Llog+L
then the converse is also true.
This result allows us to answer in Chapter 8 some questions raised by
the author in [16]. In particular, by using this result we are able to es-
tablish a complete classification of verifying and universal σ-subalgebras
in the class of all σ-subalgebras that have an independent complement
in Λ (for brevity we will call them complemented σ-subalgebras). No-
tice that all at most countable partitions belong to this class.
In Chapter 1 we introduce the notion of a principal symmetric ideal
Nf i.e the smallest (by inclusion) symmetric ideal that contains a func-
tion f, f ∈ L1(I). The notion of principal symmetric ideal can be
actually considered as a generalization of the notion of a random vari-
able. A function f is called regular if the corresponding principal ideal
is an interpolation space. It is worth noticing that for a regular f
the ideal Nf coincides as a set with well known Marcinkiewicz space
Mψ where the function ψ is non-decreasing, concave down, continuous
in 0, ψ(0) = 0, and its derivative coincides with the non-increasing
equimeasurable rearrangement of |f | on I.
We consider the question of possibility to introduce a norm equiva-
lent to a Banach lattice norm on a principal symmetric ideal. We also
study the behaviour of regular functions under the action of operators
of compression and dilation on I. In the same Chapter we prove that
regular functions can be majorized by power functions and characterise
the BMO space in terms of regular and weakly regular functions.
In Chapter 4 we provide a solution of the following problem: to state
in terms of a function f ∈ L1(I) and a countable partition F necessary
and sufficient conditions for F to average the principal symmetric ideal
Nf . If it is the case we call f a F -regular function.
In Chapter 5 we study the properties of F -regular functions, in par-
ticular, those of these properties that are analogous to properties of
regular functions. We also study necessary and sufficient conditions
for the image of a principal symmetric ideal under the action of an
averaging operator to be itself a principal symmetric ideal.
The results contained in Chapters 7 and 8 are new and were not
published yet. Other results were obtained by the author during the
previous years, starting from 1974, and paper [16] can be considered
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as a prequel to the current monograph. Actually the goal of the mono-
graph is to present in a unifying manner the main results of the author
devoted to the topic named in the title.
Chapter 0 contains terminology and some information used in the
sequel. At the beginning of each Chapter there are references and
annotations pertinent to the contents of this Chapter. The general
bibliography is located customary at the end of the monograph.
Appendix contains the proof of a result of G. Ya. Lozanovsky and
Yu. A. Abramovich that initiated the author’s research represented in
this monograph.
If a statement is given without a proof, reference, or clarification,
that means that it is either trivial or sufficiently well known.
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Chapter 0. Definitions, notations, and some prerequisites.
We consider the measure space (I,Λ, λ) where I is the interval (0, 1],
Λ is the σ-algebra of all Lebesgue measurable subsets of I, and λ is the
probability Lebesgue measure.
A measurable map π : I → I is called a (metric) endomorphism if
λ(π−1(A)) = λ(A), A ∈ Λ. If, additionally there is a measurable map
π−1 : I → I such that π(π−1(x) = x a.e. on I then π is called an
automorphism. As usual the space of all (classes of a.e. coinciding)
measurable functions is denoted by L0(I,Λ, λ)= L0(I). Endowed with
the partial order f ≤ g ⇔ f(x) ≤ g(x) a.e. the space L0(I) becomes
a Dedekind complete vector lattice. The characteristic function (the
indicator) of a measurable set A is denoted by 1A, with 1 meaning 1I .
Two nonnegative functions f, g ∈ L0(I) are called equivalent (f ≃ g)
if there is a constant C ≥ 1 such that C−1g ≤ f ≤ Cg. Two functions
f, g ∈ L0(I,Λ, λ) are called equimeasurable (notation: f ∼ g) if for any
α > 0 we have λ({t : f(t) > α}) = λ({t : g(t) > α}). Clearly, if π is an
endomorphism then the functions f and f ◦π are equimeasurable. It is
shown in [8] that for any f ∈ L0(I,Λ, λ) there is the unique, continuous
from the right, non-increasing function equimesurable with |f |. It is
called f ⋆ and named the non-decreasing rearrangement of f . It is also
proved in [8] that there is an endomorphism π such that |f | = f ⋆ ◦ π.
As usual, we denote by L1(I,Λ, λ) := L1(I) (respectively,L∞(I,Λ, λ) :=
L∞(I)) the vector subspaces of L0(I) that consist of functions such that
1∫
0
|f |dλ <∞ (respectively, ess sup|f | <∞).
For f ∈ L1(I) the function f ⋆⋆ is defined as
f ⋆⋆(t) =
1
t
t∫
0
f ⋆dλ, t ∈ I.
Clearly, f ⋆ ≤ f ⋆⋆. The notation g ≺ f means that g⋆⋆ ≤ f ⋆⋆; the
notation g  f means that g ≺ f and
∫ 1
0
gdλ =
∫ 1
0
fdλ.
For any positive real number s we introduce the compression-dilation
operator (c/d-operator for brevity), ρs : L
1(I)→ L1(I) by the formula
(ρsf)(t) =
{
f(st), if 0 < st ≤ 1;
0, if st > 1,
f ∈ L1(I), t ∈ (0, 1]. (0.1)
The statement of the next lemma can be easily checked.
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Lemma 0.1. For any f, g ∈ L0(I) we have

(ρ2f
∗)(t) ≤ f ∗(t) ≤ (ρ 1
2
f ∗)(t) ≤
(
f ∗(t) + f ∗(1− t)
)∗
, t ∈ I;
0 ≤ f ∗(t) ≤ f ∗∗(t) = (f ∗∗)∗(t) ≥ t−1
∫ t
0
fdλ, t ∈ I;
f ∗ ≤ ρsf ∗, ρsf ∗∗ ≤ s−1f ∗∗, s ∈ I;
(f + g)∗ ≤ ρsf ∗ + ρ1−sg∗, 0 < s < 1;
(0.2)
✷
Lemma 0.2 For any f ∈ L0(I) and any s ∈ I
(ρsf)
∗ ≤ ρsf ∗. (0.3)
Proof. For any f, f ∈ L0(I), and any α > 0 let Af (α) := {t ∈ I :
f(t) > α}. Then for any u ∈ I we have
Aρuf(α) = u
−1Af (α).
Indeed, applying the following equivalencies
s ∈ u−1Af (α)⇔ us ∈ Af (α)⇔ f(us) > α⇔ ρuf(s) > α⇔ s ∈ Aρuf(α)
to (ρuf)
∗ we notice that from (0.2) and properties of Lebesgue measure
it follows that
λ{ρuf > α} = λ{Aρuf (α)} = λ{u
−1Af(α)} ≤ u−1λ{Af∗(α)} = λ{ρuf ∗ > α}.

We will call a measurable function f an elementary function if for any
n ∈ N the set f((0, 1])∩ (−n, n) is finite (or empty). In particular, the
set of values of such a function is at most countable. It is immediate to
see that for any measurable f and for any ε > 0 there is an elementary
function g such that |f(x) − g(x)| < ε, x ∈ (0, 1]. If f and g are
equimeasurable elementary functions then there is an automorphism π
such that g = f ◦ π. In particular, if f is an elementary function then
there is such an automorphism π that f ⋆ = |f | ◦ π.
A subset A of Λ is called a σ-subalgebra of Λ (just σ-subalgebra, if
it does not cause any ambiguity) if
(1) An ∈ A, n ∈ N⇒
∞⋃
n=1
An ∈ A and
∞⋂
n=1
An ∈ A.
(2) A ∈ A ⇒ I \ A ∈ A.
(3) If A ∈ Λ and λ(A) = 0 then A ∈ A.
If a ∈ A then we call a an atom in A if for any b ∈ A, b ⊂ a either
λ(b) = 0 or λ(a \ b) = 0. A σ-subalgebra A is called continuous if it
contains no atoms and is called discrete if λ((0, 1] \ d) = 0 where d is
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the set of all atoms in A. We say that A is of mixed type if it is neither
discrete nor continuous.
For a subset G of Λ we denote σ(G) the smallest σ-subalgebra in Λ
that contains G. We call σ(G) the σ-subalgebra generated by G.
Two σ-subalgebras H and G are called equimeasurable if there is an
automorphism π such that πH = G. In this case we will write H ∼ G.
If H and G are two σ-subalgebras and H ⊆ G we will say that H is
coarser than G or that G is finer than H.
Let A be a σ-subalgebra. We say that A is a complemented σ-
subalgebra in Λ if there is a σ-subalgebra A⊥ (called the idependent
complement of A) such that
σ(A∪A⊥) = Λ
and
λ(D ∩ E) = λ(D)× λ(E), D ∈ A, E ∈ A⊥.
We refer the reader to [35] for necessary and sufficient conditions for
a given σ-subalgebra of Λ to have the independent complement in Λ.
It follows from these conditions that any discrete σ-subalgebra of Λ has
the independent complement in it.
Let F be a discrete σ-subalgebra and {Fn : n ∈ N} be the countable
or finite set of all its atoms. Then we call F a countable (respectively,
finite) partition. We say that the partition F belongs to the stochastic
vector ~φ = [φn] (notation: F ∈ ~φ) , where φn = λ(Fn) : n ∈ N.
Clearly, φn > 0 and
∞∑
n=1
φn = 1.
Let ~φ and ~ψ be two stochastic vectors We say that ~φ is finer (coarser)
than ~ψ if there are discrete σ-algebras A ∈ ~φ and B ∈ ~ψ such that A
is finer (respectively, coarser) than B.
Notice that every elementary function is measurable in respect to
some at most countable partition.
If two partitions A ∈ ~φ and B ∈ ~ψ are equimeasurable then there is
a permutation τ of N such that τ(~φ) = ~ψ.
We will call a countable partition B an interval partition if its atoms
are intervals (bn, bn−1] where 1 = b0 > b1 > · · · and bn → 0. Clearly,
B ∈ ~β = [βn] where βn = bn− bn−1, n ∈ N. We will denote the interval
partition B by (bn). It is immediate to see that T = (tn) is finer than
S = (sn) if and only if {sn} ⊆ {tn}.
Let T and S be two interval partitions, We call them equivalent and
write T ≃ S if there is a constant C ≥ 1 such that C−1tn ≤ sn ≤
Ctn, n ∈ N.
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We say that an interval partition S is a multiple of the interval
partition T if there are n0 ∈ N and p ∈ R+ such that sn = ptn, n ≥ n0.
An interval partition B is called monotonic if βn ≥ βn+1, n ∈ N.
If ~β is a stochastic vector we will denote by ~β⋆ the unique stochastic
vector which coordinates are obtained by a permutation of coordinates
of ~β and are non-increasing. Any countable partition F with stochastic
vector ~β is equimeasurable with some monotonic interval partition B⋆
with stochastic vector ~β⋆.
We will call the points 2−n, n ∈ N diadic points. We denote the in-
terval (2−n, 2−n+1] by Dn. We call the interval partition (2−mn), where
mn ∈ N and 0 = m0 < m1 < ..., a diadic partition. We denote by D
the diadic partition (2−n).
It is not difficult to see that for any f = f ⋆ ∈ L1 we can find a
D-measurable g, g = g⋆ =
∞∑
n=1
an1Dn such that
ρ2g(t) ≤ f(t) ≤ ρ1/2g(t), t ∈ I. (0.4)
To each interval partition T = (tn) corresponds its (right) diadic pro-
jection T(2) generated by all distinct points 2
−[log2tn]+1, where [r], [r] ≤
r < [r] + 1 is the integer part of r. Thus to every countable partition
F corresponds the unique diadic interval partition F⋆(2).
A sample from a countable partition F = σ(Fn, n ≥ 1, ) is the
partition
F(nm) := σ(Fnm , m ≥ 0), where Fn0 := I \
⋃
m≥1
Fnm .
The following two propositions follow easily from the fact that λ is
a continuous measure, [9].
Proposition 0.3. Let A,B ∈ Λ, λ(A) = λ(B) > 0, λ(A ∩ B) = 0,
and let {An}n≥1 be a partition of the set A into pairwise disjoint
subsets of positive measure. Then there is a partition {Bn}n≥1 of
the set B into pairwise disjoint subsets of positive measure such that
λ(Bn) = λ(An), n ≥ 1.
✷
Proposition 0.4. Let A ∈ Λ, λ(A) > 0 and let {An}∞n=1 be a
partition of A into pairwise disjoint subsets of positive measure. For
every f ∈ L1(I) there is an f˜ , f˜ ∼ f , such that
1
λ(An)
∫
An
f˜dλ =
1
λ(A)
∫
A
fdλ, n ≥ 1.
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✷
For any σ-subalgebraA in Λ the operator of conditional mathematical
expectation, or the averaging operator
E(·|A) : L1(I)→ L1(I,A, λ)
is defined as Radon-Nikodym derivative
E(f |A) :=
dλf(A)
dλ(A)
, f ∈ L1(I),
where the measure λf onA is defined by the formula λf(A) :=
∫
A
fdλ, A ∈
A.
✷
Proposition 0.5.
1). The projection property.
If a σ-subalgebra A is finer than the σ-sublagebra C, then
E
(
E(·|A)|C)
)
= E(·|C).
2). Change of variable.
Let π be an automorphism on Λ. For any f ∈ L1(I) we have
E(f ◦ π|A ◦ π) = E(f |A) ◦ π.
3). If F = σ
(
Fn, n ≥ 1
)
is an at most countable partition then
E(f |F)(t) =
∑
n≥1
( 1
λ(Fn)
∫
Fn
fdλ
)
· 1Fn(t), t ∈ I. (0.5)
✷
Our next proposition follows from Propositions 0.4 and 0.5(2).
Proposition 0.6. 1). For any countable partition F and any func-
tion f ∈ L1(I) the equality E(f |F)∗ = E(f¯ |B) holds true where an
interval partition B ∼ F and a function f¯ = (f¯)∗ ∼ f.
2). If countable partition F is finer than countable partition G then
for any f ∈ L1(I) there is an f˜ ∼ f such that
E(f |G) = E(f˜ |F). (0.6)
Conditional expectations and interpolation of linear operators 13
3). If countable partitions F and G are equimeasurable then for any
f ∈ L1(I) there is g ∈ L1(I), g ∼ f , such that E(g|G) ∼ E(f |F).
✷
In the sequel we will need some notions from the interpolation theory
of linear operators on L1(I).
Let T : L1(I)→ L1(I) be a bounded linear operator. We will call T
an admissible operator if T |L∞(I) ⊆ L∞(I).
A positive admissible operator U : L1(I) → L1(I) is called double
stochastic if U(1) = U∗(1) = 1, where U∗ : L∞(I) → L∞(I) is the
operator adjoint to U .
Examples of double stochastic operators are provided by composition
operators generated by automorphisms on I and averaging operators
corresponding to σ-subalgebras of Λ.
We will denote the set of all double stochastic operators by D. Let
x ∈ L1(I). The set {Tx}T∈D is called (see [38]) the Ryff’s orbit (or
simply the orbit) of x and will be denoted by Ωx.
A vector space X such that L1(I) ⊇ X ⊇ L∞(I)
(
respectively, a
Banach space (X, || · ||X), continuously embedded between L1(I) and
L∞(I) i.e. L1(I) ⊇ X ⊇ L∞(I) and ‖x‖L1(I) ≤ ‖x‖X ≤ ‖x‖L∞(I), x ∈
X
)
, is called an interpolaton space
(
respectively, a strongly interpo-
lation space
)
between L1(I) and L∞(I), if the restriction on X of any
admissible operator T maps X into itself
(
respectively, if
||T ||X→X ≤ max[||T ||L1(I)→L1(I), ||T ||L∞(I)→L∞(I)]
)
.
The Calderon’s interpolation theorem [6], states that to verify that X
is an interpolation space
(
respectively that (X, || · ||X) is a strongly
interpolation space
)
it is enough to prove that
x ∈ X, y ≺ x ⇒ y ∈ X,
respectively, that
x ∈ X, y ≺ x⇒ ‖y‖X ≤ ‖x‖X .
Even before the appearance of Calderon’s paper [6] Ryff proved [38]
that if y  x than y = Tx where T ∈ D. Thus, the Ryff - Calderon
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Theorem states that to verify that a space is an interpolation (respec-
tively, strongly interpolation) space it is enough to check that TX ⊆ X
only for every T in D, instead of verifying it for every admissible op-
erator.
A vector spaceX , L∞(I) ⊆ X ⊆ L1(I)
(
respectively, a Banach space
X such that L1(I) ⊇ X ⊇ L∞(I) and ‖x‖L1(I) ≤ ‖x‖X ≤ ‖x‖L∞(I), x ∈
X
)
is called an order ideal (respectively, Banach ideal) in L1(I) if
x ∈ X, |y| ≤ |x| ⇒ y ∈ X
and, in the case of a Banach ideal, additionally ‖y‖ ≤ ‖x‖, i.e. the
norm ‖ · ‖ is order monotonic. In the sequel by an ideal we will always
mean an order ideal.
It is immediate to see that any interpolation space (a strongly in-
terpolation space) is an ideal (respectively, a Banach ideal). Indeed, if
|y| ≤ |x| then y = Mx where M is the operator of multiplication by
some function m ∈ L∞(I).
We will call interpolation ideals (respectively, Banach interpolation
ideals)majorant ideals (respectively, strongly majorant Banach spaces).
By Calderon - Ryff’s theorem every majorant ideal together with a
function f contains its orbit Ωf and, in Banach case, y ∈ Ωf ⇒ ‖y‖ ≤
‖f‖.
An ideal that is not majorant will be called non-majorant.
An ideal X , X ⊆ L1(I), is called symmetric if
x ∈ X, y⋆ ≤ x⋆ ⇒ y ∈ X.
It follows from properties of double stochastic operators that every
majorant ideal is symmetric. A symmetric ideal X endowed with a
monotonic norm ‖·‖X is called a symmetric space if it is norm complete
and ‖x‖X = ‖x⋆‖X , x ∈ X .
A strongly interpolation Banach ideal X , L∞(I) ⊆ X ⊆ L1(I), is
called a strongly majorant symmetric space.
From Lemmas 0.1 and 0.2 follow the inequalities
(ρ2f
∗)(t) ≤ f ∗(t) ≤ (ρ 1
2
f ∗)(t) ≤
(
f ∗(t)+f ∗(1−t)
)∗
, t ∈ I, f ∈ L1(I),
(0.7)
It follows from (0.7) that symmetric ideals are invariant under the
action of c/d operators.
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Let {Xγ}γ∈Γ be a family of ideals in L1(I). The sum of this family
is defined by the formula∑
γ∈Γ
Xγ := {
n∑
i=1
xγi : xγi ∈ Xγi , i = 1, ..., n; (γ1, ..., γn) ∈ Γ
n, n ≥ 1}.
(0.8)
Lemma 0.7. The sum
∑
γ∈ΓXγ of ideals is again an ideal in L
1(I).
If Xγ are symmetric (respectively, majorant) ideals than their sum is
also a symmetric (respectively, majorant) ideal.
✷
Lemma 0.8. For any ideal X, X ⊆ L1(I), and any σ-subalgebra A
the image E
(
X|A
)
is an ideal in the space L1(I,A, λ).
✷
Lemma 0.9. For any set X = {Xγ}γ∈Γ of ideals Xγ ⊆ L1(I) and
any σ-subalgebra A the following formula is valid
E
(∑
γ∈Γ
Xγ|A
)
=
∑
γ∈Γ
E
(
Xγ |A
)
, (0.9)
where in the right part the sum of ideals is taken in the space L1(I,A, λ).
✷
DEFINITION. 1. If for a vector ideal X and for operator E(·|A)
of averaging by a σ-subalgebra A we have E(X|A) ⊆ X then we will
say that A averages X or that X is averaged by A.
2. We will say that a symmetric space (X, ‖ · ‖X) is strongly aver-
aged by a σ-subalgebra A
(
or that A strongly averages symmetric
space (X, || · ||X)
)
, if A averages the symmetric ideal X and also
||E(·|A)||X→X ≤ 1.
Remark 0.10. Let (Ω,Σ, µ) be a continuous probability space, i.e.
a measure space with a complete non-atomic measure µ, µ(Ω) = 1. The
definitions of a σ-subalgebra in Σ and a complemented σ-subalgebra
in Σ remain exactly the same as in the case of (I,Λ, λ). As above we
can introduce the notion of equimeasurable functions f ∈ L1(I) and
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f˜ ∈ L1(Ω,Σ, µ). The sets A ⊆ L1(I) and A˜ ⊆ L1(Ω,Σ, µ) are called
e
∼equivalent if for any f ∈ A there is f˜ ∈ A˜, equimeasurable with f ,
and vice versa, for any f˜ ∈ A˜ there is an equimeasurable f ∈ A (we
will use the notation: A
e
∼ A˜). Let f˜ ∈ L1(Ω,Σ, µ). Then the non-
increasing rearrangement of f˜ is the function f ∗, where f ∈ L1(I) and
f is equimeasurable with f˜ . For the space L1(Ω,Σ, µ) the definitions
of the orbit of a function, symmetric and majorant ideals, and also
ideals averaged by a σ-subalgebra B˜ ⊆ Σ are verbatim repetitions of
the corresponding definitions in the case of (I,Λ, λ). There is a one-to-
one correspondence between symmetric ideals in L1(I) and
e
∼equivalent
to them symmetric ideals in L1(Ω,Σ, µ), (see [18] and [16]). Two σ-
subalgebras A ⊆ Λ and A˜ ⊆ Σ are called
e
∼equivalent if the sets of all
indicator functions of all elements of the σ-subalgebras A and A˜, are
e
∼equivalent.
✷
Remark 0.11.
1).
e
∼equivalent symmetric ideals X and X˜ are either both majorant
or both non-majorant. A σ-subalgebra A ⊆ Λ and an
e
∼equivalent
to it σ-subalgebra A˜ ⊆ Σ either both average or both do not average
e
∼equivalent symmetric ideals X and X˜.
2). In virtue of Remark 0.5 if a σ-subalgebra A is equimeasurable
with another σ-subalgebra B and X is a symmetric ideal, then A aver-
ages X if and only if B does. In particular, countable partitions with
the same stochastic vector either all average X ⊆ L1(I) or all do not.
Because symmetric ideals are invariant under the action of contrac-
tion/dilation operators all interval partitions equivalent to an interval
partition B average a symmetric ideal X if and only if B averages it.
3) If an interval partition S is a multiple of the interval partition T ,
then S averages a symmetric ideal X if and only if T averages it.
4). The binary projection B(2) of an interval partition B averages a
symmetric ideal X ⊆ L1(I) if and only if B averages it (see [19]).
5). It follows from Proposition 0.6 and part 2 of the current remark
that if a countable partition H does not average some ideal then any
countable partition F that is finer then H, as well as any countable
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partition that is equimeasurable with F , does not average it. On the
other hand, if a countable partition H averages an ideal X , then every
sample H′ from H also averages X .
✷
Because the whole space L1(I) is a majorant (and therefore, a sym-
metric) ideal for every set Z ⊆ L1(I) there exists the smallest (by
inclusion) symmetric ideal (majorant ideal) that contains Z. We de-
note this ideal by NZ (respectively, MZ) and say that Z generates the
symmetric ideal NZ , (respectively, the majorant ideal MZ). If Z is
a singleton, Z = {f}, f ∈ L1(I), we will write Nf instead of N{f}
(respectively, Mf instead of M{f}) and we call this ideal the principal
symmetric (respectively, the principal majorant) ideal generated by f.
If A is a non-atomic σ-subalgebra of the σ-algebra Λ, then to avoid
any ambiguity we will use the symbol (A)NX (respectively, (A)MX)
to denote the symmetric (respectively, majorant) ideal in L1(I,A, λ),
generated by the set X ⊆ L1(I,A, λ).
✷
Lemma 0.12. Let (Ω,Σ, µ) be a non-atomic probability space. For
any set X = {Xγ}γ∈Γ of ideals Xγ ⊆ L1(Ω,Σ, µ) and for any f ∈
L1(Ω,Σ, µ) we have {
N∑
γ∈ΓXγ
=
∑
γ∈ΓNXγ ;
Nf =
∑
f¯∼f Nf¯ .
(0.10N )
{
M∑
γ∈ΓXγ
=
∑
γ∈ΓMXγ ;
Mf =
∑
f¯∼f Mf¯ .
(0.10M)
✷
The Lemmas 0.1 and 0.2 allow us to describe the principal symmet-
ric ideal Nf (respectively, the principal majorant idealMf) as follows:
Lemma 0.13. For any f ∈ L1(I) we have

Nf = Nf = {z ∈ L1(I) : there is a q = q(z) > 1, such that z∗ ≤ qρq−1f ∗}.
Mf = {z ∈ L
1(I) : there is a q = q(z) > 1, such that z∗∗ ≤ qρq−1f ∗∗} =
= {z ∈ L1(I) : there is a q = q(z) > 1, such that z∗∗ ≤ qf ∗∗}.
(0.11)
The first equality in (0.11) allows us to define Nf even when f ∈
L0(I) but f 6∈ L1(I).
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Lemma 0.14. For any countable partition F and any f ∈ L1(I) we
have
NE(Nf |F) =
∑
fˆ∼f, Fˆ∼F
NE(fˆ |Fˆ), ME(Nf |F) =
∑
fˆ∼f, Fˆ∼F
ME(fˆ |Fˆ). (0.12)
✷
Remark 0.15. It follows from Lemmas 0.12 and 0.13 that every
symmetric ideal X (every majorant ideal Y ), that is
e
∼equivalent to
a principal symmetric ideal Nf (respectively, to a principal majorant
idealMg) is itself a principal symmetric ideal Nf¯ (respectively, a prin-
cipal majorant ideal Mg¯), where f¯ ∼ f, g¯ ∼ g..
✷
The last equality in (0.11) shows that the principal majorant ideal
Mf generated by f coincides as a subset in L1(I) with theMarcinkiewicz
space Mf , see [12]. Recall that if f ∈ L1(I) then Mf is defined as
Mf := {x ∈ L
1(I) : ‖x‖Mf := sup
t∈I
∫ t
0
x∗dλ
ψ(t)
= sup
t∈I
x∗∗(t)
f ∗∗(t)
<∞},
(0.13)
where ψ(t) :=
∫ t
0
fdλ is an M-function, i.e. concave and continuous
function on [0, 1] such that ψ(0) = 0, ψ(1) = 1.
It follows from the definition (0.13) that every Marcinkiewicz space
is a strongly majorant symmetric space.
Lemma 0.16. ([12]). For any x, y ∈ Mf we have
‖x∗ − y∗‖Mf ≤ ‖x− y‖Mf .
✷
The closure of Nf in Mf in the norm ‖ · ‖Mf is denoted by M
1
f .
Lemma 0.17. ([5]). The space M1f is a symmetric space with the
norm ‖ · ‖Mf induced on it from Mf .
✷
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Chapter 1. Principal symmetric and principal majorant ideals
generated by weakly regular and regular functions
The material of this chapter is based on papers [20] -[24].
In this chapter we consider the properties of regularity and weak reg-
ularity of functions generating principal symmetric and principal ma-
jorant ideals.
Let s > 0. By sˆ we denote max[s, s−1] (therefore, sˆ−1 = min[s, s−1]).
Lemma 1.1. For any f, f ∈ L1(I), the principal symmetric ideal
generated by f can be defined by the formula
Nf = {x ∈ L
1 : nf (x) <∞}, where nf (x) := inf
s>0
{x∗(t) ≤ sˆ·f ∗(sˆ−1·t), t ∈ I}.
The (nonlinear) functional nf on L
1(I) introduced in the statement
of Lemma 1.1 is called the modular.
Let us list some obvious properties of the modular nf . For any
x, y ∈ L1(I) and any real r, r 6= 0, we have
1). nf(x) ≥ 0; nf (x) = 0⇔ x = 0; 2). nf (r · x) ≤ ˆ|r|nf(x);
3). nf(x+ y) ≤ 2 · [nf(x) + nf(y)];
4). nf (y) ≤ nf(x), if |y| ≤ |x|; 5). nf (x) = nf (y), if x ∼ y.
Thus, the modular nf is monotonic and symmetric on Nf .
It is easy to see that the modular nf defines a locally convex topol-
ogy on L1(I) and that this topology has a countable base of absorbing
neighborhoods of zero Uk = {x : x∗(t) ≤ max[2k, 2−k] ·f ∗(min[2k, 2−k] ·
t), t ∈ I}, k = 0,±1,±2, ... .
Lemma 1.2 The modular nf has the Levi - Fatou property, i.e.
6). If{xk}, {xk} ⊆ Nf , is a nondecreasing sequence of functions such
that C := supk≥0 nf (xk) <∞, then supk≥0 xk ∈ Nf .
7). the modular nf is complete on Nf .
Proof. Let supk≥0 xk := x, supk≥0 x
∗
k := x¯. It is immediate that
x¯ is a measurable non-increasing function, satisfying the inequality
x¯(t) ≤ C · f ∗(C−1 · t), t ∈ I. Thus, x¯ ∈ Nf nf (x¯) ≤ C. But x¯ ∼ x,
(see [8]), and therefore x ∈ Nf and nf(x) ≤ C. For the proof of the
implication (6)⇒ (7) see[3].
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✷
Definition 1.1. 1. A function f, f ∈ L1(I), is called weakly regular
if there is a constant C = C(f) > 0 such that
f ∗(
t
2
) ≤ C · f ∗(t), t ∈ I.
2. A function f, f ∈ L1(I), is called regular if there is a constant
K = K(f) > 0 such that f ∗∗(t) ≤ K · f ∗(t), t ∈ I.
✷
It is easy to see that weak regularity of f is equivalent to the fol-
lowing: for any c, 0 < c < 1, there is a C, C > 0, such that
ρcf
∗(t) ≤ C · f ∗(t), t ∈ I. Therefore, for a weakly regular f we have
Nf = {z ∈ L
1(I,Λ, λ) : z∗ ≤ q · f ∗ for a suitable q = q(z), q > 0},
(1.1)
and
nf (x) = inf{s > 0 : x
∗(t) ≤ s · f ∗(t)}. (1.2)
Let f = f ∗ ∈ L1(I), ψ(t) =
∫ t
0
fdλ, t ∈ I, Mψ be the Marcinkiewicz
space with its natural norm ‖ · ‖Mψ , see (0.12). Consider the following
function of s, s ∈ I,
‖ρs‖Mψ→Mψ = sup{‖ρsx‖Mψ→Mψ : ‖x‖Mψ, = 1}.
Lemma 1.3 For s ∈ I we have ‖ρs‖Mψ→Mψ = ‖ρsf‖Mψ .
Proof. For any x ∈ Mψ, ‖x‖Mψ = 1, in virtue of Lemma 0.2 we have∫ t
0
(ρsx)
∗dλ =
∫ t
0
ρsx
∗dλ ≤
∫ t
0
ρsfdλ. Now, the statement of the lemma
follows from the fact that ‖f‖Mψ = 1 .
✷
Theorem 1.4 For any f ∈ L1(I) the following conditions are equiv-
alent.
ı). There is a norm || · || on Nf such that the topology defined by
this norm is equivalent to the topology defined by the modular nf ;
ıı). The principal symmetric ideal Nf coincides with the principal
majorant ideal Mf ;
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ııı). Any σ-subalgebra of Λ averages the principal symmetric ideal
Nf ;
ıv). the function f is regular, i.e., f ∗∗ ∈ Nf .
v). There are constants k > 0 and p ∈ (0, 1), such that ‖ρs‖Mψ→Mψ ≤
k · s−p, 0 < s ≤ 1.
vı). lim inft→0
ψ(2t)
ψ(t)
> 1.
Proof. ı)⇒ ıı). Let || · || ≃ nf on Nf and let G be a convex bounded
neighborhood of zero in the topology induced by the modular nf , such
that G is the unit ball for the norm || · ||. Then sup{nf(g) : g ∈
G} := C < ∞. Let H = {h ∈ Nf : |h| ≤ |g| for a suitable g ∈ G}
and denote by F the convex hull of H . Then sup{nf(x) : x ∈ F} ≤
2·C, because sup{nf(x) : x ∈ H} ≤ C. Thus F is a convex and bounded
neighborhood of zero in the topology generated by the modular nf . A
routine reasoning shows that F is an order ideal set. Therefore the
Minkowski’s functional of F , [36], generates on Nf a monotonic norm
|| · ||′ equivalent to nf . Nf endowed with this norm becomes a Banach
space, and because the norm || · ||′ has the Levi-Fatou property, Nf is
a majorant ideal (see e.g. [8]). Thus, by definition Nf = Mf and the
implication is proved.
The inverse implication ıı) ⇒ ı) follows from the completeness and
monotonicity of both || · ||Mψ and nf on Mf .
The equivalence ıı) ⇔ ıv) in one dirction is trivial and in the op-
posite direction will be proved below when we prove the implication
ııı)⇒ ıv).
ıı)⇒ ııı). If Nf =Mf then Nf , being a majorant ideal, is averaged
by any σ-subalgebra of Λ, because the average of a function is con-
tained in its orbit.
We will now prove the implication iii)⇒ iv).
Assume that for some f = f ∗ ∈ L1(I) the inclusion f ∗∗ ∈ Nf is false.
We will construct such an interval partitionW that E(f |W) /∈ Nf and
thus come to a contradiction.
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By definition of the principal symmetric ideal Nf if f ∗∗ /∈ Nf , then
we can find a sequence {tn} ⊆ I, tn+1 < tn, n ≥ 1, t1 = 1 such that
for any m ≥ 1 we have
sup
n
f ∗∗(tn)
f( tn
m
)
=∞.
It follows that for a suitable sequence of natural numbers {nm}, n1 = 1,
we have
1 < cm :=
f ∗∗(sm)
f( sm
m
)
↑ ∞,
where sm = tnm , m ≥ 1, s1 = tn1 = 1.
Let us fix a ε, 0 < ε < c1. On the interval (0, s1) we consider the
continuous nondecreasing function
c1 − ε < J1(u) :=
(s1 − u)
−1 ∫ s1
u
fdλ
f( s1
1
)
.
There is a point sm2 , sm2 <
s1
2
such that
(s1 − sm2)
−1 ∫ s1
sm2
fdλ
f( s1
1
)
> c1 − ε.
Assume that the sequence of points {smj}, smj <
smj−1
2
, j = 2..., k, is
constructed in such a way that
(smj − smj−1)
−1 ∫ smj
smj−1
fdλ
f(
smj
mj
)
> cmj − ε,
we will define on the interval (0, smk) a continuous nondecreasing func-
tion
Jk+1(u) :=
(smk − u)
−1 ∫ smk
u
fdλ
f(
smk
mk
)
and chose a point smk+1 <
smk
2
such that
(smk − smk+1)
−1 ∫ smk
smk+1
fdλ
f(
smk
mk
)
> cmk − ε.
Because for the inductively constructed sequence {smk}k we have smk ↓
0, by setting wk := smk , k ≥ 1 we obtain that the interval partition
W = (wk) does not average Nf .
The equivalence ıv)⇔ v) was proved in [13] and [39].
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ıv) ⇒ vı). Assume that there is a connstant C ≥ 1 such that
f ∗∗ ≤ Cf . Then for the function ψ(t) :=
∫ t
0
fdλ, t ∈ I, we have
ψ(t)
ψ(t/2)
=
∫ t
0
fdλ∫ t/2
0
fdλ
= 1+
∫ t
t/2
fdλ∫ t/2
0
fdλ
≥ 1+
f(t)
f ∗∗(t/2)
≥ 1+
f(t)
2f ∗∗(t)
≥ 1+
f(t)
2Cf(t)
= 1+
1
2C
,
and the implication is proved.
Let us prove the inverse implication: vı) ⇒ ıv). Because f ∗(t) ≥
1/t
∫ 2t
t
f ∗dλ, t ∈ (0, 2−1], the implication follows from the relations
lim inf
t→0
∫ 2t
t f
∗dλ
ψ(t)
> 0⇔ lim sup
t→0
ψ(t)∫ 2t
t
f ∗dλ
<∞⇔ lim sup
t→0
f ∗∗(t)
1/t
∫ 2t
t
f ∗dλ
<∞⇒
⇒ lim sup
t→0
f ∗∗(t)
f ∗(t)
<∞,
which is exactly the condiiton ıv).
The equivalence vı) ⇔ ı) folows from ıv) ⇔ vı), ıı) ⇔ ıv) and
ıı)⇔ ı).
✷
Corollary 1.5 A function f = f ∗ ∈ L1(I) is regular if and only if
the function f ∗∗ is regular.
Proof. The implication (f is regular) ⇒ (f ∗∗ is regular) is obvious.
Let us prove the inverse implication. Denote ψ∗∗(t) :=
∫ t
0
f ∗∗dλ, t ∈ I,
and notice that in virtue of Theorem 1.4 ıv) f ∗∗ ∈ Mψ, therefore there
is a c > 0 such that c−1‖x‖Mψ ≤ ‖x‖Mψ∗∗ ≤ c‖x‖Mψ for any x ∈ Mψ.
Next, it follows from the monotonicity of the norm ‖ · ‖M ψ , from the
equality f = f ∗ ≤ f ∗∗, and from Lemma 1.3 and Theorem 1.4 that we
can chose k > 0 and p ∈ (0, 1) such that
‖ρs‖Mψ→Mψ = ‖ρsf‖Mψ ≤ ‖ρsf
∗∗‖Mψ ≤ c‖ρsf
∗∗‖Mψ∗∗ = c‖ρs‖Mψ∗∗→Mψ∗∗ ≤ c·ks
−p, s ∈ I.
It remains to apply again Theorem 1.4 (v) to see that f is regular.
✷
In [21] and [23] the author considered the connections between the
properties of regularity and weak regularity of functions from L1(I).
Theorem 1.6.
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1). For any f ∈ L1(I) and any ε > 0 there is a weakly regular
function g ∈ L1(I), such that Mf =Mg and also
g∗(t/2) ≤ (2 + ε) · g∗(t), t ∈ I.
2). If f = f ∗ ∈ L1(I) then there is a g = g∗, equivalent to f and such
that
g∗(t/2) ≤ 2 · g∗(t), t ∈ I,
if and only if f ≃ h∗∗ for some h = h∗ ∈ L1(I).
3). If f ∈ L1(I) then there are g ∈ L1(I) and ε, 0 < ε < 2 such that
Mf =Mg and also
g∗(t/2) ≤ (2− ε) · g∗(t), t ∈ I,
if and only if f ∗ ≃ f ∗∗, i.e. if and only if f is a regular function.
Proof. Let us prove 1). Without loss of generality we can assume
that f ∗ is D-measurable: f ∗(t) =
∑
n≥1 an · 1Dn .
Let us represent f ∗ as f ∗ =
∑
n≥0 bn · fn, where fn = 1(0,2−n], n ≥ 0.
Let us fix ε > 0 and let c = 2 + ε. Define the set Φ(c) := {g = g∗ ∈
L1(I) : g∗(t/2) ≤ c · g∗(t), t ∈ I} and notice its obvious properties:
a). g1, g2 ∈ Φ(c), α1, α2 > 0⇒ α1 · g1 + α2 · g2 ∈ Φ(c);
b). If the sequence {gn} ⊂ Φ(c) and gn ↑ x ∈ L1(I), then x ∈ Φ(c).
Let g0 = 1 and
gn(t) :=
{
1, if 0 < t ≤ 2−n;
ck−n, if 2−k−1 < t ≤ 2−k : k = 0, 1, ..., n− 1,
t ∈ (0, 1],
n = 1, 2, ... and define g :=
∑
n≥0 bn · gn. It is obvious from our
construction that gn ∈ Φ(c), and therefore, according to a) and b)
g ∈ Φ(c). Also, in virtue of obvious inequalities fn ≤ gn, n ≥ 1 we
have f ∗ ≤ g, and therefore Mf ⊆Mg. If we prove that∫ t
0
gdλ ≤
c− 1
c− 2
∫ t
0
fdλ, t ∈ I, (1.3)
then the inverse inclusion and thus the statement 1 of the theorem
would be proved.
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For any t ∈ I we have∫ t
0
gdλ =
∑
n≥0
bn
∫ t
0
gndλ;
∫ t
0
fdλ =
∑
n≥0
bn
∫ t
0
fndλ,
and therefore (1.3) would follow from the inequalities∫ t
0
gndλ ≤
c− 1
c− 2
∫ t
0
fndλ, n ≥ 0,
which we will prove next.
By definition ∫ t
0
fndλ =
{
t, if 0 < t ≤ 2−n;
2−n, if 2−n < t ≤ 1.
.
∫ t
0
gndλ =


t if 0 < t ≤ 2−n;
2−n + c−1(t− 2−n) if 2−n < t ≤ 2−n+1;
2−n + c−12−n + c−2(t− 2−n+1) if 2−n+1 < t ≤ 2−n+2;
........................................
2−n + c−12−n + c−2(t− 2−n+1) + ...+ c−n(t− 2−1) if 2−1 < t ≤ 1.
.
Thus
∫ t
0
gndλ =
∫ t
0
fndλ if 0 < t ≤ 2−n, and∫ t
0
gndλ = 2
−n[1+c−1(1+2/c+22/c2+...)] = 2−n
c− 1
c− 2
=
c− 1
c− 2
∫ t
0
fndλ,
where 2−n < t ≤ 1. Statement 1 is thus proved.
2). By Lemma 0.1 for any h ∈ L1(I) we have the inequality h∗∗(t/2) ≤
2h∗∗(t), t ∈ I and from it statement 2) follows in one direction. Con-
versely, let f ∗ ≃ g∗ where g∗ ∈ L1(I) is such that g∗(t/2) ≤ 2·g∗(t), t ∈
I. Without loss of generality we can assume that g∗ is a D-measurable
function: g∗(t) =
∑
n≥1 an · 1Dn : Dn = (2
−n, 2−n+1], 0 < a0 ≤ a1 ≤
... ≤ an ↑ ∞,
∑
n≥1 2
−nan <∞. The inequalities am+n ≤ 2man, which
are true for g∗ for any m,n ≥ 1 guarantee that t0g∗(t0) ≤ 4t1g∗(t1) for
all 0 < t0 ≤ t1 ≤ 1.
Let ϕ(0) = 0, ϕ(t) = tg∗(t) if 0 < t ≤ 1 and ϕ(t) = tg∗(1) if t > 1.
The above inequalities for g∗ guarantee that the function ϕ is quasi-
concave on [0,∞) and on this interval it is equivalent to its smallest
concave majorant
ϕ˜ : 2−1ϕ˜ ≤ ϕ ≤ ϕ˜, (1.4)
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(see [11]. Because limt→0 ϕ˜(t) = limn→∞ 2−nan = 0, we also have
limt→0 ϕ(t) = 0. Then the concave function ϕ˜ on [0, 1] can be rep-
resented as ϕ˜(t) =
∫ t
0
hdλ, where h = h∗ ∈ L1(I,Λ, λ). Now, it follows
from (1.4) that f ∗(t) ≃ g∗(t) ≃ ϕ(t)
t
≃ ϕ˜(t)
t
= h∗∗, t ∈ I. Statement 2 is
proved.
3). Let ψ(t) = tf ∗∗(t), t ∈ I. It follows from Theorem 1.4 that the
relation f ∗ ≃ f ∗∗ is equivalent to the condition lim inft→0
ψ(t)
ψ(t/2)
> 1,
or, equivalently, lim inft→0
f∗∗(t)t
f∗∗(t/2)t/2
> 1, t ∈ I. By considering, if
necessary, instead of f an equivalent to it function, and by choos-
ing an appropriate 0 < δ < 1 we can write the last inequality as
f∗∗(t)t
f∗∗(t/2)t/2
> 1 + δ, t ∈ I, or f ∗∗(t/2) ≤ 2
1+δ
f ∗∗(t), t ∈ I. By renaming
the constants we get that f ∗∗(t/2) ≤ 2(1− ε)f ∗∗(t), t ∈ I, 0 < ε < 1.
The theorem is completely proved.
✷
Corollary 1.7 Let f be an arbitrary function from L1(I). For any
γ, 0 < γ < 1, there is g ∈ L1(I), such thatMg =Mf and the function
h := gγ is regular.
Proof. By Theorem 1.6.1) we can find an ε, such that for some
δ, 0 < δ < 1, (2+ ε)γ < 2− δ. Assume that g = g∗ ∈ L1(I) is a weakly
regular function such that Mg =Mf g(t/2) ≤ (2 + ε)g(t), t ∈ I. Let
h = gγ, then
h(t/2) = [g(t/2)]γ ≤ (2 + ε)γ[g(t)]γ < (2− δ)h(t), t ∈ I.
It remains to apply criterion 3 of Theorem 1.6.
Theorem 1.8 The following conditions are equivalent
(1) f ∈ L1(I) is regular.
(2) Mg =Mf ⇒ g is regular.
(3)Mg =Mf ⇒ g is weakly regular.
Proof. (1) ⇒ (2). Let f be regular. By Theorem 1.4 the equal-
ity Mg = Mf implies that the inequalities lim inft→0
ψg(2t)
ψg(t)
> 1 and
lim inft→0
ψf (2t)
ψf (t)
> 1 are equivalent. Thus, g is regular.
The implication (2)⇒ (1) is trivial.
To prove the implication (3) ⇒ (1) we will consider an additional
construction.
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Let us fix h = h∗ ∈ L1,
∫ 1
0
hdλ = 1 and let ψh(t) =
∫ t
0
hdλ, t ∈ I.
For any n ≥ 1 let
qh(n) := the number of points of the sequence {ψh(2
−k)}k≥1, in the
binary interval Dn = (2
−n, 2−n+1].
Because the function ψh is concave we have qh(n) ≥ 1, n ≥ 1. It is
immediate that the equalities qg(n) = qh(n), n ≥ 1 for the functions
g = g∗ ∈ L1(I) and h = h∗ ∈ L1(I) imply that Mg =Mh.
We will now interrupt the proof of Theorem 1.8 and prove
two lemmas we need to finish the proof of implication (3)⇒ (1).
Lemma 1.9 For any sequence {qn}n≥1 of positive integers there is
a g = g∗ ∈ L1(I,Λ, λ), such that qn = qg(n), n ≥ 1.
Proof. Assume that in each interval Dn we have constructed points
{uni : 2
−n < unqn < ... < u
n
1 ≤ 2
−n+1; n ≥ 1} in such a way that if we
number them in decreasing order (from 1 to 0) we obtain a strongly
decreasing to zero sequence {vk}k≥0 and also
v0 = 1, vk − vk+1 ≥
vk−1 − vk
2
, k ≥ 1. (1.5)
It follows from (1.5) that D-measurable function g defined as
g(t) :=
∑
k≥1
2k(vk−1 − vk)1Dk(t), t ∈ I, (1.6)
is a non-negative non-increasing on I. Additionally we have the equal-
ities ∫ 2−k
0
gdλ =
∑
i≥k+1
2i2−i(vi−1 − vi) = vk, k ≥ 1. (1.7)
If we define ψg(0) = 0, ψg(t) =
∫ t
0
gdλ, t ∈ I and take as the sequence
{qn} the sequence {qψg(n)} then we obtain that Mg =Mf .
To construct the points {uni } by the given sequence {qn} = {qf(n)}
let us introduce the following terminology. We will call a binary half-
segment Dn a single-point-like, if qn = 1 and multi-points-like other-
wise. A maximal by inclusion element of the set of all sequences of the
form {(Dn, Dn+1, ..., Dn+l−1) : qn = qn+1 = qn+l−1 = 1, l ≥ 1} will be
called a single-point-like block of length l. A half-segment Dn−1 will be
called initial for this block. Consider now the construction of points
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{uni } in the following four cases.
U1. If there is a single-point-like block (D1, D2, ..., Dl) of length
l, 1 ≤ l ≤ ∞ let uni = 2
−i+1, 1 ≤ i ≤ l.
U2. If a half segment Dn is multi-point-like and not an initial one,
then uni = 2
−n(1 + 2−i+1), 1 ≤ i ≤ qn.
U3. If a multi-point-like half segment Dn is initial for a single-point-
like block{Dn+1, ..., Dn+l−1, ...} of infinite length, then uni = 2
−n(1 +
2−i+1), 1 ≤ i ≤ qn and un+ii = u
n
qn · 2
−i, i ≥ 1.
U4. Let now the half segmentDn be initial for a single-point-like
block of length l. Define now a single point on every half segment of
this block as un+i1 = 2
−n−i(1 + 2−l+i−1), i = 1, ..., l. We will construct
now points on Dn depending on the relation between l and qn.
uni =


if qn < l + 3, then 2
−n(1 + 2−i+1) for i = 1, 2, ..., qn − 1 and 2−n(1 + 2−l−1) for i = qn;
if qn ≥ l + 3, then 2−n(1 + 2−i+1), for i = 1, 2, ..., qn.
.
Clearly the set U =
⋃
{uni } is completely defined by the rules U1−U4.
The sequence {vn} obtained as indicated above from the points of U
is strongly decreasing to 0 (and v0 = 1). It is immediate to check that
inequlities (1.5) are satisfied.
✷
Lemma 1.10 The following condiitons are equivalent. (1) A D-
measurable function f = f ∗ is regular.
(2) The sequence {qψf (n)} is bounded.
Proof. (2) ⇒ (1). Assume that there is an integer d such that
{qψf (n)} ≤ d, n ≥ 1. For an arbitrary t ∈ (0, 2
−1] we chose k ≥ 1
such that 2−k−1 < t ≤ 2−k. Let vk−1 ∈ Dn. By definition vk−1 −
vk ≥ 2
−n−qψf (n). On the other hand it follows from (1.6) that f(2t) =
f(2−k+1) = 2k(vk−1 − vk) and therefore by (1.7)
ψ(t) ≤ ψ(2−k) = vk < vk−1 ≤ 2−n+1 ≤ 2
qψf (n)+1(vk−1−vk) = 2
qψf (n)+12−kf(2t) ≤ 2d+2tf(2t);
ψ(2t)
ψ(t)
= 1 +
∫ 2t
t
fdλ
ψ(t)
≥ 1 +
tf(2t)
ψ(t)
≥ 2−d−2.
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Thus lim inf ψ(2t)
ψ(t)
> 1 and therefore f is regular.
(1) ⇒ (2). Assume that limk→∞ qψf (nk) = ∞. Our construction
guarantees that
unkqψf (nk)−1
−unkqψf (nk)
≤ 2−nk2−qψf (nk)+2; unkqψf (nk)
> 2−nk ; unkqψf (nk)
−unk+11 ≥ 2
−nk+3.
(1.8)
Let unkqψf (nk)
= vmk ; u
nk
qψf (nk)−1
= vmk−1. It follows from (1.8) that
ψ(2 · 2−mk)
ψ(2−mk)
=
vmk−1
vmk
= 1 +
vmk−1 − vmk
vmk
≤ 1 + 2−qψf (nk)+2.
Thus lim inf ψ(2t)
ψ(t)
= 1 and by Theorem 1.4 f cannot be regular.
✷
Remark 1.11. In view of (0.4) the condition in the statement of
Lemma 1.10 that f is D-measurable can be omitted.
We can now finish the proof of Theorem 1.8. Let us remind the
reader that assuming lim ψ(2t)
ψ(t)
= 1 we need to construct a function
h = h∗ ∈ L1(I,Λ, λ) such that h is not weakly regular andMh =Mf ,
where ψ(t) is the concave function from the proof of Lemma 1.10 and
f(t) = dψ
dt
. We will show that we can just put h = f .
By using the notations from the proof of Lemma 1.10 and applying
the inequalities (1.8) we obtain
f(2−mk)2−mk−1
f(2−mk + 1)2−mk
=
vmk − vmk+1
vmk−1 − vmk
≥
2−nk−3
2−nk2−qψf (nk)+2
.
Thus, f(2
−mk )
f(2−mk+1)
≥ 2qψf (nk)−5 and by Lemma 1.10 lim supk→∞ qψf (nk) =
∞. Therefore f cannot be weakly regular. Theorem 1.8 is now com-
pletely proved.
✷
Remark 1.12. 1). The regularity of a function f is a topolical
invariant of the Marcinkiewicz space Mf . I.e.,if for the functions f and
g we have Mf =Mg and f is regular, then g is also regular.
2). Because the equality Nf = Ng implies that Mf = Mg it follows
from Theorem 1.6.3) that if symmetric ideals generated by f and g
coincide and one of these functions is regular then the second is also
regular.
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✷
Our next result concerning regularity is stated in terms of averaging
operators generated by interval partitions.
Theorem 1.13 (compare with Theorem 5.12 below). Let f = f ∗ ∈
L1, B = (bn) - be some interval partition. The following conditions are
equivalent.
1). f is regular and Nf = NE(f |B);
2). The function E(f |B) is regular.
Proof. The implication 1) ⇒ 2) follows immediately from Remark
1.12.2).
Let us prove that 2) ⇒ 1). Let g := E(f |B) ⊆ Mf . Assume first
that f ∗∗ ∈ Ng. Then f ∗∗ ∈ Mg ⊆Mf , and the regularity of f follows
from Theorem 1.4.
Assume now that f ∗∗ /∈ Ng. Let us represent g in the form g =∑
n≥1 αn1(bn,bn−1], where αn =
∫ bn−1
bn
fdλ
bn−1−bn , n ≥ 1. It follows from our
assumption that there is a sequence {nk}k≥0, n0 = 0 such that bnk ↓ 0
and
f ∗∗(bnk)
g(bnk)
≥ 2k, or
f ∗∗(sk)
g(sk)
≥ 2k, k ≥ 0. (1.9)
where, to simplify our notations, we put bnk := sk, k ≥ 0. Without
loss of generality we can assume that s1 < 2
−1. Applying inequal-
ities (1.9) we can inductively construct the sequence {km} of natu-
ral numbers such that for the interval partition U , U = (um), where
u0 = 1, um = skm, m ≥ 1, we have E(f |U) /∈ Ng. Because by definition
U is coarser than B we get E(f |U) = E(g|U) ∈ Mg, and,because g is
regular Mg = Ng - a contradiction.
Let k1 = 1 and assume that for m ≥ 1 the natural number km has
been already constructed. On the interval [0, um) consider the function
Φ, Φ(u) :=
(um−u)−1
∫ um
u
fdλ
g(um)
. Obviously Φ is a non-increasing function
continuous on [0, um) and it follows from (1.9) that Φ(0) ≥ 2km. Let
us chose the number km+1 so large that km+1 > km, Φ(skm+1) > 2
km−1.
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Now, when the sequence {km}m≥1 has been constructed let us put
vm = min[2um, τm] where τm is the closest to um from the right point
of the partition B, m ≥ 1.
Let h = h∗ = E(g|U). For the monotonic functions g h from the
construction follow the inequalities
h(vm/2)
g(vm)
≥ 2km − 1, m ≥ 1.
Therefore, h( t
2
) /∈ Ng, and consequently h /∈ Ng, in contradiction with
Theorem 1.4.
Thus f ∗∗ ∈ NE(f |B), and from it follows, as was shown above, the
regularity of f . Finally, because f ∗∗ ≃ f, we obtain Nf = NE(f |B).
✷
Remark 1.14. 1. It is worth noticing that for any unbounded func-
tion f = f ∗ ∈ L1(I) there is an interval partition B such that the
function E(f |B) is not only not regular but even not weakly regular.
2. It follows from Remark 1.12.2 that the statement of Theorem 1.13
remains true not only for principal symmetric ideals but for principal
majorant ideals. Namely, we have the following theorem.
Theorem 1.13.′ Let f = f ∗ ∈ L1 and let B = (bn) be some interval
partition. the following conditions are equivalent.
1). f is regular and Mf =ME(f |B);
2). The function E(f |B) is regular.
A function f, f ∈ L1(I), is called a function of bounded mean
oscillation on I
(
and we write : f ∈ BMO(I)
)
if
||f ||BMO(I) := sup
[a,b]⊆I
1
b− a
∫ b
a
∣∣∣f(s)− 1
b− a
∫ b
a
f(u)du
∣∣∣ds <∞.
Theorem 1.15. Let g = g∗ ∈ L1(I). The following conditions are
equivalent.
(ı) g ∈ BMO(I);
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(ıı) g∗∗(t)− g(t) ≤ C, t ∈ I, where 0 < C is a constant;
(ııı) g( t
2
)− g(t) ≤ K, t ∈ I, where 0 < K is a constant;
(ıv) g(t) = log2 f(t), t ∈ I, where f = f
∗ ∈ L1(I) is a weakly regular
function.
Proof. The equivalence of (ı) and (ıı) was proved in [4, Theorem
7.10, p.382]. To prove the implication (ıı)⇒ (ııı) we will need the fol-
lowing lemma that is an analogue of the well known in mathematical
statistics property of median (See e.g. [7, pp.178-179]). We omit the
proof of the lemma, that can be easily obtained by comparison of areas
under the corresponding graphs.
1.16. Let g = g∗ ∈ L1(I). For any t ∈ I we have
min
a
∫ t
0
|g(s)− a|ds =
∫ t
0
|g(s)− g(
t
2
)|ds.
We return to the proof of Theorem 1.15. Assume (ıı). Then, in
virtue of ı) we have ‖g(t)‖BMO <∞ and therefore from the definition
of BMO(I) and Lemma 1.16 we obtain that for any t ∈ I
|g∗∗(t)− g(
t
2
)| = |
1
t
∫ t
0
[g(s)− g(
t
2
)]ds| ≤
1
t
∫ t
0
|g(s)− g(
t
2
)|ds ≤
1
t
∫ t
0
|g(s)−
1
t
∫ t
0
g(u)du|ds ≤ ‖g(t)‖BMO.
From it and the triangle inequality we obtain the implication (ıı)⇒
(ııı). Next, if we consider f = exp2 g then it follows from already
proved implications that (ııı) ⇒ (ıv). It remains to prove that (ıv) ⇒
(ıı). In view of (0.4) we can assume that f :=
∑
n≥1 αn · 1Dn, where
Dn = [2
−n, 2−n+1) 1 ≤ α1 ≤ ... ≤ αn ≤ αn+1 ≤ Q · αn, n ≥ 1, Q > 1.
Let βn = log2 αn, n ≥ 1; g =
∑
n≥1 βn · 1Dn . For any n ≥ 1 we have
βn+1 ≤ Q˜+ βn, where Q˜ = log2 Q > 0. Therefore,
g∗∗(2−n) =
∑
k≥n+1
βk·2
−k ≤
∑
k≥1
βn·2
−k+Q˜·
∑
k≥1
k·2−k = βn+C = g(2−n)+C, n ≥ 1
C = Q˜ ·
∑
k≥1 k · 2
−k <∞.
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Thus, for any t ∈ Dn we have g∗∗(t) ≤ g∗∗(2−n) ≤ g(2−n) + C =
g(t) + C.
✷
Corollary 1.17. For any g = g∗ ∈ BMO(I) we can find positive
constants C1 and C2 such that
g(t) ≤ C1 − C2 · ln t, t ∈ I.
Proof. Let g(t) = log2 f(t), where f = f
∗ ∈ L1, f( t
2
) ≤ Q ·f(t), t ∈ I.
Without loss of generality we can assume that f(1) = 1, or g(1) = 0.
Let γ, 0 < γ < 1, be such that Qγ < 2 and let h = f γ. Because
h( t
2
) ≤ Qγ ·h(t), t ∈ I, from Theorem 1.6 we obtain that h is a regular
function. Therefore we can find a constant K > 1 such that
h(t)∫ t
0
hdλ
≥
1
K · t
, t ∈ I.
By integrating this inequality by t from s to 1, where s is an arbitrary
number from I we obtain
ln s−
1
K ≤ ln
∫ 1
0
hdt∫ s
0
hdt
,
and therefore s ·h∗∗(s) =
∫ s
0
hdλ ≤ (
∫ 1
0
hdλ) ·s
1
K . Thus, f γ(s) = h(s) ≤
h∗∗(s) ≤ (
∫ 1
0
hdλ) · s(
1
K
−1). It remains to take logarithms of both parts
of the last inequality and change the names of constants, if nrcessary.
✷
Theorem 1.18. For any regular function f = f ∗ ∈ L1(I) we can
find the indicator δ = δ(f), 0 < δ < 1, and a constant C > 0, such
that f ∗∗(t) ≤ Ct−δ, t ∈ I.
Proof. Let f ∗∗ ≤ Kf ∗, K ≥ 1. Without loss of generality we can
assume that f is not a constant function, i.e. K > 1. Then,
f ∗(t)[
∫ t
0
fdλ]−1 ≥ [Kt]−1, t ∈ I.
By integrating this inequality over the interval [r, 1], where r is an
arbitrary number from I, we obtain∫ 1
r
f ∗(t)∫ t
0
f ∗dλ
dλ ≥ K−1
∫ 1
r
dt
t
= ln[(
1
r
)
1
K ].
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By representing the left part in the form∫ 1
r
d
∫ t
0
f ∗dλ∫ t
0
f ∗dλ
= ln
∫ 1
0
f ∗dλ∫ r
0
f ∗dλ
,
we see that ∫ 1
0
f ∗dλ∫ r
0
f ∗dλ
≥ (
1
r
)
1
K .
Therefore, f ∗∗(r) ≤ Cr−δ, C =
∫ 1
0
f ∗dλ, δ = 1− 1
K
.
✷
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Chapter 2. Two absolute constants for rearrangements of intervals.
The results of this chapter are based on paper [1].
In this Chapter we compute two absolute constants for rearranging a
countable family of subintervals of I in such an order that their lengths
are non-increasing when moving from 1 to 0.
Let ~a be an arbitrary stochastic vector and let B = (bn) be an inter-
val partition with stochastic vector ~a. Let B∗ = (b∗n) be the monotonic
rearrangement of B with stochastic vector ~a∗.
Theorem 2.1.. The golden ratio α := 5
1/2+1
2
is the smallest among
all constants δ such that.{
For any integer n ≥ 1 there is an integer m ≥ 0, such that
δ−1 · b∗m < bn < δ · b
∗
m.
(2.1)
Proof. First notice that
α− α−1 = 1. (2.2)
Assume now that the golden ratio α does not satisfy (2.1) and let
~a = (an) be a stochastic vector for which (2.1) becomes false if δ = α.
Then, because (2.1) is equivalent to | logα bn− logα b
∗
m| < 1, we can find
an integer N > 0 such that for any integer m ≥ 0 we have
| logα bN − logα b
∗
m| ≥ 1. (2.3)
Let us fix an integer m ≥ 0 such that
b∗m+1 < bN ≤ b
∗
m. (2.4)
In virtue of (2.3), αb∗m+1 ≤ bN ≤ α
−1b∗m and combining it with (2.2)
we obtain a∗m+1 = b
∗
m − b
∗
m+1 ≥ αbN − α
−1bN = bN . From it, from the
monotonicity of the stochastic vector ~a⋆, and taking into consideration
the positions of points of the interval partition B in I we get
a∗1 ≥ a
∗
2 ≥ ... ≥ a
∗
m+1 ≥ bN > aN+j, j ≥ 1. (2.5)
Let γ be a bijection of the set of natural numbers such that
a∗n = aγ(n), n ≥ 1. (2.6)
It follows from (2.5) and (2.6) that for any integers i = 1, ..., m+1 and
any integer j ≥ 1 aγ(i) = a
∗
i 6= aN+j . Or, equivalently,
γ(i) 6= N + j, i = 1, ..., m+ 1; j ≥ 1. (2.7)
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Finally, from (2.7) we can conclude γ(i) ≤ N, i = 1, ..., m + 1. Now
we get a contradiction with (2.4): 1 − b∗m+1 = 1 − b
∗
1 + b
∗
1 − b
∗
2... +
b∗m − b
∗
m+1 = a
∗
1 + ... + a
∗
m+1 = aγ(1) + ... + aγ(m+1) ≤ a1 + ... + aN =
1− b1 + b1 − b2 + ...+ bN−1 − bN = 1− bN .
We have proved that α satisfies condition (2.1). It remains to prove
that for any δ : 1 ≤ δ < α, we can find a stochastic vector ~a not
satisfying (2.1).
Fix ε, 0 < ε < min[α−1
δ
+α−2, 10−1], and consider the stochastic vec-
tor with coordinates a1 = 2− α, a2 = α− 1− ε, an = ε · 2−n+2, n ≥ 3.
Simple computations show that a2 > a1 > a3 > a4 > ...; therefore
a∗1 = α − 1 − ε, a
∗
2 = 2 − α, a
∗
n = an, n ≥ 3. Applying (2.2) we see
that: δ−1b∗0 = δ
−1 > α−1 = α − 1 = b1 = δ · (α−1δ + α − 2 + 2 − α) >
δ · (2− α + ε) = δ · b∗1.
Thus δ−1b∗0 > b1 > δb
∗
1 > δb
∗
2 > ... > δb
∗
n > ..., and for any integer
m ≥ 0 it cannot be true that δ−1b∗m < b1 < δb
∗
m.
✷
Let ~a, ~a∗, B = (bn), B∗ = (b∗n) denote the same objects as above.
We associate with a function f = f ∗ ∈ L1(I) three M-functions:
ψ(t) =
∫ t
0
fdλ; ψB(t) =
∫ t
0
E(f |B)dλ, ψB∗(t) =
∫ t
0
E(f |B∗)dλ, t ∈ I.
Notice that if δ ≥ α then from Theorem 2.1 easily follows the in-
equality
ψB(t) ≤ δ · ψB∗(t), t ∈ I. (2.8)
Therefore it is quite natural to assume that the smallest possible con-
stant in (2.8) is α.
But, interestingly, this assumption is not correct and instead the fol-
lowing statement takes place.
Theorem 2.2. The smallest possible constant in (2.8) is β := 4/3 <
α.
Proof. We will prove first that β satisfies (2.8). Consider the in-
equality
ψB(bn) ≤ 4/3 · ψB∗(bn), n ≥ 0. (2.9)
We will prove now that if (2.9) is correct than we have (2.8) with β
instead of δ.
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Let ϕ(t) := 4/3 · ψB∗(bn), bn < t ≤ bn−1, n ≥ 1. It follows from
ϕ(bn) = 4/3 · ψB∗(bn), n ≥ 0 that the graph of the concave function
4/3 · ψB∗(t), that connects the points (bn, ϕ(bn)), must be not lower
than the graph of the piecewise linear nondecreasing function ϕ(t), that
connects the same points. I.e. ϕ(t) ≤ 4/3 · ψB∗(t), t ∈ I. Therefore if
(2.9) is not satisfied then for any t ∈ (bn+1, bn], n ≥ 0 we have
ψB(t) =
t− bn+1
bn − bn+1
ψ(bn) +
bn − t
bn − bn+1
ψ(bn+1) ≤ 4/3
t− bn+1
bn − bn+1
ψB∗(bn)+
+4/3
bn − t
bn − bn+1
ψB∗(bn+1) =
t− bn+1
bn − bn+1
ϕ(bn)+
bn − t
bn − bn+1
ϕ(bn+1) = ϕ(t) ≤ 4/3·ψB∗(t).
Thus, we need to prove (2.9). Let us fix an integer N ≥ 0. If for some
m ≥ 0 we have bN = b
∗
m then
ψB(bN ) = ψ(bN ) = ψ(b∗m) = ψB∗(b
∗
m) ≤ 4/3ψB∗(b
∗
m) = 4/3ψB∗(bN).
assume now that the inequality bN 6= b∗m is false for any integer m ≥ 0.
Fix an m ≥ 0 such that b∗m+1 < bN < b
∗
m, and introduce the notations:
d = b∗m+1, b = b
∗
m, w = bN .
To finish the proof of Theorem 2.2 we will need the following three
lemmas.
Lemma 2.3. If u > 0 and v > 0 are such that u−1 + v−1 < 4 then
u+ v > 1.
Proof. Assume that u+v ≤ 1. Then (u+v)(u−1+v−1) = 1+uv−1+
vu−1 + 1 < 4 ⇔ uv−1 + vu−1 < 2. If a := uv−1 then vu−1 = a−1, and
we would obtain that a + a−1 < 2⇔ a2 − 2a + 1 < 0 ⇔ (a− 1)2 < 0,
a contradiction.
✷
Lemma 2.4. The following inequality holds.
w[(w − d)−1 + (b− w)−1] ≥ 4. (2.10)
Proof. Assume to the contrary that: [w−d
w
]−1 + [ b−w
w
]−1 < 4. Then it
follows from Lemma 2.3 that b−d
w
= b−w
w
+ w−d
w
> 1. Therefore,
a∗1 ≥ a
∗
2 ≥ ... ≥ a
∗
m+1 = b− d > w = bN > aN+j , j ≥ 1,
i.e. we have inequalities (2.5). Now, as in the proof of Theorem 2.1,
we obtain a contradiction with the inequality bN > b
∗
m+1.
✷
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Lemma 2.5. From inequality (2.10) follows the inequality
w[
w − d
b− d
w +
b− w
b− d
d]−1 ≤
4
3
(2.11)
Proof. Let us write (2.10) in an equivalent form:
w[(w−d)−1+(b−w)−1] ≥ 4⇔
w
w − d
+
w
b− w
≥ 4⇔ w(w−d+b−w) ≥ 4(w−d)(b−w)⇔
⇔ w(b− d) ≥ 4(w − d)(b− w)⇔ 3(w − d)(b− w) ≤
3
4
w(b− d).
Let us also use the following equivalent form of (2.11):
w[
w − d
b− d
w +
b− w
b− d
d]−1 ≤
4
3
⇔
3
4
w(b− d) ≤ (w − d)w + (b− w)d.
Thus (2.10) implies (2.11) if
3(w−d)(b−w) ≤ (w−d)w+(b−w)d⇔
w
b− w
+
d
w − d
≥ 3⇔
w
b− w
+
d
w − d
+
w − d
w − d
≥ 4⇔
⇔
w
b− w
+
w
w − d
≥ 4.
But the last statement exactly means that (2.10) is satisfied.
✷
Let us continue the proof of Theorem 2.2.
Combining the conditions ψ(b) ≥ ψ(w), ψ(d)
d
≥ ψ(w)
w
for the function
ψ(t), t ∈ (0, 1] with inequality (2.11) we get
ψB(w)
ψB∗(w)
=
ψ(w)
w−d
b−d ψ(b)−
b−w
b−dψ(d)
≤
ψ(w)
w−d
b−d ψ(w)−
b−w
b−d
d
w
ψ(w)
=
= w[
w − d
b− d
w +
b− w
b− d
d]−1 ≤
4
3
.
Thus we have proved that (2.8) is true with β instead of δ. Let us
prove now that for any γ, 1 ≤ γ < β we can find an interval partition
B = (bn), an M-function ψ, and a t ∈ (0, 1] such that (2.8)is false if
δ = γ.
Let us define the function ϕ(t), ϕ(t) = t·1[0,2/3](t)+2/3·1[2/3,1](t), t ∈
(0, 1]. Fix ε, 0 < ε < min[1/3, (8 − 6γ)(6 − 3γ)] and let b0 = 1, b1 =
2/3, bn = ε·2−n, n ≥ 2. Then ϕB = ϕ, and a simple computation shows
that b∗0 = 1, b
∗
1 = ε/2 + 1/3, b
∗
n = bn, n ≥ 2;
ϕB(2/3)
ϕB∗(2/3)
= (8−6ε)
(6−3ε) > γ.
By putting ψ = 3/2 · ϕ we obtain the required interval partition
B = (bn), the M-function ψ, and the point t = 2/3.
✷
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Chapter 3. Double stochastic projections and interpolation property
of ideals between L1 and L∞.
The results of this chapter are based on papers [26], [27], and [28].
We prove that if every countable partition averages a vector ideal I
then I is a majorant ideal.
Proposition 3.1. If every at most countable partition averages vec-
tor ideal X, X ⊆ L1(I), then X is a symmetric ideal.
Proof. 1). We need to prove the implication
x ∈ X, y is equimeasurable with x⇒ y ∈ X. (3.1)
Without loss of generality we can assume that x, y ≥ 0. Moreover,
we can assume that both functions x and y are elementary functions.
Indeed, for any x and y we can find elementary functions x1 and y1
such that
0 ≤ x1 ≤ x ≤ x1 + 1, 0 ≤ y1 ≤ y ≤ y1 + 1, (3.2)
Thus, if implication (3.1) is true for elementary functions then by (3.2)
it will be true for any functions x and y.
2). Let x ∈ X be an elementary function of the form x =
∑n
i=1 ri ·1Bi
and let y ∈ L1(I) be equimeasurable with x. Then y =
∑n
i=1 ri · 1Ci,
where Ci, Bi ∈ Λ and λ(Ci) = λ(Bi); i = 1, ..., n. Notice that the
assumptions of the Proposition guarantee that 1 ∈ X . Therefore
x, y ≤ r¯ · 1 ∈ X , where r¯ := maxni=1 ri, and thus y ∈ X.
3). Let x =
∑∞
i=1 ri · 1Bi , where σ(Bi, i ≥ 1) is an infinite countable
partition of I, and let y be a function from L1(I) equimeasurable with
x, i.e. y =
∑∞
i=1 ri · 1Ci , where 0 < λ(Ci) = λ(Bi), 1 ≤ i <∞.
Assume first that there is an index n0 such that λ(Bi ∩ Cj) = 0 if
i, j ≥ n0. It follows from part 2 of the proof that it is enough to prove
that the function y¯ defined as
y¯(t) :=
{∑
i≥n0 ri · 1Ci(t), if t ∈
⋃
i≥n0 Ci;
0, otherwise.
.
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is in X , if we know that the function x¯ defined as
x¯(t) :=
{∑
i≥n0 ri · 1Bi(t), if t ∈
⋃
i≥n0 Bi;
0, otherwise.
.
is in X . Notice that x¯(t) = 0 if t ∈ Ci, i ≥ n0.
Let us consider the partition F := σ
(
F0, Fi; i ≥ n0
)
, where Fi :=
Bi ∪ Ci, i ≥ n0, F0 := I \
⋃
i≥n0 Fi. By assumption E(x¯|F) ∈ X and
for any t ∈ Fi, i ≥ n0, we have
E(x¯|F)(t) =
1
λ(Fi)
∫
Fi
x¯dλ =
1
2λ(Bi)
∫
Bi∪Ci
x¯dλ =
1
2λ(Bi)
∫
Bi
x¯dλ =
ri
2
.
If, on the other hand, we assume that t ∈ F0 then E(x¯|F)(t) = 0.
Thus, 0 ≤ y¯ ≤ 2E(x¯|F) and therefore y¯ ∈ X.
4). Let us consider the general case. Let again Fi := Bi ∪Ci, i ≥ 1.
Because λ(
⋃
i≥j Fi) ≤
∑
i≥j [λ(Bi) + λ(Ci)] = 2
∑
i≥j λ(Bi) ↓j→∞ 0,
there is an index n0 such that λ(
⋃
i≥n0 Fi) <
1
2
.
By Proposition 0.3 we can find pairwise disjoint subsets B′i, i ≥ n0, of
the set I\
⋃
i≥n0 Fi such that λ(B
′
i) = λ(Bi), i ≥ n0. Then the functions
y′ and x′ are equimeasurable, where
y′(t) :=
{
ri, if t ∈ B′i, i ≥ n0;
0, if t /∈
⋃
i≥n0 B
′
i.
;
x′(t) :=
{
ri, if t ∈ Bi, i ≥ n0;
0, if t /∈
⋃
i≥n0 Bi.
.
Because x ∈ X , it follows from part 3 of the proof that y′ ∈ X . On
the other hand, y′ is equimesurable with the function
y˜(t) :=
{
ri, if t ∈ Ci, i ≥ n0;
0, if t /∈
⋃
i≥n0 Ci.
.
Applying again part 3 of the proof we obtain that y˜ ∈ X. From it and
from part 2 follows that y ∈ X.
✷
Theorem 3.2. Let X be a vector ideal in L1(I) (respectively, a Ba-
nach ideal) such that any at most countable partition averagesX . Then
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I. Together with every function ideal X contains its orbit and there-
fore by the Calderon - Ryff theorem it is a majorant ideal.
II. Respectively, if ||E(·|F)||X→X ≤ 1 for any at most countable par-
tition F then (X, || · ||X) is a strongly majorant ideal.
Proof. Proof of part I. By Proposition 3.1. X is a symmetric ideal.
we need to prove that it is a majorant ideal.
First let us prove the implication y∗ ≺ x∗ ∈ X ⇒ y ∈ X when
y∗ ∈ L1(I) is an elementary function.
At this point we need to interrupt the proof of Theorem 3.2 in order
to state and proof several lemmas.
Lemma 3.3. Let [a, b] be an arbitrary closed finite interval and let f
and g be positive functions on [a, b] satisfying the following conditions.
1. f, g ∈ L1(a, b);
2. For some natural n{
g =
∑n
j=1 αj · 1△j , where α1 ≥ α2 ≥ ... ≥ αn ≥ 0; △j := [tj−1, tj], j = 1, ..., n;
a = t0 < t1 < ... < tn = b; tj ≤
tj−1+tj+1
2
, j = 1, 2, ..., n.
(3.3)
3. { ∫
△j fdλ ≥
∫
△j gdλ, j = 1, ..., n− 1;∫ b
a
fdλ >
∫ b
a
gdλ;
∫ b
t1
fdλ <
∫ b
t1
gdλ.
Then we can find a function f¯ on [a, b] that is equimeasurable with f
and such that ∫
△j
f¯dλ ≥
∫
△j
gdλ, j = 1, ..., n.
Proof. The proof will consist of two parts.
I. Let us prove that under the assumptions of Lemma 3.3 we can find
a function f ′ ∼ f such that∫
△j f
′dλ ≥
∫
△j gdλ, j = 1, ..., n− 1,
∫ b
t1
f ′dλ ≥
∫ b
t1
gdλ.
First let us notice that from the assumptions of Lemma 3.3 follows
the inequality
∫
△n fdλ <
∫
△n gdλ. Without loss of generality we can
assume that f is non-increasing on △n. Indeed, we can consider mono-
tonic rearrangement of f on △n without changing it on [a, tn−1]; the
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resulting function is equimeasurable with f .
It follows from inequalities (3.3) that t1 − a ≤ b− tn−1 ≤ b− t1. We
define the following two functions of r:
{
u(r) :=
∫ b
b−r fdλ+
∫ t1
a+r
fdλ−
∫ t1
a
gdλ;
v(r) :=
∫ a+r
a
fdλ+
∫ b−r
t1
fdλ−
∫ b
t1
gdλ,
r ∈ [0, t1 − a].
Let us notice they following obvious properties of these functions.
a). They are both continuous on [0, t1 − a];
b). u(0) =
∫
△1 fdλ−
∫
△1 gdλ ≥ 0;
v(0) =
∫ b
t1
fdλ−
∫ b
t1
gdλ < 0;
c). On [0, t1 − a] we have the identity
u(r) + v(r) =
∫ b
a
fdλ−
∫ b
a
gdλ ≡ const > 0.
Assume that we can find a point r0 ∈ [0, t1 − a] such that u(r0) ≥
0, v(r0) ≥ 0. Then the rearrangement of f on the intervals of equal
length [a, a+ r0] and [b− r0, b] provides the needed function f ′.
Let us prove that we can always find a point r0 with such properties.
If not, then it would follow from properties a) - c) of functions u and
v that u(r) > 0 for any r ∈ [0, t1 − a]. In particular, u(t1 − a) > 0, i.e.∫ b
b−t1+a
fdλ−
∫ t1
a
gλ > 0.
Because g is non-increasing on [a, b] then∫ b
b−t1+a
fdλ−
∫ b
b−t1+a
gdλ > 0. (3.4)
Because [b− t1+a, b] ⊂ △n, from the previous inequality and from the
inequality
∫
△n fdλ <
∫
△n gdλ follows that∫ b−t1+a
tn−1
fdλ <
∫ b−t1+a
tn−1
gdλ. (3.5)
The assumption that f(r) ≤ g(r) for any r ∈ [b− t1 + a, b] would con-
tradict the inequality (3.4). Therefore there is a point r′ ∈ [b− t1+a, b]
such that f(r′) > g(r′) = αn. But then, because f is non-increasing
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on △n, the inequality f(r) > g(r) remains true on the whole interval
[tn−1, r′] that contains the interval [tn−1, b − t1 + a], in contradiction
with(3.5). That concludes the first part of the proof.
II. We will finish the proof of Lemma 3.3 applying induction by n.
For n = 2 the statement of the lemma follows from part I. Assume that
the statement of the lemma is true for any finite interval for indices
2,3,...,n−1. Let us prove it for index n. By part I we can construct on
the interval [a, b] a function f˜ equimeasurable with f and such that∫ b
t1
f˜dλ ≥
∫ b
t1
gdλ,
∫
△j
f˜dλ ≥
∫
△j
gdλ, j = 1, ..., n− 1.
Let k be the smallest natural number in the interval [2, n−1] such that∫ b
tk
f˜dλ <
∫ b
tk
gdλ.
(If no such k exists then f˜ is the function we need). On the interval
[tk−1, b] the functions f˜ and g satisfy all the conditions of the current
lemma. By inductive assumption there is a function fˆ defined on the
interval [tk−1, b], equimeasurable with the restriction of f˜ on this inter-
val, and such that∫
△j
fˆdλ ≥
∫
△j
gdλ, j = k, k + 1, ..., n.
But then the function f¯ defined on [a, b] as follows
f¯(w) :=
{
f˜(w), if w ∈ [a, tk−1];
fˆ(w), if w ∈ [tk−1, b]
has the properties we need.
✷
Lemma 3.4. Let f and g be defined on [a, b], satisfy conditions 1
and 2 of Lemma 3.3, and such that
4.
∫ tj
a
fdλ >
∫ tj
a
gdλ, j = 1, ..., n.
Then we can find a function f¯ defined on [a, b], equimeasurable with
f , and such that ∫
△j
f¯dλ ≥
∫
△j
gdλ, j = 1, ..., n.
Proof We prove the lemma using induction by n. Let n = 2. If∫
△2 fdλ ≥
∫
△2 gdλ then f¯ = f . Otherwise, the existence of f¯ follows
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directly from Lemma 3.3.
Assume that the statement of the lemma is true for any finite closed
interval for 2, 3, ..., n− 1. Let us prove that it remains true for n.
First we will prove that without loss of generality we can assume
that the inequality ∫
△
fdλ <
∫
△
gdλ
is true only on the last interval △n. (If the inequality is false for all the
intervals △j, j = 1, ..., n, then we can take f¯ = f.) Indeed, let j0 be the
largest natural number less than n and such that
∫
△j0
fdλ <
∫
△j0
gdλ.
Consider the functions f and g on the interval [a, tj0 ]. On this interval
f and g satisfy all the assumptions of Lemma 3.3 and by the induction
assumption we can find a function fj0 defined on [a, tj0 ], equimeasurable
with the restriction of f on this interval, and such that∫
△i
fj0 ≥
∫
△i
gdλ, i = 1, ..., j0.
Let
f¯j0(s) :=
{
fj0(s), if s ∈ [a, tj0 ];
f(s), if s ∈ [tj0, b].
Then the function f¯j0 is equimeasurable with f on [a, b], it satisfies all
the conditions of the current lemma, and the inequality∫
△
f¯j0dλ <
∫
△
gdλ
can be true only on the interval △n.
Thus, we assume that for the functions f and g we have the inequal-
ities ∫
△j
fdλ ≥
∫
△j
gdλ, j = 1, ..., n− 1. (3.6)
Therefore we can assume that∫ b
t1
fdλ <
∫ b
t1
gdλ (3.7).
Indeed, if
∫ b
t1
fdλ ≥
∫ b
t1
gdλ then for the functions f and g considered
on the interval [t1, b] all the conditions of the current lemma are sat-
isfied (taking into consideration inequalities (3.6)). By the induction
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assumption there is a function f1 defined on [t1, b], equimeasurable on
this interval with f , and such that∫
△i
f1dλ ≥
∫
△i
gdλ, j = 2, ..., n.
Then the function
f¯(s) :=
{
f(s), s ∈ [a, t1];
f1(s), s ∈ [t1, b]
has the claimed properties.
Finally, we can assume that for the functions f and g are satisfied
the inequalities (3.6) (3.7). But then we can apply Lemma 3.3 to prove
the existence of the function f¯ .
✷
Lemma 3.5. Let [a, b] be an arbitrary finite interval and let f and
g be nonnegative integrable functions on [a, b] such that
g =
n∑
j=1
αj · 1△j , α1 ≥ α2 ≥ ... ≥ αn > 0.
△j = [tj−1, tj ], j = 1, 2, ..., n; a = t0 < t1 < ... < tn = b,
and for every t ∈ [a, b] ∫ t
a
fdλ >
∫ t
a
gdλ.
Then there is a function f¯ defined on [a, b], equimeasurable with f , and
such that ∫
△j
f¯dλ ≥
∫
△j
gdλ, j = 1, ..., n.
Proof. If the partition {△j}
n
j=1 of [a, b] into intervals where g is con-
stant satisfies condition (3.3) of Lemma 3.3 then the statement of the
lemma follows directly from Lemma 3.4.
If the partition {△j}nj=1 is arbitrary [a, b] we can always construct a
finer partition {△′j := [t
′
j−1, t
′
j ]}
m
j=1 such that we have the inequalities
t′j ≤
t′j−1 + t
′
j+1
2
, j = 1, ..., m
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the function g is constant on the elementa of the new partition, and
all the conditions of Lemma 3.4 are fulfilled. Therefore we can find a
function f¯ defined on [a, b], equimeasurable with f , and such that∫
△′j
f¯dλ ≥
∫
△′j
gdλ, j = 1, ..., m.
Finally, we notice that, because the new partition is finer than the old
one, we have the inequalities∫
△j
f¯dλ ≥
∫
△j
gdλ, j = 1, ..., n.
✷
Lemma 3.6. Let 0 ≤ x, y ∈ L1(I) and assume that for any t ∈ I∫ t
0
xdλ >
∫ t
0
ydλ.
Then there is a sequence {rn}∞n=1 ⊆ I, 1 = r1 > r2 > ..., limn→∞ rn = 0
such that for any n = 1, 2, ... and for any t ∈ (rn, 1] we have∫ t
rn
xdλ >
∫ t
rn
ydλ.
Proof. Assume to the contrary that a sequence with required proper-
ties does not exist. Let 1 = r′1 > r
′
2 > ..., limn→∞ r
′
n = 0 be a sequence
of points from I. It follows from our assumption that there is an index
N such that if n ≥ N then all the sets
Dn = {t ∈ (r
′
n, 1] :
∫ t
r′n
xdλ ≤
∫ t
r′n
ydλ
are not empty.
Let δn := supDn; clearly δn ∈ Dn, n ≥ N. Let us prove that
δ := lim inf δn > 0.
Indeed, otherwise we can find a decreasing to 0 subsequence δnk . By
assumption it does not satisfy the property indicated in the statement
of the lemma. Therefore we can find a natural i and a point γ ∈ (δni , 1]
such that ∫ γ
δni
xdλ ≤
∫ γ
δni
ydλ.
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Fro there we obtain∫ γ
r′ni
xdλ =
∫ δni
r′ni
xdλ+
∫ γ
δni
xdλ ≤
∫ δni
r′ni
ydλ+
∫ γ
δni
ydλ =
∫ γ
r′ni
ydλ,
in contradiction with the definition of δni.
Thus, δ > 0; let δmk → δ. By taking the limit in the inequality∫ δmk
r′nk
xdλ ≤
∫ δmk
r′nk
ydλ
we obtain, in contradiction with the conditions of the lemma, that∫ δ
0
xdλ ≤
∫ δ
0
ydλ.
✷
Lemma 3.7. Let x = x∗, y = y∗ ∈ L1(I), assume additionally that
y is a function with at most countable range and F=measurable, where
F is an interval partition. Assume that for any t ∈ I we have∫ t
0
xdλ ≥
∫ t
0
ydλ.
Then there is a function x¯ defined on I, equimeasurable with x and
such that
y ≤ E(x¯|F).
Proof. By considering x + ε, where ε is an arbitrary small positive
comstant, we can assume that the inequality in the statement of the
lemma is strict. By Lemma 3.6 we can find a strongly decreasing to
0 sequence {rn}∞n=0, r0 = 1 of points from (0, 1] such that for the
restrictions xn and yn of the functions x and y, respectively on the
intervals △n = [rn, rn−1] the inequality∫ t
rn
xndλ >
∫ t
rn
yndλ
is valid for any t ∈ [rn, rn−1], n ≥ 1. Denote by Fn the partition of
△n into the intervals where the function yn is constant, and by xn the
restriction of function x on △n, n = 1, 2, .... Now we can apply Lemma
3.5 to conclude that for any n = 1, 2, ... there is a function x¯n defined
on △n, equimeasurable with xn, and such that
yn ≤ E(x¯n|Fn). (3.8)
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Next we define on [0, 1] the function x¯ by taking x¯(0) = x¯(1) =
0, x¯(s) = x¯n(s), if s ∈ △n, n = 1, 2, .... Let
F¯ = {F : F ∈ Fn for some n = 1, 2, ...}.
Clearly the partition F¯ of the interval [0, 1] is finer than the partition
F . It follows from (3.8) that y ≤ E(x¯|F¯) and therefore y ≤ E(x¯|F).
It remains to notice that x¯ and x are equimeasurable on I.
✷
We return to the proof of Theorem 3.2. Without loss of generality
and like in the proof of Lemma 3.7 we can assume that x = x∗, y = y∗
and for any t ∈ I we have∫ t
0
xdλ <
∫ t
0
ydλ.
Let us fix an ε > 0. We can find a yε = y
∗
ε with at most countable
range and such that
0 ≤ yε ≤ y ≤ yε + ε · 1. (3.9)
Clearly the functions yε and x satisfy all the conditions of Lemma 3.7
and therefore we can find a function xε equimeasurable with x and such
that
yε ≤ E(xε|Fε), (3.10)
where Fε is the partition of I generated by all the intervals on which
the function yε is constant.
From inequalities (3.9) and (3.10) follow the inequalities
0 ≤ y ≤ E(xε|Fε) + ε · 1. (3.11)
By Theorem 3.1 X is a symmetric ideal and therefore xε ∈ X . Because,
by assumption, E(xε|Fε) ∈ X, we have y ∈ X and therefore part 1 of
Theorem 3.2 has been proved.
✷
2. Proof of part 2. Let (X, || · ||X) is a Banach ideal vector subspace
of L1(I) such that ||E(·|F||X ≤ 1 for any at most countable partition
F . From the relation y ≺ x and inequalities (3.9)− (3.11) follows that
||y||X ≤ ||E(xε|Fε)+ε·1||X ≤ ||E(xε|Fε)||X ·||xε||X+||ε·1||X ≤ ||xε||X+ε·||1||X .
Because ε is arbitrary small the second part of Theorem 3.2 follows.
✷
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Theorem 3.8. Let (X, ‖·‖X) be a Banach ideal such that ‖E(·|F)‖X ≤
1 for any at most countable partition F . Then on X exists an equiva-
lent symmetric norm || · ||1 such taht (X, || · ||1) is a strongly majorant
ideal.
Proof. First we will prove that there is a constant K > 0 such that
x, y ∈ X, y ≺ x⇒ ||y||X ≤ K · ||x||X .
Assume to the contrary that such a constant does not exist. Notice
that for any r > 0 we have y ≺ x⇒ r · y ≺ r · x and therefore we can
find two sequences {xn}
∞
n=1 and {yn}
∞
n=1 of elements of X such that
yn = y
∗
n ≺ xn = x
∗
n, ||x||X ≤ 2
−n, ||yn||X ≥ n, n = 1, 2, ....
Let x0 :=
∑∞
n=1 xn where the series converges almost everywhere. Be-
cause the space (X, || · ||) is norm complete we obtain that x0 ∈ X . It
follows by the majorant convergence theorem that y0 :=
∑∞
n=1 yn ∈ L
1
and y0 ≺ x0. By Theorem 3.2 y0 ∈ X.
On the other hand 0 ≤ yn ≤ y0, n ≥ 1 whence ||y0||X ≥ ||yn||X ≥
n, n ≥ 1, a contradiction.
Let us continue with the proof of Theorem 3.8. For any x ∈ X let
||x||1 := sup{||y||X : y ≺ x.}
As we have just proved ||x||1 ≤ K · ||x||X for some K > 0. We will
show that for || · ||1 we have the triangle inequality. Let x1, x2 ∈
X, ε > 0. By definition there is y ∈ X , such that y ≺ x1 + x2 and
||x1 + x2||
1 ≤ ||y||X + ε. According to [4] there are y1, y2 ∈ L
1 such
that yi ≺ xi, i = 1, 2 and y = y1 + y2. Combining it with Theorem 3.2
we obtain that yi ∈ X, i = 1, 2. Next we have
||x1 + x2||
1 ≤ ||y||X + ε ≤ ||y1||X + ||y2||X + ε ≤ ||x1||
1 + ||x2||
1 + ε,
where ε is arbitrary small. That proves the triangle inequality for || · ||1.
It is now trivial to verify that || · ||1 is a monotonic symmetric norm
on X . Because for any x ∈ X we have x ≺ x therefore ||x||X ≤ ||x||1
and both norms are equivalent.
✷
3.9. The fact that any σ-subalgebra in Λ strongly averages the
Banach ideal (X, || · ||X) implies that X is a symmetric vector ideal
50 A. A. Mekler
though the original norm || · ||X might be not symmetric. Indeed, let
(X, || · ||X) be a strongly interpolation space. For any x ∈ X let
||x||∗ := ||x||X + sup{
∫
I
|x|Pni=1E(1(0, 1
2
]|Ai)dλ},
where the supremum is taken over all σ-subalgebras Ai in Λ, i =
1, 2, ..., n; n = 1, 2, ... and by Pni=1E(f |Ai) we denote E(E(...E(f |An)).
It is not difficult to verify that || · ||∗ is a monotonic Banach norm on
X equivalent to || · ||X and it follows from the properties of averaging
operators that ||E(·|A)||∗ = 1 for any σ-subalgebra A in Λ. It is also
clear that ||1(0, 1
2
]||
∗ > ||1( 1
2
,1]||
∗.
✷
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Chapter 4. On averaging principal symmetric ideals by countable partitions.
The results of this chapter are based on papers [5], [29].
In this Chapter we discuss when, given a function f , a countable
partition averages the principal symmetric ideal Nf or the symmetric
space M1f .
First of all notice that without loss of generality we can consider only
countable interval partitions (see Remark 0.11.2)
Thus, in the sequel we will consider an interval partition B = (bn),
that belongs to the stochastic vector ~β = (βn), and the principal sym-
metric ideal Nf generated by the function f, f = f
∗ ∈ L1(I).
Theorem 4.1. If an interval partition B averages the principal sym-
metric ideal Nf then for some constant Q > 1 we have the inequality
f ∗∗(bn) ≤ Q · f(Q−1 · bn), n ≥ 1. (4.1)
Moreover, if the partition B is monotonic then condition (4.1) is not
only necessary but also sufficient for B to average Nf
The proof of Theorem 4.1 will be based on some axillary results.
Proposition 4.2. If interval partition B is monotonic and for some
constant Q > 1 we have the inequalities
f ∗∗(bn) ≤ Qf(bn), n ≥ 1, (4.2)
then the partition B averages the principal symmetric ideal Nf .
The proof of Proposition 4.2 will be obtained in several steps which
for convenience we single out as separate lemmas.
Lemma 4.3. E(f |B) ∈ Nf .
Proof. For a fixed n, n ≥ 1, for any t, t ∈ (bn, bn−1], we have
E(f |B)(t) =
1
bn−1 − bn
∫ bn−1
bn
fdλ =
1
bn−1 − bn
[bn−1f ∗∗(bn−1)−bnf ∗∗(bn)].
(4.3)
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If bn−1
bn−1−bn ≤ 2, then we can continue (4.3) as
... ≤
bn−1
bn−1 − bn
f ∗∗(bn−1) ≤ 2f ∗∗(bn−1) ≤ 2Qf(bn−1) ≤ 2Qf(t).
On the other hand, if bn−1
bn−1−bn > 2 then by Lemma 0.1 we can continue
(4.3) as
... ≤
1
bn−1 − bn
[bn−1f ∗∗(bn)−bnf ∗∗(bn)] = f ∗∗(bn) ≤ f ∗∗(2−1·bn−1) ≤ 2f ∗∗(bn−1) ≤ 2Qf(bn−1)
≤ 2Qf(t).
Therefore, E(f |B)(t) ≤ 2Qf(t), t ∈ I.
✷
Remark 4.4. The statement of Lemma 4.3 remains true without
the assumption that the partition B is monotonic.
In the sequel we will always assume that the function f is D2-
measurable. Relations (0.4) show that this assumption does not result
in loss of generality.
Lemma 4.5. For any subsequence β¯ = {βki}i≥1 of coordinates of
the stochastic vector ~β = (βn) we can find a natural Nβ¯ such that if
n ≥ Nβ¯ then we have
f ∗∗(
∑
i≥n
βki) ≤ 4 ·Q · f(
∑
i≥n
βki), n ≥ Nβ¯. (4.4)
Proof. Let ~β∗ = (β∗m) is the stochastic vector of the monotonic interval
partition B∗ := (b∗m). For an interval partition B1 that belongs to the
stochastic vector β˜ = (βki, 1−
∑
n 6=ki, i≥1 βn) and is a sample from β¯, we
can find another interval partition B := (bn) ∼ B∗ such that the points
of B1 = (
∑
i≥n βki) coincide with the points bn if n ≥ Nβ¯, where the
number Nβ¯ is defined by the sample. But the monotic rearrangement
of B is the interval partition B∗, and therefore we can apply Theorem
2.1. Because 2 > 5
1/2+1
2
, by assuming that in (2.1) δ = 2, and applying
inequalities (0.2) and (4.2) we obtain that
f ∗∗(
∑
i≥n
βki) = f
∗∗(bn) ≤ f ∗∗(2−1 · b∗m) ≤ 2 · f
∗∗(b∗m) ≤ 2 ·Q · f(b
∗
m) ≤
≤ 4 ·Q · f(bn) = 4 ·Q · f(
∑
i≥n
βki), n ≥ Nβ¯.
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✷
Corollary 4.6. Assume that the interval partition S, S = σ(sn, n ≥
0), belongs to the stochastic vector ~b that is coarser than ~β = (βn).
Then for some constant Q ≥ 1 we have
f ∗∗(sn) ≤ 4Qf(sn), n ≥ 0. (4.5)
Proof. The proof follows directly from Lemma 4.5 because every point
sn of the partition S is equal to
∑
k≥1 βnk for an appropriate sequence
{βnk} of coordinates of the stochastic vector
~β.
✷
Lemma 4.7. Let F = σ(Fn, n ≥ 1) be a partition of I that belongs
to a rearrangement ~γ of the stochastic vector ~β. Then E(f |F) ∈ Nf .
Proof. It is enough to prove that h := [E(f |F)]∗ ∈ Nf . Let S = (sn)
be an interval partition such that elementary function h = h∗ is S-
measurable . If S ∈ ~α then the stochastic vector ~α is coarser than
the stochastic vector ~γ and therefore the stochastic vector ~α is coarser
than the stochastic vector ~β. Now we can apply Corollary 4.6 from
which follows inequality (4.5). Finally, it follows from Lemma 4.3 and
Remark 4.4 that the function H := E(f |S) is in Nf .
On the other hand, it follows from Proposition 0.4 that h = E(f˜ |S)
where f˜ = f ◦ π is a function equimeasurable with f and π is an
automorphism of the interval I such that S = F ◦ π (see [35] for the
proof of existence of such an automorphism). Applying the properties
of averaging operators, the inequality from Lemma 0.1 for f ∗∗, the
monotonicity of f , and inequality (4.5) we obtain that for any n, n ≥ 1
and for t ∈ (sn, sn−1] we have
h(t)
H(t)
=
h(sn−1)
H(sn−1)
≤
h∗∗(sn−1)
H(sn−1)
=
s−1n−1
∫ s−1n
0
E(f˜ |S)dλ
H(sn−1)
=
s−1n−1
∫ s−1n
0
f˜dλ
H(sn−1)
≤
≤
f ∗∗(s−1n )
H(sn−1)
≤
f ∗∗(sn−1)
f(sn−1)
≤ 4Q.
Therefore, h ∈ Nf .
✷
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Proof of Proposition 4.2. From Lemma 4.7 (applying again an ap-
propriate automorphism of I) we can easily obtain that
E(g|B) ∈ Nf (4.6)
for any elementary function g such that
g∗ ≤ Cf, C > 0. (4.7)
Finally, using uniform approximation by elementary functions and pos-
itivity of the averaging operator we can prove that inclusion (4.6) re-
mains valid for any function g that satisfies inequality (4.7) with an
appropriate positive constant C.
✷
Proof of Theorem 4.1 To prove the sufficiency of condition (4.1)
in Theorem 4.1 we will define for any m, m ≥ 1 a D-measurable
non-increasing function f(m), f(m)(t) = f(2
−mt), t ∈ I. For any func-
tion f(m) condition (4.2) of Proposition 4.2 is satisfied with a constant
Qm, Qm ≤ 2mQ and therefore we can apply to it our previous reason-
ing. It remains to notice that Nf = Nf(m), m ≥ 1.
The necessity in Theorem 4.1 follows directly from Lemma 0.4 and
Proposition 4.8 below.
Proposition 4.8. Assume that for the function f, f = f ∗ ∈ L1(I),
for the interval partition B, B = (bn) (we do not assume here that this
interval partition is monotonic), and for any m ≥ 1 we have
sup
n≥0
f ∗∗(bn)
f( bn
m
)
=∞. (4.8)
Then there is an interval partition V, V = (vk) that is coarser than B
and such that E(f |V) /∈ Nf .
Proof. It ckearly follows from (4.8) that there is a subsequence
{um := bnm , n0 = 0} of the sequence {bn} such that
lim
m→∞
f ∗∗(um)
f(um
m
)
=∞. (4.9)
We will define a subsequence {vk} of the sequence {um} by induction.
Let v0 = bn0 = um0 = 1 and assume that we have already constructed
the point vk = umk , k ≥ 0. Because the function f
∗∗(t), t ∈ I is
continuous and monotonic in some neighborhood of 0 and by using
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(4.9) we can chose a point umk+1 so close to zero that
0 < umk+1 <
vk
k
and
∫ vk
umk+1
vk−umk+1
f(vk
k
)
>
f ∗∗(vk)
f(vk
k
)
− 1.
We finish the induction by letting vk+1 := umk+1. We obtain that
lim
j→∞
E(f |V)(vk)
f(vk
k
)
=∞
and therefore E(f |V) /∈ Nf .
.. V , .. B, 0.11.5) : E(f |B) /∈ Nf , .. 4.1 .
✷
Remark 4.9. Similar to the proof of Proposition 4.8 we can show
that if a countable partition σ
(
(c
(n)
k , c
(n)
k−1]
)
n,k≥1
averages the principal
symmetric ideal Nf then
sup
n≥1,k≥0
f ∗∗(c(n)k )
f(c
(n)
k )
<∞.
Let F be a countable partition. A function f ∈ L1(I) is called F -
regular if the monotonic interval partition F∗ averages the principal
symmetric ideal Nf .
Let B = (bn) be an interval partition and let f, f = f ∗ ∈ L1(I).
Then we introduce
fB :=
∑
n≥1
f(bn−1) · 1(bn,bn−1] ; f
∗∗
B :=
∑
n≥1
f ∗∗(bn) · 1(bn,bn−1].
Now we can state Theorem 4.1 in the following way
Theorem 4.10. For an interval partition B and a function f, f =
f ∗ ∈ L1(I) the following three conditions are equivalent
1). The function f is B-regular;
2). f ∗∗B∗ ≃ f
∗
B∗ ;
3). f ∗∗B∗ ∈ Nf .
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It follows from (0.11.3) that these conditions are also equivalent to
the following one
4). f is B∗(2)-regular.
Lemma 4.11. Let f = f ∗ ∈ L1(I) and let F be a countable parti-
tion. The following conditions are equivalent
(a) f is F -regular.
(b)
E(Mf |F
∗) ⊆ Nf . (4.10)
Proof. The implication (b)⇒ (a) is obvious.
Assume (a). Then E(Nf |F∗) ⊆ Nf and by Theorem 5.6 4
NE(Mf |F∗) = NE(Nf |F∗) ⊆ NNf = Nf .
✷
Let f = f ∗ ∈ L1(I) and let Mf be the corresponding Marcinkiewicz
space. Let also M1f be the closure in the norm ‖ · ‖Mf of the symmetric
ideal Nf in the symmetric Banach space Mf .
Theorem 4.12. For an interval partition B, B = σ(Bn), Bn =
(bn, bn−1], n ≥ 1, b0 = 1 the following conditions are equivalent.
1) B averages the symmetric ideal Nf .
2) B averages the symmetric Banach space M1f .
.
Proof. 1)⇒ 2). Let g ∈ M1f , i.e. there is a sequence {gn}n≥1 ⊆ Nf
such that ‖gn−g‖Mf →n→∞ 0. Because the double stochastic projection
E(·|B) is a continuous operator on the Banach space (Mf , ‖ · ‖Mf ) we
have
lim
n→∞
‖E(g|B)− E(gn|B)‖Mf = 0.
In virtue of our conditions E(gn|B) ∈ Nf , n ≥ 1, and therefore
E(g|B) ∈ M1f .
4Here we refer the reader to a result that will appear only in the next Chapter, but
the proof of Theorem 5.6 does not depend on the current lemma.
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To prove the implication 2)⇒ 1) we will show that if B does not aver-
age the symmetric ideal Nf then B also does not average the symmetric
spaceM1f . (What follows is a modification of the proof of Theorem 4.1,
see also [5]).
Assume that B does not average Nf i.e. despite equality (4.1) we
have
lim sup
n→∞
f ∗∗(bn)
f(bn)
=∞.
Without loss of generality we can assume that b0 = 1, b1 =
1
2
. Let us
denote by {sm}m≥0 := {bnm} a subsequence of the sequence {bn} such
that 1 = s0 >
1
2
= s1 > s2 > ... > sm > ...; sm ↓ 0 and also
f ∗∗(1
2
)
f(1)
=: a1 < am :=
f ∗∗(sm)
f( sm
m
)
↑m↑∞ ∞.
Let us fix a ε > 0 and let m1 = 1, t1 = 2sm1 . On the interval [0,
1
2
] we
define the following function
Φ1(v) = [f(
sm1
m1
)(sm1 − v)]
−1
∫ sm1
v
f(u)du.
Clearly the function Φ1(v) is continuous, decreasing, and Φ1(0) = am1 .
There is an index m2 such that
sm2 ≤
sm1
4m1
, Φ1(2sm2) ≥ am1 − ε.
Let t2 = 2sm2 . Then
am1−ε ≤ Φ1(t2) = [f(
sm1
m1
)(sm1−t2)]
−1
∫ sm1
t2
f(u)du ≤ [f(
sm1
m1
)(sm1−t2)]
−1
∫ t1
t2
f(u)du.
Similarly we can construct indices {mi}
k
i=1 : 1 = t1 = 2sm1 > sm1 >
t2 = 2sm2 > ... > smk .
If Φk := [f(
smk
mk
)(smk − v)]
−1 ∫ smk
v
f(u)du, 0 ≤ v ≤ smk then the func-
tion Φk(v) is defined on [0, smk ], continuous, decreasing, and Φk(0) =
amk . Let tk := 2smk . By reasoning as above we can find an index mk+1
such that
i) smk+1 ≤
smk
4mk
; ii) smk − tk+1 < tk − smk ⇔ smk <
tk + tk+1
2
,
tk+1 := 2smk+1;
iii) amk − ε ≤ Φk(smk+1) ≤ [f(
smk
mk
)(smk − smk+1)]
−1
∫ smk
smk+1
f(u)du
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≤ [f(
smk
mk
)(smk − tk+1)]
−1
∫ tk
tk+1
f(u)du.
We are done with the construction of the sequence of indices {mk} .
It follows from i) that m−1k smk > tk+1. Therefore, in virtue of iii) we
have m−1k smk ∈ (tk+1, tk), k ≥ 1.
Also,
(smk − tk+1)
−1 ≤ 3(tk − tk+1)−1, k ≥ 1. (4.11)
Indeed, smk+1 ≤
smk
4mk
≤
smk
4
, k ≥ 1, 2smk − 2smk+1 ≤ 3smk − 6smk+1,
tk − tk+1 ≤ 3(smk − tk+1).
We will now define the interval partition T = σ(Tk) where Tk =
(tk+1, tk], k ≥ 1, and the averaging operator
E(f |T ) =
∑
k≥1
αk1(tk+1,tk], where αk =
1
tk − tk+1
∫ tk
tk+1
fdu, k ≥ 1.
It follows from the construction of indices smk , k ≥ 1 that
ck :=
αk
f(
smk
mk
)
→∞. (4.12)
We need to show that inf{‖E(f |T )− y‖Mf : y ∈ Nf} > 0. In virtue
of Lemma 0.16 and the equality E(f |T ) = (E(f |T ))∗ it is enough to
prove that inf{‖E(f |T )− y‖Mf : y = y
∗ ∈ Nf} > 0.
Let us fix an y = y∗ ∈ Nf and let k(y) be the smallest of all indices
k such that
vraisupt∈I
y(t)
f( t
mk
)
<∞,
where {mk} is the sequence of indices constructed above. Let
c := vraisupt∈I
y(t)
f( t
mk(y)
)
;
H(c) = {t ∈ I :
E(f |T )(t)
f( t
mk(y)
)
≥ 2c;
τk = λTk, ηk = λ(Tk ∩H(c)), k ≥ 1.
Let us now prove that there is an index k1 such that
ηk
τk
≥
1
2
. (4.13)
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if k > k1. Indeed, it follows from (4.11) that there is an index k0 that
for k > k0
ck =
αk
f(
smk
mk
)
=
E(f |T )(smk)
f(
smk
mk
)
≥ 2c.
Therefore if k > k1 := max[k0, k(y)] we have
E(f |T )(smk)
f(
smk
mk(y)
)
≥
E(f |T )(smk)
f(
smk
mk
)
≥ 2c.
Thus, smk ∈ H(c). From the monotonicity of f we conclude that
[smk , tk] ⊂ H(c) and therefore
ηk
τk
≥
tk − smk
tk − tk+1
≥
1
2
k > k1. That proves inequality (4.13).
We continue with the proof of the theorem. For any t ∈ H(c) we
have E(f |T )(t)−y(t) ≥ E(f |T )(t)−cf( t
nk(y)
) ≥ E(f |T )(t)−E(f |T )(t)
2
=
E(f |T )(t)
2
. Therefore,
‖E(f |T )−y‖Mf = sup
0<t≤1
∫ t
0
(E(f |T )− y)∗(u)du∫ t
0
f(u)du
≥
1
2
sup
0<t≤1
∫
(0,t)∩H(c) E(f |T )dλ∫ t
0
fdλ
.
(4.14)
Let k1 be an index such that (4.13) is fulfilled. Because ηk ≥
τk
2
for
k ≥ k1 it follows that∫
(0,tk1 )∩H(c)
E(f |T )dλ =
∞∑
k=k1
∫
Tk∩H(c)
E(f |T )dλ =
∑
k≥k1
αkηk ≥
≥
1
2
∞∑
k=k1
τk
∫
Tk
E(f |T )dλ
τk
=
1
2
∫ tk1
0
f(u)du.
By continuing inequality (4.14) we get
‖E(f |T )−y‖Mf ≥
1
2
sup
0<t≤1
∫
(0,t)∩H(c) E(f |T )dλ∫ t
0
fdλ
≥
1
2
∫
(0,tk1 )∩H(c)
E(f |T )dλ∫ tk1
0
f(u)du
≥
1
4
.
Thus, inf{‖E(f |T )− y‖Mf : y = y
∗ ∈ Nf} ≥ 14 .
Therefore the interval partition T does not average the symmetric space
M1f . Now notice that T is a multiple of the interval partition S :=
σ(smk) and the later is coarser than B. Applying Remark 0.11;3), 5)
we see that the interval partition B also does not average the symmetric
space M1f .
✷
60 A. A. Mekler
Chapter 5. On symmetric ideals generated by averaging
of principal symmetric ideals over countable partitions.
The results of this chapter are based on papers [16], [17], [19], [30], [31]
Theorems 5.10 - 5.12 provide conditions on an interval partition B
and a function f suffucient for the symmetric ideal NE(Nf |B) generated
by the image of a principal symmetric ideal Nf under the action of the
B-averaging operator, is itself a principal symmetric ideal.
Let F1 and F2 be at most countable partitions of I, and let B, B1,
and B2 be interval partitions. In the sequel we will need the following
simple lemma.
Lemma 5.1. Let X, X ⊆ L1(I), be a symmetric ideal. Then
1). If F1 ⊆ F2 then
NE(X|F1) ⊆ NE(X|F2) and
ME(X|F1) ⊆ME(X|F2);
2). If F1 ∼ F2 then
NE(X|F1) = NE(X|F2) and
ME(X|F1) =ME(X|F2);
3). If B1 ≃ B2 then
NE(X|B1) = NE(X|B2) and
ME(X|B1) =ME(X|B2);
4). NE(X|B) = NE(X|B(2)).
5). Let X∗ := {x∗ : x ∈ X}. Then for an arbitrary countable
partition F we have the inclusion(
NE(X∗|F∗)
)∗
⊂
(
NE(X|F)
)∗
.
✷
Let us recall the following notation from Chapter 4. If B = (bn) is
an interval partition and f = f ∗ is a monotonic function, then
fB :=
∑
n≥1
f(bn−1) · 1(bn,bn−1].
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Clearly fB = (fB)∗. It is also easy to see that
(f ∗)B ≤ E(f ∗|B) =
(
E(f ∗|B)
)∗
=
(
E(f ∗|B)
)
B
≤
(
E(f ∗|B)∗∗
)
B
≤
(
f ∗∗
)
B
.
(5.1)
Because it will not cause any ambiguity, we will denote the left and the
right part of (5.1) by f ∗B and f
∗∗
B , respectively.
Remark 5.2. We can rewrite the statement of Theorem 2.2 in the
form of the following inequality
f ∗∗B ≤
4
3
· f ∗∗B∗ , (5.2)
that is true for any f ∈ L1(I) and any interval partition B. Also recall
that 4
3
is the smallest possible constant in (5.2).
✷
Theorem 5.3. Let f ∈ L1(I) and B be an interval partition. Then
f ∗∗B = sup{E(f
∗|S) : interval partition S ⊆ B}. (5.3)
Proof. Let u be an arbitrary point in I and let S be an interval
partition such that S := (sn) ⊂ (bn) := B. Let n be such an index that
sn+1 < u ≤ sn. In view of (5.1) we have
E(f ∗|S)(u) = E(f ∗|S)(sn) ≤ f ∗∗(sn) = f ∗∗S (sn) = f
∗∗
B (sn) = f
∗∗
B (u),
and therefore the left part here is less or equal to the right part. To
prove the opposite inequality let us fix ε > 0 and a natural k such that
bk+1 < u ≤ bk. Let us now chose an m > k such that
(bk − bm)
−1
∫ bk
bm
f ∗dλ ≥ f ∗∗(bk)− ε.
Therefore, if Sε = (sn) is an interval partition coarser than B and such
that si = bk, si+1 = bm for some i ≥ 0 then
E(f ∗|S)(u) ≥ f ∗∗(bk)− ε,
Because ε is arbitrary small we are done.
✷
Theorem 5.4. Let F be a countable partition and f ∈ L1(I). Then.
1).
E(f |F)∗ ≤ 4/3 · f ∗∗F∗ . (5.4)
2). The constant 4/3 in (5.4) is the smallest possible one.
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Proof. From Proposition 0.6.1) we have E(f |F)∗ = E(f¯ |B) where
B ∼ F , f¯ ∼ f. By using the formulas (0.2), (5.1), (5.2), we obtain that
E(f |F)∗ = E(f¯ |B) ≤
(
E(f¯ |B)
)∗∗
B
≤
(
E(f ∗|B)
)∗∗
B
= f ∗∗B ≤ 4/3·f
∗∗
B∗ = 4/3·f
∗∗
F∗,
whence the first part of the theorem follows. To prove the second part
assume to the contrary that for any countable partition F and any
f ∈ L1(I) we have
E(f |F)∗ ≤ b · f ∗∗F∗ , (∗)
where 0 < b < 4/3. In virtue of 0.6.1) and 0.6.2) inequality (∗) is valid
for any interval partition S that is coarser than the interval partition
F∗. Combining it with Theorem 5.3 we see that f ∗∗B ≤ b · f
∗∗
F∗ for any
interval partition B that is equimeasurable with F∗. But that contra-
dicts Remark 5.2.
✷
From Theorem 5.4 and Lemma 0.14 follows
Corollary 5.5. For any countable partition F and any function
f ∈ L1(I) we have
NE(Nf |F) ⊆ Nf∗∗F∗ .
Theorem 5.6. For any countable partition F and any function
f ∈ L1(I) we have
NE(Nf |F) = NE(Mf |F).
Proof. The inclusion NE(Nf |F) ⊆ NE(Mf |F) follows from the inclusion
Nf ⊆ Mf . Because a majorant ideal is averaged by any σ-subalgebra
the inverse inclusion follows from the relation
E(Mf |F) ⊆ NE(Nf |F), (5.5)
which in its turn follows dirctly from Proposition 0.6.1), Lemma 3.7,
and Remark 0.11.1).
✷
Theorem 5.7. For any symmetric ideal X and for any countable
partition F it is true that F averages the symmetric ideal NE(X|F).
Proof. We will first assume that X = Nf where f ∈ L1(I). It is
enough to prove the inclusion
E(NE(Nf |F)|F) ⊆ NE(Nf |F).
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Because Nf ⊆Mf we have E(Nf |F) ⊆Mf and our statement follows
from (5.5).
Consider now the general case. From (0.9) and already considered
special case we obtain
E(NNE(X|F)|F) = E(
∑
x∈X
NE(Nx|F)|F) =
∑
x∈X
E(NE(Nx|F)|F) ⊆
⊆
∑
x∈X
NE(Nx|F) = NE(
∑
x∈X Nx|F) = NE(X|F).
✷
Corollary 5.8, [16]. Let X be a symmetric ideal and F be a verify-
ing partition (see Definition 6.1). Then MX = NE(X|F). In particular,
Mf = NE(Nf |F).
✷
Theorem 5.9. For any countable partition F and any function
f ∈ L1(I) we have
ME(Mf |F) =ME(Nf |F) =ME(f∗|F∗).
Proof. The first equality follows directly from Theorem 5.6. To
prove the second equalty notice that it follows from Proposition 0.6.1),
Remark 5.2, and formulas (0.13) and (0.2) that
ME(Mf |F) =
∑
f˜∼f, F˜∼F
ME(Mf˜ |F˜) =
=
∑
f˜∼f, int.part. B˜∼F
ME(Mf˜ |B˜) =
∑
int. part. B˜∼F
ME(Mf∗ |B˜) ⊆ME(f∗|F∗).
The converse inclusion is obvious.
✷
The symmetric ideal generted by the set E(Nf |F) (unlike the ma-
jorant ideal generated by the same set) is not always generated by the
function E(f ∗|F∗). In the next theorem we provide a criterion for it
to be true (compare with Theorem 1.13)).
Theorem 5.10 For any countable partition F and any function
f ∈ L1(I) the equality NE(Nf |F) = NE(f∗|F∗) is valid if and only if the
function E(f ∗|F∗) is F -regular (recall the definition after the proof of
Proposition 4.8 and Theorem 4.10).
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Proof. Assume the equality in the statement of the theorem. From
definition and from Theorem 5.7 follows that the function E(f ∗|F∗) is
F -regular.
Conversely, let the function E(f ∗|F∗) be F -regular. If for any f˜ ∼ f
and F˜ ∼ F we can prove that E(f˜ |F˜) ∈ NE(f∗|F∗) then, in virtue of
Lemma 0.14 we will obtain the inclusion NE(Nf |F) ⊆ NE(f∗|F∗). The
converse inclusion is trivial and the theorem will be proved.
From Proposition 0.6.1) and formulas (0.2), (5.1), and (5.2) we obtain
that for appropriately chosen f¯ ∼ f, int.part. B ∼ F we have
E(f˜ |F˜)∗ = E(f¯ |B) ≤ E(f¯ |B)∗∗B ≤ E(f
∗|B)∗∗B = f
∗∗
B ≤ 4/3 · f
∗∗
F∗ =
= 4/3 · E(f ∗|F∗)∗∗F∗ ≤ 4/3 ·Q · ρQE(f
∗|F∗),
where Q is the constant from (4.1). Thus, E(f˜ |F˜) ∈ NE(f∗|F∗).
✷
We will now state and prove the main results of this Chapter. In the
first two of the main theorems we provide criteria for the symmetric
ideal NE(Nf |F) (or, equivalently, for NE(Mf |F)) to be a principal sym-
metric ideal. In the last two theorems we investigate the connections
and analogies between properties of regularity and B-regularity of func-
tions from L1(I).
Theorem 5.11. For any countable partition F and any function
f ∈ L1(I) the following conditions are equivalent.
1). There exists a function g ∈ L1(I) such that NE(Nf |F) = Ng;
2). NE(Nf |F) = Nf∗∗F∗ ;
3). NE(Nf |F) = NE(f∗|F∗).
4). f ∗∗F∗ is an F -regular function;
5). Mf∗∗
F∗
=ME(f∗|F∗);
6). f ∗∗F∗ ∈Mf .
Proof. 1) ⇒ 2). If NE(Nf |F) = Ng then by Theorem 5.7 g is a
F -regular function, and therefore by Theorem 4.10 g∗∗F∗ ≃ g
∗
F∗. Also
notice that by Theorem 5.9 we have the equality Mg = ME(f∗|F∗)
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whence g∗∗ ≃ E(f ∗|F∗)∗∗, whence g∗∗F∗ ≃ f
∗∗
F∗ . Thus, g
∗ ≥ g∗F∗ ≃ f
∗∗
F∗ ,
and from it follows the inclusion Nf∗∗
F∗
⊆ Ng. The converse inclusion
follows from Theorem 5.4.
The implication 2)⇒ 1) us trivial.
2) ⇒ 3). By definition f ∗F∗ ≤ E(f
∗|F∗), and therefore NE(Nf |F) ⊆
NE(f∗|F∗). The converse inclusion is trivial.
The implication 3)⇒ 4) follows from Theorem 5.10 and the fact that
the functions E(f ∗|F∗) and f ∗∗F∗ are either both F -regular, or both - not.
4)⇒ 5). The functions f ∗∗F∗ E(f
∗|F∗)∗∗F∗ are identical, and therefore
by Theorem 4.10 (f ∗∗F∗)
∗∗
F∗ ≃ E(f
∗|F∗)∗∗F∗ ; together with the fact that
the functions E(f ∗|F∗) and f ∗∗F∗ have finite range relatively to F
∗ it
implies that (f ∗∗F∗)
∗∗ ≃ E(f ∗|F∗)∗∗, i.e. Mf∗∗
F∗
=ME(f∗|F∗).
5) ⇒ 6). Modulo the inclusion ME(f∗|F∗) ⊆ Mf this implication is
trivial.
6) ⇒ 2). The inclusion f ∗∗F∗ ∈ Mf can be written in the form f
∗∗
F∗ ∈
E(Mf |F∗). It follows from Theorem 5.6 and Lemma 5.1.2) that
Nf∗∗
F∗
⊆ NE(Mf |F∗) = NE(Nf |F∗) = NE(Nf |F).
The converse inclusion follows from Theorem 5.4.
✷
Theorem 5.12 Let f = f ∗ ∈ L1, B = B∗ = (bn) be some monotonic
interval partition. The following conditions are equivalent.
1. The function f is B-regular;
2. The function E(f |B) is B-regular.
3. The function f ∗∗B is B-regular.
4. NfB = Nf∗∗B ;
5. NE(Nf |B) = NE(f |B).
Remark It is worth noticing that if we put f = f ∗, F = B = B∗
then we can see that condition 3 of theorem 5.11 is identical to condition
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5 of Theorem 5.12, and therefore all the conditions in these theorems
are equivalent.
Proof of Theorem 5.12. 1.⇒ 2. For a B-regular function f in virtue
of (0.2) and (5.1) we have
E(f |B)∗∗B = f
∗∗
B ≃ fB ≤ E(f |B) = E(f |B)B ≤ E(f |B)
∗∗
B ,
and therefore the function E(f |B) is also B-regular.
2. ⇒ 3. If the function E(f |B) is B-regular then by Theorem 5.10
NE(Nf |B) = NE(f |B). Now we can apply parts 1 and 4 of Theorem 5.11
and conclude that the function f ∗∗B is B-regular.
3.⇒ 4. The implication follows immediately from Theorem 4.10.
4. ⇒ 1. This implication follows directly from the definition of B-
regularity (see also Theorem 4.10).
1. ⇒ 5. By Theorem 4.10 we have f ∗∗B∗ ≃ fB. Next we apply parts 2
- 4 of Theorem 5.11 to obtain that NE(Nf |B) ⊆ NE(f |B). The converse
inclusion is trivial.
5.⇒ 2. This implication follows directly from Theorem 5.11.
✷
One of our main results, Theorem 5.15 below, shows that the func-
tions g := f ∗∗F∗ and g
∗∗
B∗ are either both B-regular, or both not. It shows
again the analogy between the properties of regularity and B-regularity
(because the functions f and f ∗∗ by Corollary 1.5 are both regular or
both not). The following Theorem 5.13 underlines some reasons for
this analogy..
To state this theorem we assume that T = (tn) is an arbitrary inter-
val partition and define the following two functions of k, k ≥ 1:
̟T (k) := supn≥0
tn+k
tn
;
qT (k) = the number of points of the sequence {tn}∞n=0 on the diadic
interval Dk := (2
−k, 2−k+1].
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Theorem 5.13. The following conditions are equivalent.
i). There is a natural number m such that ̟T (m) < 1;
ii). The sequence {qT (k)}∞k=1 is bounded.
Proof. The implication ii) ⇒ i) is trivial. Indeed, let qT (k) ≤
Q, k ≥ 1 for some natural Q. Take m = 3Q and condition i) is clearly
satisfied.
Let us prove that i) ⇒ ii). In every interval Dk := (2−k, 2−k+1], k ≥
1 we will take its midpoint to get the intervals Dk|0, Dk|1, k ≥ 1.
At this point it is convenient to remark that if the sequence {qT (k)}∞k=1
is unbounded then, either for ω = 0 or for ω = 1, the sequence {mk}
where mk is the number of points of T on the interval Dk|ω, k ≥ 1, is
also unbounded.
Next we will half the intervals Dk|0, Dk|1, k ≥ 1 and denote the inter-
vals we obtain by Dk|0,0, Dk|0,1, Dk|1,0, Dk|1,1, k ≥ 1 every time choosing
between these intervals one that contains an infinite subset of points
from T . By continuing this procedure on step number i for every k ≥ 1
we obtain the intervals Dk|ω¯i where ω¯i = (ω1, ..., ωi) are the first i digits
of the binary representation of ω ∈ I.
By generalizing the remark we made above in the third paragraph
of the current proof we can claim that if the sequence {qT (k)}∞k=1 is
unbounded then we can find a sampling Dnk|ω¯i(nk) , k ≥ 1 such that the
sequence {rk} where rk is the number of points of T on the interval
Dnk|ωi(nk), k ≥ 1, is also unbounded.
Let us denote by
←−
t nk|ωi(nk) and
−→
t nk|ωi(nk) the extreme to the left
and the extreme to the right point of T on the interval Dnk|ωi(nk), k ≥
1, respectively. By rnk|ωi(nk) we denote the number of T -points be-
tween these two extreme points. Our construction guarantees that
lim supk→∞ rnk|ωi(nk) =∞ and therefore for any natural m we can find
rnk|ωi(nk) > m. On the other hand
←−
t nk|ωi(nk) and
−→
t nk|ωi(nk) are in the
same diadic interval Dnk|ωi(nk), k ≥ 1,
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where λ(Dnk|ωi(nk))k→∞ → 0. Therefore assuming that m < rnk|ωi(nk)
for the points tn+m, tn ∈ Dnk|ωi(nk) we have contrary to condition i) that
̟T (m) = sup
n≥0
tn+m
tn
≥ lim sup
k→∞
←−
t nk|ωi(nk)
−→
t nk|ωi(nk)
= 1.
The obtained contradiction proves the implication i) ⇒ ii) .
✷
Let us recall that (see Theorem 1.8) with the function f = f ∗ ∈ L1(I)
and the concave function ψ(t) :=
∫ t
0
fdλ, t ∈ I we connect the sequence
of natural numbers qψ(D)(k):
qψ(D)(k) = the number of points of the sequence {ψ(2−n)}∞n=0
on the interval Dk, k ≥ 1.
It follows from Lemma 1.10 (via Corollary 1.11) that f is regular if
and only if when the sequence of natural numbers qψ(D)(k) is bounded.
We will now obtain an analogous statement for B-regularity. In vitrue
of 0.11.4) instead of B we can consider the dyadic interval partition
B∗(2) := (2
−mn).
We define the following sequence
{qψ(B∗
(2)
)(k)}
∞
k=1 = the number of points of the sequence {ψ(2
−mn)}∞n=0
on the interval Dk, k ≥ 1.
Theorem 5.14. The function f ∗∗B∗ is B
∗-regular if and only if the
sequence of natural numbers {qψ(B∗
(2)
)(k)}
∞
k=1 is bounded.
Proof. Because f ∗∗B∗
(2)
=
(
E(f ∗|B∗(2))
)∗∗
B(2)
we can take as function f
the function E(f ∗|B∗(2)). It follows from Theorems 5.11, 5.13, and 5.1,
as well as from Remark 4.10.4 and from the fact that relatively to B∗(2)
the functions f ∗∗B∗
(2)
E(f ∗|B∗(2)) have finite range, that it is enough to
prove that the following two conditions are equivalent.
1). There exists a C > 1 such that∫ sn
0
f ∗∗S dλ ≤ C · ψ(sn), n ≥ 0;
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2). There are a natural p and a real γ, 0 < γ < 1 such that
ψ(sn+p) ≤ γ · ψ(sn), n ≥ 0, (5.6)
where S := (sn) denotes the interval partition B(2).
Let us prove that 2) implies 1). Inequality (5.6) can be written in
the form
ψ(sn+kp+i) ≤ γ
k · ψ(sn+i), n ≥ 0, k ≥ 0, i = 0, 1, ..., p− 1.
Whence, for any n ≥ 0 we obtain∫ sn
0
f ∗∗S dλ =
∫ sn
0
∞∑
k=n
f ∗∗(sk)1(sk+1,sk]dλ =
∞∑
k=0
p−1∑
i=0
f ∗∗(sn+kp+i)(sn+kp+i−sn+kp+i+1) ≤
≤
∞∑
k=0
γk
p−1∑
i=0
ψ(sn+i) ≤
p
1− γ
· ψ(sn).
It remains to take C = p
1−γ .
We will prove now that 1) implies 2). It follows from 1) that for any
natural n∫ sn+1
0
f ∗∗S dλ∫ sn
0
f ∗∗S dλ
= 1−
ψ(sn)∫ sn
0
f ∗∗S dλ
(1−
sn+1
sn
) ≤ 1−
1
2C
:= γ ∈ (0, 1).
Therefore, for any natural p we have the inequalities
ψ(sn+p) ≤
∫ sn+p
0
f ∗∗S dλ ≤ γ ·
∫ sn+p−1
0
f ∗∗S dλ ≤ ...
≤ γp ·
∫ sn
0
f ∗∗S dλ ≤ C · γ
p · ψ(sn).
It remains to chose a p such that C · γp < 1.
✷
In addition to being useful for verifying conditions of Theorem 5.11
Theorem 5.14 is of independent interest because it helps to construct
principal symmetric ideals that are averaged or not averaged by any
given diadic interval partition. We will use it later in proofs of Theo-
rems 6.8 and 6.4.
Theorem 5.15. Let F be an arbitrary countable partition and let
f be an arbitrary function in L1(I). The functions g := f ∗∗F∗ and g
∗∗
F∗
are either both F -regular or both not.
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Proof. The implication (g is F -regular)⇒ (g∗∗F∗ is F -regular) follows
directly from Theorem 4.10.2). Let us prove the converse implication.
Without loss of generality we can assume that F∗ = F∗(2) := (2
−mn)
(see Remark 0.11.3). Let ψ1(t) :=
∫ t
0
g∗∗F∗dλ; ψ2(t) :=
∫ t
0
gF∗dλ =∫ t
0
f ∗∗F∗dλ, t ∈ I. By Theorem 5.13 it is enough to show that if the se-
quence {qψ1(F∗(2))(k)}
∞
n=0 is bounded then the sequence {qψ2(F∗(2))(k)}
∞
n=0
is also bounded.
Assume to the contrary that
lim sup
k→∞
qψ2(F∗(2))(k) =∞, while lim sup
k→∞
qψ1(F∗(2))(k) ≤ K (5.7)
for some natural K. We can assume that K is so large that
2K2 + 1 ≤ 2K
2−1. (5.8)
For any n ≥ 0 we have∫ 2−mn
0
g∗∗F∗dλ =
∫ 2−mn
0
∑
i≥n
g∗∗(2−mi) · 1(2−mi+1 ,2−mi ] =
=
∑
i≥n
g∗∗(2−mi)(2−mi − 2−mi+1) =
∑
i≥n
(1− 2mi−mi+1)
∫ 2−mi
0
gdλ.
Because mi+1 −mi ≥ 1 for any i ≥ 0 we have
2−1 ≤ 1− 2mi−mi+1 ≤ 1, i ≥ 0,
and thus
2−1 ·
∑
i≥n
∫ 2−mi
0
gdλ ≤
∫ 2−mn
0
g∗∗F∗dλ ≤
∑
i≥n
∫ 2−mi
0
gdλ, n ≥ 0, (5.9)
In virtue of (5.7) there is an interval Dj = (2
−j, 2−j+1], j ≥ 1 that
contains at least K2 + 1 points of the sequence {
∫ 2−mn
0
gdλ}∞n=0. Let n
be a natural number such that
2−j+1 ≥
∫ 2−mn
0
gdλ ≥
∫ 2−mn+1
0
gdλ ≥ ... ≥
∫ 2−mn+K2
0
gdλ > 2−j.
(5.10)
It follows from Lemma 0.1, (5.9) and (5.10) that
1
2K2
≥
∫ 2−mn+K2
0
g∗∗F∗dλ∫ 2−mn
0
g∗∗F∗dλ
≥
1
2
·
∑
i≥n+K2
∫ 2−mi
0
gdλ∑
i≥n
∫ 2−mi
0
gdλ
=
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=
1
2
·
(
1−
∑n+K2−1
i=n
∫ 2−mi
0
gdλ∑
i≥n
∫ 2−mi
0
gdλ
)
=
1
2
· [1−
(
1+
∑
i≥n+K2
∫ 2−mi
0
gdλ∑n+K2−1
i=n
∫ 2−mi
0
gdλ
)−1
].
(5.11)
But, according to (5.9) and (5.10) we have
n+K2−1∑
i=n
∫ 2−mi
0
gdλ ≤ K2·2−j+1;
∑
i≥n+K2
∫ 2−mi
0
gdλ ≥
∫ 2−mn+K2
0
gdλ > 2−j.
Therefore it follows from (5.11) that
1
2K2
>
1
2
[1−
(
1 +
2−j
K2 · 2−j+1
)−1
] =
1
2
(1−
2K2
2K2 + 1
) =
1
2
·
1
2K2 + 1
Therefore 2K2 + 1 > 2K
2−1 in contradiction with (5.8). Theorem 5.15
is proved.
✷
Theorem 5.16. Let f = f ∗ ∈ L1(I), B = B∗. The equalities
NE(NE(Nf |B)|B) = NE(Nf |B) = NE(f |B) (5.12)
take place if and only if the function f is B-regular.
Proof. Let f be B-regular. Then the second of equalities (5.12) is
true by Theorem 5.12.5). We need to prove the first of equalities (5.12).
By Theorem 5.7 for any function f ∈ L1(I) the interval partition B
averages the symmetric ideal NE(Nf |B) and therefore
E(NE(Nf |B)|B) ⊆ NE(Nf |B).
Therefore by plugging in the left part of (5.12) NE(Nf |B) instead of
E(NE(Nf |B)|B) we obtain
NE(NE(Nf |B)|B) ⊆ NNE(Nf |B) = NE(Nf |B).
On the other hand, obviously E(E(Nf |B)|B) ⊆ E(NE(Nf |B)|B) and
therefore
E(f |B) ∈ E(Nf |B) = E(E(Nf |B)|B) ⊆ E(NE(Nf |B)|B) ⊆ NE(NE(Nf |B)|B).
Thus, the equality NE(NE(Nf |B)|B) = NE(Nf |B) is proved.
The converse: if we have the equalities (5.12) then the second of
them by Theorem 5.12.5) implies the B-regularity of f.
✷
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Chapter 6. Verifying and universal σ-subalgebras.
The results of this chapter are based on papers [16], [25], [32].
In this Chapter we begin the study of verifying σ-subalgebras of Λ,
i,e. such subalgebras that a symmetric ideal is majorant if it is invari-
ant under the action of just one operator - the averaging operator
corresponding to a verifying subalgebra. We also introduce the class
of universal σ-sublageras; for a subalgebra from this class the corre-
sponding averaging operator leaves invariant any symmetric ideal.
We will continue the study of verifying and universal σ-subalgebras
also in Chapters 7 and 8.
Theorem 3.2 states that if some ideal X, X ⊆ L1(I), is averaged by
any σ-subalgebra of λ then X is a majorant symmetric ideal. But, if a
single σ-subalgebra averages some symmetric ideal, it is in general not
enough to guarantee that it is a majorant ideal. This simple observa-
tion provides a rationale for the following definition.
Definition 6.1. A σ-subalgebra A is called a verifying σ-subalgebra
if from the fact that A averages a symmetric idealX follows that X is
a majorant ideal.
It is obvious that if a σ-subalgebra is equimeasurable with a verifying
one then it itself is verifying. It follows from Remark 0.11.3),4) that
a countable partition is verifying if and only if its diadic projection is
verifying, and also that if a countable partition is finer than a verify-
ing one (or equivalent to a finer countable partition) then it is itself a
verifying one.
It follows from Remark 0.10 that the notions of verifying and uni-
versal σ-subalgebras can be introduced for any continuous probability
space (Ω,Σ, µ) and that these two properties are invariant under the
relation of e-equivalence.
Theorem 6.1. Let (Ω,Σ, µ) be a continuous probability space. Let
A be a continuous σ-subalgebra of Σ such that A is complemented in
Σ and the complementary σ-subalgebra A⊥ is also continuous. Then
A is a verifying σ-subalgebra.
Proof. To avoid cumbersome notations we will assume that (Ω,Σ, µ) =
(I,Λ, λ)× (I,Λ, λ) is the unit square with the Lebesgue measure and
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that the σ-subalgebra A is generated by all Lebesgue measurable ver-
tical strips, i.e. by the sets of the form A × I where A ∈ Λ. The
arguments below can be repeated verbatim in the general case.
Notice that the operator of averaging by A acts as averaging of a
function f(t, s), f ∈ L1(I2) by the second variable:
E(f |A)(u, v) =
∫ 1
0
f(u, v)dv. (6.1)
Assume that A averages a symmetric ideal X ⊆ L1(I2) that is not
majorant:
E(X|A) ⊆ X. (6.2)
The symmetric ideal X˜ ⊆ L1(I) is
e
∼equivalent to X and therefore
also is not a majorant ideal. By Theorem 3.2 we can find an interval
partition of I, P˜ := σ(P˜n, n ≥ 1) and an x˜, x˜ ∈ X˜ such that
E(x˜|P˜) /∈ X˜. (6.3)
Without loss of generality we can assume that the function x˜ is an el-
ementary one and x˜n := x˜ · 1P˜n =
∑
i≥1 r
n
i · 1A˜ni where the sets A˜
n
i ⊆ I,
i 6= j, are pairwise disjoint, λ(A˜ni := α
n
i ) > 0, and
⋃
i≥1 A˜
n
i = P˜n, n ≥
1. Let αn := λ(P˜n), n ≥ 1 and let σ(P ni , i ≥ 1) be the countable par-
tition of I into pairwise disjoint intervals P˜ ni of the length
αni
αn
, i, n ≥ 1.
Such a partition exists by Proposition 0.4.
Let Pn := P˜n × I; P ni := P˜n × P˜
n
i , i, n ≥ 1. It is easy to see that for
any n ≥ 1 the functions xn := Σi≥1rni 1Pni and x˜n are equimeasurable,
whence the functions x˜ and x := Σn≥1xn are also equimeasurable, and
therefore x ∈ X . Denote by P the partition σ(Pn, n ≥ 1) of the unit
square. Applying formula (6.1) we come to a contradiction with (6.2),
namely, for x ∈ X we have
E(x|A) = E(x|P) ∼ E(x˜|P˜) /∈ X˜.
✷
Let us now discuss countable verifying partitions.
Lemma 6.3. For any p, 0 < p < 1 the interval partition B(p) := (pn)
is verifuying.
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Proof. We need to prove that if B(p) averages a symmetric ideal
X, X ⊆ L1(I,Λ, λ), then X is a majorant ideal.
Let us fix a ε > 0 and assume that y ≺ z ∈ X . Without loss of
generality we can assume that y is an elementary function. By formula
(0.2) we have y∗ ≃ E(ρpy∗|B(p)) and therefore it is enough to prove
that E(ρpy
∗|B(p)) ∈ X. But ρpy∗ ≺ ρpz∗ ∈ X , whence
∫ t
0
ρpy
∗dλ <∫ t
0
x∗, t ∈ I where x∗ := ρpz∗ + ε · 1 ∈ X. It follows from Lemma 3.7
that there is a function x˜ equimeasurable with x∗ (whence x˜ ∈ X) and
such that E(ρpy
∗|B(p)) ≤ E(x˜|B(p)) ∈ X.
✷
Theorem 6.4. Let T = (tn) be an interval partition belonging to
the stochastic vector ~a = (an). For T to be verifying it is sufficient
and, when ~a is monotonic, also necessary that
sup
n≥1
an∑
k>n ak
(
= sup
n≥1
tn−1 − tn
tn
)
<∞,
or equivalently, sup
n≥1
tn−1
tn
<∞. (6.4)
To prove Theorem 6.4 we will need the following lemma.
Lemma 6.5. Condition (6.4) is satisfied if and only if there is a real
number p, 0 < p < 1 such that every interval B
(p)
n = (pn, pn−1], n ≥ 1,
of the interval partition Bp contains at least one point of the sequence
{tn}.
Proof. Necessity. Assume that for any p, p = 2−ν
2
, ν = 1, 2, ..., there
us an interval B
(2ν
2
)
m that does not contain a single point of the sequence
{tn}. Let us denote by tνn−1 and t
ν
n points of the sequence {tn} that are
the closest to this interval from the right and, respectively, from the left.
Then lim supn→∞
tn−1
tn
≥ lim supν→∞
2−(ν−1)
2
2−ν2
= lim supν→∞ 2
2ν−1 = ∞,
in contradiction with (6.4).
Sufficience. Let p, 0 < p < 1 be such a real number that every
interval B
(p)
n = (pn, pn−1], n ≥ 1, of the interval partition Bp contains
at least one point of the sequence {tn}. Let tk be an arbitrary point of
the sequence {tn}. We have to consider two cases.
1) tk, tk−1 ∈ B
(p)
n . Then
tk−1
tk
≤ p
n−1
pn
= p <∞. 2). tk ∈ B
(p)
n+1, tk−1 ∈
B
(p)
n . Then
tk−1
tk
≤ p
n−1
pn+1
= p−2
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Thus, in both cases condition (6.4) is satisfied.
✷
Proof of Theorem 6.4. Sufficiency. Let C be the left part of (6.4)
and let p = (C + 1)−1. From the sequence {tn} we will remove all the
points that are contained in the intervals B
(p)
2n−1, while in the intervals
B
(p)
2n we will leave only one point of this sequence in each such interval,
n ≥ 1. The remaining points we will organize in the sequence {t′n} in
decreasing order on I assuming that t′0 = 1.
By Proposition 0.6 it is enough to prove that the interval partition
T ′ := (t′n) is verifying. By Lemma 6.3 every partition that belongs
to the stochastic vector ~p2 = (p
2n) (multiplied by K := p−2 − 1) is
verifying. Therefore, if X is a symmetric but not a majorant ideal
then by Remark 0.11.4) there is x ∈ X such that
x = x · 1⋃
n≥1 B
(p2)
2n−1
and
∑
n≥1
[λ(B
(p2)
2n−1)]
−1
∫
B
(p2)
2n−1
x · dλ1
B
(p2)
2n−1
/∈ X.
From our choice of the sequence {t′n} and the element x we have
E(x|T ′) = K
∑
n≥0
1
t′n − t
′
n+1
∫ t′n
t′n+1
x · dλ · 1(t′n+1,t′n] ≥
≥ Kρp−2
(∑
n≥1
[λ(B
(p2)
2n−1)]
−1
∫
B
(p2)
2n−1
x · dλ1
B
(p2)
2n−1
)
/∈ X,
and the sufficiency is proved.
Necessity. Assume that interval partition T = (tn) belongs to the
monotonic stochastic vector ~a = (an) and does not satisfy condition
(6.4). Our goal is to construct a function f = f ∗ ∈ L1(I) such that
the symmetric ideal Nf would be not majorant but at the same time
would be averaged by T .
By Remark 0.11.3) without loss of generality we can instead of the in-
terval partition T consider its diadic projection, T(2) := (2
−mn), where
0 = m0 < m1 < ... < mn < ... and by assumption lim supn→∞(mn+1 −
mn) =∞.
Let us consider the sequence of natural numbers {qn}, qn = mn+1−
mn, n ≥ 1, and let q
′
mn = 1, q
′
mn+1 = qmn+1 + qmn − 1, q
′
k = qk if k 6=
76 A. A. Mekler
mn, k 6= mn + 1, n ≥ 1.
The subsequence {q′mn} of the unbounded sequence of naturals {q
′
n}
is by construction bounded: q′mn = 1. By using the sequence {q
′
n} we
will construct a non-increasing function f by the rules U1) − U4) of
Lemma 1.9. Lemma 1.10 shows that f is not regular and therefore the
symmetric ideal Nf is not majorant. At the same time, by Theorem
5.14 T(2) averages the symmetric ideal Nf .
✷
Remark 6.6. 1. In the necessity part of Theorem 6.4 we cannot
drop the condition that the stochastic vector ~a is monotonic. Indeed,
for any stochastic vector there is a permutation of its coordinates such
that the obtained stochastic vector would not satisfy condition (6.4).
2. From Theorem 6.4 and Proposition 0.6 we can easily obtain the
following statement.
For an interval partition F to be verifying it is necessary and suffi-
cient that for any f ∈ L1(I)
E(f ∗|F∗) ≃ f ∗.
Corollary 6.7. For any interval partition B = (bn) there is a finer
verifying interval partition.
Proof. For a positive v let [v] := integral part v + 1, 0 < v
[v]
< 1.
Denote by ~β = (βn) the stochastic vector to which B belongs. We will
construct an interval partition A = (an) that belongs to the stochastic
vector ~α = (αn), and such that
∑
k>n αk = an, n ≥ 1 and then we will
use the criterion (6.4).
Let
a0 := 1, a1 := 1−
β1
[β1
b1
]
, ..., a
[
β1
b1
]
:= 1− [
β1
b1
] ·
β1
[β1
b1
]
= 1− β1 = b1;
a
[
β1
b1
]+1
:= b1 −
β2
[β2
b2
]
, ..., a
[
β1
b1
]+[
β2
b2
]
:= b1 − [
β2
b2
] ·
β2
[β2
b2
]
:= b1 − β2 = b2, ...
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a
[
β1
b1
]+[
β2
b2
]+...+[
βm−1
bm−1
]+1
:= bm−1 −
βm
[βm
bm
]
, ..., a
[
β1
b1
]+[
β2
b2
]+...+[
βm−1
bm−1
]+[βm
bm
]
:=
bm−1 − [
βm
bm
] ·
βm
[βm
bm
]
= bm−1 − βm = bm, ...
Because the interval partition A = (an) has points inside each inter-
val Bk, k ≥ 1, of the partition B, it is finer than B. Notice also that
0 < supm≥1
αm
am
≤ supn≥1
βn
[
βn
bn
]
bn
≤ 1. Thus condition (6.4) is satisfied and
therefore A is a verifying partition.
✷
The rest of this Chapter is devoted to universal σ-subalgebras.
Theorem. (Abramovich - Lozanovsky) Let A, A ⊆ Λ, be a σ-
subalgebra of Λ. The following conditions are equivalent. 1. A aver-
ages any ideal X ⊆ L1(I). 2. A is a finite partition of I.
We provide the proof of this theorem in Appendix (see also [16]).
Currently we are interested in σ-subalgebras averaging an arbitrary
symmetric ideal.
Definition 6.2.
1. A σ-subalgebra A of Λ is called universal if it averages any sym-
metric ideal X ⊆ L1(I).
2. A σ-subalgebra A in Λ is called strongly universal if it is universal
and the averaging operator E(·|A) acts on any Banach symmetric ideal
(X, ‖ · ‖X) as a contractive projection, ‖E(·|A)‖X ≤ 1.
If two σ-subalgebras are equimeasurable then they are either both
universal or both not. Therefore to verify that a countable partition is
universal it is enough to check it for an equimeasurable interval parti-
tion.
It follows from Definitions 6.1 and 6.2 that no σ-subalgebra can be
at the same time universal and verifying.
Using Theorems 4.1 and 6.4 it is not difficult to construct an exam-
ple of a countable partition that is neither universal nor verifying (see
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also Theorem 6.8 below).
It is woth noticing that if a σ-subalgebra A is coarser than some
universal one, then it itself is a universal σ-subalgebra.
Trivial examples of universal σ-subalgebras are provided by finite
partitions. Independent complements of finite partitions (as follows
from considered in the next Chapter formula (7.1)) provide examples
of continuous universal σ-subalgebras.
Theorem 6.8. No countable partition B can be universal.
Proof. If B is a verifying interval partition then it cannot be universal
because it does not average non-majorant symmetric ideals. Assume
that B is a non-verifying interval partition. We will construct a func-
tion f = f ∗ ∈ L1(I) such that Nf is not averaged by B. To construct
f we will use reasons similar to the ones in the proof of necessity in
Theorem 6.4.
As in that proof we can assume that B is a diadic interval partition,
B = (2−mn) where (according to (6.4)) 0 = m1 < m2 < ... < mn <
..., lim supn→∞mn+1 −mn =∞.
Let us consider the sequence of natural numbers, {qn}, qn = mn+1−
mn, n ≥ 1, and let q
′
mn = qmn + qmn+1, q
′
k = qk k 6= mn, n ≥ 1. Thus,
lim supn→∞ q
′
mn =∞.
By the sequence {q′n} we construct the non-increasing function f
using rules U1) − U4) of Lemma 1.9. The subsequence {q′mn} is not
bounded and therefore by Theorem 5.14 the interval partition B does
not average the symmetric ideal Nf .
✷
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Chapter 7. Independent complement of an interval partition.
The results of this chapter are based on paper [16].
In this Chapter we study the independent complement B⊥ of the in-
terval partition B, and the action of the averaging operator E(·|B⊥).
Our results can be applied to arbitrary countable partitions.
Throughout this Chapter B = σ(Bn = (bn, bn−1], 1 = b0 > b1 > ... >
bn ↓n↑∞ 0 will denote an interval partition of interval I, ~β = (βn), βn =
bn−1 − bn, n ≥ 1, will denote the stochastic vector corresponding to
B, and B⊥ will denote the independent complement of B which always
exists, [35]. The constructions we use for representation B⊥ are analo-
gous to the ones used in [16].
In the sequel for any subset C of the real line R and for any r, a ∈ R
we denote a+ r · C := {a+ r · c, c ∈ C}.
For each n ≥ 1 define the linear function ϕn : Bn 7→ I and its inverse
function ϕ−1n : I 7→ Bn putting
ϕn(t) =
t− bn
βn
, ϕ−1n (s) = bn + βn · s.
Now define the B-digit function ν : I 7→ N and superposition ϕ : I 7→ I
as follows.
ν(t) :=
∑
n≥1
n1Bn(t); ϕ(t) := ϕν(t)(t).
Note that both of the functions ν and ϕ are not one-to-one maps of I
onto N and onto I, respectively, namely ν−1(n) = Bn for every n, n ≥
1, whereas for the piecewise linear function ϕ we have
ϕ−1(s) =
⋃
n≥1
{ϕ−1n (s)} = {bn + βn · s}n≥1 (7.1)
for every s, s ∈ I. The former equality justifies notation
ϕ−1(A) :=
⋃
n≥1
{ϕ−1n (A)} =
⋃
n≥1
{bn + βn · A}, A ∈ Λ. (7.2)
Moreover the identity
t = ϕ−1ν(t)
(
ϕ(t)
)
, t ∈ I, (7.3)
is fulfilled by definition.
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Lemma 7.1. The identity
f(t) = f
(
ϕ−1ν(t)(ϕ(t))
)
= f(bν(t) + βν(t) · ϕ(t)), t ∈ I, (7.4)
is fulfilled for each f ∈ L0(I,Λ, λ).
Lemma 7.2. ϕ is a measure endomorphism of the probabilistic
space (I,Λ, λ) onto itself.
Proof. By formula (7.2)
λ
(
ϕ−1((a, b))
)
= λ
(⋃
n≥1(bn + βna, bn + βnb)
)
= λ
(
a, b)
)
for every a, b, 0 < a ≤ b ≤ 1. The conclusion of Lemma 7.2 follows
now by means of standard measure-theoretic arguments.
✷
Theorem 7.3.
(1) The preimage
B⊥ := ϕ−1(Λ)
is a non-atomic σ-subalgebra of Λ. Moreover, measure space
(I,B⊥, λ|B⊥) is isomorphic to (I,Λ, λ).
(2) A function f, f ∈ L0(I,Λ, λ), is equimeasurable with function
f ◦ϕ ∈ L0(I,B⊥, λ|B⊥).Moreover, on I the conditions are equiv-
alent as follows.
i). f ∈ L1(I,B⊥, λ);
ii). f = f ◦ ϕ;
iii). f(t) = f(bn + βn · t) = f(bm + βm · t), m, n ≥ 1, t ∈ I.
Proof. Part (1) and the first assertion in part (2) follow immedi-
ately from Lemma 7.2. If ii) is fulfilled then the function f is ϕ−1(Λ)-
measurable since it is evidently true for the function f ◦ ϕ. Conversely
suppose that a countable valued function f ∈ L0(I,Λ, λ) is ϕ−1(Λ)-
measurable i.e. f =
∑
n≥1 rn1Cn(t) ∈ L
1(I,B⊥, λ) where Cn ∈ B⊥, n ≥
1. Then by part 1 of the present theorem we have Cn = ϕ
−1(Dn) for
some Dn ∈ Λ, n ≥ 1, hence ϕ(Cn) = Dn, n ≥ 1 and f(ϕ−1(s)) =∑
n≥1 rn1Dn(s), s ∈ I. That means f(t) = rn iff f ◦ϕ
−1(s) = rn, n ≥ 1,
or equivalently f = f ◦ ϕ.
Now in the case of an arbitrary ϕ−1(Λ)-measurable function f ∈ L1(I,Λ, λ)
it is enough to approximate f uniformly by countable valued functions.
We have proved that i) ⇔ ii). Assume ii). Then by formula (7.4) for
each n ≥ 1 we have f(bn+βn·t) = f(bn+βn·ϕ(t)) = f(bn+βn·ϕ1Bn(t) =
f(t) and one obtains the same with m ≥ 1 instead of n. Therefore ii)
implies iii). Conversely if iii) is fulfilled then by formula (7.3) for any
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t ∈ I we have (f ◦ ϕ)(t) = f(ϕ−1ν(t)(ϕ(t))) = f(t), i.e. iii) implies ii).
✷
Theorem 7.4. σ-subalgebras B and B⊥ are mutually independent
and mutually complement in Λ.
Proof. Omitting the routine details we give a sketch of proof that
(1) B and B⊥ are independent and
(2) Taken together σ-subalgebras B and B⊥ generate Λ.
(1). Each A ∈ B is obviously a countable union of sets of the form
Bn, n ≥ 1. Suppose at first A = Bn0 , n0 ≥ 1, and take us an arbitrary
B ∈ B⊥. By definition there exists C, C ∈ Λ, such that B = ϕ−1(C) =
{bn + C · βn}n≥1 so that λ(Bn0 ∩ B) = λ(Bn0 ∩ {bn0 + C · βn0}) =
βn0 ·λ(C) = λ(Bn0) ·λ(C) = λ(Bn0) ·λ(B). Now (1) follows in a routine
way.
(2). Let Λ ∋ A ⊂ Bn0 for some n0 ≥ 1. Put B = A − bn0 so that
A = bn0 + B where by our assumption we have λ(B) = λ(A) ≤ βn0.
Put C = 1
βn0
· B ∈ Λ. By definition A = ϕ−1(C) ∩ Bn0 ∈ σ(B ∪ B
⊥).
Now (2) follows easily by passing from the considered case to the case
of an arbitrary union of the sets of the form {Bn, n ≥ 1}.
✷
Theorem 7.5. The operator∑
n≥1
βnf(bn + βn · t), t ∈ I. (7.5)
maps the space L1(I,Λ, λ) onto its subspace L1(I,B⊥, λ) and is an av-
eraged operator E(·|B⊥) with respect to σ-subalgebra B⊥.
Proof. First let us show that the two identities f(t) = (f ◦ ϕ)(t)
and
∑
n≥1 βnf(bn + βn · t) = f(t), t ∈ I, are equivalent. Suppose the
first one is true. Then we have∑
n≥1
βnf(bn + βn · t) =
∑
n≥1
βnf
(
bn + βn · ϕ(t)
)
=
=
∑
n≥1
βnf
(
ϕ−1n (ϕ(t)
)
=
∑
n≥1
βnf(t) = f(t), t ∈ I, (7.6)
where the second equality follows from formula (7.4).
Considering formula (7.6) in the reversed order we obtain the con-
verse implication.
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Theorem 7.3 shows that the sum in formula (7.5) is an idempo-
tent linear operator acting from the space L1(I,Λ, λ) onto its subspace
L1(I,B⊥, λ|B⊥). Moreover, obviously the image of 1 is 1. Besides using
change of variable t = ϕ−1n (s), n ≥ 1, we obtain similarly to formula
(7.6)
∫ 1
0
∑
n≥1
βnf(bn + βn · t)dt =
∑
n≥1
β−1n
∫ 1
0
βnf(ϕ
−1
n (s))ds =
∫ 1
0
f(t)dt.
Therefore
∑
n≥1 βnf(bn+βn · t) is an averaging operator E(f |B
⊥) with
respect to the σ-subalgebra B⊥ of the σ-algebra Λ, see [2, Theorem
5.45, p.218].
✷
Remark 7.6. Let us list some properties of the operator E(·|B⊥)
that follow directly from its definition.
1. It follows from Remark 7.2.2 that for any function f ∈ L1(I,B⊥, λ|B⊥)
we have
E(f |B⊥)(t) =
∑
i≥1
βi ·f(bi+βi ·t) =
∑
i≥1
βi ·(f ◦ϕ◦ϕ
−1
i )(t) = f(t), t ∈ I.
Therefore, E(L1(I)|B⊥) = L1(I,B⊥, λ|B⊥). (We have to distinguish
between E(·|B⊥) as an operator from L1(I) into L1(I) and E(·|B⊥) as
an operator from L1(I) onto L1(I,B⊥, λ|B⊥)).
2. For any f ∈ L1(I) it follows from the equivalence ii) ⇔ iii) of
Theorem 7.3 that
E(f ◦ ϕ|B) =
∫ 1
0
fdλ.
Similarly we obtain that
E
(
E(f |B⊥)|B
)
= E
(
E(f |B)|B⊥
)
=
∫ 1
0
fdλ.
3. As E(·|B⊥) is a double stochastic projection then for any f ∈
L1(I)
E(f |B⊥)∗∗ ≤ f ∗∗.
Moreover, we have (
E(f ∗|B⊥)
)∗∗
= E(f ∗∗|B⊥). (7.7)
Conditional expectations and interpolation of linear operators 83
Indeed,(
E(f ∗|B⊥)
)∗∗
(t) =
(∑
n≥1
βnf
∗(bn+βnt)
)∗∗
(t) =
1
s
∫ s
0
∑
n≥1
βnf
∗(bn+βnt)ds =
=
∑
n≥1
βn
1
s
∫ s
0
f ∗(bn + βnt)ds =
∑
n≥1
βnf
∗∗(bn + βnt) = E(f ∗∗|B⊥)(t).
✷
Averaging operators are defined only for integrable functions and
therefore the right part of (7.7) is undefined if the function f ∗∗ is not
integrable. In this case we understand the expression E(f ∗∗|B⊥) as the
sum
∑
n≥1 βnf
∗∗(bn + βnt).
✷
In the sequel for aW ⊆ L1(I) we denote byE(W|B) the set {E(w|B) :
w ∈ W}.
Lemma 7.7. For the operator E(·|B⊥) and for any f ∈ L1(I) and
0 < a ≤ 1 we have the equality
E(ρaf |B
⊥)(t) = ρaE(f |B⊥)(t), t, a ∈ I. (7.8)
Proof. By the definition of compressing-dilating operators we have
E(ρaf |B
⊥)(t) =
∑
n≥1
βn ·ρaf(bn+βn · t) =
∑
n≥1
βn ·f(bn+βn ·a · t), t ∈ I.
ρaE(f |B
⊥)(t) = E(f |B⊥)(a · t) =
∑
n≥1
βn · f(bn + βn · a · t), t ∈ I.
✷
Theorem 7.8. Let f ∈ L1(I), B = B∗. ThenNE(Nf |B⊥) is a principal
symmetric ideal in L1(I):
NE(Nf |B⊥) = NE(f∗|B⊥). (7.9)
Proof. All we need to do is to prove the inclusion E(Nf |B⊥) ⊆ NE(f∗|B⊥),
which is equivalent to the inclusion of the left part of (7.9) into its right
part, because the converse inclusion in (7.9) is trivial.
Assume that g ∈ E(Nf |B⊥), i.e. g = E(f˜ |B⊥), f˜ ∈ Nf . It follows
from (7.
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the fact the sequence (βn) and the function f˜
∗ are not monotonically
increasing that
g(t) =
∑
n≥1
βn · f˜(bn + βn · t) ≤
≤
∑
n≥1
βn · f˜
∗(bn + βn · t), t ∈ I.
We can find C,C > 1, and a, 0 < a < 1, such that f˜ ∗ ≤ C · ρaf ∗ and
therefore in virtue of (7.5) we have
g∗(t) ≤ C·
∑
n≥1
βn·ρaf
∗(bn+βn·t) = C·E(ρaf ∗|B⊥) = C·ρaE(f ∗|B⊥)(t), t ∈ I,
i.e.
(
E(f˜ |B⊥)
)∗
∈ NE(f∗|B⊥). That proves the inclusion NE(Nf |B⊥) ⊆
NE(f∗|B⊥) .
✷
Remark 7.9. It follows from Remark 7.6.1 that (B⊥)NE(f∗|B⊥) =
L1(I,Λ, λ|B⊥)∩NE(f∗|B⊥) and a similar equality is valid for the left part
of (7.6). Therefore it follows from Theorem 7.5 that
(B⊥)NE(Nf |B⊥) = (B
⊥)NE(f∗|B⊥).
✷
We will now develop some techniques that we will use in the se-
quel; in particular, in the proof of Theorem 7.11 below. Let B be
an interval partition. We construct by induction the B-adic repre-
sentation of points of the interval I. The original interval par-
tition, B we will denote B(0) = σ(B(0)n := (b
(0)
n , b
(0)
n−1]) and will call
it the partition of rank 0. Its stochastic vector will be denoted by
β(0) := [β
(0)
n ]; β
(0)
n := b
(0)
n−1 − b
(0)
n > 0, n ≥ 1;
∑
n≥1 β
(0)
n = 1.
Let us fix some point u ∈ (0, 1] and denote by B(0)i0 (u) the interval of
the interval partition B(0) that contains u. We will call i0 the zero digit
of the B-adic representation of point u.
Assume that for some k ≥ 1 the (k − 1)th digit of B-adic repre-
sentation of point u is defined, i.e. the interval partition of rank
(k − 1), B(k−1) is constructed. We construct the interval partition
of rank k, B(k) = ϕ(B(k−1)) := σ(B(k)i0,...,ik := (bi0,...ik−1,ik , bi0,...,ik−1,ik−1]),
by partitioning from the right to the left every interval of the pre-
vious rank B
(k−1)
i0,...,ik−1
= (b
(k−1)
i0,...,ik−1
, b
(k−1)
i0,...,ik−1−1] using the sequence of
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points b
(k)
i0,...,ik−1,ik
:= b
(k)
i0,...,ik−1,ik−1−1 −
∏k
ν=0 βiν if ik > 1; b
(k)
i0,...,ik−1,0
:=
b
(k−1)
i0,...,ik−1−1.
Notice that the stochastic vector of the countable partition B(k) is
[
∏k
ν=0 βiν ] ∈ [β
(0)
n ]k.
If the point u is in B
(k)
i0,...,ik
then, denoting this interval by B
(k)
i0,...,ik
(u),
we will call the number ik the k
th digit of the B-adic representation
of point u. Thus we have the one-to-one correspondence between the
point u ∈ I and the infinite sequence u↔ {i0(u), ..., ik(u), ...} of digits
of its B-adic representation.
Lemma 7.10. 1). The following equalities are valid
B(k) = B ◦ ϕ(k), k ≥ 0, (7.10)
where ϕ(k) := ϕ ◦ ϕ ◦ · · · ◦ ϕ︸ ︷︷ ︸
k
.
2). For any symmetric ideals X and Y in L1(I) and any k ≥ 1 we
have the equivalence
E(X ◦ ϕ(k−1)|B(k−1)) ⊆ Y ⇔ E(X|B(k−1)) ⊆ Y,
implying another equivalence
E(X|B) ⊆ Y ⇔ E(X|B(k−1)) ⊆ Y, (7.11)
3). The σ-subalgebra B := σ(
⋃
k≥0 B
(k)) of σ-algebra Λ, generated by
all the countable partitions B(k), k ≥ 0, coincides with Λ.
Proof. 1). Follows directly from the definitions of B(k), k ≥ 0, and ϕ.
2) Because ϕ(k−1) is an endomorphism the symmetric ideals X and
X ◦ ϕ(k−1) are e∼equivalent for k ≥ 1. Therefore the equivalences in
2) follow from the fact that Y is a symmetric ideal and Remark 0.11.1).
3). Every point u ∈ I is the intersection of decreasing by inclusion
sequence of containing it intervals of rank k with diameters
∏k
ν=0 βiν ,
i.e., u =
⋂∞
k=0B
(k)
i0,...,ik
(u). Let us denote by RI the set of all rational
points of the interval I and let us fix an open interval (c, d) ⊆ I. For ev-
ery rational point from this interval: rn : rn ∈ RI := {rj}j≥1, let K(rn)
be the smallest rank of the intervals from the sequence {B(k)i0,...,ik(rn)}k≥1
that are subsets of (c, d). let u be an arbitrary point from (c, d) and
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let u = limn(u)→∞ rn(u). Clearly
(c, d) =
⋃
rn(u)∈RI
B
(K(rn(u)))
i0,...,iK(rn(u))
∈ B.
It remains to apply the standard scheme of transaltion of the Lebesgue
measure λ from open intervals to I.
✷
Let us fix a natural k. Every function z = z(t) ∈ L1(I,B(k), λ), k >
0, can be written in the form
∑
i0,i1,...,ik≥1 ri0,i1,...,ik1B(k)i0,i1,...,ik
(t). Re-
turning to the original notation B = σ(Bj = (bj, bj−1], b0 = 1, βj =
bj−1 − bj , j ≥ 1), for any t ∈ I by definition (7.5) we have
E(z|B⊥)(t) =
∑
j≥1
βj ·z(bj+βj ·t) =
∑
j≥1
βj ·
∑
i0,i1,...,ik≥1
ri0,i1,...,ik·1B(k)i0,i1,...,ik (t)
(bj+βj·t).
Notice that if j 6= i0 then 1B(k)i0,i1,...,ik (t)
(bj +βj · t) = 0. Therefore we can
continue the previous equality as
=
∑
i0,i1,...,ik≥1
βi0 · ri0,i1,...,ik · 1B(k)i0,i1,...,ik (t)
(bi0 + βi0 · t). (7.12)
Taking into consideration that 1
B
(k)
i0,i1,...,ik
(bi0+βi0 ·t) = 1⇔ (bi0+βi0 ·t) ∈
B
(k)
i0,i1,...,ik
and that ri0,i1,...,ik =
1∏k
ν=0 βiν
·
∫
B
(k)
i0,i1,...,ik
(t)
zdλ we see that the
sum in (7.12) is equal to
=
∑
i0,i1,...,ik≥1
βi0∏k
ν=0 βiν
·
∫
B
(k)
i0,i1,...,ik
(t)
zdλ · 1
B
(k)
i0,i1,...,ik
(t) =
=
∑
i1,i2,...,ik≥1
1∏k
ν=1 βiν
∑
i0≥1
∫
B
(k)
i0,i1,...,ik
(t)
zdλ · 1
B
(k)
i0,i1,...,ik
(t)
(t) =
=
∑
i1,i2,...,ik≥1
1∏k
ν=1 βiν
∫
⋃
i0≥1
B
(k)
i0,i1,...,ik
(t)
zdλ · 1
B
(k)
i0,i1,...,ik
(t)
(t) =
=
∑
i1,...,ik≥1
1
λ(Hi1,...,ik)
∫
Hi1,...,ik
zdλ · 1Hi1,...,ik (t),
where the setsHi1,...,ik :=
⋃
i0≥1Bi0,i1,...,ik as well as the sets B
(k)
i0,i1,...,ik
are
pairwise disjoint, and also λ(Hi1,...,ik) =
∑
i0≥1 λ(Bi0,i1,...,ik) =
∑
i0≥1
∏k
ν=0 βiν =∏k
ν=1 βiν . Next, because
∑
i1,...,ik≥1
∏k
ν=1 βiν =
∏k
ν=1
∑
iν≥1 βiν = 1, we
conclude that
E
(
E(z|B(k))|B⊥
)
(t) = E(z|Hi1,...,ik)(t), t ∈ I, (7.13)
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where the countable partitions Hi1,...,ik = σ(Hi1,...,ik , i1, ..., ik ≥ 1)
B(k−1), belong to the same stochastic vector βk = [
∏k
ν=1 βiν ] and are
equimeasurable, Hi1,...,ik ∼ B
(k−1). By 0.6.3) for any x ∈ L1(I) and for
an appropriate y ∈ L1(I), y ∼ x, we have
E
(
E(x|B(k))|B⊥
)
= E(x|Hi1,...,ik) ∼ E(y|B
(k−1)). (7.14)
Thus, for any two symmetric ideals X, Y ⊆ L1(I)
E
(
E(X|B(k))|B⊥
)
⊆ Y ⇔ E(X|Hi1,...,ik) ⊆ Y ⇔ E(X|B
(k−1)) ⊆ Y.
(7.15)
It follows from Paul Le´vy’s theorem (see [40, Theorem VII.4.3, p. 510])
and from Lemma 7.10.3) that for any x ∈ L1(I) we have
a.e. lim
k→∞
E(x|B(k)) = E(x|B) = E(x|Λ) = x, (7.16)
from whence follows the equality
a.e. lim
k→∞
E(X|B(k)) = E(X|B) = E(X|Λ) = X (7.17)
is available.
Assume that for any x ∈ X there is y = y(x) ∈ L1(I) such
that for the sequence of countable partitions {B(k))}k≥1 we
have
E(x|B(k)) ≤ y, k ≥ 1, (7.18)
Therefore for any pair of symmetric ideals X and Y we can apply the
theorem of taking limits under the conditional expectation sign [40],
II.7.2 and [11], II, 12. That justifies going to the limit a.e. when k ↑ ∞
in the following chain.
E(X|B) ⊆ Y
0.5.2)
⇔ E(X ◦ ϕ(k−1)|B(k−1)) ⊆ Y
(7.3.2)
⇔ E(X|B(k−1)) ⊆ Y =
(7.15)
= E
(
E(X|Bk)|B⊥
)
⊆ Y
[9],[38]
⇒ E
(
a.e. lim
k→∞
E(X|Bk)|B⊥
)
⊆ Y
(7.17),(7.18)
⇒
E
(
X|B⊥
)
⊆ Y.
We have proved the following
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Theorem 7.11. Let B be an arbitrary interval partition, Y be an
arbitrary symmetric ideal in L1(I), and X be a symmetric ideal from
L1(I) satisfying condition (7.18). Then
E
(
X|B
)
⊆ Y ⇒ E
(
X|B⊥
)
⊆ Y.
✷
Corollary 7.12. If an interval partition B averages a symmetric
ideal X satisfying (7.18) then its independent complement B⊥ also av-
erages X .
✷
Lemma 7.13. Assume that the interval partition B = (bn) averages
a principal symmetric ideal Nf . Then for any function 0 < g ∈ Nf the
sequence {E(g|B(k))}k≥1 is order bounded in L1(I), and therefore the
ideal Nf satisfies condition (7.18).
Proof. 1. Let us recall that for a function f = f ∗ we use the notation
fB :=
∑
n≥1 f(bn) · 1Bn . It follows from Theorem 4.1 that if an interval
partition B averages the principal symmetric ideal Nf then fB ≃ f ∗∗B .
From it and from the fact that f ∗B ≤ f
∗ follows that f ∗∗B ∈ L
1(I).
The construction of the sequence B(k) guarantees that for any k ≥ 1 on
the interval B(k)i0,...,ik , i0, ..., ik ≥ 1, we have the inequality E(f |B
(k))(t) ≤
f ∗∗(i0), t ∈ B
(k)
i0,...,ik
. From this inequality follows that E(f |B(k)) ≤
f ∗∗B , k ≥ 1.
2. Consider now an arbitrary function 0 < g ∈ Nf , g∗(t) ≤ [q(g)]−1 ·
f ∗[t · q(g)], t ∈ I, where q(g) < 1. Let π be an endomorphism of I such
that g = g∗ ◦ π. Because f ∗∗([q(g)]−1 · t) ≤ q(g) · f ∗∗(t), t ∈ I, part 1
of the proof ensures that E(g|B(k)) = E(g∗ ◦ π|B(k)) ≤ q(g) · f ∗∗B ◦ π ∈
L1(I), k ≥ 1.
✷
It follows from this Lemma and 7.11
Corollary 7.14. If the interval partition B averages the principal
symmetric ideal Nf then its independent complement B⊥ also averages
Nf . If we also assume that B is monotonic, B = B∗, then by (7.6)
NE(Nf |B⊥) = NE(f∗|B⊥) ⊆ Nf . (7.19),
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✷
Remark 7.15. By Paul Le´vy’s theorem the condition (7.18) is
equivalent to (o)-convergence E(x|B(k))→ x for every x ∈ X , see [10].
Problem. Does the conclusion of Theorem 7.11 remain true with-
out the assumption that for every x ∈ X E(x|B(k)) → x, where the
arrow means (o)-convergence?
Theorem 7.16. Assume that symmetric ideal X is contained in the
space L log+ L(I) and that Y is an arbitrary symmetric ideal in L1(I).
If for an interval partition B we have the inclusion E(X|B) ⊆ Y then
for its independent complement B⊥ also E(X|B⊥) ⊆ Y .
Proof. It is well known (see e.g. [4], IV.6) that L log+ L(I) = {x ∈
L1(I) : x∗∗ ∈ L1(I)}. Consequently, for any x ∈ X we have the condi-
tion (7.18) with y = x∗∗.
✷
Lemma 7.17. The projections E(·|B⊥) and E(·|B(k)) commute, i.e.
for any x ∈ L1(I)
E(E(x|B⊥)|B(k)) = E(E(x|B(k))|B⊥), k ≥ 1,
and therefore, in virtue of (7.11)
E(E(x|B⊥)|B(k)) = E(E(x|B(k))|B⊥) ∼ E(x|B(k−1)), k ≥ 1. (7.20)
Proof. The first equality is obvious; (7.20) follows directly from it and
(7.14).
Box
Theorem 7.18. Let X and Y be arbitrary symmetric ideals in
L1(I) and let B be an arbitrary interval partition. If E(X|B⊥) ⊆ Y
then E(X|B) ⊆ Y .
Proof.
E(X|B⊥) ⊆ Y
7.10.3)
⇒ E(E(X|B⊥)| lim
k↑∞
B(k)) ⊆ Y
[38], (7.17)
⇒ lim
k↑∞
E(E(X|B⊥)|B(k)) ⊆ Y ⇒
(7.20)
⇒ lim
k↑∞
E(E(X|B(k)))|B⊥) ⊆ Y
(7.15)
⇒ lim
k↑∞
E(X|B(k−1)) ⊆ Y
(7.11)
⇔ lim
k↑∞
E(X◦ϕ(k−1)|B(k−1)) ⊆ Y
7.10.1)
⇔ lim
k↑∞
E(X◦ϕ(k−1)|B◦ϕ(k−1)) ⊆ Y
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0.5.2)
⇔ lim
k↑∞
E(X|B) ⊆ Y ⇔ E(X|B) ⊆ Y.
✷
Corollary 7.19. If the independent complement B⊥ of the interval
partition B averages a symmetric ideal X then B also averages X .
✷
We can now complement Corollary 7.14 by the following two corol-
laries
Corollary 7.20. The interval partition B averages the principal
symmetric ideal Nf if and only if its independent complement B⊥ av-
erages Nf .
✷
Corollary 7.21. Let f = f ∗ ∈ L1(I) and let B = B∗ be a monotonic
interval partition. Then the following conditions are equivalent.
i). f is a B − regular function.
ii). E(f |B) ∈ Nf .
iii). E(f |B⊥) ∈ Nf .
Proof. Assume i). Then by Definition 4.1. B averagesNf , i.e. E(Nf |B) ⊆
Nf , whence follows that firstly E(f |B) ∈ Nf , and secondly, by Corol-
lary 7.20, that E(Nf |B⊥) ⊆ Nf . It follows from Theorem 7.8 that
NE(Nf |B⊥) = NE(f |B⊥), and therefore we have iii) : E(f |B
⊥) ∈ Nf .
Conversely, we have iii)
7.8
⇒ E(Nf |B⊥) ⊆ Nf
7.20
⇒ E(Nf |B) ⊆ Nf .
That by definition means that f is B-regular.
✷
Theorem 7.22. Let f = f ∗ ∈ L1(I) and B = B∗. Then
NE(N
E(Nf |B
⊥)
|B⊥) = NE(Nf |B⊥). (7.21)
Proof. Let us prove the inclusion
NE(Nf |B⊥) ⊆ NE(NE(Nf |B⊥)|B
⊥).
Conditional expectations and interpolation of linear operators 91
We have E(f |B⊥) ∈ E(Nf |B⊥) and therefore, being B⊥-measurable,
the function E(f |B⊥) satisfies the relation
E(f |B⊥) ∈ NE(N
E(Nf |B
⊥)
|B⊥). (7.22)
It follows now from Theorem 7.8 that
NE(Nf |B⊥) = NE(f |B⊥) ⊆ NE(NE(Nf |B⊥)|B
⊥).
The converse inclusion follows directly from [16], Th. 6.7.(3)
✷
Theorem 7.23. For an arbitrary interval partition B = σ(Bn), Bn =
(bn, bn−1], n ≥ 1, b0 = 1, the following conditions are equivalent.
1) B averages M1f ;
2) B⊥ averages M1f ;
3) B averages Nf ;
4) B⊥ averages Nf .
Proof. It was proved in Theorem 4.12 that if B averages Nf then
B averages M1f . By substituting E(·|B
⊥) for E(·|B) and applying the
same reasoning we can prove the implication 4)⇒2).
Next, by Corollary 7.19 (and via Theorem 4.12) we have 1)⇒3)⇒4),
and therefore 1)⇒3)⇒4)⇒2). Whence, by Corollary 7.19 we have the
chain of implications 1)⇒3)⇒4)⇒2)⇒1).
✷
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Chapter 8. Verifying and universal complemented σ-subalgebras.
The results of this chapter are based on papers [25], [32].
In this Chapter we provide a complete classification of verifying, uni-
versal, and strongly universal complemented σ-subalgebras in Λ.
Theorem 8.1. The independent complement to a verifuing interval
partition is a verifying σ-subalgebra.
Proof. Let B be a verifying interval partition. By definition for
any symmetric ideal X, X ⊆ L1(I), that is not majorant we have
E(X|B) * X. Then, by Corollary 7.19 E(X|B⊥) * X, and therefore
B⊥ also is a verifying σ-subalgebra.
✷
Theorem 8.2. If the interval partition B = B∗ is not verifying then
its independent complement B⊥ also is not a verifying σ-subalgebra.
Proof. When we proved the necessity in Theorem 6.4, assuming
that a monotonic interval partition B = (bn) does not satisfy condition
(6.4) we constructed a function f = f ∗ ∈ L1(I) such that the sym-
metric ideal Nf is not majorant but is averaged by B. Therefore, by
Corollary 7.20 the symmetric ideal Nf is averaged also by B⊥ whence
B⊥ is not a verifying σ-subalgebra.
✷
Let us notice that for any σ-subalgebra of mixed type (neither con-
tinuous, nor discrete) its independent complement is always continuous
and, in particular, cannot be of mixed type. From Theorems 6.1, 8.1,
and 8.2 follows
Corollary 8.3. In the class of complemented σ-subalgebras the fol-
lowing ones and only they are verifying.
1). Continuous σ-subalgebras, which have in Λ independent contin-
uous complement;
2). σ-subalgebras of mixed type, which have in Λ independent con-
tinuous complement;
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3). Verifying countable partitions characterised in Theorem 6.4 and
their independent complements.
✷
Lemma 8.4. Let B = (bn) be a monotonic and non-verifying count-
able partition. Then there is a function f = f ∗ ∈ L1(I) that is B(1)-
measurable (see §7) but not B-measurable, and such that E(f |B) /∈ Nf .
Proof. By (6.4) for a monotonic interval partition (i.e. βn ↓n↑∞ 0)
that is not verifying we have
sup
n≥1
bn−1
bn
=∞,
We will inductively construct the subsequence {bnk} as follows. Let
bn0 = 1. If the point bnk−1 , k ≥ 1, has been already constructed then
we chose a point bnk satisfying the following conditions

bnk−1 ≤
1
2
· bnk−1 ;
bnk−1
bnk
> b−2k+1;
bnk−1 ≥ k · sk;
k ≥ 1, (8.1)
where s0 = 1; sk = b
(nk−1)
k = bnk−1 − βnk−1 · βk, k ≥ 1 (and therefore
sk ↓k↑∞ 0) and the countable partition B(1) = σ(B
(n)
k = (b
(n)
k , b
(n)
k−1]) is
constructed as above.
Define the sequence {uk} by letting u1 = 1, uk+1 = (2kbnk−1)
−1, k >
1. Because (8.1) bnk < sk < bnk−1, k > 1, we have
∞∑
k=1
uk(sk−1−sk) ≤ 1−s1+
∞∑
k=1
uk+1sk ≤ 1−s1+
∞∑
k=1
uk+1bnk−1−1 ≤ 2−s1 <∞.
(8.2)
Notice that in virtue of the first inequality in (8.1) we can write
uk+1 > (2
k−1bnk−1)
−1 ≥ (2k−1bnk−1)
−1bnk−1−1 = uk, k ≥ 1. (8.3)
If k ≥ 1 let {
f(t) = u2, if s2 < t ≤ s0;
f(t) = uk, if sk < t ≤ sk−1.
Note that f = f ∗ ∈ L1(I) is a B(1)-measurable but not B-measurable
function.
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It follows from our construction that for the sequence {sk} we have
sk < bnk−1 <
1
2
bnk−1 < sk−1, k ≥ 1. By applying again the definition of
{sk} and formulas (8.1) we obtain
E(f |B)(bnk−1)
f(
bnk−1
k
)
=
E(f |B)(bnk−1)
f(bnk−1)
=
1
uk
·
uk+1(sk − bnk) + uk(bnk−1 − sk)
bnk−1 − bnk
≥
≥
uk+1
uk
·
sk − bnk
bnk−1 − bnk
=
1
2
·
bnk−1−1
bnk−1
· bk ≥
bnk−1−1
bnk−1
· bk ≥
bk
b2k
→k↑∞ ∞.
Whence, by Lemma 0.13 we have E(f |B) /∈ Nf .
✷
Corollary 8.5. For an arbitrary interval partition B there is a sym-
metric ideal not averaged by the independent complement B⊥.
Proof. If B is a verifying interval partition then by Theorem 8.1 we
can take as our symmetric ideal any non-majorant symmetric ideal. If
on the other hand the interval partition B is not a verifying one then
by Lemma 8.4 the symmetric ideal Nf is not averaged by B⊥ (where
f is the B(1)-measurable function constructed in the proof of the said
lemma).
✷
Corollary 8.6. In the class of complemented σ-subalgebras the
finite partitions and their independent complements are the only uni-
versal σ-subalgebras.
Proof. It is trivial that finite partitions and their independent com-
plements are universal. By Theorem 6.8 a countable partition cannot
be universal. If a σ-subalgebra is of mixed type then by Corollary 8.3
it is verifying and therefore cannot be universal. In the case when the
σ-subalgebra is continuous and its complement is a countable partition
we can apply Corollary 8.5.
✷
Recall that a universal σ-subalgebra A is called strongly universal if
for any symmetric space (X, ‖ · ‖X) the projection E(·|A) is a contrac-
tion on X , i.e. ‖E(·|A)‖X→X ≤ 1.
Remark 8.7. Finite partitions are not only universal but strongly
universal σ-subalgebras in Λ, [33]. We will prove below that the same
is true for σ-subalgebras that are independent complements of finite
Conditional expectations and interpolation of linear operators 95
partitions.
✷
In the sequel we will need one of equivalent (in the sense of measure
theory) representations of a continuous σ-subalgebra that is the inde-
pendent complement to an at most countable partition of the interval I.
Let us fix a countable partition A of the interval I that belongs to
the stochastic vector ~α = (αn).We will denote the set of all atoms in A
by A := {an}; the set of all subsets of A will be denoted by A; finally,
we define the measure α on A by letting α(an) = αn, n ≥ 1. The
direct product of measure spaces (Ω,Σ, µ) := (A,A, α) × (I,Λ, λ) =
(A× I,A×Λ, α×λ) will be called the joint realisation of the partition
A and its independent complement A⊥. We will identify every point
an ∈ A with the set A(n) := an × I ∈ Σ, n ≥ 1. Thus, we identify
at most countable partition A (more precisely, the σ- A) with the σ-
subalgebra in Σ generated by all the sets of the form A × I, A ∈ A;
at the same time we identify the independent complement to A - the
σ-subalgebra A⊥ - with the σ-subalgebra of all sets from Σ of the
form A× e, e ∈ Λ. Under this joint reralisation the averaging operator
E(·|A⊥) : L1(Ω,Σ, µ) → L1(I,Λ, λ) acts as the integral of the first
variable, namely:
E(f |A⊥)(a, t) =
∑
n≥1
αn · f(an, t); f ∈ L
1(Ω,Σ, µ), (a, t) ∈ Ω. (8.4).
In this formula the function E(f |A⊥) of two variables actually depends
only on the first of them.
Notice that described above joint realisation of a partition and its
independent complement is unique modulo isomorphisms of measure
spaces.
Theorem 8.8. For any finite partition B its independent comple-
ment B⊥ is a strongly universal σ-subalgebra.
Proof. Let m be the cardinality of the partition B. Denote by
~β = (βk) the stochastic vector to which the partition B belongs. Con-
sider the case when coordinates of this stochastic vector are rational
numbers.
βk =
nk
n
, n, nk > 0, k = 1, ..., m,
m∑
k=1
nk = n.
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We will use the joint realisation of the partition and its independent
complement. We introduce the n-dimensional stochastic vector ~α = ( 1
n
)
and consider a belonging to it finite partiiton A. we will consider two
joint realisations: one for B and B⊥, the second for A and A⊥.
(Ω,Σ, µ) := (B,B, β)× (I,Λ, λ); (Ω¯, Σ¯, µ¯) := (A,A, α)× (I,Λ, λ).
Above B = {bk}mk=1 means the set of m atoms {b1, b2, ..., bm}; B is the
σ-algebra of all its subsets, and the measure β is defined on B by the
equalities β(bk) = βk, k = 1, 2, ..., m. Similarly we define the triple
(A,A, α) where A = {ak}nk=1 consists of n atoms, A is the σ-algebra
of all its subsets, and measure α is defined on A by the equalities
α(ak) = αk =
1
n
, k = 1, 2, ..., n.
Let k3 := n1+n2, k4 := k3+n3, ..., km =
∑m−1
i=1 ni and let us aprtition
A into pairwise disjoint sets A1 = {a1, ..., an1}, A2 = {an1+1, ..., ak3},Am =
{ak3+1, ..., ak4}..., {akm+1, ..., an}. Then we can see that A1 contains n1
points of the set A, A2 contains n2 such points, ..., and Am contains nm
points of the set A.
We define on A the bijection ϕ : ϕ(an) = a1, ..., ϕ(ak) = ak+1; k =
1, 2, ..., n−1. It is immediate that ϕ is an automorphism of the measure
space (A,A, α). This automorphism generates the map ϕ¯ : Ω¯ → Ω¯
defined by the formula ϕ¯(a, t) := (ϕ(a), t), (a, t) ∈ Ω¯. this map in
its turn is an automorphism of the measure space (Ω¯, Σ¯, µ¯). The linear
isometry Φ¯ of the space L1(Ω¯, Σ¯, µ¯) is generated by the automorphism
ϕ¯ according to the formula
Φ¯f¯(a, t) = f¯(ϕ¯(a, t), f¯ ∈ L1(Ω¯, Σ¯, µ¯), (a, t) ∈ Ω¯.
Therefore the functions f¯ and Φ¯f¯ are equimeasurable.
Let (X, ‖ · ‖X) be a symmetric space that is a subset of L1(Ω,Σ, µ)
and let (X¯, ‖ · ‖X¯)
e
∼ be an equivalent to it symmetric space that
is a subset of L1(Ω¯, Σ¯, µ¯) (see 0.10). Let us fix an arbitrary element
x ∈ X, ‖x‖X ≤ 1 and define x¯ ∈ L1(Ω¯, Σ¯, µ¯) by the formula
x¯(a, t) = x(bi, t), a ∈ Ai, i = 1, ..., m; t ∈ I.
Clearly x¯ ∼ x whence x¯ ∈ X¯, ‖x¯‖X¯ ≤ 1. Consider
y¯ :=
1
n
n−1∑
i=1
Φ¯ix¯.
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It follows from the previous text that y¯ ∈ X¯ and
y¯(a, t) =
1
n
n−1∑
i=1
x¯(a, t) =
1
n
m∑
i=1
∑
a∈Ai
x¯(a, t) =
m∑
i=1
ni
n
x(b, t), (a, t) ∈ Ω¯.
Thus, y¯ ∼ E(x|B⊥) and therefore ‖y¯‖X¯ = ‖E(x|B⊥)‖X .
On the other hand
‖y¯‖X¯ ≤
1
n
n−1∑
i=1
‖Φ¯ix¯‖X¯ =
1
n
n−1∑
i=1
‖x¯‖X¯ = ‖x¯‖X¯ = ‖x‖X ≤ 1.
Thus, ‖E(x|B⊥)‖X ≤ 1 and we are done in the case of rational coordi-
nates of the stochastic vector ~β. The general case now can be obtained
by using the routine approximation arguments.
✷
Corollary 8.9. In the class of complemented σ-subalgebras only
finite partitions and their complements are strongly universal.
✷
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APPENDIX
Many years ago G. Ya. Lozanovsky and Yu. A. Abramovich stated
and solved the problem about averaging of an arbitrary (not necessarily
symmetric) ideal X, X ⊆ L1(Ω,Σ, µ) where (Ω,Σ, µ) is a probability
space with a continuous measure µ. More precisely their questions were
as follows.
1. What properties of a σ-subalgebra A guarantee that it
averages an arbitrary ideal?
2. What Banach and/or order properties of an ideal X guar-
antee that it is averaged by any σ-subalgebra of Σ?
The answers to these questions obtained, respectively, by Lozanovsky
and Abramovich were never published by them and first appeared in
the author’s paper [16]. We reproduce these answers in the following
theorem that, in particular, asserts that even a very ”good” Banach
ideal (a KB space) is not averaged by some σ-subalgebras. Moreover,
if a σ-subalgebra is not generated by a finite set of atoms (thus, in case
of (I,Λ, λ), if it is not a finite partition) then there is an order ideal in
L1(Ω,Σ, µ) that is not averaged by it.
Theorem A (Abramovich) If the σ-subalgebra A contains a count-
able family of atoms, i.e. A ⊇ F = σ(Fn), n ∈ N, then there exists an
ideal X in L1(Ω,Σ, µ) such that F does not average X. Moreover, X
endowed with an appropriate lattice norm is a KB-space (see e.g. [10]).
Proof. Denote µn = µ(Fn), n ≥ 1. Since
∑∞
n=1 µn = 1 there exists
a subsequence 0 < µnk ≤ 1/k
3, k ≥ 1. Because µ is a continuous
measure it is possible to divide each of the sets Fnk into two disjoint
subsets F 1nk and F
2
nk
such that µ(F 1nk) = µ(F
2
nk
) = µnk/2, k ≥ 1.
5 Put
F 1 =
⋃∞
k=1 F
1
nk
, F 2 = Ω \ F 1,
X = {x ∈ L1(Ω,Σ, µ)| ||x||X :=
∫
F 1
|x|dµ+
∫
F 2
x2dµ <∞.}
Evidently X is an ideal in L1(Ω,Σ, µ). Let us define on Ω a measurable
function x0 as follows
x0(ω) =
{ 1√
µnk
, if ω ∈ F 1nk , k ≥ 1;
0, if ω ∈ F 2.
5This is a well known fact that follows easily e.g. from the Saks’ lemma,see [9,
Lemma IV.9.3.7, p.808]. See also [35].
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So we have
∫
F 2
x20dµ = 0,
∫
F 1
x0dµ =
∑∞
k=1
µnk
2
√
µnk
<
∑∞
k=1
1
k
√
k
< ∞
therefore x0 ∈ X.
On the other hand, E(x0|F) =
∑∞
k=1 rn1Fn, where
rn =
{ µnk
2µnk
√
µnk
= 1
2
√
µnk
, k ≥ 1, if n ∈ {nk}∞k=1;
0, if n /∈ {nk}∞k=1.
Therefore
∫
F 2
[E(x0|F)]
2dµ = 1/2
∑∞
k=1 r
2
nk
µnk = 1/2
∑∞
k=1
µnk
4µnk
= ∞
so E(x0|F) /∈ X, thus c.p. F do not average ideal X.
✷
Remark. Theorem A follows, of course, from Proposition 3.1 and
thus currently is of historic interest. Moreover, we see from Proposition
3.1 that as soon as an ideal X is not symmetric, it can be otherwise
arbitrary “nice”, e.g. reflexive, or even isometrically and order isomor-
phic to a some L2-space, but there is a countable partition that does
not average it.
Theorem B. (Lozanovsky) In order for a σ-subalgebra A of the σ-
algebra Σ to average every ideal X in L1(Ω,Σ, µ) it is necessary and
sufficient that A contained at most finite number of A-atoms {ek}nk=1
and therefore A must be of the form A = σ(e1, · · · , en,Σ(e)) where
e = Ω \
⋃n
k=1 ek while Σ(e) denotes the trace of σ-algebra Σ on the set
e i.e.
Σ(e) = {S ∩ e : S ∈ Σ}.
Proof. Sufficiency follows immediately from the definition of an ideal
and the basic properties of conditional expectation operator.
Let A be any σ-subalgebra of Σ which averages every ideal X ⊆
L1(Ω,Σ, µ). According to Theorem A A can contain only finite num-
ber of atoms e1, · · · , en; denote e = Ω \
⋃n
k=1 ek ∈ A. It is clear that
the trace A(e) is a continuous σ-subalgebra of the trace σ-algebra Σ(e).
We have to prove the equality A(e) = Σ(e) or, equivalently, the
inclusion
Σ(e) ⊆ A. (∗)
The proof arises from the sequence of auxiliary Lemmas 1 - 4 as follows.
LEMMA 1. Let F ∈ A, F ⊆ e and Σ(F ) 6⊆ A. Then there are
two mutually disjoint subsets F1, F2 ∈ A such that F1 ∪ F2 = F and
Σ(F1) 6⊆ A, Σ(F2) 6⊆ A.
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Proof. Assume the contrary. Using [9], v.I,IV,9, let us take any two
F 11 , F
1
2 ∈ A such that µ(F
1
1 ∩F
1
2 ) = 0, F
1
1 ∪F
1
2 = F, µ(F
1
1 ) = µ(F
1
2 ) =
1
2
µ(F ). For definiteness we can assume that Σ(F 11 ) ⊆ A, Σ(F
1
2 ) 6⊆ A.
Continuing in the same way we can construct two sequences of subsets
{F ji , j = 1, 2, · · · , ; i = 1, 2, } such that the following conditions are
satisfied
µ(F j1∩F
j
2 ) = 0, F
j+1
1 ∪F
j+1
2 = F
j
2 , Σ(F
j
1 ) ⊂ A, Σ(F
j
2 ) 6⊆ A, µ(F
j
i ) =
1
2j
µ(F ).
It follows from the last equalities that µ(
⋂∞
j=1 F
j
2 ) = 0 therefore µ-a.e.
equality E =
⋃∞
j=1(E ∩ F
j
1 ) holds for every E ⊆ F with µ(E) > 0.
On the other hand by our construction E ∩ F j1 ∈ A, j = 1, 2, · · · ,
therefore E ∈ A.
Thus we prove that Σ(F ) ⊆ A, - a contradiction.
✷
For each E ∈ Σ denote
Eˆ =
⋂
F∈A, F⊇E
F ; Eˇ =
⋃
F∈A, F⊆E
F.
Immediately from these definitions follows
LEMMA 2. Both of the sets Eˆ \ E and E \ Eˇ do not contain any
A-measurable subset of a positive measure.
LEMMA 3. Let F ∈ A be given such that F ⊆ e, Σ(F ) 6⊆ A.
Then there exists a set E ∈ Σ(F ) such that E /∈ A, µ(Eˇ) = 0 and
µ(E) ≥ 1
2
µ(Eˆ).
Proof. Fix an arbitrary G ∈ Σ(F ) such that G /∈ A and put E =
G \ Gˇ, E1 = Eˆ \ E; obviously E ∈ Σ(F ). By Lemma 3.3 we have
E /∈ A and moreover µ(Eˇ) = 0. Analogously E1 ∈ Σ(F ), E1 /∈ A and
µ(Eˇ1) = 0. Furthermore at least one of the two inequalities µ(E) ≥
1
2
µ(Eˆ), µ(E1) ≥
1
2
µ(Eˆ) has to be true. If it is the first one then E is
the desired set. In the second case inclusion Eˆ1 ⊂ Eˆ implies inequality
µ(E1) ≥
1
2
µ(Eˆ1) so E1 is the desired set. ✷
Note that immediately from definition of averaging operator follows
that supp E(x|A) ⊆ F provided that supp x ⊆ F ∈ A. Our next aux-
iliary assertion is
LEMMA 4. Let B ∈ Σ(F ) satisfy the following conditions.
µ(B) > 0, µ(Bˇ) = 0, µ(B) ≥
1
2
µ(Bˆ).
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Put x = 1B. Then vraisupBˆ\BE(x|A) ≥ 1/2.
Proof. Denote S = supp E(x|A). Clear that B ⊂ S ⊆ Bˆ, S ∈ A.
Suppose that
p := vraisupBˆ\BE(x|A) < 1/2
and put G = {ω ∈ Bˆ : E(x|A) > p}. Evidently G ⊆ B, G ∈ A, so by
Lemma 3.3 and in view of µ(Bˇ) = 0 we have µ(G) = 0. That means
that inequality E(x|A)(ω) ≤ p is true a.e. on Bˆ. Therefore∫
Bˆ
E(x|A)dµ ≤ p
∫
Bˆ
dµ = pµ(Bˆ) < 1/2 · 2µ(B) ≤ µ(B).
On the other hand by definition of conditional expectation we have∫
Bˆ
E(x|A)dµ =
∫
S
E(x|A)dµ =
∫
B
xdµ = µ(B),
- a contradiction. ✷
Let us now proceed with the proof of (*). If it is false then according
to Lemma 3.2 there is a sequence of the mutually disjoint sets Fn ∈ Σ(e)
such that Fn ∈ A, Σ(Fn) 6⊆ A, n ≥ 1. Choosing an appropriate
subsequence we can assume the inequalities µ(Fn) ≤ n−3, n ≥ 1,. In
view of Lemma 3.4 there are sets Bn ∈ Σ(Fn) such that
Bn /∈ A, µ(Bˇn) = 0, µ(Bn) ≥
µ(Bˆn)
2
, n ≥ 1.
Put xn =
1
µ(Bn)
1Bn , n ≥ 1. Functions xn are evidently mutually disjoint
thus functions E(xn|A) are mutually disjoint, too, since supp E(xn|A) ⊆
Fn, n ≥ 1. Put
x0 = 1+
∞∑
n=1
xn
n2
.
Then x0 ∈ L1(Ω,Σ, µ) since all the functions xn have unit norms in
L1(Ω,Σ, µ). Denote
X0 = {x ∈ L1(Ω,Σ, µ)| ∃ r = r(x) such that |x| ≤ r · x0}.
It is clear that X0 is an ideal in L1(Ω,Σ, µ). According our supposition
E(X0|A) ⊆ X0 therefore E(x0|A) ≤ r0 · x0 for some r0 > 0. Keeping
in mind properties of conditional expectation operator and the mutual
disjointness of elements xn we come from the last inequality to the
system of inequalities
1Bˆn +
E(xn|A)
n2
· 1Bˆn ≤ r0
(
1Bˆn +
xn
n2
)
· 1Bˆn, n ≥ 1.
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From here via projecting onto Bˆn \Bn we obtain according to Lemma
3.5 (
1 +
1
2n2µ(Bn)
)
1Bˆn\Bn ≤
(
1 +
E(xn|A)
n2
)
1Bˆn\Bn ≤ r0 · 1Bˆn\Bn
where µ(Bˆn \ Bn) > 0, n ≥ 1. Since
1
µ(Bn)
≥ 1
µ(Fn)
≥ n3, n ≥ 1, we
come to a contradiction: 1 + n
2
≤ r0, n ≥ 1.
✷
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