This paper presents and analyzes a stochastic version of the Frank-Wolfe algorithm (a.k.a. conditional gradient method or projection-free algorithm) for constrained convex optimization. We first prove that when the quality of gradient estimate improves as O( η ∆ t /t), where t is the iteration index and η ∆ t is an increasing sequence, then the objective value of the stochastic Frank-Wolfe algorithm converges in at least the same order. When the optimal solution lies in the interior of the constraint set, the convergence rate is accelerated to O(η ∆ t /t). Secondly, we study how the stochastic Frank-Wolfe algorithm can be applied to a few practical machine learning problems. Tight bounds on the gradient estimate errors for these examples are established. Numerical simulations support our findings.
Introduction
We are interested in solving the convex optimization problem:
where C is a bounded convex set included in a real euclidian space E and f (·) is a differentiable convex function. Notice that f (θ) may take the form as f (θ) = E ω [f (θ; ω)], i.e., an expected risk. For large-scale problems (e.g., when E is high-dimensional or when C is defined by many equalities/inequalities), a popular algorithm for solving (1) is the projected gradient method. While the latter algorithm has been extensively studied in the literature (Beck and Teboulle, 2009; Juditsky and Nemirovski, 2012a; Juditsky and Nemirovski, 2012b) , in many applications, efficient implementations are not available for computing the projection onto C. An alternative approach that is gaining popularity is to solve (1) by the Frank-Wolfe algorithm (Frank and Wolfe, 1956 ) (a.k.a. conditional gradient method and projection free method); see the recent advances in (Jaggi, 2013; Freund and Grigas, 2013; Garber and Hazan, 2015; Ghosh and Lam, 2015) .
The aim of this paper is to study a stochastic version of the Frank-Wolfe algorithm. At iteration t ∈ N, we have access to a noisy estimate of the gradient:
where t is the error term. We assume in the sequel that t decays to zero at a given rate with high probability as t → ∞. This setting has been considered in (Jaggi, 2013; Freund and Grigas, 2013; and is motivated by online learning and incremental learning; see section 3 for some interesting examples. The stochastic Frank-Wolfe (sFW) algorithm is summarized below.
Algorithm 1 Stochastic Frank-Wolfe Algorithm. 1: Initialize: θ 0 ∈ C, t = 1; 2: while convergence is not reached do
3:
Solve the linear optimization with noisy gradient:
4:
Update θ t+1 ← θ t + γ t (a t − θ t ), where γ t = K/(t + K − 1) and K ∈ Z + is a step-size parameter.
5:
t ← t + 1. 6: end while 7: Return: θ t .
Compared to the classical formulation due to (Frank and Wolfe, 1956) , Algorithm 1 takes a noisy version of the gradient∇f (θ t ) in lieu of the exact gradient ∇f (θ t ). For simplicity we have considered here only step-sizes of the form K/(K + t − 1).
The run-time complexity of the sFW algorithm depends on the existence of efficient solution to the linear optimization (3). When C is an atomic set (Chandrasekaran et al., 2012) , i.e., C = conv{a 1 , ..., a m }, solving (3) amounts to finding the most uncorrelated atom with the gradient ∇f (θ t ). A few examples of C with efficient solution to (3) are in order.
• The 1 ball -C = {θ : θ 1 ≤ r} ⊆ R n -In this case, the linear optimization in (3) can be solved by setting a t = −r · sign([∇f (θ t )] i ) · e i , where i = arg max j∈[n] |[∇f (θ t )] j | and e i is the canonical basis vector.
• The matrix trace-norm ball -C = {θ : θ σ,1 ≤ r} ⊆ R m×n -In this case, the linear optimization (3) can be solved by a t = −ru 1 v T 1 , where u 1 , v 1 are the top singular vectors of ∇f (θ t ). Notice that u 1 , v 1 can be computed in O(max{m, n}).
See (Jaggi, 2013) for a comprehensive overview on constraint sets C with efficient implementation.
Organization. section 2 describes the main analytical result on the sFW algorithm. section 3 presents the statistical analysis of a few application examples of the sFW algorithm. Lastly, section 4 presents numerical results to support our findings on sFW.
Notation. For any n ∈ N, let [n] denote the set {1, · · · , n}. The inner product on E is denoted by ·, · and the associated Euclidian norm by · 2 . The space E is also equipped with a norm · and its dual norm · . The diameter of the constrained C w.r.t. · is denoted by ρ, that is ρ := sup θ,θ ∈C θ − θ .
The ith element in a vector x is denoted by [x] i .
Contributions & Related Works
This paper presents several new results pertaining to the stochastic Frank-Wolfe (sFW) algorithm. Our main contributions can be summarized as follows.
On the theoretical ground, we have analyzed the convergence rate of the sFW algorithm under a variety of standard assumptions on the function f (see H2, H3 and H4) and the following on the gradient estimate.
H1. With probability at least 1 − ∆,
for some σ > 0, η ∆ t is a non-decreasing sequence satisfying η ∆ t ≥ 1 and
The O( η ∆ t /t) rate of the noise t is motivated by the stochastic approximation step in many machine learning applications. Notice that (Jaggi, 2013; have only considered the case when t is decaying at a rate of O(1/t).
Under H 1, if f has a finite curvature (see H 2), then with high probability the objective value of the sFW algorithm converges as O( η ∆ t /t). If in addition, the function is strongly convex and the optimal solution lies in the interior of the constraint set (see H3 and H4), then the convergence rate can be further improved to O(η ∆ t /t). This is the first improved convergence rate obtained for sFW algorithm. Furthermore, the obtained rate is comparable to that of the popular stochastic gradient descent method (Juditsky and Nemirovski, 2012a; Juditsky and Nemirovski, 2012b; Duchi et al., 2011) .
Our first convergence rate of O( η ∆ t /t) can be derived from (Freund and Grigas, 2013 , Proposition 5.1); however the improved rate is a new result to our best knowledge. (Hazan and Kale, 2012) is another relevant work, who have analyzed an Online Frank-Wolfe (OFW) algorithm for empirical risk minimization. We show that when applied to large scale learning problem, the sFW algorithm is equivalent to a randomized version of the OFW algorithm. A faster convergence rate can be guaranteed (O(log(t)/t) versus O(1/t 2/3 )) under the interior optimal point assumption (H4). The improved rate stems from our analysis that focuses on controlling the gradient estimate error directly (see section 2). A related result can also be found in (Ghosh and Lam, 2015) , yet the analysis therein is restricted to expected risk minimization.
On the application side, we have analyzed the sFW algorithm applied to several machine learning examples. These examples include an online sparse learning, an online matrix completion and a large-scale learning problems. For the considered problems, we apply stochastic approximation (SA) to obtain the desired online gradient estimate and derive bounds on the convergence of primal optimality.
While online algorithms to sparse learning and matrix completion have been studied (Garrigues and El Ghaoui, 2008; Langford et al., 2009; Recht and Re, 2013) , most of the prior works have only analyzed the convergence in terms of the empirical risk that depends on the set of data collected so far. The convergence of online algorithms in terms of the expected risk has only been considered in a few papers (Shalev-Shwartz et al., 2009; Bottou, 1998; Ghosh and Lam, 2015) . Using our Theorem 1 for sFW algorithm, we are able to analyze the convergence of expected risk for these problems.
Lastly, we have applied the sFW algorithm on the machine learning examples using both synthetic and real world data. The numerical experiments are consistent with our analysis on the convergence rate.
Main Results
Consider the following assumptions.
H2. The curvature constant C f , defined as:
is finite. (Jaggi, 2013) ).
H3.
The function f is µ-strongly convex, i.e., such that
for all x, y ∈ C.
H4. The optimal solution θ to (1) lies in the interior of C, i.e.,
where ∂C denotes the boundary set of C.
, where ρ, σ, η ∆ t , C f , µ and δ are constants defined in (4), (5), (6), (7) and (8), respectively. Theorem 1. Consider Algorithm 1 with the gradient estimate given by (2). Assume H 1 and H 2. Then, the following holds with probability at least 1 − ∆:
for all t ≥ 2. Assume in addition H 3 and H 4 are satisfied. Then, the following also holds with probability at least 1 − ∆:
for all t ≥ 2.
Remark 1. To illustrate the tightness of the bounds in Theorem 1, let us consider problem (1) with C = [a, b] and the following objective function
where y t ∼ N (θ, 1) is a standard Gaussian random variable with unknown meanθ. Consider an online algorithm for the above problem. We are sequentially given the i.i.d. observations y t and the gradient can be estimated online as∇f t (θ) = θ −ȳ t , whereȳ t = (1 − t −1 )ȳ t−1 + t −1 y t is updated in an online fashion. We can prove that |∇f t (θ) − ∇f (θ)| = O( log t/t) with high probability for any θ ∈ C (see subsection 3.1). Let the mean parameterθ be in the interior of C, then it is also the optimal solution of problem (1). Notice that H 1, H 2, H 3 and H 4 are satisfied, Theorem 1 shows that the convergence rate of sFW is O(log t/t). On the other hand, the rate of O(1/t) is a well known statistical (achievable) lower bound (see e.g., (Tsybakov, 2009) ) for Gaussian estimation. This implies in particular that O(1/t) is a lower bound for the convergence rate of Algorithm 1.
Proof. For simplicity, we assume that K = 1. The general case is considered in the supplementary material.
, then by H 2 we get
On the other hand, the following also holds:
where the second line follows from the definition of a t and the last inequality from the convexity of f and the definition of the diameter (4). Plugging (13) into (12) and using H 1 shows that with probability at least 1 − ∆ and for all t ≥ 1
We now proceed by induction to prove the first bound of the Theorem. Recall D = 2(ρσ + C f /2). The initialization is done by applying (14) with t = 1. Assume that h t ≤ D η ∆ t /t for some t ≥ 1. From (14) we get:
where we used the fact that η ∆ t is increasing and greater than 1 for the second inequality and the definition of D for the last line.
as the duality gap at θ t . We use the following Lemma which is borrowed from (Lacoste-Julien and Jaggi, 2013).
Lemma 1. Under H 2, H 3 and H 4, we have
where ρ, C f µ and δ are defined in (4), (6) (7) and (8), respectively.
Proof. See (Lacoste-Julien and Jaggi, 2013, Proof of Theorem 3).
Define s t ∈ arg max s∈C θ t − s, ∇f (θ t ) . In the same line as (13) we have
where g t is defined in (15) and the last equation follows from Lemma 1. Plugging (17) into (12) shows that with probability at least 1 − ∆ and for all t ≥ 1,
Recall D = 6(ρσ + C f /2) 2 /(δ 2 µ). Again, we proceed by induction and suppose that h t ≤ Dη ∆ t /t for some t ≥ 1. There are two cases.
where we used that η ∆ t is increasing and larger than 1. By Lemma 1 µδ 2 ≤ C f holds, this implies in particular δ
Otherwise, if h t − γ t δ √ 2µh t > 0, then by induction we get
which yields with (18)
where we used the fact that η ∆ t is increasing and greater than 1 and t ≥ 1. Define
Since η ∆ t /t is decreasing to 0, t 0 exists and for any t ≥ t 0 we have
We now consider the case when t ≤ t 0 . By Lemma 1, C f ≥ δ 2 µ, therefore applying (14) for t = 1 yields h 2 ≤ D/2 ≤ Dη ∆ 2 /2. Finally, for t ≤ t 0 we have by monotony of η ∆ t /t, t ≤ Dη ∆ t /(δ 2 µ) and therefore
Since D ≤ δ √ µD, the left hand side in the above is lower bounded by D η ∆ t /t and we have
Hence, the first bound obtained in the proof combinend with (20) yields
Applications
We discuss several machine learning applications of the sFW algorithm. We demonstrate that H 1 is satisfied in the examples below. The proofs can be found in the supplementary material.
Online sparse learning
In the online sparse learning problem, we are sequentially given i.i.d. observations (Y t , A t ) such that Y t ∈ R m is the response, A t ∈ R m×n is the random design and
where the vector w t is i.i.d., [w t ] i is independent of [w t ] j for i = j and [w t ] i is zero-mean and sub-Gaussian with parameter σ w . Furthermore, we suppose thatθ is sparse. To learnθ, we solve the following optimization problem:
where r > 0 is a regularization constant.
Similar setup has been studied in (Garrigues and El Ghaoui, 2008; Langford et al., 2009 ), which considered the case of empirical squared loss, i.e., when f (θ) = (1/2T )
with T 1. We propose the following online algorithm to (22). Algorithm. At time t ≥ 1, we perform:
1. Select A t and observe Y t according to (21).
2. Evaluate the sufficient statistics:
and form the gradient estimate:
3. Set
4. Update θ t+1 = (1 − γ t )θ t + γ t a t , where γ t is defined in Algorithm 1.
Notice that (23) is an SA step for the stochastic gradient function. We can derive:
and A t max ≤ B 2 almost surely, with · max being the matrix max norm. Define t (θ) :=∇f t (θ) − ∇f (θ) and c := max θ∈C θ −θ 1 . With probability at least 1 − (1 + 1/n)(π 2 ∆/6), the following holds for all θ ∈ C and all t ≥ 1:
where · ∞ is the infinity norm and the dual norm of · 1 .
Consequently, we observe that H 1 is satisfied with η ∆ t asymptotically equivalent to 4 log(t). The convergence analysis from Theorem 1 applies for online LASSO.
Remark 2. (Langford et al., 2009 ) has applied a stochastic proximal gradient (sPG) method to solve an 1 regularized variant of (22) for empirical risk minimization. From their result, if the number of iterations run T is known a-priori, then the convergence rate is O(1/ √ T ). This is similar to the sFW algorithm, yet the sFW algorithm has a better sparsity-accuracy tradeoff; see (Jaggi, 2013) .
Online Matrix Completion
We consider the matrix completion problem when the observation distribution belongs to the natural exponential family. This distribution family is general enough to encompass many distributions encountered in practice. For example, Gaussian matrix completion can be used for recommender systems (Candès and Plan, 2010; Negahban and Wainwright, 2012; Klopp, 2014) , Poisson matrix completion for image recovery (Cao and Xie, 2015) and logistic for one-bit completion (Davenport et al., 2012) . We are sequentially given i.i.d. observations in the form (k t , l t , Y t ),
The conditional distribution of Y t w.r.t. the sampling is parametrized by an unknown matrixθ ∈ R m 1 ×m 2 and supposed to belong to the exponential family. More precisely, the conditional density of Y t is given by
where m(·) and A(·) are the base measure and log-partition functions, respectively. For any θ ∈ R m 1 ×m 2 , the Kullback-Leibler divergence between the distribution associated to θ and the true distribution is (up to an irrelevant additive constant):
Note that in the example of Gaussian noise, f (.) is simply the square loss function. We are interested in minimizing the Kullback-Leibler divergence (26) under a penalty favoring low rank solutions. In the following we consider a trace norm penalty · σ,1 defined as the sum of the singular values. In such case the problem boils down to
We propose the following online algorithm to (27): Algorithm. At time t ≥ 1, we perform:
1. Receive a new observation (k t , l t , Y t ) and update the sufficient statistics as follows:
with (e k ) m 1 k=1 (resp. (e l ) m 2 l=1 ) the canonical basis of of R m 1 (resp. R m 2 ).
2. Evaluate the gradient estimate as:
3. Set a t = −Ru 1 v 1 , where u 1 , v 1 are the top singular vectors of∇f t (θ t ).
Update
In order to control the gradient estimation error, we assume the following on the noise.
A1. The noise variance is finite, that is there exists a constantσ > 0 such that for all ϑ ∈ R, 0 ≤ A (ϑ) ≤σ 2 , and the noise is sub-exponential i.e., there exist a constant λ ≥ 1 such that for
where pθ(·) is define in (25) and e is the natural number.
A2. There exists a finite constant
Note that A1 and A2 are satisfied by all the above mentioned exponential family distributions. Define d := m 1 + m 2 , the approximation error can be controlled as follows.
Proposition 2. Assume A 1, A 2 and that the sampling distribution is uniform. Define the approximation error t (θ) :=∇f t (θ) − ∇f (θ). With probability at least 1 − ∆, for any t ≥ T ∆ := (λ/σ) 2 log 2 (λ/σ) log(d + 2d/∆), and any θ ∈ C R :
with · σ,∞ the operator norm, c λ a constant which depends only on λ and where λ,σ and κ are defined in A 1 and A 2.
Remark 3. Here we assume that the sampling is uniform only for simplicity. More general sampling scheme can be controlled similarly under additional assumptions (see e.g., (Klopp, 2014) ).
In light of Proposition 2, if the sFW algorithm is used after T ∆ samples are observed, then H1 is satisfied and the results from Theorem 1 applies.
Large-scale learning with empirical risk
In this example, our aim is to minimize the following empirical risk:
where C ⊆ R n . We assume that the function F T (·) is convex and the gradient ∇f t (·) is L-Lipschitz continuous with respect to · 2 . Problem (30) has been considered by (Zinkevich, 2003; Hazan and Kale, 2012) . We propose the following sFW algorithm for (30), which can be seen as a randomized version of the online Frank-Wolfe (OFW) algorithm in (Hazan and Kale, 2012) . Algorithm. At time t ≥ 1, we perform 1. Randomly draw a new integers i(t) uniformly from [T ] without replacement. Evaluate the gradient estimate:∇
2. Set a t = arg min a∈C a,∇F t (θ t ) .
3. Update θ t+1 = (1 − γ t )θ t + γ t a t .
By applying a result from (Shalev-Shwartz et al., 2009) , the error in the gradient estimate can be bounded as:
. With probability at least 1 − ∆, the following holds for all θ ∈ C ⊂ R n and for all 1 ≤ t ≤ T ,
where ρ is the diameter of C; and t (θ) ∞ = 0 if t > T .
Following Proposition 3, the error t (θ) satisfies H 1 and since the gradient is L Lipschitz, H 2 is also satisfied. The convergence results from Theorem 1 can be applied. Notice that the error bound is independent of T and depends only on n log(n).
Remark 4. A deterministic algorithm for (30) with Lipschitz continuous function f t (·) was studied by (Hazan and Kale, 2012) . We have shown that a randomized version of their algorithm converges at a rate of O( log(t)/t) (compared to O(1/ √ t)); moreover, if H3, H4 are satisfied by F T (θ), then the algorithm converges at O(log(t)/t) (compared to O(1/t 2/3 )).
Numerical Experiments
We conduct numerical experiments to demonstrate the practical performance of the sFW algorithm. We focus on the three examples given in section 3.
Online sparse learning
Data model. We consider a randomly generated data model for online sparse learning. In particular, A t = A is fixed for all t with dimension 60 × 100 and the parameterθ ∈ R 100 is a sparse vector with 15% sparsity and independent N (0, 1) elements. We also set σ w = 10. We consider two models for A -when A is generated as (i) a random Gaussian matrix with independent N (0, 1) elements; (ii) 11 + G, where G is a random Gaussian matrix with independent N (0, 10 −4 ) elements. Notice that although A is not full rank in the both cases, but the matrix generated in model (i) satisfies the restricted isometry property (RIP) (Candès and Tao, 2005) of order greater than 2 θ 0 with high probability. Therefore, model (i) roughly corresponds to the situation when f is strongly convex. On the other hand, the A in model (ii) do not satisfy the RIP of desired order and the model corresponds to a non-strongly convex f .
Implementation. For benchmarking purpose, we have compared the sFW's performance with the stochastic projected gradient (sPG) method (Rosasco et al., 2014) . The sPG algorithm was implemented with a fixed step size γ t = 1/L using the same gradient estimate in (23). Both algorithms were programmed in Python 2.7 with numpy.
Results. Figure 1 plots the primal optimality h t := f (θ t ) − f (θ ) with the iteration number t when A is generated with model (i) and model (ii).
Convergence rate. We focus on the primal convergence rate between the two settings of r in Figure 1 . For the case when r = 0.15 θ 1 , we notice that the primal convergence rate is slower than O(1/t); while for the case with r = 1.1 θ 1 , the convergence rate is clearly O(1/t). The latter case corresponds to the scenario under H 4 as θ =θ ∈ C and θ belongs to the interior of C.
The simulation result corroborates with our analysis in Theorem 1, which indicates an accelerated convergence rate. For Figure 1 (Bottom), we see that H 3 is not satisfied by the problem yet H 4 holds. In this case, we observe that the convergence rate is roughly O( 1/t), indicating that the accelerated convergence is sensitive to strong convexity.
Step size rule. We compare the primal convergence with K = 1, 2 in Algorithm 1. While the asymptotic convergence rate is not sensitive to the choice of K, Figure 1 indicates that choosing K = 2 can better track the noise in the data. This can be explained by noticing that a higher weight was put on the direction a t − θ t generated from the current observation.
Comparison with sPG. The primal convergence rate of sPG is similar to sFW. However, the per-iteration complexity of sPG is O(n log n), while it is O(n) for the sFW.
Online matrix completion
Data model. We consider a rank-30, 100 × 100 matrix of the formθ := 1
, where u i and v i entries are independent N (0, 1) elements. In both cases, the observation indexes (k s , l s ) were sampled uniformly over [100] × [100] and the values Y s were generated according to a Gaussian distribution of meanθ ks,ls and standard deviation 3 i.e., Y s ∼ N (θ ks,ls , 3). In this scenario, the objective function is given by:
The constraint set radius R has been chosen as R = 1.1 θ σ,1 , so that the optmimal solution lies in the interior.
Step size rule. The stepsize was chosen with K = 2.
Comparison with sPG. As for the online Lasso experiments, the results are benchmarked against the stochastic projected gradient. Note that a crucial difference between the two is the iteration cost. Indeed, sPG requires to perform a full SVD at each step of complexity O((m 1 +m 2 ) 3 ), whereas the sFW only requires to compute the top singular eigen vectors of the gradient. Since the gradient at step t is at most t-sparse, this can be performed in O(t(m 1 + m 2 )) complexity using Lanczos iteration algorithm.
Results. Figure 2 plots the primal optimality h t := f (θ t ) − f (θ ) with the iteration number (Top) and the execution time (Bottom).
Rate of convergence In this simulation, the optimum lies in the interior of the constraint set and the objective is strongly convex. As expected by the theoretical results (up to a logarithmic factor), the rate of convergence of the sFW algorithm is O(1/t). The same rate is achieved by the sPG algorithm (see Figure 2 , Top). When the primal optimality is plotted against the time of execution, the sFW algorithm converges faster than the sPG gradient algorithm (see Figure 2 , Bottom).
Large scale learning
Dataset. We consider learning a sparse parameter θ from the dataset R64.mat available from (Duarte et al., 2008) . The dataset consists of T tot = 4319 one-bit measurements of an image of size 64 × 64. The squared loss function is chosen such that f t (θ) = (y t − a t θ) 2 , where a t ∈ R n is a binary measurement vector and n = 4096 is the vectorized image. The constraint set is chosen as C = {θ : θ 1 ≤ r} similar to the sparse learning example.
Implementation. We have compared the OFW algorithm (Hazan and Kale, 2012) with our sFW algorithm. Both algorithms were programmed using MATLAB. For the algorithm in subsection 3.3, we have (i) used batch processing by drawing 5 new integers (without replacement) in step 1 and (ii) introduced an inner loop to the algorithm by repeating step 2 to 3 for 100 times within each iteration. Similar batch processing and inner loop acceleration are applied to OFW for fair comparison.
Results. Figure 3 compares the primal objective value F T (θ t ) against the iteration number. We also show the reconstructed image after t f = 500 iterations of the sFW and OFW algorithm.
Comparison with OFW. Figure 3 shows that the convergence of primal objective of sFW is similar to that of OFW. Both algorithms converge at a rate of O(1/t). While our analysis for sFW has successfully predicted the convergence rate, we remark that the analysis for OFW in (Hazan and Kale, 2012) can only guarantee a convergence rate of O(1/t 2/3 ).
A Additional Results
Proof of Theorem 1
On the other hand, the following also hods:
where the second line follows from the definition of a t and the last inequality is due to the convexity of f and the definition of the diameter (4). Plugging (34) into (12) and using H1 yields the following with probability at least 1 − ∆ and for all t ≥ 1
We now proceed by induction to prove the first bound of the Theorem. Define
The initialization is done by applying (35) with t = 1. Assume that h t ≤ D η ∆ t /(K + t − 1) for some t ≥ 1. Since by definition γ t = K/(t + K − 1), from (35) we get:
where we used the fact that η ∆ t is increasing and larger that 1 for the second indequality. O(η ∆ t /t) bound: Define g t = max s∈C θ t − s, ∇f (θ t ) as the duality gap at θ t . Define s t ∈ arg max s∈C θ t − s, ∇f (θ t ) . By the same arguments used to derive (34) we have
where the last line follows from Lemma 1. Plugging (36) into (33) yields the following with probability at least 1 − ∆ and for all t ≥ 1,
To bound the first term in (43), we find that the ith element of the vector A s w s is zero-mean. Furthermore, it can be verified that
for all λ ∈ R, where A s,i,j is the (i, j)th element of A s and w s,j is the jth element of w s . In other words, the ith element of A s w s is sub-Gaussian with parameter mσ 2 w B 2 . It follows by the Hoefding's inequality that
Setting x = σ w 2mB 2 (log(2n 2 t 2 ) − log ∆)/t yields ∆/(nt 2 ) on the right hand side. Combining (45), (48) and using a union bound argument yields the desired result.
Proof of Proposition 2
For a fixed θ, by the triangle inequality A (θ ks,ls )e ks e ls − E[A (θ ks,ls )e ks e ls ] σ,∞ = P t (A (θ k,l )) k,l σ,∞ ≤ κ P t σ,∞ , where denotes the Hardamard product and we have used (Horn and Johnson, 1994, Theorem 5.5. 3) for the last inequality. Define Z s := e ks e ls − (m 1 m 2 ) −1 11 . Since by definition, λ ≥ 1, one can again apply Proposition 4 for U = λ and get with probability at least 1 − e −ν ,
Hence, by a union bound argument we find that with probability at least 1 − 2e −ν t σ,∞ ≤ c λ (2κ +σ) ν + log(d) t(m 1 ∧ m 2 ) .
Taking ν = log(1 + 2t 2 /∆) and applying a union bound argument yields the result. 
