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Abstract
 
This paper presents the shape optimization of a magnetic pole by using Kalman filter that
 
uses Signal Value Decomposition(SVD)and neural network.For the calculation of Kalman
 
filter,the UD decomposition filter is generaly used.The issue that the calculation of Kalman
 
filter using UD decomposition filter is complicated is pointed out.Therefore,in this study,the
 
simplification of the algorithm of Kalman filter is carried out with the use of the SVD filter,and
 
Kalman filter is calculated with it.As the result,it is clear that the calculation of Kalman filter
 
using the SVD filter shows almost the same result with what the UD decomposition filter shows.
In addition,it is shown that the magnetic pole shape optimization combined use of Kalman filter
 
using the SVD filter and neural network is effective.
:SVD(Singular Value Decomposition),Kalman filter,Neural network,Shape
 
optimization
 
1. は じ め に
電子計算機の高性能化に伴い有限要素法，境
界要素法に代表される数値計算技術は，グラフ
イカルインタフェースの普及により使いやすく
なり，電気・電子機器の設計や改良に大いに利
用されている。機器の設計や改良において，所
望の性能が備わるようにするためには，経験を
もとに試行錯誤が必要で多くの時間と労力を費
やさなければならない場合が多々ある。このよ
うな背景のもとに，電気・電子機器の設計目標
値として与えられた電界や磁束分布を満たす形
状，寸法を決定する最適化手法の応用が精力的
に行われている。最適化手法としては，Simulat-
ed Annealing法??，遺伝的アルゴリズム??，
ニューラルネットワーク（以下NNと略記)???
等の提案がなされている。ここではNNの適用
について考察する。ニューラルネットワークの
学習方法として代表的ものに誤差逆伝播法（BP
法）がある。誤差逆伝播法は，学習回数が非常
に大きくなることや，局所解に落ち込みやすい
などの欠点があるので，誤差を所定の誤差内に
収束させるためには慣性項の追加や，シグモイ
ド関数に代わる伝達関数を使用するなどのテク
ニックが用いられている。この様なことから
ニューラルネットワークでは，より有効な学習
法が要求され，学習回数の軽減を図るためにカ
ルマンフィルタ??を用いた学習法が報告されて
いる。一般的にカルマンフィルタの計算には，U
-D分解フィルタが適用されているが，アルゴリ
ズムが複雑で分かりにくいという指摘??がなさ
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れている。そこで本研究は，カルマンフィルタ
のアルゴリズムの簡略化を図るためにSVD
(SingularValue Decomposition)フィルタの
適用を試み，U-D分解フィルタとの比較を行い
その有用性について検討を行った。
2. ニューラルネットワークの構成???????
形状最適化計算にNNを適用するに当たり，
カルマンフィルタを利用する。カルマンフィル
タ・ニューラルの併用法を図1に示す。NNは
入力層と1層以上の中間層および出力層からな
る階層構造をしており，教師データにより学習
を行う。同図では中間層を1層とした3層構造
について示している。図の??は入力信号，??は
ユニット間の重み結合係数，??は出力信号，??
は教師信号である。ここで，ニューラルネット
ワークの?層のユニット?の内部状態を??，
?－1層のユニットからの入力を????，?－1層
のユニット?から?層のユニット?への重み
係数を?????とすると，ユニット?の内部状態
??と出力??は，次式のように与えられる。
??＝∑
??
?
???????? (1)
ここで??＝????? (2)
ただし，?はユニット数，?は階層，一層の
ユニットの出力値は??，入力信号は??である。
ネットワークの出力信号??と教師信号??の
誤差が指定誤差より大きい場合は，カルマン
フィルタにて重み係数??を予測した後，同様
にネットワークの計算を行い，誤差が指定誤差
以上或いは，反復回数が指定回数以下ならば計
算を繰り返す。ここで?は伝達関数である。
NNの1回の学習における誤差は，全パター
ンの出力について教師データとの2乗平均誤差
を取るものとすると，2乗平均学習誤差?は
?＝∑
???
?????? (3)
ここで ??＝12∑???
??
????－????? (4)?
で表される。ただし，??は学習パターン数，??
は出力層のユニット数，???は教師データ，???
はNNの出力である。
3. 拡張カルマンフィルタによる学習
拡張カルマンフィルタ?????を併用した
ニューラルネットワークの学習法では，推定パ
ラメータに相当する状態ベクトルは，時間的遷
移構造を持たないので，時間軸について一定と
する。またシステムに誤差の混入がないという
条件を付け，システム行列に単位行列を選ぶと
次式のような非線形システムの状態推定問題と
なる。
1) 状態方程式
????＝???＋??? (5)
2) 観測方程式
??＝??＋?? (6)
ここで，??は状態ベクトル（結合重み変数ベ
クトル），??は観測ベクトル（NNの教師ベクト
ル），??は状態遷移行列，??はシステム駆動行
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図1 ニユーラルネットワークの基本構成
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列，??はシステム雑音，??はシステムの観測行
列であり???，??＝??????である。??????はNN
の構造と各ユニットの非線形特性で定まる関数
で時不変であるが??の関数である。ここで，?
を反復回数と読みかえる。また，?＝0のとき??
は??であり，この??は初期値である。ここで
??,??はガウス性を満たすものとし，システム
雑音がないものとして??は零とする。??はガ
ウス白色観測ノイズである。
基本的にカルマンフィルタは，時刻?＋?に
おける状態量????の最小分散推定値を最小に
する推定値?????を与えるフィルタの設計を
することである。観測式は状態量??について
は線形であるが，推定値が非線形であるので，
??????を推定値のまわりにテイラー展開を行
い，高次の項を無視して線形化する。この線形
化により外部入力を含まないシステムとなる。
この線形システムに観測更新アルゴリズムであ
るカルマンフィルタ?????を適用することによ
り，次の拡張カルマンフィルタの式を得る。こ
こで，??は観測行列，??は単位行列である。
(a) フィルタ方程式 ???
???＝?????＋?????－??????? (7)
?????＝??? (8)
(b) カルマンゲイン ??
??＝??????????????＋????? (9)
(c) 推定誤差共分散行列 ???
???＝?????－??????? (10)
?????＝??? (11)
(d) 初期条件
????＝??,????＝β? (12)
?????＝βε?
β:定数，ε:平均誤差，?:単位行列
観測行列??は次式によって与えられる。
??＝????????＝? (13)??
?
U-D分解フィルタによるアルゴリズムを以下
に述べる。
(14)式において??を学習用教師データ，
??????をネットワーク出力データ，時間?を反
復回数として重み係数 ????を推定する。フィ
ルタの計算は，推定誤差共分散行列???をU-
D分解して行う。アルゴリズムは以下のような
になる。
Step 0:初期条件の指定，式(12)の??は0～1
間の乱数，????は便宜上式（12）で与
える，?＝0
Step 1:最初の学習，教師データ ???,??を用
意
Step 2:ネットワークの内部状態??および出
力?????の計算
Step 3:式（13）による観測行列??の計算
Step 4:式（9）によるカルマンゲイン??の計
算
Step 5:式(7)，(10)により??および??を計
算し，観測更新
Step 6:もし，t＜ネットワークの計算総数より
小さいならば，式(8)，(11)および?を
更新 ??＝?＋1?して，Step 2へ
Step 7:もし，誤差が指定値以下あるいは，指
定回数以上ならば終了
Step 8:式（12）により??および??を更新し，
?＝0としてStep 1へ
4. SVDフィルタ
共分散行列の観測更新アルゴリズムは
?＝?－???????＋????? (14)
で与えられ，この逆行列は
???＝???－????? (15)
のようになる。ただし，共分散行列?,?は共に
非負定値対称である。このSVDを
???＝??????,???＝??????
とし，また???のコレスキー分解を???＝???
とおくと式(15)は
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??????＝??????＋??????
＝?????＋????????????
(16)
のように表される。ここで，???? ??????の
SVDを
???? ??????＝??? 0??? (17)
のように表すと，
???＋?????????＝??? ? (18)
が成立する。これより式(16)は
??????＝???? ??? (19)
となる。上式の両辺を比較すると
?＝??,?＝??? (20)
を得る。
SVDフィルタのアルゴリズムは以下のよう
になる。
Step 0:初期値設定
?＝?????,??＝?????＝?????
Step 1:観測更新アルゴリズムSVD
???? ??????＝??? 0???
を計算し，次のようにおく。
?＝??,?＝???
??＝??????
??＝?＋???－???
Step 2:もし，?＜ネットワークの計算総数よ
り小さいならばStep 1へ
Step 3:もし，誤差が指定値以下あるいは，指
定回数以上ならば終了
5. 解析モデルと学習データの作成
回転機のギャップ中の磁束分布が，正弦波分
布をするような磁極形状の最適化を行う。図2
に，解析対象である同期電動機の磁極を（回転
機モデルA）示す。コイルのアンペアターンは
2.01×10?［AT］とした。固定子のスロットは無
視した。何故ならば，ギャップ中の磁束分布は
回転子の形状によって大きく左右され，回転機
のギャップ中の磁束分布は固定子スロットによ
る影響をあまり受けないからである。図のA-B
上の磁束密度が正弦分布をするものとし，正弦
分布の最大磁束密度は0.5［T］で，A点は90度，
C点は0度の位置に対応させる。また，図の境界
??,??,…,??点は等間隔の点であり，学習デー
タ作成のための考察点である。そして，図の??,
??,…,??は等間隔に配置され，垂直方向にのみ
移動するものとし，回転子の直径は2.8×10??
［m］を超えないものとする。さらに，図の境界
α－β,β－γ,δ－αは固定境界条件とし，ベクト
ルポテンシャル?を零とする。また，境界β－γ
は自然境界である。
磁極形状最適化問題にニューラルネットワー
クを適用するためには，磁界分布を詳細に計算
し，学習データを作成する必要がある。磁界分
布の詳細は有限要素法（2?）により行い，学習
データ作成のための考察点????＝1,…,11?，移
動点????＝1,…,11?での磁束分布を求める。
次に，移動点????＝1,…,11?の座標をΔ?だ
図2 磁極モデル
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け移動し，新しい座標に対して磁界の計算を繰
り返す。このようにして座標値を変えて?回
(10回)繰り返して学習データを作成する。
6. 解析結果及び考察
図3は，形状最適化後の磁束分布を示したも
のである。U-D分解フィルタ，SVDフィルタ両
者とも最適化後の形状についてはほぼ一致して
おり，SVDフィルタを用いた計算結果が妥当で
あることが分かる。
図4は，U-D分解フィルタとSVDフィルタ
の考察領域A-B間の磁束密度分布を示したも
のである。U-D分解フィルタ，SVDとも希望磁
束密度とほぼ同様の磁束分布をなしており，適
切な形状が得られていると思われる。
図5は，U-D分解フィルタとSVDの学習誤
差を示したものである。図からU-D分解フィ
ルタの場合には計算回数が15回から25回のと
ころで誤差の振動が見られる。SVDフィルタの
場合には，誤差の初期値が小さくU-D分解
フィルタのような振動が見られなかった。U-D
分解フィルタの場合に計算回数が40回で収束
に至ったが，SVDフィルタの場合には収束しな
かった。しかし，誤差が安定しているので，誤
差の変動が小さい場合収束可能とみなせる。ま
た，SVDフィルタの場合U-D分解フィルタと
図4 A-B間の磁束密度分布
図3 磁束分布 図5 誤差の比較
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比較すると，アルゴリズムが簡単であるので非
常に分かりやすい。問題点として，SVD変換に
大きな配列を必要とするために，U-D分解フィ
ルタより計算に時間が掛かることが分かった。
今後，計算時間軽減のためのアルゴリズムの検
討が必要である。
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