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We study the complete probability distribution P (H¯, t) of the time-averaged height H¯ =
(1/t)
∫ t
0
h(x = 0, t′) dt′ at point x = 0 of an evolving 1+1 dimensional Kardar-Parisi-Zhang (KPZ) in-
terface h (x, t). We focus on short times and flat initial condition and employ the optimal fluctuation
method to determine the variance and the third cumulant of the distribution, as well as the asym-
metric stretched-exponential tails. The tails scale as − lnP ∼ ∣∣H¯∣∣3/2/√t and − lnP ∼ ∣∣H¯∣∣5/2/√t,
similarly to the previously determined tails of the one-point KPZ height statistics at specified time
t′ = t. The optimal interface histories, dominating these tails, are markedly different. Remarkably,
the optimal history, h (x = 0, t), of the interface height at x = 0 is a non-monotonic function of time:
the maximum (or minimum) interface height is achieved at an intermediate time. We also address
a more general problem of determining the probability density of observing a given height history
of the KPZ interface at point x = 0.
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I. INTRODUCTION
Nonequilibrium stochastic surface growth continues to attract attention for more than three decades [1–4]. The
commonly used measures of surface growth are the interface width and the two-point spatial correlation function [1].
When the interface is rough, these measures exhibit, at long times, dynamic scaling properties. Depending on the
values of the corresponding exponents, the interfaces are divided into different universality classes [1–4]. Although
these measures provide a valuable insight, they (and a more general measure – the two-point correlation function
both in space and in time [5, 6]) do not fully capture such a complex object as a stochastically evolving interface.
It is not surprising, therefore, that additional measures have been introduced. One group of such measures – the
persistence and first-passage properties of interfaces [7, 8] – has been around since the nineties. More recently, the
focus shifted towards more detailed quantities, such as the complete probability distribution P (H, t) of the interface
height h (x = 0, t) = H at the origin at time t. This shift of focus was a result of a remarkable progress in the theory of
this quantity for the 1+1 dimensional Kardar-Parisi-Zhang (KPZ) equation [9] – see Eq. (2) below – which describes
an important universality class of stochastic growth [10–16].
In this work we propose to characterize the interface height fluctuations by the probability distribution P (H¯, T )
of the time-averaged height at point x = 0:
H¯ =
1
T
∫ T
0
h (x = 0, t) dt. (1)
Fluctuation statistics of time-averaged quantities have attracted much recent interest in statistical mechanics, see e.g.
reviews [17–20]. It is natural, therefore, to extend their use to a characterization of fluctuating interfaces.
A particular problem that we will consider here deals with the KPZ equation that governs the evolution in time of
the height of a growing stochastic interface h (x, t) in 1+1 dimension:
∂th = ν∂
2
xh+
λ
2
(∂xh)
2
+
√
D ξ(x, t). (2)
3The interface is driven by the Gaussian noise ξ(x, t) which has zero average and is white, that is uncorrelated, both
in space and in time1. At late times, the KPZ interface width grows as t1/3, and the lateral correlation length grows
as t2/3 [9]. The exponents 2/3 and 1/3 have been traditionally viewed as the hallmarks of the KPZ universality class
[1–4]. The exact results [10–16] for the complete one-point height distribution P (H, t) led to sharper criteria for the
KPZ universality class, and to the discovery of universality subclasses based on the initial conditions, see Refs. [10–16]
and reviews [21, 24–27] for details.
Traditionally and understandably, the focus of interest in the KPZ equation has been its long-time dynamic scaling
properties. More recently, interest arose in the short-time fluctuations of the KPZ interface height at a point [22, 28–
42]. For flat initial condition, it takes time of order tλ = ν
5/(D2λ4) for the nonlinear term in Eq. (2) to kick in.
Therefore, at t  tλ typical fluctuations of the interface are Gaussian and described by the Edwards-Wilkinson
equation [43]: Eq. (2) with λ = 0. Large deviations, however, “feel” the presence of the KPZ nonlinearity from the
start. The interest in the short-time dynamics emerged as a part of a general interest in large deviations in the KPZ
equation. It was amplified by the discovery [28, 30–32] of a novel exponent in the stretched-exponential behavior
of one of the two non-Gaussian tails of P (H, t): the λH < 0 tail. This tail appears already at t > 0 and persists,
at sufficiently large H, at all times. The important latter property was conjectured in Ref. [31], demonstrated in
an explicit asymptotic calculation for “droplet” initial condition in Ref. [44], reproduced by other methods in Refs.
[45–47] and proved rigorously in Ref. [48].
Most of the previous works on the statistics of time-averaged quantities have considered the long-time limit, when
the time is much longer than the characteristic relaxation time of the system to a steady state [17–20]. In such systems
the long-time limit can be often described by the Donsker-Varadhan large deviation formalism [49, 50]. The KPZ
interface does not reach a steady state in a one-dimensional infinite system: it continues to roughen forever. As a
result, the statistics of time-averaged height is not amenable to the Donsker-Varadhan formalism, and one should look
for alternatives. One such alternative, based on a small parameter, is provided by the optimal fluctuation method
(OFM), which is also known as the instanton method, the weak-noise theory, and the macroscopic fluctuation theory.
In this method the path integral of the stochastic process, conditioned on a given large deviation, is evaluated using
the saddle-point approximation. This leads to a variational problem, the solution of which gives the optimal (that
is, most likely) path of the system, and the optimal realization of the noise. The “classical” action, evaluated on the
optimal path, gives the logarithm of the corresponding probability. The origin of the OFM is in condensed matter
physics [51–54], but the OFM was also applied in such diverse areas as turbulence and turbulent transport [55–57],
diffusive lattice gases [19], stochastic reactions on lattices [58, 59], etc. It was already applied in many works to the
KPZ equation and related systems [28–31, 33, 34, 36–40, 42, 60–66].
In this work we will employ the OFM to study fluctuations of the time-averaged height of the KPZ interface for the
flat initial condition. We find that the short-time scaling behavior of the distribution P(H¯, t) is − lnP ' S (H¯) /√t,
the same as that of the one-point one-time statistics P (H, t) [28, 30–32], but the details of these two problems
are different. We determine the variance and the third cumulant of the distribution P(H¯, t) and the asymmetric
stretched-exponential tails. The λH →∞ tail behaves as
− lnP(H¯, t) ' 16
√
2 ν|H¯|3/2
3D|λ|1/2t1/2 , (3)
whereas the λH → −∞ tail is the following:
− lnP (H¯, t) ' s0√|λ| |H¯|5/2
Dt1/2
, (4)
where s0 ' 1.61. The tails exhibit the same scalings as the previously determined tails of the one-point one-time KPZ
height distribution. The optimal interface histories, dominating these tails, are markedly different. One non-intuitive
finding is that the optimal history, h (x = 0, t), of the interface height at x = 0, conditioned on a specified H¯, is a
non-monotonic function of time: it exhibits a maximum or minimum at an intermediate time.
The remainder of this paper is organized as follows. In Sec. II we formulate the OFM’s variational problem whose
solution yields the large deviation function S
(
H¯
)
. In Sec. III we derive the second and third cumulants of the
distribution P(H¯, t). Sections IV and V deal with the λH¯ → +∞ and λH¯ → −∞ tails of the distribution. In Sec.
VI we extend the technique of Sec. IV to a more general problem of determining the probability density of observing
a given height history
h (x = 0, t) = h0 (t) (5)
1 We subtract from h (x = 0, t) in Eq. (1) the systematic displacement of the interface that results from the rectification of the noise by
the KPZ nonlinearity [21–23].
4of the KPZ interface at x = 0. We summarize and briefly discuss our results in Sec. VII. Some technical details are
relegated to Appendices A and B.
II. OPTIMAL FLUCTUATION METHOD
It is convenient to rescale time by the averaging time T , x by the diffusion length
√
νT , and the interface height h
by ν/|λ|. Now the KPZ equation (2) takes the dimensionless form [31]
∂th = ∂
2
xh−
1
2
(∂xh)
2
+
√
 ξ (x, t) , (6)
where  = Dλ2
√
T/ν5/2 is the dimensionless noise magnitude, and we assume without loss of generality2 that λ < 0.
In the weak-noise (that is, short-time) limit, which formally corresponds to → 0, the proper path integral of Eq. (6)
can be evaluated by using the saddle-point approximation. This leads to a minimization problem for the action
functional
s [h (x, t)] =
1
2
∫ 1
0
dt
∫ ∞
−∞
dx
[
∂th− ∂2xh+
1
2
(∂xh)
2
]2
. (7)
The (rescaled) constraint (1), ∫ 1
0
h (x = 0, t) dt = H¯, (8)
can be incorporated by minimizing the modified action
sΛ = s [h (x, t)]− Λ
∫ 1
0
dt h (x = 0, t) = s [h (x, t)]− Λ
∫ 1
0
dt
∫ ∞
−∞
dxδ (x)h (x, t) , (9)
where Λ is a Lagrange multiplier whose value is ultimately determined by H¯. As in the previous works [28, 31, 62],
we prefer to recast the ensuing Euler-Lagrange equation into Hamiltonian equations for the optimal history h (x, t)
of the height profile and its canonically conjugate “momentum” ρ (x, t) which describes the optimal realization of the
noise ξ:
∂th = δH/δρ = ∂2xh−
1
2
(∂xh)
2
+ ρ, (10)
∂tρ = −δH/δh = −∂2xρ− ∂x (ρ∂xh)− Λδ (x) , (11)
where the Hamiltonian H is
H = Λh (0, t) +
∫ ∞
−∞
dx ρ
[
∂2xh−
1
2
(∂xh)
2
+ ρ/2
]
. (12)
The delta-function term in Eq. (11) is specific to the constraint of the time-averaged height: it comes from the second
term in Eq. (9) as we explain in Appendix A. It describes an effective driving of the optimal noise ρ (x, t) by a
permanent point-like source. The initial condition for the flat interface is
h (x, t = 0) = 0. (13)
As the variation of sΛ must vanish at t = 1, we obtain the boundary condition
ρ (x, t = 1) = 0. (14)
After solving the OFM problem and returning from Λ to H¯, we can evaluate the rescaled action, which can be
recast as
s
(
H¯
)
=
1
2
∫ 1
0
dt
∫ ∞
−∞
dx ρ2 (x, t) . (15)
2 Changing the sign of λ is equivalent to changing the sign of h.
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FIG. 1. (a) The optimal history of the noise ρ (x, t) /Λ versus x at rescaled times t = 0, 0.5, 0.8 and 0.99 (from top to bottom).
(b) The optimal history of the interface at rescaled times t = 0.02, 0.1, 0.25 and 0.99 (from bottom to top). (c) h (x = 0, t) /Λ
vs. t. The maximum is reached at t = 4/5.
This action is the short-time large-deviation function of the time-averaged height. It gives P (H¯, T ) up to pre-
exponential factors: − lnP ' s (H¯) /, or
− lnP (H¯, T ) ' ν5/2
Dλ2
√
T
s
( |λ| H¯
ν
)
(16)
in the physical variables. The same scaling behavior was obtained for the one-point one-time statistics [28, 30–32],
but the functions s(. . . ) are of course different.
III. LOWER CUMULANTS
At sufficiently small H¯, or Λ, one can solve the OFM problem perturbatively in powers of H¯ or Λ. Previously,
expansion in powers of Λ was used [31, 67]. As we show below, it is advantageous to switch to expansion in powers
of H¯ at some stage, as this enables one to evaluate the third cumulant of P by calculating an integral which only
involves terms of leading order in H¯.
A. Second cumulant
In the leading order, we can neglect the nonlinear terms in the OFM equations, yielding
∂th = ∂
2
xh+ ρ, (17)
∂tρ = −∂2xρ− Λδ(x). (18)
These linear equations correspond to the OFM applied to the Edwards-Wilkinson (EW) equation [43].
Solving Eq. (18) backward in time with the initial condition (14), we obtain
ρ (x, t) =
Λ
2
[
x erf
(
x
2
√
1− t
)
− |x|+ 2
√
1− t√
pi
e−
x2
4(1−t)
]
(19)
where erf (z) is the error function. This solution is shown in Fig. 1 (a). Now we can solve Eq. (17) with the forcing
term ρ (x, t) from Eq. (19) and with the initial condition (13). The solution, shown in Fig. 1 (b), is elementary but a
bit cumbersome, see Appendix B 1. At all times t > 0, the maximum height is reached at x = 0, as to be expected.
Surprisingly, this maximum height,
h (x = 0, t) =
Λ
[
(1 + t)
3/2 − (1− t)3/2 − 2t3/2
]
3
√
pi
(20)
is a non-monotonic function of time, see Fig. 1 (c). It reaches its maximum, hmax = 2Λ/(3
√
5pi), at t = 4/5.
Plugging Eq. (19) into Eq. (15), we find s in terms of Λ:
s =
4
(√
2− 1)Λ2
15
√
pi
. (21)
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FIG. 2. Markers: direct computation of the action s
(
H¯
)
over numerical solutions to the OFM equations (10) and (11). The
dashed and solid lines are the quadratic and cubic approximations from Eq. (27), which we obtained analytically.
In its turn, plugging Eq. (20) into (8), we determine the relation between Λ and H¯:
H¯ =
8
(√
2− 1)Λ
15
√
pi
. (22)
Now Eqs. (16), (21) and (22) yield, in the physical units, a Gaussian distribution3
− lnP (H¯, T ) ' 15√piν H¯2
16
(√
2− 1)D√T . (23)
The variance of this Gaussian distribution – the second cumulant of the exact distribution P – is
VarH¯ =
8(
√
2− 1)D√T
15
√
piν
. (24)
It scales as D
√
T/ν, as the second cumulant of the one-point one-time height distribution [22, 31, 68], but the numerical
coefficient is different. Not surprisingly, it is smaller than in the one-point one-time problem.
B. Third cumulant
The third cumulant already “feels” the KPZ nonlinearity. In order to calculate the third cumulant, it is advantageous
to switch to the perturbative expansion in H¯, rather than in Λ:
h (x, t) = H¯h1 (x, t) + H¯
2h2 (x, t) + . . . , (25)
ρ (x, t) = H¯ρ1 (x, t) + H¯
2ρ2 (x, t) + . . . . (26)
Correspondingly,
s = H¯2s1 + H¯
3s2 + . . . . (27)
Plugging Eq. (25) into the definition (7) of s and taking leading order terms in H¯ (see Appendix B 2), we find
s2 =
1
2
∫ 1
0
dt
∫ ∞
−∞
dx ρ1 (∂xh1)
2
. (28)
Importantly, one does not have to determine the functions h2 and ρ2 in order to evaluate s2. It suffices to know the
quantities h1 and ρ1, determined in the previous iteration. Although they are known in analytical form, we were able
to evaluate the double integral in Eq. (28) only numerically. The result, s2 = 0.26308 . . . , is in good agreement with
a direct evaluation of s over numerical solutions to the OFM equations4, see Fig. 2.
3 There is a simple exact relation ds/dH¯ = Λ which is valid at all H¯. It can be proven explicitly, and it is a consequence of the fact that
H¯ and Λ are conjugate variables. A similar relation was quoted in Ref. [69]. By virtue of this relation Eqs. (21) and (22) can be derived
from one another with no need for calculating h (x, t).
4 In our numerical solutions of Eqs. (10) and (11) we used the Chernykh-Stepanov back-and-forth iteration algorithm [69].
7With the cubic approximation (27) for s
(
H¯
)
at hand, it is straightforward to calculate the third cumulant of the
distribution5:
κ3 = −
∂3
H¯
s(
∂2
H¯
s
)3
∣∣∣∣∣
H¯=0
2
(ν
λ
)3
= −3s2
2
4s31
(ν
λ
)3
= 0.003058 . . .
D2λT
ν2
. (29)
The scaling κ3 ∼ T is the same as of the third cumulant of the one-point one-time height distribution [22, 31], but
the numerical coefficient is different.
IV. λH¯ → +∞ TAIL: ADIABATIC SOLITON AND EVERYTHING AROUND
Our numerics show that, at −H¯  1, ρ (x, t) is exponentially localized within a narrow boundary layer around
x = 0, see Fig. 3 (a). A similar feature is present in the −H  1 tail of the one-point one-time distribution for
deterministic initial conditions [28, 31, 33]. We now present an analytic theory in this limit, based on matched
asymptotic expansions. The idea is to approximately solve the OFM equations Eqs. (10) and (11) in an inner region
which includes the boundary layer around x = 0 and match this solution to the “outer” solution where both ρ and
the diffusion term in Eq. (10) are negligibly small. The outer region is described by the Hopf equation
∂tV + V ∂xV = 0 (30)
for the interface slope field V (x, t) = ∂xh (x, t), and it can be divided into two sub-regions. At |x| > xs (t), where
±xs (t) are the positions of two V -shocks determined below, h (and therefore V ) are negligibly small due to the flat
initial condition, whereas in the region δ (t) |x| < xs (t) [where δ (t) denotes the width of the boundary layer and is
found below] the Hopf flow is nontrivial and more complicated than the analogous Hopf flows in one-point one-time
problems considered previously [31, 33]. The whole outer region does not contribute to the action in the leading
order. We begin by presenting the solution in the inner region and then we use it in order to evaluate the action.
Afterwards, we find the outer solution and then match the two solutions in their joint region of validity.
In the one-point one-time problem [28, 31], one encounters an important class of exact solutions to the OFM
equations [without the driving term −Λδ (x) in Eq. (11)], describing a strongly localized soliton of ρ and two outgoing
“ramps” of h [60, 63]:
ρ (x, t) = −2c sech2
(√
c
2
x
)
, (31)
h (x, t) = 2 ln cosh
(√
c
2
x
)
− ct, (32)
where c > 0 is the velocity of the h-front in the vertical direction. In the present problem the driving term in Eq. (11)
causes the soliton-front solution to vary with time adiabatically:
ρ (x, t) = −2c (t) sech2
[√
c (t)
2
x
]
, (33)
h (x, t) = 2 ln cosh
[√
c (t)
2
x
]
+ h0 (t) , (34)
where h0 (t) = h (x = 0, t) is the interface height at the origin, and the function c (t) to be found is much larger than
1. The function c (t) is related to Λ through the balance equation
d
dt
∫
ρdx = −Λ, (35)
which can be obtained by integrating the both parts of Eq. (11) over x from −∞ to ∞. Plugging Eq. (33) into (35),
we obtain
2
√
2√
c (t)
dc
dt
= Λ. (36)
5 See e.g. Sec. 4.2.5 of the Supplemental Material in Ref. [35].
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FIG. 3. Solid lines: numerical solutions for the optimal path, corresponding to the λH  1 tail. Here H¯ = −50. Shown are (a)
the adiabatically varying soliton ρ (x, t) (bottom to top), (b) two adiabatically varying outgoing V -shocks V (x, t), and (c) two
adiabatically varying outgoing “ramps” h (x, t) at rescaled times t = 0, 0.25, 0.5, 0.75, 1. Panel (d) shows h (x = 0, t) vs. time.
The numerical results are almost indistinguishable from the analytical predictions (33), (40), (41), (49) and (51) (dashed lines).
The only exception is the inset of panel (d), but notice its vertical scale. The horizontal scale in panel (a) is of the order of
magnitude of the boundary layer, whereas in (b) and (c) it is of the order of magnitude of the Hopf length scale ∼
√
−H¯.
Furthermore, we can find a connection between c (t) and h0 (t). Plugging the ansatz (33) and (34) into Eq. (10) we
obtain
x√
c (t)
tanh
[√
c (t)
2
x
]
dc
dt
+
dh0 (t)
dt
= −c (t) . (37)
We now identify the inner region as |x|  ∆ (t), where
∆ (t) =
[c (t)]
3/2
c˙ (t)
. (38)
[As one can check a posteriori, ∆ (t) is much larger than the characteristic soliton width δ (t) = 1/
√
c(t).] In the
region |x|  ∆ (t) the first term in Eq. (37) is negligible, and we obtain the expected adiabatic relation
dh0(t)
dt
= −c (t) . (39)
We now integrate the ordinary differential equations (36) and (39) subject to h0 (t = 0) = 0, Eq. (8), and c (t = 1) = 0
[the latter condition follows from the boundary condition (14) and Eq. (33)]6. We obtain H¯ = −Λ2/128, and
c (t) = 4
∣∣H¯∣∣ (1− t)2 , (40)
h0 (t) =
4
3
H¯
[
1− (1− t)3
]
. (41)
6 The adiabatic soliton-front ansatz (33) and (34) is only valid for c 1. There are short temporal boundary layers near t = 0 and t = 1
where the solution rapidly adapts to the boundary conditions (13) and (14). In the limit −H¯  1 the relative contribution of these
temporal boundary layers to the action is negligible.
9Note that the leading-order asymptotic result (41) describes a monotonically decreasing function of t. Numerics show
that h0 (t) is in fact not monotonic, but the local minimum at an intermediate time is very shallow, see Fig. 3 (d).
The non-monotonicity should appear in a subleading order of the theory with respect to −H¯  1.
Now we can evaluate the action. Plugging Eq. (33) into Eq. (15) and using Eq. (40), we obtain
s =
1
2
∫ 1
0
4c2 (t) dt
∫ ∞
−∞
dx sech4
[√
c (t)
2
x
]
=
8
√
2
3
∫ 1
0
[c (t)]
3/2
dt =
16
√
2
3
∣∣H¯∣∣3/2 (42)
which leads, in the physical units, to the announced equation (3). This tail scales as the previously determined
λH → +∞ tail of the one-point one-time distribution P (H,T ) [28, 31], but the coefficient in the exponent of
P (H¯, T ) is twice as large.
Using Eq. (40), we can evaluate the characteristic soliton width, δ (t) ∼ |H¯|−1/2(1 − t)−1. At −H¯  1, δ (t) is
much smaller than 1 until very close to t = 1. In its turn, the length scale ∆ (t) ∼ |H¯|1/2(1− t)2 is much larger than
1, except very close to t = 1. Finally, the condition c (t) 1 also holds except very close to t = 1.
As it is evident from the calculations in Eq. (42), the large deviation function s
(
H¯
)
comes only from the adiabatically
varying ρ-soliton, which is exponentially localized within the boundary layer of width δ (t) around x = 0. Still, for
completeness, we now determine the optimal path h (x, t) in the outer region, that is outside this boundary layer.
Here ρ is negligible, and we can also neglect the diffusion term in Eq. (10) which, similarly to Ref. [31], bring us to
the Hopf equation (30). We will now solve this equation and match the solution with the inner solution in their joint
region of their validity. It suffices to solve for x > 0. The solution for x < 0 is obtained from the mirror symmetry of
the problem around x = 0.
The general solution to Eq. (30) is given in the implicit form by [71]
F (V ) = x− V t, (43)
where F (V ) is an arbitrary function. The joint region of validity of the Hopf solution and the boundary-layer solution
is δ (t) x ∆ (t). Using Eq. (40), we find that the joint region is7
1∣∣H¯∣∣1/2 (1− t)  x
∣∣H¯∣∣1/2 (1− t)2 . (44)
In this region Eqs. (34) and (40) lead to
V '
√
2c (t) = 2
√
−2H¯ (1− t) , (45)
which is easily inverted
t ' 1− V
2
√
−2H¯ . (46)
We now match Eq. (46) with the Hopf solution in the joint region (44). As we shall check later, in this region x is
negligible compared with the other terms in Eq. (43), so Eqs. (43) and (46) yield
F (V ) = −V + V
2
2
√
−2H¯ . (47)
With F (V ) at hand, we can obtain the solution V (x, t) in the entire nontrivial Hopf region
δ (t) x < xs (t) , (48)
where the V -shock position xs (t) is determined below. Plugging Eq. (47) back into (43) and solving for V , we obtain
a self-similar expression
V (x, t) =
√
−2H¯ (1− t) Φ
[ √
2x√
−H¯(1− t)2
]
, (49)
7 See footnote 6.
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FIG. 4. Solid line: The location xs (t) of the V -shock which separates the nontrivial Hopf region (48) from the trivial region
where ρ = h = V = 0 in the −H¯  1 tail, see Eqs. (51) and (54). The shock velocity x˙s (t) goes down with time. Dashed line:
the asymptote xs (t 1) '
√
−2H¯ t. The fat dot denotes the point xs (t = 1) = 21/6
√
−H¯.
where Φ(z) = 1 +
√
1 + z, and we chose the plus sign in front of
√
1 + z so that V > 0 at x > 0, corresponding to a
minimum of h at x = 0. One can now verify that in the joint region (44) x is negligible in Eq. (49) so that the latter
equation indeed reduces to (45). It is now straightforward to find the optimal history of the interface height h (x, t)
in the nontrivial Hopf region (48) from the relation
h (x, t) = h (0, t) +
∫ x
0
V (x′, t)dx′. (50)
With Eqs. (41) and (49), this yields
h (x, t)
H¯
'

4
3
− (1− t)3f
[ √
2|x|√
−H¯(1− t)2
]
, |x| < xs (t), (51)
0, |x| > xs (t), (52)
where
f (z) =
∫ z
0
Φ (z′) dz′ +
4
3
=
2
3
(1 + z)
3/2
+
2
3
+ z, (53)
and we symmetrized the solution around x = 0.
The V -shock positions ±xs (t) are described by the equation
xs (t) =
√
−H¯
2
(1− t)2 f−1
[
4
3 (1− t)3
]
, (54)
where f−1(z) is the inverse of the function f(z). We do not give here the rather cumbersome expression for f−1, but
the resulting xs (t) is plotted in Fig. 4. In contrast to the one-point one-time problem [31] the shock velocity x˙s (t)
here is not constant: it slowly decreases with time. At t  1 we obtain xs (t) '
√
−2H¯ t; the corresponding shock
speed is equal to the one half of V (x, t) at t  1 [see Eq. (45)], as it should [70]. At t → 1 xs (t) approaches the
point xs (t = 1) = 2
1/6
√
−H¯.
Notice that the solution (51) does not satisfy the flat initial condition (13), but this is of no concern because
xs (t = 0) = 0, so the nontrivial Hopf region (48) is nonexistent at t = 0. At t = 0 the entire system is in the trivial
region where h vanishes.
Our numerical results show good agreement with the analytic predictions, see Fig. 3. For example, for H¯ = −50
the action computed on the numerical solution, s ' 2647, is about 1% off the analytical prediction, s = 2666.66 . . .
of Eq. (42).
The adiabatic soliton theory presented here can be extended to a more general problem of finding the probability
distribution of observing a given height history at x = 0, see Eq. (5). We determine the corresponding tail of this
probability distribution, in Sec. VI. We also show there how the solution of the more general problem can be used to
reproduce some of the results of this subsection.
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FIG. 5. Numerical results for the optimal path (at x > 0), corresponding to the −λH¯  1 tail. (a) Rescaled ρ (x, t) at times
t = 0, 0.1, 0.5, 0.75, 0.82 and 0.9 (top to bottom). Inset: the diffusion-dominated boundary layer near x = 0. (b) Rescaled V (x, t)
at times 0.1(1), 0.5(2), 0.75(3), 0.82(4) and 1(5). (c) Rescaled h (x, t) at the same times as in (b). (d) Rescaled h (x = 0, t) vs. t.
The coordinates of indicated points are (0.826, 0.543) — the maximum height — and (1, 0.472). All the data is plotted for two
different values of Λ: 75700 and 97500, which correspond to H¯ ' 704, s ' 2.14×107 and H¯ ' 834, s ' 3.26×107, respectively.
The two data sets are indistinguishable, verifying the hydrodynamic scaling (57). The pressure-driven flow region and the Hopf
region are clearly seen in panels (a)-(c). The regime x < 0 is given by symmetrization of ρ and h and by antisymmetrization
of V .
V. λH¯ → −∞ TAIL: HOW A NEGATIVE-PRESSURE GAS LEAKS INTO A WALL
In this tail of the distribution P (H¯, T ), the optimal path is large-scale in terms of both h and ρ, and we can neglect
the diffusion terms in Eqs. (10) and (11) altogether [28, 31]. The resulting equations
∂tV + V ∂xV = ∂xρ, (55)
∂tρ+ ∂x (ρV ) = −Λδ (x) , (56)
describe a one-dimensional inviscid hydrodynamics (HD) of a compressible “gas” with density ρ (x, t) and velocity
V (x, t) = ∂xh (x, t) [31]. The gas is unusual: it has negative pressure p (ρ) = −ρ2/2. As described by Eqs. (13)
and (14), the gas flow starts from rest, V = 0 at time t = 0, and it leaks, at constant rate Λ, into the origin until time
t = 1 when no gas is left.
The additional HD rescaling
x/Λ1/3 → x, V/Λ1/3 → V, ρ/Λ2/3 → ρ, (57)
leaves Eqs. (55), (13) and (14) invariant and replaces Λ by 1 in Eq. (56). As a result, the HD problem becomes
parameter-free, and one immediately obtains the scalings s (Λ) ∼ Λ5/3 and H¯ (Λ) ∼ Λ3/2 leading to
s
(
H¯
)
= s0H¯
5/2, (58)
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FIG. 6. (a) The rescaled “mass flux” ρV at x = 0.2 as a function of t. (b) ρV as a function of rescaled x at times t =
0.25, 0.5, 0.75, 0.9. Both plots are for Λ = 97500. The effective HD boundary condition (60) is satisfied except in narrow
temporal boundary layers near t = 0 and t = 1, and in a narrow spatial boundary layer around x = 0.
which corresponds to Eq. (4) in the physical units. Here s0 = O(1) is a dimensionless number to be found. Another
way to obtain the scaling (4) is to require the distribution (16) to be independent of the diffusion coefficient ν.
To complete the formulation of the HD problem, we derive an effective boundary condition at x = 0. Due to
the mirror symmetry of the problem, x ↔ −x, the solution should satisfy the relations ρ (−x, t) = ρ (x, t) and
V (−x, t) = −V (x, t). As a result, ρ (x, t) of the HD solution must be continuous at x = 0, see also Eq. (11).
Integrating Eq. (56) (with Λ = 1) with respect to x over an infinitesimally small interval which includes x = 0, we
find that the HD solution must include a V -shock at x = 0 which satisfies the relation
ρV |x→0+ − ρV |x→0− = −1. (59)
Therefore, it suffices to solve Eqs. (55) and (56) for x > 0: without the delta-function term in Eq. (56), but with the
following effective boundary condition:
ρV |x→0+ = −
1
2
. (60)
This boundary condition describes a constant mass flux of the gas into the origin. Similarly to the previous works [31],
this HD flow has three distinct regions: (a) the pressure-driven flow region 0 < x < ` (t) with an a priori unknown
` (t), (b) the Hopf region ` (t) < x < `0, where `0 = ` (t = 0), and (c) the trivial region x ≥ `0 where ρ and V vanish
identically. In the Hopf region ρ (x, t) vanishes identically, and Eq. (55) becomes the Hopf equation (30) whose general
solution (43) is to be matched continuously with the pressure-driven solution at x = ` (t) and must vanish at x = `0.
In spite of the major simplification, provided by the inviscid approximation, we have not been able to solve the HD
problem analytically. The reason is the nonzero-flux boundary condition (60). (For the zero mass flux at the origin
the HD solution describes a uniform-strain flow, and it is quite simple [30, 31].) Therefore, we relied on a numerical
solution.
Numerical solutions for one-dimensional inviscid gas flows are usually obtained in Lagrangian mass coordinates [72].
In the context of the OFM theory for the KPZ equation it been recently done in Ref. [42] which studied the one-time
statistics of the interface height at an arbitrary point on a half-line. In the present problem the use of the Lagrangian
mass coordinate is inconvenient because of the “mass leakage” at x = 0. Therefore, we solved numerically the full
OFM equations (10) and (11) in the regime H¯  1. The numerical solutions verified the HD scaling (57), see Fig. 5.
As can be seen in panel (b), the V -shock, predicted by the HD equations at x = 0, is smoothed out by diffusion over
a narrow boundary layer. The pressure-driven flow region and the Hopf region are also clearly seen in Fig. 5. We also
checked that the effective HD boundary condition (60) holds, see Fig. 6. From Fig. 5 (b) it can be seen that `0 ' 0.8.
Most importantly, we verified the scaling relation (58) of the action, see Fig. 7. Using the numerical data, we
computed the factor s0 = O(1) in the following manner. The relation
8 ds/dH¯ = Λ alongside with Eq. (58) leads to
s (Λ) '
(
2
5
)5/3
s
−2/3
0 Λ
5/3, Λ 1. (61)
8 See footnote 3.
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FIG. 7. The action computed numerically in the −λH¯  1 tail. (a) s (H¯) /H¯5/2 as a function of H¯. (b) s(Λ)/Λ5/3 as a
function of Λ. Both graphs approach constants in the limit H¯,Λ → +∞. However, as it is evident from the large difference
between the vertical scales, s(Λ)/Λ5/3 converges much faster.
As seen in Fig. 7, s
(
H¯
)
/H¯5/2 as a function of H¯ converges relatively slowly in the H¯ → +∞ tail (a similar slow
convergence of s
(
H¯
)
/H¯5/2 for the one-point statistics was observed in the one-point one-time problem, see the inset
of Fig. 1 of Ref. [31]). Fortunately, s(Λ)/Λ5/3 as a function of Λ converges much faster, see Fig. 7 (b). By comparing
Eq. (61) with the data of Fig. 7 (b), we find (2/5)
5/3
s
−2/3
0 ' 0.158. The resulting s0 ' 1.61 turns out to larger by
a factor of 6.7 than the corresponding factor 8
√
2/(15pi) for the one-point one-time height statistics tail λH → −∞
[30, 31].
VI. ADIABATIC SOLITON THEORY FOR A MORE GENERAL PROBLEM
Here we consider the following problem: What is the probability density P [h0 (t)] of observing a whole given
one-point height history
h (x = 0, t) = h0 (t) (62)
of the KPZ interface at the origin? The OFM formulation of this problem is a generalization of that of the time-average
problem. We argue that the only difference is that the second OFM equation (11) must be replaced by
∂tρ = −∂2xρ− ∂x (ρ∂xh)− Λ0 (t) δ (x) , (63)
where Λ0 (t) is a function which takes the role of (infinitely many) Lagrange multipliers, and is ultimately determined
by the specified h0 (t). One way to reach Eq. (63) is by imposing a finite number of intermediate-time constraints
h (0, ti) = h0,i, i = 1, . . . , N (64)
at times 0 < t1 < · · · < tN < 1, and then taking the continuum limit.
Let us focus on histories
h0 (t) = Mg (t) , (65)
where g (0) = 0, g (1) = 1 and g (t) is monotone increasing, g˙ (t) > 0, and consider the limit M → −∞ (the reason
for these requirements will become clear shortly). We argue that the adiabatic soliton ansatz (33) and (34) is still
correct. c (t) is found from the adiabatic relation (39), and is related to Λ0 (t) through Eq. (36) with the right-hand
side replaced by Λ0 (t). We must require c  1 for the adiabatic soliton theory to be valid, and this is the reason
that we demanded that g (t) be monotonic and considered M → −∞. The action associated with the distribution
P [h0 (t)] is given by a simple generalization of Eq. (42), which is obtained by using Eq. (39) instead of (40):
s =
8
√
2
3
∫ 1
0
[
−dh0(t)
dt
]3/2
dt. (66)
Here too the outer region, where ρ (x, t) ' 0, does not contribute to the action and does not affect this distribution
tail. As a result, the initial condition h (x, t = 0) does not play a major role, and this tail is universal for a whole
class of deterministic initial conditions.
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Equation (66) can be used to find the corresponding tail of many simple KPZ height statistics that can be viewed as
particular examples. We now demonstrate this by reproducing the tails of the distributions of the one-point one-time
height H [28, 31] and of the time-averaged height H¯.
We obtain the H → −∞ tail of the one-point one-time height distribution by a minimization of the action (66) over
histories h0 (t) at the origin. The ensuing Euler-Lagrange equation reduces to d
2h0/dt
2 = 0, and its solution subject
to the boundary conditions h0 (0) = 0 and h0 (1) = H is h0 (t) = Ht. Plugging h0 (t) back into (66), we obtain the
tail
s =
8
√
2
3
|H|3/2 (67)
in agreement with Refs. [28, 31].
For the H¯ → −∞ tail of the time-averaged height distribution we must minimize (66) over h0 (t), under the
constraints h0 (0) = 0 and Eq. (8). The constraint (8) calls for a Lagrange multiplier, so we define
sΛ =
8
√
2
3
∫ 1
0
[
−dh0(t)
dt
]3/2
dt− Λ
∫ 1
0
h0 (t) dt, (68)
while the “lacking” boundary condition is the condition dh0/dt(t = 1) = 0 at the “free boundary” t = 1 [73]. The
Euler-Lagrange equation associated with sΛ,
d2h0(t)
dt2
= − Λ
2
√
2
[
−dh0(t)
dt
]1/2
, (69)
is equivalent to both of the equations (36) and (39), and its solution under the constraints listed above indeed coincides
with Eq. (41). Plugging Eq. (41) back into (66) this indeed reproduces the tail (42).
One can also use Eq. (66) to obtain a proper tail of the joint distribution of H and H¯.
VII. SUMMARY AND DISCUSSION
We calculated the Gaussian asymptote (23), the third cumulant (29) and the two stretched exponential tails (3)
and (4) of the short-time distribution of the time-averaged height H¯ at a given point of an infinite initially flat KPZ
interface in 1+1 dimensions. We also found the corresponding optimal path of the interface, conditioned on a given
H¯. The scaling of the logarithm of the distribution with H¯ turns out to be the same as that observed for one-point
statistics, but the details (and especially the optimal paths) are quite different. In all regimes we observed that the
probability to observe a certain unusual value of H¯ is smaller than the probability to observe the same value of H
in the one-time problem. The optimal fluctuation method makes it obvious why: in order to reach a given H¯, the
optimal interface height must reach a higher value at an earlier time.
One non-intuitive feature that we observed is a non-monotonic behavior of the optimal interface height at x = 0
as a function of time. This effect is most pronounced for the typical fluctuations of H¯ (as described by the Gaussian
region of the distribution) and in the λH¯ → −∞ tail. It is much weaker in the λH¯ → +∞ tail.
Solving the OFM equations analytically in the λH¯ → −∞ tail remains challenging even after a drastic reduction
of the problem to that of an effective hydrodynamic flow, as we described in Sec. V.
It would be interesting to extend our results to the other two standard initial conditions of the KPZ equation:
droplet and stationary. We expect the short-time scaling of the distribution to be the same. For the droplet initial
condition (actually, for a whole class of deterministic initial conditions), we expect the λH¯ → +∞ tail to coincide
with that for the flat initial condition. For the stationary interface it would be interesting to find out whether the
dynamical phase transition, reflecting spontaneous breaking of the mirror symmetry by the optimal path and observed
in the one-point one-time problem [34, 35, 38], persists in the statistics of H¯.
The adiabatic soliton theory of Sec. IV can be also very useful in determining other types of short-time height
statistics. We demonstrated this in Sec. VI by applying this theory to the more general problem of calculating the
probability density of observing a given height history at the origin.
Finally, it would be very interesting, but challenging, to study the time-average height statistics in the long-time
limit, or even at arbitrary times. In analogy with the one-point one-time distribution [36, 44–47], it is reasonable to
expect that the large-deviation distribution tails, predicted in this work, will continue to hold, sufficiently far in the
tails, at arbitrary times.
15
ACKNOWLEDGMENTS
We thank Tal Agranov and Joachim Krug for useful discussions and acknowledge financial support from the Israel
Science Foundation (grant No. 807/16). N.R.S. was supported by the Clore foundation.
Appendix A DERIVATION OF OFM EQUATIONS AND BOUNDARY CONDITIONS
The variation of the modified action (9) is
δsΛ =
∫ 1
0
dt
∫ ∞
−∞
dx
[
∂th− ∂2xh+
1
2
(∂xh)
2
] (
∂tδh− ∂2xδh+ ∂xh ∂xδh
)− Λ ∫ 1
0
dt δh (x = 0, t) . (A1)
Let us introduce the momentum density field ρ (x, t) = δL/δ (∂th), where
L {h} = 1
2
∫ ∞
−∞
dx
[
∂th− ∂2xh+
1
2
(∂xh)
2
]2
is the Lagrangian. We obtain
ρ = ∂th− ∂2xh+
1
2
(∂xh)
2
, (A2)
which can be rewritten as Eq. (10), the first Hamilton equation of the OFM. Now we can rewrite the variation (A1)
as follows:
δsΛ =
∫ 1
0
dt
∫ ∞
−∞
dx ρ (∂tδh− ∂2xδh+ ∂xh ∂xδh)− Λ
∫ 1
0
dt
∫ ∞
−∞
dx δh (x, t) δ (x) . (A3)
Requiring the variation to vanish for arbitrary δh yields, after several integrations by parts, the second Hamilton
equation (11) of the OFM. The boundary terms in space, resulting from the integrations by parts, all vanish. The
boundary terms in time must vanish independently at t = 0 and t = 1. They vanish at t = 0 because of the
deterministic initial condition (13), and the boundary term at t = 1 leads to the boundary condition (14).
Appendix B LOWER CUMULANTS
1 Optimal path in the Edwards-Wilkinson regime
The optimal path in the EW regime is obtained by solving Eq. (17) with the initial condition (13) and with the
forcing term ρ (x, t) from Eq. (19). Using “Mathematica” [74], we obtain
h (x, t) =
Λ
24
{
x
[
2x |x|+ (6t− x2 − 6) erf( x
2
√
1− t
)
− 2 (6t+ x2) erf( x
2
√
t
)
+
(
6t+ x2 + 6
)
erf
(
x
2
√
t+ 1
)]
+
2√
pi
e−
(2t+1)x2
4t(t+1)
[
√
1− t e
(1−3t2)x2
4t−4t3
(
4t− x2 − 4)− 2√t e x24t+4 (4t+ x2)+√t+ 1 e x24t (4t+ x2 + 4)]}, (B1)
so ∂xh (x, t), which is useful for evaluating the third cumulant, is
∂xh (x, t) =
Λ
4
{(
t− x
2
2
− 1
)
erf
(
x
2
√
1− t
)
− (2t+ x2)erf( x
2
√
t
)
+
2t+ x2+ 2
2
erf
(
x
2
√
t+ 1
)
+x |x|
+
x√
pi
[√
t+ 1 e−
x2
4(t+1) −√1− t e x
2
4(t−1) − 2√t e− x
2
4t
]}
.
(B2)
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2 Shortcut for evaluating the third cumulant
We denote by
sEW [h (x, t)] =
1
2
∫ 1
0
dt
∫ ∞
−∞
dx
(
∂th− ∂2xh
)2
(B3)
the dynamical action, corresponding to the Edwards-Wilkinson equation. The minimum of sEW under the condi-
tions (8) and (13) is given by h (x, t) = H¯h1 (x, t), so the variational derivative δsEW/δh vanishes on this profile for
any δh (x, t) which satisfies the coditions δh (x, 0) = 0 and
∫ 1
0
δh (0, t) dt = 0. Since h2(x, t) in Eq. (25) satisfies these
conditions, we find
sEW
[
H¯h1 (x, t) + H¯
2h2 (x, t) +O
(
H¯3
)]
= sEW
[
H¯h1 (x, t)
]
+O (H¯4) = H¯2s1 +O (H¯4) , (B4)
that is, the term cubic in H¯ vanishes. The action (7) can be rewritten as
s = sEW +
1
2
∫ 1
0
dt
∫ ∞
−∞
dx
[(
∂th− ∂2xh
)
(∂xh)
2
+
1
4
(∂xh)
4
]
. (B5)
We now plug the perturbative expansion (25) into (B5) and using Eq. (B4) we obtain
s = H¯2s1 +
H¯3
2
∫ 1
0
dt
∫ ∞
−∞
dx
(
∂th1 − ∂2xh1
)
(∂xh1)
2
+O (H¯4) , (B6)
So the cubic term in s
(
H¯
)
is H¯3s2 where s2 is given by Eq. (28), and we used the fact that h1(x, t) and ρ1(x, t)
satisfy Eq. (17).
[1] A.-L. Barabasi and H. E. Stanley, Fractal Concepts in Surface Growth (Cambridge University Press, Cambridge, UK,
1995).
[2] A. McKane, M. Droz, J. Vannimenus and D. Wolf, Scale Invariance, Interfaces, and Non-Equilibrium Dynamics (Plenum,
New York, 1995).
[3] T. Halpin-Healy and Y.-C. Zhang, Phys. Rep. 254, 215 (1995).
[4] J. Krug, Adv. Phys. 46, 139 (1997).
[5] F. Family and T. Vicsek, J. Phys. A 18, L75 (1985).
[6] F. Family, Phys. A 168, 561 (1990).
[7] J. Krug, H. Kallabis, S. N. Majumdar, S. J. Cornell, A. J. Bray and C. Sire, Phys. Rev. E 56, 2702 (1997).
[8] A. J. Bray , S. N. Majumdar and G. Schehr, Adv. Phys. 62, 225 (2013).
[9] M. Kardar, G. Parisi, and Y.-C. Zhang, Phys. Rev. Lett. 56, 889 (1986).
[10] T. Sasamoto, H. Spohn, Phys. Rev. Lett. 104, 230602 (2010).
[11] P. Calabrese, P. Le Doussal, A. Rosso, Europhys. Lett. 90, 20002 (2010).
[12] V. Dotsenko, Europhys. Lett. 90, 20003 (2010).
[13] G. Amir, I. Corwin, and J. Quastel, Comm. Pur. Appl. Math. 64, 466 (2011).
[14] P. Calabrese, and P. Le Doussal, Phys. Rev. Lett. 106, 250603 (2011); P. Le Doussal and P. Calabrese, J. Stat. Mech.
P06001 (2012).
[15] T. Imamura and T. Sasamoto, Phys. Rev. Lett. 108, 190603 (2012); J. Stat. Phys. 150, 908 (2013).
[16] A. Borodin, I. Corwin, P.L. Ferrari, and B. Veto˝, Math. Phys. Anal. Geom. 18, 1 (2015).
[17] B. Derrida, J. Stat. Mech. 2007, P07023.
[18] H. Touchette, Phys. Rep. 478, 1 (2009).
[19] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio, and C. Landim, Rev. Mod. Phys. 87, 593 (2015).
[20] H. Touchette, Physica A 504, 5 (2018).
[21] H. Spohn, in Stochastic Processes and Random Matrices, Lecture Notes of the Les Houches Summer School, Vol. 104,
edited by G. Schehr, A. Altland, Y. V. Fyodorov, and L. F. Cugliandolo (Oxford University Press, Oxford, 2015);
arXiv:1601.00499.
[22] T. Gueudre´, P. Le Doussal, A. Rosso, A. Henry and P. Calabrese, Phys. Rev. E 86, 041151 (2012).
[23] M. Hairer, Annals of Math. 178, 559 (2013).
[24] I. Corwin, Random Matrices: Theory Appl. 1, 1130001 (2012).
17
[25] J. Quastel and H. Spohn, J. Stat. Phys. 160, 965 (2015).
[26] T. Halpin-Healy and K. A. Takeuchi, J. Stat. Phys. 160, 794 (2015).
[27] K. A. Takeuchi, Physica A 504, 77 (2018).
[28] I. V. Kolokolov and S. E. Korshunov, Phys. Rev. B 75, 140201(R) (2007).
[29] I. V. Kolokolov and S. E. Korshunov, Phys. Rev. B 78, 024206 (2008).
[30] I. V. Kolokolov and S. E. Korshunov, Phys. Rev. E 80, 031107 (2009).
[31] B. Meerson, E. Katzav, and A. Vilenkin, Phys. Rev. Lett. 116, 070601 (2016).
[32] P. Le Doussal, S. N. Majumdar, A. Rosso, and G. Schehr, Phys. Rev. Lett. 117, 070403 (2016).
[33] A. Kamenev, B. Meerson, and P. V. Sasorov, Phys. Rev. E 94, 032108 (2016).
[34] M. Janas, A. Kamenev, and B. Meerson, Phys. Rev. E 94, 032133 (2016).
[35] A. Krajenbrink and P. Le Doussal, Phys. Rev. E 96, 020102(R) (2017).
[36] B. Meerson and J. Schmidt, J. Stat. Mech. (2017) P103207.
[37] N. R. Smith, B. Meerson and P. V. Sasorov, J. Stat. Mech. (2018) 023202.
[38] N. R. Smith, A. Kamenev and B. Meerson, Phys. Rev. E 97, 042130 (2018).
[39] N. R. Smith and B. Meerson, Phys. Rev. E 97, 052110 (2018).
[40] B. Meerson and A. Vilenkin, Phys. Rev. E 98, 032145 (2018).
[41] A. Krajenbrink and P. Le Doussal, SciPost Phys. 5, 032 (2018).
[42] T. Asida, E. Livne and B. Meerson, arXiv:1901.07608.
[43] S. F. Edwards and D. R. Wilkinson, Proc. R. Soc. Lond. A 381, 17 (1982).
[44] P. V. Sasorov, B. Meerson, and S. Prolhac, J. Stat. Mech. (2017) P063203.
[45] A. Krajenbrink and P. Le Doussal, J. Stat. Mech. 063210 (2018).
[46] I. Corwin, P. Ghosal, A. Krajenbrink, P. Le Doussal, and L.-C. Tsai, Phys. Rev. Lett. 121, 060201 (2018).
[47] A. Krajenbrink, P. Le Doussal and S. Prolhac, Nucl. Phys. B 936, 239 (2018).
[48] L.-C. Tsai, arXiv:1809.03410.
[49] M. D. Donsker and S. R. S. Varadhan, Comm. Pure Appl. Math. 28, 1 (1975); 28, 279 (1975); 29, 389 (1976); 36, 183
(1983).
[50] S. Olla, Probab. Th. Rel. Fields 77, 343 (1988).
[51] B. I. Halperin and M. Lax, Phys. Rev. 148, 722 (1966).
[52] J. Zittartz and J. S. Langer, Phys. Rev. 148, 741 (1966).
[53] I. M. Lifshitz, Zh. Eksp. Teor. Fiz. 53, 743 (1967) [Sov. Phys. JETP 26, 462 (1968)].
[54] I. Lifshitz, S. Gredeskul, and A. Pastur, Introduction to the Theory of Disordered Systems (Wiley, New York, 1988).
[55] G. Falkovich, I. Kolokolov, V. Lebedev, and A. Migdal, Phys. Rev. E 54, 4896 (1996).
[56] G. Falkovich, K. Gawe¸dzki, and M. Vergassola, Rev. Mod. Phys. 73, 913 (2001).
[57] T. Grafke, R. Grauer and T. Scha¨fer, J. Phys. A 48, 333001 (2015).
[58] V. Elgart and A. Kamenev, Phys. Rev. E 70, 041106 (2004).
[59] B. Meerson and P.V. Sasorov, Phys. Rev. E 83, 011129 (2011); 84, 030101(R) (2011).
[60] A. S. Mikhailov, J. Phys. A 24, L757 (1991).
[61] V. Gurarie and A. Migdal, Phys. Rev. E 54, 4908 (1996).
[62] H. C. Fogedby, Phys. Rev. E 57, 4943 (1998).
[63] H. C. Fogedby, Phys. Rev. E 59, 5065 (1999).
[64] H. Nakao and A. S. Mikhailov, Chaos 13, 953 (2003).
[65] H.C. Fogedby and W. Ren, Phys. Rev. E 80, 041116 (2009).
[66] B. Meerson, P. V. Sasorov and A. Vilenkin, J. Stat. Mech. (2018) 053201.
[67] P. L. Krapivsky and B. Meerson, Phys. Rev. E 86, 031106 (2012).
[68] J. Krug, P. Meakin, and T. Halpin-Healy, Phys. Rev. A 45, 638 (1992).
[69] A. I. Chernykh and M. G. Stepanov, Phys. Rev. E 64, 026306 (2001).
[70] G. B. Whitham, Linear and Nonlinear Waves (Wiley, New York, 1974).
[71] L. D. Landau and E. M. Lifshitz, Fluid Mechanics (Reed, Oxford, 2000).
[72] Ya. B. Zel’dovich and Yu. P. Raizer, Physics of Shock Waves and High-Temperature Hydrodynamic Phenomena (Academic
Press, New York, 1966), vol. 1, p. 4.
[73] L. Elsgolts, Differential Equations and the Calculus of Variations (Mir Publishers, Moscow, 1977).
[74] Wolfram Research, Inc., Mathematica, Version 11.3, Champaign, IL (2018).
