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I. INTRODUCTION

M
ANY real-life disciplines often involve optimization problems having multiple conflicting objectives, known as multiobjective optimization problems (MOPs). Rather than a global optimum that optimizes all the objectives simultaneously, in multiobjective optimization (MO), decision makers (DMs) often look for a set of Pareto-optimal solutions that consist of the best tradeoffs among conflicting objectives. The balance between the convergence and diversity is the cornerstone of MO. In particular, the convergence requires that the approximation is as close to the Pareto front (PF) as possible; while the diversity requires that the tradeoff solutions are widely spread along the PF.
Evolutionary algorithms, which in principle can approximate the PF or Pareto-optimal set (PS) in a single run, have been widely accepted as a major approach for MO [1] - [4] . Over the past three decades, many efforts have been devoted in developing the evolutionary MO (EMO) algorithms and have obtained recognized performance on problems with two or three objectives. Nevertheless, as reported in [5] , the increase of the number of objectives poses significant challenges to traditional EMO algorithms, which can be attributed to three aspects, that is, the loss of selection pressure of Pareto dominance [6] , the difficulty of density estimation in a high-dimensional space [7] and its anti-convergence phenomenon [8] , and the exponentially increased computational complexity [9] .
As a remedy to the loss of selection pressure of Pareto dominance, many modified dominance relationships have been developed to strengthen the comparability between solutions, e.g., -dominance [10] , k-optimality [11] , and control of dominance area [12] . The loss of selection pressure can also be alleviated by an effective diversity maintenance strategy. As discussed in [8] , the anti-convergence phenomenon is referred to as the phenomenon that the objective vectors less close to the PF are selected to survive due to better diversity estimation. It occurs frequently in Pareto dominance-based selection and may cause an oscillatory behavior [13] . To relieve this problem, Adra and Fleming [8] applied the maximum spread indicator [14] to dynamically activate and deactivate the diversity promotion mechanism in NSGA-II [15] . To facilitate the density estimation in a high-dimensional space, Deb and Jain [7] proposed to replace the crowding distance in NSGA-II by counting the number of associated solutions with regard to each predefined reference point.
The exponentially increased computational costs come from two aspects: 1) the calculation of the hypervolume (HV) metric [16] , which significantly hinders the scalability of the indicator-based methods and 2) the maintenance of the nondomination levels of a large population when having many objectives. For the prior aspect, some improved methods, from the perspective of computational geometry [17] - [19] or Monte Carlo sampling [9] , have been proposed to speed up the HV calculation. As for the latter aspect, efforts have been devoted to applying advanced data structures to improve the efficiency of nondominated sorting procedure [20] . Our recent study [21] showed that it can be more efficient to update the nondomination levels by leveraging the population structure than sorting the population from scratch every iteration.
As reported in [22] , decomposition-based EMO algorithms have become increasingly popular for solving problems with more than three objectives. Since decomposition-based methods decompose an MOP into several single-objective or simplified MO subproblems, it survives from the loss of selection pressure of Pareto dominance. Instead, the update of the population relies on the comparison of the objective values of the subproblems, which requires much less computational costs. However, according to [23] , different subproblems, focused on different regions of the PF, tend to have various difficulties. Some superior solutions can easily take over a large number of subproblems, which is harmful to the population diversity and gets worse with the increase of the dimensionality. To overcome this issue, Li et al. [24] built an inter-relationship between subproblems and solutions, where each subproblem can only be updated by its related solutions. Based on a similar merit, Yuan et al. [25] restricted a solution to updating one of its K closest subproblems. Instead of using the multiobjective evolutionary algorithm based on decomposition (MOEA/D) framework [26] , two metrics were proposed in [27] to measure the convergence and diversity separately. More recently, a systematic way for incorporating DM's preference information in decomposition-based EMO methods has been proposed in [28] . It transforms the originally uniformly distributed weight vectors into a biased distribution.
Recently, there is a growing trend in leveraging the advantages of the decomposition-and Pareto-based methods within the same framework. For example, Li et al. [29] suggested to use the Pareto domination to prescreen the population. The local density is estimated by the number of solutions associated with a predefined weight vector. In particular, a solution located in an isolated region has a higher chance to survive to the next iteration. Li et al. [30] developed a dual-population paradigm which co-evolves two populations simultaneously. These populations are maintained by different selection mechanisms, respectively, while their interaction and collaboration are implemented by a restricted mating selection mechanism. In [31] , a two-archive mechanism is developed to handle the problems with a dynamically changing number of objectives. Based on the same merit, Li et al. [32] proposed to use two complementary archives, as known as the convergence archive and diversity archive, to tackle constrained MOPs. In particular, the convergence archive works as a normal EMO algorithm while the diversity archive aims to complement the convergence archive by exploring those under-exploited regions.
Although decomposition-based methods have been extensively used for solving many-objective optimization problems, their performance highly depend on the PF shapes due to the use of predefined weight vectors. Plenty of schemes have been developed to dynamically adjust the weight vectors. For example, Jain and Deb [33] proposed to add more reference lines in solution-crowded regions and then remove those with no associated solution. Guided by an external population, Qi et al. [34] suggested periodically reallocating weight vectors from unpromising regions to real sparse regions. In [35] and [36] , the PF shape is progressively learned during the optimization process. Then, the weight vectors are sampled from the current PF model. A recent study [37] demonstrated that the performance of decomposition-based methods strongly depends on the orientations of the PFs. This phenomenon can be attributed to the subproblem formulations, of which the search directions point to the ideal point. As discussed in [38] , to ensure the population diversity, each subproblem is expected to find an optimal solution at the intersection between its search detection and the PF. Nevertheless, when solving problems with inverted PFs, some subproblems might not have any intersection between their search directions and the PF.
To balance the convergence and diversity and to alleviate the performance dependence on the orientation of the PFs, this paper develops an adversarial decomposition method for many-objective optimization. It consists of the following features.
1) Two co-evolving populations are maintained by different subproblem formulations, i.e., the penalty-based boundary intersection (PBI) and augmented achievement scalarizing function (AASF). By doing so, their search behaviors are complementary: one is the convergenceoriented while the other is the diversity-oriented. 2) The two subproblem formulations use the ideal and nadir points, respectively, to guide the search. By doing this, the two populations are evolved along two sets of adversarial search directions, i.e., one toward the ideal point and the other backward from the nadir point. 3) During the mating selection process, two populations are stably matched to form a set of one-to-one solution pairs. In particular, solutions within the same pair concentrate on similar regions upon the PF. Each solution pair can contribute at most one principal mating parent for offspring reproduction. Therefore, we can expect widely spread computational resources over the entire PF. The remainder of this paper is organized as follows. Section II provides some preliminaries useful to this paper. Section III describes the technical details of the proposed adversarial decomposition step by step. The experimental studies are setup and discussed in Sections IV and V. Finally, Section VI concludes this paper and provides some future directions.
II. PRELIMINARIES
This section first provides some basic definitions of MO. Afterward, we briefly introduce the decomposition of an MOP. 
A. Basic Definitions
The MOP considered in this paper is defined as follows:
where 
B. Decomposition
Under some mild conditions, the task of approximating the PF can be decomposed into several scalar optimization subproblems, each of which is formulated as a weighted aggregation of all the individual objectives [26] . In the classic MO literature [39] , there have been several established subproblem formulations, among which the Tchebycheff (TCH) and PBI [26] are the most popular ones. The TCH function is mathematically defined as
where w = (w 1 , . . . , w m ) T is a user specified weight vector, w i ≥ 0 for all i ∈ {1, . . . , m} and m i=1 w i = 1. Note that w i is set to be a very small number, say 10 −6 , in case w i = 0. The contours of the TCH function is shown in Fig. 1(a) , where w = (0.5, 0.5) T . From this figure, we can clearly see that the control area (i.e., the area that holds better solutions) of the TCH function is similar to the Pareto dominance defined in Definition 1, e.g., solutions located in the gray shaded area (i.e., the control area of F 1 ) are better than F 1 . Note that the TCH function cannot discriminate the weakly dominated solution [39] . For example, F 1 F 2 according to Definition 1, but they have the same values of the TCH function.
As for the PBI function, it is mathematically defined as
where
As discussed in [29] , d 1 and d 2 measure the convergence and diversity of x with regard to w, respectively. By controlling the contours of the PBI function, θ parameterizes the balance between the convergence and diversity. In Fig. 1(b) , we present the contours of PBI functions with different θ settings.
C. Two-Level Stable Matching With Incomplete Lists
Our previous work [40] proposed to understand the environmental selection of MOEA/D [26] from a new perspective. In particular, the selection process is modeled as a stable marriage problem [41] , where the subproblems and solutions are treated as two sets of matching agents. The preference of a subproblem on a solution is defined as the objective of the subproblem give that solution, while the preference of a solution on a subproblem is defined as the Euclidean distance between the objective vector of the solution and the weight vector of the subproblem. In such a way, a one-toone stable matching between them achieves a selection that balances the convergence and diversity. To further improve the population diversity, the concept of incomplete preference lists is introduced into the stable matching model and a twolevel one-to-one stable matching is proposed in [42] . It is restricted that each solution can only be matched with one of its favorite subproblems, i.e., the closest ones, in the first level. After the first-level stable matching with incomplete lists, the unmatched subproblems and solutions are stably matched in the second-level stable matching.
III. MANY-OBJECTIVE OPTIMIZATION ALGORITHM BASED ON ADVERSARIAL DECOMPOSITION
In this section, we introduce the technical details of the proposed many-objective optimization algorithm based on adversarial decomposition, i.e., MOEA/AD, whose pseudo code is given in Algorithm 1, step by step. In the beginning, we initialize a population of solutions S = {x 1 , . . . , x N }, the ideal and nadir points, and a set of weight vectors W = {w 1 , . . . , w N }. The neighborhood structure [29] between the subproblems are built by sorting the Euclidean distances between their corresponding weight vectors, where
. . , T}, represents the jth closest subproblem to the ith subproblem. Afterward, we assign S directly to the two co-evolving populations, i.e., diversity population S d and convergence population S c . Note that S d and S c share the same set of weight vectors, each of which corresponds to a unique subproblem for S d and S c , respectively. To facilitate the mating selection process, we initialize a matching array M and a sentinel array R, where
in S c , while R[i] indicates whether this pair of solutions work on similar regions upon the PF. During the main while loop, the mating parents are selected according to the solution pairs to generated offspring solution, which then updates S d and S c separately. After each generation, we match the solutions in S d ∪ S c into different solution pairs for the mating selection in the next round. The major components of MOEA/AD are explained in the following sections.
A. Adversarial Decomposition
As discussed in Section I, the flexibility of a decompositionbased method is restricted due to the use of a single subproblem formulation and fixed search directions toward the ideal point for all subproblems. Bearing this consideration in mind, this paper develops an adversarial decomposition method. The basic idea is to maintain two co-evolving and complementary populations simultaneously, which are maintained by different subproblem formulations along two sets of adversarial search directions.
More specifically, one population is maintained by the PBI function introduced in Section II-B, where we set θ = 5.0 as recommended in [29] . The other population is maintained by the AASF, which is defined as follows:
where α is an augmentation coefficient. Compared with the TCH function in (2), the AASF uses the nadir point to replace the ideal point and the absolute operator is removed to allow f i (x) to be smaller than z nd i , where i ∈ {1, . . . , m}. Furthermore, 
Update z id and z nd ;
the augmentation term helps to avoid weakly Pareto-optimal solutions. As shown in Fig. 1(c) , the contour of the AASF is the same as that of the TCH function in case α = 0; while the control area of the AASF becomes wider when setting α > 0. In this case, the AASF is able to discriminate the weakly dominated solutions, e.g., the AASF value of F 2 in Fig. 1(c) is better than that of F 1 when α > 0. Here, we use a sufficiently small α = 10 −6 as recommended in [43] .
To deal with the problems with different scales of objectives, we normalize the objective values before calculating the function values of the subproblems. By doing this, the PBI function becomes
In the following paragraphs, we will discuss the complementary effects achieved by the PBI function and the AASF.
1) As shown in Fig. 1(b) and (c), compared with the AASF, the control areas shared by different weight vectors are narrower for the PBI function. Accordingly, different weight vectors have a larger chance to hold different elite solutions and we can expect a diverse population. On the other hand, due to the narrower control area, the selection pressure, with regard to the convergence, of the PBI function is not as strong as the AASF. In other words, some solutions, which can update the subproblem formulated by the AASF, might not be able to update the subproblem formulated by the PBI function. For example, as shown in Fig. 1(b) , although F 2 F 1 , the PBI function value of F 2 is worse than that of F 1 with regard to w 1 . In this case, the PBI function has a high risk of compromising the population convergence.
2) The other reason, which results in the different behaviors of the PBI function and AASF, is their adversarial search directions. More specifically, the PBI function pushes the population toward the ideal point; while the AASF pushes the population backward from the nadir point. Consequently, given the same set of weight vectors, the search regions of the PBI function and AASF complement each other. For example, for DTLZ1 −1 test problem with an inverted linear PF shown in Fig. 2(a) , only a small portion of the subproblems formulated by PBI function have intersections between their search directions, i.e., blue lines, and the PF, while the others will not be able to obtain Pareto-optimal solutions along their search directions, i.e., green lines. In contrast, each subproblem formulated by AASF is capable to obtain a Pareto-optimal solution at the intersection between its search direction, i.e., red line, and the PF. When it comes to DTLZ2 test problem with a regular oriented convex PF shown in Fig. 2(b) , all PBI subproblems are expected to obtain Pareto-optimal solutions along their search directions. Even though not all AASF subproblems are capable to obtain Pareto-optimal solutions along their search directions, the expected Pareto-optimal solutions of them, i.e., blue stars, properly fill the gap between the expected Pareto-optimal solutions of PBI subproblems, i.e., red circles. In summary, by using the subproblem formulations introduced above, i.e., the PBI and the AASF, the adversarial decomposition method maintains two co-evolving populations complementary to each other, i.e., one is the diversity-oriented (denoted by the diversity population S d ) and the other is the convergence-oriented (denoted by the convergence population S c ). In addition, the search regions are also diversified so that the solutions are able to cover a wider range upon the PF. Given a sample population, the selection results of different subproblem formulations are presented in Fig. 3 . Comparing three selected solution sets, we can observe that the solution set obtained by PBI subproblem formulation has the best distribution, where all selected solutions are closest to the corresponding search directions. In contrast, the solution sets obtained by TCH and AASF subproblem formulations are closer to the ideal point. However, as presented in Fig. 3(a) , a weakly dominated solution is selected by using the TCH subproblem formulation.
B. Population Update
After an offspring solution x is generated, it updates S d and S c separately. It is expected that the optimal solution for each subproblem is located at the intersection between its corresponding search direction and the PF [24] . To guarantee the diversity in S d , we restrict that different subproblems hold different solutions. In this case, x is only allowed to update its closest subproblem (lines 1-5 of Algorithm 2 of the supplementary file. 1 ) As for S c , its major purpose is to push the population toward the PF. To accelerate the convergence progress, we allow a dominantly superior solution to take over nr c subproblems, where nr c ≥ 1. In particular, the subproblems are sorted according to their distances to x. Thereafter, x starts to update at most nr c subproblems starting from the closest one in case it has a better value of the AASF (lines 6-15 of Algorithm 2 of the supplementary file). It is worth noting that we reserve two additional terms, in line 13 of Algorithm 2, of the supplementary file, to facilitate the mating selection procedure described in Section III-C2. One is the degree of closeness of the solution to its corresponding updated subproblem, denoted by closeness; the other is the index of this solution's closest subproblem, denoted by closestP.
C. Mating Selection and Reproduction
The interaction between two co-evolving populations is an essential step in algorithms that consider multiple populations [30] , [31] . To take the advantage of the complementary behaviors between S d and S c , the interaction is implemented as a restricted mating selection mechanism that chooses the mating parents according to their working regions. Generally speaking, it contains two consecutive steps: one is the pairing step that matches each solution in S d with a solution in S c ; and the other is the mating selection step that selects appropriate parents according to the solution pairs for offspring reproduction. We will illustrate them in detail as follows.
1) Pairing
Step: To facilitate the latter mating selection step, the pairing step divides the two populations into a set of solution pairs, each of which contains two solutions from S d and S c , respectively, concentrating on similar regions upon the PF. This is achieved by finding a one-to-one stable matching between the solutions in S d and S c .
To find a stable matching between solutions in S d and S c , we need to define their mutual preferences at first. Since each solution in S d is closest to its corresponding subproblem, the stable matching between solutions in S d and S c can be 
where w d is the weight vector of the corresponding subproblem of x d . As for the preference of x c on x d , it is defined as
Then, we sort the preference list of each solution in ascending order and apply our recently developed two-level one-to-one stable matching method [40] , [42] , [44] to find a stable matching. Note that the two-level stable matching method is able to match each agent with one of its most preferred partners. Since a solution of an m-objective problem always locates within the local area between m closest weight vectors, the length of x c 's preference list is reduced to m in the first-level matching process. As a result, the matched solutions in the first-level stable matching should work on similar regions upon the PF. For example, as shown in Fig. 4 , the solution pairs formed in the first-level stable matching are surrounded by red solid curves. From this figure, we can see that these matched solutions are close to each other and work on the similar regions. Therefore, we set the corresponding index of a sentinel array R to 1, i.e., R[i] = 1 where i ∈ {1, 2, 4, 5}, to denote that the corresponding subproblems have collaborative information. During the second-level matching process, the remaining solutions are matched based on the complete preference lists. Note that the matched solutions in the secondlevel stable matching are no longer guaranteed to work on the similar regions. As shown in Fig. 4 , the solution pair formed in the second-level stable matching, surrounded by a red dotted curve, are away from each other. We set R [3] = 0, which indicates no collaborative information there. The pseudo code of this pairing step is presented in Algorithm 3 of the supplementary file.
2) Mating Selection
Step: The mating parents consist of two parts: one is the principal parent; and the others are from its neighbors. Note that each solution pair are only allowed to contribute at most one principal mating parent to avoid wasting computational resources on the same c ), the first step is to decide the population from which the principal parent is selected. This depends on the following three criteria.
1) The primary criterion is the subproblem's relative improvement. to its corresponding subproblem (lines 6-11 of Algorithm 4, of the supplementary file). By comparing the relative improvements, we can expect an efficient allocation of the computational resources to different regions upon the PF. The two secondary criteria implicitly push the solutions toward the corresponding weight vectors thus improve the population diversity.
After the principal parent is determined, the other mating parents are selected either from the neighbors of its corresponding subproblem or the whole combination of two populations controlled by a predefined parameter δ. More specifically, if the principal parent is from S d , we store the solutions of its T closest neighboring subproblems from both S d and S c into a temporary mating pool S p . Note that only those subproblems having collaborative information (i.e., R[i] = 1) are considered when choosing solutions from S c (lines 5-8 of Algorithm 5 of the supplementary file). Whereas, if the principal parent is from S c , only solutions from S c have the chance to be stored in S p . Note that we do not consider the solution that has the same closest subproblem as the principal parent (lines 12 and 14 of Algorithm 5, of the supplementary file). Once S p is set up, the other mating parents are randomly chosen from it. This paper uses the simulated binary crossover (SBX) [45] and polynomial mutation [46] for offspring reproduction. The mating parents are treated equally, while only one offspring solution will be randomly chosen for updating S d and S c .
IV. EXPERIMENTAL SETUP
In this section, we describe the setup of the experimental studies, including the benchmark problems, performance metrics, peer algorithms and their parameter settings.
A. Benchmark Problems
DTLZ1 to DTLZ4 [47] , WFG1 to WFG9 [48] , and their minus version proposed in [37] , i.e., DTLZ1 −1 to DTLZ4 −1 and WFG1 −1 to WFG9 −1 are chosen as the benchmark problems in the empirical studies. In particular, the number of objectives are set as m ∈ {3, 5, 8, 10, 15}. The number of decision variables of DTLZ and DTLZ −1 test problems [47] is set to n = m + k + 1, where k = 5 for DTLZ1 and DTLZ1 −1 and k = 10 for the others. As for WFG and WFG −1 test problems [48] , we set n = k + l, where k = 2 × (m − 1) and l = 20. Note that the DTLZ and WFG benchmark problems have been widely used for benchmarking the performance of manyobjective optimizers; while their minus version is proposed to investigate the resilience to the irregular PF shapes. All these benchmark problems are scalable to any number of objectives.
B. Performance Metrics
In the experimental studies, the inverted generational distance (IGD) [49] and HV metrics are chosen to quantitatively evaluate a many-objective optimization algorithm [50] .
Given a solution set S, the IGD metric is defined as
where Z r is a set of reference points that are evenly sampled on the PF and d(z, x) is the Euclidean distance between F(x) and z. Given a large reference set evenly distributed on the PF, a smaller IGD value typically indicates better convergence and diversity of the solution set. The HV metric is defined as
where z r = (z r 1 , . . . , z r m ) is a worst point dominated by all Pareto-optimal objective vectors and VOL indicates the Lebesgue measure. The larger the HV value is, the better the quality of S is for approximating the true PF.
To guarantee an evenly distributed reference set, the IGD metric is only considered for DTLZ1 to DTLZ4, WFG4 to WFG9, DTLZ1 −1 to DTLZ4 −1 , and WFG3 −1 to WFG9 −1 test problems whose PFs are either hyperplanes or hyperspheres. Specifically, we generate the reference set by evenly sampling over 10 000 points on the normalized PF using the method described in [29] . According to [51] , the HV metric is sensitive to the specification of the worst point. Therefore, we use two settings of z r in the experimental studies, i.e., (1.1, . . . , 1.1) T and (2, . . . , 2) T . Note that before calculating the metrics, the obtained objective vectors are rescaled by
, for all i ∈ {1, . . . , m}, so that the true PFs are normalized into [0, 1] m . Each algorithm is run 31 times independently, based on which the Wilcoxon's rank sum test at 5% significant level is performed to show whether the peer algorithm is significantly outperformed by MOEA/AD. To provide a fair comparison, when calculating the performance metrics, we simply choose the population that obtains a better result as the output of MOEA/AD. However, in practice, the solutions in both the populations are available to DMs.
C. Peer Algorithms
Totally nine state-of-the-art many-objective optimizers are included to validate the proposed MOEA/AD. These peer algorithms belong to different types, including two decomposition-based algorithms (MOEA/D [26] and Global WASF-GA [52] ), two Pareto-based algorithms (PICEA-g [53] and VaEA [54] ), two indicator-based algorithms (HypE [9] and KnEA [55] ), two algorithms that integrates the decomposition-and Pareto-based selection together (NSGA-III [7] and θ -DEA [56] ), and a two-archive-based algorithm (Two_Arch2 [57] ). Some further comments upon the peer algorithms are given in the supplementary file.
The proposed MOEA/AD 2 is implemented in Java under jMetal framework [58] . For the other algorithms, we use the implementation of MOEA/D provided in jMetal framework, the implementations of VaEA and θ -DEA provided by their authors under jMetal framework, the implementations of Global WASF-GA, HypE, and NSGA-III in Java under MOEA Framework, 3 and the MATLAB implementations of PICEA-g, KnEA, and Two_Arch2 from their authors.
D. Parameter Settings
1) Weight Vector:
We employ the method developed in [29] to generate the weight vectors used in the MOEA/D variants. Note that we add an additional weight vector {1/m, . . . , 1/m} to remedy the missing of the centroid on the simplex for the 8-, 10-and 15-objective cases. 2) Population Size: The population size is set the same as the number of weight vectors. In particular, N is set to be 91, 210, 157, 276, and 136 for m = {3, 5, 8, 10, 15}, respectively. 3) Termination Criteria: As recommended in [7] , the maximum number of generations maxGen are given in Table I . The maximum number of function evaluations on each test problem is N × maxGen. 4) Reproduction Operators: For the SBX, we set the crossover probability p c to 1.0 and the distribution index η c to 30 [7] . As for the polynomial mutation, the probability p m and distribution index η m are set to be 1/n and 20 [7] , respectively. 5) Neighborhood Size: T = 20 [26] . 6) Probability to Select in the Neighborhood: δ = 0.9 [26] . The intrinsic parameters of the other peer algorithms are set according to the recommendations in their original papers.
V. EXPERIMENTAL STUDIES
In this section, we present and discuss the comparisons of MOEA/AD with other state-of-the-art algorithms. The comparisons under HV metric with z r = (2, . . . , 2) T are presented in Sections V-A-V-C. The other experiments including the HV results with z r = (1.1, . . . , 1.1 
A. Comparisons on DTLZ and WFG Test Problems
The mean HV metric values on DTLZ and WFG test problems with z r = (2, . . . , 2) T are presented in Tables II and III In particular, Global WASF-GA fails to approximate the entire PF on all DTLZ test problems due to its coarse diversity maintenance scheme. As for the two recently proposed Pareto-based manyobjective optimizers, the HV values obtained by PICEA-g are significantly worse than MOEA/AD on all test problems. This can be explained by its randomly sampled target vectors which slow down the convergence speed. VaEA performs slightly better than PICEA-g but it is still outperformed by MOEA/AD on 18 out of 20 comparisons. As expected, the performance of two indicator-based algorithms are not satisfied. In particular, KnEA merely obtains the best HV values on 15-objective DTLZ2 and DTLZ4 test problems. θ -DEA and NSGA-III, which combine the decomposition-and Paretobased selection methods together, achieve significantly better results than MOEA/AD in 2 and 3 comparisons, respectively, where MOEA/AD beats them in 9 and 11 comparisons, respectively. Two_Arch2, which also maintains two co-evolving populations, is significantly outperformed by MOEA/AD on all DTLZ test problems except for 15-objective DTLZ1 and 3-objective DTLZ3. Given these observations, we find that the genuine performance obtained by MOEA/AD does not merely come from the two co-evolving populations. The adversarial search directions and their collaborations help strike the balance between convergence and diversity.
The comparison results on WFG test problems are given in Table III The comparisons on DTLZ −1 test problems under HV metric with z r = (2, . . . , 2) T are given in Table IV of the  supplementary file. Similar to the observations in Table II , of the supplementary file, MOEA/AD is the best algorithm that wins in almost all comparisons, i.e., 150 out of 153, except for 3-objective DTLZ1 −1 , DTLZ3 −1 , and DTLZ4 −1 test problems. In particular, MOEA/D-IPBI shows better performance than MOEA/AD on 3-objective DTLZ2 −1 and DTLZ3 −1 test problems, while Two_Arch2 outperforms MOEA/AD on 3-objective DTLZ2 −1 to DTLZ4 −1 test problems. The inferior performance of MOEA/AD might be partially caused by the disturbance from its normalization procedure. As discussed in [59] , uniformly sampled weight vectors upon the unit simplex tend to guide the population toward the boundaries of a hyperspherical PF, e.g., DTLZ2 −1 to DTLZ4 −1 . This explains the relatively good performance obtained by Two_Arch2 and VaEA which do not rely on a set of fixed weight vectors. However, the performance of PICEA-g, HypE, and KnEA are not satisfied under this setting. Although Global WASF-GA also uses the nadir point for subproblem formulation like MOEA/AD, it fails to obtain comparable performance due to its poor diversity maintenance scheme.
The HV results on WFG −1 test problems are displayed in Table V 
C. Performance Scores
To have a better overall comparison among different algorithms, we employ the performance score proposed in [9] to rank the performance of different algorithms over different test problems. Given K algorithms, i.e., A 1 , . . . , A K , the performance score of A i , i ∈ {1, . . . , K}, is defined as
where δ i,j = 1 if A j is significant better than A i according to the Wilcoxon's rank sum test; otherwise, δ i,j = 0. In other words, the performance score of an algorithm counts the number of competitors that outperform it on a given test problem. Thus, the smaller performance score, the better an algorithm performs. The average performance scores of different algorithms under HV metric with z r = (2, . . . , 2) T are shown in Fig. 5 . From Fig. 5(a) , we find that MOEA/AD is the best algorithm on problems with more than three objectives and its better scores are of significance. Two_Arch2 shows the best performance on 3-objective cases, but its performance degenerates with the dimensionality. By averaging the average performance scores on all test problems, 
VI. CONCLUSION
In this paper, we have proposed MOEA/AD, a manyobjective optimization algorithm based on adversarial decomposition, which co-evolves two populations simultaneously. Due to the use of different subproblem formulations, these two populations have complementary search behaviors, i.e., convergence-oriented and diversity-oriented. Besides, by using the ideal and nadir points in different subproblem formulations to guide the search, the two populations are co-evolved along adversarial search directions, making it competent for both the regular and invited PFs. The collaboration between these two populations is implemented by a restricted mating selection scheme. At first, solutions from the two populations are stably matched into different one-to-one solution pairs according to their working regions upon the PF. During the mating selection procedure, each matching pair can at most contribute one principal mating parent for offspring generation. By doing this, we expect to avoid allocating redundant computational resources to the same region of the PF. Comparing MOEA/AD with nine state-of-the-art many-objective optimization algorithms on 130 test problems, we have witnessed the effectiveness and competitiveness of MOEA/AD for solving many-objective optimization problems with various characteristics, including regular and inverted PF shapes. As a potential future direction, it is interesting to develop some adaptive methods that determine the subproblem formulations of different subproblems according to the PF shape. It is also valuable to apply our proposed algorithm to some real-world applications. He is currently a Researcher with Noah's Ark Lab, Huawei, Shenzhen, China. His current research interests include evolutionary multiobjective optimization, supply chain scheduling, reinforcement learning, and machine learning. 
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