Abstract. We consider the defocusing nonlinear wave equation of power-type on R 3 . We establish an almost sure global existence result with respect to a suitable randomization of the initial data. In particular, this provides examples of initial data of super-critical regularity which lead to global solutions. The proof is based upon Bourgain's high-low frequency decomposition and improved averaging effects for the free evolution of the randomized initial data.
Introduction
We consider the Cauchy problem for the defocusing nonlinear wave equation
where 3 ≤ ρ ≤ 5 and H s x (R 3 ) is the usual inhomogeneous Sobolev space. The main result of this paper establishes the almost sure existence of global solutions to (1.1) with respect to a suitable randomization of initial data in H s x (R 3 ) × H s−1 x (R 3 ) for 3 ≤ ρ < 5 and ρ 3 +5ρ 2 −11ρ−3 9ρ 2 −6ρ−3 < s < 1. In particular, for 1 4 (7 + √ 73) < ρ < 5, this yields examples of initial data of super-critical regularity for which solutions to (1.1) exist globally in time. See Remark 4.3 for a discussion of uniqueness of these solutions.
A systematic investigation of the local well-posedness of (1.1) for initial data in homogeneous Sobolev spaces is undertaken by Lindblad and Sogge in [21] , where local strong solutions to (1.1) are constructed for s ≥ Lebeau [19] , ChristColliander-Tao [11] and Ibrahim-Majdoub-Masmoudi [16] ).
Nevertheless, using probabilistic tools, it has been possible to construct large sets of initial data of super-critical regularity that lead to unique local and even global solutions to several nonlinear dispersive equations. This approach was initiated by Bourgain [2, 3] for the periodic nonlinear Schrödinger equation in one and two space dimensions. Building upon work by Lebowitz, Rose and Speer [20] , Bourgain proved the invariance of the Gibbs measure under the flow of the equation and used this invariance to prove almost sure global well-posedness in the support of the measure. In [9, 10] , Burq and Tzvetkov consider the cubic nonlinear wave equation on a three-dimensional compact manifold. They
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construct large sets of initial data of super-critical regularity that lead to local solutions via a randomization procedure which relies on expansion of the initial data with respect to an orthonormal basis of eigenfunctions of the Laplacian. Together with invariant measure considerations they also prove almost sure global existence for the cubic nonlinear wave equation on the three-dimensional unit ball. Many further results in this direction have been obtained in recent years (see [33] , [34] , [8] , [32] , [25] , [22] , [24] , [28] , [5] and references therein).
Although it is desirable to establish the existence of an invariant Gibbs measure, in many situations there are serious technical difficulties associated with defining such a measure. In the absence of an invariant measure, other approaches have been developed to show almost sure global existence for periodic super-critical equations via a suitable randomization of the initial data. Energy estimates are used by Nahmod, Pavlović and Staffilani [23] in the context of the periodic Navier-Stokes equation in two and three dimensions and by Burq and Tzvetkov for the three-dimensional periodic defocusing cubic nonlinear wave equation. Colliander and Oh [12] adapt Bourgain's high-low frequency decomposition [4] to prove almost sure global existence of solutions to the one-dimensional periodic defocusing cubic nonlinear Schrödinger equation below L 2 (T).
In this work we study almost sure global existence for nonlinear wave equations on Euclidean space without any radial symmetry assumption on the initial data. Previous results on Euclidean space have involved first considering a related equation in a setting where an orthonormal basis of eigenfunctions of the Laplacian exists. This orthonormal basis is used to randomize the initial data for the related equation and an appropriate transform is then used to map solutions of the related equation to solutions of the original equation. Burq, Thomann and Tzvetkov [6, Theorem 1.2] prove almost sure global existence and scattering for the defocusing nonlinear Schrödinger equation on R by first treating a one-dimensional nonlinear Schrödinger equation with a harmonic potential and then invoking the lens transform [6, (10.2) ]. Subsequently, similar approaches were used by Deng [13, Theorem 1.2] and Poiret [27] , [26] to study the defocusing nonlinear Schrödinger equation on R d for d ≥ 2. In the context of the wave equation, Suzzoni [31] , [30, Theorem 1.2] first considers a nonlinear wave equation on the three-dimensional sphere and then uses the Penrose transform [31, (3) ] to obtain almost sure global existence and scattering for (1.1) for 3 ≤ ρ < 4.
Instead of using such transforms, we will randomize functions directly on Euclidean space via a unit-scale decomposition in frequency space. More precisely, let ϕ ∈ C ∞ c (R 3 ) be a real-valued, smooth, non-increasing function such that 0 ≤ ϕ ≤ 1 and
For every k ∈ Z 3 set ϕ k (ξ) = ϕ(ξ − k) and define
Then ψ k is smooth with support contained in {ξ ∈ R 3 : |ξ − k| ≤ 2}. Note that
In the proof of the almost sure existence of global solutions to (1.1), we will crucially exploit that these projections satisfy a unit-scale Bernstein inequality, namely that for all p ≥ 2 there exists C ≡ C(p) > 0 such that for all f ∈ L 2 x (R 3 ) and for all k
Let now {(h k , l k )} k∈Z 3 be a sequence of independent, zero-mean, real-valued random variables on a probability space (Ω, A, P) with distributions µ k and ν k . Assume that there exists c > 0 such that
and similarly for ν k . The assumption (1.4) is satisfied, for example, by standard Gaussian random variables, standard Bernoulli random variables, or any random variables with compactly supported distributions. For a given f = (
The quantity
be the free wave evolution of the initial data f ω defined in (1.5).
In the case of random variables such that there exists c > 0 for which their distributions satisfy sup
is zero. This follows by a similar argument to the one found in Appendix B of [9] , using (1.2). Thus, our randomization procedure does not regularize at the level of Sobolev spaces.
We note that a similar randomization procedure on Euclidean space was used by Zhang and Fang in [35, (1.12) ] to study random data local existence and small data global existence questions for the generalized incompressible Navier-Stokes equation on R d for d ≥ 3.
We are now in a position to state our results. Theorem 1.1. Let 3 ≤ ρ < 5 and let
be a sequence of independent, zeromean value, real-valued random variables on a probability space (Ω, A, P) with distributions µ k and ν k . Assume that there exists c > 0 such that
γx dµ k (x) ≤ e cγ 2 for all γ ∈ R and for all k ∈ Z 3 and similarly for ν k . Let f ω = (f ω 1 , f ω 2 ) be the associated randomized initial data as defined in (1.5) and let u ω f be the associated free evolution as defined in (1.6). For almost every ω ∈ Ω there exists a unique global solution
to the nonlinear wave equation
Here, uniqueness only holds in a mild sense; see Remark 4.3.
The proof of Theorem 1.1 combines a probabilistic local existence argument with Bourgain's high-low frequency decomposition [4] , an approach introduced by Colliander and Oh [12, Theorem 2] to show almost sure global existence of the one-dimensional periodic defocusing cubic nonlinear Schrödinger equation below L 2 (T). The high-low method was previously used by Kenig, Ponce and Vega [18, Theorem 1.2] to prove global well-posedness of (1.1) for 2 ≤ ρ < 5 for initial data in a range of sub-critical spaces below the energy space (see also [1] , [14] and [29] for ρ = 3). We adopt arguments from [18] . Theorem 1.1 permits initial data at lower regularities than the deterministic result [18, Theorem 1.2] . This is mainly due to so-called averaging effects for the free evolution of randomized initial data (see Lemma 3.3 below), which are proven using the unit-scale Bernstein estimate (1.3) and Strichartz estimates for the wave equation on R 3 . In particular, we exploit that we randomize directly on Euclidean space. Remark 1.2. For 3 ≤ ρ < 4, random data Cauchy theory for the nonlinear wave equation (1.1) on R 3 has been addressed by Suzzoni [31, 30] using different approaches than in the proof of Theorem 1.1. In [31, Theorem 2], using methods from [9, 10] , almost sure global existence and scattering for (1.1) for 3 ≤ ρ < 4 is established for radially symmetric initial data in a class of spaces of super-critical regularity related to the Penrose transform. For ρ = 3, almost sure global existence and scattering for (1.1) is proven in [30, Theorem 1.2], using methods from [7] . In both these cases, the spaces for the initial data do not coincide with
We would like to emphasize that we do not address scattering questions in Theorem 1.1.
.89 < ρ < 5, the range of allowable regularity exponents s in Theorem 1.1 contains super-critical exponents; see Figure 1 . To the best of the authors' knowledge, for 4 ≤ ρ < 5, Theorem 1.1 is the first result which establishes the existence of large sets of initial data of super-critical regularity which lead to global solutions to (1.1).
Remark 1.4. For the specific case ρ = 3, we note that our randomization procedure allows us to straightforwardly adapt the proofs of Proposition 2.1 and Proposition 2.2 in [7] to the Euclidean setting. Namely, we are able to show that if 0 < s < 1 and 
to the defocusing cubic nonlinear wave equation on R 3 with initial data f ω . This is an improvement over the corresponding range 3 5 < s < 1 in Theorem 1.1. To obtain global results for 3 < ρ < 5, we cannot proceed solely via energy estimates as in [7] . In such an argument, one would need bounds
but one no longer has the necessary Sobolev embedding to close the argument.
When ρ = 5, the nonlinear wave equation (1.1) is energy-critical and the high-low argument no longer works. However, a similar argument to the one used to prove the key averaging effects for Theorem 1.1 (see Lemma 3.3 below) yields bounds on the L 5 t L 10 x (R×R 3 ) norm of the free evolution u ω f . Together with straightforward contraction and bootstrap arguments, we obtain the following theorem.
be a sequence of independent, zero-mean value, real-valued random variables on a probability space (Ω, A, P) with distributions µ k and ν k . Assume that there exists c > 0 such that
and similarly for ν k . Let f ω = (f ω 1 , f ω 2 ) be the associated randomized initial data as defined in (1.5) and let u ω f be the associated free evolution as defined in (1.6). There exists Ω f ⊂ Ω with
for some absolute constants C, c > 0, such that for every ω ∈ Ω f there exists a unique global solution
to the quintic nonlinear wave equation
. Moreover, we have scattering in the sense that for every ω ∈ Ω f there exist
Remark 1.6. The constraint on the exponent s in Theorem 1.5 comes from the requirement that in the proof of the corresponding averaging effects, we need to choose an exponent pair (5, r) for some r ≥ 2 that is wave-admissible (2.2) and Strichartz-admissible (2.4) at regularity s. We further note that this statement is only meaningful if
, which reflects that Theorem 1.5 is a small data result.
Notation: We let C > 0 denote a constant that depends only on fixed parameters and whose value may change from line to line. We write X Y to denote X ≤ CY for some C > 0. As mentioned above, H s x (R 3 ) denotes the usual inhomogeneous Sobolev space, whileḢ s x (R 3 ) denotes the corresponding homogeneous space. Occasionally we will use the notation
is endowed with the obvious norm. Organization of the paper: In Section 2, we present deterministic and probabilistic lemmata that will be used in the proof of Theorem 1.1. In Section 3, we prove certain probabilistic a priori estimates on the randomized initial data and the aforementioned averaging effects for the free evolution of the randomized initial data. Finally, in Section 4, we present the proof of Theorem 1.1.
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2. Deterministic and probabilistic preliminaries 2.1. Deterministic preliminaries. The following unit-scale Bernstein estimate is a crucial ingredient in the proofs of the probabilistic a priori estimates on the randomized initial data in Section 3. Its advantage compared to the ordinary Bernstein estimate for the dyadic Littlewood-Paley decomposition is that there is no derivative loss.
From Young's inequality with 1 +
]).
Suppose (q, r) and (q,r) are wave-admissible pairs. Let u be a (weak) solution to the wave equation
for some data f, g, h and time
under the assumption that the scaling conditions
We say that a wave-admissible pair (q, r) is Strichartz-admissible at regularity γ if it satisfies (2.4) for some 0 < γ < 3 2 . 2.2. Probabilistic preliminaries. First, we recall a large deviation estimate from [9] that will be used to obtain the probabilistic a priori estimates on the randomized initial data in Section 3.
Proposition 2.4 (Large deviation estimate, [9, Lemma 3.1]). Let {l n } ∞ n=1 be a sequence of real-valued independent random variables with associated distributions {µ n } ∞ n=1 on a probability space (Ω, A, P). Assume that the distributions satisfy the property that there exists c > 0 such that
γx dµ n (x) ≤ e cγ 2 for all γ ∈ R and for all n ∈ N.
Then there exists C > 0 such that for every p ≥ 2 and every {c n } ∞ n=1 ∈ ℓ 2 (N; C),
The next lemma will be used to estimate the probability of certain subsets of the probability space Ω. Its proof is a straightforward adaption of the proof of Lemma 4.5 in [34] .
Lemma 2.5. Let f ∈ H s (R 3 ) and let F be a real-valued measurable function on a probability space (Ω, A, P). Suppose that there exist C > 0 and r ≥ 1 such that for every p ≥ r we have
Then there exist δ > 0 and C 1 > 0, depending on C and r but independent of f , such that for every λ > 0,
Averaging effects for the randomized initial data
In the proof of Theorem 1.1 we decompose the randomized initial data into a low frequency and a high frequency component. More precisely, for N ∈ N define
Similarly, define f ω 2,≤N and f ω 2,>N . The next two lemmata establish probabilistic a priori estimates on the low frequency component. See also Proposition 4.4 in [9] .
Then there exist constants C ≡ C(ρ) > 0 and c ≡ c(ρ) > 0 such that
for every K > 0 and N ∈ N.
Proof. For every p ≥ ρ + 1 and every N ∈ N, we bound
Using p ≥ ρ + 1, we switched the order of integration in (3.4) and used the large deviation estimate (2.6) in (3.5). We then used the unit-scale Bernstein estimate (2.1) in (3.7). The claim follows from Lemma 2.5. Lemma 3.2. Let s ∈ R and f = (f 1 , f 2 ) ∈ H s (R 3 ). For any K > 0 and N ∈ N, let
Proof. For every p ≥ 2 and every N ∈ N, using the large deviation estimate (2.6) we have
. The assertion then follows from Lemma 2.5.
Analogously to (1.6), define the free evolution of the high frequency component of the randomized initial data by
The averaging effects for the free evolution u ω f,>N in Lemma 3.3 are a key element in the proof of Theorem 1.1. Note that these bounds yield a decay in N of certain spacetime norms of u ω f,>N once one restricts to suitable subsets of the probability space Ω. In particular, although we will use similar arguments as in Kenig-Ponce-Vega [18] , this decay is the reason why we obtain an improved range of regularity exponents s in Theorem 1.1 compared to [18, Theorem 1.2]. Lemma 3.3. Let T > 0 and 3 ≤ ρ < 5. Let 0 < s < 1 and 0 < ε < min(
Then there exist constants C ≡ C(s, ρ, ε) > 0 and c ≡ c(s, ρ, ε) > 0 such that
for every K > 0 and N ≥ 3.
Proof. Set r(ε) = 2 1−2ε . Then the exponent pair ( 1 ε , r(ε)) is wave-admissible and Strichartzadmissible at regularity γ = 2ε. For every p ≥ max( 1 ε , 2ρ) and every N ≥ 3, we now estimate
(3.14)
Using p ≥ max( 1 ε , 2ρ), we switched the order of integration and used the large deviation estimate (2.6) in (3.13). The assumption f ∈ H s (R 3 ) together with Plancherel's theorem guarantees that
for almost every x ∈ R 3 and for every t ∈ [0, T ], allowing us to apply (2.6). We use the unit-scale Bernstein estimate (2.1) in (3.14), noting that r(ε) ≤ 2ρ, and then apply the Strichartz estimates (2.3) at regularity γ = 2ε in (3.15). In (3.17) we may estimate
uniformly for all |k| > N ≥ 3 even though s − 1 < 0, since F(P k f 2 )(ξ) = 0 for |ξ| < 1 for all |k| > N ≥ 3 due to the support properties of the unit-scale projections. The claim then follows from Lemma 2.5.
Global existence
This section is devoted to the proof of the following proposition, which immediately implies Theorem 1.1.
Proposition 4.1. Let T > 0. Let 3 ≤ ρ < 5 and
be the associated randomized initial data as defined in (1.5) and u ω f the corresponding free evolution as defined in (1.6). Then there exists Ω T ⊂ Ω with P(Ω T ) = 1 such that for every ω ∈ Ω T there exists a unique solution
. Here, uniqueness only holds in a mild sense; see Remark 4.3.
Proof of Theorem 1.1. We only present the argument to construct solutions that exist for all positive times since the argument for negative times is similar. Define T j = j for j ∈ N and set Σ = ∞ j=1 Ω T j . By Proposition 4.1, we have that P(Σ) = 1 and for every ω ∈ Σ, we have global existence for (1.7) on the time interval [0, ∞).
Proof of Proposition 4.1. The bulk of the proof is devoted to the construction of subsets Ω K,T ⊂ Ω for every K ∈ N such that for every ω ∈ Ω K,T there exists a unique solution of the form (4.1) to (4.2) and such that
We then set Ω T = ∪ ∞ K=1 Ω K,T and conclude from (4.3) that P(Ω T ) = 1, which completes the proof of Proposition 4.1.
In what follows, let K ∈ N be fixed. Let N ≡ N (K, T ) ∈ N be sufficiently large, to be fixed later in the proof. We also make use of a fixed small parameter 0 < ε < min(
whose value depends on ρ and s, but is independent of K and N , and is specified further below. We define
where these sets are as in (3.1), (3.9) and (3.11). The estimate (4.3) then follows from (3.2), (3.10) and (3.12) . From now on we only consider ω ∈ Ω K,T . It suffices to show that there exists a unique solution
since by a persistence of regularity argument, one has u 
Note that the initial data (
Thus, by the deterministic global existence theory [15, Proposition 3.2] there exists a unique solution (v (1) , v
(4.7)
We introduce the notation
and note that the exponent pair (q(ρ), 2ρ) is Strichartz-admissible at regularity γ = 1. Using Strichartz estimates (2.3) and (4.6), we find
.
Hence, choosing
α(ρ) with 0 < c < 1 sufficiently small (independently of the size of K and N ), we obtain
Next, we consider the nonlinear wave equation that w (1) = u (1) −v (1) must satisfy, namely (4.9)
. We look for a solution of the form
where w (1) solves the following initial value problem on [0,
We invoke the following lemma to construct the solution w (1) to (4.10). Essentially, this lemma is a probabilistic low regularity local well-posedness result with some additional estimates on the solution. It is here that we use the averaging effects for the free evolution u ω f,>N from Lemma 3.3.
Lemma 4.2. Let 3 ≤ ρ < 5 and 0 < s < 1. Let 0 < ε < min( 
and let ω ∈ Ω be such that
For 0 < c < 1 sufficiently small (independent of the size of K and N ) and N ≡ N (K) sufficiently large, there exists a unique solution
Using (4.8) and the averaging effects (3.11) for the free evolution u ω f,>N , Lemma 4.2 yields a unique solution ( w (1) , w
to (4.10) provided 0 < c < 1 in the definition of T 1 is chosen sufficiently small (independently of the size of K and N ) and N is chosen sufficiently large. Moreover, we have
(4.15)
In the next step we construct a solution u (2) = v (2) + w (2) to (4.2) on the time interval [T 1 , 2T 1 ]. We note that w (1) is comprised of the free evolution u ω f,>N , which is at low regularity, and the nonlinear component w (1) , which lies in the energy space by (4.15) . Hence, at time T 1 we redistribute the initial data and consider (4.16)
Once again, by the deterministic global theory, this initial value problem has a unique solution
Moreover, we obtain bounds on the 2) as in (4.8) . Using these bounds and the averaging effects (3.11), we apply Lemma 4.2 to solve the difference equation for w (2) 
Note that Lemma 4.2 can also be applied on the time interval [T 1 , 2T 1 ] by time translation. We therefore find a solution w (2) = u ω f,>N + w (2) to (4.17) with ( w (2) , w
In order to obtain a solution u to (4.2) on the whole time interval [0, T ], we iterate this procedure on consecutive intervals for ⌈ T T 1 ⌉ times. At every step we redistribute the data as in (4.16) . To make the process uniform and thus reach the time T , we have to take into account that this redistribution increases the energy at each step. To estimate this growth, we invoke energy conservation for the solution to (4.5). We have
and
The term E(v (1) (0))
gives the largest contribution to the energy increment (4.18). In light of (4.7) and (4.15), we must ensure that
For any s >
, we can make the exponent on N in (4.19) negative by fixing ε > 0 sufficiently small at the beginning (depending on the values of s and ρ, which are fixed during the course of the argument). Hence, taking N ≡ N (K, T ) sufficiently large we can ensure that condition (4.19) is satisfied. This completes the proof of Proposition 4.1.
We now present the proof of Lemma 4.2.
Proof of Lemma 4.2. In this proof we are working on [0, T 1 ]×R 3 and will omit this notation.
Using the general inequality
and the Strichartz estimates (2.3) at regularity γ = 1 we bound
(4.20)
We now estimate the terms I − V separately.
Term I: By Hölder's inequality in time and (4.12), we obtain
Term II: By Hölder's inequality in time, we have
Term III: Using (4.11) and (4.12), we find Term IV: By (4.11) we have
Term V: Using (4.12) we bound 
(KN
Collecting terms we obtain In a similar vein, we show that Φ is a contraction on B with respect to the L q(ρ) t L 2ρ
x -norm for 0 < c < 1 sufficiently small and N sufficiently large. Thus, Φ has a unique fixed point w ∈ B and w is the unique solution to (4.13) .
In order to obtain (4.14) it remains to estimate the L This completes the proof of Lemma 4.2.
Finally, we address the uniqueness statements in Theorem 1.1 and Proposition 4.1. 
