Abstract-Matrix factorization is useful to extract the essential low-rank structure from a given matrix and has been paid increasing attention. A typical example is non-negative matrix factorization (NMF), which is one type of unsupervised learning, having been successfully applied to a variety of data including documents, images and gene expression, where their values are usually non-negative. We propose a new model of NMF which is trained by using auxiliary information of overlapping groups. This setting is very reasonable in many applications, a typical example being gene function estimation where functional gene groups are heavily overlapped with each other. To estimate true groups from given overlapping groups efficiently, our model incorporates latent matrices with the regularization term using a mixed norm. This regularization term allows group-wise sparsity on the optimized low-rank structure. The latent matrices and other parameters are efficiently estimated by a block coordinate gradient descent method. We empirically evaluated the performance of our proposed model and algorithm from a variety of viewpoints, comparing with four methods including MMF for auxiliary graph information, by using both synthetic and real world document and gene expression data sets.
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INTRODUCTION
A general and prevalent data format in real world is a table or matrix, where columns are instances (or examples) and rows are their features, and vice versa. Matrix factorization is useful to extract essential low-rank structures from a given matrix and has been increasing interest in data mining and machine learning. A frequently-used matrix factorization is principal component analysis (PCA), which is an eigenvalue decomposition that reduces the dimension of a feature space. Another well-used method is singular value decomposition (SVD), by which informative low-rank structures of both instances and their features can be found. Indeed these methods are useful and easily implemented by basic linear algebra, but they are unable to be applied to several real-world applications, where matrix elements are all non-negatives. For example, documents, images and gene expression data have values of more than or equal to zero, and matrix factorization under non-negativity, which is called non-negative matrix factorization (NMF), is useful for these types of data. In fact NMF has been considered in machine learning and data mining to detect informative and sparse low-rank structures of a given non-negative matrix, keeping the non-negativity in the low-rank matrices. Currently various approaches for NMF, such as scalable and fast algorithms for huge data sets, have been developed and successfully applied to a wide range of applications [1] , [2] , [3] .
In many applications, available auxiliary information, such as groups of instances or network links over instances, can be given and in most cases improve the performance of clustering or classification [4] , [5] , [6] . A typical application is web page clustering, where page group information can be given and hyperlinks are also available. Such auxiliary information allows better clustering. This is a typical semi-supervised setting, and a variety of methods have been developed for semi-supervised learning in the past decade [7] .
We address the issue of using overlapping groups as auxiliary information, where overlapping groups mean that instances can be included in more than one groups. This setting can be found in many applications. For example, documents can be assigned to more than one topics, such as news and sports. This is more pronounced when we use thesaurus or ontology, in which topics are hierarchical [3] , [8] , [9] . Another example of overlapping groups is gene functions, where many genes have more than one functions. In addition, gene function categories, such as MIPS functional categories [10] , Gene Ontology (GO) [11] , etc., are hierarchical, by which gene functions can be heavily overlapped. Thus overlapping groups are realistic and reasonable.
We propose a new NMF-based approach, which allows to consider auxiliary information on overlapping groups. The group information is, in the optimized cost function, a regularization term that is a mixed norm on a low rank matrix, consisting of ' 2 norms within groups and ' 1 norms between groups. A similar regularization term for overlapping groups was already used for regression [12] , in which parameters are vectors, while parameters in our NMF are matrices, implying that our regularization is a generalization of the regression case in [12] .
We then present efficient algorithms for optimizing parameters, i.e., low-rank matrices, of our NMF model by using a block coordinate descent (BCD) method [13] , which alternately optimizes blocks in the low-rank matrices, where we can consider two type of blocks: 1) vectors and 2) matrices. The optimization of each block is a convex problem, even with our regularization term. Thus we propose two ideas of using 1) latent matrices or 2) a dual problem without estimating latent matrices directly (we call this method a direct method). Latent matrices correspond to given auxiliary groups and at the same time are components of low-rank matrices to be optimized, and then the total cost is optimized through the latent matrices, allowing the optimization manner very smooth. The direct method does not use latent matrices explicitly and optimizes blocks directly in a dual problem manner, which requires a sequential optimization algorithm for a semi-definite problem (SDP). We thus develop totally four different algorithms by the combination of two block types and two ideas.
Empirically we first evaluated the efficiency of the four proposed algorithms by using well-organized synthetic data sets. Experimental results showed that the combination of latent matrices and of using vectors for blocks achieved the best performance. We then selected this combination for our proposed method hereafter. We further evaluated the effectiveness of our method on both synthetic and real data sets, comparing with three existing NMF-based methods and k-means. Experimental results showed that our method was clearly advantageous in performance against the competing methods. From these results we can conclude that our method favorably combines the input matrix with the auxiliary information on overlapping groups.
SEMI-SUPERVISED NMF FOR
OVERLAPPING GROUPS
Notations
Let X X 2 R MÂN þ be a data matrix, where R þ is the set of all non-negative real numbers, M is the number of features (or row entities), and N is the number of instances (or column entities). The goal of NMF is a factorization of X X into two low-rank matrices U U 2 R MÂK þ and V V 2 R NÂK þ , where rank K satisfies K < minðM; NÞ. Thus a basic factorization model of X X is
as shown in Fig. 1a . U U and V V are optimized by minimizing an approximation error such as the sum of squared errors or KL-divergence.
We have a set of groups 1 fG 1 ; . . . ; G G 0 g over instances. Assume that groups G g , where g ¼ 1; . . . ; G 0 , are given auxiliary information, where each group G g is a set of instances, i.e., G g f1; 2; . . . ; Ng. Fig. 1b shows an illustrative example of instances with overlapping groups. Auxiliary groups can be overlapped, meaning that one instance belongs to more than one groups. We consider a semi-supervised setting, in which part of instances are unlabeled and not in any groups. That is, we set groups G G 0 þ1 ; . . . ; G G , where each of these groups has an unique instance and is not overlapped with any other groups. In summary we have a set of groups G ¼ fG 1 ; . . . ; G G g, in which the first G 0 groups ðG 1 ; . . . ; G G 0 Þ are given auxiliary groups and the rest G À G 0 groups ðG G 0 þ1 ; . . . ; G G Þ are with an unlabeled node.
Let X X mÁ be the mth row vector of X X, and X X Án be the nth column vector of X X. Let Â X X Ã þ be the matrix, which is obtained by replacing negative values in X X with zeros. Let G g is the complement set of G g , and V V ðgÞ is the sub-matrix corresponding to instances in the complement set G g . V V
ð1:G 0 Þ is the sub-matrix corresponding to instances in the union set [
q be the Frobenius norm of matrix X X. For q > 0, let kx xk q be the ' q norm of vector x x, i.e., jjx xjj q ¼ ð
mixed norm of matrix V V , which is ' 1 norm of the vector that consists of ' q norm of columns, V V Ák ; k ¼ 1; . . . ; K.
Problem Setting
The basic NMF model (1) minimizes the following cost, i.e., the sum of squared errors:
This optimization has been conducted by various methods, including matrix multiplication [14] , an active set method [15] , and a block coordinate descent method [13] . Our objective is to incorporate auxiliary information on overlapping groups G in the NMF framework to detect essential low-rank structures from given data matrix X X more accurately. We then add two regularization terms (to consider group information G) to the squared error, 1. Both groups and clusters indicate sets of instances, while we use "group" for give information and "cluster" for estimates from given data.
resulting in the following optimization problem:
where a and b are weight parameters of the two regularization terms. The first regularization term is ' 2 regularization for U U, and the second term V G ðV V Þ is to incorporate auxiliary group information, which is our main result of this paper and will be described in the next section and later more. We need the regularization terms for both U U and V V , because the regularization for one matrix only, say U U, still allows to keep the other matrix, say V V , flexible. The regularization on groups should cover all instances, while real applications have a semi-supervised setting, where group information is usually given to only part of all instances. Thus our setting has group g for G 0 < g G, which has an unique instance. If given auxiliary information is disjoint groups, this minimization problem is already solved by [16] , which however cannot be applied to the case that given groups are overlapped. On the other hand, our problem setting considers overlapping groups, and in this sense, our problem is a generalization of [16] . We emphasize that this generalization is essential for real applications, because overlapping groups can be found in many applications, typical examples being documents labeled by multiple topics and genes labeled by multiple functions.
Regularization with Overlapping Groups
For a penalty term, we introduce a mixed norm to incorporate auxiliary group information. We briefly explain the effect of the mixed norm using a simple sample, where we have three variables a 1 , a 2 and a 3 , for which auxiliary groups are defined as G 1 ¼ f1; 2g and G 2 ¼ f3g. In this setting, the ' 1 -penalty used by Lasso is defined by ja 1 j þ ja 2 j þ ja 3 j, in which three coordinate directions are independently considered as three linear terms, leading to the sparsity in individual variables. On the other hand, the
q , in which all three directions are equally considered, by which the sparsity is not encouraged. The mixed norm of the group lasso, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi a 2 1 þ a 2 2 p þ ja 3 j, considers directions of a 1 and a 2 equally, meaning that two directions a 1 and a 2 are equal in group G 1 , but the coordinate directions of G 1 and G 2 are differently considered, because of the convexity of the norm. This indicates that the mixed norm encourages the sparsity at the group level.
Extending this idea, we can introduce a regularization term for non-overlapping groups, i.e., G i \ G j ¼ ;, for i 6 ¼ j, which is a mixed norm, i.e., a ' 1=q norm [16] , as follows:
The above norm is ' 1 norm of vector V V ðgÞ Ák (k ¼ 1; . . . ; K; g ¼ 1; . . . ; G) which is the sub-vector of V V in both column k and group G g . This regularization over matrices is a generalization of group information in a regression model where parameters are vectors [17] . The regularization term in (4) induces group-wise sparsity in each column of optimized matrix V V , because of the ' 1 norm. Similarly, for each group g, the regularization term in (4) induces selectivity over columns of V V ðgÞ , allowing only a few columns to have non-zero values, because of the ' 1 norm over columns of V V ðgÞ . In fact, this regularization can be applied directly to the case with overlapping groups, i.e., G i \ G j 6 ¼ ; for i 6 ¼ j. However if we apply this norm to overlapping groups, this will cause a problem that if one group has instances which are not selected by this norm, this group and its all instances may not be selected even if these instances are in other groups [12] , [18] . More formally, using the result in [12] , we can easily prove that the support of the optimal column vector V V Ák is
where S 0 is the set of groups such that V V Fig. 1c shows an illustrative example of the latent matrix for the overlapping groups in Fig. 1b . This figure shows that each matrix corresponds to a group, and all elements of the complement set of a group are fixed to zeros, which do not have to be optimized. We note that, for non-overlapping groups, latent matrices Z Z are clearly equivalent to V V . We further assume a weight for each group, ffiffiffiffiffiffiffi ffi jG g j p , to balance among the regularization terms for groups, because the number of instances can be different by groups [19] . This weight is important, since our problem is a semi-supervised setting where one group may have a very small number of instances, say only one instance, which is definitely much smaller than the size of given groups. We finally define our regularization term on overlapping groups as follows:
From the result in [12] , the support of norm (6) is
where S 1 is the set of groups such that kV V ðgÞ Ák k > 0. This result shows that the excessive sparsity problem is solved by our regularization term in (6) .
Our optimization problem with overlapping group information is thus given as follows:
where
While (8) is not convex for both U U and V V , optimizing V V with fixed U U and optimizing U U with fixed V V are both convex. We present an efficient optimization algorithm which updates U U and V V alternately, under q ¼ 2. We note that we can further develop an optimization algorithm for the general case of q > 1. Hereafter we call our NMF formulation (shown in (7)) MFOG, which stands for non-negative matrix factorization with overlapping groups.
3 OPTIMIZATION ALGORITHM
Optimization for U U
We first present optimization for U U, where auxiliary information is not considered. In this case, (8) can be easily transformed to optimize U U as follows:
(9) is a convex function for U U. The minimization for (9) can be solved by computing the solution of the following equation:
and replacing negative values in the solution U U Ã with zeros [20] , as follows:
The above algorithm, which is alternative least squares (ALS), is less sensitive for poor initialization than usual multiplicative algorithms [14] , meaning that ALS avoids a path to a poor local minima [20] .
Optimization for V V (or Z Z)
This section presents optimization algorithms for V V , which is equal to the sum of Z Z ð1Þ ; . . . ; Z Z ðGÞ . This optimization is more difficult than that for U U, because of the mixed norm with overlapping groups. The optimization for a regression model with overlapping groups leads to two different ideas: 1) the first one is latent matrices. The approach by latent matrices is an extension of [12] , where variables are duplicated, because instances can belong to multiple groups. This results in a slight increase in the space complexity. 2) the other idea is a dual problem approach, which directly optimizes V V via the dual problem of the original optimization [21] , skipping the optimization of latent matrices Z Z, and so hereafter we call this approach a direct method, since we compute V V directly. This method has to solve a semidefinite problem, which requires much more computational cost than the approach by latent matrices.
In the updating rule of the both optimization methods, the block unit can be two types: 1) a vector or 2) the entire matrix. We call the case of a vector Vector-BCD (or Vec), standing for Vector based block coordinate descent, while we call the entire matrix case Matrix-BCD (or Mat), standing for Matrix based block coordinate descent.
We combine these two types of blocks with two different ideas of optimization, finally resulting in four different algorithms. Fig. 2 summarizes these four combinations with related approaches, where four different algorithms are named as Lat-Vec, Lat-Mat, Dir-Vec and Dir-Mat, where Lat and Dir stand for latent matrices and a direct method based on a dual problem, respectively. We describe each of the four algorithms in the following sections.
Lat-Vec:Optimization of Z Z by Vector-BCD
We have theorems for updating rules as follows: 
Theorem 2. For the joint group G 0 ¼ [ 
Proofs of these theorems are described in Appendix. These theorems give us an optimization algorithm, Lat-Vec. Fig. 3 shows a pseudocode of Lat-Vec. can reduce cost JðU U; V V Þ defined in (8) , where
and L L is the Lipchitz constant which is obtained by multiplying K by the maximum eigen values of U U T U U.
directly as follows:
Theorem 4. Under fixed U U and Z Z ðcÞ ; c 6 ¼ g, the update rule for
can reduce cost JðU U; V V Þ defined in (8) , where
The proofs of these theorems are given in Appendix, and these theorems give us algorithm Lat-Mat. Fig. 4 shows a pseudocode of Lat-Mat. We note that the iterative update of Z Z under fixed U U (i.e., lines 4-5 of Fig. 4) can be accelerated by minor modification of using an idea called FISTA [22] . 
where s s
ðk;gÞ
The proof of this theorem is shown in Appendix. In (18) , the projection operator cannot be solved analytically. Thus in order to obtain the projection, we use a projected newton method on the dual problem, which turns into a constrained semi-definite problem [21] . Fig. 5 shows a pseudocode of Dir-Vec.
Dir-Mat:Direct Optimization of V V by Matrix-BCD
Theorem 6. The updating rule of Dir-Mat can be formalized as follows:
and L D is the Lipchitz constant which is obtained by the maximum eigen values of U U T U U. The proof of this theorem is shown in Appendix. As shown in Dir-Vec, we cannot solve the projection analytically, because of the mixed norm of overlapping groups. However, note that the mixed norm is computed by the sum of the norm over columns of V V , meaning that the convex set does not overlap with any column, resulting in that the projection for each column of V V can be computed individually. Finally we can solve the projection by using the solver used in DirVec. Fig. 6 shows a pseudocode of Dir-Mat.
RELATED WORK
The most basic model of NMF, i.e., (1), which we hereafter call MFBS, has been solved by many different algorithms. The most classical algorithm is matrix multiplication [14] , while the performance of this method heavily depends on initial values. This disadvantage has been improved by many later methods, such as alternating least squares (ALS) [20] , a block coordinate descent method [13] and an active set method [15] . See the detail of these algorithms in review articles on NMF, such as [23] .
MFBS has been extended in many different directions. One way was to incorporate auxiliary information, such as semi-supervised NMF under must-and cannot-link constraints [6] , for which one solution is to learn matrices from constraints before low-rank matrices are optimized [24] . Auxiliary information with must-link and cannotlink can be simply a graph, in which nodes are instances. Graph Laplacian has thus been used to impose that nodes connected by edges should have the same label or similar values. There exist at least two different types of NMF which incorporate auxiliary graph information by using graph Laplacian which we call 1) MFGL, which stands for non-negative Matrix Factorization with Graph Laplacian [25] , and 2) MFGC, which stands for non-negative Matrix Factorization with Graph Laplacian for Clustering [26] . In both of them, the regularization term has graph Laplacian, i.e., TrðV V T LV LV Þ, where TrðÁÞ is matrix trace and L L is graph Laplacian. For example, the objective function of MFGL is as follows:
The optimization can be performed based on matrix manipulation similar to that for the basic model [14] . MFGC is two-way clustering, where low rank matrix V V is restricted to a binary cluster indicator matrix [26] . When we consider the setting of one-way clustering, the optimization problem can be given as follows:
where CI is the entire set of binary cluster indicator matrices. The optimization can be performed by a SVD-based fast algorithm, using the nature of binary cluster indicator matrices [26] .
The difference between (20) (or (21)) and (8) 
Groups are also typical auxiliary information, and NMF for disjoint group information is already proposed [16] , but the approach in [16] cannot be applied to the case that given groups are overlapped. Similarly group sparse coding [27] is also low-rank approximation with non-negative parameters under disjoint groups, while the problem setting of [27] is equivalent to [16] . We emphasize that the disjoint group setting is practically rare, and our setting of overlapping groups is more realistic. Our approach of using latent matrices and the mixed norm can handle overlapping groups appropriately and can be a generalization of [16] . Possible similar work on overlapping groups is structured principal component analysis [28] , which however does not assume non-negatively in low-rank factorized matrices, resulting in a totally different optimization manner from ours.
EXPERIMENTS
We first compared our four optimization algorithms: LatVec, Lat-Mat, Dir-Vec, and Dir-Mat, each other, by using synthetic data sets, and selected the best performance method in this experiment as our proposed method, MFOG. We then, by using both synthetic and real data sets, compared the clustering performance of MFOG with other methods, including three NMF-based methods, MFBS, MFGL 2 and MFGC and k-means (KM), under the setting that group information is given. Here MFGC and MFGL are rather competing methods, while MFBS and KM are baseline methods.
For all NMF-based methods, the cluster assignment was performed by c n ¼ arg max k V n;k ðn ¼ 1; . . . ; NÞ, meaning single (or hard) cluster assignment. We used this setting, because of no standard methods for assigning multiple clusters to each instance from the output of NMF. 2. Group information was transformed into a graph for MFGL and MFGC by connecting an edge between two nodes (instances) if these two instances are in the same group.
The performance was measured by normalized mutual information (NMI) [3] , [29] . NMI between a set of predicted clusters C P and a set of true clusters C T is calculated as follows:
where MIðC P ; C T Þ ¼ HðC P Þ þ HðC T Þ À HðC P ; C T Þ; HðCÞ ¼ ÀP ðCÞlog P ðCÞ, HðC P ; C T Þ ¼ ÀP ðC P ; C T Þlog P ðC P ; C T Þ, and P ðCÞ is the empirical distribution of cluster assignment C. All experiments were performed by using MacPro Early 2009 (Intel Xeon Quad-Core 2.66 GHz, Memory 16 GB) and Matlab 2013a. Throughout the experiments, weight a for U U of MFOG was fixed at 0.01. Optimization was terminated when either of the following two conditions was satisfied:
F , which is the squared difference between the two matrices obtained by two consecutive iterations, was less than or equal to , and 2) the number of iterations reached Itr max . The values of and Itr max were set to 10 À8 and 1,000, respectively, if any specific value is not shown.
Synthetic Data Sets
We generated synthetic data sets by the following manner:
We first set the size of data matrix X X to be M Â N, and the rank of true low rank matrices U U Ã and V V Ã be K. We then generated true low rank matrices U U Ã and V V Ã as follows: is also a constant value for normalizing each column of V V Ã . We further assigned true cluster labels by c n ¼ k for
. . . ; NÞ, by using true low rank matrix V V Ã . Finally we gen-
, where noise matrix E E 2 R MÂN was generated from Gaussian distribution N ð0; s 2 Þ. We generated auxiliary group information
. . . ; Ng, where C is the number of instances in an auxiliary group, Gð¼ N C Þ is the number of auxiliary groups and L is a parameter to adjust the overlap between given groups. In our experiments, we generated a semi-supervised learning setting, for which, we gave auxiliary group labels to only N s instances, which were chosen randomly.
Comparing Optimization Algorithms for MFOG
We compared our four proposed optimization algorithms: Lat-Vec, Lat-Mat, Dir-Vec and Dir-Mat. The default parameters for synthetic data sets were set as follows: N ¼ 500, Second, we computed jjV V ðtÞ À V V ð1Þ jj 2 , i.e., the ' 2 norm of the difference between V V ðtÞ and V V ð1Þ (matrix obtained at a stationary point), where V V ðtÞ and V V ð1Þ were V V after the tth and 5,000th iterations. Fig. 8 shows the result of jjV V ðtÞ À V V ð1Þ jj 2 . Similar to Fig. 7 , Fig. 8 shows that the error obtained by vector blocks was clearly different from that by matrix blocks. For all four parameter settings, significantly smaller differences were obtained by Lat-Vec or Dir-Vec, i.e., vector blocks. So from Figs. 7 and 8, we can conclude that Lat-Vec achieved the best performance.
Third, we evaluated the average computational time and the average number of iterations until convergence ( 10 À8 or Itr max ¼ 5;000) over 20 runs, by changing L, G and b. Tables 1 and 2 show the summary over this experiment. These tables show that, in all cases, the computational time of latent matrix-based approaches was much lower than that of direct approaches, while the number of iterations was comparable. The slowness of the direct approach is due to the projection operators, which require sequential optimization. Thus from a real computational complexity viewpoint, latent matrices-based methods were better than the direct methods. Another finding was that the number of iterations of vector blocks could be smaller than that of matrix blocks, probably because an exact analytic solution can be obtained at each iteration of the vector-based approaches. Overall we decided to select Lat-Vec as our proposed optimization algorithm for MFOG.
Comparing Performance of MFOG with Competing Methods
We first checked the values of cluster assignment matrix V V of MFOG, comparing with competing methods, using a certain synthetic data set (N ¼ 100, Fig. 9 shows (a) given groups (auxiliary information on groups), (b) true low-rank matrices V V Ã , and (c-e) matrices V V , which are optimized by MFOG, MFGL and MFBS. We note that given information on groups cover a larger number of instances in V V Ã , meaning that input groups are overlapped with each other. We further note that V V of MFGC is a binary matrix, by which MFGC could not be compared in this experiment. The shown results of MFOG, MFGL and MFBS are the best cases in terms of NMI. This figure indicates that V V obtained by MFOG has the largest number of zero and the smallest number of non-zero, where the points with non-zero are well consistent with the true cluster structure. On the other hand, the values of the corresponding part of MFGL and MFBS were likely to be larger than zero, which blurs cluster estimation.
We then used four different types of data sets, obtained by changing L and N s while keeping s 2 ¼ 0:08 to check NMI values. Fig. 10 shows NMI values of five competing methods, changing regularization parameter b. We note that the performance can be changed by varying the regularization parameter, and so the highest NMI in the range of all values of b should be checked. The first finding was that for all data sets, MFOG, MFGL, and MFGC outperformed MFBS and KM in the best NMI. Second, for disjoint groups (L ¼ 0: A and C), MFOG, MFGL and MFGC achieved almost the same performance in terms of the highest value, while for overlapping groups (L ¼ 10: B and D), MFOG clearly outperformed MFGL and MFGC.
Figs. 11 and 12 show that the norm and variance, respectively, of one block (corresponding to a given auxiliary group) of V V , when b was changed, under two typical experimental settings. From these figures, for MFOG and larger b, the variance decreased to almost zero, and the norm was all reduced to zero except a few cases. This result indicates that group-wise sparse patterns in optimized V V are generated by the regularization of MFOG. On the other hand, for MFGL and MFGC, the norm was always positive even if the variance was reduced to zero for larger b. This result indicates that, for larger b, elements in V V were almost the same non-zero values in each block, implying no group-wise sparsity.
These difference on the performance and optimized V V are caused by the difference in regularization terms. MFOG uses a group norm, which regularizes V V rather loosely, keeping group-wise sparsity (elements in optimized V V can be either zero or non-zero values). On the other hand, MFGL and MFGC provide the same non-zero values to the instances within a group in optimized V V . Then, if one instance is in multiple groups, the element value (in V V ) of this instance is like an average value over the groups containing this instance, finally the optimized V V being likely to be inconsistent with the true cluster structure. This difference makes MFOG detect essential cluster structures more precisely than MFGL and MFGC, resulting in that MFOG could outperform MFGL and MFGC.
Real Document Data Sets
We examined the performance of MFOG by using three different real text data sets: 20NewsGroups, 3 Reuters-21758, 4 and TDT2, 5 again comparing with MFGL, MFGC, MFBS and KM.
For the three data sets, we first discarded all documents that are in multiple categories, to clarify the true clusters, which are summarized in Tables 3. And then we randomly selected 1,000 documents uniformly, which can be in the four largest categories (corresponding to the four true clusters) and the 500 most frequent words, to generate the input document-term matrix. We computed TF-IDF values from the input matrix and normalized each column. By repeating the above manner, we generated 20 data sets for each of the above three data sets, meaning that the results were averaged over 20 runs. We generated overlapping groups by assigning group labels to L add pairs of group-document randomly, meaning that for larger L add , groups are overlapped more heavily. We tested L add ¼ 0; 100; and 500. We finally generated unlabeled documents by discarding all group labels of randomly chosen documents, where the parameter we used was R s , which was the rate of labeled documents in any groups, and R s ¼ 0:9; 0:8 and 0:7 were tested. Under each setting, we fixed a ¼ 0:05 while for b, twenty values between 10 À3 and 10 3 were examined at an equal interval in the logarithmic scale to have the best average NMI. We initialized V V using auxiliary group information as follows: for labeled instance n, V n;k ¼ c k if n 2 G k , otherwise V n;k ¼ c k N , and for unlabeled instance n 2 G k , V n;k ¼ c k K ðk ¼ 1; . . . ; KÞ, where c k is a constant value for normalizing each column of V V . We note that we need to initialize only V V , because for the tth iteration, U U is updated, depending on V V ftg . We finally checked the NMI of five competing methods by changing the number of clusters under one typical setting. We note that this is a semi-supervised setting with heavily overlapped groups, which can be real world settings. Table 4 shows the averaged NMI over twenty runs for (a) 20NewsGroups, (b) Reuters-21758 and (c) TDT2. The largest NMI value for each column is indicated by boldface. This table clearly shows that MFOG achieved the best performance for all 27 cases except seven cases, confirming the performance advantage of MFOG over the four competitive methods.
Real Gene Expression Data Sets
We used two gene expression data sets: 1) Human tumor [30] and 2) Yeast cell cycle [31] . Human has expression values of 7,129 genes from 42 human cells, and Yeast has those of 696 genes from 18 cells. We used Gene Ontology [11] to generate true clusters (each true set has three clusters) by the following procedure: We first chose the adequate size of GO terms: 50 jGj 200 for Human and 10 jGj 50 for Yeast and then discarded the GO terms with heavily overlapped with each other (Jaccard coefficient is over 0.75). We then computed the ratio of interand intra-cluster variance for all possible sets of three GO terms and chose the top 20 sets in terms of the largest ratios as the true cluster sets, removing the sets with genes, to which multiple true clusters are assigned. We then randomly generated additional groups, where the cluster size is the mean of the true clusters and randomly discarded group information of ð1 À R s ÞN nodes for a semi-supervised setting. 
CONCLUDING REMARKS
We have proposed a new model of non-negative matrix factorization, MFOG, and efficient algorithms for learning the model, to use auxiliary information on overlapping groups. Two key features of MFOG are a mixed norm with latent matrices, which allow to detect the true clusters, relaxing the excessive sparsity, and the efficient factorization algorithm based on a vector block coordinate descent method (vector-BCD). MFOG combines these two points cooperatively in terms that latent matrices allow to use vector-BCD. Experimental results with both synthetic and real data set clearly showed the performance advantage of MFOG over four competing methods.
One issue is to find the optimal b (or best b), in terms of the highest performance. We checked the distribution of the best b obtained for all settings in experiments of each real data set. Table 5 shows the variance of the best logðbÞ of three methods (MFOG, MFGL and MFGC), indicating that the variance of MFOG is the smallest and the best b was obtained most stably by MFOG. This result reveals that MFOG is easiest in terms of choosing b among the three competing methods.
Possible future work is to optimize the number of clusters, which might be possible by using another regularization term, such as [32] . Missing value estimation (or matrix completion) [33] would be also possible future work. We think that our framework with auxiliary information would be useful under these two issues.
APPENDIX
Proof of Theorem 1. By some algebra, optimization of Z Z 
Taking Fenchel duality with dual variable s s ! 0, the dual problem of (22) Thus we can directly optimize V V ð0Þ , which corresponds
By the same manner as the proof of Theorem 1, we can have (14) . t u Proof of Theorem 3. Here we define a matrix for all latent matrices as
Fixing U U, the optimization for Z Z is as follows:
By a proximal gradient approach, updating Z Z from the current matrix after tth update Z Z ftg is given by
where L L is the Lipchitz constant which is obtained by multiplying K by the maximum eigen values of U U T U U.
Calculating f Z ðZ Z ftg Þ and rf Z ðZ Z ftg Þ, the right side can be transformed as follows:
where the sub-matrix of S S LM , related to group gðg ¼ 1; . . . ; GÞ, is described as S S ðgÞ LM 2 R jG g jÂK . We analytically derive the update via the dual problem. Here we define a dual matrix S S where the size of S S is equal to that of Z Z. Then the dual problem is given as follows: The dual problem of the above optimization is given as follows: , which is the intersection of convex sets (or cylinders specifically) K G k By some algebra, the dual problem can be transformed to the projection as follows: By using Moreau's decomposition [34] , the optimization for V V Ák can be performed by the following updating rule:
We note that the projection can be performed more easily by checking only active groups b G because of the following equation
Thus we have (18) . t u
Proof of Theorem 6. In (8), the cost related to V V is as follows: where
By using a proximal gradient approach, updating V V from the current matrix V V ftg is given by
where L D is the Lipchitz constant which is obtained by the maximum eigen values of U U T U U. Dividing this by constant L D , the above optimization can be transformed to
Similar to the derivation of Dir-Vec, the dual problem of the above optimization with dual matrix S S is given as follows: (19) . t u
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