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Abstract
We study the performance of general dynamic matching models. This
model is defined by a connected graph, where nodes represent the class of
items and the edges the compatibilities between items. Items of different
classes arrive one by one to the system according to a given probability
distribution. Upon arrival, an item is matched with a compatible item
according to the First Come First Served discipline and leave the system
immediately, whereas it is enqueued with other items of the same class,
if any. We show that such a model may exhibit a non intuitive behavior:
increasing the services ability by adding new edges in the matching graph
may lead to a larger average population. This is similar to a Braess
paradox. We first consider a quasicomplete graph with four nodes and
we provide values of the probability distribution of the arrivals such that
when we add an edge the mean number of items is larger. Then, we
consider an arbitrary matching graph and we show sufficient conditions
for the existence or non-existence of this paradox. We conclude that the
analog to the Braess paradox in matching models is given when specific
independent sets are in saturation, i.e., the system is close to the stability
condition.
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1 Introduction
The Braess paradox is possibly one of the most important results in network
modelling of the last decades. It states that, when the agents that participate
in a traffic network can take self-interested decisions, the running times of the
agents can increase if we add a new road. The idea behind this phenomenon is
that the extension of the network might cause a redistribution of the traffic that
increases the congestion and, as a result, the delay of agents. More precisely,
the Braess paradox shows that the travel time in the Nash equilibrium (the
set of strategies such as no agent has incentive to deviate unilaterally) can
increase if we add a shortcut in the network. This result reflects that the selfish
behavior of agents in a network might lead to a situation whose performance
is not the optimal one or, in other words, that the Price of Anarchy (the ratio
between the performance of the system in the Nash equilibrium over the optimal
performance) is larger than one.
A matching model is defined by a set of items classes and a set of compat-
ibilities among classes of items that determine the classes of items that can be
matched with each other. Items of different classes arrive one by one to the
system according to a given probability distribution. Upon arrival, an item is
queued if there are not compatible items present in the system. However, if
there are compatible items, it is matched with one of its compatible items and
then both items leave the system immediately. A matching policy determines
how compatible items are matched. Some examples of matching policies are
First Come First Served (FCFS), where the incoming item is matched with the
oldest compatible item, or Match the Longest, where item is matched with the
compatible class with the largest number of items present.
Let us present an example of a matching model. We consider the compat-
ibility graph of Fig. 1. As it can be observed, there are four classes of items.
Items of class 3 and 4 can be matched with all the classes, whereas items of
class 1 and class 2 can only be matched with items of class 3 and class 4.
1 2
34
Figure 1: Example of a compatibility graph for a matching model.
We would like to remark that, when the matching policy is FCFS and the
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Figure 2: The Markov Chain (truncated to words of size 3) derived from the
matching model of Fig. 1.
arrivals are i.i.d, the dynamics of this matching model is described by the Dis-
crete Time Markov Chain of Fig. 2. Note that we represent only the states
with three of less elements in this illustration. In this Markov Chain, the state
(i, j, k) represents that there are three items in the system and item i arrived
first, then item j and finally item k. We now provide a trajectory of the random
variable of the items remaining after the matchings, when at the initial time the
system is empty.
• Arrival of an item of class 1. When the system is empty and there is
an arrival of an item of class 1 it is buffered. The state of the system is
(1).
• Arrival of an item of class 2. When the state of the system is (1) and
an item of class 2 arrives, the incoming item is buffered since it can not
be matched with the item of class 1. The state is (1,2).
• Arrival of an item of class 1. We now consider that an item of class 1
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arrives when the state is (1,2). Hence, the incoming item is also buffered
since it can not be matched with the classes of items that are present.
Therefore, the state of the system is (1,2,1).
• Arrival of an item of class 3. We consider that an item of class 3
arrives to the system when the state is (1,2,1). The incoming item can be
matched with both classes of items. Since the matching policy is FCFS,
the incoming item is matched with an item of class 1 and both items leave.
As a result, the state of the system is (2,1).
• Arrival of an item of class 4. We consider that an item of class 4 arrives
to the system when the state is (2,1). Since the item of class 2 arrived
first, it is matched with the incoming item and they depart. Therefore,
the state of the system is (1).
We aim to investigate the existence of a Braess paradox in matching models,
i.e, we study the influence on the mean number of items when we add an edge
in a matching model. In [9], the authors show that the optimal matching policy
(i.e., that minimizes the mean number of items in the system) is a stationary
policy where each matching is the solution of the Bellman fixed point equation,
i.e each matching is the minimizer of the Bellman operator among all possible
matchings. Adding an edge to the compatibility graph leads to a bigger set
of possible matchings which means that the minimum can only be smaller.
Therefore, it is clear that, when we add an edge to the compatibility graph,
the performance of the system will always improve under the optimal policy.
However, this is less obvious for other matching policies. This is, in fact, the
problem we address in this article, that is, we study the conditions under which
the performance of a matching model can be worsen when we add an edge to
the compatibility graph.
We consider that items are matched according to the FCFS policy. This
assumption allows us to use the result of [21] that shows that the steady-state
distribution of items admits a product form solution when the matching disci-
pline is FCFS.
The main contributions of our paper are the following:
• We first consider the matching model of Fig. 1 and we provide neces-
sary and sufficient conditions on the arrivals for the existence of a Braess
paradox. The intuition behind the existence of a Braess paradox is the
following: when node 3 is close to saturation, i.e., the difference between
the arrivals to node 3 and the sum of arrivals of the rest of the nodes is
small, the number of items in that node grows large. Thus, when we add
the edge (1,2), we allow items of class 1 and of class 2 to be matched and,
therefore, they are not always matched with items of class 3, which causes
that the number of items of class 3 increases.
• We analyze an arbitrary matching model and we study the existence of a
Braess paradox for this model. First, we show that the mean number of
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items in the system can be written as a finite sum over all independent sets.
Then, we give sufficient conditions for the existence or the non-existence of
a Braess paradox under the assumption of saturation for one independent
set. We prove that a Braess paradox exists when an independent set, that
does not contain any of the nodes of the edge we add but has them as
neighbors, is in saturation. We also prove that a Braess paradox does not
exist when an independent set that is in saturation contains one of the
nodes of the edge we add.
• We also study the influence on the mean number of items of adding new
item classes in the matching model. We show that if we add a class with
the same neighborhood of a class that is present in the system, the arrivals
can be set in a way that the mean number of items does not change. This
result allows us conclude that we can construct a huge number of matching
models where a Braess paradox exists, from a matching model such that
the mean number of items increases when we add an edge.
The rest of the article is organized as follows: we present some related work
about matching models, FCFS policy and Braess paradox in Section 2. In
Section 3, we describe more formally the model and introduce useful notations.
A first example of the Braess paradox in matching models is shown in Section 4
using a quasicomplete compatibility graph with four nodes. Then, sufficient
conditions for the existence or non-existence of the Braess paradox in arbitrary
graphs are given in Section 5. Section 6 is devoted to present the extensions of a
compatibility graph such that a Braess paradox still holds in the new matching
model. Finally, we discuss future work in Section 7.
2 Related Work
The study of dynamic matching models has recently gained a lot of interest of
researchers in different areas due to its applications in organ donation [14, 4],
ridesharing [5], power grid [23] or pattern recognition [22]. In this context, there
is a wide range of papers that investigate bipartite matching models where
the classes of items can be divided into two groups, the compatibility graph
is bipartite and items arrive as a couple of one of each group. In [7], the
authors provide necessary conditions for the stability of these matching models.
The FCFS infinite bipartite matching model was introduced in [10] and the
existence of the product form of the stationary distribution has been shown in
[1, 3], whereas in [2] the authors show how it is closely related to the model of
[15] with redundant requests. When holding costs in the buffers are considered,
the optimal policy of the bipartite matching model has been studied by [8] in
an asymptotic regime and by [9] in a non-asymptotic one. In [16], the authors
present the imbalance process and derived a lower bound on the holding costs.
In our paper, we consider matching models with non-bipartite compatibility
graphs where items arrive one by one. This kind of models has been also con-
sidered in the literature. The authors in [19] study the stability of non-bipartite
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matching models. In [21] the authors show that the existence of the product
form of the stationary distribution when the items are matched according to
the FCFS policy.
The existence of a Braess paradox has been explored in several contexts
related to queueing networks (see for instance [6, 11, 12, 13, 17]). However, to
the best of our knowledge, it has not been studied so far in matching models.
3 Model Description
We consider the following matching model in discrete time. In each time slot
n ∈ N∗, one item arrives to the system with probability 1 − α0 (and nothing
happen with probability α0). We assume that this item belongs to one class
within the set of classes denoted by V = {1, . . . , n}. Its class is chosen at
random given a probability distribution α = (α1, · · · , αn) over V. Then, the
item is matched according to a policy using the non-bipartite compatibility
graph G = (V, ξ) (we consider that every compatibility graph is non-bipartite
and we will not precise it for the remainder of the paper), where V is the set
of nodes (each node represents one class) and ξ is the set of allowed matching
pairs. Two items of classes i and j are compatible if and only if (i, j) ∈ ξ. If the
incoming item is compatible with at least one other item already in the system,
we use the FCFS policy which matches the former with the oldest compatible
item. Otherwise, the incoming item is placed at the end of the queue related to
its class.
Let V∗ be the set of finite words over the alphabet V and W = {w =
w1 · · ·wq ∈ V∗ : ∀(i, j) ∈ J1, qK2, i 6= j, (wi, wj) /∈ ξ} be the subset of words
such that there is no pair of letters that are compatible. A state of the system
just after having done the matching and before the next incoming item can be
represented by a word w = w1 · · ·wq ∈ W. Each letter wi ∈ V represent the
class of an item remaining in the system and the order of the letters represent
the order of arrival of these items.
The whole process can be modeled as a discrete time Markov chain W =
(Wn)n∈N with values in W, an initial state w0 and with the following transitions:
assume Wn = w = w1 · · ·wq ∈ W, if an item of class i ∈ V arrives (with
probability αi), then
Wn+1 =
ß
wi if ∀l ∈ {1, · · · , q}, wl /∈ E(i)
w−i Otherwise
with w−i being defined as the word w where we removed the first appearance
of any letter that belongs to E(i) and E(i) = {j ∈ V : (i, j) ∈ ξ} (i.e E(i) is the
set of all the neighbors of the node i).
Let I be an independent set of G (i.e a non-empty subset of V such that any
pair of nodes are not linked together) and I be the set of independent sets of G.
We define |αV | = ∑i∈V αi for any subset V ⊆ V. We assume that α is chosen
such that it satisfies the necessary and sufficient conditions for stabilizability of
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the model (i.e there exist a matching policy under which the Markov chain is
positive recurrent): Ncond given in [19], i.e
|αI | < |αE(I)| ∀I ∈ I (1)
where E(V ) = ⋃i∈V E(i) for any subset V ⊆ V.
In [21] the authors prove that under Ncond, the FCFS policy is stable (i.e
W is positive recurrent) and give the stationary distribution of W . We recall
its value in the following proposition because it will be the foundation of all the
results throughout this paper.
Proposition 1 (Theorem 1,[21]) Assume that α satisfy (1). Then, the sta-
tionary distribution of W , noted pi, is equal to
pi(w) = pi0
q∏
i=1
αwi
|αE({w1,··· ,wi})|
, for any w = w1 · · ·wq ∈W,
where pi0 is the normalization constant.
Let w ∈ W, we denote by |w|i the number of times the letter i appears in
the word w for any i ∈ V, i.e the number of items of class i remaining in the
system. We define Qn =
∑
i∈V |Wn|i as the total number of items remaining
in the system at time n. We denote by E[Q] the mean total number of items
present in the system under the stationary distribution pi.
We also consider another compatibility graph G = (V, ξ) where we added the
edge (i∗, j∗), i.e ξ = ξ ∪ {(i∗, j∗)}. We denote by W the Markov chain defined
on G and by E[Q] the mean total number of items present in the system with
the added edge.
We say that there exists a Braess paradox if
E[Q] > E[Q],
that is, when the mean number of items increases if we add an edge to the
matching model.
4 Quasicomplete Graph with Four Nodes
We study the existence of a Braess paradox in a matching model whose com-
patibility graph is a quasicomplete graph formed by four nodes (see Fig. 3). In
this section, we provide necessary and sufficient conditions on the arrivals for
the existence of a Braess paradox in this model, that is, the conditions on the
arrivals under which the mean number of items increases if we add the edge
(1,2).
We note that the matching model of Fig. 3 is the same than that of Fig. 1
with the following probability distribution of the arrivals: α1 = α2 = 0.25 − δ,
α3 = 0.5 − δ and α4 = 3δ. Throughout this section, we assume that δ ∈ (0, 16 )
to ensure that (1) is satisfied.
In the following result, we provide an expression of the mean number of
items for this model.
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(0.25− δ)(1− α0) (0.25− δ)(1− α0)
(0.5− δ)(1− α0)3δ(1− α0)
Figure 3: A matching graph that consists of a quasi-complete graph with 4
nodes.
Lemma 1 For the matching model of Fig. 3, the mean number of items is
(0.5−2δ)(0.5+2δ)
(4δ)2 +
(0.5−δ)(0.5+δ)
(2δ)2 +
3δ(1−3δ)
(1−6δ)2
1 + 0.5−2δ4δ +
0.5−δ
2δ +
3δ
1−6δ
.
Proof 1 Since node 1 and node 2 have the same neighbors, we use lumpability
to aggregate these nodes. We denote by A the aggregated node and the arrival
rate to the node A by αA = α1 +α2. Therefore, the derived graph is a complete
graph with 3 nodes, A, 3, 4.
Then, we use Proposition 4 where I = {{A}, {3}, {4}}, αA = 0.5− 2δ, α3 =
0.5− δ, α4 = 3δ, |αE({A})| = 0.5 + 2δ, |αE({3})| = 0.5 + δ and |αE({4})| = 1− 3δ.
1 2
34
(0.25− δ)(1− α0) (0.25− δ)(1− α0)
(0.5− δ)(1− α0)3δ(1− α0)
Figure 4: A matching graph that consists of a complete graph with 4 nodes.
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Figure 5: The Markov Chain (truncated to words of size 3) derived from the
matching model of Fig. 4.
When we add the edge (1,2) to the matching model of Fig. 3, it results
the matching graph of Fig. 4, which is a complete graph with four nodes. The
Markov Chain that describes the dynamics of this matching model is represented
in Fig.5. In the following result, we provide an expression of the mean number
of items for this matching model.
Lemma 2 For the matching model of Fig. 4, the mean number of items is
2 (0.25−δ)(0.75+δ)(0.5+2δ)2 +
(0.5−δ)(0.5+δ)
(2δ)2 +
3δ(1−3δ)
(1−6δ)2
1 + 2 0.25−δ0.5+2δ +
0.5−δ
2δ +
3δ
1−6δ
Proof 2 This lemma is the result of Proposition 4 where I = {{1}, {2}, {3}, {4}},
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α1 = α2 = 0.25 − δ, α3 = 0.5 − δ, α4 = 3δ, |αE({1})| = |αE({2})| = 0.75 + δ,
|αE({3})| = 0.5 + δ and |αE({4})| = 1− 3δ.
We now compare the results of the previous lemmata to determine the con-
ditions under which a Braess paradox exists. In the following result, we provide
a necessary and sufficient condition of its existence.
Proposition 2 In the matching model of Fig. 3, there exists a Braess paradox
if and only if δ ∈ (0, 0.0563) ∪ (0.134, 16 ).
Proof 3 We aim to study the sign of E[Q] − E[Q], which is the same as the
sign ofÅ
(0.5− 2δ)(0.5 + 2δ)
(4δ)2
+
(0.5− δ)(0.5 + δ)
(2δ)2
+
3δ(1− 3δ)
(1− 6δ)2
ãÅ
1 + 2
0.25− δ
(0.5 + 2δ)
+
0.5− δ
2δ
+
3δ
1− 6δ
ã
−Å
2
(0.25− δ)(0.75 + δ)
(0.5 + 2δ)2
+
(0.5− δ)(0.5 + δ)
(2δ)2
+
3δ(1− 3δ)
(1− 6δ)2
ãÅ
1 +
0.5− 2δ
4δ
+
0.5− δ
2δ
+
3δ
1− 6δ
ã
. (2)
Simplifying this expression, we obtain the following equivalent one:
54
δ3(0.25 + δ)2(−1 + 6δ)3×(
4.52112 · 10−6 − 0.0001808δ + 0.0026222δ2 − 0.0180845δ3
+0.0640914δ4 − 0.133102δ5 + 0.30556δ6 − 0.8333δ7 + δ8.)
We note that −1 + 6δ < 0 when δ ∈ (0, 16 ). Thus, since
54
δ3(0.25 + δ)2(−1 + 6δ)3
is negative when δ ∈ (0, 16 ), the sign of [Q]− E[Q] is the opposite of the sign of
the polynomial of degree 8:
4.52112 · 10−6 − 0.0001808δ + 0.0026222δ2 − 0.0180845δ3 + 0.0640914δ4
− 0.133102δ5 + 0.30556δ6 − 0.8333δ7 + δ8.
This polynomial has 2 real roots between zero and 16 , which are 0.0563 and
0.134. Besides, if δ ∈ (0, 0.0563) ∪ (0.134, 16 ), the polynomial is positive and
negative otherwise. Therefore, the desired result follows.
From the above result, we can conclude that a Braess paradox is achieved
when the system is close to the stability condition. In fact, when δ → 0, the
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difference between α3 and αE(3), that is, the difference between the probability
of an arrival to node 3 and the sum of the probability of an arrival to the
neighbors of node 3, tends to zero.
In the following result, we quantify the difference between the mean number
of items computed in Lemma 2 and in Lemma 1.
Proposition 3 When δ tends to 0,
δ(E[Q]− E[Q])→ 0.041Û6.
Proof 4 See Appendix A
From the result of Proposition 2, the mean number of items of the matching
model of Fig. 3 increases when we add the edge (1,2) when δ is sufficiently small.
From the above result, we conclude that, when δ → 0, the difference E[Q]−E[Q]
is unbounded.
5 Arbitrary Graphs
An example of the existence of a Braess paradox for matching models was shown
in the previous section. This leads to the following questions: (i) could we find
a Braess paradox for any arbitrary matching graph? and (ii) if so, what are the
conditions for the existence of such a paradox?
In this section, we are going to prove sufficient conditions for the existence
or non-existence of a Braess paradox in matching models with an arbitrary
matching graphs under an assumption of ”saturation” for one independent set
of the matching graph. We formalize this assumption as follows:
Assumption 1 We assume that the probabilities α1, · · · , αn are defined as lin-
ear combinations of δ, i.e αi = ai + biδ, with a positive constant (ai > 0) and
such that α is a probability distribution and satisfy the stability conditions (1)
for all δ ∈]0, δ] (with δ > 0). In addition, we assume that
Ä
|αE(Iˆ)| − |αIˆ |
ä
a
=∑
i∈E(Iˆ) ai−
∑
i∈Iˆ ai = 0 for exactly one independent set Iˆ ∈ I and we say that
Iˆ is saturated.
Remark 1 The saturated independent set Iˆ is defined based on E and not E.
This is a consequence of having exactly one saturated independent set. Indeed,
if Iˆ is saturated for E, then it has to be saturated for E as |αE(Iˆ)| ≥ |αE(Iˆ)|
(because E(I) ⊆ E(I) for any I ∈ I) and as α must be positive for all δ ∈]0, δ].
Extending Assumption 1 to multiple saturated independent sets will be discussed
at the end of the section.
We start by giving some notations that will be useful in the remainder of
this section. Recall that G is the original compatibility graph and G is the
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compatibility graph with the added edge. Let I be an independent set of G and
I (resp. I) be the set of independent sets of G (resp. G). Furthermore, let II ⊆ I
be the set of independent sets that are subsets of I ∈ I, i.e II = {I˜ ∈ I : I˜ ⊆ I}.
We also define a partition of I based on whether an independent set I contains
the node i∗ or the node j∗, i.e I∗ = {I ∈ I : i∗ ∈ I or j∗ ∈ I} and I−∗ = I \ I∗.
For all independent sets I ∈ I, consider an ordered version of I noted Io =
{i1, · · · , i|I|}, we note σ a permutation of its elements, i.e Iσ(o) = {iσ(1), · · · , iσ(|I|)}
and S|I| the set of all permutations of J1, |I|K. We define
TIo =
|I|∏
k=1
αik
|αE({i1,··· ,ik})| − |α{i1,··· ,ik}|
and TI =
∑
σ∈S|I| TIσ(o) . We also define
EIo =
|I|∑
l=1
|αE({i1,··· ,il})|
|αE({i1,··· ,il})| − |α{i1,··· ,il}|
|I|∏
k=1
αik
|αE({i1,··· ,ik})| − |α{i1,··· ,ik}|
and EI =
∑
σ∈S|I| EIσ(o) . We also note T I and EI for all I ∈ I, where E is
replaced by E in the definition above.
The authors in [21] show that the normalization constant can be written as
the sum of terms over the independent sets. In the following result, we show
that the stationary distribution can be also written as the sum of terms over
the independent sets.
Proposition 4 Let E[Q] be the expected value of Q under the stationary dis-
tribution pi. It is defined as an infinite sum over all possible words but can be
rewritten as a finite sum over all independent sets, i.e
E[Q] =
(
1 +
∑
I∈I
TI
)−1(∑
I∈I
EI
)
Proof 5 See Appendix B
We are interested in the sign of the difference in the expected values of Q
and Q, i.e the sign of E[Q]− E[Q].
Using Proposition 4, we can rewrite the difference in expected values as
E[Q]− E[Q] =
Ñ
1 +
∑
I∈I
T I
é−1Ñ∑
I∈I
EI
é
−
(
1 +
∑
I∈I
TI
)−1(∑
I∈I
EI
)
.
Because of Assumption 1, we know that
∑
I∈I TI (resp.
∑
I∈I T I) is positive
and thus, the sign of E[Q]− E[Q] is also the sign ofÑ∑
I∈I
EI
é(
1 +
∑
I∈I
TI
)
−
(∑
I∈I
EI
)Ñ
1 +
∑
I∈I
T I
é
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=Ñ∑
i∈I∗
EI
é(
1 +
∑
I∈I
TI
)
−
(∑
I∈I∗
EI
)Ñ
1 +
∑
I∈I
T I
é
+
( ∑
I∈I−∗
EI
)Ñ∑
I∈I∗
TI −
∑
I∈I∗
T I
é
(3)
where the equality comes from the fact that I−∗ = I−∗, E(I) = E(I) for all
I ∈ I−∗. Indeed, because of that, EI = EI and T I = TI for all I ∈ I−∗.
In order to ease the following proofs, we add some notations for the difference
in expected values. Let A1, A2, B1, B2, C1 and C2 be equal to the terms in
parenthesis in (3) from left to right respectively. We also define A = A1 · A2,
B = B1 · B2 and C = C1 · C2 such as (3) can be rewritten as A − B + C =
A1 · A2 − B1 · B2 + C1 · C2. Each of these terms can be written as a rational
fraction of δ because of Assumption 1. We are interested in their limit when δ
tends to zero. For that purpose, we introduce the following two lemmas that
will help us in the proof of the main result.
Lemma 3 Given Assumption 1, the terms A1, A2, B1, B2 and C1 can be
written as a rational fraction of δ such that the polynomial at the numerator
has a positive constant term.
Proof 6 See Appendix C
Lemma 4 Given Assumption 1, if Iˆ /∈ ⋃I∈I∗ II , then C2 can be written as a
rational fraction of δ such that the polynomial at the numerator has a positive
constant term.
Proof 7 See Appendix D
We are now ready to present the main result of this paper about the existence
or non-existence of a Braess paradox for matching models under Assumption 1.
Theorem 1 Given Assumption 1, if Iˆ ∈ I−∗ \ (⋃I˜∈I∗ II˜), then there exists a
Braess paradox for δ sufficiently small. If Iˆ ∈ I∗, then there does not exist a
Braess paradox for δ sufficiently small.
Proof 8 The existence or non-existence of the Braess paradox depends on the
sign of E[Q] − E[Q]. We start by rewriting the difference in expected values as
in (3). Then, we put every terms on the same denominator using a similar ap-
proach as in Lemma 3 and Lemma 4. For the term A, the common denominator
between all the terms in A1 and in A2 is equal to∏
I∈I∗+\I
∗
(|αE(I)| − |αI |)2 ∏
I∈I∗
Ä
|αE(I)| − |αI |
ä2∏
I∈I
(|αE(I)| − |αI |) (4)
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For the term B, the common denominator between all the terms in B1 and in
B2 is equal to∏
I∈I∗
+
(|αE(I)| − |αI |)2 ∏
I∈I∗
Ä
|αE(I)| − |αI |
ä ∏
I∈I−∗
(|αE(I)| − |αI |) (5)
For the term C, the common denominator between all the terms in C1 and in
C2 is equal to∏
I∈I−∗
(|αE(I)| − |αI |)2 ∏
I∈I∗
+
\I∗
(|αE(I)| − |αI |) ∏
I∈I∗
(|αE(I)| − |αI |)
×
∏
I∈I∗
Ä
|αE(I)| − |αI |
ä
(6)
Therefore the common denominator for (3) is equal to∏
I∈I∗
+
\I∗
(|αE(I)| − |αI |)3 ∏
I∈I∗∪(I−∗\I∗+)
(|αE(I)| − |αI |)2
×
∏
I∈I∗
Ä
|αE(I)| − |αI |
ä2
(7)
because I−∗ = I−∗,
(
I∗+ \ I∗
) ⊆ I−∗ and I∗+ \ I∗ = I∗+ \ I∗.
Using Assumption 1, we know that there is exactly one independent set Iˆ ∈ I
such that
Ä
|αE(Iˆ)| − |αIˆ |
ä
=
Ä∑
i∈E(Iˆ) bi −
∑
i∈Iˆ bi
ä
δ which tends to 0+ when
δ tends to 0+ (because
∑
i∈E(Iˆ) bi −
∑
i∈Iˆ bi > 0 as α satisfy the stability con-
dition). For all the other terms in (7) that depends on a different independent
set than Iˆ, they will tend to a positive constant because of Assumption 1. Thus,
the denominator will tends to 0+ when δ tends to 0+ and the only concern now
is if the polynomial in δ at the numerator has a constant and what is its sign.
In order to get the denominator in (7), the numerator of term A will be
multiplied by ∏
I∈I∗∪(I−∗\I∗+)
(|αE(I)| − |αI |) , (8)
the numerator of term B will be multiplied by∏
I∈I−∗\I∗
+
(|αE(I)| − |αI |) ∏
I∈I∗
Ä
|αE(I)| − |αI |
ä
(9)
and the numerator of term C will be multiplied by∏
I∈I∗
(|αE(I)| − |αI |) ∏
I∈I∗
Ä
|αE(I)| − |αI |
ä
. (10)
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If Iˆ ∈ I−∗ \ I∗+, then (8) and (9) will have a factor with no constant (the one
related to Iˆ), whereas (10) will have a positive constant because of Assumption 1.
Therefore, the value of the constant at the numerator of (3) can only depend on
the term C which has a positive constant because of Lemma 3 and Lemma 4.
In conclusion, the denominator of (3) tends to 0+ when δ tends to 0+ and its
numerator tends to a positive constant which means that for δ sufficiently small,
(3) is positive and so does E[Q]− E[Q].
If Iˆ ∈ I∗, then (8) and (10) will have a factor with no constant (the one
related to Iˆ), whereas (9) will have a positive constant because of Assumption 1.
Therefore, the value of the constant at the numerator of (3) can only depend on
the term B which has a positive constant because of Lemma 3. In conclusion,
the denominator of (3) tends to 0+ when δ tends to 0+ and its numerator tends
to a negative constant which means that for δ sufficiently small, (3) is negative
and so does E[Q]− E[Q].
Theorem 1 covers a lot of independent sets but if the saturated independent
set does not contain i∗ or j∗ and does not have them both in its neighbors
(i.e Iˆ ∈ I−∗ ∩ (⋃I∈I∗ II)), then we did not succeed in proving the existence
or non-existence of the Braess paradox. However, we have made numerical
experiments which suggest that a Braess paradox exists in that case as well.
Indeed, consider the matching model with a matching graph G as shown in Fig. 6
and let (1, 2) be the added edge in G. Using α as defined in the figure there
is only one saturated independent set which is Iˆ = {5} and is not considered
in Theorem 1 ({5} ∈ I−∗ and {5} ⊆ {2, 5} ∈ I∗). Using Proposition 4, we
computed the difference in expected values for δ = 0.001 and we obtained
E[Q]−E[Q] = 0.0903021657941 > 0 which means that there is a Braess paradox
for this model.
1 2
34
5
6
(0.1 + δ)(1− α0) (0.1 + δ)(1− α0)
(0.1 + δ)(1− α0)(0.25 + δ)(1− α0)
(0.35− 5δ)(1− α0)
(0.1 + δ)(1− α0)
Figure 6: A matching graph that consists of a quasi-complete graph with 5
nodes plus one node connected to two of them.
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To conclude this section, we want to discuss a part of Assumption 1 which is
the fact that there is exactly one saturated independent set. A possible extension
of our result would be to allow multiple saturated independent sets. Let Iˆ be
the set of saturated independent sets. If all the saturated sets belong to the
same ”category”, i.e Iˆ ⊆ I∗ or Iˆ ⊆ I−∗ \ (⋃I∈I∗ II), then the same arguments of
Theorem 1 can be used to show the existence or non-existence of the paradox.
However, when all the saturated independent sets do not belong to the same
”category”, the existence of a Braess paradox remains an open question.
6 Extensions
We now address a simple question on the size of a matching graph which can
exhibit a Braess paradox. In section 4 we have presented such an example: a
complete graph with 4 nodes and the same graph with one edge deleted. This
example shows that it is possible to obtain a paradox with a 4 nodes graph.
The following property states that it is not possible to have a paradox with a
graph with a smaller number of vertices.
Proposition 5 Matching Graphs with 2 or 3 nodes do not exhibit Braess para-
dox.
Proof 9 Indeed, under our assumptions on the arrivals, bipartite matching
graphs are associated to unstable Markov chains. Therefore one must restrict
ourselves to matching graphs which are not bipartite. The smallest matching
graph associated to a stable stochastic model is the complete graph with 3 nodes.
But if we remove one edge to this complete graph, the resulting graph is a path
of length 3 which is again bipartite. Therefore such a paradox does not exist as
its associated stochastic models is not stable.
We now prove a constructive method to extend the number of nodes in a
matching graph with paradox while keeping the paradox for a similar distribu-
tion of arrivals. We show in Theorem 3 how one can obtain a new matching
graph with a paradox from an old one also with a paradox. The new matching
graph has one more node and several more edges. Combining these results and
the example of Section 4, we obtain the following proposition:
Proposition 6 For all number of nodes n > 3, there exists Matching Graphs
with n nodes which exhibit Braess paradox.
Proof 10 Indeed, the example of Section 4 shows that a paradox exist for the
complete graph with 4 nodes and Theorem 3 states that if a paradox exists for a
graph with n nodes, it also exists for a graph with n + 1 nodes. By induction,
the proposition is proved.
We first show how to derive two matching graphs which have the same ex-
pected size of words in steady-state. This construction is based on lumpability.
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For a definition of ordinary lumpability, see Ref. [18]. Note that this construc-
tion does not rely on the saturation property studied in the previous section.
We will elaborate more on this topic at the end of this section.
We first consider an arbitrary matching graph and an arbitrary node x. Let
us denote by Gx this graph (see right part of Fig. 7). Let Wx denote the Markov
chain associated with matching Gx.
y z x
Figure 7: Decomposition matching graph (left), Aggregated matching graph
(right).
Definition 1 (Decomposition matching and Aggregated matching) We
define a new matching by an decomposition of x into two nodes y and z. The
decomposition is defined by:
• E(y) = E(z) = E(x)
• αy > 0
• αz > 0
• αy + αz = αx.
Let Gyz be the matching graph where x is decomposed into y and z. Gyz will
be denoted as the decomposition matching while Gx is the aggregated matching.
Wyz is the Markov chain associated with Gyz.
Proposition 7 If the aggregated matching is associated to a stable Markov
chain, the same property holds for the decomposition matching.
Note that by construction y /∈ E(z) and z /∈ E(y). We use an event based
representation of the chain [20]. Let et be the event associated with the arrival
of letter t. The probability of et is αt. et is a function from V to V.
Theorem 2 Myz is ordinary lumpable according the following partition of the
states :
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• Consider a word w which contains a positive number of y and z. The
macro state which contains word w contains all the words obtained by
exchanging letters y and z in w. An abstract representation of this set is
obtained by replacing y and z by letter x. For instance the state (or word)
(a, a, y, b, a, z, y) of Wyz is assigned to macro-state noted (a, a, x, b, a, x, x).
To obtain all the states which belong to macro state (a, a, x, b, a, x, x), one
must replace all the x by a y or a z. Thus, there are 8 states in macro
state (a, a, x, b, a, x, x). We denote by M(w) the macro state containing
w.
• If word w does not contain neither x nor y, then the macro-state is a
singleton: M(w) only contains w.
Furthermore, the lumped Markov chain obtained from Wyz and the described
partition is the Markov chain associated with matching Gx.
Proof 11 Let w be an arbitrary state of Wyz. We will prove that for all w1 in
M(w) then we must have et(w1) ∈M(et(w)).
Remark that if word w contains neither y nor z, the property is trivial. Thus,
without loss of generality, we can assume that word w contains at least one y
or one z.
Let w1 be an arbitrary state in M(w) and t be an arbitrary letter distinct
from y and z. At the arrival of the letter, a matching may happen (or not) with
word w.
• If the matching does not occur, it means that letter t does not match
with any letters in w. Remark that, as w1 is in M(w) it contains the
same letters than w at the same place except the y and the z which may
be exchanged. Remember that y and z have the same neighborhood in the
matching graph Gyz. Therefore, changing the configuration of y and z does
not change the matching with t. Combining both arguments, we obtain that
t does not match with w1. For both words w and w1, letter t is appended
at the end of the word. Thus, we have in that case: et(w1) ∈M(et(w)).
• Consider now that the matching happens between letter t and a letter in
w. Clearly this letter is also deleted in w1. Indeed, the letters in w1 are
also in w, at the same position, except the y and the z which may be
exchanged and which deleted by the same letters as E(y) = E(z). Thus
et(w1) ∈M(et(w)) also holds.
Finally assume that letter t is y or z. Note that by construction we have E(y) =
E(z), z /∈ E(y) and y /∈ E(z). Therefore the arrival of a y or a z has the same
effect (i.e. deletion or appending letter t at the end of the word).. Therefore
M(ey(w)) =M(ez(w)) =M(ey(w1)) =M(ez(w1))
Thus the arrival of y and z can be combine to obtain the same transition and
we can add up the transition probabilities.
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To conclude, we have proved that for all word w of Wyz and for all w1 in
M(w) and for all letter t, we have et(w1) ∈M(et(w)). Thus,
M(et(w)) =M(et(w1))
Remember that the macro states used to define the lumpability partition are the
sets M(w). As event et have a constant probability (i.e. which is not state
dependent), the probability
∑
j∈Av Pr(w, j) does not depend on initial state w.
Thus the Markov chain is lumpable for this partition.
Let us now prove that this is the Markov chain associated with matching
graph G1. As E(x) = E(y) = E(z) and the remaining matching graphs are the
same, the state space of the both Markov chains are identical. The fact that
transitions are the same follow from the property M(et(w)) = M(et(w1)) and
because αx = αy + αz while other probabilities do not change.
For instance we consider the agregated matching in the right part Fig. 6.
Node x is decomposed in nodes y and z to build the decomposition matching
graph (left part of the same figure).
1
2 3
y
z
1
2 3
x
Figure 8: Decomposition matching graph (left), Aggregated matching graph
(right).
We have built the Markov chains associated to these two matching graphs.
They are depicted in Fig. 9 and 10. Of course as these chains is infinite we only
represent few states. We have chosen to draw the words with 2 letters or less.
Lemma 5 Let E[Qx] (resp. E[Qyz]) be the average size of a word of Wx (resp.
Wyz). We have E[Qx] = E[Qyz].
Proof 12 Let pix the steady-state distribution of Wx and piyz the steady-state
distribution of Wyz. Similarly let V∗x (resp. V∗yz) be the state space of Wx (resp.
Wyz). Remember that |w| is the size of the word w. By definition:
E[Qyz] =
∑
w∈V∗yz
piyz(w) |w|
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Figure 9: Markov chain for the decomposition marking graph restricted to the
states with less than 2 letters.
We decompose the summation according to the macro state M().
E[Qyz] =
∑
v∈V∗x
∑
w∈M(v)
piyz(w) |w|
For all states w in M(v), we clearly have |w| = |v|. Thus,
E[Qy,z] =
∑
v∈V∗x
|v|
∑
w∈M(v)
piyz(w)
As the chain is lumpable, we have
∑
w∈M(v) piyz(w) = pix(v). Thus,
E[Qyz] =
∑
v∈V∗x
|v|pix(v) = E[Qx].
Theorem 3 Let Gx be a matching graph, associated with a distribution of ar-
rivals (αi) such that there exists a paradox: adding edge (u, v) in Gx (to obtain
a new matching graph Gx) results in a larger expected number of letters.
We consider an arbitrary node x distinct from both u and v. We build a new
matching graph by a decomposition of node x into nodes y and z as mentioned
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Figure 10: Markov chain for the agregated marking graph restricted to the
states with less than 2 letters.
in Definition 1. Let Gyz be the decomposition matching graph we have obtained.
Furthermore, we divide αx into two positive parts βy and βz not necessarily
equal (i.e. αx = βy + βz). The others arrival probability are kept unchanged
(i.e. βi = αi for all i 6= x). Then, the paradox exists for matching graph Gyz
associated with distribution of arrivals (βi).
Proof 13 Let Gyz be the graph obtained from Gyz by doing the decomposition.
We know from the assumption about the paradox between Gx and Gx that:
E[Qx] < E[Qx]
And from Lemma 5, we have:
E[Qx] = E[Qyz] and E[Qx] = E[Qyz]
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As x is neither u, nor v, Gyz is also the matching graph obtained from Gyz by
adding edge (u, v). Combining these results, we have a paradox between Gyz and
Gyz:
E[Qyz] < E[Qyz]
We have built by decomposition a new matching graph with one more node and
the paradox exists for this new graph if it exits for the first one.
We can iterate with this process building a larger graph at each step. Then
one can obtain matching graphs with paradox of arbitrary size (larger than 4,
the size of the smallest graph we have considered in Section 4). The distribution
of arrivals on the decomposition matching is derived from the distribution on
the aggregated (i.e. initial) matching. But we do not make any assumptions,
except the stability, for all models. This construction gives us the opportunity
to observe Braess paradox which are not based on the saturation condition as
established in the next proposition.
Proposition 8 Assume that there exists a matching graph G with n nodes and
with a distribution of arrivals which does not follow the saturation condition and
such that a paradox exists. Then the construction of Theorem 3 proves that such
a paradox also exists for graphs with more than n vertices.
7 Conclusions
When an edge is added to the compatibility graph of a matching model, one
might think that the mean number of items in the system decreases since the
number of potential matchings increases. In this work, we have shown that
this is not always the case when the matching policy is FCFS, that is, when an
incoming item is matched with the oldest of its compatible items. Therefore, a
Braess paradox exists for the family of matching models under consideration in
this article.
We have studied the existence of a Braess paradox in a matching model
whose compatibility graph is a quasicomplete graph with four nodes. We have
established necessary and sufficient conditions on the values of the arrivals such
that, when we add an edge, the mean number of items increases. We have
also shown that there exists values of the arrivals such that, when the paradox
exists, the difference between the mean number of items of both models tends
to infinity.
We have considered a matching model with an arbitrary graph and we have
studied the existence of a Braess paradox for this model. First, we have shown
that the mean number of items in the system can be written as a finite sum over
all independent sets. This result has allowed us to show the main contribution
of this paper, which gives sufficient conditions for the existence of a Braess
paradox and for the non-existence. Regarding the former result, we have shown
that a Braess paradox exists when an independent set, that does not contain
any of the nodes of the edge we add but has them as neighbors, is in saturation.
For the latter result, we have shown that a Braess paradox does not exist when
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an independent set that is in saturation contains one of the nodes of the edge
we add.
We have also presented an interesting property of the mean number of items
of the system when we add a class of items in the system. For this case, we
have shown that the arrivals can be set in a way such that the mean number
of items remains unchanged when we add a class of items. This implies that,
from a matching model where a Braess paradox exists, we can build an infinite
number of matching models such that the Braess paradox exists as well.
For future work, we aim to study analytically the existence of a Braess
paradox when the independent set that is saturated does not contain any of
the nodes of the edge we add and does not have them as neighbors. We also
aim to relax the assumption of having exactly one saturated independent set
to multiple ones. Another interesting extension of this work is to analyze the
existence of a Braess paradox for other matching policies. We are also interested
in investigating the existence of a Braess paradox for matching models whose
compatibility graph is bipartite.
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A Proof of Proposition 3
If the mean number of customers of the quasicomplete graph is E[Q] and of the
complete graph E[Q], from the result of Lemma 1, we have that
E[Q] =
(0.5−2δ)(0.5+2δ)
(4δ)2 +
(0.5−δ)(0.5+δ)
(2δ)2 +
3δ(1−3δ)
(1−6δ)2
1 + 0.5−2δ4δ +
0.5−δ
2δ +
3δ
1−6δ
.
and from the result Lemma 2
E[Q] =
2 (0.25−δ)(0.75+δ)(0.5+2δ)2 +
(0.5−δ)(0.5+δ)
(2δ)2 +
3δ(1−3δ)
(1−6δ)2
1 + 2 0.25−δ0.5+2δ +
0.5−δ
2δ +
3δ
1−6δ
The desired result follows if we show that
(a) δ2
Ä
(0.5−2δ)(0.5+2δ)
(4δ)2 +
(0.5−δ)(0.5+δ)
(2δ)2 +
3δ(1−3δ)
(1−6δ)2
ä
tends to 5·0.56 when δ → 0,
(b) δ2
Ä
2 (0.25−δ)(0.75+δ)(0.5+2δ)2 +
(0.5−δ)(0.5+δ)
(2δ)2 +
3δ(1−3δ)
(1−6δ)2
ä
tends to 0.54 when δ → 0,
(c) 1δ
Ä
1 + 0.5−2δ4δ +
0.5−δ
2δ +
3δ
1−6δ
ä−1
tends to 83 when δ → 0,
(d) 1δ
Ä
1 + 2 0.25−δ0.5+2δ +
0.5−δ
2δ +
3δ
1−6δ
ä−1
tends to 4 when δ → 0,
since when δ → 0
δ
(
E[Q]− E[Q])→ 0.54 · 4− 5 · 0.56 · 8
3
= 0.041Û6.
We first show (a).
δ2
Å
(0.5− 2δ)(0.5 + 2δ)
(4δ)2
+
(0.5− δ)(0.5 + δ)
(2δ)2
+
3δ(1− 3δ)
(1− 6δ)2
ã
=
(0.5− δ)(0.5 + 2δ)
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+
(0.5− δ)(0.5 + δ)
4
+
3δ3(1− 3δ)
(1− 6δ)2 ,
and the first and second terms tend, respectively, to 0.56 and 0.54 = 4 · 0.56
when δ → 0, whereas the third one to zero.
We now show (b).
δ2
Å
2
(0.25− δ)(0.75 + δ)
(0.5 + 2δ)2
+
(0.5− δ)(0.5 + δ)
(2δ)2
+
3δ(1− 3δ)
(1− 6δ)2
ã
= 2δ2
(0.25− δ)(0.75 + δ)
(0.5 + 2δ)2
+
(0.5− δ)(0.5 + δ)
4
+
3δ3(1− 3δ)
(1− 6δ)2 ,
and the first and third terms tend to zero when δ → 0, whereas the second one
to 0.54.
We also show (c).
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1δ
Å
1 +
0.5− 2δ
4δ
+
(0.5− δ)
2δ
+
3δ
1− 6δ
ã−1
=
Å
δ +
(0.5− 2δ)
4
+
(0.5− δ)
2
+
3δ2
1− 6δ
ã−1
,
and when δ → 0, the last expression tends to ( 18 + 14)−1, which equals 83 .
Finally, we show (d).
1
δ
Å
1 + 2
(0.25− δ)
0.5 + 2δ
+
(0.5− δ)
2δ
+
3δ
1− 6δ
ã−1
=
Å
δ + 2δ
(0.25− δ)
(0.5 + 2δ)
+
(0.5− δ)
2
+
3δ2
1− 6δ
ã−1
,
where all the terms tend to zero when δ → 0, except for 0.5−δ2 , which tends to
0.25 and, therefore, the desired result follows.
B Proof of Proposition 4
In [21], the authors prove that pi0 = (1 +
∑
I∈I TI)
−1
. Thus, we only need to
prove that
∑
w∈W |w| · pi(w) =
∑
I∈IEI . First, we rewrite the infinite sum over
all possible words into a finite sum over all independent sets:
E[Q] = pi0
∑
w∈W
|w| · pi(w) = pi0
∑
I∈I
piI (11)
where piI is the sum of |w| · pi(w) over all the words w such that the alphabet
of w is exactly I, i.e the set of its unique letters is exactly I.
Then, we are going to prove that piI = EI . Let Io = {i1, · · · , iI} be an
ordered version of I and Iok = {i1, · · · , ik} be the first k elements of Io for
any k ∈ {1, · · · , |I|}. We first consider piIo which we define as piI where we
restricted the sum to be only over the words such that the first appearance
of their letters is ordered as in Io. Let w be such a word, we know that the
first letter can only be i1, then we can have any number of times (which we
will note p11) the letter i1 before the first appearance of the letter i2. After
that, there can be any number of times the letters i1 and i2 (which we will
note p21 and p
2
2) before the first appearance of the letter i3. We can repeat
this reasoning until the first appearance of the letter i|I| and then there can be
any number of times the letters i1, · · · , i|I| (which we will note p|I|1 , · · · , p|I||I|).
At each step k ∈ {1, · · · , |I|}, we denote by nk the number of letters between
the first appearance of ik and the first appearance of ik+1 (both excluded), i.e
nk = p
k
1 + · · ·+ pkk. For pk1 , · · · , pkk fixed, the stationary distribution is the same
regardless of the order of the letters. Thus, we only need to count the number
of words of size nk on an alphabet of size k with each letter il repeated p
k
l times
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which is equal to the multinomial coefficient:Ç
nk
pk1 , · · · , pkk
å
=
nk!∏k
l=1 p
k
l !
In the end, to get all the words w belonging to the sum in piIo , we only need
to sum over all possible values of nk and p
k
l for all l ∈ {1, · · · , k} and for all
k ∈ {1, · · · , |I|}. Using the definition of pi(w) as in Proposition 1, we can
compute the value of piIo which is equal to
piIo =
|I|∏
k=1
Ç
αik
|αE(Io
k
)|
å ∞∑
nk=0
nk∑
pk1+···+pkk=0
k∏
m=1
Ç
αim
|αE(Io
k
)|
åpkm Ç nk
pk1 , · · · , pkk
å
×
Ñ
|I|+
|I|∑
k=1
nk
é
=
|I|∏
k=1
Ç
αik
|αE(Io
k
)|
å ∞∑
nk=0
Ç |αIo
k
|
|αE(Io
k
)|
ånkÑ
|I|+
|I|∑
k=1
nk
é
=
|I|∑
l=1
|I|∏
k=1
Ç
αik
|αE(Io
k
)|
å ∞∑
nk=0
Ç |αIo
k
|
|αE(Io
k
)|
ånk
(nl + 1)
=
|I|∑
l=1
Ç
αil
|αE(Io
l
)|
å ∞∑
nl=0
Ç |αIo
l
|
|αE(Io
l
)|
ånl
(nl + 1)
×
∏
k∈J1,|I|K,
k 6=l
Ç
αik
|αE(Io
k
)|
å ∞∑
nk=0
Ç |αIo
k
|
|αE(Io
k
)|
ånk
=
|I|∑
l=1
Ç
αil
|αE(Io
l
)|
åÇ |αE(Io
l
)|
|αE(Io
l
)| − |αIol |
å2
×
∏
k∈J1,|I|K,
k 6=l
Ç
αik
|αE(Io
k
)|
åÇ |αE(Io
k
)|
|αE(Io
k
)| − |αIok |
å
=
|I|∑
l=1
|αE(Io
l
)|
|αE(Io
l
)| − |αIol |
|I|∏
k=1
αik
|αE(Io
k
)| − |αIok |
= EIo
Then, we sum on all permutation of the initial order to get the desired result:
piI =
∑
σ∈S|I| piIσ(o) =
∑
σ∈S|I| EIσ(o) = EI .
The proof for pi0 being equal to (1 +
∑
I∈I TI)
−1
can be found in [21] but
can also be retrieved here by removing the term
Ä
|I|+∑|I|k=1 nkä in the first
equation above and then moving on with the computations in a similar way.
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C Proof of Lemma 3
We are first going to look at the proof for A2. Let T = 1+
∑
I∈I TI . We rewrite
T such as all terms of the sum are on the same denominator, this can be done
naively by multiplying each term by the denominator of all others which would
be equal to
∏
I∈I
∏
σ∈S|I|
|I|∏
k=1
(
|αE(Iσ(o)
k
)
| − |αIσ(o)
k
|
)
where Io = {i1, · · · , i|I|} is an ordered version of I and Iσ(o)k = {iσ(1), · · · , iσ(k)}.
However, there is a lot of duplicates in this denominator which could have been
avoided. First, for all independent set I ∈ I, all the terms
(
|αE(Iσ(o)
k
)
| − |αIσ(o)
k
|
)
for k ∈ {1, · · · , |I| − 1} appear as the last term
Ä
|αE(I˜σ(o))| − |αI˜σ(o) |
ä
of the
independent set I˜ = Ik. Then, for all independent set I ∈ I, the last termÄ
|αE(Iσ(o))| − |αIσ(o) |
ä
will have the same value no matter what is the permu-
tation σ ∈ S|I|. Removing the duplicates from both observations lead to the
following common denominator for T :∏
I∈I
(|αE(I)| − |αI |) . (12)
Thus, T is a rational fraction of δ as we are only adding and multiplying poly-
nomials in δ. For the term equal to 1, the numerator will be equal to the
denominator. This means that the constant term of the polynomial in δ at the
numerator is equal to
∏
I∈I
(|αE(I)| − |αI |)a which is equal to zero because of
Assumption 1.
Let I˜ ∈ I, we first want to put every term in TI˜ on the same denominator.
For each TI˜σ(o) , we know that there is already all the terms related to II˜σ(o) =¶
I˜σ(o)k ,∀k ∈ {1, · · · , |I˜|}
©
at the denominator. The terms missing are all the
others which are related to II˜ . Then, for each TI˜ the terms missing at the
denominator are all the others related to I. This means that the constant term
of the polynomial in δ at the numerator of TI˜ is equal to
∏
i∈I˜
ai
Ñ ∑
σ∈S|I˜|
∏
I∈II˜\II˜σ(o)
(|αE(I)| − |αI |)a
é ∏
I∈I\II˜
(|αE(I)| − |αI |)a (13)
and is non-negative because of Assumption 1. Let I˜ = Iˆ, it is obvious that
Iˆ ∈ IIˆ which means that the rightmost term in (13) is positive (because(|αE(I)| − |αI |)a is equal to zero only for I = Iˆ by Assumption 1). In ad-
dition, for all the permutation σ we have Iˆσ(o)|Iˆ| = Iˆ, i.e Iˆ ∈ IIˆσ(o) which means
that the middle term is also positive. Thus, the constant term described in (13)
is positive for I˜ = Iˆ (but can also be positive for other I˜). To conclude, be-
cause we are only adding non-negative constant terms and because there exists
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at least one positive constant term, the polynomial in δ at the numerator of T
has a positive constant term. All the arguments remain valid if we replace TI
by T I and I by I giving the desired result for B2.
A similar proof can be made for E =
∑
I∈I EI for any subset I ∈ I with the
following common denominator for E:∏
I∈I+
(|αE(I)| − |αI |)2 (14)
where I+ =
⋃
I∈I II . Let I˜ ∈ I, the constant term of the polynomial in δ at
the numerator of EI˜ is equal to
∏
i∈I˜
ai
Ö ∑
σ∈S|I˜|
Ö ∑
I˙∈II˜σ(o)
Ä
|αE(I˙)|
ä
a
∏
I∈II˜σ(o)\{I˙}
(|αE(I)| − |αI |)a
è
×
∏
I∈II˜\II˜σ(o)
(|αE(I)| − |αI |)2a
é ∏
I∈I+\II˜
(|αE(I)| − |αI |)2a (15)
Choose I = I∗ to get the proof for B1 and I = I−∗ to get the proof for C1. All
the arguments remain valid if we replace EI by EI and I by I giving the desired
result for A1 when I = I
∗
.
D Proof of Lemma 4
Let I∗+ =
⋃
I∈I∗ II . We recall that I
∗ ⊆ I∗ because adding an edge can only
decrease the size of independent sets. Let I˜ ∈ I∗, we are interested in the term
TI˜−T I˜ . We start by putting that term on the same denominator which is equal
to ∏
I∈II˜∩I−∗
(|αE(I)| − |αI |) ∏
I∈II˜∩I
∗
(|αE(I)| − |αI |) Ä|αE(I)| − |αI |ä
In order to compute the constant term of the polynomial in δ at the numerator
of TI˜ − T I˜ , we will use a similar proof as in Lemma 3. In particular, we are
going to use (13) without the rightmost term (because we only want a common
denominator for TI˜−T I˜ and not the whole C2). First, we separate the product
on I ∈ II˜ \ II˜σ(o) in two because if I ∈ I
∗
then we have to distinguish the term
related to E(I) and the one related to E(I), otherwise I ∈ I−∗ and E(I) = E(I).
In addition, to have TI˜ − T I˜ on the same denominator, we have to multiply
the numerator (and the denominator) of TI˜ by
∏
I∈II˜∩I
∗
Ä
|αE(I)| − |αI |
ä
and
of T I˜ by
∏
I∈II˜∩I
∗
(|αE(I)| − |αI |). Finally, if I ∈ ÄII˜ ∩ I∗ä \ II˜σ(o) , then the
numerator of TI˜ and the numerator of T I˜ will both be multiplied by the terms
related to E(I) and E(I) which means that we can factorize them and the
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difference in TI˜ −T I˜ will only appear for I ∈ II˜σ(o) ∩ I
∗
. All these observations
lead to the constant term being equal to
∏
i∈I˜
ai
Ö ∑
σ∈S|I˜|
∏
I∈(II˜∩I−∗)\II˜σ(o)
(|αE(I)| − |αI |)a
×
∏
I∈(II˜∩I
∗
)\II˜σ(o)
(|αE(I)| − |αI |)a Ä|αE(I)| − |αI |äa
×
∏
I∈II˜σ(o)∩I
∗
îÄ
|αE(I)| − |αI |
ä
a
− (|αE(I)| − |αI |)aóè (16)
which is non-negative because of Assumption 1 and because the rightmost term
is non-negative as E(I) ⊆ E(I) for all I ∈ I∗.
Let T =
∑
I∈I∗\I∗ TI , we can use a similar proof as in Lemma 3 to show
that T can be written as a rational fraction of δ such that the polynomial at
the numerator has a positive constant term if Iˆ /∈ I∗+.
Using a similar proof as in Lemma 3, we can rewrite C2 such that all terms
are on the same denominator which is equal to∏
I∈I∗
+
\I∗
(|αE(I)| − |αI |) ∏
I∈I∗
(|αE(I)| − |αI |) ∏
I∈I∗
Ä
|αE(I)| − |αI |
ä
where the leftmost term correspond to the independent sets I that do not con-
tain i∗ or j∗, thus having E(I) = E(I). Therefore, the constant terms at the
numerator of T and of TI˜ − T I˜ are multiplied by positive terms if Iˆ /∈ I∗+.
To conclude, because we are only adding non-negative constant terms and be-
cause there exists at least one positive constant term, the polynomial in δ at
the numerator of C2 has a positive constant term.
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