Homogenization of lateral diffusion on a random surface by Duncan, Andrew B
Homogenization of lateral diffusion on a random surface
Article  (Published Version)
http://sro.sussex.ac.uk
Duncan, Andrew B (2015) Homogenization of lateral diffusion on a random surface. Multiscale 
Modeling and Simulation: A SIAM Interdisciplinary Journal, 13 (4). pp. 1478-1506. ISSN 1540-
3459 
This version is available from Sussex Research Online: http://sro.sussex.ac.uk/68606/
This document is made available in accordance with publisher policies and may differ from the 
published  version or from the version of record. If you wish to cite this item you are advised to 
consult the publisher’s version. Please see the URL above for details on accessing the published 
version. 
Copyright and reuse: 
Sussex Research Online is a digital repository of the research output of the University.
Copyright and all moral rights to the version of the paper presented here belong to the individual 
author(s) and/or other copyright owners.  To the extent reasonable and practicable, the material 
made available in SRO has been checked for eligibility before being made available. 
Copies of full text items generally can be reproduced, displayed or performed and given to third 
parties in any format or medium for personal research or study, educational, or not-for-profit 
purposes without prior permission or charge, provided that the authors, title and full bibliographic 
details are credited, a hyperlink and/or URL is given for the original metadata page and the 
content is not changed in any way. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
MULTISCALE MODEL. SIMUL. c© 2015 Society for Industrial and Applied Mathematics
Vol. 13, No. 4, pp. 1478–1506
HOMOGENIZATION OF LATERAL DIFFUSION ON A RANDOM
SURFACE∗
ANDREW B. DUNCAN†
Abstract. We study the problem of lateral diﬀusion on a static, quasi-planar surface generated
by a stationary, ergodic random field possessing rapid small-scale spatial fluctuations. The aim is to
study the eﬀective behavior of a particle undergoing Brownian motion on the surface, viewed as a
projection on the underlying plane. By formulating the problem as a diﬀusion in a random medium,
we are able to use known results from the theory of stochastic homogenization of SDEs to show that,
in the limit of small scale fluctuations, the diﬀusion process behaves quantitatively like a Brownian
motion with constant diﬀusion tensor D. In one dimension, the eﬀective diﬀusion coeﬃcient is given
by 1
Z2
, where Z is the average line element of the surface. In two-dimensions, D will not have a
closed-form expression in general. However, we are able to derive variational bounds for the eﬀective
diﬀusion tensor. Moreover, in the special case when D is isotropic, we show that D = 1
Z
I, where
Z is the average area element of the random surface. We also describe a numerical scheme for
approximating the eﬀective diﬀusion tensor and illustrate this scheme with three examples.
Key words. stochastic homogenization, random media, Laplace–Beltrami, diﬀusion, multiscale-
analysis
AMS subject classifications. 35Q92, 60H30, 35B27
DOI. 10.1137/140951436
1. Introduction. Lateral diﬀusion of particles along interfaces is a frequently
occurring phenomenon in cellular biology. In the case of lipid bilayer membranes, the
lipid molecules and integral membrane proteins which constitute the cell membrane
themselves undergo lateral diﬀusion as a result of thermal agitation, giving rise to
local shape deformations in the membrane [4]. The mobility of membrane proteins
has far-reaching implications for many cellular processes, in particular protein trans-
port, signaling, and morphology [2, 6, 9]; thus there has been considerable interest
in measuring how the mobility of these proteins is aﬀected by the membrane and
its surrounding environment. The dynamics of protein diﬀusion within a fluid mem-
brane was first considered by Saﬀman and Delbru¨ck [47], who proposed a continuum
hydrodynamic model for a laterally diﬀusing particle in a flat, homogeneous fluid
membrane. The model predicted a relationship for the diﬀusion tensor of a particle
in the membrane in terms of the particle radius, the thickness and viscosity of the
membrane, and the viscosity of the bulk medium. Continuum models for studying the
influence of shape fluctuations of the membrane on the macroscopic protein diﬀusion
rate were subsequently considered in [18, 19, 35, 45], in which the proteins undergo
Brownian motion laterally along an infinitesimally thin two-dimensional (2D) surface
embedded in R3. The equilibrium fluctuations of the surface are characterized by
the Canhan–Helfrich Hamiltonian [10, 20]. In [35], an expression for the eﬀective
diﬀusion tensor was derived by considering the joint Markov process for the coupled
particle and surface, applying an adiabatic elimination to average out the rapid tem-
poral surface fluctuations. Another approach based on a path-integral formulation
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LATERAL DIFFUSION ON A RANDOM SURFACE 1479
was considered in [45]. More recently, in [13], a multiscale approach to the problem
of lateral diﬀusion on rapidly fluctuating surfaces was adopted and expressions for
the macroscopic diﬀusion tensor were derived rigorously, first on a static surface with
periodic undulations, and subsequently on a surface possessing both rapid spatial and
temporal oscillations.
In this paper we build on the work of [13], moving beyond the case of periodic
media to allow random surface fluctuations generated by a stationary, spatially er-
godic random field, as a model of a rough interface. For simplicity, we restrict our
attention to the static membrane model. The resulting model is very general and thus
applicable to a wide variety of surfaces possessing roughness due to inhomogeneities or
microstructure, making the approach especially attractive for biological applications.
A similar study of lateral diﬀusion on random surfaces had been previously carried out
in [33], which studied particles undergoing lateral diﬀusion on a topography generated
by a random stationary field with spatial and time-dependent fluctuations. Using a
formal averaging argument, the authors derived leading order approximations for the
eﬀective diﬀusion coeﬃcient of particle diﬀusion along the surface (viewed as a pro-
jection onto a laboratory-fixed plane), valid in the limit of vanishing surface gradient,
where the deviations of the random surface from its mean value are small.
In this work we consider a similar set-up; however, our focus is on lateral diﬀusion
along surfaces which possess roughness, modeled as a stationary random field with low
amplitude, high-frequency fluctuations. To obtain nontrivial coarse-grained dynam-
ics, we consider the regime where the gradient fluctuations remain O(1) in the limit
of vanishing surface amplitude. Obtaining the limiting dynamics is thus a homoge-
nization problem. Under reasonable assumptions, it is possible to apply stochastic
homogenization methods to derive expressions for the eﬀective diﬀusion tensor and,
in many cases, obtain a closed form expression. To the best of our knowledge, the
study of lateral diﬀusion on such surfaces has not been considered previously, either
analytically or numerically. The novelty of this paper thus lies in the application of
standard results from the theory of stochastic homogenization and random media to
analyze the dynamics of this model rather than any particular mathematical result.
Consider a random field hǫ(x) which describes the surface fluctuations about the
plane, where the small scale parameter ǫ≪ 1 controls the small scale amplitude and
wavelength of the surface fluctuations. In section 2 we will describe the model for
lateral diﬀusion of a particle on this rapidly fluctuating random surface and show
that the trajectory Xǫ(t) of such a particle can be described by an Itoˆ SDE with
rapidly varying random coeﬃcients and with a singularly perturbed drift term. The
problem of identifying the macroscopic behavior of the projected trajectory Xǫ(t) in
the limit as ǫ→ 0 is a homogenization problem.
Homogenization of parabolic and elliptic problems with random, stationary coef-
ficients has been widely studied, both from a PDE perspective [39, 40] as well as from
a probabilistic perspective [12, 25, 37]. In this paper we approach this problem prob-
abilistically, and in section 3 we formulate this system as a stochastic homogenization
problem using the framework of [27]. Using methods from the theory of stochastic
homogenization for SDEs one can then identify the limiting behavior of the diﬀusion
process. Indeed, in section 4, under certain reasonable assumptions on the surface
fluctuations, we show that, in the limit of vanishing ǫ, the evolution of the particle is
well approximated by a pure diﬀusion process on the plane with the constant eﬀective
diﬀusion tensor D given in (4.11).
For one-dimensional (1D) surfaces, the eﬀective diﬀusion coeﬃcentD has a closed
form expression given by (5.1). However, as in the periodic case, D will not generally
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1480 ANDREW B. DUNCAN
have a closed form in higher dimensions. In section 5 we show that it is possible to
generalize the results of [13, Proposition 2] and express D in terms of a variational
minimization problem, from which Voigt–Reuss variational bounds [23] on D can be
derived. In section 6, by generalizing the results of [13, section 5.3] we apply a duality
transformation argument to show that for 2D surfaces, (6.1) relates the determinant
of D to Z, the average area element, or equivalently, the average ratio of the surface
area to the area of its projection on the plane. In particular, if D is isotropic, then it
is equal to 1Z I. This is a generalization of the area-scaling approximation described
in [17, 19, 24, 34]. Moreover, we identify a natural condition suﬃcient for the eﬀective
diﬀusion tensor D to be isotropic. In particular, we show that it is suﬃcient for the
random field to be isotropic itself for the area-scaling approximation to hold.
When the eﬀective diﬀusion tensor is not isotropic, then one must resort to numer-
ical methods to compute D. Unlike in the periodic case [13, section 5], the expression
for the eﬀective diﬀusion tensor is not amenable to direct numerical approximation.
In section 7 we describe a well-known approach to computing the eﬀective diﬀusion
tensor via a periodic approximation [3, 8, 38]. This allows us to approximate the
solution of the infinite cell problem with the solution of a periodic cell problem over
a suitably large domain in Rd.
We apply this scheme to three particular examples. In the first two examples, we
consider surfaces generated by randomly placed protrusions. Such models fall within
the framework discussed in this paper. In the first example, we consider circular
protrusions and demonstrate that the area-scaling approximation holds for lateral
diﬀusions on such surfaces. In the second example, the protrusions are anisotropic
with a random, nonuniform orientation. For this case, the eﬀective diﬀusion tensor
is not isotropic; however, we show that D still correctly captures the macroscopic
behavior of the lateral diﬀusion. In the final example we consider lateral diﬀusion
on random surfaces defined by the graph of a suﬃciently smooth Gaussian random
field. Due to the unboundedness of the fluctuations this example will not fall under
the above theory, however, numerical simulations suggest that the homogenization
limit does appear to exist for this particular model, and moreover, the area-scaling
approximation holds all the same.
In section 8 we provide concluding remarks as well as suggestions for future av-
enues of research.
2. Model. In this section we introduce the model for lateral diﬀusion on a rough,
random surface. For simplicity, we restrict our attention to surfaces S which can be
expressed as the graph of a suﬃciently smooth function h : Rd → R, known in the
biology literature as the Monge gauge for S. The rough interface is modeled as a
surface Sǫ consisting of low amplitude, high frequency undulations about the plane.
More specifically, for a small scale parameter ǫ ≪ 1, we consider a surface Sǫh with
Monge Gauge:
(2.1) hǫ(x) = ǫh
(x
ǫ
)
for x ∈ Rd
so that
Sǫh =
{
(x, hǫ (x))
∣∣∣x ∈ Rd} .
We assume that the function h(x) is a random field with measure P having mean 0
and being stationary; that is, having two-point covariance function of the form
EP [h(x)h(y)] = C(x− y), x, y ∈ R
d
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LATERAL DIFFUSION ON A RANDOM SURFACE 1481
for some positive function C. Moreover, we will assume that the random field is
ergodic with respect to spatial translations, so that expectations with respect to P
can be replaced by spatial averages. Finally, we assume that realizations of h(x) are
P-almost surely (a.s.) bounded with (suﬃciently many) bounded derivatives (which
precludes the possibility of Gaussian random fields).
In local coordinates, the surface Sǫh has metric tensor g
ǫ(x, h) = g(x/ǫ, h), where
g is given by
(2.2) g(x, h) = I +∇h(x) ⊗∇h(x), x ∈ Rd,
and the infinitesimal surface element is given by
√
|g|
(
x
ǫ
)
, where |g| denotes the
determinant of g.
Consider a particle undergoing Brownian motion along the d-dimensional hyper-
surface Sǫh. For simplicity, we assume that the local diﬀusion coeﬃcient is 1. The
evolution of the particle’s position over time can be described by a Sǫh-valued Markov
process with infinitesimal generator given by ∆Sǫ
h
, the Laplace–Beltrami operator on
Sǫh. The transition density of the process will correspond to the heat kernel associ-
ated with ∆Sǫ
h
. See [22, Chapter 3] for a detailed exposition. Using the Monge Gauge
representation of Sǫh we can express the evolution of the particle in terms of local
coordinates on Rd, which correspond to the projection of the point (x, y, z) ∈ Sǫh onto
(x, y) ∈ Rd. Indeed, let Xǫh(t) ∈ R
d be the position of the particle, in local coordi-
nates, at time t, where Xǫh(0) = x. Then X
ǫ
h(t) is a Markov process with infinitesimal
generator given by
L
ǫ
hf(x) =
1√
|gǫ| (x, h)
∇x ·
(√
|gǫ| (x, h) (gǫ)−1 (x, h)∇xf(x)
)
=
1
ǫ
F (x/ǫ, h) · ∇xf(x) + Σ(x/ǫ, h) : ∇x∇xf(x),
where
(2.3) F (x, h) =
1√
|g| (x, h)
∇x ·
(√
|g| (x, h)g−1(x, h)
)
,
and
(2.4) Σ(x, h) = g−1(x, h),
where g−1(x, h) is the inverse of the metric tensor (2.2) and where
Σ : ∇x∇xf =
d∑
i=1
d∑
j=1
Σi,j∂xi∂xjf(x).
The evolution of Xǫh(t) can thus be described (in the weak sense) by the following Itoˆ
SDE:
(2.5) dXǫh(t) =
1
ǫ
F (Xǫh(t)/ǫ, h) dt+
√
2Σ(Xǫh(t)/ǫ, h) dB(t),
Equivalently, consider an observable uǫh(x, t) of X
ǫ
h(t) defined by
uǫh(x, t) = E [u (X
ǫ
h(t)) |X
ǫ
h(0) = x]
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1482 ANDREW B. DUNCAN
for u ∈ Cb(R
d), where Cb(R
d) denotes the space of globally bounded and continuous
functions on Rd. Then uǫh(x, t) is the solution of the following backward Kolmogorov
equation [15, Chapter 6]:
(2.6)
∂uǫh(x, t)
∂t
= L ǫhu
ǫ
h(x, t), (x, t) ∈ R
d × (0, T ],
uǫh(x, t) = u(x), (x, t) ∈ R
d × {0}.
Our objective is to show that as ǫ→ 0, the process Xǫh(t) behaves quantitatively
like a Brownian motion with a constant eﬀective diﬀusion tensor D independent of
the particular realization of h. Equivalently, we show that uǫh converges pointwise to
the solution u0 of the PDE:
(2.7)
∂u0(x, t)
∂t
= D : ∇x∇xu
0(x, t), (x, t) ∈ Rd × (0, T ],
u0(t, x) = u(x), (x, t) ∈ Rd × {0}.
The reason for the particular choice of scaling given by (2.1) is as follows. Since the
random field is ergodic with respect to spatial translations, the average surface area
Z can be written as
(2.8) Z := EP
[√
|g| (x, h)
]
= lim
R→∞
1
(2R)d
∫
[−R,R]d
√
|g| (x, h) dx.
In particular, for fixed ǫ, the average surface area is given by
lim
R→∞
1
(2R)d
∫
[−R,R]d
√
|gǫ| (x, h) dx = lim
R→∞
(
2R
ǫ
)−d ∫
[−R/ǫ,R/ǫ]d
√
|g| (y, h) dy = Z,
which remains independent of ǫ. This is illustrated for the 1D case in Figure 1, which
plots a realization of the surface generated by a Gaussian random field hǫ(x). The arc-
length of the surface over [−R,R], for R ≫ 1, is approximately 2RZ. Now, consider
the projected trajectory Xǫh of a particle undergoing diﬀusion along S
ǫ
h starting from
local coordinate 0. The mean escape time of Xǫh from [−R,R] is approximately
equal to the mean escape time of a free R-valued Brownian motion from the interval
[−RZ,RZ], which is given by R
2Z2
2 . Taking ǫ→ 0, the expected escape time remains
approximately R
2Z2
2 in the limit, which implies that the law of X
ǫ
h is approximately
identical to that of a free Brownian motion on R with constant diﬀusion coeﬃcient
1
Z2 . We note that any other scaling would result in the eﬀective diﬀusion coeﬃcient
being 0 (the projected process no longer diﬀuses along R) or 1 (the projected process
diﬀuses, completely unimpeded by the surface) as ǫ → 0. This suggests that (2.1) is
the correct scaling for this problem.
3. Problem formulation and set-up. In this section we will rigorously state
the assumptions on the random field h(x) which are necessary for the problem to
be well-defined and for a homogenization limit of both the SDE (2.5) and the PDE
(2.6) to exist. The approach described here is a direct application of the results
in [27, Chapter 9], whose approach we will follow very closely.
Let Ω be the space of all C3 functions from Rd to R equipped with the Fre´chet
metric generated by seminorms of the form
‖f‖N = sup
|x|≤N
∑
k≤3
∣∣∇kf(x)∣∣ , N ∈ N.D
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−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0 1.5 2.0
ǫ = 1
ǫ = 0.5
ǫ = 0.1
Fig. 1. Realization of the 1D surface generated by a Gaussian random field hǫ for increasingly
small values of ǫ. As ǫ→ 0, the average arclength Z remains constant at around 6.5.
Equipped with this metric, one can show that Ω is a Polish space.
For x ∈ Rd, define the translation operator τx : Ω→ Ω by
τx(h(·)) = h(·+ x), h ∈ Ω.
Let P be a Borel probability measure on the measurable space (Ω,B(Ω)) and define
the group of translations {τx : x ∈ R
d}. We assume that the following assumptions
hold on the random field h(x):
A1. P
(
τ−1x (B)
)
= P (B) for all B ∈ B(Ω) and x ∈ Rd (stationarity).
A2. For B ∈ B(Ω), τx(B) = B for all x ∈ R
d implies that P(B) = 0 or P(B) = 1
(ergodicity).
A3. For all δ > 0, limx→0 P [|τxh− h| > δ] = 0 (stochastic continuity).
Moreover, we shall make the following assumption regarding the derivatives of real-
izations of h:
A4. There exists a constant K > 0 such that for P-a.s. every realization of h ∈ Ω
is
(3.1) |∇h(x)| + |∇∇h(x)| ≤ K, x ∈ Rd, P-a.s.
Assumption A4 is a very restrictive assumption which precludes considering Gauss-
ian random fields; however, without this assumption one encounters insurmountable
technical problems when attempting to obtain a homogenization result.
We note that the scenario of diﬀusion on surfaces possessing static, periodic fluc-
tuations, as considered in [13], can be expressed in the framework described above.
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1484 ANDREW B. DUNCAN
Indeed, if h0 ∈ C
3(Td) extended to Rd by periodicity, then we can define a random
field by
h(x) = h0(x+ ζ),
where ζ is distributed according to the Lebesgue measure on Td. The corresponding
probability measure P on Ω clearly satisfies assumptions A1–A4. Moreover, the SDE
(2.5) and the PDE (2.6) reduce to their periodic counterparts for the periodic surface
map h0.
To study the asymptotic behavior of (2.5) in the limit as ǫ → 0, we note that
(2.5) can be expressed as a diﬀusive rescaling of a diﬀusion process Xh(t), which is
independent of ǫ. More specifically, we write Xǫh(t) as
(3.2) Xǫh(t) = ǫXh
(
t
ǫ2
)
,
where Xh(t) is the solution of the Itoˆ SDE
(3.3) dXh(t) = F (Xh(t), h)dt+
√
2Σ(Xh(t), h) dB(t)
for a standard Rd-valued Brownian motion B(t). Equality (3.2), which holds in law,
follows from the fact that Brownian motion is invariant under the diﬀusive rescaling
t → t/ǫ2, x → x/ǫ. Given this reformulation, identifying the asymptotic behavior of
Xǫh reduces to obtaining a central limit theorem for the process Xh(t). This problem
has been widely studied in [27] and the references therein, and we shall follow that
approach.
First, we establish the well-posedness of the SDE for Xh(t). For k ∈ N, let C
k
b (R
d)
denote the space of globally bounded Ck(Rd)-functions.
Proposition 3.1. Let X0 be a random variable with finite second moments,
independent of B(·) and the random field h(x). Then, under assumption (3.1), for
P-almost every h ∈ Ω, the SDE (3.3) has a unique strong solution Xh(t) satisfying
Xh(0) = X0. Moreover, the Xh(t) is a Markov diﬀusion process with infinitesimal
generator
(3.4) Lhf =
1√
|g| (x, h)
∇x ·
(√
|g| (x, h)g−1(x, h)∇xf(x)
)
, f ∈ C2b (R
d),
and possesses a strictly positive continuous transition density p(t, x, y, h).
Proof. The result follows from a direct application of Theorems 2.2, 3.6, 4.3, and
6.4.6 of [15].
4. The homogenization result. In this section we state the homogenization
result for the SDE (2.5) and PDE (2.6), making use of standard stochastic homoge-
nization techniques such as [7, 25, 27]. The approach adopted here closely follows that
of [27]. The assumption that the random field h is stationary and ergodic with respect
to spatial translations is essential to obtaining a limiting diﬀusion process in the limit
as ǫ → 0. To obtain such a homogenization limit, we need to express SDE (3.3) in
terms of a stationary ergodic Markov process. Following the work of [12, 25, 39], we
considered the so-called environment viewed from the particle to be discussed later.
We first define the derivatives with respect to the translation group {τx}x∈Rd ,
which are necessary for the formulation of the environment process. For i ∈ {1, . . . , d},
let Di be the L
2(P) generator of τx in the ei direction; that is,
DiV :=
d
dλ
V (τ(λei)h)
∣∣
λ=0
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in the L2(P) sense. Assumption A3 permits us to apply Corollary 1.1.6 of [14] to show
that the D(Di) are dense in L
2(P). Note that Di is antisymmetric with respect to
the L2(P) inner product, so that for all U, V ∈ D(Di) ⊂ L
2(P),
(4.1) 〈DiU, V 〉L2(P) = −〈U,DiV 〉L2(P).
For V ∈ H1 :=
⋂d
i=1 D(Di), we can then define the gradient to be
(4.2) DV := (DiV )
d
i=1 .
For a vector field V = (Vi)
d
i=1 such that Vi ∈ H1, we define the divergence to be
(4.3) D ·V :=
d∑
i=1
DiVi.
We express the coeﬃcients of the SDE as stationary random variables on Ω.
Abusing notation, we define the random variable g(h) by
g(h) := g(0, h) = I +∇h(x) ⊗∇h(x)
∣∣
x=0
,
and thus we can express the coeﬃcients of the SDE (3.3) as random variables on Ω.
Indeed, by defining
F (h) := F (0, h) =
1√
|g| (x, h)
∇ ·
(√
|g| (x, h)g−1(x, h)
) ∣∣∣∣∣
x=0
=
1√
|g| (h)
D ·
(√
|g| (h)g−1(h)
)
and
Σ(h) := Σ(0, h) = g−1(h),
we can then express (3.3) as
dXh(t) = F (h(·+Xh(t))) dt +
√
2Σ(h(·+Xh(t))) dB(t)
or, in terms of the translation operator τx,
dXh(t) = F (τXh(t)h) dt+
√
2Σ(τXh(t)h) dB(t).
Let ζh(t) be the stochastic process given by
ζh(t) =
{
τXh(t)h if t > 0,
h if t = 0.
This stationary, Ω-valued stochastic process is known as the environment viewed from
the particle, and was considered in works such as [12, 25, 39]. It describes the evo-
lution of the environment h which is observed from a frame of reference fixed on the
particle. The process ζh(t) is Markovian and possesses an invariant measure π abso-
lutely continuous with respect to P. The particle trajectory Xh is driven by ζh(t) in
the sense that we can express Xh(t) in terms of the environment process as follows:
Xh(t) =
∫ t
0
F (ζh(s))ds +
∫ t
0
√
2Σ(ζh(s)) dB(s).
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1486 ANDREW B. DUNCAN
By assumption (3.1) it follows that
(4.4) Z =
∫
Ω
√
|g| (h)P(dh) =
∫
Ω
√
1 + |∇h(0)|2 P(dh) <∞.
Define π to be the probability measure on h given by
π(dh) =
√
|g| (h)
Z
P(dh).
The following proposition summarizes the properties of the environment process
ζh(t) required to obtain an invariance principle for Xh(t). A proof of this result can
be found in various places, in particular [27].
Proposition 4.1 (see Proposition 9.7 in [27]). The environment process ζh(t) is
Markovian and its transition semigroup P (t) can be written as
(4.5) P (t)f(h) =
∫
Rd
p(t, x, 0, h)f(x, h) dx, f ∈ L∞(P),
which can be extended to a positive preserving contraction semigroup on Lp(Ω) for
any p ≥ 1. In particular,
‖P (t)f‖Lp(π) ≤ ‖f‖Lp(π) , f ∈ L
2(π).
Moreover, ζh(t) possesses an invariant measure π due to which ζh(t) is reversible and
ergodic. Finally, the set C2b (Ω) is a core for the generator L of P (t), defined by the
formula
(4.6) L f =
1√
|g| (h)
D ·
(√
|g| (h)g−1(h)Df
)
, D(L ) = C2b (h),
and we can express the Dirichlet form corresponding to L as follows:
(4.7) 〈(−L )f, f〉L2(π) =
1
Z
∫
Ω
Df(h) · g−1(h)Df(h)
√
|g| (h)P(dh).
We now introduce the spaces H1 and its dual H−1 as defined in [25] and [12].
Let H1 be the completion of the space{
φ ∈ C2b (Ω)
∣∣ ∫
Ω
φ(h)π(dh) = 0 and ‖φ‖1 := 〈(−L )φ, φ〉L2(π) <∞
}
with respect to ‖·‖1. The dual space H−1 is the completion of the space{
φ ∈ C2b (Ω)
∣∣ ∫
Ω
φ(h)π(dh) = 0 and ‖φ‖−1 <∞
}
,
where the dual norm is given by
‖φ‖
2
−1 =
1
2
〈φ, (−L )−1φ〉L2(π) = sup
ψ∈H1
{2〈φ, ψ〉 − 〈(−L )ψ, ψ〉} .
Note that φ ∈ L2(π) lies in H−1 if and only if there exists C > 0 such that
〈φ, ψ〉L2(π) ≤ C ‖ψ‖1
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for all ψ ∈ H1. Moreover, since L is positive, self-adjoint,
H1 = D
(
(−L )
1
2
)
and H−1 = D
(
(−L )
− 1
2
)
.
By assumption (3.1), the matrix g(h) is uniformly elliptic. This implies that
K1〈Dφ,Dφ〉L2(π) ≤ 〈φ,L φ〉L2(π) ≤ K2〈Dφ,Dφ〉L2(π) for φ ∈ C
1
b (Ω)
for some positive constants K1 and K2. This implies that there is an isomorphism
between the spaces H1 and H1, and thus, given φ ∈ H1, we are justified in defining
the gradient Dφ ∈ L2(Ω).
Following the typical approach adopted in the homogenization of SDEs, we wish
to decompose the singularly perturbed drift term into a martingale and a remainder
term which vanishes as ǫ→ 0, and then apply the Martingale central limit theorem [21]
to obtain convergence to a limiting Brownian motion. Unlike in the periodic case, due
to the lack of a spectral gap (or, equivalently, of a Poincare´ inequality) for L , the
Poisson problem −Lχ = F will not be well-posed. However, since the resolvent of
P (t) in L2(π) is (0,∞), for a fixed unit vector e ∈ Rd and λ > 0, we can consider the
following resolvent equation for χe ∈ L2(π):
(4.8) (λI −L )χe = F e,
where F e = F · e.
Lemma 4.2. For any unit vector e ∈ Rd,
F e ∈ L2(π) ∩H−1.
Proof. To show that F e ∈ L2(π), we note that
|F (h)e| = |F (h) · e| ≤ C |∇∇h(x)|2 ,
which is bounded almost surely by assumption (3.1). To show that F e ∈ H−1, we
first note that the centering condition holds, so that∫
Ω
F e(h)π(dh) = 0.
Let ψ ∈ H1; then
〈F e, ψ〉L2(π) =
1
Z
∫
Ω
e · g−1(h)Dψ(h)
√
|g| (h)P(dh)
≤
(
1
Z
∫
Ω
e · g−1(h)e
√
|g| (h)P(dh)
) 1
2
‖φ‖
H1
≤ ‖φ‖
H1
.
It follows that F e ∈ H−1 with ‖F
e‖
H
−1
≤ 1.
The λ-corrector χeλ can be written as
χeλ(h) =
∫ ∞
0
e−λtP (t)F e(dh),
and so by the contractivity of P (t) we have that ‖χeλ‖L2(π) ≤
1
λ ‖F
e‖L2(π). Moreover,
taking the inner product of (4.8) with χeλ, we have that
λ ‖χeλ‖
2
L2(π) + ‖χ
e
λ‖
2
H1
= 〈F, χeλ〉 ≤ ‖F‖H
−1
‖χeλ‖H1 ,
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1488 ANDREW B. DUNCAN
so that
∥∥(λI −L )−1F e∥∥
H1
≤ ‖χeλ‖H
−1
. Consequently, we can extend the resolvent
operator (λ−L )−1 from L2(π) to a bounded operator from H−1 to H1. To be able
to obtain a central limit theorem, one must show that the λ-correctors decay suitably
fast in L2(π) as λ→ 0, and that χλe converges to an element in H1. These two results
are typically the core of any invariance principle for additive functionals of Markov
processes.
Lemma 4.3 (see [12, 25]). There exists χe ∈ H1 such that
(4.9) lim
λ→0
‖χeλ − χ
e‖
H1
= 0
and
(4.10) lim
λ→0
λ〈χeλ, χ
e
λ〉L2(π) = 0.
We can now state the homogenization theorem for Xǫh(t). The proof is a straight-
forward extension of the arguments given in [25] or [12]. An equivalent, but far
more general, approach can be found in [27]. As in [16] we use the convention that
(Dχ)ij = Djχi.
Theorem 4.4. Suppose that assumptions A1–A4 hold. Then, as ǫ → 0, the
process Xǫh(t) converges weakly in C([0, T ];R
d) to a Brownian motion with constant
diﬀusion tensor D given by
(4.11) D =
1
Z
∫
Ω
(I + Dχ(h)) g−1(h) (I + Dχ(h))
⊤
√
|g| (h)P(dh),
where χ = (χei)i=1,...,d is the H1 limit of (χ
ei
λ )i=1,...,d, which exists by Lemma 4.3.
Corollary 4.5. Let uǫ(t, x, h) be the solution to the Kolmogorov backward equa-
tion (2.6), with initial condition v ∈ Cb(R
d), independent of ǫ. Then
(4.12) lim
ǫ→0
EP
∣∣uǫh(t, x)− u0(t, x)∣∣ = 0 for all (t, x) ∈ [0, T ]× Rd,
where u0 : [0, T ]× Rd → Rd is the solution of
(4.13)
∂u0(t, x)
∂t
= D : ∇∇u0(t, x), (t, x) ∈ [0, T ]× Rd,
where D is given by (4.11).
5. Properties of the eﬀective diﬀusion tensor. In this section we study the
properties of the eﬀective diﬀusion tensor D given by (4.11). In one dimension, a
closed form expression for D can be easily derived. Indeed, we have the following
result.
Proposition 5.1. In one dimension, the eﬀective diﬀusion tensor D is given by
(5.1) D =
1
Z2
,
where Z is the average surface area given by (2.8).
Proof. Following [27, Theorem 9.22], we multiply (4.8) by f ∈ L2(π) ∩ H1 and
integrate with respect to π to get
λ
∫
χλ(h)f(h)π(dh) +
∫
Dχλ(h)g
−1(h)Df(h)π(dh) =
∫
g−1(h)Df π(dh)
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for all λ > 0. Since Dχλ → Dχ and λχλ → 0 strongly in L
2(π) as λ→ 0, we have∫
1√
g(h)
(Dχ(h) + 1)Df(h)P(dh) = 0 for all f ∈ L2(π) ∩H1.
In one dimension, this implies that
(5.2)
1√
g(h)
(Dχ(h) + 1) = K
for some constant K. Taking expectations on both sides with respect to P(dh), and
using the fact that EP [Dχ(h)] = 0, we see that
1 = K
∫
Ω
√
g(h)P(dh) = K Z,
which implies that
Dχ(h) =
√
|g| (h)
Z
− 1.
Substituting into (4.11), we obtain the desired expression for D.
This generalizes the corresponding result for lateral diﬀusion on a rapidly fluctu-
ating periodic surfaces considered in [13]. As in the periodic case, in two dimensions or
more it is not generally possible to obtain a closed form expression for Dχ and hence
D. This is compounded by the fact that χ is obtained as the limit of the λ-correctors
χλ in the abstract space H1.
In the remainder of this section we show that Dχ can be expressed as the unique
weak solution of a variational problem in
(
L2(Ω)
)d
, and that the eﬀective diﬀusion
tensor can be identified as the minimum value of a quadratic functional over the space
of mean-zero, curl-free vector functions of Ω. Using this variational formulation one
can easily obtain bounds on the eﬀective diﬀusion tensor. By considering the dual
minimization problem one can also obtain lower bounds for D. The approach taken
here follows the exposition given in [27, Chapter 10].
Denote by (L2(P))d the space of Rd-valued functions of Ω with components in
L2(P), equipped with the inner product
〈U, V 〉 =
d∑
i=1
〈Ui, Vi〉P.
The gradient operator D defined in (4.2) maps H1 into (L
2(P))d. Define L2pot(P) to
be the range of D in (L2(P))d. Let L2c(P) be the space of constant vector fields in
(L2(P))d, that is,
L2c(P) = span{ei | i = 1, . . . , d},
where ei is the ith coordinate basis element of R
d. Finally, define L2div(P) to be the
orthogonal complement of L2c(P)⊕L
2
pot(P) in (L
2(P))d, so that we obtain the following
Helmholtz decomposition:
(L2(P))d = L2pot(P)⊕ L
2
div(P)⊕ L
2
c(P).
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1490 ANDREW B. DUNCAN
The space L2div(P) ⊕ L
2
c(P) can be interpreted as the space of divergence-free vector
fields with square integrable components. The following result shows that Dχ can
be expressed as the unique weak solution of a cell equation posed in
(
L2(P)
)d
. Note
that in the case where the fluctuations are periodic this reduces to the “periodic” cell
problem.
Proposition 5.2. For any e ∈ Rd such that |e| = 1, V = Dχe is the unique
solution of the problem
V ∈ L2pot(P),√
|g| (h)g−1(h) (e+ V (h)) ∈ L2div(P).
(5.3)
Analogously to the corresponding result for periodic surface fluctuations, given
in [13], D can be expressed as the minimum of a particular quadratic functional.
Indeed, if e ∈ Rd is a unit vector, then the macroscopic rate of diﬀusion in the
direction e can be written as
(5.4) e ·De =
1
Z
inf
V ∈L2pot(P)
∫
Ω
(e+ V (h)) · g−1(h) (e+ V (h))
√
|g| (h)P(dh).
This can be seen by noting that that the weak cell equation (5.3) is the Euler–Lagrange
equation (5.4), and that Dχe is the unique minimizer of this variational problem. In
particular, by substituting V = 0 we obtain a (rough) upper bound for the eﬀective
diﬀusion tensor.
One can also obtain a lower bound for D simply by extending the domain over
(5.4) to L2pot(P)⊕ L
2
div(P). In particular,
e ·De ≥
1
Z
inf
V ∈(L2(h))d,∫
V P(dh)=0
∫
Ω
(e+ V (h)) · g−1(h) (e+ V (h))
√
|g| (h)P(dh).
This minimization problem can be solved directly to obtain a closed-form expression
for the minimum value, giving the following lower bound:
e ·De ≥ e ·
1
Z
(∫
Ω
g(h)√
|g| (h)
P(dh)
)−1
e.
We summarize the above properties of D in the following theorem.
Theorem 5.3. The eﬀective diﬀusion tensor D satisfies the following properties:
1. D is strictly positive definite.
2. For all e ∈ Rd, e ·De is given by
(5.5) e ·De =
1
Z
inf
V ∈L2pot(P)
∫
Ω
(e + V (h)) · g−1(h) (e+ V (h))
√
|g| (h)P(dh).
Moreover, χ is the unique minimizer of this functional.
3. For all e ∈ Rd, the eﬀective diﬀusion tensor D satisfies the following inequal-
ity:
e ·D∗e ≤ e ·De ≤ e ·D
∗e,
where
(5.6) D∗ =
1
Z
∫
Ω
g−1(h)
√
|g| (h)P(dh)
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and
(5.7) D∗ =
1
Z
(∫
Ω
g(h)√
|g| (h)
P(dh)
)−1
.
4. In particular D satisfies
(5.8)
1
Z2
≤ e ·De ≤ 1.
Remark 5.4. In particular, Theorem 5.3 implies that the macroscopic diﬀusion
tensor D is always depleted with respect to the microscopic diﬀusion tensor (which
is rescaled to be I). This is intuitively clear, as we expect a particle undergoing
Brownian motion along a surface to require extra eﬀort to surpass surface undulation
compared to a free Brownian on the underlying plane. This is analogous to the case
of diﬀusive transport of passive particles in a potential flow, where the macroscopic
diﬀusion tensor is always depleted [43].
6. The area-scaling approximation. In this section we derive a closed-form
expression for the eﬀective diﬀusion tensor D which holds for a large class of 2D
random surfaces. More specifically, we show that if D is isotropic, then the area-
scaling approximation holds, namely that D = 1Z I, where Z is the average surface
area given by (2.8) and I is the identity. This result generalizes the corresponding
result for the periodic surface case described in [18, 19, 35] and proved rigorously
in [13, section 5.4]. Although the area-scaling approximation is an exact formula
for the eﬀective diﬀusion tensor, it is an approximation in the sense that it only
correctly describes the diﬀusive behavior of (2.5) in the limit of ǫ→ 0, and provides a
good approximation when ǫ is small. The result is based on a duality transformation
argument similar to that described in [26] and [23, section 1.5], which relates the
eﬀective conductivity coeﬃcient corresponding to the 2D multiscale problem,
−∇ · (Aǫ(x)∇uǫ(x)) = 0, x ∈ Ω ⊂ R2,
to the eﬀective conductivity coeﬃcient AQ arising from the “rotated problem”
−∇ ·
(
Q⊤Aǫ(x)Q∇uǫ(x)
)
= 0, x ∈ Ω ⊂ R2,
where Q is a rotation about the origin. A particular corollary of this argument is that
the determinant of the conductivity coeﬃcient is preserved in the limit as ǫ→ 0; that
is, if Aǫ has determinant k for all ǫ > 0, then A has determinant k also.
In two dimensions, the matrix g−1(x/ǫ, h)
√
|g| (x/ǫ, h) has determinant 1 for all
ǫ > 0. By a straightforward modification of the arguments of [26, Theorem 1] we are
able to provide a closed-form expression for the determinant of the eﬀective diﬀusion
tensor, relating the determinant of D to the average surface area Z. In the particular
case when D is isotropic, we thus obtain an explicit formula for D. This generalizes
the area-scaling estimate defined in [18, 19, 35] for periodic surfaces to surfaces defined
by stationary, ergodic random fields.
Theorem 6.1. In two dimensions, D satisfies the following relationship:
(6.1) det (D) =
1
Z2
.
Consequently, if σ(1) and σ(2) are the eigenvalues of D with σ(1) ≤ σ(2), then
(6.2)
1
Z2
≤ σ(1) ≤
1
Z
≤ σ(2) ≤ 1.
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1492 ANDREW B. DUNCAN
In particular, if D is isotropic, then it can be written explicitly as
(6.3) D =
1
Z
I.
Proof. We follow an approach similar to [26]. We first note that Thompson’s
duality principle [32, section 2.6.2] applies equivalently in the space
(
L2(P)
)d
=
L2pot(P)⊕ L
2
div(P)⊕ L
2
c(P), so that
(6.4) e · (ZD)
−1
e = inf
F∈L2
div
(P)
∫
Ω
(F (h) + e) ·
g(h)√
|g| (h)
(F (h) + e) P(dh).
Let Q : R2 → R2 denote a π2 rotation about the origin in R
2. Given F ∈ L2div(P),
define
QF (h) = (QF )(h).
The map Q :
(
L2(P)
)d
→
(
L2(P)
)d
defined by
QG(h) = (QG) (h)
is an isomorphism between the sets
{
Df | f ∈ C1b (Ω)
}
and
{
F ∈ (C1b (Ω))
2
∣∣∣∣
∫
Ω
F (h)P(dh) = 0 and D · F = 0
}
,
which can be extended to an isomorphism between L2pot(P) and L
2
div(P). Thus (6.4)
can be rewritten as
e · (ZD)−1 e = inf
G∈L2pot(P)
∫
Ω
(QG+ e) ·
g(h)√
|g| (h)
(QG+ e) P(dh)
= inf
G∈L2pot(P)
∫
Ω
(
G+Q⊤e
)
·Q⊤
g(h)√
|g| (h)
Q
(
G+Q⊤e
)
P(dh).
However, in two dimensions, for any invertible matrix A we have that
(6.5) Q⊤A−1Q = A⊤/det(A),
so that, since det
(
g−1
√
|g| (y)
)
= 1,
e · (ZD)
−1
e = inf
G∈L2pot(P)
∫
Ω
(
G+Q⊤e
)
· g−1(h)
(
G+Q⊤e
) √
|g| (h)P(dh)
=
(
Q⊤e
)
· ZD
(
Q⊤e
)
.
Thus,
1
Z
e ·D−1e = Z e ·QDQ⊤e = Z det(D) e ·D−1 e,
so that det(D) = 1Z2 .
Following the results of Theorem 6.1 it is natural to ask about conditions which
guarantee that D is isotropic. By applying Schur’s lemma [3, 48] we are able to
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provide a natural suﬃcient condition for D to be isotropic. To this end, let Q ∈ R2×2
be a proper orthogonal matrix. Define Q⊤ : Ω→ Ω to be
Q
⊤h(x) = h(Q⊤x), x ∈ R2.
Clearly, Q⊤ is an isometry on h which induces the following transformations on the
metric tensor.
Lemma 6.2. Let Q ∈ R2×2 be any rotation about the origin; then
(6.6) g−1(x,Q⊤h) = Qg−1(Q⊤x, h)Q⊤
and
(6.7) |g| (x,Q⊤h) = |g| (Q⊤x, h)
for all x ∈ D .
Proof. It follows from the chain rule that
(6.8) D
(
Q
⊤h
)
(x) = ∇h ◦Q⊤(x) = Q (Dh) (Q⊤x).
From this, it is clear that
g(x,Q⊤h) = I + D
(
Q
⊤h
)
(x) ⊗ D
(
Q
⊤h
)
(x)
= I +Q
[
(Dh) (Q⊤x)⊗ (Dh) (Q⊤x)
]
Q⊤
= Qg(Q⊤x, h)Q⊤.
We can now state the condition suﬃcient for the eﬀective diﬀusion tensor to be
isotropic.
Theorem 6.3. Let Q ∈ R2×2 be a rotation about some point by an angle not
equal to 0 or π. Suppose that the random field measure P is invariant with respect to
the corresponding operator Q⊤, that is,
P ◦
(
Q
⊤
)−1
= P.
Then D is isotropic.
Proof. By stationarity, we may assume that Q is a rotation about the origin. The
set {Df | f ∈ C1b (Ω)} is dense in L
2
pot(P), and thus we may minimize (5.4) over this set.
Moreover, since Q⊤ is measure-preserving we can make the substitution h→ τxQ
⊤h
in (5.4) to get
e ·De =
1
Z
inf
f∈C1
b
(Ω)
∫
Ω
[ (
∇f(x,Q⊤h) + e
)
· g−1(x,Q⊤h)
(
∇f(x,Q⊤h) + e
)√
|g| (x,Q⊤h)
]
P(dh).
Substituting (6.6) in the above we obtain
e ·De =
1
Z
inf
f∈C1
b
(h)
∫
Ω
[
Q⊤
(
Q∇f(Q⊤x, h) + e
)
· g−1(Q⊤x, h)Q⊤ (Q∇f(x, h) + e)
√
|g| (Q⊤x, h)
]
P(dh).
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1494 ANDREW B. DUNCAN
Using the fact that Q is orthogonal and P is invariant under translations τy for any
y ∈ R2 we obtain
e ·De =
1
Z
inf
f∈C1
b
(Ω)
∫
Ω
(
Df(h) +Q⊤e
)
· g−1(h)
(
Df(h) +Q⊤e
)√
|g| (h)P(dh)
=
(
Q⊤e
)
·D
(
Q⊤e
)
= e ·
(
QDQ⊤
)
e.
Since e is arbitrary, it follows that D = QDQ⊤ and so, by applying Schur’s lemma it
follows that the eﬀective diﬀusion D is isotropic.
As an immediate corollary of Theorem 6.2 we note that it is suﬃcient that the
random field is isotropic, i.e., the two point covariance is of the form C(x, y) =
C(|x− y|) for D to be isotropic.
7. Numerical scheme. In general, when the eﬀective diﬀusion tensor cannot be
expressed in terms of a closed-form expression, one must resort to numerical methods
to approximate D. Unlike the periodic surface model described in [13], expression
(4.11) or D does not lend itself to direct numerical computation due to the fact that
the corrector χ exists only in the abstract space H1. In this section we describe
a widely applied scheme to numerically approximate D, making use of a periodic
approximation [8, 38].
For a fixed realization h of the random field and R > 0, the scheme is as follows:
1. Define FR(x, h) and ΣR(x, h) to be the “periodicized” coeﬃcients given by
(7.1) FR(x, h) = F ((x mod BR), h) and ΣR(x, h) = Σ((x mod BR), h),
where F (x, h) and Σ(x, h) are the drift and diﬀusion coeﬃcients given by
(2.3) and (2.4), respectively, and where BR = [0, R)
d.
2. Let XR(t) be the solution of the Itoˆ SDE
dXR(t) = FR(XR(t), h) dt+
√
2ΣR(XR(t), h) dB(t).
We consider the corresponding periodic homogenization problem which gives
rise to an eﬀective diﬀusion tensor DR(h). There are numerical approaches
to computing the periodicized eﬀective diﬀusion tensor DR(h). We adopt a
PDE approach, as described in [13, section 5.6], by computing
DR(h) =
1
ZR(h)
∫ R
0
(I +∇xχR(x, h)) g
−1
R (x, h) (I +∇xχR(x, h))
⊤√
|gR| (x, h) dx,
where gR(x, h) = g(x mod BR, h) is the periodicized version of the metric
tensor g(x, h), where ZR(h) =
∫ R
0
√
|gR| (y, h) dy. The periodic corrector χR
is the unique, mean zero solution of the following periodic cell problem:
(7.2) ∇ ·
(√
|gR| (x, h)g
−1
R (x, h) (I +∇χR(x, h))
)
= 0, x ∈ [0, R]d,
with periodic boundary conditions imposed on χR over [0, R]
d. The corrector
χR is approximated via a piecewise linear finite element discretization of
the cell problem (7.2). The numerical approximation of χR is then used to
compute DR(h) via quadrature.
By a simple modification of the arguments given in [38] and [8], as R → ∞, one can
show that the periodic approximation DR(h) will converge to D for P almost every
h ∈ Ω. As an illustration of the above numerical scheme we present three random
surface models and explore the properties of D using numerical simulations.
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LATERAL DIFFUSION ON A RANDOM SURFACE 1495
7.1. The random protrusion surface. In the first example we consider the
problem of lateral diﬀusion on a “random protrusion surface,” a 2D random surface
comprised of randomly distributed protrusions, represented as “bump” functions with
a spherical compact support. The centers of the protrusions are determined by a
Poisson point process with constant intensity λ. More specifically, we consider a
surface which can be formally written as the graph of
(7.3) h(x) =
∑
i
f(x− x(i)),
where {x(i)}i∈N is a realization of a Poisson point process and
(7.4) f(x) =
{
α exp
(
− 1
1−|x|2
)
, |x| < 1,
0, |x| ≥ 1,
where α > 0 is a constant amplitude. A realization of this random field over the region
[0, 20]2 is plotted in Figure 2. We note that the inclusions are allowed to overlap.
Fig. 2. Plot of a realization of the random protrusion surface h(x) with homogeneous intensity
λ = 1, over the interval [0, 20]2. Note the overlapping protrusions.
Similar models for random media are widely studied, in particular in the study
of random Schro¨dinger operators [29, 41]. A Poisson point process with intensity λ
satisfies the following two fundamental properties [11]:
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1496 ANDREW B. DUNCAN
1. For every bounded, closed set B, the counting measure
N(B) :=
∣∣∣{i : x(i) ∈ B}∣∣∣
is a Poisson process distributed with mean λµ(B), where µ(B) is the Lebesgue
measure of B.
2. If B1, . . . , Bm are disjoint regions, then N(B1), N(B2), . . . , N(BM ) are inde-
pendent.
The Poisson point process is completely characterized by its Laplace functional; indeed
if φ is a positive smooth function with compact support on R2 and we define
ν(φ) =
∑
i
φ(x(i)),
then
(7.5) E
[
e−ν(φ)
]
= exp
(
λ
∫
e−φ(y) − 1 dy
)
.
From (7.5) we see that the Poisson point process is stationary with respect to spatial
translations, and thus so is h(x). Furthermore, it is well known that h(x) is ergodic
with respect to spatial translations [31, Proposition 2.6]. Realizations of the field h(x)
are clearly smooth and bounded with all derivatives bounded, so that this random
field satisfies the conditions of Theorem 4.4, which guarantees the existence of a
homogenization limit. Moreover, it is straightforward to see that since the intensity λ
is constant, the conditions of Theorem 6.3 hold, and so D is isotropic and thus equal
to 1Z I.
Properties 1 and 2 of the Poisson point process can be used to generate realizations
of h(x) over the domain BR = [0, R]
2. To sample the centers of the inclusions in this
region, we first sample the number of points N from the Poisson distribution with
mean value λR2. The centers of the inclusions x(1), . . . , x(N) are sampled uniformly
in [0, R]2.
To demonstrate the periodic approximation scheme, in Figure 3 we plot values of
DR(h) of the eﬀective diﬀusion tensor for the random protrusion model for varying
R and for two sets of parameters, namely λ = 0.5, α = 1 and λ = 1.5, α = 1. Since
DR(h) quickly becomes isotropic as R increases, we only show the first component.
For each value of R, 103 independent surface realizations are generated, and for each
realization, DR is computed using a piecewise linear finite element scheme, refining
the mesh-size until the relative error between successive refinements is 10−2. The
dashed lines denote the area-scaling approximation (6.3), computed using quadrature
over realizations of the surface over BR, starting from R = 50 and increasing until the
error between successive evaluations was less than 10−4. We see that there is good
agreement between the mean value of DR(h) and D for large values of R.
To further confirm the results of Theorems 4.4 and 6.1, we compare the area-
scaling estimate for this surface to the macroscopic diﬀusion tensor estimated from a
long time Monte Carlo Markov Chain (MCMC) simulation of a particle undergoing
Brownian motion on a single realization of the surface, using an Euler–Maruyama
discretization of (2.5) with a fixed timestep of size δ ≪ ǫ. For a realization of the
Markov chain {Xn}n∈N, where Xn ≈ X
ǫ
h(δn), the macroscopic diﬀusion tensor is
estimated via the quadratic variation of the path, as follows:
(7.6) Dmc =
1
2Nδ · S
N∑
n=1
(
XSn −XS(n−1)
)
⊗
(
XSn −XS(n−1)
)
.
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LATERAL DIFFUSION ON A RANDOM SURFACE 1497
Fig. 3. Plots of the distribution of the first component DR(h) for varying R, for random
protrusion surfaces with parameters λ = 0.5, α = 1.0 (square markers) and λ = 1.5, α = 1.0 (circle
markers). Error bars denote one standard-deviation of the distribution of DR(h), generated from
103 surface realizations. The dashed line indicates the value of the area-scaling estimate 1
Z
.
The constant S ∈ N is the subsampling rate for the estimator. As we wish to infer the
macroscopic diﬀusion tensor from the multiscale process Xǫh(t), it is important that
we subsample the data at an appropriate rate to ensure that Dmc infers the diﬀusive
behavior at the correct scale [42]. To this end, we choose S so that the subsampling
step δS = δ · S satisfies δS ≫ ǫ.
In Figure 4 we plot the macroscopic diﬀusion tensor, computed for surfaces with
parameters ǫ = 0.1, α = 1 and intensity λ = 0.5, λ = 1.5, respectively. The particle
trajectory is simulated with timestep length δ = 10−6 for t ≤ 4000 and subsampling
rate δS = 1 from which Dmc is estimated. As Dmc is very close to isotropic, we
only plot its first component for varying N . The dashed lines denote the area-scaling
approximation, computed as described previously. The long term diﬀusion tensor
converges to the area-scaling estimate. We note that while approximating the eﬀective
diﬀusion tensor directly from a Monte Carlo simulation is far more straightforward
than using the finite-element approach adopted here, the latter method is more robust
and allows one to explore parameter regimes where surface realizations possess rapid
variations. For such surfaces, the resulting SDE becomes increasingly stiﬀ, and one
must take increasingly smaller timesteps to correctly capture the long-term diﬀusion
tensor, which becomes prohibitively expensive in terms of computation time.
7.2. Anisotropic random protrusion surface. As a second example, we con-
sider an anisotropic version of the above random protrusion model, where the supports
of the randomly placed protrusions are elliptical in shape and are oriented randomly
according to a von Mises circular distribution [30]. The surface will be given by the
graph of
(7.7) h(x) =
∑
i
f(Tθi(x− x
(i))),
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Fig. 4. Plot of the first component of the macroscopic diﬀusion tensor computed from a long-
time MCMC simulation of a Brownian motion on a single realization of random protrusion surfaces
with parameters λ = 0.5 and λ = 1.5, respectively.
where f(x) is the bump function defined by (7.4) and the matrix Tθ ∈ R
2×2 is given
by
Tθ =
(
1
2 cos(θ), −
1
2 sin(θ)
sin(θ), cos(θ)
)
.
As in the previous case {x(i)}i∈N is a realization of a Poisson point process with
intensity λ, and the angles {θi}i∈N are independently and identically distributed re-
alizations from a von Mises distribution on [0, 2π] which has density
ρ(θ |µ, κ) =
eκ cos(θ−µ)
2πI0(κ)
,
where I0 is the modified Bessel function of order 0, the constant µ is the mean angle,
and κ describes the concentration of the distribution around the mean. In this ex-
ample, we choose µ = π4 and κ = 8. A realization of the surface over [0, 20]× [0, 20]
is shown in Figure 5. Clearly, we expect that the eﬀective diﬀusion tensor for parti-
cles diﬀusing laterally on this surface to be anisotropic, with diﬀusion fastest in the
(1,−1)⊤ direction and slowest in the (1, 1)⊤ direction. In Figure 6 we plot the values
of the determinant of the diﬀusion tensors DR(h) computed via a periodic approxi-
mation. We compare it to the value 1Z2 , computed as in section 7.1. We note the good
agreement between det(DR(h)) and
1
Z2 as R increases, as expected. To further con-
firm our results, for a realization of the surface with intensity λ = 0.5, we compare the
eﬀective diﬀusion tensor, computed using a periodic approximation with a diﬀusion
tensor Dmc generated from samples of an MCMC simulation of particles undergoing
Brownian motion on this surface. The particle trajectory was simulated up to time
t ≤ 104 with timesteps of size 10−6, for ǫ = 0.1, subsampling every δS = 1 time units.
In Figure 7 we plot the components of Dmc (as computed in (7.6)) averaged over 100
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LATERAL DIFFUSION ON A RANDOM SURFACE 1499
independent realizations of Xn over a single surface realization h(x). The dashed lines
denote the components of D (computed as a limit of periodic approximations starting
from R = 50 and increasing until the error between successive evaluations is less than
10−4). The largest error between the components of D and Dmc at time T = 10
4 is
3 · 10−3. The main contribution to this error is due to the fact that D approximates
the diﬀusion tensor in the limit of vanishing ǫ, while Dmc is estimated from a process
Xǫh(t) with ǫ = 0.1. For the corresponding periodic homogenization the error between
observables of the process and the homogenized process is of order O(ǫ). Based on
these simulations, we expect similar error bounds to hold in the stochastic case. In
the bottom right plot of Figure 7 we compare the eigenvalues σ
(1)
mc and σ
(2)
mc of Dmc
with those of D, σ(1) ≈ 0.898 and σ(2) ≈ 0.804, corresponding to the eigenvectors
(1,−1)⊤ and (1, 1), respectively. Once again, we observe good agreement between the
two approximations, with an error of 2 · 10−3.
Fig. 5. Plot of a realization of the anisotropic protrusion surface h(x) with homogeneous
intensity λ = 1, over the interval [0, 20]2. The orientation of the protrusions is chosen so that
lateral diﬀusion is, on average, slowest along the (1, 1)⊤ direction.
7.3. Gaussian random field surface. The second example we consider is a
surface generated by a 2D stationary Gaussian random field. Due to the unbounded
support of the random field fluctuations, this case does not fall within the framework
of this paper; however, numerical experiments suggest that a homogenization limit
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Fig. 6. Plots of the distribution of det(DR(h)) for varying R, for random protrusion surfaces
with parameters λ = 0.5, α = 1.0 (square markers) and λ = 1.5, α = 1.0 (circle markers). Error
bars denote one standard-deviation of the distribution of det(DR(h)), generated from 10
3 surface
realizations. The dashed line the determinant of the homogenized diﬀusion tensor 1
Z2
as specified
by the area-scaling estimate.
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Fig. 7. Plots of the components of the macroscopic diﬀusion tensor computed from a long-
time MCMC simulation of a Brownian motion on a single realization of random protrusion surfaces
with parameters λ = 0.5, as well as the corresponding eigenvalues. The dashed lines denote the
corresponding values computed from the homogenized diﬀusion tensor.
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does exist for lateral diﬀusion on such a surface, and that the conclusions of Theorems
4.4 and 6.1 appear to still hold in this case.
We consider an isotropic Gaussian random field h : R2 → R with mean zero
and exponentially decaying autocorrelation given by cα(r) = e
−πα|r|2 , where α is a
positive constant. By Bochner’s theorem [44, Theorem IX.9], the function cα(x − y)
defines a covariance operator Cα, and a Gaussian measure on L
2(Rd) with mean 0
and covariance Cα. Moreover, by application of the Sobolev embedding theorem one
can see that realizations of h(x) have an almost surely smooth modification.
Fig. 8. A realization of the Gaussian random field h(x) using a truncated Karhunen–Loeve
expansion, with α = 1, M = 1024, and R = 5. (Note that the field has been translated periodically
from [−2R, 2R]2 to [0, 4R]2.) The region enclosed by the dotted line is retained as a sample of h(x).
To simulate realizations of h(x) over a domain BR = [−R,R]
2, we make use
of the Karhunen–Loeve expansion [1, Chapter 3] of the random field with respect
to the standard Fourier basis in the space of periodic square-integrable functions on
[−2R, 2R]2. Given a realization hper(x) in this space, the random field h(x) is then
approximated by h(x) = h
∣∣
BR
(x), provided R is suﬃciently large so that
(7.8) cα(r) ≈ 0 for |r| > R.
A realization of the surface is shown in Figure 8. For a given realization of the
surface h(x) we use the periodic approximation scheme to compute DR(h) for varying
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1502 ANDREW B. DUNCAN
R and parameters α = 0.01 and α = 0.1, respectively. As before, for each value
of R, 103 realizations of the surface are generated and the periodic approximation
DR(h) computed for each realization. A starting mesh-size of 0.02 is used, refining
globally until the relative error of DR(h) between successive refinements is 10
−3. As
R increases, the variance of the samples of DR(h) decreases, and the ergodic average
converges very quickly. Indeed for R ≥ 10 the ergodic average converges to the mean
after only 50 iterations. As noted in the previous example, however, this comes at the
cost of requiring smaller mesh-sizes to maintain a constant error for the finite element
approximation as R increases. In Figure 9, for each R we plot the average value of
the first component of DR(h). We note that there is good agreement between the
mean value of DR(h) and the eﬀective diﬀusion tensor predicted by the area-scaling
approximation for large values of R.
In Figure 10, we plot the first component of the macroscopic diﬀusion tensor
Dmc as a function of the number of samples N , computed ergodically from a single
realization of the Euler–Maruyama discretization of (2.5), on a single realization of the
Gaussian random surface. The chain is simulated for ǫ = 1, with timestep length δ =
10−7 and subsample rate δs = 1.0. We compare the Dmc to the area-scaling estimate
(dashed line). Once again, the macroscopic diﬀusion tensor is well approximated by
the area-scaling approximation. The results plotted in Figures 9 and 10 suggest that
the conclusions of Theorems 4.4, 6.3, and 6.1 appear to hold true for the case of a
Gaussian random field despite the fact that the homogenization theorem requires the
assumption uniform bounds on the field and its derivatives.
Fig. 9. A plot of the distribution of DR(h) for increasing values of R for the Gaussian random
field surface, with parameters α = 0.01 (square markers) and α = 0.1 (circle markers), respectively.
For each value of R, 103 realizations were generated. The error bars denote one standard-deviation.
The dashed line indicates the value of the area-scaling estimate Das given by
1
Z
.
8. Conclusion. In this paper we have studied the problem of diﬀusion on a
quasi-planar surface defined by a random field which is stationary and ergodic with
respect to spatial translations. We have shown that the problem of computing the
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Fig. 10. Plot of the macroscopic diﬀusion tensor computed from a long-time simulation of a
Brownian motion on a realization of the Gaussian random surface with parameters α = 0.01 and
α = 0.1, respectively.
eﬀective dynamics can be expressed as a stochastic homogenization problem, and
subject to suitable conditions on the random field, we have applied standard results
to show that the lateral diﬀusion process is well-approximated by a Brownian motion
on the plane, with constant eﬀective diﬀusion tensor D, independent of the particular
surface realization. Although D does not generally have a closed form, we have been
able to identify a number of properties of the eﬀective diﬀusion tensor. In particular,
we have obtained variational bounds on D, showing that it is depleted with respect
to the microscopic diﬀusion tensor. Moreover, we have been able to show that for
2D surfaces, the area-scaling approximation D = 1Z I holds for isotropic D, provided
a natural suﬃcient condition on the random field for D to be isotropic. We have
also described a practical numerical scheme to approximate the eﬀective diﬀusion
tensor using a periodic approximation, and used this method to consider three simple
examples.
The macroscopic behavior of lateral diﬀusion on static surfaces with random
fluctuations has been studied before in the context of modeling protein diﬀusion on
Helfrich-elastic surfaces with quenched fluctuations [13, 19, 35]. However, these papers
all assumed that the random surface is periodic in each direction, with period length L
characterizing the macroscopic length scale of the model. The long-time/macroscopic
limit, computed via periodic homogenization, captures the dynamics of the particle,
which diﬀuses over a periodic repetition of a single realization of the random surface.
The results in this paper characterize the macroscopic behavior of diﬀusion on random
surfaces without imposing any such periodicization. The existence of a homogeniza-
tion limit is entirely due to the stationarity and ergodicity of the random surface
and not any imposed periodicity. Moreover, the resulting macroscopic limit depends
only on the quantitative statistical properties of the random field, independent of the
particular surface realization (unlike the periodic case).
There are several extensions to the present work. Clearly, as in the periodic
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case, it would be interesting to study the more general problem where the surface
possesses a slowly varying component, and the rapid fluctuations occur normally for
this slow surface. The problem of finding the eﬀective behavior would result in a
locally stationary homogenization problem as was considered in [46]. More generally,
it would be interesting to extend the approach to study more general surfaces, possibly
even closed surfaces embedded in R3, which to the best of our knowledge has not been
previously considered.
Another direction of interest would be to relax assumption A4, namely the re-
quirement that realizations of the field and its derivatives must be uniformly bounded.
Relaxing this assumption would permit one to obtain analytical results for Gaussian
random fields. Removing assumption A4 introduces several technical issues: the crux
of the problem lies in the fact that the drift of the SDE (3.3) is no longer bounded,
and the diﬀusion term no longer remains uniformly elliptic. The issue of unbounded
coeﬃcients might be resolvable by adopting an approach similar to [5, 28, 36], how-
ever, it is still unclear how to handle the lack of ellipticity. Nonetheless, numerical
results suggest that a homogenization limit for Gaussian random fields exists, and
thus we believe that it is possible to obtain a homogenization result for such surfaces,
and leave the problem of proving this rigorously as the scope of future work.
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