We performed a series of numerical experiments to quantify the sensitivity of the predictions for the convergence power spectrum and lensing peak counts (a non-Gaussian observable), obtained in raytracing DM-only simulations, to two hyper-parameters that influence the accuracy as well as the computational cost of the predictions: the thickness of the lensing planes used to build past light-cones and the mass resolution of the underlying DM simulation. Counter-intuitively, we find that using thin lensing planes (< 60 h −1 Mpc on a 240 h −1 Mpc simulation box) suppresses the power spectrum over a broad range of scales beyond what would be acceptable for an LSST-type survey. A mass resolution of 7.2 × 10 11 h −1 M per DM particle (or 256 3 particles in a (240 h −1 Mpc) 3 box) is sufficient to extract information using the power spectrum and lensing peaks from weak lensing data at angular scales down to 1 arcmin with LSST-like levels of shape noise.
INTRODUCTION
Weak gravitational lensing (WL) enables the mapping of the distribution of dark matter (DM) in the universe on large scales and as a result is a powerful probe to infer cosmological parameters such as σ 8 and Ω m (see comprehensive reviews by, e.g. Bartelmann & Schneider 2001 , Hoekstra & Jain 2008 . In practice, the lensing signal can be extracted from statistical measurements of the shapes of background galaxies, distorted by deflections in the path of light rays as they traverse the vicinity of matter over-and under-densities.
Upcoming surveys such as DESI (DESI Collaboration et al. 2016) , LSST (LSST Science Collaboration et al. 2009 ), Euclid (Refregier et al. 2010) , WFIRST-AFTA (Spergel et al. 2015) and SKA (Bull et al. 2018) , will provide WL data of unprecedented quality and quantity and will require correspondingly accurate and precise models to extract information from these datasets. WL observables delve into the non-linear regime, which can be forward-modeled by ray-tracing photons through highresolution simulated dark matter (DM) density fields (Schneider & Weiss 1988; Jain et al. 2000; Vale & White 2003; Hilbert et al. 2009; Heitmann et al. 2010) . Simu-lating the large volumes encompassed by future surveys is computationally expensive, especially when a highdimensional parameter space needs to be explored. Different ideas to reduce the cost of forward modeling WL observables have been put forward and tested. These include using approximate codes to simulate the evolution of the matter density field -for example ICE-COLA (Izard et al. 2018 ), L-PICOLA (Howlett et al. 2015) or FastPM (Feng et al. 2016 )-, analytic or semi-analytic models -for example Camelus (Lin & Kilbinger 2015) and machine learning approaches -for example generative adversarial networks (GANs; e.g. He et al. 2018; Rodríguez et al. 2018; Mustafa et al. 2019) . While analytic models can predict two-point statistics with sufficient accuracy (Barreira et al. 2018) , higher-order statistics which capture non-Gaussian information from the non-linear regime require a numerical approach (Sato et al. 2009; Petri et al. 2013 Petri et al. , 2017 .
In this paper we study, within the framework of raytracing N-body simulations, the sensitivity of the power spectrum (PS) and lensing peak counts to the two hyperparameters with the highest impact on the computational cost of the simulations: (i) the thickness of the lensing planes used to construct the past light cones in raytracing and (ii) the mass resolution of the N-body simulations used to model the underlying matter density field. Previous studies have already tackled some of these or related aspects. For instance, Jain et al. (2000) verified the effect on the measured PS of the mass resolution of the underlying DM simulation, the grid size and interpolation method used when raytracing and also studied the contribution of super-sample modes to the PS variance. Sato et al. (2009) looked at the effect of the resolution of the 2D lens planes on the measured convergence power spectrum, and evaluated the non-Gaussian contribution to its covariance matrix. Vale & White (2003) investigated the effect of mass resolution and comoving distance between lensing planes on the convergence power spectrum, skewness and kurtosis. This work revisits the sensitivity of the measured convergence power spectrum to the mass resolution and distance between lensing planes, and extends the analysis of numerical convergence analyses to lensing peaks, one of the most promising statistics to extract beyond-Gaussian information.
The manuscript is organized as follows. In § 2 we describe our simulation pipeline ( § 2.1), how we quantify the impact of the hyper-parameters ( § 2.2) and the statistics used to assess that impact ( § 2.3). In § 3 we report and discuss the results of the analysis. Finally, we summarize our conclusions in § 4.
METHODS

Simulating convergence maps
Our analysis is based on lensing statistics measured on convergence maps obtained from ray-tracing dark matter only N-body simulations. Since weak lensing probes large-scale structures in the non-linear regime, direct simulations offer a way to characterize the WL signal.
The N-body simulations are run using the publicly available Tree-PM code Gadget2 (Springel 2005) , which evolves Gaussian initial conditions generated with NGenIC (Springel 2015) . The initial conditions are defined by power spectra computed with CAMB (Lewis et al. 2000) . The positions of the particles at different redshifts are used to build past light-cones. The trajectory of a bundle of rays is followed along past light-cones according to the multi-plane algorithm to generate synthetic convergence maps. We refer the reader to Petri (2016) for a detailed step-by-step description of our pipeline and its implementation in LensTools, and to Jain et al. (2000) for a review of the theoretical basis of the algorithms used.
For each configuration, a single volume is simulated and reused through random shifts and rotations to generate as many as O 10 4 pseudo-independent past lightcones . All lensed galaxies are assumed to be at a redshift of z = 2.0. Since each convergence map covers only 3.5 × 3.5 deg 2 on the sky at this redshift, the flat-sky approximation holds. To account for their intrinsic ellipticity, Gaussian random shape noise is added independently at each of the 1024 × 1024 pixels in each convergence map. The standard deviation of this noise,
depends on the variance of the galaxies' intrinsic ellipticity (assumed to be σ = 0.4), the solid area covered by a pixel (A pix = 0.04 arcmin), and the effective galaxy number density. For the latter we adopt n g = 25 arcmin −2 , consistent with expectations for LSST (Chang et al. 2013) .
A final smoothing is applied to both noiseless and noisy maps with a Gaussian kernel of 1 arcmin standard deviation. While only results from maps with shape noise are relevant for the analysis of future survey data, we show also results for smoothed, noiseless convergence maps, since the effect of different simulation choices are often more discernible in those.
Assessing the impact of hyper-parameters
The accuracy of the forward model as a function of different values of the hyper-parameters is assessed by comparing the statistics of observables measured over 10,048 convergence maps simulated for each configuration. As explained in § 2.1, for each set of hyper-parameters, all 10,048 maps are generated from a single, recycled, Nbody simulation.
We chose a "fiducial" configuration as a reference. The difference between an observable's mean for all cases and the fiducial model is compared with a standard error. As standard error, we consider 3 standard deviations measured on the fiducial model's maps, scaled to a survey sky area of 2 × 10 4 deg 2 (commensurate with LSST's). This scaled standard deviation represents a lower bound on the uncertainty expected in future surveys, as it includes only the statistical error from intrinsic ellipticities. For a review of all sources of error in WL surveys, see for instance Shirasaki & Yoshida (2014) .
In general, a given observable is a vector s with components corresponding to bins of spherical harmonic index for the power spectrum, and to heights of local maxima in the case of peaks (see next section). To account for the covariance between bins, we compute the χ 2 statistic for each configuration, considering the mean of the fiducial model as ground truth:
where C −1 is an unbiased estimator of the precision matrix. We compute (and report) results based both on the precision matrix estimated at the fiducial model, and the precision matrix estimated at each specific configuration. We used the prescription from Hartlap et al. (2007) to de-bias the estimator of the precision matrix, but its effect is minimal due to the high number of measurements available (10,048) compared with the number of bins in our observables. For each observable, we report the χ 2 per degree of freedom, computed with the fiducial and the case-specific covariances. We consider two configurations as statistically equivalent when their χ 2 per degree of freedom, in the presence of noise, is less than or equal to unity.
Observables
Two different observables are used for comparison: the convergence power spectrum and lensing peaks' histograms. The power spectrum is the Fourier transform of the two-point correlation function, encodes all the information available in a Gaussian random field, and can be accurately predicted from theory on large angular scales. Therefore, it is commonly used in WL analyses (The Dark Energy Survey Collaboration 2005; Hikage et al. 2018 ). We measured it in linear bins of width ∆ = 200 covering all the available angular scales on the maps, from the map side of 3.5 deg ( = 300) to the pixel size of 0.2 arcmin ( = 52662). We restricted the analyses to the smoothing scale of 1 arcmin ( = 10800), but display power spectra and their differences up to = 25000. At the smallest scales the predictions from our simulations may be biased due to baryonic effects not captured by the underlying DM-only N-body simulations, but the focus of this study is the numerical convergence of our simulation scheme, not its accuracy.
Most scales in our simulated maps probe non-linear structures, and as a result, there is non-Gaussian information not captured by the convergence power spectrum. To assess the impact of the different simulation parameters on non-Gaussian statistics we compare the distribution of lensing peaks. Lensing peaks are local maxima of the convergence field; their distribution as a function of their height κ were proposed to constrain cosmological parameters (Kratochvil et al. 2010; Dietrich & Hartlap 2010) and have been used extensively and successfully ever since (Liu et al. 2015a,b; Kacprzak et al. 2016; Martinet et al. 2018 ). We measured peak histograms over 100 linear bins covering the range κ ∈ [−0.1, 0.6], with width ∆κ = 0.007. In the figures accompanying this work, we only display the range κ from -0.04 to 0.25 for clarity. For reference, the r.m.s. value of the convergence is σ κ ≈ 0.02, such that, e.g. κ = 0.04 corresponds to a "2-sigma" peak.
Hyper-parameter configurations
To assess the impact of different hyper-parameters in the WL observables described in § 2.3, we generated a series of suites of 10,048 maps, in each suite changing a single parameter relative to a fiducial case. All cases are based on N-body simulations with a comoving volume of (240h −1 Mpc) 3 , sharing the same initial conditions and underlying cosmology. The cosmological parameters are consistent with Planck Collaboration et al. (2016):
For the fiducial model, the positions of the DM particles were saved at redshifts that allowed the construction of light-cones with lensing planes at comoving distances of 20 h −1 , 40 h −1 , 60 h −1 80 h −1 , and 120 h −1 Mpc. Thinner lensing planes can potentially capture more accurately the evolution of the matter density field with redshift. However the number of planes needed to cover a redshift range increases as the plane thickness decreases, and so do the computational and storage requirements for the simulations. In particular, the two tasks that account for the largest increase in computation time are the calculation of the gravitational potential at the planes (solving a 2D Poisson equation in Fourier space) and the computation of the Jacobian matrix that determines the light ray's deflections at each point on the planes (Petri 2016) . The fiducial case corresponds to a lens plane thickness of 80 h −1 Mpc, a value that has been typically used in prior work (Yang et al. 2011; Petri et al. 2013; Zorrilla Matilla et al. 2016 ), provides 9 independent lensing planes per simulation snapshot (increasing the number of pseudo-independent κ maps that can be generated from a single N-body simulation), and is not large enough to show discreteness effects with lensed galaxies at z = 2 (Jain et al. 2000) .
The minimum angular scale at which cosmological information can be extracted is limited by the depth of the survey, which determines the number density of galaxies whose shape can be measured, and the accuracy of the forward models used to predict the signal. Baryonic physics (Huang et al. 2018 ) and intrinsic alignments (Chisari et al. 2015) restrict the accuracy of current models at small scales. Matching the mass resolution of the underlying N-body simulations to the scales at which the analysis of the data is reliable may save computational resources.
In our fiducial N-body simulations we used 512 3 particles, and we ran additional simulations with 128 3 , 256 3 and 1024 3 particles, which yield mass resolutions per DM particle of 5.7 × 10 12 h −1 M , 7.2 × 10 11 h −1 M , 9.0 × 10 10 h −1 M and 1.1 × 10 10 h −1 M , respectively. In practice, the computational cost of the simulations scales roughly with the cube of the DM particles included (including I/O operations).
Tables 1 and 2 summarize the computational cost of the main steps involved in our simulation pipeline, and the disk space required for storing the different data products (in practice, not all need to be saved). Performance benchmarks are based on runs using Intel Knights Landing nodes from TACC's Stampede2 supercomputer at the NSF XSEDE facility.
RESULTS AND DISCUSSION
We discuss the effect on lensing statistics of the comoving distance between lensing planes (plane thickness) in § 3.1 and mass resolution in § 3.2.
Lensing plane thickness
The upper panels of Figure 1 show the mean percentage difference in the power spectrum for noiseless and noisy convergence maps for different lensing plane thicknesses (or comoving distance between lensing planes) relative to the fiducial case of 80 h −1 Mpc. For each plane thickness, the power spectrum is measured and averaged over 10,048 convergence maps. For visual reference, the gray band shows a standard error corresponding to 3× the standard deviation measured over the fiducial maps, scaled to a 2×10 4 deg 2 LSST-like survey. This does not incorporate the effect of off-diagonal terms in the covariance matrix, which is included in the χ 2 statistic described in § 2.2 to assess the significance of the differences between each configuration and the fiducial case.
There is a significant loss of power on all scales for lensing planes thinner than 60 h −1 Mpc. The addition of shape noise washes out differences but only on scales at which it dominates ( > 5000). The loss of power is counter-intuitive at first glance, since thinner planes can better capture the time evolution of the matter density field and may be expected to yield more accurate results. However, as explained above, random shifts and rotations are applied to all simulated N-body volumes to re-use them to create many past light-cones. Lensing planes cut through 3D structures along the lineof-sight and the random shifts introduce discontinuities that erase the coherence between nearby structures. In the limit of infinitesimally thin planes, this would tend to homogenize the projected matter density distribution. This explains why thinner planes yield less (and not more) power and is consistent with the findings in Vale & White (2003) , where lower power was measured when using thinner planes (whereas the frequency with which the matter density field was updated to build the past light-cones had little impact on the convergence power spectrum; see their Fig. 10) .
As a result, there is a minimum plane thickness to use with the multi-plane algorithm when simulation volumes are recycled, which in our scheme is found to be 60 h −1 (comoving) Mpc. The results for the (reduced) χ 2 statistic in the upper panel of Table 3 show that even though 60 h −1 Mpc planes may be used when the power spectrum is used up to arcmin scales ( ∈ [300, 10800]), there may be issues when restricting the multipoles considered up to 3000 (3.6 arcmin scales). Thicker planes of 120 h −1 Mpc can be safely used when using both multipole ranges, at the cost of reducing the number of pseudo-independent past light-cones that can be built by volume recycling.
Peak histograms exhibit a similar sensitivity to the width of the lensing planes. Fig. 1 shows how planes thinner than 60 h −1 Mpc yield peak histograms that deviate from those of the fiducial case beyond the expected standard error. Table 3 reveals that planes thicker than the fiducial can be used safely even when measuring peaks over a restricted range of values (κ ∈ [−0.05, 0.25]) and 60 h −1 Mpc planes only when using the full range of peaks before the precision matrix becomes singular (κ ∈ [−0.04, 0.40]). Past studies have found that the use of the Born approximation, in which the convergence is directly estimated weighting the projected matter density, can induce a significant bias to predictions of non-Gaussian observables such as the skewness and kurtosis (Petri et al. 2017 ). Since in the limit of very thick planes, the multi-plane ray-tracing algorithm is similar to the Born approximation (except for the lack of redshift evolution in the matter density field within each plane), any attempt to predict peak histograms beyond the range of thickness explored in this study, would need to be validated.
These results do not depend on which maps are used to compute the precision matrix that enters the χ 2 calculation, those from the fiducial case or those from the specific configuration under study.
The question of whether the behavior of the peak histogram is driven by the power spectrum can be answered using Gaussian random fields (GRFs). For GRFs, the abundance of peaks can be computed analytically as a function of the (moments of the) power spectrum (Bond & Efstathiou 1987) . When reproducing the analysis of the lower left panel of Fig. 1 (noiseless peak histograms) with GRFs, we find an analogous behavior (see Fig.2 ). As with the peaks measured on convergence maps, thinner planes yield fewer peaks at the tails of the distribution and more at small κ (in absolute value), while approximately preserving the total number of peaks. The higher power on large scales for the thick plane configurations translates into large-scale modes that modulate smaller-scale modes, widening the lensing peak height distribution. The effect of the plane thickness on the peak histograms can thus be partly (but not fully) explained by its effect on the power spectrum. Ultimately, the most relevant metric is how much the lensing plane thickness affects the inference of cosmological parameters. A definite answer to that question requires the calculation of the credible contours for the parameters of interest. Within the scope of our singlecosmology numerical experiments, we look at the differences in the covariance matrices for the observables under study in Fig. 3 , in the absence of shape noise. For the convergence power spectrum, the covariance matrix is dominated by the diagonal terms. These exhibit small differences between configurations. For instance, the mean difference in the diagonal between the fiducial case and the configuration with 60 h −1 Mpc planes is 4.5%. For the off-diagonal elements, the ≈ 1000 − 2000 range shows also very small differences. The largest difference occurs at the largest scales, where cosmic variance limits the constraining power. For instance, the largest difference for the 60 h −1 Mpc configuration is less than 28%.
The results for lensing peaks are similar. The differences in the diagonal elements are small (for instance, a mean difference of 5% for the 60 h −1 Mpc configuration). The largest differences are found at very high Figure 1 . Effect of lens plane thickness on WL observables. Upper panels: percentage difference in the convergence power spectrum relative to the fiducial case for noiseless maps (left) and noisy maps (right). For clarity, only multipoles up to = 2.5 × 10 4 are displayed. Lower panels: percentage difference in the peak counts relative to the fiducial case for noiseless maps (left) and noisy maps (right). For clarity, only peaks with κ ∈ [−0.05, 0.25] are displayed. All panels: for comparison, a standard error is shown in shaded gray, corresponding to 3 standard deviations of the measurements in each ( or κ) bin for the fiducial case, scaled to a 2 × 10 4 deg 2 survey.
peaks, which are rare. The peaks that convey most cosmological information are the intermediate-significance ones (Yang et al. 2011) , for which the differences are also small (see lower panels of Fig. 3) .
The main effect of shape noise is that the differences in the power spectrum covariance matrices at small scales become noise-dominated.
While differences in covariance matrices cannot be directly translated into differences in parameters' constraints, they can point to possible issues. As a reference, Barreira et al. (2018) analyzes the impact of the non-Gaussian contribution to the lensing power spectrum's covariance to inference. They find that mean changes in the covariance matrix of ≈ 20% translate in changes in the parameters' uncertainties of ≤ 5%.
Mass resolution
The upper panels of Figure 4 display the mean percentage difference in the power spectrum for noiseless and noisy maps for different mass resolutions, compared to the highest-resolution case. The number of particles in the four configurations we tested are 128 3 , 256 3 , 512 3 and 1024 3 . The fiducial case corresponds to 512 3 parti- Figure 2. Effect of the lens plane thickness on peak histograms for two configurations. The solid curves show the percent difference in peak histograms between a given plane thickness and the fiducial case (same as in the lower left panel on Fig. 1 for two cases) . The dashed curves show the same results, but for peak counts extracted from Gaussian random fields, built with the power spectrum measured on the convergence maps used in the configurations of the solid lines. The shaded gray band corresponds to 3 standard deviations in the fiducial case in each bin, scaled to a 2×10 4 deg 2 survey.
cles, but we plot the differences relative to the highestresolution configuration instead of the fiducial one. This reveals more clearly the effect that mass resolution has on the observables. As done in Figure 1 with the sensitivity to the lensing plane thickness, a standard error corresponding to 3 standard deviations for the fiducial case is shaded for reference in Figure 4 .
The main difference between the power spectrum of the models is an increase in power on small scales, with a relative loss of power on intermediate scales and a convergence at large scales. The additional noise on small scales is due to shot noise, and has already been described in past studies (Jain et al. 2000; Vale & White 2003) . The loss at intermediate scales is also present in the N-body snapshots, and is due to a reduction in the linear growth factor due to the discreteness of the the simulated matter density field, as described in Heitmann et al. (2010) . The presence of shape noise, which dominates at small scales, mitigates both effects.
According to the reduced χ 2 values in Table 4 , the configuration with 1024 3 particles is statistically indistinguishable from the fiducial case of 512 3 particles, as long as the multipole range is limited to ∈ [300, 3000]. In the presence of shape noise, the configurations with 256 3 and 1024 3 particles are equivalent to the fiducial. Given its significantly lower computational cost (see Table 1), 256 3 may be an attractive resolution.
Lensing peaks are more robust to the mass resolution (see lower panels of Fig. 4) , and the configurations with 256 3 and 1024 3 particles are statistically indistinguishable from the 512 3 fiducial for both noisy and noiseless data. The model with the lowest mass resolution yields histograms whose differences from the fiducial case clearly exceed the statistical uncertainty. The difference is more more important for low-significance peaks, which can be induced by the additional shot noise. Shape noise reduces the differences at the low significance tail, where peaks are noise-dominated.
As for the results in § 3.1, we have found that the choice of precision matrix (computed in the fiducial case Upper panels: element-wise percentage difference on the covariance matrix for the convergence power spectrum, relative to the fiducial case. We display the covariance for a total of 49 bins in the range ∈ [300, 3000]. Elements to the left and lower part of the matrices correspond to low-(large scales). Lower panels: element-wise percentage difference on the covariance matrix for the lensing peaks' histogram, relative to the fiducial case. We display the covariance for a total of 43 bins in the range κ ∈ [−0.05, 0.25]. Elements to the left and lower part of the matrices correspond to small κ. or separately in each configuration) does not impact the results.
Most of the considerations discussed in § 3.1 about differences in the covariance matrices for the observables apply to differences in the mass resolution as well. The differences for the power spectrum, displayed in the upper row of Fig. 5 are very modest (for example, 1.3% on average for the 256 3 particles' configuration with only 1.0% on average for the diagonal elements). For the 128 3 configuration, the increase in power at small scales due to shot noise is visible in the upper-right diagonal elements of the covariance matrix.
The behavior for the lensing peaks is also similar to the one observed for changes in the lensing plane thickness: the largest differences are concentrated in highsignificance bins that are not the ones contributing the most to parameters' constraints. For instance, the mean difference for the diagonal elements between the 256 3 configuration and the fiducial case is just 2.0%.
CONCLUSIONS
We performed a series of numerical experiments to test the influence of the lensing plane thickness and the mass resolution of ray-traced N-body simulations on two commonly used WL statistics: the convergence power spectrum and lensing peaks.
We have found that using thin planes (less than 60 h −1 Mpc) with the objective of accurately capturing the time evolution of the matter density field has negative effects. Due to the lack of coherence of structures across lensing planes, necessitated by recycling N-body simulations for multiple realizations of lensing maps, there is a suppression of power on a broad range of scales. That loss of power propagates into a narrower distribution for the lensing peaks. Using thick planes (120 h −1 Mpc) does not induce significant shifts in the measured convergence power spectrum. Switching to thicker planes can save 50% of the computational time used to generate the lensing planes and 33% of the raytracing computational time (10,048 maps). However, this represents a total saving of just ≈2% of the total computational time (including the N-body runs), and it would reduce the number of available planes to build pseudo-independent past light-cones.
In order to analyze WL data sets at angular resolutions of 1 arcmin with LSST levels of shape noise, simulations with mass resolutions of 1.1 × 10 12 M per DM particle are sufficient, even if non-Gaussian statis- Figure 4 . Effect of the mass resolution (through the number of particles in the simulation volume) on WL observables. Upper panels: percentage difference in the convergence power spectrum relative to the highest resolution configuration for noiseless maps (left) and noisy maps (right). For clarity, only multipoles up to = 2.5 × 10 4 are displayed. Lower panels: percentage difference in the peak counts relative to the highest resolution configuration for noiseless maps (left) and noisy maps (right). For clarity, only peaks with κ ∈ [−0.05, 0.25] are displayed. All panels: for comparison, a standard error is shown in shaded gray, corresponding to 3 standard deviations of the measurements in each ( or κ) bin for the highest resolution configuration, scaled to a 2 × 10 4 deg 2 survey.
tics such as lensing peaks are included in the analysis. Such a change could bring computational time savings of ≈ 77%. Figure 5. Effect of the mass resolution (through the number of particles in the simulation volume) on WL observables' covariance matrix, in the absence of shape noise.
Upper panels: element-wise percentage difference on the covariance matrix for the convergence power spectrum, relative to the fiducial case. We display the covariance for a total of 49 bins in the range ∈ [300, 3000]. Elements to the left and lower part of the matrices correspond to low-(large scales).
Lower panels: element-wise percentage difference on the covariance matrix for the lensing peak histogram, relative to the fiducial case. We display the covariance for a total of 43 bins in the range κ ∈ [−0.05, 0.25]. Elements to the left and lower part of the matrices correspond to small κ.
