In the dynamical analysis of complex systems, running a detailed high-resolution finite element model can be expensive, even for obtaining the dynamic response at few frequency points. In this paper, a new computational tool based on Bayesian emulators is developed. Using this approach, the dynamic response over a frequency range can be approximated using only a few response values, obtained either from experimental measurements or by running a finite element model at carefully selected input frequency points. The proposed Bayesian emulator method is applied to two numerical example problems and one problem with experimentally measured data. It is shown that the method can be an effective predictive tool for mid and high frequency vibration problems. 
In the dynamical analysis of complex systems, running a detailed high-resolution finite element model can be expensive, even for obtaining the dynamic response at few frequency points. In this paper, a new computational tool based on Bayesian emulators is developed. Using this approach, the dynamic response over a frequency range can be approximated using only a few response values, obtained either from experimental measurements or by running a finite element model at carefully selected input frequency points. The proposed Bayesian emulator method is applied to two numerical example problems and one problem with experimentally measured data. It is shown that the method can be an effective predictive tool for mid and high frequency vibration problems. M ANY engineering dynamical systems are complex enough to render physical experimentation impossible. As a consequence, these systems are often investigated running computer codes. O'Hagan 1 refers to such codes, as well as to the underlying mathematical models, as simulators. In mathematical terms, a simulator is a function η(·) that given an input x, it produces an output y = η(x). Simulators are a common tool when studying intricate phenomena, however, they can have a high cost of execution. This cost may be measured in terms of employed CPU time, number of floating point operations performed or required computer capability. Consider the example given by Goldstein, 2 in which the most sophisticated climate models can take months to complete a single run. Similarly, Thomke et al. 3 note the prodigious computer power needed to simulate the outcome of a rollover car accident. The terms "expensive" and "computer intensive" are equivalent and will be used indistinctly throughout the present paper. The same applies to "simulator" and "model".
Several approaches, such as local polynomial regression and neural networks have been devised to reduce the computational cost of expensive simulators. One of these approaches, which has been in constant development over the last two decades, is Bayesian emulation. Based on the Analysis and Design of Computer Experiments (see Satner et al. 4 ), and using concepts of Bayesian Statistics, such technology consists in constructing an approximation to the simulator, called an emulator. More precisely, an emulator is a statistical approximation to the simulator. Not only does it approximate η(·), it provides a probability distribution for it. Broadly speaking, emulation works in the following way: A set of runs of the simulator are treated as data that will be used to update the prior beliefs about it. As it will be explained later, these prior beliefs take the form of a Gaussian stochastic process. The number of runs will be small relative to the size of the input domain of the simulator, since by assumption it is computer intensive. After the updating, the emulator will produce an interpolation/extrapolation of the available data at untried inputs, whereas it will return the known value of the simulator at each of the initial runs.
Emulators have already been implemented in a number of different scientific fields. Kennedy et al. 5 presented three case studies related to environmental computer models. First, they emulated a vegetation dynamic model. They also emulated a model of ecosystem photosynthesis and water balance, and finally another one that estimates the UK carbon budget. Challenor et al. 6 emulated what they consider to be a moderately complex climate model. Rougier 7 presented another application to a climate model. Bates et al. 8 emulated a model of a complete revolution of a piston's shaft. More examples of applications can be found in the literature that develops the theoretical framework of emulators. Haylock and O'Hagan 9 emulated a model of doses to organs of the body after ingestion of a radioactive substance. Oakley and O'Hagan 10 worked with a simulator of the cost resulting from bone fractures for patients suffering from osteoporosis. Bearing these applications in mind, and considering that Structural Dynamics is prone to the use of computer intensive models, it could greatly benefit from emulators.
The structure of the paper is the following. Section II will introduce the Structural Dynamics model to be emulated. Section III will provide an overview of the mathematical theory behind emulators, continued in Section IV with some discussion on relevant details for their implementation. In Section V, a demonstration of the capabilities of emulators will be carried out, with an increasing level of complexity. A simulator of the frequency response function (FRF) of a simple damped spring-mass system with three degrees of freedom will be used. A much more complex simulator, involving a system with thousands of degrees of freedom will also be emulated. The main objective of presenting these examples is to illustrate the potential use of emulators as convenient surrogates for expensive engineering computer models. Additionally, an exploration of the applicability of emulators in a circumstance in which there is no mathematical/computational model available for a given phenomenon, due perhaps to the lack of knowledge of the physics of the system, will be conducted. In such case there might only be a few experimental data available to build the emulator. The results will be compared with a set of real data, taken from an experiment performed by Adhikari et al. 11 
II. Linear Structural Dynamics
Consider the problem of modeling the response of a structural system to different frequency ranges of vibration. The equation of motion of a damped N -degree-of-freedom linear structural system is given by
where f(t) ∈ R N is the forcing vector, q(t) ∈ R N is the response vector and M ∈ R N ×N , C ∈ R N ×N and K ∈ R N ×N are respectively the mass, damping and stiffness matrices. Equation (1) can be expressed in terms of the excitation frequency level,
where q(ω) and f(ω) are the Fourier transforms of q and f respectively. The matrix D(ω) is known as dynamic stiffness matrix and is given by
Provided that D (ω)f(ω). Suppose there is interest in working with some linear function of the elements of q(ω), namely
where Q ∈ R m×N is a rectangular matrix. Note that φ(·) is a complex-valued function. For the purpose of measuring the frequency response, only the value of its modulus is relevant. That way, let
Equation (5) cannot always be solved analytically. Adhikari et. al 11 proposed a simulation technique to produce the FRF of a plate subject to vibration. To simulate the response of a dynamical system with 1200 degrees of freedom, they considered 0 -1.0 kHz as the low-frequency range, 1.0 -2.5 kHz as the mediumfrequency range, and 2.5 -4.0 kHz as the high-frequency range. The outcome of such simulator is shown in Figure 1 . This example illustrates how the FRF of a structure subject to vibration can be conducted using well established techniques such as the finite element method coupled with dynamic analysis (see for example [12] [13] [14] [15] [16] [17] [18] [19] ). Nevertheless, the corresponding dynamic stiffness matrix D(ω) had to be inverted 4000 times. This implies a potential problem of computational efficiency, since the execution of the simulator might become too resource-consuming for systems with several millions of degrees of freedom. In such context, emulation might be a sensible choice. In the following section, the basic theory on the implementation of emulators will be briefly exposed, in order to overcome the problem. 
III. Implementation of the Emulator
Suppose that n points, namely x 1 , . . . , x n , have been chosen in the input domain of the simulator η(·). Each of these will be referred to as a design point. The set {y 1 = η(x 1 ), . . . , y n = η(x n )}, resulting from the evaluation of η(·) in each of the design points, will be called training set. Following O'Hagan, 1 an emulator should satisfy some minimal criteria:
1. Since true value of the output for each design point is known, the emulator should produce the corresponding output with no uncertainty.
2. At any x that is not a design point, the probability distribution provided by the emulator should produce a mean value that constitutes a plausible interpolation/extrapolation of the training data. The probability distribution around this mean value should also express the uncertainty about how the emulator might interpolate/extrapolate.
Naturally, it is also desirable that emulation results as efficient as other available techniques, if it is to be worthy.
To have a better understanding of what do the above criteria mean, take a simple one-dimensional simulator and treat it as if it were computer intensive. Figure 2 (a) shows the case when five training runs (the circles) are used. The mean of the emulator (the dots) approximates the real values of the simulator (the solid line) at several untried inputs throughout the input domain. On the other hand, it returns the exact value of the simulator at each of the training points. Note how the approximation improves when more training runs are used, as shown in Figure 2 (b). Additionally, Figure 3 shows upper and lower bounds of two standard deviations for the mean of the emulator. As the number of training runs increases, there is a reduction of the uncertainty in the value that the mean of the emulator might have. Note how uncertainty is equal to zero in each of the training runs, as it would be expected, since the emulator returns the true value of the simulator in these points. Observe however that for both cases, uncertainty increases very rapidly when extrapolating the training set.
If η(·) is an expensive simulator, it can only be evaluated at a limited number of inputs. From the perspective of Bayesian Statistics, η(·) is regarded as a random variable in the sense that it is unknown until the simulator is run. Thus, a characterization of the relationship between the input and the unknown output must first be selected . Let us elaborate on how subjective information about this relationship is combined with objective information provided by the training set to predict the output of the simulator at untried inputs.
Begin by assuming that the random function η(·) deviates from the mean of its distribution in the following way where for all j, h j (x) is a known function and β j is an unknown coefficient. The function Z(·) is assumed to be a stochastic process with mean zero and covariance function Cov(Z(x), Z(x )) given by some function of x and x . An advantageous choice for Z(·) is the Gaussian stochastic process. As noted by Kennedy and O'Hagan, 20 it is used in practice for much the same reasons that the normal distribution repeatedly appears in Statistics: it is convenient, flexible and quite often realistic. 
Definition. Gaussian stochastic process:
where h(·) is a vector of known functions and β is a vector of unknown coefficients. That way, the interpretation of Eq. (6) becomes clearer, that is, the random function η(·) deviates from the mean of its distribution following a Gaussian stochastic process. A very important assumption must now be done: η(·) will be treated as a smooth, continuous function of its inputs. It follows that if x and x are close together, then the values of Z(x) and Z(x ) should also be close. It is therefore reasonable to assume that η(x) and η(x ) are highly correlated when x and x are close and viceversa. This assumption implies that each element of the training set provides considerable information about η(·) for inputs close to the corresponding design points. Hence, the uncertainty about the value of untried inputs decreases as the number of design points increases because the maximum distance from any design point decreases (recall criterion 2 above). O'Hagan 1 points out that the use of this extra information is the feature that accounts for greater efficiency of the use of emulators over Monte Carlo methods.
The discussion on how to determine valid covariance functions can become very technical and further details can be consulted in Satner et al. 4 A popular choice of a covariance function is the one we will adopt hereafter, namely
where B is a positive definite diagonal matrix. Observe that C(x, x) = 1 and that it decreases as the distance between two points increases, which is clearly a desired property for a correlation function. As a consequence of the above discussion, the prior knowledge about η(·), given β and σ 2 , is represented as having a Gaussian process distribution with mean function expressed by Eq. (7) and covariance expressed by Eq. (8). The latter is symbolized by
The subjective information about the input and the unknown outputs is contained in this probability distribution. The next step is to update this prior belief by adding objective information. Suppose there are n design points that produce the vector of observations y = [y 1 = η(x 1 ), . . . , y n = η(x n )] T and the output of η(·) at an untried input x is to be estimated. It can be shown that
However, Haylock and O'Hagan 9 point out that knowing the value of β or σ 2 beforehand is usually unrealistic. Carrying out the suitable integration, they remove the conditioning on β to obtain
To consult the complete expressions of m * (·), C * (·, ·), m * * (·) and C * * (·, ·), as well as the procedure to obtain the posterior distribution (11) from the prior distriburtion (9), consult the Appendix. There, it can be seen that m * * (·) does not include any terms involving η(·). Thus, it provides a fast approximation of η(x) for any x (recall again criterion 2 above). The conditioning on σ 2 can also be eliminated. Haylock and O'Hagan 9 also show that
which is a t-distribution with n − q degrees of freedom (not to be confused with the degrees of freedom in a finite element method context). The expression for σ and the meaning of q are also contained in the Appendix.
In light of the above discussion, the algorithm to approximate the simulator defined by Eq. (5) is the following. 
Obtain the vector of observations
3. Update the prior distribution (9), which contains subjective information, by adding the objective information y. This will enable the calculation of m * * (·), the mean of the updated posterior distribution given the data y. As already mentioned, such mean constitutes an approximation of η(ω) for any ω.
IV. Further Implementation Details IV.A. Selection of the Training Set
When dealing with expensive computer codes, the selection of an initial design D = {x 1 , . . . , x n } to run the code at must be done carefully. It would be ideal to extract the most information about η(·) out of the minimum number of evaluations possible. The following is a brief overview of existing methods. For the next discussion, let ∆ η denote the domain of η(·).
One strategy for selecting a set of inputs to evaluate the code is to choose D such that its elements are evenly spread throughout ∆ η . In that case, random sampling from the distribution of the inputs could be a suitable strategy. Nevertheless, this scheme might have a disadvantage. Consider a case where the output is influenced by only a few components of each input vector. McKay et al. 21 proposed Latin hypercube sampling as a solution to this problem. Latin hypercube sampling can be viewed as an extension of Latin square designs to higher dimensions. Each dimension is guaranteed to be fully represented. Furthermore, it offers the advantage of being a computationally cheap method.
The notion of points spread evenly throughout ∆ η can have many interpretations, though. Johnson et al. 22 provide a criterion for quantifying this property. Given an arbitrary design D, they call it a maximin design if no two points are too close together, that is, if the minimum distance between any two points is maximized. In an analogous way, they define minimax designs.
Both Latin hypercube sampling and minimax and maximin designs rely on the idea of a set of inputs being evenly spread throughout ∆ η . Another criterion is what Shewry and Wynn 23 call maximum entropy sampling. Its objective is to maximize the gain in information for prediction at unsampled sites.
The choice of the initial design D is an active research area. A copious amount of literature on the subject is available and the overview presented here is by no means exhaustive. There exist a number of different strategies such as criterion based designs, combined designs and designs based on optimization procedures. A more complete account can be consulted in Satner et al. 4 
IV.B. Selection of the Smoothness Parameters
It was previously assumed that η(·) is a smooth and continuous function. Additionally, the correlation function between any two inputs, x and x , was defined. A crucial component of such correlation function is the diagonal matrix B, which contains what are known as smoothness parameters. Intuitively, these parameters specify how far an untried input needs to go from a design point before the uncertainty becomes appreciable. In other words, B determines how close the inputs x and x need to be such that the covariance between η(x) and η(x ) takes a particular value.
There are at least two available techniques to estimate the smoothness parameters from the vector of observations y = [y 1 = η(x 1 ), . . . , y n = η(x n )] T . The first one is called cross-validation and proceeds as follows. Define y −j as the vector that excludes the j-th observation from y. Let ρ(·) be a distance function and let the value of B be given. Suppose the dynamic response when only the first mass is subjected to unit initial displacement is to be obtained. For this simple case, the FRF has the following form
Algorithm 2: Cross-Validation
where k = 1, . . . , 3 and for all j, ω j are the natural frequencies, x j are the normal modes and ζ j are the damping ratios. Since φ k (·) is a complex-valued function, the simulator will be
For k fixed, η(·) is a single variable function. That simplifies the task of choosing an initial design, since the output can only be sensitive to the only dimension of the input. Hence, a design that is uniformly spread throughout the input domain will suffice. Twenty-one equally-spaced design points were selected. The smoothness parameters were then calculated. Algorithm 1 was then applied to construct the corresponding emulator for the FRF. The results for k = 1 are shown in Figure 5 . As before, the circles represent the training runs, the dots represent the mean emulator and the uncertainty bounds respectively, and the solid line is the true value of the simulator. It is important to bear in mind that this is a purely illustrative exercise. The knowledge of the true value of the simulator at a limited number of design points is assumed. Note how closely does the approximation provided by the mean of the emulator follows the simulator. 
V.B. Cantilever Plate with Simulated Data
The second simulator measures the frequency response of a cantilever steel plate with a slot. Suppose the plate is excited by a unit harmonic force and the response is calculated at six different nodes (see Figure 6 ). The
1200 degrees of freedom. The simulator of this FRF was proposed by Adhikari. 25 Figure 7 shows a comparison between selecting a different number of design points to approximate the response of node 1 to vibration in the medium-frequency range. Note how the approximation is improved, the more design points are used. Emulation was then performed for the response of node 1 to vibration in the low, medium and high frequency ranges. For each of them, 100 equally-spaced design points were selected and the smoothness parameters calculated. The mean of the emulator and the corresponding probability bounds across the frequency range are shown in Figure 8 . 
V.C. Cantilever Plate with Experimental Data
Consider now a setup in which there is no simulator available, due perhaps to the lack of knowledge of the physics of the system. Again, the aim is to approximate the response function of a plate subject to vibration. The experiment described was carried out by Adhikari et. al. 11 A rectangular steel plate with uniform thickness was used. The physical and geometrical properties of the plate are shown in Table 1 The plate was clamped along one edge using a clamping device. The clamping device was attached to the top of a heavy concrete block and the whole assembly was placed on a steel table. The plate had a mass of approximately 12.47 kg and special care was been taken to ensure its stability and to minimize vibration transmission. The plate was divided into 375 elements (25 along the length and 15 along the width). Taking one corner of the cantilevered edge as the origin, co-ordinates were assigned to all of the nodes. Accelerometers were attached to these nodes. This approach allowed easy correlation to a finite element model. The test rig is shown in Figure 9 . In an experimental context like the one described, there are only real measurements available. To take advantage of emulation, these measurements should be generated using a space-filling design (or any of the strategies explained in Subsection IV.A). Those measurements will then act as the training set and Algorithm 1 can be applied the same way as in the previous cases. This will reduce the number of experimental runs necessary to obtain an empirical FRF. The results of doing so are shown in Figure 10 . 
VI. Conclusions
Computer codes for Structural Dynamics can become very expensive to run, as the number of degrees of freedom in the system increases. This can pose considerable difficulty for real-life problems where numerical models might involve millions of degrees of freedom. To tackle this difficulty, the use of emulators has been proposed, since they provide a fast approximation to the output of the original code using in only a few training runs. The general theory behind the construction of emulators was reviewed and applied to different cases with the following objectives in mind: a) Computational cost. Can the output of a computer code be approximated using only a few trial runs? b) Efficiency. Can the number of floating point operations in an expensive code be dramatically reduced but still produce a satisfactory output?
c) Interpolation of experimental data. Can experimental data be confidently interpolated to cope with the lack of a mathematical/computer model?
With regards to the first objective, an emulator for a simple spring-mass system with three degrees of freedom was constructed to illustrate how the mean of the emulator gives a plausible approximation to the FRF. For the second objective, a bigger system with 1200 degrees of freedom was considered. The corresponding dynamic response was approximated using an emulator. The advantage of doing so was the improvement in computational efficiency with respect to the original model, in which the dynamical stiffness matrix had to be inverted 4000 times. Adopting the emulator approach, the matrix had to be inverted only 300 times, equal to the number of training runs necessary to approximate the output of the original code. This accounts for only 7.5% of the original computer effort. The results were particularly appealing for the medium and high-frequency ranges. This is encouraging since in systems with millions of degrees of freedom, these are the computationally demanding ranges of vibration. Finally, a frequency response function obtained via experimental methods was emulated. Real data was used as the set of training runs necessary to construct an emulator and the real experimental output was compared with the corresponding approximation. This scheme might be useful when the physics of a system are not well known and there is no mathematical or computational model upon which to construct an simulator.
From this result, it follows that
where m * (x) = h(x) T β + t(x)A −1 (y − Hβ) (17)
t(x) = [C(x, x 1 ), . . . , C(x,
Removing the conditioning on β using standard integration techniques, obtain the posterior distribution
where
Regarding Eq. (12), q is the rank of H. The term σ in the expression is equal to
