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1CHAPTER 1
BASIC ALGEBRAIC GEOMETRY
1.1 Introduction
Algebraic geometry is a branch of mathematics that is concerned with the geometric structure
of the solution set to a system of polynomial equations. Classically, this theory is developed
over algebraically closed fields, providing a natural duality between geometry and algebra. Most
expositions on the subject consider only this classic case. In an attempt to better understand
this interplay, this paper develops basic algebraic geometry over arbitrary fields, particularly non-
algebraically closed fields. The theory of affine algebraic sets is emphasized.
We begin with an overview of standard results from commutative algebra. Then proceed to
introduce our main objects of study, affine algebraic sets. After examining a number of examples,
we study their algebraic counterpart, the vanishing ideals. The paper continues by describing
relationships between the two, necessarily providing an introduction to the Zariski topology. The
first chapter concludes with the classical Hilbert-Nullstellensatz and its various generalizations.
Chapter 2 begins by defining the maps between affine algebraic sets. We then introduce a
generalization of the Zariski topology, which sheds light on our sought after duality. Finally, we
end with a few remarks on the dimension of affine algebraic sets.
This paper contains an original generalization of the Hilbert-Nullstellensatz over finite fields.
We also give an example of a non-elliptic curve with finitely many rational points.
21.2 Commutative Algebra
It is difficult to escape commutative algebra when developing algebraic geometry. Hence,
this section provides an overview of standard commutative algebra results, introducing notation
and preliminary definitions. Since this thesis is primarily concerned with the geometric aspects of
algebraic objects, we simply state without proof the theorems needed from commutative algebra.
The interested reader is kindly referred to [2], [6], and [9] for a more in depth exposition and
details concerning the proofs.
The sets of non-negative integers, rationals, reals, and complex numbers are respectively
denoted by N,Q,R, and C. All rings are assumed to be non-zero and commutative with multi-
plicative identity, 1. A ring homomorphism is assumed to map 1 to 1. We reserve the symbol R
to denote a ring.
A field is a ring such that every non-zero element is a unit. We reserve the symbol K to
denote an arbitrary field. Throughout this thesis K is assumed to be a non-algebraically closed
field, unless otherwise stated.
Let K ⫅ L be a field extension. An element c ∈ L is algebraic over K if there exists some
non-zero univariate polynomial f(x) with coefficients in K such that f(c) = 0. A field extension
K ⫅ L is algebraic if every element of L is algebraic over K. A field K is algebraically closed if every
non-constant univariate polynomial f(x) with coefficients in K has a root in K, i.e., there exists
b ∈ K such that f(b) = 0. Every field K has an algebraic field extension which is algebraically
closed, known as the algebraic closure of K, denoted K.
Definition 1.2.1. The polynomial ring in n-variables over K is the set of all polynomials in n
variables with coefficients from K, that is
K[x1, x2, . . . , xn] ∶= {∑
α∈Λaαxα ∣ where Λ ⫅ Nn and ∣Λ∣ <∞ with aα ∈ K} .
We will simply denote K[x1, x2, . . . , xn] as K[x]. Since all fields are commutative, this implies
K[x] is also commutative. We now recall types of ideals associated with a ring R.
3Definition 1.2.2. Let R be a ring.
(i) Let S be a subset of R. The ideal generated by S is the smallest ideal of R that contains S,
⟨S⟩ ∶= {∑
i
risi ∣ ri ∈ R,si ∈ S and the sum is finite} .
(ii) An ideal p of R is a prime ideal if p is a proper ideal and xy ∈ p implies x ∈ p or y ∈ p.
Equivalently, R/p is an integral domain.
(iii) An ideal m of R is a maximal ideal if m is maximal among all proper ideals of R. Equivalently,
R/m is a field.
(iv) The radical of an ideal b of R is defined by
√
b ∶= {f ∈ R ∣ fm ∈ b for some positive integer m} .
We say b is radical when b = √b.
Example 1.2.3. Consider R[x, y] and the chain of ideals,
⟨x(x − 1)⟩ ⫋ ⟨x⟩ ⫋ ⟨x, y⟩ ⫋ ⟨1⟩ = R[x, y].
The first ideal is a radical ideal that is not a prime ideal. The second ideal is a prime ideal that
is not a maximal ideal. The third ideal is a maximal ideal.
Every maximal ideal is a prime ideal, and every prime ideal is a radical ideal. However,
there exist prime ideals that are not maximal, and radical ideals that are not prime as example
1.2.3 shows. Recall the polynomial ring K[x] is a unique factorization domain. This implies that
irreducible elements of K[x] generate prime ideals.
Lemma 1.2.4. Let ϕ∶R Ð→ B be a ring homomorphism and let b be an ideal of B. Then ϕ−1(b)
is an ideal of R. In particular, if b is a prime ideal of B, then ϕ−1(b) is a prime ideal of R.
In Lemma 1.2.4, ϕ−1(b) is known as the contraction of b in R, denoted by bc. For an ideal
a ≤ R, we define the extension of a, ae, to be the ideal ϕ(a)B generated by ϕ(a) in B.
4Lemma 1.2.5. Let ϕ∶R Ð→ B be a ring homomorphism and let b be an ideal of B and a be an
ideal of R. Then, √
a
e ⫅ √ae and √bc = √bc.
Theorem 1.2.6. Let R be a ring and let I be an ideal of R. The projection pi∶R Ð→ RI induces a
bijective correspondence between the ideals of R that contain I and the ideals of RI . In particular,
pi preserves radical, prime, and maximal ideals for ideals of R containing I.
A ring R is a local ring if R has exactly one maximal ideal, m, denoted (R,m).
Lemma 1.2.7. A ring R is a local ring if and only if the non-units form an ideal.
Lemma 1.2.8 (Zorn’s lemma). If a partially ordered set P has the property that every totally
ordered subset has an upper bound in P , then the set P contains a maximal element.
Recall that an R-module M is an additive abelian group with scalar multiplication satisfying
the following conditions for all r, s ∈ R,a, b ∈M :
(i) r(a + b) = ra + rb
(ii) (r + s)a = ra + sa
(iii) r(sa) = (rs)a
(iv) 1a = a.
Definition 1.2.9. M is a finitely generated R-module or is known as module-finite if there exist
elements y1, y2, . . . , ym ∈M for some m ∈ N such that every element of M may be expressed as a
linear combination of the yi with coefficients from R.
Definition 1.2.10. An R-algebra is a ring A together with a ring homomorphism iA∶R Ð→ A.
Definition 1.2.11. An R-algebra homomorphism is a homomorphism of rings ϕ∶AÐ→ B such that
ϕ(iA(R)) = iB(R).
Definition 1.2.12. A is a finitely generated R-algebra if there exist elements x1, x2, . . . , xm ∈ A for
some m ∈ N such that every element of A may be expressed as a polynomial in xi with coefficients
from R, i.e., there is a surjective R-algebra homomorphism R[x1, x2, . . . , xn]Ð→ A.
5Theorem 1.2.13. Let A be a finitely generated K-algebra that is an integral domain. Let Frac(A)
be its field of fractions. Then the Krull dimension of A is equal to the transcendence degree of
Frac(A) over K.
An element b of an R-algebra A is integral over R if there exists a monic univariate polynomial
f(x) with coefficients from R such that f(b) = 0. If every element of A is integral over R, then A
is integral over R. Equivalently, A is an integral extension of R
Definition 1.2.14. Let R be a ring. We say R is Noetherian if every ascending chain of ideals
eventually stabilizes:
I0 ⫅ I1 ⫅ . . . ⫅ Im ⫅ . . .⇒ there exists a positive integer m such that Im = Im+1 = . . .
Equivalently, every ideal of a Noetherian ring is generated by a finite number of elements from R.
Theorem 1.2.15 (Hilbert Basis Theorem). If R is a Noetherian ring, then the polynomial ring R[x]
is also Noetherian.
Any field K is a Noetherian ring. Therefore, by the Hilbert Basis Theorem, K[x] is also
Noetherian. Proceeding inductively, we see that K[x] is Noetherian.
Lemma 1.2.16. Let K be a field and let F ⫅ K be a subring. If K is a module-finite F-algebra,
then F is also a field.
Theorem 1.2.17. [ [6], Theorem 7.5] Let f ∶A Ð→ B be a faithfully flat ring homomorphism. If I
is an ideal of A then IB ∩A = I.
Theorem 1.2.18 (Noether’s Normalization Lemma). Let K be a field and let A be a finitely gener-
ated K-algebra. Then there exist y1, y2, . . . , ym ∈ A such that the yj are algebraically independent
and A is integral over K[y1, y2, . . . , ym]. If we assume K is infinite, we may also choose the yj to
be K-linear combinations of the xi
61.3 Affine Algebraic Sets
Recall, we assume K to be an arbitrary field. From K, we define a space.
Definition 1.3.1. The n-dimensional affine space over K is the set of n-tuples of elements of K,
AnK ∶= Kn = {(a1, a2, . . . , an) ∣ ai ∈ K} .
As sets, the n-dimensional affine space over K is equal to the n-dimensional vector space over
K. However, we simply write AnK rather than Kn to signify a different topology than the Euclidean
topology. Additionally, we denote an element of AnK as a, rather than the more cumbersome(a1, a2, . . . , an). In this affine space we will examine certain subsets known as affine algebraic sets.
Definition 1.3.2. A subset V ⫅ AnK is an affine algebraic set if there exists a subset B ⫅ K[x] such
that
V = ZK(B), where ZK(B) ∶= {a ∈ AnK ∣ f(a) = 0 for all f ∈ B} .
Notice in definition 1.3.2 that B is a subset of the polynomial ring K[x] rather than an ideal.
This distinction is irrelevant as the following proposition shows. Additionally, we refer to an affine
algebraic set simply as an algebraic set.
Proposition 1.3.3. Let B,C ⫅ K[x].
(i) ZK is inclusion-reversing: If B ⫅ C, then ZK(C) ⫅ ZK(B).
(ii) Affine algebraic sets are defined by ideals: ZK(B) = ZK(⟨B⟩) where ⟨B⟩ is the ideal generated
by B in K[x].
Proof. (i) Assume a ∈ ZK(C), then f(a) = 0 for all f ∈ C by definition. In particular, g(a) = 0 for
all g ∈ B, since B ⫅ C. Therefore, a ∈ ZK(B), proving the inclusion.(ii) Since B ⫅ ⟨B⟩, by the inclusion-reversing property we have ZK(⟨B⟩) ⫅ ZK(B). For the
opposite inclusion, assume a ∈ ZK(B). Consider an element h ∈ ⟨B⟩. Since ⟨B⟩ is generated by
elements of B,
h = m∑
i=1 ribi
7for some m ∈ N where bi ∈ B and ri ∈ K[x] for all i,1 ≤ i ≤m. Therefore,
h(a) = m∑
i=1 ri(a) ⋅ bi(a) = m∑i=1 ri(a) ⋅ 0 = 0.
Since h is an arbitrary element of ⟨B⟩, we may conclude that every element of ⟨B⟩ vanishes at a,
i.e., h(a) = 0 for all h ∈ ⟨B⟩. Thus by definition a ∈ ZK(⟨B⟩), concluding equality.
Example 1.3.4. Consider R[x, y] and A2R.
(i) We have ZR(x, y) = {(0,0)} is the origin of the real plane.
(ii) Similarly, ZR(y − x2) = {(t, t2) ∣ t ∈ R} which traces out a parabola in the real plane.
(iii) ZR(1 − x2, y − 1) is a set of two points {(−1,1), (1,1)} in the real plane.
(iv) Let us now consider ZR(x2 + y2 + 1). In this case there are no points in the real plane that
satisfy x2 + y2 + 1 = 0 since x2 + y2 ≥ 0 for all x, y, ∈ R. Hence, ZR(x2 + y2 + 1) = ∅.
(v) ZR(0) = R2 is the entire real plane.
For a moment we express a different perspective of elements from the polynomial ring K[x].
Consider a polynomial f ∈ K[x]. By evaluating f at points of AnK, f naturally induces a map
between affine spaces.
ϕf ∶AnK Ð→ AK
az→ f(a).
The elements of AnK that map to zero under ϕf are precisely the points that make up the
affine algebraic set defined by f , ZK(f). Consider for a moment the set of all functions from AnK to
AK, denoted by F(AnK,AK). We have just shown that a polynomial f ∈ K[x] determines a function
ϕf ∈ F(AnK,AK). We call ϕf a polynomial function, i.e., a function from AnK to AK that may be
represented or evaluated as a polynomial from K[x]. More on this idea in the next section. We
now give an example of a non-algebraic set.
8Example 1.3.5. (i) Consider the function h∶A2R Ð→ AK, where h(x, y) = y−sin(pix). The zero set
of h is the inverse image of {0} ,
h−1(0) ∶= {(x, y) ∈ A2R ∣ y − sin(pix) = 0} .
We show that h−1(0) is not an algebraic set.
Proof. Assume there is a subset B ⫅ R[x, y] such that Z(B) = h−1(0). There must exist a
non-zero polynomial p(x, y) ∈ B, since h−1(0) is not the entire real plane. Consider the line
y = a where a ∈ R. There exists an a with −1 ≤ a ≤ 1 such that p(x, a) is still non-zero,
otherwise this contradicts the fact that p(x, y) /= 0. We now have that
ZR(B) = ⋂
f∈BZR(f) ⫅ ZR(p(x, y)).
Intersect now with the line y = a to get
ZR(B) ∩ZR(y − a) ⫅ ZR(p(x, y)) ∩ZR(y − a) = ZR(p(x, a)).
Since our a is between −1 and 1, we know the intersection on the left must be infinite.
However, p(x, a) has only a finite number of zeros since it is a polynomial in one variable
over a domain. Thus, Z(p(x, a)) must be finite, showing there is an infinite set contained
in a finite set. This is an obvious contradiction, proving h−1(0) is not an algebraic set.
(ii) We may identify the intersection of h−1(0) with y = 0 as Z. Thus, Example 1.3.5.(i) neces-
sarily shows Z ⫅ AR is also not an algebraic set.
We now describe basic properties of the correspondence ZK induces between the polynomial
ring K[x] and the affine space AnK.
ZK∶P(K[x])Ð→ P(AnK)
{subsets of K[x]}z→ {affine algebraic sets of AnK}
9We have already shown from Proposition 1.3.3(i) that ZK is inclusion-reversing. Notice,
however, this property does not hold for strict inclusions. For instance, consider K[x, y] and let
I = ⟨x, y⟩ and J = ⟨x2, y⟩. We have J ⫋ I but
ZK(J) = ZK(I) = {(0,0)} .
Thus, ZK is not in general an injective map. However, if we restrict ourselves to the algebraic
subsets of P(AnK), then Proposition 1.3.3(ii) does show that ZK is surjective, i.e., we need only
consider ideals of the polynomial ring K[x] rather than arbitrary subsets. Hence, we reveal ideal
theoretic properties of ZK.
Proposition 1.3.6. Let I, J be ideals of K[x]. Then
(i) ZK(I) ∪ZK(J) = ZK(IJ). More generally, any finite union of affine algebraic sets is still an
affine algebraic set.
(ii) ZK(I) ∩ ZK(J) = ZK(I + J). More generally, any intersection of affine algebraic sets is still
an affine algebraic set.
(iii) ZK(0) = AnK. The whole affine space is an affine algebraic set.
(iv) ZK(1) = ∅. The empty set is an affine algebraic set.
Proof. (i) Since IJ ⫅ I and IJ ⫅ J , we may apply the inclusion revering property to get ZK(I) ⫅ZK(IJ) and ZK(J) ⫅ ZK(IJ). Therefore, ZK(I) ∪ZK(J) ⫅ ZK(IJ). For the reverse inclusion, let
a ∈ ZK(IJ) and a /∈ ZK(I). Then ∃f ∈ I such that f(a) /= 0. However,
∀g ∈ J, fg ∈ IJ ⇒ (fg)(a) = f(a)g(a) = 0⇒ g(a) = 0.
Therefore, a ∈ ZK(J) and we may conclude ZK(IJ) ⫅ ZK(I) ∪ ZK(J). One proceeds inductively
to acquire the general statement.
(ii) We prove the most general form:
ZK(∑
i∈ΛJi) =⋂i∈ΛZK(Ji).
10
Let a ∈ ZK(∑i∈Λ Ji). Then f(a) = 0 for all f ∈ ∑i∈Λ Ji. Specifically, f(a) = 0 for all f ∈ Ji.
Hence, a ∈ ZK(Ji)⇒ a ∈ ⋂i∈ΛZK(Ji). For the opposite inclusion, let a ∈ ⋂i∈ΛZK(Ji), so a ∈ ZK(Ji)
for all i ∈ Λ. Then f(a) = 0 for all f ∈ Ji. An element g ∈ ∑i∈Λ Ji has the form g = ∑mj=1 gj for
some m ∈ N and gj ∈ Jij . Therefore g(a) = ∑mj=1 gj(a) = 0 since gj(a) = 0 for all j,1 ≤ j ≤ m. Thus
a ∈ ZK(∑i∈Λ Ji), concluding the proof.
(iii) The zero polynomial vanishes all points of AnK, i.e., 0(a) = 0 for all a ∈ AnK. Hence,
AnK ⫅ ZK(0) ⫅ AnK.
(iiii) A non-zero constant polynomial vanishes nowhere.
Example 1.3.7 ( [10], Example 1.6). We show that Proposition 1.3.6(i) may be a strict inclusion
when considering infinite unions of affine algebraic sets. For instance, consider the ideals ⟨x − q⟩
where q ∈ Q of the polynomial ring R[x]. Clearly there is no non-zero polynomial in R[x] that is
divisible by ⟨x − q⟩ for all q ∈ Q. Thus, we must have ⋂
q∈Q⟨x − q⟩ = ⟨0⟩. Therefore,
Q = ⋃
q∈QZR(x − q) ⫋ ZR(⋂q∈Q⟨x − q⟩) = ZR(0) = AR.
1.4 Vanishing Ideals
We have already seen that ideals that define algebraic sets are not unique. For instance,
considering A2R and R[x, y],
ZR(x, y) = ZR(x2 + y2) = {(0,0)} .
In fact, any affine algebraic set ZR(f1, f2, . . . , fr) of AnR may be defined by a single polynomial,ZR(f 21 + f 22 + . . . + f 2r ), which prompts the following definition.
Definition 1.4.1. Let V be an affine algebraic set of AnK. The vanishing ideal of V is the set
IK(V ) ∶= {f ∈ K[x] ∣ f(a) = 0 for all a ∈ V }
11
Proposition 1.4.2. IK(V ) is in fact an ideal of K[x].
Proof. 0 ∈ IK(V ) because the zero polynomial vanishes at all points in AnK, particularly V . Let
f, g ∈ IK(V ) and a ∈ V , then f(a) + g(a) = 0 + 0 = 0. Hence, f + g also vanishes at all point of V ,
i.e., f +g ∈ IK(V ). Similarly, let h ∈ K[x] with f ∈ IK(V ) and a ∈ V , then f(a) ⋅h(a) = 0 ⋅h(a) = 0.
Thus, h ⋅ f vanishes at all points of V , i.e, f ⋅ h ∈ IK(V ) for all h ∈ K[x]. Therefore, IK(V ) is an
ideal of K[x].
In the previous section we showed that a polynomial from K[x] determines a polynomial
function of F(AnK,AK). If we now vary f over K[x] we obtain a map between function spaces,
namely,
ς ∶K[x]Ð→ F(AnK,AK)
{polynomial}z→ {polynomial function}
Let us now restrict AnK by an affine algebraic set V ⫅ AnK, which then induces the restriction
ς ↾ V ∶K[x]Ð→ F(V,AK)
where F(V,AK) is the set of all functions from V to AK. Under point-wise operations of functionsF(V,AK) becomes aK-algebra and ς ↾ V becomes aK-algebra homomorphism. An element ofK[x]
mapping to the zero function on V must belong to the vanishing ideal of V by definition. Hence,
the kernel of ς ↾ V is precisely the vanishing ideal of V , which is yet another reason why IK(V ) is
an ideal. Notice also the image of ς is the set of all polynomial functions from V to AK. By the first
isomorphism theorem, this image is equivalent to K[x]IK(V ) , known as the coordinate ring of functions
of V .
Definition 1.4.3. Let V be an algebraic set of AnK. The coordinate ring of functions of V is
K[V ] ∶= K[x]IK(V ) .
The previous paragraph shows that the coordinate ring of V may be identified with the ring
of maps α∶V Ð→ AK such that α may be represented by a polynomial from K[x]. We expand on
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this idea in Chapter 2. We now focus on properties of the reverse correspondence,
IK ∶ P(AnK)Ð→ P(K[x])
{subsets of AnK}z→ {ideals of K[x]} .
Proposition 1.4.4. Let IK be defined as above, and let U,W be subsets of AnK.
(i) IK is inclusion-reversing: if U ⫅W , then IK(W ) ⫅ I(U).
(ii) IK(∅) = K[x].
(iii) IK(AnK) = ⟨0⟩, if K is an infinite field.
(iv) IK(W ) ∩ IK(U) = IK(W ∪ U) = for any U,W ⫅ AnK. More generally, an intersection of
vanishing ideals is still a vanishing ideal.
(v) IK(W ) + IK(U) ⫅ IK(W ∩U) for any U,W ⫅ AnK. More generally, a sum of vanishing ideals
is contained in a vanishing ideal.
Proof. (i) Assume U ⫅W and let f ∈ IK(W ). By definition, f(a) = 0 for all a ∈W . Particularly,
f(a) = 0 for all a ∈ U since U ⫅W . Thus, f ∈ IK(U).
(ii) This is vacuously true, i.e., every polynomial vanishes at nothing.
(iii) The zero polynomial vanishes the whole affine space AnK, providing the reverse contain-
ment.We now prove the zero polynomial is the only polynomial from K[x] with this property
(assuming K is infinite), which provides the forward containment.
Proposition 1.4.5. Let K be infinite and f ∈ K[x]. If f ∶AnK Ð→ AK is the zero function, then f = 0.
Proof. We prove the statement by induction on the number of variables n. For the base case, let
n=1. This is just the contrapositive of the fact that a non-zero polynomial f(x) ∈ K[x] of degree
m has at most m distinct roots in K, a finite number of zeros. Therefore, f(x) must be the zero
polynomial.
We now assume this holds true for n − 1 variables and prove for n variables. We have that
f is the zero function from AnK to AK and f ∈ K[x1, x2, . . . , xn] = K[x1, x2, . . . , xn−1][xn]. We may
13
write
f = m∑
i=0 fi(x1, x2, . . . , xn−1)xin.
Let us fix the first n − 1 variables with (a1, a2, . . . , an−1) ∈ An−1K . Then f(a1, a2, . . . , an−1, xn) is the
zero function for an infinite number of values of xn ∈ K. Hence, we are reduced to the base case
and may conclude fi(a1, a2, . . . , an−1) = 0. However since the (a1, a2, . . . , an−1) ∈ An−1K was arbitrary,
we have that fi(x1, x2, . . . , xn−1) are the zero functions on An−1K for all i,1 ≤ i ≤ m. The induction
hypothesis then implies fi(x1, x2, . . . , xn−1) = 0 for i,1 ≤ i ≤m. Thus,
f = m∑
i=0 fi(x1, x2, . . . , xn−1)xin = m∑i=0 0xin = 0.
(iv) We prove by equivalences, f ∈ IK(W ) ∩ IK(U)⇔ f ∈ IK(W ) and f ∈ IK(U)
⇔ f(a) = 0 for all a ∈W and f(b) = 0 for all b ∈ U
⇔ f(c) = 0 for all c ∈W ∪U ⇔ f ∈ IK(W ∪U).
(v) Let f ∈ IK(W ) + IK(U). By definition,
f = h + g for some h ∈ IK(w) and g ∈ IK(U).
Consider now an element a ∈W ∩U then
f(a) = h(a) + g(a) = 0 + 0 = 0.
Hence, f ∈ IK(W ∩U) and the result follows.
In Proposition 1.4.4(iii), it was important for us to have K be an infinite field. In Section
1.7, we introduce the Hilbert Nullstellensatz, where we will give an analogous result for a finite
field K.
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Remark 1.4.6. (i) Proposition 1.4.4(iii) implies that the polynomial ring K[x] injects into the
ring of functions F(AnK,AK), when K is an infinite field.
(ii) IK is neither a injective or surjective. Consider AR and R[x], we will soon show thatIK(Z) = IK(AR) = ⟨0⟩. Additionally, we shall show ⟨xn⟩ will never be in the image of IK for
any n > 1.
When we restrict our attention to affine algebraic sets and vanishing ideals, the following
Proposition shows they are in one to one correspondence.
Proposition 1.4.7.
(i) For any ideal J ⫅ K[x] and any subset W ⫅ AnK, J ⫅ IK(ZK(J)) and W ⫅ ZK(IK(W )).
(ii) The maps ZK and IK are inverses to each other when restricting to affine algebraic sets and
vanishing ideals: J = IK(ZK(J)) and U = ZK(IK(U)) when J = IK(V ) for some V ⫅ AnK and
U = ZK(I) for some I ⫅ K[x].
Proof. (i) Let f ∈ J , then f(a) = 0 for all a ∈ ZK(J). Hence, f ∈ IK(ZK(J)) by definition. Now let
a ∈W , then f(a) = 0 for all f ∈ IK(W ). Therefore, a ∈ ZK(IK(W )).
(ii) We simply apply IK and ZK. From proposition 1.4.7(i), we have that
V ⫅ ZK(IK(V ))⇒ IK(ZK(IK(V ))) ⫅ IK(V ).
However, proposition 1.4.7(i) also implies
IK(V ) ⫅ IK(ZK(IK(V ))).
Thus, IK(V ) = IK(ZK(IK(V ))) where IK(V ) = J.
Similarly, J ⫅ IK(ZK(I))⇒ ZK(IK(ZK(I)) ⫅ ZK(I), and proposition 1.4.7(i) implies ZK(I) ⫅ZK(IK(ZK(I)) ⫅ ZK(I), where ZK(I) = U .
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Remark 1.4.8.
(i) From Proposition 1.4.7(ii),we have that IK becomes injective when restricting to affine
algebraic sets, IK(V ) = IK(U)⇒ ZK(IK(V )) = ZK(IK(U))⇒ V = U.
(ii) We have that the inclusion-reversing property holds over strict inclusions of affine algebraic
sets
V ⫋ U ⇒ IK(U) ⫋ IK(V ), where V = ZK(I) and U = ZK(J).
Proof. Let V = ZK(I) ⫋ U = ZK(J) and assume the vanishing ideals are equal,
IK(U) = IK(V ).
After applying ZK, one gets ZK(IK(U)) = ZK(IK(V )).
Then by Proposition 1.4.7(ii), V = U , contradicting our assumption.
We finish the section with a few results pertaining to radical ideals.
Proposition 1.4.9. Let I ⫅ K[x] be an ideal and W ⫅ AnK be an arbitrary subset.
(i) ZK(I) = ZK(√I).
(ii) IK(W ) is radical.
(iii) I ⫅ √I ⫅ IK(ZK(I))
Proof. (i) By 1.1.9(i), we have ZK(√I) ⫅ ZK(I), since I ⫅ √I. For the opposite inclusion, let
a ∈ ZK(I). Consider f ∈ √I. Then by definition of radical ideal, fm ∈ I for some m ∈ N. Hence,
fm(a) = 0, but this implies f(a) = 0 since K[x] is an integral domain. Therefore, a ∈ ZK(√I).
(ii) We start with the reverse inclusion. Assume f ∈ √IK(W ), then f s ∈ IK(W ) for some
s ∈ N, i.e., f s(a) = 0 for all a ∈W . Once again, f s(a) = 0 implies f(a) = 0. Therefore. f(a) = 0 for
all a ∈W , i.e., f ∈ IK(W ). The forward inclusion, IK(W ) ⫅ √IK(W ), is immediate.
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(iii) From Proposition 1.4.7(i), we have I ⫅ IK(ZK(I)). After taking radicals of both sides
and considering Proposition 1.4.9(ii), we have √I ⫅ √IK(ZK(I)) = IK(ZK(I)).
We had mentioned before that ⟨xn⟩ will never be in the image of IK for any n > 1. This is now
easy to see because ⟨xn⟩ is never radical for n > 1, and proposition 1.4.9(ii) shows all vanishing
ideals are radical.
1.5 Zariski Topology
Let us first recall some basic notions from topology. A topology defined on any set X is a
subset T ⫅ P(X) satisfying the following conditions:
• ∅,X ∈ T .
• T is closed under arbitrary unions.
• T is closed under finite intersections.
Elements of T are called open sets. Their compliments in X are called closed sets. We call
the set X with a topology T a topological space, denoted (X,T ). Notice that since closed sets
define open sets and vice versa, we therefore have synonymous defining conditions for a topology
in terms of closed sets:
• ∅,X are closed.
• finite unions of closed sets are closed.
• arbitrary intersections of closed sets are closed.
For any topological space (X,T ) and any subset Y ⫅X, Y inherits an induced topology from
X by defining U ∩ Y to be open whenever U is open in X. Similarly, V ∩ Y is closed whenever V
is closed in X.
We may now define a topology for AnK through the map ZK. Proposition 1.3.6 give the defining
conditions for a topology in terms of closed sets as mentioned above. This will be known as the
Zariski Topology.
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Definition 1.5.1. The Zariski topology on AnK is the topology defined by letting the closed sets be
the algebraic sets of AnK. The collection of all the closed sets in this topology is denoted by ZK.
We have an induced topology for any subset W ⫅ AnK, i.e., W ∩ V is closed whenever V is closed
in AnK. This will be known as the Zariski topology on W . The collection of all the closed sets in
the induced topology is denoted by ZK ↾ W .
Example 1.5.2. We examine the Zariski topology ZK of the affine line AK, with K infinite. Hence,
we consider the ideals of the polynomial ring K[x] since they define the closed sets of AK. Notice
the polynomial ring is equal to the coordinate ring of functions over AK,
K[AK] = K[x]IK(AK) = K[x]⟨0⟩ = K[x].
Since K[x] is a principal ideal domain, any ideal is generated by one element f(x) ∈ K[x]. If
f(x) = 0 then ZK(f(x)) = AK. We now assume f(x) is non-zero. Since f(x) may have only a
finitely many zeros in K, we have that any proper closed set of AK is a finite collection of points.
However, f(x) may have no zeros in K, which implies ZK(f(x)) = ∅. Thus, the only proper closed
sets are finite.
Definition 1.5.3. Let (X,T ) be a topological space and let us consider an arbitrary subset S ⫅X.
(i) The closure of S, denoted S is the intersection of all the closed sets containing S. Notice
X contains S, so the intersection is not empty. Since arbitrary intersections of closed sets
are closed in any topological space, we necessarily have that S is the smallest closed set
containing S.
(ii) The subset S is called dense in X if its closure is X, i.e., S =X.
Proposition 1.5.4. [ [7], Proposition 3.1] Let X be a non-empty topological space. The following
are equivalent:
(i) If we can write X in the form X = F ∪G, where F and G are closed sets in X, then X = F
or X = G.
(ii) If U and V are two open sets of X and U ∩ V = ∅, then U = ∅ or V = ∅.
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(iii) Any non-empty open set of X is dense in X.
Under these conditions we say that X is irreducible.
Proof. (i)⇒(ii): Let U,V be open sets of X such that U ∩V = ∅. Then X ∖U and X ∖V are closed
sets of X such that (X ∖U) ∪ (X ∖ V ) = X. Then by (i), we have that X ∖U = X or X ∖ V = X.
This implies U = ∅ or V = ∅.
(ii)⇒(iii) Let W be a non-empty open set of X. Consider the closure of W in X, W . We
may then form an intersection of two open sets which is empty, (X ∖W ) ∩W = ∅. Since W is
non-empty, (ii) implies (X ∖W ) = ∅, which then implies W =X.
(iii)⇒(i) Let X = F ∪G, where F and G are closed sets in X and X /= F . Then X ∖ F must
be a non-empty open set of X. Since X = F ∪G, we have that X ∖ F = G ∖ F ⫅ G. Therefore the
closure of X ∖ F is containted in G. By (iii) we must have the closure of X ∖ F to be X. Thus,
we have X is contained in G. This implies X must be equal to G.
We will now interpret these notions in terms of the Zariski topology.
Proposition 1.5.5. Consider the Zariski topology on AnK. Let S ⫅ AnK be an arbitrary subset.
S = ZK(IK(S)).
Proof. S ⫅ ZK(IK(S) by proposition 1.4.9, which is closed in AnK. Therefore by definition of S,
S ⫅ ZK(IK(S). For the second inclusion, notice we alway have that S ⫅ S. After applying IK thenZK, we get ZK(IK(S) ⫅ ZK(IK(S) = S by Proposition 1.4.7(ii).
Example 1.5.6. (i) If K is an infinite field, we have that AnK is irreducible. This follows from
Proposition 1.5.7(iii) since IK(AnK) = 0 is prime of K[x].
(ii) Let K be an infinite field containing Z. The closure of Z in AK is AK, i.e., ZK(IK(Z)) = AK.
This is due to the fact that the only non-empty closed sets of AK are finite sets or the whole
space. Since Z contains an infinite number of points, the only closed set that contains Z is
the whole space AK. We now take IK of both sides to get the expression IK(ZK(IK(Z))) =IK(AK). Then by Proposition 1.4.7(ii), the left side becomes (IK(Z) = IK(AK) = 0, which
we had mentioned earlier.
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(iii) Consider K[x] and AnK. Recall a = (a1, a2, . . . , an) is a point in AnK. We have that for any
a ∈ AnK,
ma ∶= I(a1, a2, . . . , an) = ⟨x1 − a1, x2 − a2, . . . , xn − an⟩ is a maximal ideal and Z(ma) = a.
Thus there is a bijection between maximal ideals of the form ma for some a ∈ AnK and points
of AnK. This bijection follows from Theorem 1.7.3 from the next section.
(iv) Let us consider R[x] and AR. Here we have maximal ideals that do not correspond to points
in AR For instance, ZR(x2 + 1) = ∅, but ⟨x2 + 1⟩ is a maximal ideal since R[x]/⟨x2 + 1⟩ ≃ C.
So when working over general fields there exist more maximal ideals in the polynomial ring
than points in AnK.
Proposition 1.5.7. Let V ⫅ AnK be a non-empty affine algebraic set. Then
V is irreducible ⇔ IK(V ) is a prime ideal.
Proof. Assume V is irreducible and let f ⋅ g ∈ IK(V ). Notice,
V = ZK(IK(V )) ⫅ ZK(f) ∪ZK(g).
Therefore,
V = (ZK(f) ∩ V ) ∪ (ZK(g) ∩ V )
Both sets are closed in the induced subspace topology. Since V is irreducible and without loss of
generality, we have
V = (ZK(f) ∩ V )⇒ V ⫅ ZK(f).
Hence, f ∈ IK(V ), proving that IK(V ) is a prime ideal by definition. For the opposite implication,
assume IK(V ) is prime. Suppose we may write V = V1 ∪ V2 such that V1 and V2 are closed and
are strictly contained in V . Then IK(V ) ⫋ IK(V1) and IK(V ) ⫋ IK(V2). Because of the strict
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inclusion, there must exist an f1 ∈ IK(V1) ∖ IK(V ) and f2 ∈ IK(V2) ∖ IK(V ). Consider,
f1 ⋅ f2 ∈ IK(V1) ⋅ IK(V2) ⫅ IK(V1) ∩ IK(V2) = IK(V1 ∪ V2) = IK(V )).
Therefore, f1 ⋅ f2 vanishes on V or f1 ⋅ f2 ∈ IK(V ). However, this contradicts the fact that IK(V )
is a prime ideal, since f1, f2 /∈ IK(V )⇒ f1 ⋅ f2 /∈ IK(V ).
Remark 1.5.8. (i) If we assume K is an infinite field, we have that the Zariski topology on AnK
is never Hausdorff. A Hausdorff space (also known as a T2-space) is defined as a topological
space with the property that for any two distinct points a, b ∈ AnK there exist disjoint open
sets O1,O2 ⫅ AnK such that a ∈ O1 and b ∈ O2. If this were so, then we would be able to
write AnK as a finite union of closed sets, but this contradicts Proposition 1.5.4 since AnK is
irreducible.
The Zariski Topology on AnK is a T1-space, i.e., a topological space with the property that
for any two distinct points a, b ∈ AnK there exist open sets O1,O2 ⫅ AnK such that a ∈ O1 ∖O2
and b ∈ O2 ∖O1. However, when K is a finite field, we do have that AnK is a Hausdorff space.
A common inquiry is whether every affine algebraic set may be defined by a finite number
of polynomials. It is neat to notice that this is a reflection of a result from commutative algebra.
Before we may appreciate this insight, we recall a Noetherian topological space.
Definition 1.5.9. Let (X,T ) be a topological space. We say (X,T ) is a Noetherian topological
space if every chain of descending closed sets eventually stabilizes.
Remark 1.5.10. (i) Let us consider K[x]. After inductively applying the Hilbert Basis Theorem,
we have that K[x] is a Noetherian ring. Therefore, every ideal J ⫅ K[x] is generated by
finitely many polynomials, so J = ⟨f1, f2, . . . , fs⟩ for some s ∈ N, where fi ∈ K[x]. Now applyZ to both sides and using Proposition 1.1.9.(i),
Z(J) = Z(f1, f2, . . . , fs) = Z(f1) ∪Z(f2) ∪ . . .Z(fs).
Since J was an arbitrary ideal and every variety is defined by an ideal, we must have
that every variety is defined by a finite number of polynomials. Hence, the reflection of a
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commutative algebra result.
(ii) This comment follows closely that of [5], Page 21. It is easy to see that the Noetherian nature
of K[x] implies that AnK is a Noetherian topological space. Consider a strictly descending
chain of algebraic sets
V0 ⫌ V1 ⫌ . . . ⫌ Vm ⫌ . . . .
This then corresponds to a strictly increasing chain of ideals by Remark 1.4.8,
IK(V0) ⫋ IK(V1) ⫋ . . . ⫋ IK(Vm) ⫋ . . . .
However, this chain of ideals that must stabilize due to the Noetherian nature of K[x]. After
applying ZK to the stabilizing chain of ideals, we get that our strictly descending chain of
algebraic sets must stabilize as well.
(iii) It follows from an application of Zorn’s Lemma that every non-trivial system of algebraic
sets in AnK has a minimal element.
Proof. Consider the collection of all algebraic sets in AnK, denote this collection by Λ. We
define a reverse ordering on Λ, by V1 ≤ V2 if V1 ⫆ V2. It is obvious that Λ is non-empty
since AnK ∈ Λ. Let us now consider a totally ordered chain of algebraic sets {Vλ}λ∈Λ and their
intersection ⋂λ∈Λ Vλ. By Proposition 1.3.6, we have that ⋂λ∈Λ Vλ is an algebraic set. We also
have that ⋂λ∈Λ Vλ ⊂ Vλ for all λ ∈ Λ. Thus, by our reverse-ordering we have Vλ ≤ ⋂λ∈Λ Vλ for
all λ ∈ Λ, showing that the intersection is necessarily an upper bound on our totally ordered
set. We may now apply Zorn’s Lemma so that there exists a maximal element W ∈ Λ.
However, due to our reverse-ordering, W corresponds to a minimal algebraic set of AnK.
22
We actually may be a little more precise with our decomposition of affine algebraic sets as
the following Proposition shows.
Proposition 1.5.11. [ [7], Theorem 3.6] For every non-empty affine algebraic set V ⫅ AnK, we may
write V uniquely (up to permutation of factors) in the form
V = V1 ∪ V2 ∪ . . . ∪ Vn
where Vi are irreducible affine algebraic sets and Vi /⫅ ⋃i/=j Vj for all i where 1 ≤ i ≤ n.
Proof. Existence: By contradiction, we assume ∃ affine algebraic sets that cannot be decomposed
as a finite union of irreducible algebraic sets, denote this collection of sets by Λ. By Remark
1.5.10.(iii), there exists a minimal element W ∈ Λ. We have that W is not irreducible since
otherwise W /∈ Λ. Hence, W is reducible:
W = T1 ∪ T2, where T1, T2 are algebraic sets in AnK and T1, T2 /=W.
SinceW is minimal, it now follows that T1 and T2 are not in Λ, implying that they are decomposable
into a union of irreducible algebraic sets. This then implies that W is decomposable, which gives
a contradiction. After removing the redundant Vi’s, if any, we can further obtain a decomposition
such that Vi /⫅ ⋃i/=j Vj for all i where 1 ≤ i ≤ n.
Uniqueness: Hence, we may now assume we have two decompositions for an algebraic set V
as stated in Proposition 1.5.11:
V = V1 ∪ V2 ∪ . . . ∪ Vn =W1 ∪W2 ∪ . . . ∪Wm.
We set
Vi = V ∩ Vi = (W1 ∩ Vi) ∪ (W2 ∩ Vi) ∩ . . . ∩ (Wm ∩ Vi).
Since Vi is irreducible, we must have that Vi =Wj ∩ Vi for some j ∈ [1,m], which implies Vi ⫅Wj.
By the same argument, we have that ∃k ∈ [1, n] such that Wj ⫅ Vk. Hence Vi ⫅ Vk. However, if
k /= i, then Vi ⫅ ⋃i/=j Vj, which is a contradiction. Therefore, Vi =Wj.
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1.6 Rational Points
In the previous section Proposition 1.5.7 states that an irreducible algebraic set V ⫅ AnK
defines a prime ideal IK(V ) ≤ K[x]. Conversely, if IK(V ) ≤ K[x] is prime for some algebraic set
V ⫅ AnK, then V is irreducible. We now examine a dual nature of Proposition 1.5.7.
Question 1.6.1.
(i) If ZK(P ) is irreducible for some ideal P ≤ K[x], may we conclude P is prime in K[x]?
(ii) For a prime ideal P ≤ K[x], may we conclude ZK(P ) is irreducible?
It turns out Question 1.6.1(i) and (ii) both have counter-examples. This section is dedicated
to showing such examples. We first remind the reader of useful results and definitions.
Definition 1.6.2. A Pythagorean triple is a set of three integers x, y, z such that x2 + y2 = z2; the
triple is said to be primitive if gcd(x, y, z) = 1.
Lemma 1.6.3. [ [1], Chapter 11, Lemma 1] If x, y, z is a primitive Pythagorean triple, then one of
the integers x and y is even, while the other is odd.
Lemma 1.6.4. [ [1], Chapter 11, Lemma 2] If ab = cn, where gcd(a, b) = 1, then a and b are nth
powers; that is, there exist positive integers a1, b1 for which a = an1 , b = bn1 .
Theorem 1.6.5. [ [1], Theorem 11.1] All the solutions of the Pythagorean equation
x2 + y2 = z2
satisfying the conditions
gcd(x, y, z) = 1 2 ∣ x x > 0 y > 0 z > 0
are given by the formulas
x = 2st y = s2 − t2 z = s2 + t2
for integers s > t > 0 such that gcd(s, t) = 1 and s /≡ t (mod 2).
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We now give a counter-example to Question 1.6.1(ii). Consider the curve
f(x, y) = x2y + y2 − 1 ∈ Q[x, y].
We first show f(x, y) is irreducible. Hence, f(x, y) generates a prime ideal in Q[x, y]. However,
we then show ZQ(x2y+y2−1) = {(0,−1), (0,1)} is a union of two points, which is a reducible affine
algebraic set.
Proposition 1.6.6. The polynomial f(x, y) = (x2y + y2 − 1) is irreducible over Q[x, y] and
ZQ(x2y + y2 − 1) = {(0,−1), (0,1)} .
Proof. Suppose f(x, y) is reducible. That is f(x, y) = h(x, y)g(x, y) for some non-units
h(x, y), g(x, y) ∈ Q[x, y]. Since f(x, y) is quadratic in the variable y, we only need consider
two cases: either both h(x, y) and g(x, y) are linear in y or one is quadratic in y and the other is
a polynomial in only x. For the first case we have,
f(x, y) = h(x, y)g(x, y) = (yh0(x) + h1(x))(yg0(x) + g1(x))
After distributing and equating degrees, we must have
h0(x)g0(x) = 1, h1(x)g0(x) + g1(x)h0(x) = x2, and h1(x)g1(x) = −1.
The first and the last relation imply h0(x), h1(x), g0(x), g1(x) ∈ Q but this contradicts h1(x)g0(x)+
g1(x)h0(x) = x2 since deg(h1(x)g0(x) + g1(x)h0(x)) = 0 /=deg(x2) = 2. As for the second case and
without loss of generality, let h(x) be quadratic in y. Then,
(y2h0(x) + yh1(x) + h2(x))g(x) = f(x, y)
However, this implies g(x) ∈ Q, proving f(x, y) is irreducible by definition. Thus we may conclude
f(x, y) is irreducible and generates a prime ideal in Q[x, y].
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We now find the zeros for f(x, y) over Q. After solving f(x, y) = x2y + y2 − 1 = 0 for y, one
gets
y = ±√x4 + 4 − x2
2
.
We can see that y is rational if and only if
√
x4 + 4 is rational. Thus, let ab = √x4 + 4 and x = cd ,
where gcd(a, b) = 1 and gcd(c, d) = 1. After squaring both sides,
a2
b2
= c4
d4
+ 4,
where gcd(a, b) = 1 and gcd(c, d) = 1. Cross multiplying gives us
a2 ⋅ d4 = (c4 + 4d4) ⋅ b2 ⇒ b2 ∣ d4 ⇒ b ∣ d2.
Thus, b ⋅ k = d2 for some k ∈ Z. We then substitute and factor:
a2 ⋅ k2 = c4 + 4b2 ⋅ k2 ⇒ k2(a2 − 4b2) = c4 ⇒ k2 ∣ c4 ⇒ k ∣ c2.
We have that k divides both c2 and d2; however, gcd(c, d) = 1⇒ gcd(c2, d2) = 1. We may conclude
that k = 1. We now have a2 = c4 + 4d4 with gcd(a, b) = 1, gcd(c, d) = 1, and d2 = b. Let
gcd(a, c) = w⇒ a1 ⋅w = a, c1 ⋅w = c.
After substitution,
a21 ⋅w2 = c41 ⋅w4 + 4d4 ⇒ w2(a21 − c41 ⋅w2) = 4d4 ⇒ w2 ∣ 4d4.
Notice that gcd(c, d) = 1 ⇒ gcd(w,d) = 1, hence w2 ∣ 4 ⇒ w = 1 or w = 2. Let us consider first
the case when gcd(a, c) = 1. Assume an integer solution exists for a2 = c4 + 4d4. Of all the integer
solutions, we consider the solution with ∣a∣ to be the smallest. Notice that a, c must both be odd or
must both be even. In this case, a, c must both be odd. Therefore, gcd(a,2d) = 1 and gcd(a, d) = 1
because gcd(a, b2) = 1. We also have that gcd(c,2d) = 1 since c is odd and gcd(c, d) = 1. We may
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now apply Theorem 1.6.5,
∃m,n ∈ Z, where a =m2 + n2, c2 =m2 − n2,2d2 = 2m ⋅ n.
The last expression gives d2 =m ⋅n; however, gcd(m,n) = 1. Then we must have that d2 =m21 ⋅n21,
where m21 =m and n21 = n. We also have that c2 +n2 =m2. We apply Theorem 1.6.5 again because
gcd(d, c) = 1⇒ (c, n,m) = 1. Thus,
∃s, t ∈ Z where s > t > 0 and gcd(s, t) = 1 such that
m = s2 + t2, n = 2s ⋅ t, c = s2 − t2.
We also know that s /≡ t (mod 2). Without loss of generality, assume s is odd and t is even. Since
t = 2t1,
n = 2s ⋅ t = 2s ⋅ 2t1 ⇒ n
4
= t1 ⋅ s.
However since gcd(t1, s) = 1,
n = n21 ⇒ (n12 )2 = t1 ⋅ s⇒ t1 = t22, s = s21.
Notice now that
m = s2 + t2 ⇒m21 = s41 + 4t21 ⇒m21 = s41 + 4t42.
Therefore, (m1, s1, t2) is another integral solution such that
m1 ≤m21 =m ≤m2 <m2 + n2 = a.
This is a contradiction to our assumption that a was the smallest solution. In the second case we
have gcd(a, c) = 2. This implies that
∃a1, c1 ∈ Z such that 2a1 = a and 2c1 = c.
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We then have
4a21 = 16c41 + 4d4 ⇒ a21 = 4c41 + d4.
Notice that gcd(a1, c1) = 1,gcd(c1, d) = 1, and (a1, d2) = 1 since gcd(a, b4) = 1. Once again, a1
and d must be of the same parity, and in this case they are both odd. Therefore (a1,2c2) =
1 and (d2,2c21) = 1, which brings us back to the first case. Hence, the proof is exactly the same as
before, showing that a2 = c4+4d4 has no non-trivial solutions. Therefore, √x4 + 4 is never rational
for x /= 0, so the only rational solutions to f(x, y) = x2y + y2 − 1 are (0,±1).
As for a counterexample over R, consider the curve h(x, y) = (x2 − 1)2 + y2 ∈ R[x, y]. The
irreducibility of h(x, y) is similar to that of the argument given above. As for the solutions of
h(x, y) over R, we have
ZR((x2 − 1)2 + y2) = ZR(x2 − 1, y) = ZR(x2 − 1) ∩ZR(y) = {(±1,0)}
Hence, ZR((x2 − 1)2 + y2) is once again reducible since it is a union of two points, although(x2 − 1)2 + y2 generates a prime ideal.
We now consider Question 1.6.1(i). We will see in Chapter 2 that with an extra hypothesis
on the prime ideal P the statement becomes valid. For the moment, we give a counter example:
Example 1.6.7. Consider the set ZR((x2 + 1)x, (x2 + 1)y) ⫅ AR. We have that
ZR((x2 + 1)x, (x2 + 1)y) = ZR(x2 + 1) ∪ZR(x, y) = ∅ ∪ZR(y) = ZR(x, y),
which is the origin of the coordinate plane over R. The origin is a single point of the affine plane,
so is irreducible. One easily notices however, that the ideal ⟨(x2 + 1)x, (x2 + 1)y)⟩ is not prime in
R[x, y].
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1.7 Hilbert Nullstellensatz
This section will introduce the classical Hilbert-Nullstellensatz and give a few variations.
We first start with an algebraic interpretation, known as Zariski’s lemma. Recall not all finitely
generated K-algebras are finitely generated as K-modules. For instance, the polynomial ring K[x]
is a finitely generated K-algebra but has a countably infinite basis as a K-module,
{x0, x1, x2, x3, . . . , xm, . . .} .
Zariski’s lemma equates these notions.
Theorem 1.7.1 (Zariski’s Lemma). Let K ⫅ L be a field extension. If L is a finitely generated
K-algebra then L is algebraic over K, i.e., a finitely generated K-module.
Proof. Let L be a finitely generated K-algebra,
L = K[x1, x2, . . . , xs] for some s ∈ N.
Then by Noether normalization, there exist y1, y2, . . . , ym ∈ L for some m ≤ s such that
K[y1, y2, . . . , ym] ⫅ L
is a finite extension, i.e., L is a module-finite K[y1, y2, . . . , ym]-algebra. However, Lemma 1.2.16
implies K[y1, y2, . . . , ym] is a field. This can only be the case when m = 0. Therefore L is a finite
extension of K, i.e., an algebraic extension of K.
Corollary 1.7.2. For a finitely generated K-algebra B and a maximal ideal m ≤ B,
B
m
is finite extension of K.
This interpretation of the Hilbert-Nullstellensatz does not assume K is an algebraically closed
field. Hence, we may get an insight into what happens with maximal ideals in a general ploynomial
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ring K[x]. For instance in R[x], there exist two kinds of maximal ideals. Let m ≤ R[x]. If R[x]m ≅ R,
then we recover Theorem 1.7.3 and m is of the form ⟨x−a⟩ for some a ∈ R. However, we may have
R[x]
m ≅ C. In this case R[x]m is a degree two extension of R. We have that ZR(m) = ∅, However, m
corresponds to two points in AC. To see this notice the isomorphism implies there is a surjective
homomorphism ϕ∶R[x] Ð→ C with ker(ϕ) = m. Consider now the image of x in C, ϕ(x) = a + bi
for some a, b ∈ R. Since
2 = [C ∶ R] = [R(a + bi) ∶ R][C ∶ R(a + bi)]
We must have [R(a + bi) ∶ R] = 2. Therefore the minimal polynomial of a + bi has a − bi as a zero
as well. Thus, we must have (x − (a + bi))(x − (a − bi)) ∈ker(ϕ) = m. Hence, m corresponds to a
conjugate pair of points in AC. In general, for a maximal ideal m ≤ K[x], m corresponds to d (not
necessarily distinct) conjugate points in a finite extension of K, where d = deg(f) with ⟨f⟩ = m.
Theorem 1.7.3. [Weak Hilbert-Nullstellensatz I] Let K be an algebraically closed field. There is a
one to one correspondence between maximal ideals of K[x] and points of AnK; i.e., every maximal
ideal of K[x] has the form
ma ∶= ⟨x1 − a1, x2 − a2, . . . , xn − an⟩ for some a ∈ AnK.
Proof. For any point a ∈ AnK, we have a homomorphism
K[x]Ð→ K
f z→ f(a).
This map induces the isomorphism, K[x]⟨x1−a1,x2−a2,...,xn−an⟩ ≅ K. Hence, ⟨x1 − a1, x2 − a2, . . . , xn − an⟩ is
a maximal ideal.
Now let m ≤ K[x] be a maximal ideal. Since, K[x]m is a finitely generated K-algebra, we may
apply Zariski’s Lemma, showing K ⫅ K[x]m is an algebraic field extension. However, since K is
algebraically closed,
K ⫅ K[x]
m
⫅ K⇒ K ≅ K[x]
m
,
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which is an isomorphism of K-algebras. Hence, we have a surjective K-algebra homomorphism
ϕ∶K[x]Ð→ K
where kerϕ = m. Therefore, the images of the xi under ϕ must be elements of K for all i,1 ≤ i ≤ n.
Let ϕ(xi) = ai, then ai ≡ xi (mod m), and
⟨x1 − a1, x2 − a2, . . . , xn − an⟩ ⫅ m.
We then necessarily have equality since ⟨x1 − a1, x2 − a2, . . . , xn − an⟩ is already maximal.
Theorem 1.7.4. [Weak Hilbert-Nullstellensatz II] Let K be an algebraically closed field and let
I  K[x] be a proper ideal. Then, ZK(I) /= ∅.
Proof. By a standard application of Zorn’s Lemma, there exists a maximal ideal m containing I.
This maximal ideal must be one of the form ma for some a ∈ AnK, by Theorem 1.7.3. Due to the
inclusion-reversing property of ZK,
I ⫅ ma ⇒ ZK(ma) = {a} ⫅ Z(I).
Hence, ZK(I) /= ∅.
Theorem 1.7.5. [Strong Hilbert-Nullstellensatz I] Let K be an algebraically closed field and let
I ≤ K[x]. Then IK(ZK(I)) = √I.
Proof. We have that I ⫅ IK(ZK(I)) from Proposition 1.4.7. After taking radicals of both sides,
Proposition 1.4.9 implies √
I ⫅ √IK(ZK(I)) = IK(ZK(I)).
The argument for the forward containment is known as the Rabinowitsch’s Trick. Let
f ∈ IK(ZK(I)). From Hilbert’s basis theorem, we know that I is finitely generated, say
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I = ⟨f1, f2, . . . , fm⟩. We introduce a new variable y and define an ideal
I˜ ∶= ⟨f1, f2, . . . , fm,1 − f ⋅ y⟩ ≤ K[x1, x2, . . . , xn, y].
We now consider the affine algebraic set, ZK(I˜) ⫅ An+1K and show ZK(I˜) = ∅. Assume this is not
the case, so that ZK(I˜) /= ∅. Then the exists a point (a1, a2, . . . , an, an+1) ∈ ZK(I˜). Let us consider
I as an ideal of K[x1, x2, . . . , xn, y] and notice I ⫅ I˜, hence ZK(I˜) ⫅ ZK(I). Thus, (a1, a2, . . . , an) ∈ZK(I) and fi(a1, a2, . . . , an) = 0 for all i,1 ≤ i ≤m. By our hypothesis, f(a1, a2, . . . , an) = 0 as well.
However, (1 − f ⋅ y)(a1, a2, . . . , an, an+1) = 1 − f(a1, a2, . . . , an) ⋅ an+1 = 1 − 0 = 1,
contradicting the fact that (a1, a2, . . . , an, an+1) ∈ ZK(I˜). We then may conclude that ZK(I˜) = ∅.
The contrapositive of the Weak Hilbert-Nullstellensatz then implies 1 ∈ I˜. Thus,
m∑
i=1 hi ⋅ fi + hn+1 ⋅ (1 − f ⋅ y) = 1, where hi ∈ K[x1, x2, . . . , xn, y] for all i,1 ≤ i ≤ n + 1.
If we now substitute 1f for y, we get the following expression
m∑
i=1 hi(x1, x2, . . . , xn, 1f ) ⋅ fi(x1, x2, . . . , xn) = 1.
After obtaining a common denominator, we have
∑mi=1 h′i(x1, x2, . . . , xn) ⋅ fi(x1, x2, . . . , xn)
fm
= 1⇒ fm = m∑
i=1 h′i(x1, x2, . . . , xn) ⋅ fi(x1, x2, . . . , xn),
where h′i(x1, x2, . . . , xn) = hi(x1, x2, . . . , xn)⋅ (a power of f). Therefore, f ∈ √I, finishing the
proof.
Theorem 1.7.6. [ [5], Corollary 1.17, Strong Hilbert-Nullstellensatz II] Let K be an algebraically
closed field. There is a bijective correspondence between the following pairs of sets:
{affine algebraic sets} and {radical ideals}
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{Irreducible affine algebraic sets} and {prime ideals}
{points} and {maximal ideals}
Proof. For every algebraic set X ⫅ AnK, we have ZK(IK(V )) = V by Proposition 1.4.7. Conversely,
by Theorem 1.7.5, for every ideal J we have IK(ZK(J)) = √J , providing the first bijection. The
second bijection follows from Proposition 1.5.7. The fact that points correspond to maximal ideals
is precisely that statement of Theorem 1.6.4.
Consider an irreducible algebraic set V . Notice that the projection pi∶K[x]Ð→ K[V ] induces
a bijective correspondence between ideals of K[V ] and ideals of K[x] that contain IK(V ) by
Theorem 1.2.6. Thus there is an induced bijective correspondence:
{affine algebraic subsets of V }↔ {radical ideals of K[V ]}
{Irreducible affine algebraic subsets of V }↔ {prime ideals of K[V ]}
{points of V }↔ {maximal ideals of K[V ]}
We may in particular apply the Hilbert-Nullstellensatz to the coordinate ring of functions
K[V ] for al irreducible algebraic set V .
Theorem 1.7.7. [ [2], Corollary 33, Strong Hilbert Nullstellensatz III] Let K be any field where
K is the algebraic closure and let J ≤ K[x]. Then IK(ZK(J)) = √J , where ZK(J) is the zero
set in Kn of polynomials from J , and IK(ZK(J)) is the ideal of polynomials from K[x1, . . . , xn]
vanishing at all points of ZK(J).
Proof. Consider the integral extension
ϕ ∶ K[x1, . . . , xn]Ð→ K[x1, . . . , xn].
Extend J to K[x1, . . . , xn] and apply Hilbert Nullstellensatz,
IK(ZK(J ⋅K[x1, . . . , xn])) = √J ⋅K[x1, . . . , xn].
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Then contract the left side of the equality back to K[x1, . . . , xn],
IK(ZK(J ⋅K[x1, . . . , xn])) ∩K[x1, . . . , xn] = IK(ZK(J ⋅K[x1, . . . , xn])) = IK(ZK(J)),
with the first equality given by set theoretic definitions and the second by Proposition 1.3.3(ii) (J
is considered a set in K[x1, . . . , xn]). The contraction of the right side of the equality above gives,
√
J ⋅K[x1, . . . , xn] ∩K[x1, . . . , xn].
However by Lemma 1.2.5, we have
√
J ⋅K[x1, . . . , xn] ∩K[x1, . . . , xn] = √J ⋅K[x1, . . . , xn] ∩K[x1, . . . , xn].
The following Lemma shows that J ⋅ K[x1, . . . , xn] ∩ K[x1, . . . , xn] = J for all J ≤ K[x1, . . . , xn].
Thus √
J ⋅K[x1, . . . , xn] ∩K[x1, . . . , xn] = √J,
so IK(ZK(J)) = √J .
Lemma 1.7.8. Consider the integral extension ϕ∶K[x] Ð→ K[x]. Then for all ideals b ≤ K[x], we
have
bK[x] ∩K[x] = b,
where bK[x] is the ideal generated by its image under ϕ in K[x].
Proof. We will show the integral extension ϕ ∶ K[x1, . . . , xn] Ð→ K[x1, . . . , xn] is a faithfully flat
homomorphism, which by Theorem 1.2.17 concludes the result. Notice K is a free K-module since
its a vector space over K, hence K =⊕i∈I K ∶= K(I) . Note also that K is flat over K since it is free
over K. For any nonzero module, M , we have
K⊗K M = K(I) ⊗K M =M (I) ≠ 0.
Thus K is faithfully flat over K. Now by the change of base property for faithfully flatness, we
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have that
K[x1, . . . , xn] = K[x1, . . . , xn]⊗K K = K[x1, . . . , xn](I)
is faithfully flat as a K[x1, . . . , xn]-module. This implies that ϕ is a faithfully flat homomorphism.
Finally by Theorem 1.2.17, the result follows.
Before we get to a variant of the Hilbert Nullstellensatz for finite fields, we would now like
to consider J ⊆ Fq[x1, . . . , xn] where Fq is the finite field with q elements(q = pe for some prime p)
and ZL(J) = ZFq(J) ∩ L, where L = Fq1 × Fq2 × . . . × Fqn with each qi as an arbitrary power of p.
We need one more lemma before we get there:
Lemma 1.7.9. [ [3], Lemma 3.1.1.] If J ⊆ Fq[x1, . . . , xn], then J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩
is a radical ideal, where each qi is an arbitrary power of p.
Proof. Let f ∈ √J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩. Then
fm ∈ J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩,
for some m ∈ N. Consider the surjection
ϕ ∶ Fq[x1, . . . , xn]→ Fq[x1, . . . , xn]/⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩.
Then (f˜)m ∈ J˜ . Notice (f˜)l = f˜ , where l =lcm(q, q1, q2, . . . , qn). This follows from Fermat’s Little
Theorem and the fact that l =lcm(q, q1, q2, . . . , qn). Therefore, (f˜)m(f˜)l−m = (f˜)l = f˜ . So, f˜ ∈ J˜ or
f ∈ J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩. The opposite containment is obvious.
Theorem 1.7.10 (A variant of Hilbert Nullstellensatz over finite fields). Let Fq be the finite field
with q elements, where q = pe for some prime p and let J ⊆ Fq[x1, . . . , xn]. Also let L = Fq1 × Fq2 ×
. . . × Fqn where each qi is an arbitrary power of p. Then
IFq(ZL(J)) = J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩
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Proof. By the variant we have that,
IFq(ZFq(J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩)) = √J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩= J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩,
by Lemma 1.7.9. However,
ZFq(J + ⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩) = ZFq(J) ∩ VFq(⟨xq11 − x1, xq22 − x2, . . . , xqnn − xn⟩)= ZFq(J) ∩L= ZL(J),
by definition. Now apply IFq to both sides.
Theorem 1.7.11. [ [3], Theorem 3.2, Strong Hilbert-Nullstellensatz over finite fields] Let Fq be the
finite field with q elements, where q = pe for some prime p and let J ≤ Fq[x1, . . . , xn]. Then
IFq(ZFq(J)) = J + ⟨xq1 − x1, xq2 − x2, . . . , xqn − xn⟩.
Proof. This is a special case of the variant proved above, where q = q1 = q2 = . . . = qn.
We mentioned we would show the vanishing ideal of AnK over a finite field K.
Corollary 1.7.12. Let ∣K∣ = q where q = pe for some prime p ∈ N and some e ∈ N, then
IK(AnK) = ⟨xq1 − x1, xq2 − x2, . . . , xqn − xn⟩ ≤ K[x].
Proof. Take J to be the zero ideal of Fq[x1, . . . , xn] in Theorem 1.7.11.
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CHAPTER 2
TOPOLOGY AND DIMENSION
2.1 Maps on Irreducible Affine Algebraic Sets
In this section, our exposition closely follows that of [4] and [5]. We assume V ⫅ AnK to be an
irreducible affine algebraic set throughout this section. Recall a polynomial function defined on V
is function from V to AK = K that may be represented as a polynomial from K[x]. In Section 1.4,
we identified the set of all such functions with the coordinate ring of V ,
{f ∣ f is a polynomial function on V } ≅ K[V ] = K[x]IK(V ) .
Therefore from now on we will identify the elements of K[V ] as polynomial functions from V to
K.
Additionally, since we are assuming V is irreducible, Proposition 1.5.7 states that IK(V ) is a
prime ideal. Hence K[V ] is an integral domain and we may consider then the field of fractions of
K[V ].
Definition 2.1.1. Let V ⫅ AnK be an irreducible affine algebraic set. The field of fractions of K[V ]
is known as the field of rational functions on V , denoted K(V ).
Definition 2.1.2. An h ∈ K(V ) is regular at a point p ∈ V if there exist elements f, g ∈ K[V ] such
that h = fg and g(p) /= 0.
Definition 2.1.3. The ring of regular functions at a point p ∈ V is the set of all regular functions
at p, OV,p ∶= {f
g
∣ f, g ∈ K[V ] and g(p) /= 0} ⊂ K(V ).
37
Remark 2.1.4. (i) OV,p is a local ring. We have that the unique maximal ideal of OV,p is
mV,p ∶= {f
g
∈ K(V ) ∣ f(p) = 0, g(p) /= 0} ≤ OV,p.
We see this by noticing OV,p∖mV,p is the set of invertible elements of OV,p. If h ∈ OV,p∖mV,p,
then h(p) /= 0. Hence, h may be inverted, showing OV,p is a local ring by Lemma 1.2.7.
(ii) The set of all elements f ∈ K[V ] such that f(p) = 0 forms an ideal of K[V ], i.e.,
mV,p ∶= {f ∈ K[V ] ∣ f(p) = 0} ≤ K[V ].
Consider the natural surjection pi∶K[x] Ð→ K[V ]. Ideals of K[x] that contain IK(V ) bijec-
tively correspond to ideals of K[V ]. Hence the maximal ideal IK({p}) of K[x] corresponds
to the maximal ideal IK({p}) + IK(V ) = mV,p of K[V ]. Thus, we may then regard OV,p as
the localization of K[V ] by mV,p,
K[V ]mV,p = OV,p.
Definition 2.1.5. Let V be a non-empty affine algebraic set. Then the ring of regular functions
on V is the set OV (V ) ∶= ⋂
p∈V OV,p ⊂ K(V ).
Lemma 2.1.6. Let f ∈ K[x] and let U ⫅ V be a non-empty open set of V . Then
f ↾ U = 0⇒ f ↾ V = 0.
Proof. We have that f ↾ U = 0 and let us assume f ↾ V /= 0. Then there must exist a point
a ∈ (V ∖ U) such that f(a) /= 0. Consider the set DV (f) ∶= {v ∈ V ∣ f(v) /= 0}. This set is open in
V since V ∖ (ZK(f) ∩ V ) = DV (f) where (ZK(f) ∩ V ) is obviously a closed set in V . Therefore,
we have two non-empty open sets U and DV (f) in V such that U ∩DV (f) = ∅, which contradicts
the fact the V is irreducible. Hence, we must have f ↾ V = 0.
Consider an element h ∈ OV,p. Then h = fg for some f, g ∈ K[V ], which implies h is regular on
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the open set DV (g). Thus we introduce a slightly different but equivalent definition of regularity.
Definition 2.1.7. Let h∶V Ð→ AK be a function. Then h is regular at a point p ∈ V if there exists
an open neighborhood of p, Up ⫅ V such that h(a) = f(a)g(a) for all a ∈ Up where f, g ∈ K[x]. We say
h is regular if it is regular at every point in V .
Lemma 2.1.8 ( [4], Lemma 2.1.8.). Definition 2.1.5 is equivalent to the Definition 2.1.7
Proof. The forward direction is obvious. Conversely, let h∶V Ð→ AK be a regular function as in
Definition 2.1.7. Then for any point p ∈ V there exist polynomials f, g ∈ K[x] such that h(a) = f(a)g(a)
and g(a) /= 0 for all a ∈ Up, where Up is an open neighborhood of p in V . We claim fg ∈ K(V ) is
an element of the ring of regular functions as in Definition 2.1.5. In fact we show this element
does not depend on the choices we made. Let us consider another point q ∈ V (not necessarily
distinct from p), and suppose there exists polynomials f ′, g′ ∈ K[x] such that h = f ′g′ for some open
neighborhood of q, Uq ⫅ V . Then fg′ = gf ′ on the non-empty open set Up ∩ Uq. This implies
fg′ − gf ′ = 0 on the non-empty open set Up ∩Uq, and by Lemma 2.1.6, fg′ − gf ′ = 0 on V . Hence,
fg′ − gf ′ ∈ IK(V ), which is zero in K[V ]. Therefore fg = f ′g′ ∈ K(V ).
Proposition 2.1.9. Let K be an algebraically closed field. Then
OV (V ) = K[V ].
Proof. The reverse containment is obvious: if f ∈ K[V ], then f1 ∈ OV (V ). For the forward
containment, let h ∈ OV (V ). Then for all points p ∈ V there exists fp, gp ∈ K[V ] such that
h = fpgp and gp(p) /= 0. Consider now the ideal generated by all the gp, ⟨{gp}p∈V ⟩ = G. Now we
must have ZK(G) ∩ V = ZV (G) = ∅ otherwise would contradict our choices of gp. Thus apply
the contrapositive of Theorem 1.7.4 to the ideal G ≤ K[V ], implying IV (ZV (G)) = ⟨1⟩ in K[V ],
where IV (ZV (G)) ∶= {f ∈ K[V ] ∣ f(v) = 0 for all v ∈ ZV (G)}. Thus, there exists kj ∈ K[V ] and
gi = gpi ∈ G for i = 1,2, . . . ,m such that ∑mi=1 kigi = 1. If we now multiply both sides by h we get,
m∑
i=1 kigih = m∑i=1 kifi = h,
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where fi = fpi for i = 1,2, . . . ,m and since h = fpgp . Therefore h is a sum of products of elements
from K[V ], which implies OV (V ) ⫅ K[V ].
Remark 2.1.10. Another common definition of regularity: A function ϕ∶V Ð→ AK is regular if
there exists a polynomial function F ∈ K[x] such that F ↾ V = ϕ. Proposition 2.1.9 does in fact
show all regular functions are restrictions of polynomials from K[x]. However, Proposition 2.1.9
is only true over an algebraically closed field as the following example shows.
Example 2.1.11. Consider AR. We have that 1x2+1 is regular on all of AR and is not a restriction of
a polynomial. This example also shows that K[V ] ⫋ OV (V ) when K is not algebraically closed.
Hence, the ring of regular functions lies somewhere in between the coordinate ring of functions
and the field of rational functions.
We now examine maps between two affine algebraic sets. Consider two affine algebraic sets
X ⫅ AnK and Y ⫅ AmK .
Definition 2.1.12. A map ϕ∶X Ð→ Y is a polynomial map if there exists polynomials f1, f2, . . . , fm ∈
K[x] such that ϕ(a) = (f1(a), f2(a), . . . , fm(a)) ∈ Y ⫅ AmK for all a ∈ X. We denote the set of
polynomial maps from X to Y by Poly(X,Y )
Let ϕ∶X Ð→ Y be a polynomial map, and consider an element f ∈ K[Y ]. Let us define
ϕ∗(f) ∶= f ○ ϕ. Since we have that f is a polynomial function of Y , when we compose with the
polynomial map ϕ we get back a polynomial function of X. That is there exists a map
ϕ∗∶K[Y ]Ð→ K[X]
f z→ ϕ∗(f) = f ○ ϕ.
We will show this map is actually a K-algebra homomorphism. We first show it is well-
defined. Assume fˆ = gˆ in K[Y ]. Then f − g ∈ IK(Y ), which means f(b) = g(b) for all b ∈ Y ⫅ AmK .
In particular we have f(ϕ(a)) = g(ϕ(a)) for all a ∈ X, since ϕ(a) ∈ Y for all a ∈ X. Thus,
f ○ ϕ − g ○ ϕ ∈ IK(Y ), i.e., ϕ∗(f) = ϕ∗(g), proving that ϕ∗ is well-defined. Consider now
ϕ∗(f + g) = (f + g) ○ ϕ = f ○ ϕ + g ○ ϕ = ϕ∗(f) + ϕ∗(g)
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and
ϕ∗(f ⋅ g) = (f ⋅ g) ○ ϕ = f ○ ϕ ⋅ g ○ ϕ = ϕ∗(f) ⋅ ϕ∗(g).
Finally, ϕ∗(k) = k ○ϕ = k for all k ∈ K, which proves that ϕ∗ is in fact a K-algebra homomorphism.
Thus, a polynomial map ϕ induces a K-algebra homomorphism ϕ∗.
Proposition 2.1.13. The map χ∶Poly(X,Y ) Ð→ HomK−alg(K[Y ],K[X]) where ϕ z→ ϕ∗ is a
bijection.
Proof. We show for a K-algebra homomorphism µ∶K[Y ] Ð→ K[X], there exists a polynomial
map ϕ∶X Ð→ Y such that ϕ∗ = µ. Consider the coordinate ring K[Y ] = K[y1, y2, . . . , ym] where
yi = yi + IK(Y ). Let fi = µ(yi) ∈ K[X], then ϕ = (f1, f2, . . . , fm) is a polynomial map from X
to AmK . We show the image of ϕ is contained in Y . Let g = g(y1, y2, . . . , ym) ∈ IK(Y ), then
g(y1, y2, . . . , ym) = g(y1, y2, . . . , ym) = 0 in K[Y ]. We also have µ(g(y1, y2, . . . , ym) = 0 since zero
maps to zero under a homomorphism. Also,
0 = µ(g(y1, y2, . . . , ym) = g(µ(y1), µ(y2), . . . , µ(ym)) = g(f1, f2, . . . , fm),
since µ is a K-algebra homomorphism. Thus, g(f1, f2, . . . , fm) ∈ IK(X), which by definition implies
g(f1(x), f2(x), . . . , fm(x)) = g(ϕ(x)) = 0 for all x ∈X. Since g was chosen arbitrarily from IK(Y ),
we have shown that every element of IK(Y ) vanishes at ϕ(x) for all x ∈ X. Thus we must have
ϕ(X) ⫅ Y . Notice the yi generate K[Y ] and µ(yi) = yi ○ ϕ = ϕ∗(yi) = fi by definition of fi.
Therefore ϕ∗ = µ.
Let ϕ = (f1, f2, . . . , fm) and ψ = (g1, g2, . . . , gm) be two polynomial maps from X Ð→ Y , where
fi, gi ∈ K[X] and ϕ∗ = ψ∗. Then we must have yi ○ϕ = ϕ∗(yi) = ψ∗(yi) = yi ○ψ. We then apply this
equality to points of X to get fi(x) = (yi ○ϕ)(x) = (yi ○ψ)(x) = gi(x) for all x ∈X. However, this
implies ϕ(x) = ψ(x) for all x ∈X. Therefore we have ϕ = ψ, proving injectivity.
Definition 2.1.14. A polynomial map ϕ∶X Ð→ Y is an isomorphism if there is a polynomial map
φ∶Y Ð→X such that ϕ ○ φ = idY and φ ○ ϕ = idX .
Corollary 2.1.15 ( [5], Proposition 1.48). A polynomial map ϕ∶X Ð→ Y is an isomorphism of
affine algebraic sets if and only if ϕ∗∶K[Y ]Ð→ K[X] is an isomorphism of K-algebras.
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2.2 Zariski Topologies
We define an extension of the Zariski topology over K, known as the K-Zariski topology. We
still let ideals from K[x] define closed sets; however, we consider these closed sets as subsets of
An
K
rather than AnK.
Definition 2.2.1. The K-Zariski topology of An
K
is defined by taking the closed sets to be ZK(J)
where J ≤ K[x]. The collection of all closed sets in the K-Zariski topology is denoted by K-ZK.
Just as in the Zariski topology, we have the topological notion of closure, known as the
K-closure.
Definition 2.2.2. Consider a subset W ⫅ Kn. Then the K-closure is in intersection of all the closed
sets in the K-Zariski topology containing W . We will denote this closure with the usual notation,
W . It will be clear from context which closure we are referring to.
Proposition 2.2.3. Let W ⫅ Kn be an arbitrary subset and W be the K-closure of W under the
K-Zariski topology. Then,
W = ZK(IK(W )).
Proof. Since W ⫅ ZK(IK(W )) ⇒ W ⫅ ZK(IK(W )). For the reverse inclusion, we have W ⫅ W.
Then after applying IK and ZK we get, ZK(IK(W )) ⫅ ZK(IK(W )). Since W is closed in
the K-Zariski topology, there exists an ideal J ≤ K[x] such that ZK(J) = W . Therefore,ZK(IK(W )) ⫅ ZK(IK(W )) = ZK(IK(ZK(J))). By Theorem 1.7.7 we have that IK(ZK(J)) = √J .
Thus ZK(IK(W )) ⫅ ZK(√J) = ZK(J) =W by Proposition 1.4.9(ii).
Similarly, we may define the ”closure”, known as the K-radical, of a subset T ⫅ K[x].
Definition 2.2.4. Let T ⫅ K[x]. Then the K-radical of T is the sum of all ideals from K[x] that
define the algebraic set, ZK(T ), denoted K√T .
Notice that T defines ZK(T ), so the sum is not empty. Also the sum of all ideals that defineZK(T ) is necessarily an upper-bound on this set of ideals. Hence, K√T is the largest ideal that
defines ZK(T ).
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Proposition 2.2.5. Let T ⫅ K[x], then the K-radical of T is the vanishing ideal of ZK(T ):
K√
T = IK(ZK(T ))
.
Proof. By definition of IK, for all ideals J ≤ K[x] such that ZK(J) = ZK(T ) we must have
J ⫅ IK(ZK(T )). In particular we have K√T ⫅ IK(ZK(T )). However, by definition of K√T we must
also have IK(ZK(T )) ⫅ K√T .
Definition 2.2.6. We say an ideal J ⫅ K[x] is K-radical if and only if
J = IK(ZK(J)) = K√J.
Let us recall we defined the Zariski topology over a field K to be the collection of all closed
sets V such that V = ZK(J) ⫅ AnK for some J ≤ K[x], denoted by ZK. Additionally, for any subset
X ⫅ AnK, we may consider the induced Zariski topology to be the collection of all closed sets VX
where the closed sets are VX ∶= ZK(J) ∩X for some J ≤ K[x], denoted by ZK ↾ X . Now let K
be the algebraic closure of the field K, and we may therefore consider the induced topology of
Kn = AnK from ZK, with the collection of closed sets denoted as ZK ↾ K. Lastly, we consider the
induced topology of Kn = AnK from the K-Zariski topology, where the collection of closed sets in
the induced topology is denoted as K-ZK ↾ K. Therefore we have three topologies for AnK; namely,
ZK, ZK ↾ K, and K-ZK ↾ K. We first show K-ZK ↾ K = ZK, which follows from Observation 2.2.7.
Observation 2.2.7. For all ideals J ≤ K[x],
ZK(JK[x]) ∩Kn = ZK(J).
Proof. In general, ZK(J) ⫅ ZK(JK[x]) for J ≤ K[x]. If we now intersect with Kn, ZK(J) ⫅ZK(JK[x]) ∩Kn, which proves the reverse containment. Assume now a ∈ ZK(JK[x]) ∩Kn. Then
a ∈ ZK(JK[x]), and a ∈ Kn. Therefore, f(a) = 0 for all f ∈ JK[x] and a ∈ Kn. Since J generates
JK[x] we must also have f(a) = 0 for all f ∈ J . By definition a ∈ ZK(J), proving the forward
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containment.
Observation 2.2.8. For all algebraic sets V = ZK(J) for some ideal J ≤ K[x],
IK(V ) ∩K[x] = IK(V ).
Proof. We have that IK(V )∩K[x] = IK(ZK(J))∩K[x] = √JK[x]∩K[x] = √JK[x] ∩K[x] = √J ,
by the Theorem 1.7.5 and Lemma 1.2.5. Similarly the right side, IK(V ) = IK(ZK(J)) = √J , by
Theorem 1.7.7. Hence, we have equality.
Proposition 2.2.9. [ [7], Proposition 3.5] Let X be a topological space and let Y be a subspace of
X. Then if Y is irreducible so is its closure Y .
Proof. If Y = F1 ∪ F2, where Fi is a closed set of Y and is hence a closed set of X. Then
Y = (F1 ∩ Y ) ∪ (F2 ∩ Y ), and hence since Y is irreducible , Y = Fi ∩ Y , or, alternatively, Y ⊂ Fi.
But we then have Y ⊂ Fi, and hence Y = Fi.
Corollary 2.2.10. Let V ∈ ZK. If V is irreducible then V ∈ K-ZK is irreducible.
Proof. This follows directly from Observation 2.2.7. and Proposition 2.2.9.
Proposition 2.2.11 ( [8], Proposition 1.3). Let J ⫅ K[x]. The following assertions are equivalent:
• J is K-radical
• ZK(J) ∈ ZK is dense under the K-closure in ZK(J) ∈ K-ZK and J is radical.
Proof. Assume J is K-radical. Then J = IK(ZK(J)). Apply ZK to both sides to get ZK(J) =ZK(IK(ZK(J)) = ZK(J). We also have that J is a radical ideal because it is equal to IK(ZK(J)).
For the converse, let ZK(J) be dense in ZK(J) with √J = J , so by definition of dense in K-ZK,
we have ZK(IK(ZK(J)) = ZK(J). Take IK of both sides to get IK(ZK(IK(ZK(J))) = IK(ZK(J)).
However by Theorem 1.7.7 the left side IK(ZK(IK(ZK(J))) = √IK(ZK(J)) = IK(ZK(J)), and the
right side IK(ZK(J)) = √J = J . Hence IK(ZK(J)) = J , so J is K-radical.
Proposition 2.2.12 ( [8], Proposition 1.3). For an ideal J ≤ K[x], IK(ZK(J)) = K√J is the inter-
section of all K-radical prime ideals containing J .
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Proof. Suppose P is a K-radical prime containing J . After applying ZK then IK, we get
K√
J ⫅ IK(ZK(P )) = P.
For the reverse containment, suppose f /∈ K√J . Then fn is not in K√J for any n because K√J is a
radical ideal. We may now consider the set Λ of all ideals I ≤ K[x] such that
{fn} ∩ I = ∅ for any n ∈ N.
We know
K√
J ∈ Λ, hence is non-empty, and that the ideals in Λ are partially ordered by inclusion.
Consider a chain of ideals {Iλ}λ∈Λ and consider their union ⋃λ∈Λ Iλ. It is easily verified that⋃λ∈Λ Iλ is an ideal and necessarily an upper bound. We have ⋃λ∈Λ Iλ ∈ Λ as well since each Iλ ∈ Λ.
Therefore, by Zorn’s Lemma There exists a maximal element P of Λ. Notice P is a proper ideal,
we show P is prime. Let xy ∈ P and assume P is not prime. Then ⟨P,x⟩ and ⟨P, y⟩ are strictly
larger than P . Hence, fn ∈ ⟨P,x⟩ and fm ∈ ⟨P, y⟩ for some n,m ∈ N. Then
fn = r1x + p1 and fm = r2y + p2
where r1, r2 ∈ K[x] and p1, p2 ∈ P . We now have
fn+m = r1r2xy + r1xp2 + r2yp1 + p1p2.
The right side is in P , but this implies a power of f is in P , contradicting P ∈ Λ. Therefore, x ∈ P
or y ∈ P , concluding that P is prime by definition. We now show that P is K-radical. Assume
not, then
K√
P is strictly larger than P . Hence,
K√
P contains a power of f , which implies f ∈ K√P
since
K√
P is radical by Proposition 1.4.9(ii). Now apply ZK to get ZK( K√P ) = ZK(P ) ⫅ ZK(f).
Once again this contradicts that fact that f /∈ P ⇒ ZK(P ) /⫅ ZK(f). Therefore P is a K-radical
prime not containing f , concluding the proof.
We now give a correspondence between K-radical ideals and affine algebraic sets in AnK.
Proposition 2.2.13. There is a one to one correspondence between affine algebraic sets in the
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Zariski topology defined over K and K-radical ideals of K[x].
Proof. Let W be an algebraic set. Then there must exist an ideal I ≤ K[x] such that ZK(I) =W .
If we now consider the K-radical of I, we have ZK(I) = ZK( K√I). Thus, every algebraic set is
described by a K-radical ideal. It is obvious every K-radical ideal defines an algebraic set of
AnK.
Proposition 2.2.14. There is a one to one correspondence between irreducible affine algebraic sets
in AnK and K-radical prime ideals in K[x].
Proof. Let V be an irreducible affine algebraic set in AnK. Then there must exist an ideal J ≤ K[x]
such that ZK(J) = V. Now consider the K-radical of J , K√J . We have K√J = IK(ZK(J)) by
Proposition 2.2.5, which implies
K√
J is prime by Proposition 1.5.7. Hence, V is described by a
K-radical prime ideal. For any K-radical prime ideal P = K√P = IK(ZK(P )), we have that ZK(P )
is irreducible by Proposition 1.5.7.
In other words, for all K-radical ideals J of K[x],
ZK(J) is irreducible⇔ J is a prime ideal of K[x],
which resolves our discrepancy discussed in Section 1.6.
2.3 Dimension
Throughout this section, we assume K is an infinite field.
Definition 2.3.1. Let X be a topological space. Then the dimension of X is the maximum of the
lengths of chains of distinct irreducible closed sets of X, denoted dim(X).
Definition 2.3.2. Let R be a K-algebra. The Krull dimension of R is the maximum of the lengths
of chains of distinct prime ideals of R, denoted dimK(R).
Definition 2.3.3. We call an irreducible algebraic set V ⫅ AnK a curve if dim(V ) = 1 in the Zariski
topology defined over K, ZK.
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Definition 2.3.4. We call an irreducible algebraic set V ⫅ AnK a surface if dim(V ) = 2 in the Zariski
topology defined over K, ZK.
Proposition 2.3.5. [ [7], Proposition 1.3] Let X be a topological space and Y a subspace of X.
Then dim(Y ) ≤ dim(X)
Proof. Let F1 ⫋ . . . ⫋ Fn be a chain of closed irreducible subsets of Y . There is then a sequence
F1 ⫋ . . . ⫋ Fn of closed irreducible subsets of X. These closed sets are distinct since, for every
i, Fi = Fi ∩ Y , since the sets Fi are closed in Y .
Proposition 2.3.6. [ [7], Proposition 1.4] Let X be topological space. Assume X = ⋃ni=1Xi where
the sets Xi are closed. Then dim(X)=sup dimXi.
Proof. From Proposition 2.3.5 we clearly have dim(X)≥ sup dim(Xi). Conversely, let p be the sup
in question. If p is infinite, the theorem is trivial. Assume not and take a chain in X of length
p + 1,
F1 ⫋ . . . ⫋ Fp+1.
Then Fp+1 = ⋃ni=1(Xi∩Fp+1), but since Fp+1 is irreducible, it is included in one of the sets Xi, which
contradicts dim(Xi)≤ p.
Observation 2.3.7. Let K = K be an algebraically closed field and let V ⫅ An
K
be an algebraic set
in the Zariski topology over K. Then,
dimK(K[V ]) = dim(V ).
This is due to the bijective correspondence between the prime ideals in K[V ] and the irre-
ducible affine algebraic subsets of V given by Theorem 1.7.6. Hence, a natural question arises:
Question 2.3.8. Is dimK(K[V ])=dim(V ), for an affine algebraic set V ⫅ AnK in the Zariski topology
defined over K?
Consider an algebraic set V ⫅ AnK. By Proposition 1.5.11, we have that
V = V1 ∪ V2 ∪ . . . ∪ Vn
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where Vi are irreducible affine algebraic subsets of V . By Proposition 2.3.6, we have dim(V )=sup
dim(Vi). Hence, we may restrict ourselves to the case where V is an irreducible affine algebraic
set of AnK. We rephrase our question:
Question 2.3.9. Is dimK(K[V ])=dim(V ), for an irreducible affine algebraic set V ⫅ AnK in the
Zariski topology defined over K?
Remark 2.3.10. An affine algebraic set V of dimension 0 is finite. Consider the decomposition into
irreducible components by Proposition 1.5.11, V = V1∪V2∪ . . .∪Vm for some m ∈ N. We then have
that the Vi are irreducible and also must be of dimension 0. Thus each Vi must be a point and we
only have finitely many of them.
We now discuss results pertaining to Question 2.3.9.
(i) We already know from Chapter 1 that the ideal of an irreducible affine algebraic set is always
prime. Consider an algebraic set V ⫅ AnK such that dim(V )=m. Then there must exist a
chain of irreducible affine algebraic sets contained in V ,
∅ /= V0 ⫋ V1 ⫋ . . . ⫋ Vm ⫅ V, where the Vi are irreducible.
If we now apply IK to this chain we will get another chain,
IK(V ) ⫅ IK(Vn) ⫋ IK(Vn−1) ⫋ . . . ⫋ IK(V0).
The inclusions are strict and each ideal is prime by Remark 1.4.8 and Proposition 1.5.7,
respectively. Hence we have just shown the following:
Observation 2.3.11. dimK(K[V ]) ≥ dim(V ), for an algebraic set V ⫅ AnK.
(ii)
Lemma 2.3.12. The affine space AnK is of dimension n in the Zariski topology defined over
K.
Proof. We obviously have
A0K ⫋ AK ⫋ A2K ⫋ . . . ⫋ AnK
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as a chain of distinct irreducible algebraic sets. Thus dim(AnK) ≥ n. Consider now that
coordinate ring of AnK, K[AnK] = K[x1, x2, . . . , xn]. We have that dimK(K[x1, x2, . . . , xn]) = n
by Theorem 1.2.13, since its field of fractions is K(x1, x2, . . . , xn), whose transcendence degree
over K is n. From Observation 2.3.3., we have dim(AnK) ≤ dimK(K[x1, x2, . . . , xn]) = n,
concluding dim(AnK) = n.
Observation 2.3.13. dimK(K[AnK]) = dim(AnK).
(iii) Consider now a point a ∈ AnK. The vanishing ideal IK(a) is be maximal by Theorem 1.7.3.
Thus K[{a}] = K[x]/IK(a) = K, which has dimension zero over K. Thus, every point of AnK
is of dimension zero.
Observation 2.3.14. dimK(K[{a}]) = dimK(K) = 0 = dim({a}).
We now consider each affine space separately.
(i) In AK, an irreducible set is either the whole space or a point. From our previous Observations
we have
dimK(K[V ]) = dim(V )
for all algebraic sets V ⫅ AK.
(ii) We consider now A2K. Once again by the previous Observations, we need only consider the
irreducible algebraic sets V such that V /= A2K and V is not a point of A2K. Since V is not a
point but irreducible, we have a chain
{v0} ⫋ V,
where v0 is a point on V , which implies dim(V )≥ 1. Similarly, dim(V )≤ 1, otherwise we
contradict the fact that dim(A2K) = 2. Therefore, dim(V ) = 1, i.e., V is a curve of A2K.
Assume now the coordinate ring of V is of dimension 2, dimK(K[V ]) = 2. This implies IK(V )
has height zero in K[x1, x2]. Therefore, IK(V ) is a minimal prime of K[x1, x2], but the only
minimal prime ideal of K[x1, x2] is the zero ideal. Therefore, IK(V ) = 0, but this implies
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V = A2K, which contradicts that V is of dimension one. Hence, we must have the coordinate
ring of V to be of dimension 1. We may now conclude that for every affine algebraic set V
of A2K,
dimK(K[V ]) = dim(V ).
(iii) We now consider the space A3K. Let V be an algebraic set such that V /= A3K and V is not a
point of A3K. So, we examine the two cases: dim(V ) = 1 and dim(V ) = 2.
Let dim(V ) = 2, and assume dimK(K[V ]) = 3. By the same argument in the previous case,
we must have IK(V ) = 0, which implies V = A3K, which contradicts our hypotheses on V . We
may conclude that dimK(K[V ]) = 2 as well.
We now examine the case when dim(V ) = 1. We assume dimK(K[V ]) = 2. Since
dimK(K[V ]) = 2, we have that IK(V ) must be of height one, i.e., IK(V ) is princi-
pal. Thus, IK(V ) = ⟨f⟩ for some f ∈ K[x1, x2, x3]. Take ZK of both sides to get,ZK(f) = ZK(IK(V )) = V , where the last equality follows from Proposition 1.4.7(ii). Since
dim(V ) = 1, must have infinitely many solutions in A3K. Therefore any proper algebraic set
contained in V must be of dimension 0, i.e., finite. Algebraically this implies that for all
polynomials g such that g /∈ ⟨f⟩, we must have ZK(f, g) to be finite. This motivates the
following question:
Question 2.3.15. Does there exist a polynomial f ∈ K[x1, x2, x3] with ZK(f) an infinite set
of points such that for all polynomials g ∈ K[x1, x2, x3] with g /∈ ⟨f⟩, ZK(g, f) is a finite set
of points from A3K?
Finding such an f would give a counterexample to Question 2.3.9. I believe there is coun-
terexample and that Question 2.3.9. has a negative answer; however, I have yet to be able
to prove either. We now give a relation of dimension that relates the K-radical.
Definition 2.3.16. Let R be a K-algebra. The K-radical dimension of R is the maximum of
the lengths of chains of distinct K- radical prime ideals of R, denoted dimK−rad(R).
Corollary 2.3.17. Let V be an algebraic set of AnK. Then dimK−rad(K[V ])=dim(V )
Proof. This is a consequence of Proposition 2.2.14.
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