A typical first step of a direct solver for the linear system Mx = b is reordering of the symmetric matrix M to improve execution time and space requirements of the solution process. In this work, we propose a novel nested-dissection-based ordering approach that utilizes hypergraph partitioning. Our approach is based on the formulation of graph partitioning by vertex separator (GPVS) problem as a hypergraph partitioning problem. This new formulation is immune to deficiency of GPVS in a multilevel framework and hence enables better orderings. In matrix terms, our method relies on the existence of a structural factorization of the input M matrix in the form of M = AA T (or M = AD 2 A T ). We show that the partitioning of the row-net hypergraph representation of the rectangular matrix A induces a GPVS of the standard graph representation of matrix M . In the absence of such factorization, we also propose simple, yet effective structural factorization techniques that are based on finding an edge clique cover of the standard graph representation of matrix M , and hence applicable to any arbitrary symmetric matrix M . Our experimental evaluation has shown that the proposed method achieves better ordering in comparison to state-of-the-art graph-based ordering tools even for symmetric matrices where structural M = AA T factorization is not provided as an input. For matrices coming from linear programming problems, our method enables even faster and better orderings.
Introduction. The focus of this work is the solution of symmetric linear systems of equations through direct methods such as LU and Cholesky factorizations.
A typical first step of a direct method is a heuristic reordering of the rows and columns of M to reduce fill in the triangular factor matrices. The fill is the set of zero entries in M that become nonzero in the triangular factor matrices. Another goal in reordering is to reduce the number of floating-point operations required to perform the triangular factorization, also known as operation count. It is equal to the sum of the squares of the number nonzeros of each eliminated row/column; hence it is directly related with the number of fills.
For a symmetric matrix, the evolution of the nonzero structure during the factorization can easily be described in terms of its graph representation [50] . In graph terms, the elimination of a vertex (which corresponds to a row/column of the matrix) creates an edge for each pair of its adjacent vertices. In other words, elimination of a vertex makes its adjacent vertices into a clique of size equal to its degree. In this process, the extra edges, which are added to construct such cliques, directly correspond to the fill in the matrix. Obviously, the amount of fill and operation count depends on
Here, structural factorization refers to the fact that we are seeking a {0,1}-matrix A = {a ij } , where AA T determines the sparsity pattern of M. In applications like the solution of linear programming (LP) problems using an interior point method, such a matrix is actually given as a part of the problem. For other problems, we present efficient methods to find such a structural factorization. Furthermore, we develop matrix sparsening techniques that allow faster orderings of matrices coming from LP problems.
To the best of our knowledge, our work, including our preliminary work that had been presented in [11, 15] , is the first work that utilizes hypergraph partitioning for fillreducing ordering. This paper presents a much more detailed and formal presentation of our proposed HP-based GPVS formulation in section 3, and its application for fill-reducing ordering symmetric matrices in section 4. A recent and complementary work [34] follows a different path and tackles unsymmetric ordering by leveraging our hypergraph models for permuting matrices into singly bordered block-diagonal form [8] . The HP-based fill-reducing ordering method we introduce in section 4 is targeted for ordering symmetric matrices and uses our proposed HP-based GPVS formulation. For general symmetric matrices, the theoretical foundations of HPbased formulation of GPVS presented in this paper lead to development of two new hypergraph construction algorithms that we present in section 3.2. For matrices arising from LP problems, we present two structural factor sparsening methods in section 4.2, one of which is a new formulation of the problem as a minimum set cover problem. A detailed experimental evaluation of the proposed methods presented in section 5 shows that our method achieves better orderings in comparison to the stateof-the-art ordering tools. Finally, we conclude in section 6.
Preliminaries.

Graph partitioning by vertex separator.
An undirected graph G = (V, E) is defined as a set V of vertices and a set E of edges. Every edge e ij ∈ E connects a pair of distinct vertices v i and v j . We use the notation Adj G (v i ) to denote the set of vertices that are adjacent to vertex v i in graph G . We extend this operator to include the adjacency set of a vertex subset V ⊆ V , i.e., Adj G (V ) = 
In the GPVS problem, the partitioning constraint is to maintain a balance criterion on the weights of the K parts of the K -way vertex partition Π V S = {V 1 , V 2 , . . . , V K ; V S } . The weight W k of a part V k is usually defined by the number of the vertices in V k , i.e., W k = |V k |, for 1 ≤ k ≤ K . The partitioning objective is to minimize the separator size, which is usually defined as the number of vertices in the separator, i.e., ( 
2.1)
Separatorsize(Π VS ) = |V S |.
Hypergraph partitioning.
A hypergraph H = (U, N ) is defined as a set U of nodes (vertices) and a set N of nets (hyperedges). We refer to the vertices of H as nodes, to avoid the confusion between graphs and hypergraphs. Every net Downloaded 06/13/13 to 139.179. 1.76 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php n i ∈ N connects a subset of nodes of U , which are called the pins of n i and are denoted as P ins(n i ). The set of nets that connect node u h is denoted as N ets(u h ). Two distinct nets n i and n j are said to be adjacent, if they connect at least one common node. We use the notation Adj H (n i ) to denote the set of nets that are adjacent to n i in H , i.e., Adj H (n i ) = {n j ∈ N −{n i } : P ins(n i ) ∩ P ins(n j ) = ∅} . We extend this operator to include the adjacency set of a net subset N ⊆ N , i.e., Adj H (N ) = ni∈N Adj H (n i ) − N . The degree d h of a node u h is equal to the number of nets that connect u h , i.e., d h = |N ets(u h )|. The size s i of a net n i is equal to the number of its pins, i.e., s i = |P ins(n i )|.
Π HP = {U 1 , U 2 , . . . , U K } is a K -way node partition of H if the following conditions hold: U k ⊆ U and
In a partition Π HP of H , a net that connects at least one node in a part is said to connect that part. A net n i is said to be an internal net of a node-part U k , if it connects only part U k , i.e., P ins(n i ) ⊆ U k . We use N k to denote the set of internal nets of node-part U k , for 1≤ k ≤ K . A net n i is said to be cut (external), if it connects more than one node part. We use N S to denote the set of external nets, to show that it actually forms a net separator; that is, removal of N S gives at least K disconnected parts.
In the HP problem, the partitioning constraint is to maintain a balance criterion on the weights of the parts of the K -way partition Π HP = {U 1 , U 2 , . . . , U K } . The weight W k of a node-part U k is usually defined by the cumulative effect of the nodes in U k , for 1≤ k ≤ K . However, in this work, we define W k as the number of internal nets of node-part U k , i.e., W k = |N k |. The partitioning objective is to minimize the cut size defined over the external nets. There are various cut-size definitions. The relevant one used in this work is the cut-net metric, where cut size is equal to the number of external nets, i.e., ( 
2.2)
Cutsize(Π HP ) = |N S |.
Net-intersection graph representation of a hypergraph.
The netintersection graph (NIG) representation [19] , also known as intersection graph [1, 9] , was proposed and used in the literature as a fast approximation approach for solving the HP problem [41] . In the NIG representation NIG(H) = (V, E) of a given hypergraph H = (U, N ), each vertex v i of NIG(H) corresponds to net n i of H . There exists an edge between vertices v i and v j of NIG(H) if and only if the respective nets n i and n j are adjacent in H , i.e., e i,j ∈ E if and only if n j ∈ Adj H (n i ), which also implies that n i ∈ Adj H (n j ). This NIG definition implies that every node u h of H induces a clique C h in NIG(H) where C h = N ets(u h ).
Graph and hypergraph models for representing sparse matrices.
Several graph and hypergraph models are proposed and used in the literature, for representing sparse matrices for a variety of applications in parallel and scientific computing [37] .
In the standard graph model, a square and symmetric matrix M = {m ij } is represented as an undirected graph G(M ) = (V, E). Vertex set V and edge set E , respectively, correspond to the rows/columns and off-diagonal nonzeros of matrix M . There exists one vertex v i for each row/column r i / c i . There exists an edge e ij for each symmetric nonzero pair m ij and m ji ; i.e., e ij ∈ E if m ij = 0 and i < j .
Three hypergraph models are proposed and used in the literature; namely, rownet, column-net, and row-column-net (a.k.a. fine-grain) hypergraph models [12, 14, 17, 53] . We will discuss only the row-net hypergraph model that is relevant to our Downloaded 06/13/13 to 139.179.1.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php for a more thorough comparison of GPVS and HP tools. In particular, K -way partitioning results for net balancing presented in that work experimentally confirm that a multilevel HP tool achieves smaller separator sizes than a graph-based tool.
HP-based GPVS formulation.
We are considering a method to solve the GPVS problem for a given undirected graph G = (V, E).
Theoretical foundations.
The following theorem lays down the basis for our HP-based GPVS formulation. Theorem 1. Consider a hypergraph H = (U, N ) and its NIG representation Although NIG(H) is well defined for a given hypergraph H , there is no unique reverse construction. We introduce the following definitions and theorems, which show our approach for reverse construction.
Definition 3.1 (edge clique cover (ECC) [47] ). Given a set In particular, the cut with 2 external nets n 10 (b) induces a separator with 2 vertices v 10 and v 11 . The node-part U 1 with 3 internal nets n 1 , n 2 , and n 3 induces a vertex-part V 1 with 3 vertices v 1 , v 2 , and v 3 .
The following two theorems state that, for a given graph G , the problem of constructing a hypergraph whose NIG representation is the same as G is equivalent to the problem of finding an ECC of G .
Proof. Since NIG(H) ≡ G , there is an edge e ij = {v i , v j } in G if and only if nets n i and n j are adjacent in H , which means there exists a node u h in H such that both n i ∈ N ets(u h ) and n j ∈ N ets(u h ). Since u h induces the clique C h ∈ C , C h contains both vertices v i and v j .
Note
Theorem 3. Given a graph G = (V, E), for any ECC C of G , the NIG representation of the clique-node hypergraph of C is equivalent to G , i.e., NIG(CNH (G, C) 
3.2.
Hypergraph construction based on edge clique cover. According to the theoretical findings given in section 3.1, our HP-based GPVS approach is based on finding an ECC of the given graph and then partitioning the respective clique-node hypergraph. Here, we will briefly discuss the effects of different ECCs on the solution quality and the run-time performance of our approach.
In terms of solution quality of hypergraph partitioning, it is not easy to quantify the metrics for a "good" ECC. In a multilevel HP tool that balances internal net weights, the choice of an ECC should not affect the quality performance of the FMlike [27] refinement heuristics commonly used in the uncoarsening phase. However, the choice of an ECC may considerably affect the quality performance of the node matchings performed in the coarsening phase. For example, large cliques in the ECC may lead to better quality node matchings even in the initial coarsening levels. On the other side, large amounts of edge overlaps among the cliques of a given ECC may adversely affect the quality of the node matchings. Therefore, having large but nonoverlapping cliques might be desirable for solution quality.
The choice of the ECC may affect the run-time performance of the HP tool depending on the size of the clique-node hypergraph. Since the number of nets in the clique-node hypergraph is fixed, the number of cliques and the sum of the clique sizes, which, respectively, correspond to the number of nodes and pins, determine the size of the hypergraph. Hence, an ECC with a small number of large cliques is likely to induce a clique-node hypergraph of small size.
Although not a perfect match, the ECC problem [47] , which is stated as finding an ECC with minimum number of cliques, can be considered to be relevant to our problem of finding a "good" ECC. Unfortunately, the ECC problem is also known to be NP-hard [47] . The literature contains a number of heuristics [33, 46, 47] for solving the ECC problem. However, even the fastest heuristic's [33] running time complexity is O(|V||E|), which makes it impractical in our approach.
In this work, we investigate three different types of ECCs, namely, C 2 , C 3 , and C 4 , to observe the effects of increasing clique size in the solution quality and run-time performance of the proposed approach. Here, C 2 denotes the ECC of all 2-cliques (edges), i.e., C 2 = E ; C 3 denotes an ECC of 2-and 3-cliques; C 4 denotes an ECC of 2-, 3-, and 4-cliques. In general, C k denotes an ECC of cliques in which maximum clique size is bounded above by k . Note that C 2 is unique, whereas C 3 and C 4 are not necessarily unique. We will refer to the clique-node hypergraph induced by
. The clique-node hypergraph H 2 deserves special attention, since it is uniquely defined for a given graph G . In H 2 , there exists one node of degree 2 for each edge e ij of G . The net n i corresponding to vertex v i of G connects all nodes corresponding to the edges that are incident to vertex v i , for 1≤ i ≤ |V|. So, H 2 contains |E| nodes, |V| nets, and 2|E| pins. The running time of HP-based GPVS using H 2 is expected to be quite high because of the large number of nodes and pins. Figure 3 .3 displays the 2-clique-node hypergraph H 2 of the sample graph G given in Figure 3 .1(a). As seen in the figure, each node of H 2 is labeled as u ij to show the one-to-one correspondence between nodes of H 2 and edges of G . Figure 3 .1(a).
Algorithm 1. C 3 Construction Algorithm
Algorithm 1 displays the algorithm developed for constructing a C 3 , whereas the algorithm developed for constructing a C 4 is given in our technical report [16] . The goal of both algorithms is to minimize the number of pins in the clique-node hypergraphs as much as possible. Both algorithms visit the vertices in random order in order to introduce randomization to the ECC construction process. In both algorithms, each edge is processed along only one direction (i.e., from low to high numbered vertex) to avoid identifying the same clique more than once.
In Algorithm 1, for each visited vertex v i , 3 -cliques that contain v i are searched for by trying to locate 2 -cliques between the vertices in Adj G (v i ). This search is performed by scanning the adjacency list of each vertex v j in Adj G (v i ). For each vertex, a parent field π 1 is maintained for efficient identification of 3 -cliques during Downloaded 06/13/13 to 139.179.1.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php this search. An identified 3 -clique C h is selected for inclusion in C 3 if the number of already covered edges of C h is at most 1 . The rationale behind this selection criterion is as follows: Recall that a 3 -clique in C 3 adds 3 pins to H 3 , since it incurs a node of degree 3 in H 3 . If only one edge of C h is already covered by an other 3 -clique in C 3 , it is still beneficial to cover the remaining two edges of C h by selecting C h instead of selecting the two 2 -cliques covering those uncovered edges, because the former selection incurs 3 pins, whereas the latter incurs 4 pins. If, however, any two edges of C h are already covered by another 3 -clique in C 3 , it is clear that the remaining uncovered edge is better to be covered by a 2 -clique. After scanning the adjacency list of v j in Adj G (v i ), if edge {v i , v j } is not covered by any 3 -clique, which is detected by holding a cover field for each edge where cover[e ] is a boolean that registers whether or not the edge e is covered already, then it is added to C 3 as a 2 -clique. Algorithm 1 runs in O(|V|Δ 2 ) time where Δ denotes the maximum degree of G . The C 4 -construction algorithm, the details of which can be found in [16] , runs in O(|V|Δ 3 )-time. We should note here that the ideas in the C 3 -and C 4 -construction algorithms can be extended to a general approach for constructing C k . However, this general approach requires maintaining k−2 parent fields for each vertex and runs in O(|V|Δ k−1 ) time.
Matrix-theoretic view of HP-based GPVS formulation.
Here, we will try to reveal the association between the graph-theoretic and matrix-theoretic views of our HP-based GPVS formulation. Given a p×p symmetric and square matrix
can be decoded as permuting matrix M into a doubly bordered block diagonal (DB) form M DB = P AP T as follows: Π V S is used to define the partial row/column permutation matrix P by permuting the rows/columns corresponding to the vertices of V k after those corresponding to the vertices of V k−1 for 2 ≤ k ≤ K , and permuting the rows/columns corresponding to the separator vertices to the end. The partitioning objective of minimizing the separator size of Π V S corresponds to minimizing the number of coupling rows/columns in M DB , whereas the partitioning constraint of maintaining balance on the part weights of Π V S infers balance among the row/column counts of the square diagonal submatrices in M DB .
In the graph-theoretic discussion given in section 3.2, we are looking for a hypergraph H whose NIG representation is equivalent to G(M ). In matrix-theoretic view, this corresponds to looking for a structural factorization M = AA T of matrix M , where A is an p × q rectangular matrix. Here, structural factorization refers to the fact that A = {a ij } is a {0,1}-matrix, where AA T determines the sparsity patterns of M . In this factorization, the rows of matrix A correspond to the vertices of G(M ) and the set of columns of matrix A determines an ECC C of G(M ). So, matrix A can be considered as a clique incidence matrix of G(M ). That is, column c h of matrix A corresponds to a clique C h of C , where a ih = 0 implies that vertex v i ∈ C h . The row-net hypergraph model H RN (A) of matrix A is equivalent to the clique-node hypergraph of graph G(M ) for the ECC C determined by the columns of A, i.e., H RN (A) ≡ CNH(G(M ), C). In other words, the NIG representation of row-net hypergraph model H RN (A) of matrix A is equivalent to G(M ), i.e., NIG(H RN (A)) ≡ G(M ). 1 We would like to note the relation of net intersection graph with column intersection graph [31] . The column intersection graph of a given matrix A is equal to the net intersection graph of the column-net hypergraph representation of A . 
Here, the K -way node partition is used to define the partial column permutation matrix Q by permuting the columns corresponding to the nodes of part U k after those corresponding to the nodes of part U k−1 for 2 ≤ k ≤ K . The (K +1)-way partition on the nets of H RN (A) is used to define the partial row permutation matrix P by permuting the rows corresponding to the nets of N k after those corresponding to the nets of N k−1 for 2 ≤ k ≤ K , and permuting the rows corresponding to the external nets to the end. Here, the partitioning objective of minimizing the cut size of Π HP corresponds to minimizing the number of coupling rows in A SB . The partitioning constraint of balancing on the internal net counts of node parts of Π HP infers balance among the row counts of the rectangular diagonal submatrices in A SB . It is clear that the transpose of A SB will be in a columnwise SB form.
An SB form A SB of A induces a DB form M DB of M , since multiplying A SB with its transpose produces a DB form of M [28] . That is,
As seen in (3.2), the number of rows/columns in the square diagonal block A k A T k of M DB is equal to the number of rows of the rectangular diagonal block A k of A SB . Furthermore, the number of coupling rows/columns in M DB is equal to the number of coupling rows in A SB . So, minimizing the number of coupling rows in A SB corresponds to minimizing the number of coupling rows/columns in M DB , whereas balancing on row counts of the rectangular diagonal submatrices in A SB infers balance among the row/column counts of the square diagonal submatrices in M DB . Thus, given a structural factorization M = AA T of matrix M , the proposed HP-based GPVS formulation corresponds to formulating the problem of permuting M into a DB block diagonal form as an instance of the problem of permuting A into an SB block diagonal form. 
HP-based fill-reducing ordering.
Given a p × p symmetric and square matrix M = {m ij } for fill-reducing ordering, let G(M ) = (V, E) denote the standard graph representation of matrix M .
4.1.
Incomplete-nested-dissection-based orderings via recursive hypergraph bipartitioning. As described in [7] , the fill-reducing matrix reordering schemes based on incomplete nested dissection can be classified as ND and multisection (MS). Both schemes apply 2-way GPVS (bisection) recursively on G(M ) until the parts (domains) become fairly small. After each bisection step, the vertices in the 2-way separator (bisector) are removed and the further bisection operations are recursively performed on the subgraphs induced by the parts of bisection. In the proposed recursive-HP-based ordering approach, the constructed hypergraph H (where NIG(H) ≡ G(M )) is bipartitioned recursively until the number of internal nets of the parts become fairly small. After each bipartitioning step, the cut nets are removed and the further bipartitioning operations are recursively performed on the subhypergraphs induced by the node parts of the bipartition. Note that this cut-net removal scheme in recursive 2-way HP corresponds to the above-mentioned separator-vertex removal scheme in recursive 2-way GPVS.
As mentioned above, both ND and MS schemes effectively obtain a multiway separator (multisector) at the end of the recursive 2-way GPVS operations. In both schemes, the parts of the multiway separator are ordered using an MD-based algorithm before the separator. It is clear that the parts can be ordered independently. These two schemes differ in the order that they number the vertices of the multiway separator. In the ND scheme, the 2-way separators constituting the multiway separator are numbered using an MD-based algorithm in depth-first order of the recursive bisection process. Note that the 2-way separators at the same level of the recursive bisection tree can be ordered independently. In the MS scheme, the multiway separator is ordered using an MD-based algorithm as a whole in a single step. In both ND and MS schemes, diagonal domain submatrices are ordered before the diagonal border submatrix M B . In the ND scheme, diagonal border submatrices are ordered in depth-first order M 1B , M 2B , and M 0B of the recursive bisection process. In the MS scheme, the overall diagonal border submatrix M B is ordered as a whole.
Structural factor sparsening for ordering LP matrices.
Interior point methods are widely used for solving linear programming problems [21] . These are iterative methods and usually adopt the normal equations approach [4] . The main computational cost at each iteration is the solution of a symmetric positive definite system of the form M x = b , where M = AD 2 A T . Here, A = {a ij } is a p×q sparse rectangular constraint matrix that remains constant throughout the iterations, and D 2 is a q ×q diagonal scaling matrix that changes from iteration to iteration. This linear system is typically solved by computing the Cholesky factorization (M = LL T ) of M , and solving the triangular system through forward and backward substitution. So, fill-reducing ordering of matrix M is crucial in the overall performance of the interior point algorithm.
Since D 2 is a diagonal matrix, AA T determines the sparsity pattern of M . So, by neglecting numerical cancellations that may occur in matrix-matrix-transpose multiplication AA T , we can consider A = {a ij } as a {0,1}-matrix so that M = AA T gives us a structural factorization of matrix M . Note that the matrix A may contain redundant columns and/or nonzeros in terms of determining the sparsity pattern of M . Here, we will propose and discuss two matrix sparsening algorithms that aim Downloaded 06/13/13 to 139.179.1.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php at deleting as many columns and/or nonzeros of matrix A without disturbing the sparsity pattern of matrix M . The objective is to speed up the proposed HP-based GPVS method for ordering LP matrices through decreasing the size of the row-net hypergraph representation of matrix A. Both algorithms consider both column and nonzero deletions. However, the first algorithm is nonzero-deletion based, whereas the second one is column-deletion based.
For
The proposed nonzero-deletion-based sparsening algorithm, spNZ, is given in Algorithm 2. Note that the quality of the sparsening depends on the processing order of nonzeros for deletion. Algorithm 2 considers the nonzeros for deletion in row major order. In the doubly nested for loop in lines [4] [5] [6] In the column-deletion-based sparsening, the objective is to maximize the number of A-matrix column deletions without disturbing the sparsity pattern of matrix M . This problem can be formulated as a minimum set cover problem as follows: The set of nonzeros of matrix M constitutes the main set of elements, whereas the set of A-matrix columns constitutes a family F of subsets of the main set. For each A-matrix column c h , the subset S(c h ) of the main set of elements is defined as S(c h ) = {m ij ∈ M : a ih and a jh are nonzeros} . That is, each nonzero pair (a ih , a jh ) in column c h contributes m ij to the subset S(c h ). The objective of the minimum set cover problem is to find a minimum number of subsets covering the main set. This objective corresponds to minimizing the number of A-matrix columns to be retained (maximizing the number of A-matrix columns to be deleted) without disturbing the sparsity pattern of matrix M .
The minimum set cover problem is known to be NP-hard [42] . However, there is a well-known (lnn) -approximation algorithm [20] . A two-phase sparsening algorithm, which we will call spCol, is developed based on this minimum set cover algorithm as follows: In the first phase, the set cover algorithm is used to obtain a matrix A c whose columns correspond to a minimum set of A-matrix columns that covers the set of all nonzeros of M. In the second phase, Algorithm 2 is run on matrix A c for nonzero deletions.
Experimental results.
The proposed HP-based GPVS formulation is embedded into the state-of-the-art HP tool PaToH [13] , and the resulting HP-based fill-reducing ordering tool is referred to here as oPaToH. In oPaToH, the recursive hypergraph bipartitioning process is continued until the number of internal nets of a part of a bipartition drops below 200 or the number of nodes of a part of a bipartition drops below 100. oPaToH implements both MS and ND schemes; for the sake of simplicity in the presentation we will present only ND scheme results in this paper. oPaToH uses SMOOTH's [6] implementation of the CMD [49] algorithm for ordering decoupled diagonal domain submatrices and the MMD [48] algorithm for ordering diagonal border submatrices.
The performance of oPaToH is compared against the state-of-the-art ordering algorithms and tools MeTiS [44] , AMD [3] , COLAMD [23] , and SMOOTH [6] .
2 MeTiS v4.0 [44] provides two multilevel nested dissection [43] programs: oemetis and onmetis, which are GPES based and GPVS based, respectively. GPVS-based ordering in general performs better than GPES-based ordering [40] , and since our earlier experiments, using the test matrices of this study, comply with this fact, we are only presenting the onmetis results here, for the sake of simplicity in the presentation. The onmetis uses MMD for ordering decoupled diagonal domain submatrices and diagonal border submatrices. We present the results for SMOOTH that utilizes the MS scheme. oPaToH uses CMD for ordering decoupled diagonal domain submatrices and MMD for ordering diagonal border submatrices. All the codes were run on a 24-core PC equipped with quad 2.1Ghz 6-core AMD Opteron processors with 6 128 KB L1 and 512 KB L2 caches, and a single 6MB L3 cache. The system is 128 GB memory and runs Debian Linux v5.0.5.
We performed experimental evaluation of the proposed HP-based fill-reducing ordering approach using 50 matrices obtained from the University of Florida sparse matrix collection [22] . The first 25 matrices are general symmetric and square matrices M arising in different application domains, mostly discretization on regular 2D/3D grids, whereas the remaining 25 M matrices are derived from LP constraint matrices using M = AA T . Table 5 .1 illustrates the properties of these matrices. In this table, p and nnz(M ) denote, respectively, the number of rows/columns and nonzeros of matrix M . For a matrix M derived from an LP problem, the number of columns q and nonzeros nnz(A) are also listed for the respective A-matrix. Note that the number of rows of A is equal to the number of rows/columns of M . The general matrices are further divided into three groups (first 5, second 5, and remaining 15) according to the size of the maximum cliques that can be obtained from their graph representations. The reason for this division will become clear during the discussion of Table 5 .2. The matrices in each category/group are listed in increasing order of number of nonzeros. This table also displays the performance of the onmetis ordering in terms of operation count in triangular factorization (shown as opc), number of nonzeros in the triangular factor (shown as nnz(L)), and ordering time in seconds.
The detailed performance comparison of nonzero-deletion-based (spNZ) and column-deletion-based (spCol) matrix sparsening algorithms are reported in our technical report [16] . We summarize this detailed performance comparison as follows. In terms of the ordering quality, oPaToH using spNZ and oPaToH using spCol display very close performance to that of oPaToH using the original A-matrix. Both sparsening algorithms amortize the sparsening overhead by considerably reducing the ordering time such that oPaToH using spNZ and oPaToH using spCol, respectively, run 18% and 10% faster than oPaToH using the original A matrix, on the average. Therefore, spNZ is used for sparsening in oPaToH for LP matrices. Table 5 .2, the size of the clique-node hypergraph for a given matrix M decreases in terms of both number of nodes and number of pins when larger cliques of G(M ) are considered while constructing the hypergraph. That is, H 4 has smaller size than H 3 , which in turn has smaller size than H 2 . However, the first 5 and the first 10 out of 25 general matrices do not lead to 3-cliques and 4-cliques, respectively. So, the H 2 , H 3 , and H 4 hypergraphs are the same for the first 5 general matrices M , whereas the H 3 and H 4 hypergraphs are the same for the first 10 general matrices M . As seen in Table 5 .2, for LP matrices, H RN (Ã) hypergraphs have drastically smaller size than even H 4 hypergraphs in general. We should note here that the memory footprint of graph-and hypergraph-based ordering tools will be proportional to the size of the graph and hypergraph they are operating on, respectively. The memory Downloaded 06/13/13 to 139.179.1.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php footprint of the H 2 hypergraph will be twice that of the graph representation of the respective matrix. However, as seen in the table, this size will be reduced by using H 4 such that for many of the matrices, the memory footprint will be almost the same. For LP problems, the use of A matrix drastically reduces the memory footprint, and for the majority of the problems memory footprints of hypergraph-based ordering will be much smaller than those of a graph-based tool. Tables 5.3 and 5.4 compare the ordering quality of the tools in terms of operationcount and fill-in metrics, respectively. In these two tables, ordering performances are displayed as normalized with respect to those of onmetis. In these two tables and the following tables and figures, COLAMD represents SYMAMD results on general matrices and COLAMD results on LP matrices.
First, we discuss the relative ordering quality performance of existing methods and tools on the results displayed in Tables 5.3 and 5.4. The onmetis is the clear winner on the average for ordering both general and LP matrices in terms of both operation-count and fill-in metrics. For the ordering of LP matrices, AMD, COLAMD and SMOOTH show close performances on the average. For the ordering of general matrices, AMD and COLAMD show better performance than SMOOTH on the average. Comparison of AMD and COLAMD for general matrices reveals that they display close performance in terms of fill-in metric, whereas AMD shows better performance than COLAMD in terms of operation-count metric, on the average. As seen in Table 5 .5, AMD is the fastest for both general and LP matrices, whereas COLAMD is the second fastest in both general and LP matrices, on the average. Second, we discuss the effect of different clique cover finding algorithms and ordering schemes implemented in oPaToH. As seen in Tables 5.3 and 5.4, the ordering quality of oPaToH increases in general when larger cliques of G(M ) are considered while constructing the hypergraph. That is, in general, oPaToH using H 4 produces better orderings than oPaToH using H 3 , which in turn produces better orderings than oPaToH using H 2 . For LP matrices, oPaToH using H RN (Ã) usually produces better orderings than oPaToH using H 2 , H 3 , and H 4 . These results justify our earlier choice on the use of H RN (Ã) for ordering LP matrices.
Third, we discuss the ordering performance of oPaToH with respect to onmetis, since onmetis appears to be the best existing ordering tool, on the overall average. As seen in Tables 5.3 and 5.4, oPaToH produces considerably better orderings than onmetis, for both general and LP matrices, where the performance gap is more pronounced in the ordering of LP matrices. As seen in Table 5 .3, the ordering quality of oPaToH increases with increasing clique sizes used in clique-node hypergraph construction, on the average. For example, for general matrices, oPaToH using H 2 , H 3 , and H 4 produce orderings with 10%, 13%, and 14% less operation count than onmetis, respectively, on the average. For LP matrices, oPaToH using H RN (Ã) produces orderings with 20% less operation count than onmetis, on the average. Comparison of Tables 5.3 and 5.4 shows that the performance gap between oPaToH and onmetis is smaller in terms of fill-in metric than in terms of operation-count metric, as expected. As seen in Table 5 .4, for general matrices, oPaToH using H 2 , H 3 , and H 4 produce orderings with 6%, 7%, and 8% less nonzeros in factor matrices than onmetis, respectively, on the average. For LP matrices, oPaToH using H RN (Ã) produces orderings with 10% less nonzeros in factor matrices than onmetis, on the average. Since oPaToH and onmetis are HP-based and GPVS-based ordering tools, respectively, the better quality orderings produced by oPaToH confirm the validity of our HP-based GPVS formulation in the application of fill-reducing ordering of sparse matrices. Downloaded 06/13/13 to 139.179.1.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php For a visual summary of the results we presented in Tables 5.3 and 5.4, we use performance profiles [25] , a visual tool for comparing various methods over a large set of test cases with respect to the same metric. The metrics we use in the following profile plots are the operation counts and factor nonzero counts. In Figure 5 .1, each performance profile plot shows the probability that a specific method gives results within some value τ multiple of the best result reached by all of the methods. The higher the probability of small τ values, the more preferable the method is. For example, in Figure 5 .1(b), the curve oPaToH roughly passes through the point (1.1, 0.9), which means that on 90% of the tested cases, the factor nonzero count found by oPaToH was no more than 1.1 times more than the best obtained by any method. In other words, a curve closer to the left means the method's solution is closer to best known solutions than the others. These charts show that oPaToH produces more favorable orderings than all four other methods compared in this experiment. Table 5 .5 displays total execution times of ordering methods and tools as normalized with respect to those of onmetis. As seen in the table, AMD is the fastest ordering method and COLAMD is the second fastest. For general matrices, searching for 3-cliques in the construction of clique-node hypergraphs amortizes its cost in 11 out of 20 matrices by reducing the total ordering time. oPaToH using H 3 takes 6.9% less ordering time than oPaToH using H 2 , on the average. However, as seen in the table, searching for 4-cliques in the construction of clique-node hypergraphs amortizes its cost in only 6 out of 15 matrices. oPaToH using H 4 takes 2.8% more ordering time than oPaToH using H 2 , on the average. As seen in Table 5 .5, oPaToH is significantly slower than onmetis for the ordering of general matrices. However, for LP matrices, oPaToH using H RN (Ã) is quite fast, and it is 241% slower than onmetis, on the average. The slower run-time performance of oPaToH compared to onmetis is expected, because hypergraph partitioning is computationally more expensive than graph partitioning, in general. Table 5 .6 displays results about the structure of the elimination tree, and solver performance results for onmetis, AMD, and oPaToH. We report average leaf depths of the elimination trees produced by AMD and oPaToH as normalized with respect to those by onmetis, whereas average leaf depths produced by onmetis are given in absolute values. The standard deviations of the leaf depths are given in absolute values for all tools. The structure of the elimination tree is a relevant metric for the ability of the linear system to be solved in parallel since broader and shorter trees are Downloaded 06/13/13 to 139.179.1.76. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 5 .6 Elimination tree and solver performances. more amenable to parallelization. As seen in the table, oPaToH leads to noticeably favorable elimination trees, in particular in LP problems.
As a solver, we used SuperLU [24] in "Symmetric Mode." 3 Like the other stateof-the-art solvers, SuperLU is designed to use high performance Basic Linear Algebra Subroutines (BLAS) libraries. We used SuperLU with vendor optimized AMD Core Math Library v4.4.0. Since it uses BLAS, actual operation counts during the solution can be higher than the ones we reported earlier. Hence, in addition to solver time (in seconds) this table also includes the solver operation counts (abbreviated as "opc"). In the table, onmetis results are given as absolute values, and again, AMD and oPaToH results are normalized with respect to onmetis results. As seen in the table, orderings obtained by oPaToH lead to significantly faster solution times and smaller solver operation counts compared to those by onmetis and AMD. These results show the merits of the proposed HP-based ordering method in practice.
The above discussions given on Tables 5.3-5.5 show that oPaToH produces considerably better quality orderings than onmetis at a higher computational cost. Thus, the higher computational cost of oPaToH can be typically justified for applications that involve multiple numerical factorization of matrices with the same sparsity patterns and/or multiple solutions with different right-hand side vectors. Interior point methods that adopt the normal equations approach constitute such a typical case. This is because the numerical factorization M = LL T of matrix M is required at each iteration, where the sparsity pattern of matrix M = AD 2 A T is independent of the value of the diagonal D 2 matrix and hence remains the same at all iterations.
6. Conclusion and future work. Direct solvers are one of the preferred methods for solving linear systems due to their numerical robustness. A typical first step in this process is reordering of the input matrix to improve execution time and space requirements of the solution process. Graphs have been extensively used to model the evolution of the nonzero structure during the factorization step of direct solvers and hence for the reordering process. Decades after the first theoretical work on nested dissection, advances in multilevel graph partitioning finally enabled the development of long-awaited, successful nested dissection-based ordering tools that work for a wider range of problems. The state-of-the-art nested dissection-based ordering tools directly employ graph partitioning by vertex separator (GPVS). In this work, we presented that GPVS has a deficiency in the multilevel framework, where a vertex separator found in the coarser levels may not be a narrow separator in the original graph. We introduced a novel hypergraph partitioning (HP) formulation of GPVS that is not vulnerable to GPVS's deficiency in the multilevel framework. We developed a novel HP-based fill-reducing ordering method. In matrix terms, our approach relies on the existence of a structural factorization of a symmetric matrix M in the form of M = AA T , where A is a rectangular matrix. Such structural factorizations arise in different contexts, such as solution of LP problems, where M = AD 2 A T and D 2 is a diagonal matrix. In the absence of such structural factorization, we also proposed simple, yet effective, structural factorization techniques that can be applied to any arbitrary symmetric matrix. For matrices coming from LP problems, we also proposed two structural factor sparsening methods. We developed an HP-based fill-reducing ordering tool oPaToH by embedding the proposed HP-based GPVS formulation and suggested methods into the state-of-the-art HP tool PaToH.
We performed our experimental evaluations using 50 publicly available test matrices, where 25 of them come from LP problems and 25 are general symmetric matrices. We compared the performance of oPaToH against the state-of-the-art ordering tools onmetis [44] , AMD [2] , COLAMD [23] , and SMOOTH [6] . Among the existing tools we tested, in general, GPVS-based onmetis produces best results in terms of operation counts and amount of fill-in. In terms of operation counts, oPaToH produced orderings that require 14% and 20% less operation counts than the ones produced by onmetis for general and LP matrices, respectively, on the average. In terms of number of nonzero counts in the triangular factors, oPaToH produced 7% and 10% less nonzeros in comparison to onmetis for general and LP matrices, respectively. These reductions come at the expense of higher execution time, which can easily be amortized in applications involving multiple numerical factorization of matrices with the same sparsity patterns and/or multiple solutions with different right-hand side vectors.
As a future work, although we have shown that higher ordering cost can easily be amortized, we will continue to investigate to improve the runtime performance of our tool. We observed that one of the reasons for slower execution time in our ordering tool is due to MD codes we used [6] . We are planning to investigate faster alternatives, such as constrainted approximate minimum degree [3] .
Nested dissection is known to be asymptotically optimum for certain classes of problems [30] . 4 It would be interesting to investigate how graph-or hypergraph-based nested dissection tools behave. However, we feel such a study and also a theoretical investigation like [32] is beyond the scope of this paper and can remain as future work.
