Accurate thermophysical data for the CO 2 -rich mixtures relevant for carbon capture, transport and storage (CCS) are essential for the development of the accurate equations of state (EOS) and models needed for the design and operation of the processes within CCS. Vapor-liquid equilibrium measurements for the binary system CO 2 +O 2 are reported at 218, 233, 253, 273, 288 and 298 K, with estimated standard uncertainties of maximum 8 mK in temperature, maximum 3 kPa in pressure, and maximum 0.0031 in the mole fractions of the phases in the mixture critical regions, and 0.0005 in the mole fractions outside the critical regions. These measurements are compared with existing data. Although some data exists, there are little trustworthy literature data around critical conditions, and the measurements in the present work indicate a need to revise the parameters of existing models. The data in the present work has significantly less scatter than most of the literature data, and range from the vapor pressure of pure CO 2 to close to the mixture critical point pressure at all six temperatures. With the measurements in the present work, the data situation for the CO 2 +O 2 system is significantly improved, forming the basis to develop better equations of state for the system. A scaling law model is fitted to the critical region data of each isotherm, and high accuracy estimates for the critical composition and pressure are found. The Peng-Robinson EOS with the alpha correction by Mathias and Copeman, the mixing rules by Wong and Sandler, and the NRTL excess Gibbs energy model is fitted to the data in the present work, with a maximum absolute average deviation of 0.01 in mole fraction.
Introduction
In the present study, vapor-liquid equilibrium (VLE) measurements for the CO 2 +O 2 system are presented. It follows Westman et al. [1] , which investigated the VLE of the CO 2 +N 2 system. The need for new data for these systems and the other mixtures relevant for carbon capture, transport and storage (CCS) has been discussed for instance in the recently reported comprehensive literature studies by [2, 3, 4, 5] . Calculations using existing equations of state (EOS) [3, 6] show that even small amounts of impurities in CO 2 -rich mixtures can significantly affect the behavior of the fluid [5, 7] . As an example, the maximum pressure at which a mixture of CO 2 and 5% O 2 can be in the two-phase region, the cricondenbar, will increase to approximately 8.4 MPa compared to the critical pressure of CO 2 , 7.3773 MPa. Even with the recent progress of molecular modeling, empirical equations of state still provide the most accurate description of thermodynamic properties of such systems. Accurate data are required in order to develop such accurate models needed for the design and operation of various processes within CCS. In the development and fitting of the highly flexible and potentially accurate multi-parameter equation of state EOS-CG for CCS mixtures, the development of the model for the CO 2 +O 2 system suffered from the lack of high quality data [3, 4] . For instance, some of the seemingly most accurate available vapor-liquid equilibrium data for the CO 2 +O 2 system were not consistent with the vapor pressure of pure CO 2 [3, 4] , indicating an error in the measured pressure, temperature or composition of these data. The objective of the measurements in the present work was to reconcile the inconsistencies and cover gaps in the available literature data, including states close to critical conditions and temperatures above 273.15 K, where little data of sufficient quality existed.
The work presented here was part of a project called CO 2 Mix. As described by Løvseth et al. [7] , the CO 2 Mix project aimed at performing accurate vapor-liquid equilibrium, speed of sound and density measurements of CO 2 -rich mixtures at conditions relevant for transport and conditioning in CCS [5, 8] . As part of this project, a setup has been specifically designed and constructed in order to perform highly accurate phase equilibria measurements on CO 2 -rich mixtures under relevant conditions for CCS. This setup has been described in detail in [9, 1] . The experimental appara-tus was validated by the VLE measurements on the CO 2 +N 2 system performed by Westman et al. [1] , as data of high quality were available for this system.
In the present paper, VLE measurements for the CO 2 +O 2 system are reported for six isotherms at 218.15, 233.14, 253.15, 273.15, 288.14 and 298.14 K, spanning the region from close to the triple point temperature to close to the critical temperature of pure CO 2 . The pressure ranges from 0.56 to 14.4 MPa. Comparison with existing data and EOSs are provided. Furthermore, an EOS is fitted to the data, with the possibility for use over the whole temperature range of the experimental data.
Special care has been taken to present the results and analysis in accordance with the IUPAC Guidelines for reporting of phase equilibrium measurements given in the work by Chirico et al. [10] . In particular, a thorough estimation of the standard uncertainties, as specified in the ISO Guide for the Estimation of Uncertainty in Measurement, commonly referred to as "GUM" [11] , has been performed.
In the following the experimental setup and procedures are described in Section 2, the uncertainty analysis in Section 3. Results will be presented, discussed and analyzed in Sections 4 and 5, including fitting of EOS parameters before conclusions are drawn in Section 6. The detailed experimental data for liquid, vapor and supercritical states are tabulated in Appendix A.
Experimental apparatus

Description of setup
The apparatus used for the VLE measurements in the present work was described in [1] . Therefore, only a short summary of the experimental setup will be given here. A diagram of the cell and apparatus is shown in Fig. 1 .
As described in [1] , the measurements were performed using an isothermal analytical method with a variable-volume cell. This type of methodology has been described in, for example, [12] .
According to Gibbs' phase rule, for a system of two components with two coexisting phases, only two intensive variables can be varied freely. In the experiments in the present work, the temperature and pressure were the independent variables. The equilibrium cell, kept at constant temperature using a thermostatic bath, was filled with both CO 2 and O 2 until both liquid and vapor phases were present. A stirrer was used to mix the content to a stabilization of the temperature and pressure at their equilibrium values. The liquid and vapor phase CO 2 mole fractions at VLE were then the dependent variables. The temperature and pressure were measured. After stopping the stirrer, and waiting for the phases to settle according to density, samples of both the liquid and vapor phases were withdrawn from the cell to determine the VLE phase compositions. The samples were withdrawn using Rolsi TM electromagnetic samplers (Armines patent [13] . Pneumatic version of the Rolsi TM sampler described in [14] ), one with the capillary inlet placed in the top of the vapor phase, and one placed in the liquid phase. Several samples were taken of both phases. The samples were analyzed using a gas chromatograph (GC) with helium as the carrier gas, calibrated against gravimetrically prepared calibration gas mixtures. To prevent a decrease in the cell pressure due to the removal of mass from the cell, a plate bellows placed inside the cell was expanded to decrease the cell volume when samples were withdrawn. The bellows could be expanded approximately 1 cm 3 . The equilibrium cell consisted of a transparent sapphire cylinder placed between two titanium flanges, the internal cell volume being approximately 100 cm 3 .
Calibration
The calibration of the temperature and pressure sensors performed in [1] was used in the present work. The calibration was performed in-house. The temperature sensors were calibrated against fixed point cells according to the International Temperature Scale of 1990 (ITS-90). The pressure sensors were calibrated against a recently calibrated dead weight tester. Details concerning the estimated temperature and pressure measurement uncertainties are given in Section 3.2 below, and discussed in detail in [1] .
The GC was calibrated against calibration gas mixtures prepared in-house using our custom built apparatus for gravimetric preparation of mixtures. Details about the calibration gas mixtures and the calibration can be found in Section 3.3 below. The manufacturer's specification of the purities of these samples are given in Table 1 . No additional analysis of the specified purities was performed.
Experimental procedures
General
The experimental procedures were quite similar to those of [1] . The complete procedure will be given here:
Before starting a VLE experiment, the whole circuit in connection with the VLE cell was evacuated, using the vacuum pump. The evacuation included the gas lines to the cell from the gas cylinders of pure CO 2 and O 2 , and all lines transporting the gases into the cell.
The CO 2 pump and O 2 impurity pump and lines were first evacuated once, and then flushed with the respective gases to dilute any remaining impurities in the lines and pumps. This evacuation and flushing were repeated 5 times for each pump. After the final evacuation, the gases were filled onto their respective lines and pumps, and maintained at a pressure of at least 0.5 MPa to prevent contamination of the gases. After the flushing of the gas lines and pumps, the cell was flushed with CO 2 , and evacuated. As with the pumps, the flushing and evacuation were repeated 5 times.
Following the flushing, and with the thermostatic bath kept at the desired temperature, CO 2 was injected until the volume fraction of liquid CO 2 was approximately 25% of the cell. The stirrer then ran until the measured pressure and temperature had stabilized. After the stirrer had been turned P&ID CO 2 off, the vapor pressure of CO 2 was measured. If the measured vapor pressure were within the combined uncertainty of the Span-Wagner EOS [6] and our measurements, the purity of the CO 2 in the cell, and the accuracy of the current temperature and pressure measurements, were deemed to be sufficient.
After the CO 2 vapor pressure measurements, the stirrer was started and O 2 was filled onto the cell to increase the pressure. As part of the process of adjusting the pressure to the desired level, the volume fraction of liquid phase in the cell was adjusted to allow for as large as possible vapor samples, either by injecting more CO 2 or venting out some of the vapor or liquid phase. Based on VLE calculations using EOS-CG [3] for the CO 2 +O 2 mixture, at constant temperature, as the pressure increased from the vapor pressure of CO 2 up to the critical pressure of the mixture, the difference between the densities of the liquid and vapor phases decreased: the density of the liquid phase decreased and that of the vapor phase increased, and ultimately approached the same value at the critical point. Taking this behavior into account, and considering the limitations of the stirrer size on the minimum liquid level, the liquid volume fraction was adjusted to around 25% for the VLE measurements at the lowest pressures at each temperature, and was gradually increased to around 50% for the measurements in the critical region.
When the pressure and temperature measurements had been stable for at least 20 min, the stirrer was turned off, and the vapor and liquid phases were left to settle before sampling started. The time allowed for settlement of the phases ranged from 30 min to 3 hours, depending on the proximity to the mixture critical pressure. At pressures between the CO 2 vapor pressure and the turning point in the vapor phase composition, the difference in densities of the liquid and vapor phase was quite large, and for these measurements we waited around 30 min for the phases to settle before sampling started. At pressures above the turning point in vapor phase composition, the settling time was increased to 1 hour.
When the pressure was increased to the point where it was observed that running the stirrer caused the phase boundary to disappear, the settling time was increased to 3 hours. At these pressures approaching the critical point, the small density difference of the phases necessitated these longer settling times. During the settling time, the borescope was used to take a picture of the cell content every 30 min. Immediately after the stirrer was turned off, both phases were cloudy white. After 2 hours, the phases were less cloudy, and it was not possible to see a difference in the opacity during the last of these three hours.
During the settling period, the borescope was withdrawn from the thermostatic bath immediately after use to prevent unintended heat transfer from the surroundings into the bath fluid. At the end of the settling period, the borescope was put in for a very short time to confirm the existence of a liquid and vapor phase, and a visual measurement of the volume occupied by the phases was performed.
After the settling period, first the liquid and then the vapor phase was sampled. Nominally, 7 samples were taken from each phase. Upon sampling, the bellows was expanded to compensate for the pressure drop. A sample was withdrawn from the cell every 25 min. For some of the series of liquid and vapor samples at a certain temperature and pressure, we were not able to take as much as 7 samples, as we reached the maximum expansion limit of the bellows.
The same methodology as in [1] was applied to determine the sample size necessary to flush the Rolsi TM capillaries. The first sample from each phase was discarded as a flushing sample.
The pressure sensor readings were logged every second, and ratios of the temperature sensors were logged approximately every 20 seconds. The temperature and pressure measurements in the stable period before the first sample and until the last sample formed the data set for a VLE point measurement series. The treatment of these data sets is described in Section 3.4.
Critical region
At the temperatures 218.15, 233.14, 253.15 and 273.15 K, a special procedure was employed to perform measurements close to the critical point of the mixture at each temperature. In each of these measurement series at constant temperature and pressure, the removal of mass from the cell through the sampling lowered the equilibrium pressure for the following measurement series. This allowed for very small pressure steps compared to the general procedure described earlier, where CO 2 or O 2 was filled onto or removed from the cell using the pumps or the venting valve.
The procedure was as follows: The cell pressure was first increased to as close to the critical pressure as possible, while keeping the liquid volume fraction close to 50%. As mentioned earlier, the close proximity to the critical point was established by observing at which pressure the phases became indistinguishable when the stirrer was running. In addition, at this point the injection of very small amounts of either CO 2 or O 2 caused very large changes to the liquid phase volume fraction, as could be expected when the cell content was very close to the mixture critical point, but still in the two-phase region.
With the cell content in this state, at a pressure slightly below the critical pressure and with a liquid volume fraction of approximately 50%, the bellows was expanded slightly to increase the cell pressure. If the cell content was sufficiently close to the critical pressure before this pressure increase, the cell content would move out of the two-phase region into the supercritical region. With the stirrer running, this transition out of the two-phase region seemed to be discernible by the disappearance of a swirling motion of the cell content. At this state, it was not possible to observe any qualitative difference in the appearance of the cell content when the stirrer was running, compared to when it was stopped.
The bellows was then used to keep the cell pressure stable, and the stirrer was run for between 30 min and 2 hours, and then stopped. Given the possibility that the cell content could still be in the two-phase region, without any liquidvapor phase boundary visible using the borescope, the cell content was allowed to settle for 2-3 hours.
Then, samples were withdrawn from the liquid and vapor phase, following the sampling procedure described earlier. After the sampling was finished, the stirrer was started, and the bellows was compressed by lowering the pressure on the bellows circuit. For the critical region measurements for the four temperatures mentioned earlier, the decrease in pressure brought the cell content back into the two-phase region, visible by the swirling motion of the cell content, and the separation of the content into a liquid and vapor phase when the stirrer was stopped.
With the bellows keeping the cell pressure constant at this new lowered pressure, the process of stirring and settling was repeated, and samples were withdrawn from both phases.
This procedure of starting at a pressure slightly into the supercritical region, and using the bellows to keep the pressure stable while samples were taken, and then repeating this at a lowered pressure using the bellows, allowed us to perform several VLE measurements very close to the critical point of the mixture. For each of the temperatures 218.15, 233.14, 253.15 and 273.15 K, this resulted in 2-3 VLE measurements very close to the critical point, and 1 pressuretemperature-composition state point in the supercritical region. Details concerning these measurements are presented in Sections 4 and 5.
Uncertainty analysis
Definitions
The terms and definitions in the "GUM" [11] is used in the uncertainty analysis. The uncertainties are evaluated as standard uncertainties, with symbol u( y), where y is the estimate of the measurand Y . The propagation of the standard uncertainties in input quantities X i into a final calculated value Y is described by the combined standard uncertainty, with symbol u c ( y).
Pressure and temperature
A thorough analysis of the uncertainty of the pressure and temperature measurements was performed in [1] , where VLE measurements of the CO 2 +N 2 system were performed. The same methodology was used for the measurements in the present work, the only difference being that the density used in the hydrostatic pressure calculations was calculated using EOS-CG for CO 2 +O 2 instead of CO 2 +N 2 . Only the resulting uncertainty estimates are given here. The details of the uncertainty analysis methodology can be found in [1] .
The uncertainty components contributing to the standard uncertainty for the measured pressure p at VLE are summarized in Table 2 , and the resulting standard uncertainties in the pressure measurements are shown in Fig. 2 . Similarly, Table 3 and Fig. 3 show the contributors to and the resulting standard uncertainty in the measured temperatures T .
As seen from Fig. 2 , the standard uncertainty in the pressure was estimated to be below 0.05% of the measured pressure except at the lowest pressure. Similarly, as seen from Tables 7 and 8 and Fig. 3 , the standard uncertainty in the temperature was estimated to be below 8 mK, and the variation in temperature had been less than 5 mK. 
Bath liquid level variation (m) 0.006 Table 3 Summary of standard uncertainty components for temperature measurements, cf. Westman et al. [1] . 
Composition
The VLE phase composition analysis and uncertainty estimation were performed in the same manner as in [1] , with the methodology applied to CO 2 +O 2 samples instead of CO 2 +N 2 . A summary will be provided here, with reference to [1] for further details.
The composition analysis was performed using the same GC as in [1] , with its calibration performed using gravimetrically prepared gas mixtures using a custom-built rig in our laboratories [15] .
For the measurement method utilized in the present work, it could be stated that the composition uncertainty stemmed from a range of sources, including the impurities of the gases used to prepare the calibration mixtures, the uncertainty in the molar masses, inaccuracies in the weighed masses, adsorption, repeatability / uncertainties of the sampling and GC analysis, and finally the consistency between the GC calibration function and data. The analysis of these contributing factors are given below.
Source gas composition and molar mass
The composition and the corresponding uncertainty of a gravimetrically prepared gas mixture are results of both the purity and the molar mass of the source gases used for the mixture. According to [16, 17] , the molar masses of monoatomic carbon C, monoatomic oxygen O in commercial tank gas CO 2 and monoatomic oxygen O in commercial tank gas O 2 generally lie within ranges of width 0.6, 0.15, and 0.7 mg mol −1 , respectively. Based on this, the molar masses of CO 2 and O 2 , M CO 2 and M O 2 respectively, were calculated with the corresponding uncertainty estimates shown in Table 4 .
The minimum certified purities of the CO 2 and O 2 source gases used to prepare the calibration gas mixtures are given in Table 1 , together with the manufacturers' specifications of the maximum content of certain impurities. Since the source gases were not entirely pure, estimates for the molar masses of the source gases, M CO 2 +imp and M O 2 +imp , should account for the impurities present, following the procedure used in [1] .
M CO 2 +imp and M O 2 +imp were calculated based on the impurity specifications stated in Table 1 . The molar mass of each impurity was calculated using data from Wieser et al. [17] , assuming methane CH 4 for the hydrocarbon impurity fraction. The molar masses of the source gases, M CO 2 +imp and M O 2 +imp , together with the effective molar masses of the source gases excluding the impurities, M CO 2 ,eff and M O 2 ,eff , are shown in Table 4 .
Gravimetric preparation
The methodology of gravimetric preparation of the calibration gas mixtures and the uncertainty estimation given in [1, 15] was used in the present work. To summarize the determination of the final composition of the gas mixtures, the mass of each source gas including impurities in the gravimetrically prepared gas mixture, m i+imp , was converted into moles of the primary components CO 2 and O 2 excluding impurities, n i , as
with the mole fraction of CO 2 in the gravimetrically prepared gas mixture expressed as
Six CO 2 +O 2 calibration gas mixtures were made, spanning in CO 2 mole fractions y CO 2 ,cal from 0.13 to 0.95. An overview of the mixtures is given in Table 5 .
Composition calibration procedure and estimated composition uncertainty
The calibration of the GC was performed as described in Appendix A.3.1 in [1] , with the measures described to prevent adsorption of the gas onto the contact surfaces. In short, each calibration gas was filled onto the VLE cell after thorough evacuation and flushing with the calibration gas at 0.5 MPa, keeping the impurity pump, gas lines and cell at 313 K to ensure that the calibration gas was kept in a uniform supercritical state. Samples of varying sizes were withdrawn from the cell at different pressures between 5 and 10 MPa. These samples formed the calibration basis for the composition analysis, establishing a relation between the CO 2 mole fractions of the calibration gas mixtures and the GC detector response.
The uncertainty contribution from the calibration mixture uncertainty reaching the GC could be estimated as where u( y CO 2 ,cal , m) and u( y CO 2 ,cal , M eff ) are the contributing uncertainties stemming from the uncertainties in the masses of CO 2 and O 2 in the gas mixture and the uncertainties in the effective molar masses, respectively. These terms are described in detail in Appendix A.3 of [1] . The last term in Eq. (3), u( y CO 2 ,cal , ads.), is the contributing uncertainty from adsorption, and was estimated assuming that CO 2 is adsorbed at a higher degree than O 2 , in the same way as in [1] . The uncertainty estimates used in Eq. (3) are given in Table 5 .
As seen in Table 5 , the uncertainty contribution from the molar mass of O 2 caused u( y CO 2 ,cal , M eff ) to dominate the combined standard uncertainty of the CO 2 mole fraction u c ( y CO 2 ,cal ) for the gas mixtures with the highest O 2 -content. For the mixtures with the highest CO 2 -content, the uncertainty contribution from the adsorption of CO 2 was the dominating factor. The uncertainty contribution from the adsorption was for all the mixtures of the same order as the two other contributing factors, and as in [1] , the uncertainty of the CO 2 mole fractions of the calibration gases, u c ( y CO 2 ,cal ), would have to be orders of magnitude larger to be of significance for the final uncertainty in the VLE composition data. As the discussion in the following section will show, the reason for this was that the main contributor to this final uncertainty was the calibration function error.
GC integration and calibration function
The GC column, method and detector used for CO 2 +N 2 samples in [1] were utilized on CO 2 +O 2 samples in the present work, with helium as the GC carrier gas. This setup gave just as good separation of the CO 2 and O 2 peaks in the GC chromatogram as in [1] for CO 2 and N 2 . The areas under the CO 2 and O 2 peaks in the chromatogram, denoted A CO 2 and A O 2 , were obtained for each sample by numerical integration. The GC thermal conductivity detector (TCD) response was nonlinear with respect to the number of moles of CO 2 and O 2 passing through the detector. The following model, consisting of both linear and nonlinear terms, described adequately the relation between moles of each component in the sample to the area of each component:
whereŷ CO 2 ,cal is the estimator of the CO 2 mole fraction of a calibration gas mixture sample given the areas for that sample, and k is an unknown factor relating the areas to the number of moles. The parameters c i for i = 1 through 5 were fitted by performing a weighted least squares minimization of the objective function S described by Eq. (A.32) in [1] . The mean values of the estimator,ȳ CO 2 ,cal , calculated for each of the n = 62 series, with each series consisting of 6-9 valid samples, were fitted against the calibration mixture mole fractions, Table 5 and composition model in Eq. (6), given as y CO 2 ,cal −ŷ CO 2 ,cal versus y CO 2 ,cal . Composition analysis uncertainty u(x CO 2 ) = u( y CO 2 ) = s(e) from Table 6 .
y CO 2 ,cal , which resulted in the parameter estimates found in Table 6 . As shown in Fig. 4 , the errors between the calibration gas CO 2 mole fractions and the model predictions, e = y CO 2 ,cal −ȳ CO 2 ,cal , were randomly scattered around zero over the composition range y CO 2 ,cal , which indicated an appropriate model structure. The sample standard deviation of the errors, s(e), are also given in Table 6 . This model was used to convert the areas resulting from the analysis of a composition sample taken during a VLE experiment into a CO 2 mole fraction. For the same reasons as described in [1] , it was assumed that the standard uncertainty of the CO 2 mole fraction of samples taken during VLE measurements, u(x CO 2 ) = u( y CO 2 ), was estimated by s(e), which was 25-60 times larger than the standard uncertainties in the mole fractions of the calibration mixtures, y CO 2 ,cal . It must be emphasized that this estimate only accounts for the uncertainty caused by the composition analysis of the samples. All other reasons that could cause the sample to not represent the actual VLE composition are not accounted for in this estimate, and these contributors could only be minimized by the measures described in Section 2.3 and in [1] .
Total uncertainty in liquid and vapor phase mole frac-
tions x CO 2 and y CO 2 For a given VLE measurement, the uncertainty of T and p contributed to additional uncertainty in the composition, giving the following total standard uncertainty of the com-position:
where z CO 2 was equal to either x CO 2 or y CO 2 , and the temperature and pressure uncertainties u c (T ) and u c (p) are described in Section 3.4 and in [1] . Similar to [1] , the derivatives in Eq. (7) were, in general, calculated numerically from the PR-MC-WS-NRTL Case 2 EOS fitted to our data. Details about this EOS are explained in Section 5.4.2. For the VLE measurements in the critical region used to fit the scaling law in Section 5.3, the derivatives with respect to pressure, ∂ z CO 2 /∂ p, were calculated analytically from the fitted scaling law in Eq. (13), as this gave better estimates for the derivatives than the PR-MC-WS-NRTL Case 2 EOS in this region. Details concerning the scaling law are given in Section 5.3.
Data reduction
As described in Section 2.3, the drop in cell pressure after each composition sample was compensated using the bellows to decrease the cell volume. For the VLE measurements in this work, the cell pressure was in most cases back at its original value after around 1-3 min, and for a few of the measurements after around 5 min. After the cell pressure was back to its stable value, it remained stable for the remaining 20-24 min until the next sample was withdrawn.
In each series of either consecutive liquid or vapor phase composition samples, x CO 2 or y CO 2 , at a nominal temperature and pressure, it was assumed that each composition sample represented the equilibrium composition at the temperature and pressure just before the sample was withdrawn from the cell. These temperature and pressure values, denotedT and p, respectively, were assumed to be represented by the temperature and pressure measurements averaged over the last 75% of the time period between the previous and the current composition sample. As in [1] , the bellows was able to stabilize the cell pressure sufficiently fast after each sample withdrawal, and it was not possible to see any systematic trends in the temperature or pressure during these time periods. It was also not possible to see any temperature variations caused by the removal of mass from the cell in the composition sampling.
For each of these series of samples, the arithmetic mean values of the temperature, pressure, liquid and vapor phase compositions were calculated, denoted asT f ,p f ,x CO 2 and y CO 2 , respectively. The subscript f is used to differentiate between the temperature and pressure values associated with each composition sample x CO 2 or y CO 2 , and of those associated with the average compositionsx CO 2 orȳ CO 2 .
Details about the methodology for describing and calculating the propagation of the uncertainty in the measured variables T , p, x CO 2 and y CO 2 into resulting estimates associated with each composition sample are given in [1] , and the symbols used are summarized in Table A .1 together with the data for the individual composition samples.
The propagation of uncertainty from the data of an individual sample,T ,p, x CO 2 or y CO 2 , into the mean values for a series of samples,T f ,p f ,x CO 2 orȳ CO 2 , is defined by:
and u tot ( y CO 2 ) in each series, respectively. The sample standard deviations of the mean s(z) were calculated according to the standard formula:
wherez =T f ,p f ,x CO 2 orȳ CO 2 .
Results
VLE measurements at the average temperatures 218.15, 233.14, 253.15, 273.15, 288.14 and 298.14 K were conducted, spanning from close to the triple point temperature (216.59 K) to close to the critical temperature of CO 2 (304.13 K), and covered pressures from the vapor pressure of CO 2 up to close to the critical point at each temperature.
The temperatureT , pressurep and mole fractions for the liquid phase x CO 2 and the vapor phase y CO 2 for each individual sample are given in Tables A.2 Tables A.2 and A.3 using the marker symbol + . The data for each series of samples are given at mean temperatureT f , mean pressurep f and mean mole fractions for the liquid phasex CO 2 and the vapor phaseȳ CO 2 in Tables 7 and 8. These averaged data are plotted with the uncertainties in composition and pressure in Figs. 5a to 5f. The relative volatilities based on the measured data are plotted in Figs. B.1a to B.1f. The means of the total standard uncertainties of the mole fractions,ū tot (x CO 2 ) andū tot ( y CO 2 ), and the final standard uncertainties of the mole fractions, u c (x CO 2 ) and u c (ȳ CO 2 ), which were calculated using the scaling law in Section 5.3, are identified in Tables 7 and 8 using the marker symbol + . As discussed in Section 2.3.2, a special procedure was used to obtain VLE measurements close to the critical point at the temperatures 218.15, 233.14, 253.15 and 273.15 K. Four pressure-temperature-composition state points in the supercritical region were obtained, consisting of 4 pairs of composition sample series taken using both the liquid and vapor phase samplers. The individual sample data are given in Table A .4, and the average values for each series can be found in Table 9 . The VLE points obtained using this procedure are identified in Tables A.2, A.3, 7 and 8. These VLE and supercritical measurements will be discussed in detail in Section 5.3.
Analysis and discussion
Summary and analysis of uncertainty estimates
With reference to Table 7 , the maximum and average sample standard deviation of the liquid phase mole fractions, s(x CO 2 ), were 1.3 · 10 −4 and 1.2 · 10 −5 , respectively. Similarly, for the vapor phase mole fractions in Table 8 , the maximum and average s(ȳ CO 2 ) were respectively 1.2 · 10 −4 and 2.5 · 10 −5 . Some of the vapor phase points at the lowest pressures at each temperature showed increase in these standard deviations, as could be expected by the high VLE composition sensitivity to pressure changes. Also, there seemed to be a slight increase in the standard deviations for some of the VLE points at the highest pressures. Inspecting the composition sample data for these points in Tables A.2 and A.3, the liquid and vapor phase mole fractions were respectively increasing and decreasing slightly throughout the series. This could imply that VLE had not been achieved completely or more likely, that the separation of the phases was incomplete, even though the settling times had been increased significantly for these measurements at close proximity to the critical point, as described in Section 2.3. It can be noted that the observed variations did not exceed the estimated uncertainty of the composition analysis, 4.8 · 10 −4 from Table 6 .
However, if the cause for the variations was incomplete settling, there is a possibility that the actual VLE compositions are outside the values covered by the composition analysis uncertainty.
The mean standard uncertainty in the phase mole fractions caused by the composition analysis and the temperature and pressure uncertainties described in Section 3.3.5, u tot (z CO 2 ) where z CO 2 = x CO 2 or y CO 2 , increased as a function of pressure at each temperature. At pressures close to the critical points, where the scaling law was used to estimate the VLE composition sensitivity to pressure, ∂ z CO 2 /∂ p, u tot (z CO 2 ) was 3.1 · 10 −3 at its maximum. For the series outside the critical region,ū tot (z CO 2 ) was close to the composition analysis uncertainty, 4.8 · 10 −4 , as the uncertainties in pressure and temperature did not contribute significantly.
The final standard uncertainty of the mole fractions, u c (z CO 2 ), combining s(z CO 2 ) andū tot (z CO 2 ) described above, was maximum 3.1 · 10 −3 for the series in the critical region, and approximately 5 · 10 −4 for the series outside the critical region. As can be seen in Tables A.2 and A.3, the combined standard uncertainty of the measured temperatures, u c (T ), was below 8 mK for all samples, and around 4 mK on average. The combined standard uncertainty of the measured pressures, u c (p), ranged from 0.5 kPa at the lowest measured pressure 0.56 MPa (0.09%) to 3 kPa at the highest measured pressure 14.4 MPa (0.02%).
Comparison with literature data
The literature data reviews in [2, 3, 4, 5] provided in total five works reporting isothermal analytic VLE measurements [18, 20, 19, 25, 26] and two works reporting synthetic VLE measurements [21, 22] . The work by [26] from 2009 contained isothermal VLE measurements at 240.9 K, and apart from this the other works were from 1972 or earlier. In addition, two works reporting synthetic VLE measurements were found, one from 1903 [23] and the other from 2014 [24] . A summary of these literature data is given in Table 10 .
Literature data at temperatures comparable to our measurements [18, 20, 19, 22, 23, 21, 24] are plotted together with our data in Figs. 5a to 5f. At 218.15 K, the bubble point data by Zenner and Dana [18] were in very good agreement with our measurements, while their dew point data showed increasing deviations with our data as the pressure increased. Our three dew and bubble point pairs at the highest pressures close to the critical point cover a region previously not measured.
The data by Zenner and Dana [18] at 232.88 K were at a slightly lower temperature than our data at 233.14 K, but the data should be comparable as the temperature sensitivity of the VLE compositions are relatively low at these temperatures (cf. Tables A.2 and A.3). Like at 218.15 K, the bubble points by Zenner and Dana [18] were in good agreement with our data. However, their dew point data showed much more scatter than our data, and only about half of their data points agreed well with our data. Our three VLE data Table 9 using the procedure in Section 2.3.2.
+ The derivatives ∂ x CO 2 /∂ p used in Eq. (7) to obtainū tot (x CO 2 ) were calculated using the scaling law in Eq.
(13) with the parameters in Table 9 using the procedure in Section 2.3.2.
+ The derivatives ∂ y CO 2 /∂ p used in Eq. (7) to obtainū tot ( y CO 2 ) were calculated using the scaling law in Eq.
(13) with the parameters in Table 11 instead of the PR-MC-WS-NRTL Case 2 fitted EOS. See Table A 
) is the mean of u(z CO 2 ) for the corresponding series in Table   A .4. [20] were not directly comparable with our data in terms of pressure, but their bubble point seemed to be slightly off in composition compared to our neighboring data points at 3.9 and 6.0 MPa. At 253.15 K, the bubble point data by Fredenslund and Sather [19] agreed well with our data, while their dew point data did not agree that well, and their data showed more scatter than ours. The bubble point data by Kaminishi and Toriumi [20] showed large deviations from our data at high pressures, whereas their dew point data seemed to agree better. Although at slightly different temperatures than our data, the data by Booth and Carter [21] agreed well with our data at lower pressures, and very well with our data in the critical region.
At 273.15 K, the data by Zenner and Dana [18] showed a similar deviation pattern to our data as at 233.14 K: Their bubble points agreed well with our data, while their dew points did not agree very well with ours. The data by Fredenslund and Sather [19] agreed reasonably well with our data. The authors suggested that their bubble and dew points at 11.2 MPa might be erroneous, caused by entrainment. Our bubble and dew points neighboring these points were at respectively higher and lower CO 2 mole fractions, which indicated that this might be correct. Similarly to the data at 253.15 K, the bubble points by Kaminishi and Toriumi [20] did not agree very well with our data, while the dew points agreed better. The data by Muirbrook [22] agreed very well with our data, also in the critical region.
At 288.14 K, we found few literature data points to compare our measurements with. The four data points by Kaminishi and Toriumi [20] agreed better in terms of composition than at the lower temperatures. The data by Keesom [23] , although at different temperatures than our data, agreed reasonably well with ours. Of the recent data by Ahmad et al. [24] , the dew point data did not match our data very well. The reason for this could have been that the temperature uncertainty in the data by [24] was stated as 1 K, which was very high for measurements at these temperatures when considering the composition temperature derivatives given in Tables A.2 and A.3. The data situation at this temperature was improved considerably by the addition of our data.
At 298.14 K, the only data we were able to find in the literature was the dew point by Kaminishi and Toriumi [20] , and the data by Ahmad et al. [24] . The data point by [20] deviated in composition from our data by approximately the same amount as the data by the same authors at 288.14 K. The bubble point by [24] seemed to agree well with our data, while the dew point at a slightly higher temperature did not match well with our data. Similarly to at 288.14 K, the data situation was improved with our data.
In general, the agreement between our data and literature data varied significantly, also from one temperature to another by the same author. This highlighted the inconsistencies in the literature data noted in [3, 4, 5] . Compared with the existing literature data, the data in the present work described the VLE at the six measured temperatures with considerably less scatter, and included several measurements in the critical region at each temperature, thus forming a good basis for modeling the system. In addition, the VLE measurements at 288.14 and 298.14 K constituted the only complete isotherms at temperatures above 273.15 K.
Critical point estimation
The procedure for estimating the critical point in terms of pressure and composition for a binary mixture at a certain temperature utilizing scaling laws from statistical mechanics [27, 28, 29] was described for the use on CO 2 +N 2 mixtures in [1] . The same procedure was used for estimating the critical points in the present work, the only exception being the estimation of the uncertainty in the critical composition, which is discussed below. The critical point for a binary mixture in terms of pressure and temperature is dependent on the composition. For a given temperature, the composition, if any, where the critical point is attained, is denoted the critical composition, with symbol z CO 2 ,c , and the corresponding critical pressure, with symbol p c , is identified as the point of maximum pressure in closed isothermal pressure-composition phase envelopes for a binary mixture, as seen in Figs. 5a to 5f. Like in [1] , the following scaling law was applied [30, 31] :
ε = 1 for bubble points, -1 for dew points, and z CO 2 was the bubble point (z CO 2 = x CO 2 ) or dew point (z CO 2 = y CO 2 ) CO 2 mole fraction at pressure p. Keeping β fixed at 0.325 [32] , the critical composition z CO 2 ,c and pressure p c and the parameters λ 1 , λ 2 and µ were fitted at each isotherm average temperature using the VLE data identified in Table 11 . The regression was performed using the ordinary unweighted least squares method, giving the estimatorŝ z CO 2 ,c ,p c ,λ 1 ,λ 2 andμ shown in Table 11 . The uncertainties in the estimated critical composition and pressure, respectively u(ẑ CO 2 ,c ) and u(p c ), were estimated according to Eqs. (16) and (17) in [1] . These estimates were based on the uncertainties in the composition and pressure of the VLE data used in the fitting, and the standard errors of regression of the critical composition and pressure, S E (ẑ CO 2 ,c ) and S E (p c ), respectively. The estimates for the uncertainty in the composition of the VLE data used in the fitting, u c (x CO 2 ) and u c (ȳ CO 2 ), were calculated based on values for the composition derivatives with respect to pressure, ∂ z CO 2 /∂ p, derived from Eq. (13) . The values that were calculated using the scaling law are given in Tables A.2, A.3, 7 and 8, indicated with the marker symbol + . The estimated critical compositions and pressures with their corresponding uncertainties are given in Table 11 , and are plotted together with the critical region VLE data and the supercritical state points from Table 9 in Fig. 6 .
The standard errors of regression were very low compared to the corresponding uncertainties in the compositions and pressures in the VLE data used for each regression at all temperatures.
Attempts to increase or decrease the number of VLE points used to fit the parameters, compared to the sets of points stated in Table 11 , did not result in changes in the critical compositions and pressures that were larger than the uncertainties in these fitted parameters. However, this was only valid if the VLE points closest to the mixture critical points were included in the fit. If fewer of these VLE points were included in the fit, the deviations in the estimated critical compositions and pressures from the estimates given in Table 11 became more pronounced. Two examples are given. First, if the eight VLE points identified as L6-9 and V7-10 in Tables 7 and 8 were used to fit the scaling law at 218.15 K, the estimated critical composition and pressure were respectively 0.4057 and 14.421 MPa. In this data set, the four VLE points closest to the mixture critical point were not included. The estimated critical composition did not change significantly, considering the uncertainty given in Table 11 , u(ẑ CO 2 ,c ) = 0.00115. However, the estimated critical pressure decreased with 0.014 MPa. Second, if the data set contained the eight VLE points identified as L5-8 and V6-9 were used for the fit, the estimated critical composition and pressure were respectively 0.4052 and 14.346 MPa. In this data set, the six VLE points closest to the mixture critical point were not included. The estimated critical composition decreased slightly more compared to the estimate given in Table 11 . Also, the estimated critical pressure decreased with 0.089 MPa.
The supercritical state point pairs at each temperature in Table 9 showed a small difference in composition. As indicated in Section 2.3.2, there was always a possibility that the content of the cell was in the two-phase region during these measurements, but sufficiently close to the critical point such that critical opalescence (see e.g. Ref. [33] ) caused the cell phases to become indiscernible. However, the differences in composition shown in Table 9 were below the estimated uncertainty in the composition analysis, 4.8 · 10 −4 . Hence, on this basis, it was not possible to conclude that this difference suggested an actual difference in composition, caused by the presence of two phases. In addition, as Fig. 6 shows, the supercritical state points at 218.15, 233.14, 253.15 and 273.15 K were all at higher pressures than the predicted critical pressures, which supported the assumption that these supercritical measurements were indeed outside the two-phase region.
Based on this discussion, it was assumed that the estimates for the critical points were reasonable, and that the VLE measurements in the critical region also were reasonable, within their corresponding uncertainty estimates and their aforementioned limitations.
Model fitting 5.4.1. Introduction
In [1] , the model for the CO 2 +N 2 system in the equation of state called EOS-CG [3, 4] was fitted to the VLE data measured in [1] . The highly flexible structure of the GERG-2008 EOS [34] , developed for natural gas mixtures, was used by Gernert and Span [3] to develop EOS-CG, which was fitted to data for the mixtures of some of the components expected in captured CO 2 in CCS processes [3] . The model and parameters used for the CO 2 +N 2 system in EOS-CG were almost unchanged compared to that used in the GERG-2008 [3] . The EOS-CG model for the CO 2 +O 2 system was an improvement compared to that of the GERG-2008 model. However, as noted in [3, 4] , some restrictions on the number of fitting parameters and number of terms utilized in EOS-CG were set due to the inferior data situation. The quality of the description of the CO 2 +O 2 system by EOS-CG was reduced accordingly.
The EOS-CG model calculations are plotted in Figs. 5a to 5f. The deviations between the model and the new data of this work were significant. The VLE data provided in the present work considerably improved the data situation for the CO 2 +O 2 system, and can be used together with the other available literature data for VLE and properties such as density and speed of sound, to improve the model description of the system.
In this work, the parameters of the Peng-Robinson (PR) cubic EOS [35] The data in Tables 7 and 8 formed the basis for the model fitting. Similar to [1] , the fitting was performed using orthogonal distance regression (ODR) [40] , which consisted in our case of minimizing an objective function with weighting of the minimum deviation between data and model predictions in both compositionx CO 2 andȳ CO 2 , and in pressurep f , at a fixed temperature. The objective function can be stated as
wherez CO 2 is equal to eitherx CO 2 orȳ CO 2 , n is the total number of experimental data points, n p is the number of parameters adjusted in the model fit and u(z CO 2 ) is the composition uncertainty caused by the analysis given in Table 6 . In addition to S, two other statistics were used to quantify the agreement between model and data: the absolute average deviation (AAD) and the bias (BIAS), whose formulas are given in Table 12 .
Peng-Robinson EOS
The formulas and corresponding nomenclature used in the present work for the MC alpha correction [36] , the WS mixing rules [37] 
The parameters of the PR-MC-WS-NRTL EOS consist of the Wong-Sandler binary interaction parameters, k i j , the binary interaction parameters of the NRTL model, τ i j , and the non-randomness parameters of the NRTL model, α i j .
Like in [1] , the following restrictions were put on the parameters:
Furthermore, a constant value for α 12 = α 21 = 0.3 was assumed (cf. [1, 39] ), based on the suggestions by Renon and Prausnitz [38] for a system of two non-polar components such as the CO 2 +O 2 system. This leaves n p = 3 adjustable parameters in the PR-MC-WS-NRTL model: k 12 , τ 12 and τ 21 . These parameters were assumed to be temperature dependent, to obtain the best possible fit of the data. It was therefore of interest to fit the parameters to data at different temperatures, and try to determine a model for the temperature dependence of the parameters, enabling the use of the EOS over the whole temperature range of the data.
The parameters of the model were fitted to the data at each of the average temperatures 218.15, 233.14, 253.15, 273.15, 288.14 and 298.14 K. The fitted parameters for each temperature are given in Table 12 and plotted in Figs. 7a and 7b, denoted as Case 1. For the temperatures where there were several measurements close to the critical point, only the measurements at the highest pressure were included in the fit, in order to avoid a too strong emphasis on this region. An overview of the points that were excluded are given in Table 12 .
With reference to Fig. 7a , the temperature dependencies of τ 12 and τ 21 could be approximately described by the function given in [41] : Table 11 for an overview of the VLE points used to fit the scaling law and the parameters at the different temperatures. Supercritical measurements are shown in Table 9 .
Table 11
Parameters of the scaling law in Eq. (13) fitted to critical region data from this work at six different average temperatures.
T
Used points a n pλ1λ2μẑCO 2 ,cpc (16), (17) and (18) 12 for the different temperature data sets in Table 12 . Fig. 7 . Optimal values for τ 12 , τ 21 and k 12 for the different temperature data sets in Table 12 . Similarly, with reference to Fig. 7b , the temperature dependency of k 12 was assumed to be described by a simple linear relationship:
With T c,CO 2 given in Table 13 , the parameters a τ i j , b τ i j , c τ i j , a k 12 and b k 12 in Eqs. (16), (17) and (18) were fitted using ordinary unweighted least squares to the optimal Case 1 parameters in The VLE predictions of the PR-MC-WS-NRTL model using both the Case 1 and 2 parameters are shown in Figs. 5a to 5f together with the data from this work and literature. In addition, the deviations between the Case 2 calculated mole fractions and the experimental values are plotted in these figures. The objective function value, absolute average deviation and bias for both cases are given in Table 12 .
With reference to Figs. 5a to 5f, the description of our measurements by the Case 2 model was very close to that of the Case 1 model, and this was reflected with only a minor increase in the values for S and AAD, as seen in Table 12 . Therefore, for simplicity, only the Case 2 model will now be discussed. First, the model will be compared with our data, and, second, with the literature data in Table 10 .
With reference to our measurement data, three aspects of the Case 2 model could be observed. First, except in the critical region, the vapor CO 2 compositions were slightly overestimated by the model, as seen in Figs. 5a to 5f. In fact, the deviations in composition were in general the largest for the vapor phase, as seen from the pressure-composition deviation plots in these figures. With reference to Table 12 , the largest absolute average deviation (AAD), including both liquid and vapor measurements, was 0.01 in mole fraction, which was approximately 3 times larger than the maximum final standard uncertainty of the mole fractions, u c (z CO 2 ), 3.1 · 10 −3 . Second, the match between the Case 2 model critical points and those estimated by the scaling law in Section 5.3, was quite good, as seen in Figs. 6a to 6f. The critical pressures estimated by the PR-MC-WS-NRTL Case 2 model were approximately 1% higher than the pressures predicted by the scaling law, and the differences in critical compositions were less than 0.015. Third, as seen in the pressure-composition deviation plots in Figs. 5a to 5f, for each of the isotherms the deviation in composition seemed to develop in a similar manner as a function of pressure, with no apparent scatter. If there had been any apparent scatter, there would have been reason to suspect that the composition samples of the series that deviated from the pattern did not represent the composition at VLE. To be precise, the absence of scatter indicated that the samples represented the VLE composition, however not necessarily that the measured mole fractions for these samples were correct.
As the PR-MC-WS-NRTL Case 2 model was fitted against our data only, it was of interest to compare the model with the literature data in Table 10 , and especially the data at other temperatures than those we measured. Table 14 shows the AAD and BIAS for the different VLE literature data in Table 10. Since the AAD and BIAS were calculated as the difference between experimental and calculated mole fractions, the values will in general be higher if a data set contained data in the critical region. The data sets that contained critical region data with proximity to the critical point comparable to our data are identified in Table 14 . The AAD for these data sets were comparable to or higher than the AAD for our data at similar temperatures. The same was valid for the literature data sets in general, with a maximum AAD of 0.025 in mole fraction.
The synthetic VLE data sets in Tables 10 and 14 are plotted in a pressure-temperature phase diagram in Fig. 8 , together with the PR-MC-WS-NRTL Case 2 VLE calculations at constant compositions. As seen from this figure, the data by Booth and Carter [21] and Ahmad et al. [24] deviated more from the model than the data by Keesom [23] .
As it was not possible to find any literature data at temperatures above 298 K (see Table 10 ), it was difficult to determine how well the PR-MC-WS-NRTL Case 2 model extrapolates up to the critical temperature of CO 2 at 304.19 K.
It has been established that the PR-MC-WS-NRTL Case 2 model provides a fairly accurate description of the VLE for the CO 2 +O 2 system given by our data from the temperatures 218 to 298 K, with and AAD of maximum 0.01 in mole fraction and an apparently good description of the critical locus. The most significant shortcoming of the model was the description of the vapor phase compositions, where the deviations were at their largest. With respect to the ability of the model to describe the literature data, the AAD were comparable or somewhat higher considering the lack of critical region data for most of the literature data sets.
Conclusions
This work reports accurate vapor-liquid equilibrium (VLE) data for the CO 2 +O 2 binary system, at the temperatures 218.15, 233.14, 253.15, 273.15, 288.14 and 298.14 K.
The data measured in this study cover a large range of VLE liquid and vapor phase compositions, spanning CO 2 mole fractions from approximately 0.45 to 0.987 in the liquid phase, and from 0.15 to 0.956 in the vapor phase. The measured CO 2 vapor pressures at the six temperatures are consistent with the values calculated from the Span-Wagner EOS, considering the uncertainty in both the measured pressures and that of the EOS. The agreement between our data and literature data varies significantly, also from one temperature to another by the same author. This highlights the inconsistencies in the literature data noted in [3, 4, 5] . As in [1] , it was possible to perform very stable measurements close to the mixture critical point at each temperature, and these data formed the basis for the fitting of a scaling law, resulting in estimates for the critical points with low uncertainties. These critical point estimates were slightly lower in pressure than supercritical state point measurements performed at each temperature, which showed the consistency of the critical point estimates. The Peng-Robinson (PR) cubic EOS [35] with the alpha correction by Mathias and Copeman [36] (MC), the mixing rules by Wong and Sandler [37] (WS), and the NRTL [38] excess Gibbs energy model was fitted to the data in the present work. Based on the parameters sets at each of the six temperatures, expressions for the temperature dependencies of the parameters were developed, resulting in an EOS that can be utilized for VLE calculations over the temperature range from 218 to 298 K and possibly be extrapolated to the critical temperature of CO 2 at 304.19 K. This model described our data quite accurately, and absolute average deviation of our data compared to this model was maximum 0.01 in mole fraction, and maximum 0.025 for the literature data. Additionally, the model matched well with the critical locus given by the scaling law predictions. The critical points calculated by the PR-MC-WS-NRTL model differed from the scaling law prediction by being approximately 1% higher in pressure, and differed in critical compositions with less than 0.015.
The data measured in the present work showed significantly less scatter than the data found in literature, and included measurements close to the mixture critical points for all six temperatures. This data set significantly improves the data situation for the CO 2 +O 2 system. It can be used to enhance highly flexible multi-parameter equations of state such as EOS-CG [3, 4] , which should be able to describe other thermodynamic properties of the system more accurately than the PR-MC-WS-NRTL model fit provided in the present work. For ease of reading, a summary of the symbols used in the tables will be given in Table A. 1. The descriptions can also be found in the list of symbols. a Samples taken using liquid sampler given with ID L, samples taken using vapor sampler given with ID V. 
