Since a large proportion of the information that is received daily is in the form of images, a highly effective no-reference stereo image quality assessment (SIQA) method is desired. This paper proposes an improved method that covers wide quality-aware features, including the structure, color, luminance, phase, and human visual system (HVS). To be specific, since human eyes are highly sensitive to the structure of images, the gradient magnitude (GM) and gradient orientation (GO) are extracted from the left and right views of the stereo image. Considering the influence of color distortions, the images are decomposed into the RGB channels to be processed, and the local gradient of the color image is obtained by adding up the RGB gradient vectors. In addition, according to the study of the two main visual channels, especially the cyclopean and disparity maps, the binocular-related images of position and phase congruency are generated. Correspondingly, two special dictionaries for the gradient and phase are trained to parse the high-dimensional sample sets. The experimental results show that the proposed metric always achieves high consistency with human subjective assessments for both symmetric and asymmetric distortions.
I. INTRODUCTION
In recent years, stereo images have been able to provide fantastic visual experiences and play important roles in national defense, military, medical, industrial, control automation, and other fields. With the wider application of stereo images in our daily life and industrial production, higher quality indicators and more comfortable [1] stereo images are required. Due to the inevitable degradation of the image quality in the process of decoding and transmissions, and in order to evaluate and guide the images optimization, effective image quality assessments (IQA) are needed urgently. Hence, the stereo image quality assessment (SIQA) becomes a hot research topic.
Generally, SIQA methods can be classified into three categories: full-reference (FR) approaches, reduced-reference (RR) approaches and no-reference (NR) approaches. In the The associate editor coordinating the review of this manuscript and approving it for publication was Shenghong Li.
FR-IQA, reference images are known and used to compare with distorted images. RR-IQA methods need some partial information about the reference pair. Differently, NR-IQA approaches predict the visual perception quality of given images with no reference images nor prior information, which allow it to be able to be applied to most actual systems.
Some representative two-dimensional (2D) NR-IQA methods have been proposed in the past few years. A part of them utilize natural scene statistical (NSS) models. For example, Mittal et al. [2] extracted the features from the spatial domain, the underlying features used derive from the empirical distribution of locally normalized luminances and products of locally normalized luminances under a spatial natural scene statistic model. And some other researchers [3] - [5] evaluated the image quality based on observing the statistics of the local DCT coefficients. It is also efficient to extract features from the wavelet domain [6] , the gradient domain [7] and so on [8] . Some methods are distortion-specific approaches, which have limited applications since they can only be applied to certain types of distortions, such as blurs and noises. Other approaches relying on a training machine to learn the models are more capable of mining the correlation and underlying information in the image, for example, Liu and Liu [9] used all the extracted features and scorer selection algorithms to train a model (scorer) which can predict scores. Then the ensemble method is used to combine the prediction results from selected scorers. However, directly applying 2D methods [10] , [11] to three-dimensional (3D) NR-IQAs may not be effective or efficient. Extra 3D perceptual properties should be taken into account.
According to neurological research, there are many visual channels, including the summation channel and difference channel. The summation channel adds the images from two eyes to form the cyclopean [12] , and the weights of the two views can be computed using the energy, entropy [13] , and so on. Based on the traditional cyclopean, Su et al. [14] forms a convergent cyclopean image using disparity maps, which are computed when taking both the left-view and rightview images as references, thereby improving the accuracy of the asymmetric stereo pair prediction. In Addition to the cyclopean, there is another way to get the combined image of two views through weights. For example, Shao et al. [15] predict the quality of left and right images respectively by utilizing the support vector regression (SVR) model, and then weighted the two scores based on Bayesian mathematics and the feature distribution. Other researchers also use the weights according to other statistical methods. Zhou and Yu [16] utilized the complementary local patterns of the binocular energy response and the binocular rivalry response. However, the human binocular integration mechanism has not yet been confirmed, and the scientificity of the related methods still needs to be further explored. The difference channel subtracts two views, and its manifestations include the difference map, the disparity map and the depth map. Actually, there is a binocular rivalry when the views that are received by both eyes are incorrectly matched in the same retina region. Such rivalry or suppression will lead to incorrect matching and a bad stereo sense, and such effects motivate us to mine the depth-related information.
Recently, deep learning algorithms also show great superiority. Especially, convolutional neural network (CNN) has its advantages in the field of image processing. Oh et al. [17] trained the CNN model in a supervised manner. The proposed deep NR 3D image quality evaluator aggregates the extracted local abstractions into global features. And the metric does not estimate the depth. Ding et al. [18] trained the CNN model from scratch to classify images according to their perceptual quality, the features were captured from quality-aware monocular images and binocular disparity maps. Although the above methods represent a significant improvement over some previous NR SIQA algorithms, training is too time consuming and relies on a large number of samples.
In this paper, we propose an efficient no-reference stereo image quality assessment method by learning the gradient and phase dictionaries, as well as by assessing the visual color characteristics. The metric covers many elements, including the brightness, color, structure, phase, disparity and cyclopean information. The main contributions are as follows. 1) The color information of an image is processed using the gradient vector superposition of the RGB, and we concurrently consider the color and structural information. 2) There is some progress on excavating human visual characteristics, and it mainly focuses on the summation channel and the difference channel. Each visual channel is analyzed in terms of position and phase, which was inspired by Hierarchical models of object recognition in cortex.
3) The double dictionaries, the unique gradient dictionary and phase dictionary are used to simplify the feature coefficient matrixes, and finally the matrixes are presented as joint sparse representations. The experimental results prove that the proposed method performs well with both symmetrically and asymmetrically distorted stereo images. The rest of the paper is organized as follows. Section II reviews the related work. Section III describes the details of the proposed method. Section IV shows and compares the experimental results from different aspects. Section V concludes the paper.
II. RELATED WORK
The quality of stereo images can be evaluated from two perspectives, which are the image quality and stereo sense, as Yang et al. [47] asserted. Therefore, researchers' breakthroughs are focused on these two aspects.
A. IMAGE QUALITY
In terms of the image quality of a single view, there are many traditional and improved 2D NR-IQA metrics. These metrics can also be utilized to evaluate one of the aspects of 3D images, which include the distortion identification-based image verity and integrity evaluation (DIIVINE) [10] , the blind/referenceless image spatial quality evaluator (BRISQUE) [2] , the blind Image integrity notator using DCT statistics-II (BLIINDS-II) [19] , the noreference free energy-based quality metric (NFEQM) [20] , the codebook representation for no-reference image assessment (CORNIA) [21] , the natural image quality evaluator (NIQE) [22] , and others [23]- [25] .
As we can see, grayscale images are widely extracted due to the brightness information they contain. In practice, most images are presented in color form and human eyes can notice the color distortions in some degree. To facilitate the evaluation, Li et al. [26] established a well-used color dictionary. The atoms of the dictionary are composed of basis vectors extracted from natural images, and the sparse representation of complex samples is made up of linear combinations of atoms. Since the sparse representation is much closer to the image perception of human vision cells, the dictionary is widely used. There are also well-performed image quality assessment methods that exist in the SIQA papers.
B. STEREO SENSE
With respect to the stereo sense, the multichannel human visual system (HVS) can be mainly divided into two categories, which are the summation channel and the difference channel [27] . Similar to the general IQA, the research of the stereo sense characteristics can be categorized into three types: FR, RR, and NR methods. From these three perspectives, we can find the useful metrics to realize the 3D IQA and learn the stereo sense.
1) FULL REFERENCE SIQA
Because FR-IQA methods provide the whole reference stereo pairs, Chen et al. [28] extracted both valid 2D and 3D features so that the reference information can be fully utilized. For the integration, researchers did a lot of work. For example, Bensalma and Larabi [29] acquired the differences of the binocular energy in order to reflect different impairments. Lin and Wu [3] utilized the binocular combination and the binocular frequency integration in order to obtain the stereo image in the human visual field.
2) REDUCED REFERENCE SIQA
It is common that RR-IQA methods extract a parameter set from the original reference image and use this set to represent the actual reference image. How to create parameter set is of significance. For example, Hewage and Martini [30] extracted the edge information from depth maps and the information from the corresponding color image in the proximity of edges. Some methods transfer images into different domains, which can extract new features. Wang et al. [31] proposed to evaluate images based on contourlet transform, and Ma et al. [32] utilized the reorganized DCT-based representation.
3) NO REFERENCE SIQA
In the absence of reference images, we need to extract the representative features as evaluation samples. The Methods can be divided into two categories according to whether there are subjective quality scores for training, which are opinion-unaware and opinion-aware. Zhang et al. [33] proposed an opinion-unaware blind IQA method that learns a multivariate Gaussian model of image patches from a collection of pristine natural images. Ye et al. [21] used the raw-image patches that are extracted from a set of unlabeled images in order to learn a dictionary in an unsupervised manner. Actually, compared with opinion-unaware methods, more research is based on opinion-aware methods. It is common to see methods that extract the features of NSS models [34] , [35] . However, different from NSS-inspired NR stereo IQA algorithms, StereoQUE [36] built the bivariate generalized Gaussian distribution (BGGD) model in order to capture the joint statistics of the luminance and the disparity subband coefficients. A dictionary is also a useful tool to help optimize the algorithm. Shao et al. [37] learnt the local receptive fields and global receptive fields from the reference and distorted stereoscopic images, respectively, and then constructed their corresponding local quality lookups and global quality lookups. Shao et al. [15] also proposed building a dictionary for producing joint sparse representations, which would help reduce the dimensionality and fit the stimulus of human eyes. Mandal and Sao [38] employed the structural and statistical information to learn the dictionary. In addition, in recent years, machine learning has become a general trend [39] - [43] . Machine learning is divided into fully automated learning and semiautomatic learning. Fully automated learning directly refers to images, such as deep learning, and semiautomatic learning first needs to manually extract the valid features. Zhou et al. [44] proposed an efficient NR-SIQA metric that utilizes binocular visionbased dictionary learning and k-nearest-neighbors (KNN)based machine learning to more accurately align the results with human assessments.
Actually, we have done a lot of previous work on the stereo color image quality assessment, and made some achievements [45] . Nevertheless, it mainly focuses on the gradient extraction of the RGB channels, does not consider enough binocular vision features and never refers to the phase. Based on our previous work, the diversified depth and fusion correlation maps are extracted for evaluation purposes, and the phase information is also fully exploited in this paper. The experimental results confirm that the performance improves a lot compared with the former method.
III. PROPOSED METHOD
Before explaining the metric in detail, we briefly introduce the overall framework and describe the proposed method according to Fig. 1 . Here, the algorithm mainly contains three parts. In the first part, since the sparse representation resembles the neural response properties of simple cells in the primary visual cortex [46] , we train and utilize the gradient dictionary and phase dictionary to get the sparse representations of many data sets. The gradient dictionary is used to assess the structures of images. The phase dictionary is used to look up and analyze the phase characteristics. In the second part, inspired by the high sensitivity of human eyes to the structures, we built many structurally related feature maps, including two-view color image sample matrixes (SM) through RGB channels, the difference gradient magnitude map (DGMM), the position cyclopean and the position disparity. In the third part, we build a PC cyclopean map and another position disparity map, which is particularly parsed using the phase dictionary. Signal processing and biological vision studies show that the phase plays a more important role than the amplitude in the frequency domain representation of a signal. In addition, the phase congruency (PC) can detect various feature points, such as step edges and line edges. The phase and position correspond to the frequency domain and the space domain, respectively, which are two complementary observation perspectives. It is worth mentioning that the modified phase disparity is defined as the phase difference between the monocular inputs from each eye, and the position disparity is defined as the offset between the locations of either monocular receptive field within the visual field [47] , [48] . These are two different perspectives for dissecting the cortical filter. Relatively speaking, we can regard the extracted features as relatively comprehensive feature sets.
At last, we use two learnt joint dictionaries to get the sparse representation of the feature sets. After being combined with the PCA and SVR, the scores are computed.
A. LEARNING DICTIONARIES
Here, we build two dictionaries called the gradient dictionary (GDIC) and the phase dictionary (PDIC). The two dictionaries are used to reduce the dimensions of huge data sets focusing on different features. Since the sparse representation simulates the stimulus of a visual receptive field, it fits more with subjective feelings. Furthermore, due to its simple representation, the computational complexity is reduced, and the computational speed is increased. Taking the GDIC as the example to elaborate upon, we then applied similar operations to build the PDIC.
The dictionary is usually used to reduce the dimensions of large data sets. To some degree, the more efficient the dictionary we want, the more basic vectors that a dictionary should contain, as well as the more learning samples we need.
However, it is impossible to learn an infinite number of natural images. After experimental practice, we decide to choose 10 natural images from LIVE 2D image database, which are shown in Fig. 2 . Different with traditional dictionary learning, the images first need to be preprocessed, as shown in Fig. 3 . First of all, the color images are turned into grayscale images. Second, we take the derivatives of the grayscale images and acquire the absolute values so as to build the 10 GMMs. Then, we divide each GMM into nonoverlapping 8×8 local patches and randomly select 2500 patches. Each patch is scanned row by row, and is eventually vectorized into a column vector y k . Afterwards, the matrix Y = [y 1 , y 2 , · · · , y 2500 ] ∈ R 64×2500 is built, which contains 2500 sample signals. Meanwhile, unknown sparse coefficients C ∈ R 20×2500 are assumed. The formula is as follows:
Using the K-SVD algorithm [49] , we update each atom and coefficients column after column, when the error is not greater than a minimum number τ as follows:
Here, · 2 is the l 2 norm, and · 0 is the l 0 norm, which is the number of nonzero elements of a vector. Hence, the dictionary D = U is obtained. We propose to build the joint gradient dictionary GDIC = [D 1 , D 2 , · · · , D 10 ] ∈ R 64×200 , which consists of 10 such sub dictionaries. If we change the gradient images into phase congruency images to be used as the training set, we can also get the PDIC. The two dictionaries are shown in Fig. 4 .
B. FEATURE EXTRACTION OF POSITION IMAGES
In this section, the features will be extracted from three kinds of channels based on multi-channel characteristics of human eyes, which are the RGB channels, the summation channel and the difference channel.
1) RGB CHANNEL
There are many kinds of features that can be extracted [50] . In this paper, the distorted image is decomposed into three images with the red, green and blue color components, respectively, as shown in Fig. 5 .
In this way, the independent internal structural properties can be extracted. Since the structure belongs to the image nature characteristic, the gradient and its correlation maps do VOLUME 7, 2019 not change as light changes. In order to get the three pairs of gradient magnitude maps (GMM) and gradient orientation maps (GOM), respectively, the images are convolved using the first-order Gaussian derivative. Thus, the gradient magnitude (GM) and gradient orientation (GO) are determined as follows:
Here, D x (i, j) and D y (i, j) are the directional derivatives in the horizontal x and vertical y directions, respectively, in sample area (i, j). A vector is composed of the magnitude and orientation. Hence, we add the three vectors of each point with the three pairs of obtained GMMs and GOMs. This is similar to overlapping the three vector maps. Compared with selecting the maximum GM as the feature, the proposed method minimizes the loss of structural information. According to the neurological research about the sensitivity of human eyes to different color components, we weight the vectors differently. Taking one pixel as an example, the specific process is described visually shown as Fig. 6 . The orthogonal decomposition and the merging of the vectors are shown as follows: 
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Here, − → R , − → G and − → B are the gradient vectors of different color components. The black one is the final resultant vector, which is denoted as − → F , and its modulus is calculated. Similarly, the vector moduli of all points are computed. When these values are obtained separately by processing the left view and the right view, we form the sample matrixes SM1 and SM2.
2) SUMMATION CHANNEL
As is generally accepted, multichannel is an important characteristic revealing how human eyes process visual receptive information. The image is present in the visual cortex of the brain in the form of the cyclopean. Therefore, it is necessary to combine the binocular views. Here, we compute the sparse distance in order to weight the stereo pair and produce the position cyclopean.
Here, SD represents the sparse distance, and W represents the combination weight. In this way, we can acquire the position cyclopean I po_c based on the sparse distance that we defined.
The traditional cyclopean only takes one view as a reference to produce the disparity, and so it does not work well when stereo pairs are asymmetrically distorted. Meanwhile, in our method, d L (x, y) and d R (x, y) are the canonical disparity maps that are computed by taking the right and left images as references, respectively. Therefore, it adapts to more scenarios.
3) DIFFERENCE CHANNEL
Binocular rivalry and binocular suppression both appear in the difference channel when the retina focuses of two views do not match. We discuss it from two perspectives, which are the difference map and the disparity map. We compute the gradient of the difference map in the grayscale domain, which results in the difference gradient magnitude map (DGMM). For stereo images, there is always binocular disparity. The estimated disparity map is generated using an SSIM-based stereo algorithm.
C. FEATURE EXTRACTION OF PHASE CONGRUENCY IMAGES
According to the Mach band study, it is known that the characteristics of the signal always appear at the point where the Fourier phase overlaps the most, and thus a phase congruency model is proposed. As can be seen from Fig. 7 , the phase congruency seems to contain more outline information of the image. Based on the algorithm that was proposed by Kovesi [51] , we extend the 1D signal process into the 2D image process. The 2D log-Gabor function is as follows:
The formula is made up of the 1D log-Gabor function and the Gaussian spreading function. Here, θ k = kπ/K , k = {0, 1, 2, . . . K − 1} is the orientation angle of the filter, and we divide the orientation into the number of K angles. σ x determines the filter bandwidth, w 0 is the center frequency of the filter, and σ θ determines the angular bandwidth of the filter. By convolving G with the 2D image, on scale n, the local amplitude is A n (x) = e n (x) 2 + o n (x) 2 , [e n (x), o n (x)] is every orthogonal filter response, and the corresponding energy is E(x) = F(x) 2 + H (x) 2 = [ n e n (x)] 2 + [ n o n (x)] 2 . Therefore, the phase congruency can be generated as follows.
Now we have the phase congruency images of the left and right views. Then, we perform similar operations as VOLUME 7, 2019 on the position images to the phase congruency images in section B, and we get the PC cyclopean. Originally, we formed the PC disparity and parsed it using phase dictionary. However, after experimentation, we found that it did not work well since the PC disparity loses much textural and detail information. Hence, we change the way that the phase disparity is extracted by using the position disparity parsed by the phase dictionary as the replacement for the PC disparity.
D. REPRESENTATION AND FEATURE PROCESSING
Through the above feature extraction, we utilize two dictionaries to get sparse representation of each sample matrix. The gradient dictionary is used to encode the position related samples, and then we generate SR1, SR2, SR3, M1 and M2 from the left image, right image, DGMM, position cyclopean and position disparity, respectively. Meanwhile, the phase dictionary is used to encode the phase related samples, including the M3 from the PC cyclopean and the M4 from the position disparity.
The steps are as follows. SM1, SM2 and DGMM of size 356 × 636 are divided into 3476 8 × 8 patches and vectorized into column vectors to build the matrixes Z 1 , Z 2 and Z 3 , respectively. Utilizing the gradient dictionary, the sparse representation matrixes are obtained as follows:
Here, · 1 is the l 1 norm and λ is the positive regular parameter balancing the weights of the error term and the constraint term. GDIC is the gradient dictionary; SR 1 and SR 2 are the sparse representations matrixes of the left-view sample and right-view sample, respectively; and SR 3 represents the sparse representation of the difference sample. Afterwards, we sum up the values of each column in SR i , and put the three SR S side by side into one matrix, which means that every sample feature contains 3476×3 dimensions. The feature sampling matrix has a total of n sample features, which are represented as T 1 , where n is determined by the number of training images.
Similarly, we connect M 1 , M 2 , M 3 , M 4 in series to get Q 1 and T 2 :
However, too many dimensions will cause high redundancy and high correlation. After the comparative experiment, we found that using PCA twice rather than once can extract more efficient features. Therefore, we employ PCA twice in order to obtain the principal components, which are linearly independent as follows:
I 3 represents the final feature matrix, which is sent to train the machine model. We take 80% of the samples for training, and the remaining 20% are used for testing. In the development of SVR model [52] , [53] , the kernel is the radial basis function k (A, A n ) and the library is LIBSVM-3. 22 .
Here, f (x) is the objective score while P is the subjective score. When the error of the two scores is less than a fixed minimum value, the needed model is built, shown as equation (19) . By feeding the aforementioned sample feature sets into the trained SVR model, the objective score can be predicted. Additionally, the grid search method is adopted to help optimize the parameters.
IV. EXPERIMENTAL RESULTS AND ANALYSES
The performance of the proposed metric is evaluated by using the LIVE 3D database phase I (LIVE I) [54] and the LIVE 3D database phase II (LIVE II) [12] , there are five kinds of distortions at various levels, which are JPEG compression (JPEG), JPEG2000 compression (JP2k), additive white noise (WN), Gaussian blurring (GB) and fast fading (FF). LIVE I contains 20 reference images and 365 distorted images without asymmetric ones. Meanwhile, LIVE II consists of 8 reference images and 360 distorted images with both symmetric and asymmetric ones. Three indicators, the Pearson linear correlation coefficient (PLCC), the Spearman rank-order correlation coefficient (SRCC) and the root mean square error (RMSE) are used to describe the fit between the subjective and objective evaluations. Especially, if the values of the PLCC and SRCC are close to 1 and the value of the RMSE is small after 1000 simulations, the results of the prediction and the monotonicity are perfect.
In the training stage, grid search method help us find the appropriate parameters as shown in fig. 8 . The best parameter group{c, g, CVmse} allows SVR to model better and faster. Since the objective predicted values are not linearly related to the subjective values, we construct a nonlinear regression model with a 5-parameter logistic function:
where the parameters β 1 , β 2 , β 3 , β 4 and β 5 are determined according to the subjective and objective scores. 
A. THE OVERALL PERFORMANCES COMPARISONS
Based on LIVE 3D IQA databases, we compare the proposed metric with a few typical metrics that cover the FR, RR and NR IQA fields. In the NR IQA, there is Bensalma's metric [29] , Chen's metric [28] , Lin's metric [3] and Yang's metric [47] . In the RR IQA, we compared with Wang's metric [31] , Hewage's metric [30] and Ma's metric [32] . Particularly, we selected six effective NR IQA methods, which are Shao's metric [15] , the StereoQUE metric [36] , Zhou I metric [16] , Zhou II metric [44] , Oh's metric [17] and Ding's metric [18] to verify the validity of our method. All metrics are evaluated using the various types of distortion. The overall performance comparisons are tabulated, as shown in We can see there are three ranks: excellent, good and not bad. In our method, the evaluation of the JP2K and FF distortions are surprisingly consistent with the subjective assessment. Nevertheless, the proposed metric is not as effective for JPEG and WN distortions and is even worse for the GB distortion. The reason is that GB fuzzifies the edges and does not truly rely on the structure, while our method incorporate much hidden structural information. Due to above reason, our method may not work the best for some specific distortion types. Nevertheless, if we take the predicted values for different kinds of distortions as a sequence, it will be found that the average value is large while the variance is small, from which we can conclude that the proposed metric has good universality. Especially for asymmetric distortion, the effect has been greatly improved. From the data, we can find that the values of the global indexes are truly high. On the one hand, it is worth noting that the evaluation accuracies for the symmetric and asymmetric distortions are just as good.
On the other hand, the complexity of the method is not high, because there is no need to classify the distortion types, but to extract the characteristics suitable for various distortion types.
C. THE EFFECTIVENESS OF EXTRACTED FEATURES
The histograms shown in Fig. 9 reflect the normalized distribution of the 40 dimensions in different DMOS ranges.
It always changes with the change of the distortions. It can be observed from the Fig. 9 that the greater that the distortion is, the more drastic that the values change, which proves the validity of the selected features.
In the paper, we group all features into three kinds of feature sets, which are #F1, #F2 and #F3. #F1 contains the SM1, SM2 and DGMM that are parsed using the gradient dictionary; #F2 uses the cyclopean and disparity maps of the position; and #F3 uses cyclopean and disparity maps of the phase. From TABLE 4, we can see that although each feature set performs well, they work better together. Therefore, we can conclude that they are complementary and each one makes a great contribution. There are two situations we design. In situation 1, based on the left and right phase congruency images, we generate the PC disparity, and use the phase dictionary to parse it. Meanwhile, in situation 2, we use the position disparity and also parse it using the phase dictionary, which allows us to get M4. From TABLE 5, we can see this small modification results in a great improvement, the better values are in bold. Hence, we choose situation 2 in the real test. 
D. IMPACT OF TRAINING SAMPLE PROPORTION
Similar to the expression of Fig. 9, Fig. 10 shows that the features are representative from the perspective of machine learning. The abscissa is the ratio of the training samples to the total samples. which ranges from 5% to 80%, and the ordinate is the value of the PLCC or SRCC index. Either from Fig. 10 or TABLE 6 , when the ratio is above 20%, the method performs well and has a slow upward trend. In other words, we can get desirable predictive results by using a small number of samples. Based on these observations, we conclude that the proposed metric is stably calibrated for quantifying and assessing the perceptual distortions of stereo images.
V. CONCLUSIONS
In this paper, we present an improved no-reference stereo image quality assessment metric. The innovative points of the research include the following aspects. 1) By realizing the gradient vector superposition of the RGB channels, we concurrently consider the color and structural information. 2) We excavate human visual characteristics by mainly focusing on the summation channel and the difference channel. 3) A unique gradient dictionary and phase dictionary are used to simplify the feature coefficient matrixes, and finally the matrixes are presented as a joint sparse representation. Consequently, compared with other methods, the complexity of the proposed method is reduced, while the prediction accuracy and robustness with respect to the various types of distortions are ensured, especially for asymmetric distortions. All the experimental results verify the effectiveness of the proposed metric. In future work, we will focus more on mining the visual comfort, which significantly influences subjective feelings.
