We recall the main facts about the representation of regular linear systems, essentially that they can be described by equations of the form x(t) = Ax(t) + Bu(t), y(t) = Cx{t) + Du(t), like finite dimensional systems, but now A, B and C are in general unbounded operators. Regular linear systems are a subclass of abstract linear systems. We define transfer functions of abstract linear systems via a generalization of a theorem of Fourés and Segal. We prove a formula for the transfer function of a regular linear system, which is similar to the formula in finite dimensions. The main result is a (simple to state but hard to prove) necessary and sufficient condition for an abstract linear system to be regular, in terms of its transfer function. Other conditions equivalent to regularity are also obtained. The main result is a consequence of a new Tauberian theorem, which is of independent interest.
Introduction
In the Hubert space context, an abstract linear system is a linear system whose input, state and output spaces are Hubert spaces, input and output functions are locally L2, and on any finite time interval, the final state and the output function depend continuously on the initial state and the input function. The concept has been introduced by Salamon [15] to give a unifying framework for a large class of phenomena usually described as linear, time invariant and well posed. For the precise definition of this and other concepts used in the Introduction, see §2.
Regular linear systems are a large subclass of abstract linear systems, probably comprising every abstract linear system of practical interest. A system is regular if its output function corresponding to a step input function and zero initial state is not very discontinuous at zero; the precise requirement is that its average over [0, t] should have a limit as t -> 0 (see §2). We often prefer to work with regular linear systems (as opposed to abstract linear systems) because they have a convenient representation, similar to that of finite dimensional systems, via equations (1.2) (for the precise statement see Theorem 2.3).
In this paper we investigate the transfer function of regular linear systems.
We work in the Hubert space context, but in remarks placed at the end of each section we make it clear which results extend to Banach spaces. Following is an outline of the paper, including the statement of some of the results. In §2 we review the necessary background on abstract linear systems and regular linear systems. For easy reference, the proof of the representation theorem quoted in this section is given in the Appendix.
In §3 we give a generalization of a theorem of Fourés and Segal [9] concerning the representation of shift-invariant operators on L2 by transfer functions in H°° . This is needed because the input/output map of an abstract linear system is a shift invariant operator on LXoc, not on L2 . We define the growth bound yo of such an operator and prove that a transfer function representation is possible if and only if yo < oo (this condition is always satisfied by input/output maps of abstract linear systems).
The aim of §4 is to obtain a formula for the transfer function of a regular linear system. More precisely, we prove the following. Theorem 1.1. Let Z be a regular linear system with semigroup generator A, control operator B, observation operator C, and feedthrough operator D. Then the transfer function Hofl is given for s£C with sufficiently big real part by ( 
1.1) H(s) = CL(sI-A)-xB + D,
where Cl is the Lebesgue extension of C.
The result has been announced (without proof) in Weiss [18, §4] . The first reaction of the reader to Theorem 1.1 might be to think that this is obvious. Indeed, we know (see §2) that X is described by the following equations (which are satisfied for almost every / > 0) : (1.2a) x(t) = Ax(t) + Bu(t), (1.2b) y(t) = CLx(t) + Du(t), where «(•) is the input function, of class LXoc, x(t) is the state at time t, and y(-) is the output function, again in L20C. Applying formally the Laplace transformation to ( 1.2), we easily get ( 1.1 ). However, if we think more carefully, after applying the Laplace integral to equation (1.2b), we have to take Cl out of the integral. But CL (like C) may be a nonclosable operator, so we have to be careful. There are several ways of proving Theorem 1.1. We prefer to derive it as a consequence of another theorem which seems to be important in itself. This theorem gives a rather general answer to the question: when do Cl and the integral sign commute? It turns out that this is true if Cl is applied to a function t -* a(t)x(t), where a is scalar and x is a state trajectory of Z, and both functions do not grow too fast. For details see §4.
In §5 we first prove a new Tauberian theorem about the Laplace transformation of vector-valued functions of the class IP . i.e., if one of the limits exists, so does the other and they are equal.
We mention that if the limit on the left is known to exist then by a wellknown Abelian theorem (1.4) is true regardless if (1.3) holds. The interesting case is when only the limit on the right is known to exist. For more details and the proof see Proposition 5.1, Theorem 5.2, and Remark 5.9.
We need the above result in the proof of the spectral characterization of regularity, perhaps the main result of the paper, stated below (this is only a part of Theorem 5.8 in §5). Theorem 1. 3. An abstract linear system is regular if and only if its transfer function has a strong limit at +00 (along the real axis).
With the notation of Theorem 1.1, it is rather easy to prove that for any element v in the input space of Z
where X is real. Theorem 1.3 shows that conversely, the existence of the limit in (1.5) implies that Z is regular. (Then it follows that Z has a feedthrough operator D, and D can be computed by (1.5).) A simple consequence of Theorem 1.3 is that the cascade connection of two regular systems is again regular. Maybe the most important consequence of Theorem 1.3 is that the class of regular linear systems is closed under feedback. However, we do not discuss cascades or feedback in this paper.
Abstract linear systems and regular linear systems: A review
In this section we recall in a very sketchy way some definitions and results needed form other papers. Our aim is not to explain the material or to give proofs, only to fix the notation, to recall the main points of the theory and to indicate references.
First we introduce some notation. For any Hubert space W and any x > 0, ST will denote the operator of right shift by x on L2([0, 00), W). PT will denote the projection of L2([0, 00), W) onto L2([0, t], W) (by truncation), the latter space being regarded as a subspace of the former. Definition 2.1 has been reproduced from Weiss [18] . An equivalent definition has been given in Salamon [15] . The notation introduced in Definition 2.1 will be used throughout this section.
The intuitive meaning of the operators introduced above is the following: if x(x) denotes the state of Z at time x > 0, and u £ L2OC[(0, 00), U) and y e -^ioc([0, 00), T) are the input and output functions of Z respectively, then (iS)-(ï: î)i%Y
The truncated function PTu belongs to the Hubert space L2([0, 00), U), and similarly for Pry, so that all operators above map Hilbert spaces into Hubert spaces, as required in the definition.
The simplest example of an abstract linear system is a finite dimensional system described by the equations x(t) = Ax(t) + Bu(t), y(t) = Cx(t) + Du(t), where A, B, C, and D are matrices of appropriate dimensions. In this case, by a trivial computation
Jo
For t > x we have (vFTx)(i) = 0 and (FT«)(0 = 0.
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It is surprising that for any abstract linear system, the operators TT, <PT, and *FT can be expressed by formulae not much different from the above. For FT this is true if an additional assumption is made, regularity. Before going into these matters, we give a more interesting but still very simple example.
Example. We model a delay line as an abstract linear system. Let X = L2[-h,0], where h > 0, and let T be the left shift semigroup on X with zero entering from the right, i.e., for any x > 0 and Ç £ [-h, 0] x(C + x), for£ + T<0, 10, for C + x > 0.
Let U = C and for any x > 0 and Ç £ \-h, 0] w(C + t), for£ + T>0, L 0, for C + x < 0.
Let Y = C and for any x > 0 and t e [0, t) { 0, for t -h > 0.
For / > t we put (<FTx)(f) = 0. Finally, let for any x > 0 and í e [0, t) >«>={rA)' í;:¡u-For t > x we put (FTw)(i) = 0. Then Z = (T, O, 4*, F) is an abstract linear system. For another example worked out in detail the reader may look up Curtain and Weiss [6] .
From the definition of an abstract linear system given above, one can derive the following two formulae expressing causality:
for any x > 0. It is also easy to show that for 0 < x < T Pt4V = 4\, PTFr = FT.
Let A denote the generator of T. The Hilbert spaces Xx and X_x are defined as follows: Xx is D(A) with the norm ||jc||i = \\(ßl -A)x\\, where ß £ p(A) is fixed (this is equivalent with the graph norm), and X_x is the completion of X with respect to the norm ||x||_i = \\(ßl -A)~xx\\. These spaces are independent of the choice of ß. If D(A*) is endowed with its graph norm then X_x can be identified with D(A*)*, the dual of D(A*) with respect to the scalar product of X. We have Xx cIcLi, densely and with continuous embeddings. The semigroup T can be restricted to a semigroup on Xx and extended to a semigroup on X_x. These three semigroups are isomorphic and we shall denote them by the same symbol (the isomorphism from X to Xx is (ßI-A)~x and its extension to X-X is the isomorphism from X_i to X). The generator of T on Xx is the restriction of A to D(A2) and the generator of T on I_i is the extension of A to X, which is bounded as an operator from X to X^x. Like in the case of T, we will use the same notation for the original generator A and for its restriction and extension described above. More information on the spaces Xx and X_ i can be found for example in Weiss [16] .
By a representation theorem due to Salamon [15] (see also Weiss [6] We shall call ^^ the extended output map of Z, and F^ the extended input/output map of Z. Formulae (2.2) and (2.3) have the following extensions:
for any x £ X, any u, v £ fi and any x > 0. For further details on these extended maps see Weiss [17, 18] . By a representation theorem due to Salamon [15] (see also Weiss [17] ), there is a (unique) C £ 2'(XX, Y), called the observation operator of Z, such that for xo £ Xx and t > 0 (2.10)
C is called bounded if it can be extended continuously to X, and unbounded otherwise. The above formula determines T^ , because Xx is dense in X. A simple but useful consequence of the above formula is that for any xoel For more information on C¿ see Weiss [17] . For any v e U, the function is the step response of Z corresponding to v (x was defined after (2.6)). The above definition has been reproduced from Weiss [18] . The concept of regular linear system has been vaguely anticipated by Helton [12] in his definition of "compatible systems" (see also Fuhrmann [10, p. 296] ). A class of abstract linear systems which have received much attention in recent years are the "Pritchard-Salamon systems" (see Curtain et al. [5] for an updated theory and references). These systems have continuous step response and so they are regular. The delay line described in the Example is obviously regular, but it is not a Pritchard-Salamon system. For regular linear systems we have the following representation theorem, which is the main result of the paper Weiss [18] . The function x given by (2.15a) is the unique strong solution of (1.2a) which satisfies the initial condition x(0) = xq .
The proof is given in the Appendix ( §6). For abstract linear systems (not necessarily regular) a similar theorem holds, but (1.2b) is replaced by a more complicated equation (which does not contain D, since there is no D). We do not go into this here, but the reader may consult Salamon [15] .
Taking in ( Note that shift invariant operators are causal, i.e., PTy = PTyPT holds for any x > 0. We are interested in shift invariant operators because for any abstract linear system, the extended input/output map ¥oe is shift invariant. Indeed, this follows from (2.9) by taking u = 0.
We recall the following theorem of Fourés and Segal [9] . Our goal is to extend Theorem 3.1 for shift invariant continuous operators from fi to f. First we note that an extension is not always possible: indeed, consider U = Y = C and y given by
Then for any u ^ 0 with u(t) > 0, the Laplace transform of Jm is nowhere defined. For y to be representable by a formula similar to (3.1), we need that for functions u, y with y = y«, the existence of u should imply the existence of y. Since we agreed to define û on the half-plane delimited by a2(u), and similarly for y, this means that a2(u) < oo should imply a2(y) < oo. Propositions 3.2 and 3.5 give several conditions on y that are equivalent to the one just stated.
We introduce some more notation. For any Hubert space W and any Ael, the operator ex on L,2OC([0, oo), W) is defined by (ekv)(t) = ektv(t), Vi>0.
We denote
Often we omit the argument and simply write L\ . L2 is the same as L\ . L\ is a Hubert space with the norm \v\Li = ||e_^v||L2. It is clear that L\ c L\ for Xx < X2, densely, and a2(u) is the infimum of those X e R for which U£L\. It follows from the simple relation eaSt -eatStea, valid for any real a and any t > 0, that y is shift invariant. Let e e (0, X -y), then it follows from (i) that y maps PTL2 into Lte ■ By the closed graph theorem, y is bounded from PTL2 to L2£. Denote for k £ {0, 1,2,...} &k -(P(A:+1)t -Pfct^Pr-.5fc may be regarded as an operator from L2 to L2 and as such we estimate its norm. If we denote by K the norm of yPT as an operator from L2 to L2_e and take into account that the norm of ~P(k+X)x -P^T, as an operator from L2_E to L2, is e~kxe, then it follows from the definition that Definition 3.3. Let y be a shift invariant continuous linear operator from fi to f. Let yo be the smallest element in [-00,00) for which one (and hence any) of the conditions in Proposition 3.2 is satisfied. If there are no such numbers then we put yo = 00. Then y0 is the growth bound of y. We say that y is exponentially stable if yo < 0.
It is possible to have yo = -00 for nonzero y, for example if y is given by convolution with a measure having bounded support. In general, y does not restrict to a bounded linear operator from L2 to L2o. For example, consider U = Y = C and (7«)(i) = /"' u(a) do . Then y0 = 0, but y does not map L2 into itself. We shall see in §4 that if y is the extended input/output map of an abstract linear system, and if a>o is the growth bound of the corresponding semigroup, then yo < «o •
The following lemma is some sort of uniform boundedness principle. It is not difficult to see that Vk t m is closed in W. Moreover, the union of all the sets Vkm is W. By Baire's theorem, there exist y,p£N suchthat Vïtll has nonempty interior. Then V7<ß-V7ttt contains a ball of radius r > 0 centered at 0. Since VYtfl -Vïtll c Vy,2li, we get that for any w e W with ||«;|| < r we have \\¿7~w\\L2 < 2p. Hence, for any w e W we have ||yw||L2 < oo, i.e., a2(^w) < y. O Note. The author is indebted to Hans Zwart for the above short proof.
The number y which we constructed in the proof of Lemma 3.4 is positive, but of course that does not preclude the possibility of y < 0 or even y = -oo being a valid choice for some operators y.
Before stating the next proposition we note that if x > 0 and u e PTL2, then a2(u) = -oo . Proposition 3.5. Suppose y is a shift invariant continuous linear operator from fi to T, and let yo be its growth bound. Then the following statements are equivalent.
(i) For some x > 0, u£ PTL2 =*► ol2(SFu) < oo.
(ii) For any u £ fi, a2(u) < oo => a2(5Fu) < oo.
(iii) y0 < oo.
Proof. The implications (iii) => (ii) => (i) are clear (look at (iii) of Proposition 3.2). The implication (i) => (iii) follows from Lemma 3.4, taking W -PXL2 (use (i) of Proposition 3.2 to define yo). □
The above proposition shows that a generalization of Theorem 3.1 is conceivable only for operators with growth bound < oo. Now we can state this generalization. Theorem 3.6. Suppose SF is a shift invariant continuous linear operator from fi to f, with growth bound yo < oo. Then there is a unique £?(U, Y)-valued function H defined on Cyo, which satisfies the following.
(i) H is analytic and for any y > yo it is bounded on Cy, more precisely Conversely, suppose H is an <S?(U, Y)-valued function on Cyi, where yx e [-00,00). If H is analytic and for any y > yx, it is bounded on Cy, then H defines via (3.6) a shift invariant continuous linear operator from fi to t, with growth bound yo < yx (in particular, H has an extension to Cyo with properties (i) and (ii) above).
Proof. Let y and yo be as in the first part of the theorem. For any y > yo, put y, = e-7!Fey, so ZFy is shift invariant (see the beginning of the proof of Proposition 3.2). By (iv) of Proposition 3.2, y is bounded from L2 to L2, so y^ is bounded from L2 to L2. Moreover, since ey is a norm preserving transformation from L2 to L2 , we have (3) (4) (5) (6) (7) 11^1^,^ = 11^1^,^).
By Theorem 3.1 there is a unique bounded analytic ^f(U, V")-valued function Gy on Co, representing y, like in (3.1). Coming back to y, we get that for any u e L2, (3.6) holds with Hy(s) = Gy(s -y) in place of H(s). Moreover, by (3.2) and (3.7) we get that (3.5) holds in Hy in place of H.
Let (y") be a decreasing sequence in (yo, 00) such that y« -> yo. Hy" is defined on Cn , and it is analytic and bounded there. Since L2n+1 c L2n densely, Hj,n is uniquely determined by the restriction of y to L2n+i, which implies that H.7n is the restriction of H>,n+1 to Cyn. This makes it possible to define by induction an analytic function H on Cj,0 such that for any n e N, Hïn is a restriction of H. It follows that for any y > yo , Hy is the restriction of H to Cy, so (i) and (ii) are satisfied.
Conversely, let H and yx be as in the second part of the theorem. Let y > yx and G(s) -H(s + y). Then by the second part of Theorem 3.1, G defines via (3.1) a shift invariant bounded linear operator y from L2 to L2 . Put y = eyETe-y, so y is shift invariant and bounded from L2 to L2 , and for u £ L2 it satisfies (3.6) on Cy. Obviously y extends to a shift invariant continuous operator from fi to f and its growth bound yo < y. This being true for any y > yx, we get yo < yi ■ □ Definition 3.7. When y and H are as in the first part of the above theorem, then H is called the transfer function of y .
Remark 3.8. Almost everything written in this section remains valid, after some simple and obvious modifications, if we replace Hubert spaces by Banach spaces and L2 by IP , with 1 < p < 00 (in particular, the notation cx2(v) should be replaced by ap(v)). The exceptions are the following: in (3.2) and (3.5), the sign = has to be replaced by < , and the converse (last) parts of both Theorems 3.1 and 3.6 will no longer hold. This is because the converse part of Theorem 3.1 is a consequence of the Paley-Wiener theorem, which has no correspondent for Banach spaces. The proof of the first part of Theorem 3.1 for Banach spaces and Lp can be found in Weiss [19] . For p -00, nothing remains true of Theorem 3.1, see Weiss [19] (Propositions 3.2 and 3.5 and Lemma 3.4 can be extended also for this case).
4. When can we take Cl out of an integral, and the formula for the transfer function
Recall that the growth bound of a strongly continuous semigroup T is the smallest element &>o £ [-00, 00) such that for any oe > ojo, there is an Mm > 1 for which (4.1) ||T,|| < Afa,^0", V*>0.
In particular, T is exponentially stable if coo < 0. As mentioned at the beginning of §3, the extended input/output map of any abstract linear system is a shift invariant continuous operator. We start by a simple proposition relating the growth bound of this operator (see Definition 3.3) with the growth bound of the semigroup. This proposition is due to Salamon [15, Lemma 2.1] but for greater clarity we also give a proof. where M is the norm of *Fi as an operator from X to L\ . Now let us assume that X > Wo and let to e (too, X). Using the last inequality together with (4.1), we get that the operators ¥" form X to L\ are uniformly bounded. Since ¥" = Pn^oo , it follows that ^oo is bounded from X to L\ . This being true for any X > too, we have proved (4.2). Choose x > 0. For any u £ PXL2, (2.9) implies W00u = Wxuoy¥00<&xu.
x Taking xo = <&xu in (4.2), it follows that a2(¥00u) < too. Using (i) of Proposition 3.2 to define yo, we get yo < too . o
It follows from Proposition 4.1, together with Theorem 3.6, that Foo can be represented by means of a transfer function (defined on Cyo). By the transfer function of Z we simply mean the transfer function of F«,. The main aim of this section is to prove formula (1.1) expressing the transfer function of a regular linear system in terms of the operators appearing in the representation (1.2) (see Theorem 4.7). As noted in the Introduction, we prove this formula using a theorem concerning integrals containing C/_ (Theorem 4.6), which is of independent interest. Remark 4.2. In Salamon [14, 15] and in Curtain and Weiss [6] , the transfer function H of an abstract linear system was introduced in a different way, leading to H being defined on p(A) (the resolvent set of the generator). I think that this is not natural, because the transfer function should depend only on the input/output map, and not on any particular state space realization attached to it. However, the transfer functions defined in these two approaches are equal on the half-plane CWo, so that they determine the same input/output maps. Remark 4.3. An immediate consequence of Proposition 4.1 is that exponential stability of T (too < 0) implies exponential stability of F^ (yo < 0). Several authors have investigated the following problem: under which additional assumptions on Z does the converse implication hold. Clearly this is equivalent to asking when yo = too holds. We refer to Curtain [3] , Curtain et al. [5, §5] and, for the most general results currently available, to Rebarber [13] .
Notation. For the rest of this section we shall work with regular linear systems, using the notation introduced in (2.7), Theorem 2.3, and (3.3). This means that the symbols U, X, Y (Hubert spaces), fi, f, L2W (function spaces), Z, T, O, *F, F (regular linear system and its operator families) and A, B, C, Cl, D (operators representing the system via (1.2)) need to further explanation, too and yo will be as in Proposition 4.1 (growth bounds). PT and ST will denote truncations and right shifts (see the beginning of §2). S* will denote the operator of left shift by x > 0 on both fi and F (the restriction of S* to L2 is the adjoint of the restriction of ST to L2).
For any x > 0, the operator C[ e ¿ï?(X, Y) is defined by Let us derive a useful identity. Clearly for any q, r e T and any t > 0, S*(qo r) = r. Applying this to (2.8) and (2.9), we get that for any z e X and any /, gefi, S( ToqZ = TooTfZ , License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use s;f00(/oj) = «p00<d//+f0oí.
Adding these equalities and using that / = fe S*f, we get an identity which expresses the fact that the system Z is time-invariant:
S;pFooZ + Foo/) = ^oo(Ttz + <t>tf) + FooS;/.
Now we consider the state trajectory x . We put Xo = x(0), then x is given by (2.15a). Let y be defined by (2.15b) (the output function), so by Proposition 4.1 and by (4.2) we have y e £2 . Taking in the last identity z = Xo and f -u, we get that for any t > 0 (4.6) S¡y = 1¥00x(t) + ¥00S*u.
We consider that u(t) is well defined for every t > 0, i.e., we make a choice from the equivalence class of functions equal a.e. which represent u. Let for any t > 0 the function e, e fi be defined by 
T-»0
Since C[ commutes with the integral sign, we get i*00 /»oo / CLa(t)x(t)dt = lim Cl a(t)x(t)dt.
Jo T-° Jo By the definition of CL (see (2.12)), this implies that /0°° a(t)x(t) dt e D(CL) and (4.11) holds. D
We mention that a weaker version of Theorem 4.6, valid for PritchardSalamon systems and finite dimensional U, was given in [5, §3] .
We restate Theorem 1.1 in a somewhat more precise way. Remember that we are still using the notation introduced before Lemma 4.4. Now, all Hubert spaces are assumed to be complex. Proof. Let to > to0 and u £ L2». Let x and y be defined by (2.15), with Xo = 0, so by Theorem 2.3 they satisfy equations (1.2) for a.e. t > 0. By Proposition 3.2 applied to the operator u -* x, we have x e £2 , and by Proposition 4.1 we have y £ £¿. We denote by û, x, and y the Laplace transforms of u, x, and y . Equation (1.2a) implies (4.12) x(s) = (si -A)'xBû(s), VseCo,.
Applying the Laplace transformation to (1.2b), we get that for ieCw If A, B and C are given and we want to compute H, then (4.13) allows us to compute H on Co,,, up to an additive constant operator, without having to compute CL first (as in (1.1) ).
Remark 4.10. Formula (4.13) remains valid for any abstract linear system (without having to assume regularity), see Salamon [15] for a direct proof. It is interesting to note that (4.13) (for abstract linear systems) can be obtained as a consequence of (1.1) (valid for regular linear systems).
We sketch the proof. Let Z be an abstract linear system and let Zc be the system obtained by the cascade connection of Z followed by an integrator. Clearly Zc has continuous step responses, so that it is regular. If H and Hc are the transfer functions of Z and Zc, then Hc(s) = (l/s)H(s).
The First a few words on terminology, following Doetsch [8] . Let y be a function on [0, oo ), which has a Laplace transform y. A theorem which tells something about the asymptotic behavior of y, based on the asymptotic behavior of y , is called an Abelian theorem. Usually, the converse of an Abelian theorem is not true, unless we impose an additional condition on y, called a Tauberian We shall prove another partial converse of Proposition 5.1 (our Tauberian condition is (5.3) ). We approximate y¿ by a family of continuous functions fe, s > 0, defined as follows: f(x) = fo(x) for any x in [0,1] except in the subinterval [e~x~c, e~x), and fe interpolates linearly inside this subinterval, i.e.,
It is elementary to check that for any í, 2 > 0
where ^j denotes the indicator function of the interval J. We have, using the above inequality,
\\E(X,f£)-E(X,fo)\\<X \W)\\dt
Ji/x <Ve[x \\y(t)\\2dt
Assuming for convenience e < 1 and denoting 2/X = x, we get by (5.3) \\E(X, f) -E(X, fo)\\ <V2i(^f \\y(t)\\2 dt^j <VTs-M, which shows that E(X, fE) -* E(X, fo) uniformly with respect to X. Therefore lim E(X, fo) = lim lim E(X, fi).
A-»OO £-»OA-»oo
Since ( This follows from Proposition 5.4 with y(t) = ¥00*o, where ¥00 is the extended output map of Z (see §2), using (2.11) and (4.2). (A direct proof was given in Weiss [17, Proposition 4.7] , but without defining C¿.) I do not know if the first inclusion in (5.11) can be strict. In order to answer this question, a solution of Problem 5.3 would be needed. In any case, we will see below that for any practical purpose C¿ and Cl are interchangeable, we can always use the one which suits us better.
The following theorem contains Theorem 1.3. and Cl are defined in (2.12) and (5.10), and too is the growth bound of T.
Then the following statements are equivalent.
(1) Z is regular, i.e., for any v e U the limit in (2.14) exists. (6) (1) ==> (2) => (3) => (4) =M8) (7) This will show that (1) implies any other point and any other point implies (8) . Then, we will close the loop by proving that (8) implies (1) (it is here that we need the Tauberian theorem proved earlier).
The implication (1) where D is the feedthrough operator of Z. In particular, (7) is satisfied.
The implication (7) => (8) Finally, if the limits mentioned in (1), (7), and (8) exist then, by (2.14) and (5.14), they are equal to £>v. G The above proof might give the wrong impression that in order to prove the equivalence of any two of the eight statements listed in Theorem 5.8, we need the nontrivial implication (8) => (1). This is not the case, for example, in Weiss [18] the equivalence of (1), (2) , and (3) was proved by other methods. (Actually, a slightly weaker version of (2) The case p = oo . Propositions 5.1 and 5.4 hold, with the same proof. Condition (5.3) is meaningless but Theorem 5.2 holds without having to impose any condition instead of (5.3). The proof is actually somewhat simpler than in the case p = 2, but follows the same idea. Corollary 5.5 holds without having to assume (5.9). Theorem 5.8 is meaningless, because possibly Z has no transfer function (see Remark 3.8) . A version of the whole theory can be built in which £°°-functions are replaced by regulated functions (these are uniform limits of step functions, they form a closed subspace of £°°). Then C is bounded (see Weiss [17, Proposition 6.5] ) and the statements in Theorem 5.8 always hold (like for p = 1). We do not discuss this further. For the proof of Theorem 2.3 we have quoted Weiss [18] . This paper appeared in the proceedings of a conference, and so it might not be available to some readers. The aim of this short section is to give the proof of this theorem, actually in more detail than it was done in [ 18] , where the proof of the following lemma was omitted.
Lemma 6.1. Let U be a Hubert space and u e LXoc([0, oo), U). Then for almost every t>0 (6.1) lim-/ \\u(t + o) -u(t)\\2do = 0. t^O x Jo Proof. After changing the values of u on a set of measure zero, its range becomes separable, i.e., u([0, oo)) has a countable dense subset {v"|m e N} . For any n £ N, the function q>n(t) = \\u(t) -v" ||2 belongs to £/oc[0, oo), so by the Lebesgue differentiation theorem i r (6.2) lim-/ (pn(t + a)da = <pn(t)
T-+0 x Jo holds for a.e. t > 0. It follows that there is a set E c [0, oo) whose complement has measure zero and such that (6.2) holds for any t e E and any n e N. We show that (6.1) holds for any t e E. Let t £ E be fixed. For any e > 0 there is an « e N such that the second term on the right-hand side is < e . For this n , the first term on the right-hand side is < e for x sufficiently small, so the left-hand side is < 2e , which proves (6.1). D
The above proof follows the idea of the proof of a related result in Diestel and Uhl [7, p. 49] . In [18] , Theorem 2.3 was obtained as a consequence of (2.16). Now it seems to me more natural to prove Theorem 2.3 directly (and then (2.16) becomes an easy consequence, as explained in §2).
Proof of Theorem 2.3. As already mentioned in §2, the fact that x is the unique strong solution of (1.2a) follows from the representation (2.5). The details are in Weiss [16, Theorem 3 .9] and we do not repeat them here. Our aim is to prove that (1.2b) holds for a.e. t > 0.
Both u and y are equivalence classes of functions modulo equality a.e. We choose one representative for u and one for y, and for the rest of this proof we consider u and y to be well defined in every point t > 0. Let y be the set of points t £ [0, oo) where the following two conditions are satisfied:
(i) y has a Lebesgue point at t and y(t) lim T-»0 \l> + a) do,
(ii) the equality (6.1) holds.
By a well-known theorem on Lebesgue points (see Diestel and Uhl [7, p. 49] ) and by Lemma 6.1, almost every t > 0 belongs to y. We will show that x(t) £ D(CL) and (1.2b) hold for any t e y. We need formula (4.8) from the proof of Lemma 4.4, so we recall the notation used there. For any x > 0, the operators Cl £ *S?(X, Y) and Dx £ 5f(U, Y) are defined by (4.3) and (4.4), and for any t > 0, the function e, e £j2oc([0, oo), Í7) is defined by (4.7). Then (by the same argument as in the proof of Lemma 4.4) formula (4.8) holds.
We show that for any / e y, each term in (4.8) has a limit as x -► 0. Assume t e y. By condition (i) above, the left-hand side of (4.8) tends to y(t) as x -> 0. By (2.14) (the regularity assumption), limT_o Dxu(t) = Du(t). We have seen in the proof of This, together with condition (ii) above shows that the last term on the righthand side of (4.8) tends to 0 as x -> 0. It follows that the term CxLx(t) in (4.8) also must have a limit as x -> 0.
By the definitions of C¿ and CL (see (4.3) and (2.12)) this means that x(t) £ D(Cl) and limT_0 CxLx(t) = CLx(t). Now we know the limit of each term in (4.8) and we can write down the equality obtained by taking limits: it is exactly (1.2b). D Remark 6.2. With the notation of Theorem 2.3, if í > 0 is such that both u and y are continuous from the right at t, then x(t) £ £>(C¿) and y(t) -CLx(t) + Du(t). Indeed, it is clear that both conditions (i) and (ii) of the preceding proof are satisfied at t. This fact is useful in the analysis of feedback systems (as will be discussed in another article).
Concerning extensions to Banach spaces and functions of class £foc, see Remark 2.4.
