Scheduling or the allocation of user requests (tasks) in the cloud environment is an NP-hard optimization problem. According to the cloud infrastructure and the user requests, the cloud system is assigned with some load (that may be 
Introduction
In the field of network technology, the cloud computing technology is showing phenomenal growth due to the advancement of communication technology, explosive use of Internet and solve large-scale problems. It allows both hardware, and software applications as resources over the Internet for the cloud 5 user. The cloud computing is an Internet-based computing model that share resources (e.g., networks, servers, storage, applications, and services), software, and information to various devices of the user on demand [1] . The Cloud computing is a path to utility computing embraced by some major IT companies such as Amazon, Apple, Google, HP, IBM, Microsoft, Oracle, and others. The
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Cloud Computing model has three service models, namely, Software as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a Service (IaaS) and four deployment models, namely, private, public, hybrid and community.
The efficient and scalable features of cloud computing can achieve by main- 15 taining proper management of cloud resources. These cloud resources are in the virtual form which is the most important characteristics of the cloud system. The Cloud Service Provider (CSP) provides services to the users in rented basis.
The role of CSP to provide the services to the user is a very complex one with the available virtual cloud resources. Therefore, researchers have been given 20 more attention towards the balancing of the load. This load balancing has a sound impact on the system performance. The CSP design a trade-off between the financial benefits and user satisfactory through load balancing. The load balancing procedure also taking care of the Service Level Agreements (SLAs), the agreement between the CSP and the cloud users. 25 The load balancing in clouds may be among physical hosts or VMs. This balancing mechanism distributes the dynamic workload evenly among all the nodes (hosts or VMs). The load balancing in the cloud is also referred as load balancing as a service (LBaaS). There are two versions of load balancing algorithms: static and dynamic. The static-based balancing algorithms are mostly fit for stable environments with homogeneous system. Dynamic-based balancing algorithms are more adaptable and effective in both homogeneous and heterogeneous environment. However, the application of static load balancing procedures has less system overhead as compared to the dynamic load balancing procedures. A 35 large number of heuristics has been proposed in the literature to this problem.
Also, some metaheuristics techniques are applied to this, and here, we explained those technologies [2] .
In cloud computing environment, the allocation of different tasks to VMs is Management-In Cloud Computing Environment, VM Migration is nothing but the movement of a VM from one PM to another PM to improving the resource utilization of the data center for which the PM is overloaded. Similarly, the migration of the current state of a task from one VM to another VM or VM of one host to VM of another host is referred to as task migration. This is the 50 reason; the VM or task migration plays a major role in load balancing of cloud computing.
In this paper, we present a review based on the modern load balancing algorithms evolved specially to suit the cloud environments. We have presented a 55 cloud system architecture to explain the cloud system. A taxonomy is presented and elaborated for the classification of load balancing algorithms in the cloud.
Various performance parameters are explained as well as compared those among different research on load balancing in a cloud.
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The remaining of this paper is arranged as follows. We present the system model for cloud computing in Section 2. In Section 3, we go over various performance metrics and discuss their effects on load balancing issues in the cloud.
After that, we present some load balancing approaches in Section 4, and we have compared and shown the simulation results of few heuristic-based load balanc-65 ing algorithms in Section 5. Finally, we conclude the paper and expose possible areas of improvement and our future work regarding load balancing algorithms in Section 6.
Cloud Computing Architecture
Especially, for the design of system model, we have to consider several factors 70 like cost, complexity, speed, system portability, security, etc. Cloud computing architecture varies from the traditional distributed system architecture in that 1) it is highly scalable, 2) it is an abstract entity and addresses distinct levels of services to the cloud consumer, 3) economies of scale control it and 4) it delivered on dynamic demand services through virtualization. One of the system 75 architecture of a single host in the cloud environment that is followed by many researchers is shown in Figure 1 . resources are there to complete within the deadline. Otherwise, the task will wait if SLA permits. After the completion of the task execution, the resources used by the task on the particular VM are released and can be utilized to create new VM that can be used to serve another request.
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The scheduling model in the cloud data center is shown in Figure 2 . The load balancing is required due to the huge number of heterogeneous input tasks with heterogeneous resource requirement. The n number of input tasks (T 1 , T 2 , ..., T n ) are submitted to the task queue of the cloud system. Then, the VM manager receives the input tasks from task queue and it has the complete information 105 about the active VM, resource availability in different hosts, and the local task queue length of all the hosts. VM manager verified the resource availability of the system for a given set of input tasks. If the set of tasks can run with 
Performance Matrices that effects Load Balancing
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The system stability improved by balancing the load across the available virtualized resources. To have a better load balancing approach, the system requires a better scheduler. There are n input tasks and N number of virtual machines. The mapping of these n tasks to N VMs effects various system performance parameters. The finite set of user requests or tasks is {T 1 , T 2 , ..., T n }.
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We have used Expected Time to Compute (ETC) matrix as tasks model on heterogeneous resource environment [6] . The value for ET C ij is L i /P j , where 
And the ET j , 1 ≤ j ≤ N is calculated as follows.
The makespan (M S) is the maximum of ET j i.e.,
Suppose, the virtual machine V M j consumes α j Joules/MI in active state and β j Joules/MI in idle state. The V M j remains in idle state for M S − ET j seconds. So, the total energy consumption (EC i.e., the sum of energy consumption in the active and idle state) is in equation (4) as follows.
Some important performance metrics including makespan and energy consumption that effects load balancing in cloud computing are explained below.
The detail approach used in different Load Balancing Algorithms in various simulation environments is explained in Table 1, Table 2, and Table 3 .
Throughput (TP): Throughput indicates the number of user requests (tasks)
130 executed per unit time by a virtual machine. Throughput value determines the system performance. High throughput implies that the system performance is good. The throughput of the system is inversely proportional to the makespan of the system.
Thrashing (TH):
Thrashing will occur due to memory, or other resources 135 have become exhausted or too limited in the system to perform operations on user requests. In the cloud environment, it occurs when the number of VM is spending their time in migration without maintaining the proper scheduling. So, the appropriate load balancing algorithm used for the maintenance of this factor.
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Reliability (R): Reliability will consistently performs according to the system specifications. In case of any failure during task execution, the task is transferred to any other resources (VMs) to improve reliability of the system. The reliable system improves the stability of the system.
Accuracy (A):
It determines the perfection of task execution result. Accu-
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racy is the ability of a measurement that can match with the actual value of the task execution being measured. In the current time, IT-industries give more importance on the system accuracy according user demand.
The accuracy value slightly degrades the system makespan.
Predictability (PR):
It is the degree used for the prediction of task alloca-150 tion, task execution, and task completion according to the available cloud resources (virtual machines). The previous behavior of the arrival of task to the system and the allocation and execution of those tasks in the cloud system provides the predictability value. The better prediction of task allocation advances the balancing of the load as well as enhances the system 155 makespan.
Makespan (MS):
It is the total time required to complete all tasks submitted to the system. Makespan of the system is the maximum time taken by the host running over the data center. In some cases where tasks have some priorities to execute, then the CSP has to compromise for the makespan of 160 the system.The evaluation of makespan (M S) of the system is exhibited in equation (3). The optimal makespan results in proper system load balancing.
Scalability(S):
It is a feature of a system or model to describes the capability of the system to perform under unexpected circumstances. It means the 165 level of surviving for a balanced system when the number or size of task or workload is increased. In a scalable cloud system, the rescaling of resources will be done periodically.
Fault Tolerance (FT):
The fault-tolerant method is one of the capabilities of the system to perform uninterrupted service even if one or more system 170 elements failing. It also resolves obstacles related to logical errors. The level of fault-tolerance can be measured from the number of failure points (i.e., single point failure or multipoint failure). To overcome some failures of the cloud system, the service providers require additional resources or virtual machines. However, this process leads to some additional costs,
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but the user can get a fault-free system.
Associated Overhead (AO):
It is the overhead formed by the execution of the algorithms. The balancing technique for the load to the system results in some overhead cost. If the load of the system is balanced properly, then minimum overhead occurs [7] .
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Migration time (MT): The actual time required to migrate a task or VM from one resource to another. The migration of task may be from one VM to another VM within a single host or different host. Similarly, the migration of VM will be from one host to another host within a data center or in different data centers. When a task required resources through 185 multiple virtual machines or the execution of the task is interrupted, then the task is migrated. In the same way, if a VM is crash during execution, then the VM is migrated to another host. The higher number of migration of VMs results in more migration time which degrades the makespan and 
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load balancing of the system. provisioning and under-provisioning [9] .
Energy Consumption (EC):
The energy consumption of a cloud system is the amount of energy absorbed by all ICT devices connected in the system [35] . Three kinds of devices to calculate the energy consumption are personal terminals (desktop, laptop, handsets, etc.), networking 205 nodes (routers, switches, hubs, etc.), local servers (application servers).
There are four different solutions to conserve energy, and those are the use of energy-efficient hardware, application of energy-aware scheduling technique, power-minimization in the server cluster, and power-minimization in wired and wireless networks [36] . The estimation of energy consump-210 tion of the system is presented in equation (4) based two state virtual machines.
The load balancing algorithms and their corresponding consideration of different performance metrics is presented in Table 4 . These metrics indicate the performance of different load balancing algorithms. 
Classification of load balancing Algorithm
The task allocation algorithms in the cloud are classified based upon the current state of VM. In allocation policy where the current load information of VMs are available before the allocation is said to be a dynamic strategy. Whereas the static strategy acts on VMs without any load information. Load balancing 220 attends in fair allocation of resources to achieve a high user satisfaction and improve the stability of the system. We have proposed a taxonomy for the load balancing algorithms in the cloud environment as shown in Figure 3 . Resource management plays a major role in the load balancing of cloud resources [37] . to obtain a sub-optimal solution for load balancing in the cloud environment.
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To balance the load of the system, load balancers are required. The detail explanation of various load balancers are presented in Table 5 . We have studied two types of heuristic strategies for the load balancing in cloud computing i.e.
static and dynamic.
Static strategies: Typically, the static load in cloud computing strategies OLB (Opportunistic load balancing): OLB heuristic technique is used through both static and dynamic (Online mode) strategy in a cloud environment. with binary strings, and the chromosomes experience a random single point crossover, and considered 0.05 as mutation probability.
Simulated annealing (SA): SA is a method for resolving unconstrained and bound-constrained optimization problems. At each iteration of the algorithm, a new point is generated based on a probability distribution. The 330 algorithm avoids being confined in local minima and is able to search globally for good solutions [47] . Moschakis et al. [48] have used SA-based method for the consolidation of various jobs to the available resources.
Tabu Search (TS): TS is a meta-heuristic based local heuristic to explore the solution space ahead local optimality. This method uses adaptive 335 memory that performs a more elastic search behavior [49] . Tsai et al. 
Simulation Results
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Besides the classification of load balancing algorithms as shown in Figure 3 Scenario-1: For this scenario, the total number of tasks is 500 which is fixed.
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The number of VMs varies from 20 to 200 in intervals of 20. A comparative report is shown in Figure 4 and Figure 5 . The bar chart in Figure 4 and Figure   5 shows that the makespan and energy consumption minimum for the MCT load balancing algorithm among the compared five algorithms. Scenario-2: For this scenario, the total number of VMs is 100 which is fixed. The number of input tasks varies from 100 to 1000 in intervals of 100. A comparative report is shown in Figure 6 and Figure 7 . The bar chart in Figure   6 and Figure 7 shows that the makespan and energy consumption minimum for the MCT load balancing algorithm among the compared five algorithms. Here,
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in both the scenarios, the Max-Min load balancing algorithm not performed better as compared to the MCT, MET, Min-Min, and Min-Max algorithms.
Conclusion
In this study, we have described various load balancing techniques in different (i.e., homogeneous, heterogeneous) cloud computing environments. A system 385 architecture, with distinct models for the host, VM is described. We have ex- 
