Abstract-In this paper we consider a coupled system of nonlinear parametrized partial differential equations (P 2 DEs), which models the concentrations and the potentials in lithium-ion batteries. The goal is to develop an efficient reduced basis approach for the fast and robust numerical solution of the P 2 DE system. Numerical examples illustrate the efficiency of the proposed approach.
I. INTRODUCTION
The modelling of lithium-ion batteries has received an increasing amount of attention in the recent past. Several companies worldwide are developing such batteries for consumer electronic applications, in particular, for electric-vehicle applications. To achieve the performance and lifetime demands in this area, exact mathematical models of the battery are required. Moreover, the multiple evaluation of the battery model for different parameter settings involves a large amount of time and experimental effort. Here, the derivation of reliable mathematical models and their efficient numerical realization are very important issues in order to reduce both time and cost in the improvement of the performance of batteries.
In the present work we consider a mathematical model for lithium-ion batteries which describes the transport processes by a partial differential equation system. This model is developed in the paper by Popov et al. [17] . The physical and chemical details can be found in [13] and [14] . The equation system models a physico-chemical micro-heterogeneous battery model.
We discretize this by the finite volume method and the backward Euler method. The reduced basis methodology for by finite volumes discretized systems can be found in [10] . The discretized model is reduced by the reduced basis method [16] . Our numerical tests will illustrate the efficiency of this approach.
A popular battery model is the one developed by Newman [4] , [15] , which was implemented and tested [5] . Let us also refer to the work [6] , where a different battery model is derived. For an equation system which describes a physico-chemical macro-homogeneous battery model the well posedness is shown by Wu et al. [19] .
II. BATTERY MODEL

PDE Model
Let Ω ⊂ R be an open interval, which is divided in three disjunct open sub-intervals Ω c , Ω e , Ω a ⊂ R, see Figure  2 .1. For t end > 0 we define Q ∶= Ω × (0, t end ) and let c, φ ∶ Q → R and α, β, λ, κ ∶ R 2 → R, the notations positive electrode electrolyte negative electrode
BUTLER-VOLMER-equation can be found in Table 1 .2 in the appendix. The transport processes in a battery, i.e. transport of mass and charge, are described by the equations [17] 
in Ω c × (0, t end ), Ω e × (0, t end ) and Ω a × (0, t end ), where "∇" denotes the gradient and "∇⋅" the divergence. The positive electrode is Ω c (cathode for discharge), the electrolyte Ω e and the anode Ω a (anode for discharge).
Boundary/Interface Conditions
The boundary conditions are
where ν is the outer unit normal vector, I ∶ R + → R (time-dependent current) and σ a ∈ R + {0} (electric conductivity multiplied with the cross section). The initial condition is given by
Konstanzer The interface conditions are given by
where c ea is the concentration in the electrolyte at the negative electrode interface:
and h > 0 is small enough, i.e. x Ωe∩Ωa − h ∈ Ω e . Analogously
for sufficient small h > 0. The variables φ c , φ a , φ ec , φ ea are defined in the same way. We write c s for the concentration in the solid part, i.e. in the negative and positive electrode, and c e for the concentration in the electrolyte, 
where the transference number t + is zero in the electrodes and larger than zero in the electrolyte and κ is the ionic/electric conductivity; κ, t + , D e ∶ R 2 → R. To measure the battery parameters experimentally it is assumed, that they are polynomials in c and φ.
The homogeneous Neumann boundary conditions for the concentration (2.2) mean that no flux of lithium (-ions) can pass through. The inhomogeneous Neumann boundary condition for the potential is Ohm's law, the homogeneous Dirichlet boundary condition have no physical meaning. It ensures the uniqueness of the solution if one exists.
The interface conditions describe the exchange of the lithium-ions at the interfaces which are modeled by the Butler-Volmer-equation [1] .
For physical reasons we assume that
We remark that the coefficient functions α and κ are larger than zero for physical reasons: the diffusivity D e and the conductivity κ are larger than zero. Because of the definition of the transference number t + the coefficient functions β and λ are equal or larger than zero.
Discretization of the Problem
We discretize the partial differential equation system (2.1a)-(2.1b) with the appropriate boundary (2.2) and interface conditions (2.4) by the cell centered finite volume method. We divide therefore Ω c in N c ∈ N, Ω e in N e ∈ N and Ω a in N a ∈ N, N D = N c +N e +N a , equidistant control volumes of the width ∆x. We use the method of lines and solve the equation system for every time step. The time step size is ∆t. The integrals over the spatial we approximate by the middle point rule, the integrals over the time by the backward Euler method, for details cf. [17] . These discretized equations are implemented in MATLAB 7.10.0 (R2010a).
III. REDUCED BASIS METHOD
Initial Point
We consider a parametrized PDE which we want to solve for many parameter sets, e.g. for parametric studies. The better the numerical model approximates the physical phenomenon, the more expensive the computation gets. So in some cases e. g. a parameter analysis needs too much effort, because a single computation is too expensive. Therefore one has to develop a reduced model to get cheap solutions.
The reduced basis method is based on the discretized model: the idea is to compute a "few" times an expensive solution to different parameter sets which are in the range of interest. With the knowledge of these so called "true" solutions basis vectors are computed. The approach is that the reduced solutions in the parameter set of interest are linear combinations of these basis vectors.
An assumption is that the error between the "exact" analytical solution and the "true" numerical solution is small in contrast to the error between the "true" and the "reduced" solution.
A big advantage of the present method is that you determine the error between the true and reduced solution during "developing" your reduced model (→ Greedy algorithm). A further property is that the method has two phases: the offline computation in which the reduced model is set which fulfills the given error tolerance and in which the needed true solutions are computed and the online phase in which the reduced solution(s) are computed. The offline part is expensive and the online phase is cheap.
Approach
In the following we have to resolve how to choose the true solution and how to estimate the error between the reduced and true solution. The (POD-)Greedy algorithm ensures both issues.
We now describe how to apply the reduced basis method on our battery model. The transport equations of the battery (2.1a)-(2.1b) depend on many parameters: on geometrical parameters (e.g. the width of the electrode) on state parameters (e.g. temperature) and on battery parameters (e.g. the diffusion coefficient). We note these parameters with µ ∈ D and assume that all these different parameters are polynomials in c and φ, some are of course constant and so polynomials of the degree zero.
We write u N ∈ X N for a piecewise linear functions, its coefficient are denoted with u N ∈ R N . The discretized problem is now the following: Find a u N ∈ X N so that
where the mass matrix W is in the present case given by W = ∆x ⋅ 1 ∈ R N ×N . We approximate the finite volume space by a Ndimensional space X N which is spanned by "snapshots". A snapshot is a true solution to a specific parameter set µ ∈ D and time node t ∈ (0, t end ). We assume now, that we have a (orthonormalized) basis Ξ = (ξ 1 , . . . , ξ N ) ∈ R N ×N of this space and that the reduced solution can be written as
If we replace u N in equation (3.1) by u N of equation (3.2) and choose v N = ξ i ∈ R N we get:
The start vector for the coefficient vector for Newton's method one can get by
To find a basis we use for our time dependent problem the POD-Greedy algorithm, cf. algorithm 1 and [10] . It consists of two loops: the outer loop is the "standard" Greedy, cf. for instance [16] , which finds the new parameter set to which the error between the reduced and true solution is the largest. For this we need a problem specific error estimator; an error estimator for a linear by finite volumes discretized problem can be found in [10] . The inner loop reduces the trajectory u N (⋅, t n ; µ * ) in time with the POD (proper orthogonal decomposition) algorithm. This algorithm returns for each snapshot matrix u N (µ) ℓ ∈ N eigen-/basis vectors. One can state the number of basis vectors or the projection error of the POD method. For details to the POD algorithm cf. for instance [11] , [18] .
Usually
• Choose a tolerance for the Greedy: T OL Greedy • Choose the exactness for the POD basis per ∈ [0, 1], it is just a measurement for the projection error (or directly choose the number of POD basis elements in each "Greedy step" ℓ).
Ensure:
1: Initializing:
, with the POD tolerance per • Set: i = 2, ǫ = 1 2: while i ≤ N P and ǫ Greedy > T OL do 3: [
6: end while
An essential property of the reduced basis method is that you can decompose the computation into an offline and online phase.
Offline: After determination of the set of parameter sets and the accuracy of the reduced solutions, we start the Greedy algorithm to compute the basis vectors, the true solutions to the chosen parameters respectively. The offline phase is computationally expensive and so the reduced basis method is only worth if you want to solve the equation system many times. Online: In the present case we have to compute the coefficient vector for the basis to the different parameter sets. We get it by the damped Newton's method. This phase is cheap. The big advantage of the reduced solution is that you know how good your reduced solution approximates the true solution. A big disadvantage is, that if you change your parameter ranges you usually have to do the expensive offline computation again.
RBM applied on the battery model
In the following we explain how to apply the reduced basis method on our discretized problem (3.1).
We denote by F
) with boundary and interface conditions discretized by the finite volume method, analogously F N 2 (C, Φ) ∶ R N × R N → R N stands for the finite volume discretized equation (2.1b) with the boundary and interface conditions. We choose a parameter training set for C and Φ 1 :
Let us assume that we have a basis matrix for
then the reduced models, reduced functions respectively, are given by
We should add that the snapshots for Ψ c and Ψ φ are taken at the same parameter sets (outer POD-Greedy), but the number of the POD basis elements could differ to achieve the same accuracy (inner POD-Greedy).
A further issue is how to choose the next parameter in the (POD-)Greedy algorithm. The error estimation we have to do for two functions c and φ. So we usually get two different parameter values µ c and µ φ , where the L 2 -errors of the concentration and of the potential, respectively, attain their maximum values. Then, we choose the parameter µ ∈ {µ c , µ φ } corresponding to the greater L 2 -error of both.
IV. NUMERICAL EXPERIMENTS
In this section we apply the reduced basis method to the discretized equations describing the transport processes in a lithium-ion battery (3.1). The step size in spatial is ∆x = 1µm, the time step size ∆t = 5s and we compute N t = 10 time steps. The Newton tolerance to compute the true solution is set 10 −6 relatively and 10
absolutely. The discretization error of the finite volume solution is ǫ F V M = O 1 100 . 1 One can also choose different training set, e.g. cf. [7] [17] The Newton tolerance for the reduced solution is 10 −5 . So the L 2 -error between the finite volume and reduced solution is at best less than
The tolerance of the POD method is set 99%, cf. for the POD method for instance [18] .
Our "standard" battery parameter set is listed in table 4.1, notations can be found in Table 1 .2 in the appendix. We charge the battery with 1.5913 ⋅ 10 −8 A which corresponds to 1C-rate and set the temperature T = 300K.
Test 1
In this subsection we variate the open circuit voltage in the positive electrode: µ = U c ∈ [0.001, 4.501]. We discretize this parameter set with the equidistant step width ∆U c = 0.1V . So we have a 46-dimensional training set for the parameter. All the other parameters are fixed, cf. Table 4 .1.
In Figure 4 .1 and 4.2 the finite volumes solutions chosen by the first two iterations of algorithm 1 are presented. The associated parameters are U c = 3.001V and U c = 4.501V . The concentration seems to be less sensitive to the circuit voltage than the electrical potential. The L 2 -error for the concentration becomes worse after the second Greedy step, but already after the first Greedy step the error is smaller than the L 2 -error tolerance ǫ L 2 and stays smaller; the L 2 -error for the electrical potential gets denotative smaller with the information of a second true solution, cf. Figure  4 .5: they have the same "structure" as the finite volume solutions for one fixed time step and there is just one basis function for each Greedy step.
The speed up of the reduced solution in comparison to the true solution is 17.54.
Test 2
In this section we variate a few parameters:
The subscript c denotes the parameter in the positive electrode, e in the electrolyte and a in the Test 1: L 2 -error after the first Greedy step for the concentration (left) and the potential (right). The L 2 -error between the reduced solution and the true solution is after one Greedy step smaller than the L 2 -error tolerance ǫ L 2 to all 216 parameter set. That means that just the information of one computational expensive true solution is needed to compute the reduced solutions to all 216 parameter sets with an acceptable error.
The speed up of the reduced solution in comparison to the true solution is 12.37.
V. DISCUSSION
In the present document we do the same approach like in [10] .
The reduced basis approach works for the transport equation in a lithium-ion battery: in the above numerical tests there are at most two Greedy steps needed to reach the L 2 -error tolerance ǫ L 2 . If the knowledge of all finite volume solutions to the training set is needed, the method would not be sufficient. In the above numerical tests we see that the limiting factor is the potential: for the concentration one Greedy step is sufficient but for the potential we need in some cases an additional Greedy step.
The application of the reduced basis method to this problem is not completed yet: We have to develop an a posteriori error estimator so that we do not have to compute all true solutions to the discretized parameter set. Further the computational time of the reduced solutions in comparison to the finite volume solutions for the presented numerical tests are fast but not so fast as it could be. In every Newton step we have to evaluate the nonlinearities completely. Also we have no affine parameter dependence. If you have a linear(ized) affine parameter dependent problem you can separate the parameter dependence from the bilinear form and from the linear form. To get an affine parameter dependent problem as well as a linearized problem we have to apply the (discrete) empirical interpolation method, cf. for instance [2] , [3] .
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