A new narrowband signal detection method called subspace detection (SD) [1] was proposed recently for achieving improved detection performance in shallow ocean. The SD method requires the knowledge of mode functions and modal wavenumbers of the ocean channel. In this paper we present three new methods of narrowband signal detection in a partially known ocean using an array of acoustic vector sensors (AVS). These methods require less prior information about the ocean channel; and yet they provide a better performance than SD especially at higher signal frequencies or shorter array lengths. Two of the new methods require only knowledge of sound speed at the sensor locations. The performance of the proposed methods is frequencyindependent. These methods can be used with arrays in either horizontal or vertical configurations, and with either linear or circular geometries.
I. INTRODUCTION
The use of acoustic vector sensors (AVS) for source localization and tracking is gaining popularity due to their numerous proven advantages over traditional acoustic pressure sensors (APS) or hydrophones [2] . In addition to measuring the acoustic pressure, an AVS also measures the particle velocity at a point in space. This provides a better characterization of the acoustic field at the point of measurement as compared to the APS. The additional information given by the velocity measurements has been shown to yield improved estimates over the APS in source localization and tracking problems. Another advantage of AVS arrays is that they do not manifest either the steering vector ambiguity associated with spatial undersampling or the left-right ambiguity [2] , [3] . These advantages have spurred the development of a large number of algorithms and methods based on AVS. After their applicability and use was demonstrated theoretically and experimentally by D'Spain et al [4] , [5] and some early theoretical work by Nehorai and Paldi [2] , numerous advances have been made in improved localization and tracking and several methods employing AVS have been developed.
However, no attention has been given to the problem of signal detection using AVS apart from the work done by Krishna and Anand [1] . They have presented a method called subspace detection (SD) method for narrowband signal detection in shallow ocean. They also present the so-called unconstrained detector (UD) derived using the conventional approach to detection based on GLRT [6] . The UD, which uses no prior information about the ocean channel other than the sound speed at the elements of the sensor array, is similar to an energy detector in the case of an APS array. The subspace detector SD utilizes the fact that the array signal vector belongs to the space spanned by the eigenfunctions (normal mode functions) of the channel. Consider an APS array of N sensors, and let M be the number of normal modes. If M < N, the Ndimensional signal vector belongs to a lower (M) dimensional subspace, which may be called the signal subspace. Assuming that the mode functions are known, the SD exploits the knowledge of the signal subspace to obtain a performance which is superior to that of the UD which does not utilize this knowledge.
The SD has a few limitations. As the signal frequency is increased, the number of normal modes M also increases. For a fixed array length N, increase in the dimension of the signal subspace M causes a corresponding reduction in the dimension of the noise subspace N -M, and a consequent degradation in the performance of the SD. If M is greater than or equal to N, the SD reduces to UD. Another limitation of the SD is that it requires knowledge of the modal wave numbers and eigenfunctions of the ocean channel. If this information is not available the SD method becomes inapplicable, and modeling errors lead to degradation in the performance of SD.
This paper presents three novel methods of detection using AVS, namely the Approximate Signal vector Form Detector (ASFD), Truncated Signal vector Form Detector (TSFD), and Truncated Subspace Detector (TSD). The ASFD and the TSFD require no ocean channel information other than the sound speed at the location of the sensor array elements. Usually, this information can be easily obtained. These two methods use the relationship among the acoustic pressure and particle velocity components of the signal at each sensor. The TSD is a modified version of the SD that uses a truncated normal mode model (smaller number of modes) for detection. The performance of the proposed methods is frequencyindependent, and all of them outperform the SD at higher frequencies or for shorter array lengths.
The paper is structured as follows. Section II presents the data model. Section III presents a review of the subspace detection method and Section IV presents the formulation of the new detection methods. Section V presents simulation results to demonstrate the superior performance of the proposed methods, and Section VI concludes the paper.
II. DATA MODEL
978-1-61284-4577-0088-0/11/$26.00 ©2011 IEEE Consider the problem of detection of a narrowband point source with center frequency f located in a range -independent shallow ocean at a depth z s and range r s with respect to an Nelement AVS array. The n th AVS in the array has three outputs -acoustic pressure and two orthogonal horizontal components of particle velocity. The z component of velocity is not considered for detection in this paper. The source azimuth angle φ is measured with respect to a horizontal axis through the reference point of the array which is located at a depth z a . The sensor array is assumed to be in the far-field region with respect to the source. We consider three array configurations, namely the horizontal linear (HLA), horizontal circular (HCA) and vertical linear (VLA) array configurations. The sensors are uniformly spaced within the linear arrays, and the first sensor is considered to be the reference point (topmost sensor in the case of VLA). The elements of the HCA are at the vertices of a regular polygon with N -sides, and the reference point is the center of the array. The top view of the geometry of the HLA and HCA are shown in Figs. 1 (a) and (b) respectively, and the side view is shown in Fig. 1 (c) . Let x, s and w denote, respectively, the 3N x 1 data vector, signal vector and noise vector respectively at the AVS array. The vector s can be expressed as
where
denotes the signal vector at the n th sensor of an N-sensor located at coordinates (x n ,y n ) with respect to the reference point of the array. In (2), p n denotes the complex amplitude of acoustic pressure, and (v xn , v yn ) denote complex amplitudes of the horizontal (x, y) components of particle velocity. According to the normal mode propagation model, the pressure p n can be approximated by a sum of M discrete normal modes given by [3] 
and p mn refers to the contribution of the m th mode to the pressure measurement at the n th sensor, given by
where z n is the depth of the n th sensor, ψ m is the normalized eigen function of the m th normal mode, k m is the corresponding modal wave number (real part of the eigen value), B 0 is a complex quantity independent of r s , z s and z n which determines the strength of the source, and g m is given by ( ) / 
The phase term Ω( φ ) is unity for vertical arrays, and for horizontal arrays it is given by the expression 
For a given channel, the number of propagating modes M depends on the signal frequency. In general, M increases as the frequency is increased.
Using (3) and (6) along with the law of conservation of momentum, and invoking the far-field approximation (k m r s >>1), the complex amplitudes of x and y components of the particle velocity at the n th sensor can be found. For the sake of homogeneity, the velocity components are scaled by the factor 2 ρc(z), where ρ denotes the density of water and c(z) is the speed of sound at the depth z. The expressions for the scaled velocity components are given by [3] T n 1
and d m is given by
It is assumed that the signal at the AVS array is embedded in additive white Gaussian noise. We may also assume the noise to be spatially white in the horizontal direction. But the noise is spatially non -stationary in the vertical direction. For two sensors at depths z i and z j in the Pekeris channel, the correlation assumes the form [3] 2 3
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where I 3 is the 3x3 identity matrix, r(z i, z j ) is defined as 
and the parameter σ 2 is a measure of noise intensity. The correlation matrix of the array noise vector w can be written as
The matrix R 0 is defined as
for a horizontal array at depth z a , and as
.
for a vertical array.
III. REVIEW OF SUBSPACE DETECTION
A major source of difficulty in signal detection in a shallow ocean is that the signal vector s at the sensor array depends on the location of the source which is unknown. One may perform a generalized likelihood ratio test (GLRT) by treating s as an unknown vector and maximizing the likelihood ratio with respect to s. This procedure leads to an energy detector. However, a better alternative is available if 3N > M, where N is the number of sensors in the AVS array and M is the number of normal modes. In this case, the 3N dimensional AVS array signal vector belongs to a lower (M) dimensional subspace. The subspace detector (SD) exploits this prior information by maximizing the likelihood ratio with respect to s under the constraint that s belongs to a known M dimensional subspace.
The energy detector, which is obtained by performing an unconstrained optimization of the likelihood ratio, will be referred to as the unconstrained detector (UD). The detection problem can be cast in the form of the following hypothesis testing problem:
It is seen from (1) - (13) that the signal vector s can be expressed as
In (20), H is a 3N x M matrix with linearly independent columns if 3N ≥ M. Explicit expressions for the elements of H are given in [1] . It follows that the 3N x 1 signal vector s belongs to the M -dimensional subspace spanned by the columns of H if 3N > M. But the structure of the vector s is not suitable for the application of the SD algorithm [1] . In order to modify the structure of the signal vector, we consider the singular value decomposition of H:
where U is a 3N x 3N unitary matrix. The unitary transformation
converts the array signal vector to the form 
The correlation matrix of the transformed noise vector w is given by
The detection problem is (19) can now be recast as H 0 : x = w
We shall consider the detection problem for two different cases:
(a) the noise intensity parameter σ 2 is known, and
The correlation matrix R 0 defined in (17) or (18) is always assumed to be known. Lack of knowledge of σ 2 leads to a degradation of performance. This degradation can be arrested if the data vector x is augmented by a set of K independent and identically distributed (i.i.d) secondary data vectors (sdv) {z(j); j = 1, ...,K; K ≥ N}. These secondary data vectors are statistically independent of the primary data vector x and have the same distribution as the noise w. The transformed version of the secondary data vectors may be denoted as
The joint likelihood functions of the transformed primary and secondary data vectors under hypotheses H 0 and H 1 are given by
If σ 2 is unknown (case (b)), maximization of the likelihood functions with respect to σ 2 gives ( )
In the case of the unconstrained detector (UD), the signal vector s is considered to be completely unknown. The likelihood function in (35) is maximized with respect to s if we choose the estimate = s x in (37). Hence the generalized likelihood ratio (GLR) for the UD is obtained by taking the ratio of the expressions in (35) and (34), with s x = . The corresponding test statistic of the UD is given by
The test statistic of UD is the same for the two cases (a) σ 2 is known and (b) σ 2 is unknown. Hence the detector performance is not affected by lack of knowledge of σ 2 .
Let the transformed vectors x and s be partitioned as 
where 11
R and 22 R are square matrices of size M x M and (3N-M) x (3N-M) respectively. It can be shown that
On combining (32) and (42) it is seen that the likelihood function in (32) is maximized when 1 s is estimated as 1 s = x 1,2 . On performing maximization in this fashion, taking the ratio of the likelihood functions in (32) and (31), and using (41) and (42), we get the GLR of the subspace detector. Further simplification leads to the following test statistic = .
IV. FORMULATION OF NEW DETECTORS

A.Truncated Subspace detector (TSD)
The SD outperforms the UD because the former uses the fact that the 3N -dimensional signal vector belongs to a lower (M) dimensional subspace. But for a given N, the performance of SD degrades as the signal frequency is increased because an increase in frequency leads to an increase in M and a corresponding reduction in the dimension 3N -M of the noise subspace.
In order to arrest this degradation, we propose a detector which limits the number of modes of the signal used for detection to T, where T < M. This detector, which uses a truncated signal model, is referred to as the TSD. This truncation causes a degradation of the signal model, but it increases the dimension of the noise subspace for a given array length N, and also reduces the computational complexity involved in detection. The benefit of increased dimension of the noise subspace dominates the error due to inferior signal modeling, especially at higher frequencies. Hence the TSD is seen to outperform the SD.
In the case of TSD,
11
R is a (T by T) square matrix consisting of the first T rows and columns of 
B.Truncated Signal vector Form detector (TSFD)
The TSFD which is also based on the GLRT uses a different approach for estimating the unknown signal vector s. Now the detection problem is expressed as in (19), and the transformations defined in (26), (27) and (30) are not used. From (2), (3), (9) and (10), estimation of s involves the estimation of the unknown vectors d and a n , n = 1, 2… N. In order to find these estimates, we equate the derivatives of the likelihood function under hypothesis H 1 ((32) with all transformed vectors replaced by their untransformed versions) with respect to a n and d to zero to obtain the following equations
where Re(x) and Im(x) indicate vectors formed from the real and imaginary parts of vector x respectively, and y d and y p are M by 1 vectors defined as
and u is defined in (4). It is known that
where h is the depth of the ocean, and c b is the speed of sound in the sediment. This bound can be used to make an initial estimate of d. Hence, the algorithm to find the maximum likelihood estimate (MLE) n s of s n is as follows. For each φ , use the initial estimate of d to solve equations (47) and (48) iteratively to obtain the estimates of d and a n . For M> 2, these form an under -determined system of equations, hence it is required to use the minimum norm solution of (47) 
and
respectively, where n s is found by the method outlined above using equations (2),(3),(9),(10), (47) and (48). Since this iterative method involves estimation of a large number of unknowns (d and a n , n = 1, 2… N) using fewer equations, the method may sometimes be ineffective due to inaccuracy in estimation of the unknowns. The computational burden also increases as the number of iterations is increased. Hence, in order to reduce the computational burden and increase accuracy, it is necessary to truncate the number of modes used to T modes, where T < M. Since most of the signal energy resides in a small number of lower order modes, discarding the higher order modes introduces a relatively small error in the signal model, and this error is overridden by the improvement in the estimates of d and a n . Hence the detector described in this section with a truncated signal model is designated as the truncated signal vector form detector (TSFD).
C. Approximate Signal vector Form detector (ASFD)
In (11), d m can be considered very close to 2 as k(z) ~ k m . This is a reasonable approximation in view of the tight bounds given in (54). This considerably simplifies the detection problem, and leads to a much simpler detection algorithm which we refer to as the ASFD. The expressions for the (scaled) x and y velocity terms at the n th sensor reduce to 
We can now express s n in a simpler form as
where the approximate signal vector (ASFV) g( φ ) is given by
Hence, the ML estimate of s is achieved by maximizing the likelihood function under hypothesis H 1 with respect to {p n ; n = 1, …, N }. It can be shown that the ML estimate of p =
T is given by
and W is an N x N matrix whose (i, j) th element is given by
The GLR of the ASFD, conditional to φ , may now be obtained by substituting p = p ; and the test statistic of the ASFD may be obtained by maximizing the GLR with respect to φ . Thus we obtain the test statistics for cases (a) and (b) to be
respectively. This detector is called the approximate signal vector form detector (ASFD) since it is based on an approximate determination of the AVS signal vector.
D. Matched filter detector (MFD)
Apart from the above mentioned detectors, we also consider another detector, namely the MFD. The MFD is the optimal detector in Gaussian environmental noise when full information regarding the signal source s is available. Thus, it may be used as a benchmark against which other detection methods may be compared. However, it should be noted that the matched filter is an unrealizable detector since the position of the source is not known, and hence the signal vector itself cannot be known. The MFD has a test statistic given by
It may also be noted that, in the conventional sense, the matched filter or correlation detector refers to a detector which performs correlation in the time domain. However, in the present context, the correlation of the pre-whitened observation vector x and the pre-whitened signal vector s is performed in the spatial domain. 
where ( )
is the SNR at the n th sensor, and σ n 2 is the variance of the noise at the pressure measurement of the n th sensor. Figure 2 shows plots of probability of detection P D versus SNR for probability of false alarm P FA = 0.1. The TSD and TSFD have been implemented using only the first normal mode, i.e, T = 1, and two iterations have been used in TSFD . The plots in Fig. 2 indicate that the new detectors presented in this work outperform the existing methods of detection at the signal frequency considered. The MFD, which is assumed to have full information about the signal vector, has the best performance among all the detectors considered. However, among the realizable detectors under consideration, the TSD (with T = 1) performs the best. The ASFD and TSFD (with T = 1) are seen to be almost equal in performance. This shows that the approximation k m ~ k(z) does not lead to appreciable deterioration in performance of the ASFD and is therefore justified. The ASFD is also less complex to implement than TSFD as can be seen from the analysis presented in section IV. Both these methods perform better than the UD and SD at the frequency considered.
The unavailability of knowledge of the noise variance σ 2 is expected to lead to deterioration of performance of the detectors and this is reflected in Fig. 2 . However, the performance of the TSD does not degrade considerably even if the variance σ 2 is unknown, since it has noise subspace of large dimension to compensate for lack of knowledge of noise. The performance of the SD, on the other hand, is seen to degrade considerably if σ 2 is unknown. This is because at the high frequency considered, the SD has a noise subspace of very low dimension which can provide very little information about the noise.
The variation of the P D of the detectors with variation in the frequency of the signal source is shown in Fig. 3 . The TSD is seen to yield the best performance among all the realizable detectors at all frequencies of the signal and its performance is also close to that of the optimal but unrealizable MFD. The ASFD and TSFD both perform better than the UD at all frequencies and also better than the SD at high frequencies. It is noteworthy that the performance of SD degrades with increasing frequency for a given array size, whereas the performances of the other detectors are largely independent of frequency. The reason for the deterioration in performance of the SD has been explained in [1] . This is because the noise subspace reduces in dimension as the number of modes increases, and hence the SD has less information about the noise. Subsequently, at a certain value of frequency, the noise subspace dimensionality reaches zero, and for any frequency higher than this the SD can only offer a performance equivalent to that of UD. In the current example, the dimension of the noise subspace of the SD becomes zero when the signal frequency exceeds 398 Hz, and at this frequency the SD method for case (a) becomes equivalent to the UD method because it uses all modes of the signal for detection, whereas the SD method for case (b) can no longer detect the signal as it has no information regarding the noise. The SD cannot be used when the frequency of the signal exceeds 423 Hz (in the current example).
The discussion so far establishes that lack of knowledge of the noise variance leads to deterioration in performance of detection in the case when there is no secondary data available to estimate the noise. However, it is of interest to know whether availability of secondary data can arrest this deterioration. Figure 4 is similar to Fig. 2 , except that five secondary data vectors (sdv) are assumed to be available in case the ASFD, TSFD, TSD and SD do not possess knowledge of σ 2 . Hence the detectors can estimate the value of σ 2 from the . The process of detection using any of the detectors (except the MFD) involves maximum likelihood estimation of the bearing angle φ , which is done by maximization of the test statistics with respect to φ . Hence the plot of variation of the test statistic over the scanned range of bearing angle of source acts as an ambiguity function of φ . The location of the peak of this ambiguity function provides an estimate of φ , and hence the peak of the detection test statistic acts as a rough bearing estimate of the source. Figure 5 shows the plots of normalized test statistics of the ASFD, TSFD and TSD, against the values of bearing angle φ scanned, when a source of frequency 380 Hz is detected at an SNR of -2 dB. The TSD is seen to provide the best estimate of φ among the three methods as it gives a sharp peak in the ambiguity function. The ambiguity functions of the ASFD and TSFD are seen to be almost coincidental.
In the results presented so far for horizontal arrays, the TSFD and TSD have been 'truncated' to use a single mode of the observed data vector for detection. It is of interest to observe the effect of using a higher number of modes on the performance of detection. Figure 6 shows the variation of the P D when the number of modes used T is increased, when an HLA is used for detection. It may be observed that using higher number of modes clearly leads to degradation in the performance of detection. This may at first seem counterintuitive, since using more information about the signal is expected to lead to better detection. However, the phenomenon can be explained for both the detectors as follows. In the case of the TSD, the degradation in performance as the number of modes used increases is due to the reduction in the noise subspace dimension [1] . Thus the degradation in performance due to reduction in information about noise is greater than the improvement in performance due to use of more signal modes. Hence the performance reduces. In the case of the TSFD, when T > 2, (47) and (48) become an under-determined system of equations. Hence the solution obtained by the minimum norm method is not accurate enough to improve the performance of detection. However if the number of used modes is only T = 1, the solution obtained is accurate, hence the P D is higher.
The new detectors described in this paper can be readily adapted for use with a horizontal circular array (HCA) of AVS without any change in performance. This is demonstrated in Fig. 7 in which the variation of performance of detection of a signal source by an HCA with variation in SNR is plotted for the same conditions as those in Fig. 2 . Only detectors under case (a) are considered. A comparison of Fig. 2 and Fig. 7 shows that there is no considerable difference in performance when an HCA or HLA is used. Hence the proposed methods can be used for linear as well as circular arrays in the horizontal configuration.
When a vertical linear array (VLA) is used for detection, however, the performance of detection of all methods degrades in comparison to what is observed in the case of an HLA. This can be seen from Fig. 8 , which shows the variation of P D with the SNR when a VLA is used for detection (for case (a): σ 2 is known).Note that in this case the noise vectors at the elements of the sensor array may be correlated according to the covariance matrix in (18). In order to study the degradation due to spatial correlation, the performance is considered for two cases, namely when the noise at the elements of the array is considered to be spatially uncorrelated (solid line) and correlated (dashed line). All other experimental conditions for this figure are the same as for Fig. 2 . It may be observed that in the case of all the methods except the TSD, the degradation in performance is marginal, and stems from the spatial correlation between the noise vectors. However, the TSD performs poorly when the array is used in the vertical configuration. This observation can be seen in detail from the plot of variation of P D with frequency in Fig. 9 . In this case the noise is considered to be spatially correlated according to (18). The plot shows that the performance of the TSD is highly fluctuating and deviates considerably from that observed in the case of HLA in Fig. 3 . The poor performance of the TSD (T = 1) is due to the fact that the adverse impact of a drastic reduction in the number of modes on signal modeling is much higher in the case of a VLA. For each frequency, an optimal choice of T is necessary to attain the best performance of TSD using VLA. Figure 10 shows a plot of the P D versus T for the TSD using a VLA, at the same experimental conditions as in Fig. 6. From Fig. 10 , it may be seen that at the frequency f = 380 Hz, the performance of the TSD is optimal at T = 3. At this value of T, the TSD also outperforms the other methods. But the best value of T varies to some extent with the channel parameters and the signal frequency; the optimum value of T has to be determined numerically for the given conditions.
VI. CONCLUSION
This paper proposes three new schemes for signal detection using an array of acoustic vector sensors (AVS).The methods can be used for both horizontal and vertical arrays, and both linear and circular geometries. Two of the methods, namely the Approximate Signal Vector Form Detector (ASFD) and Truncated Signal Vector Form Detector (TSFD), require no prior information except the sound speed at the location of the sensors. These methods use the known relationship between the acoustic pressure and particle velocity components of the signal at each sensor, and are shown to outperform the conventional detection method called UD [1] at all frequencies of the signal. The TSD is a subspace detector, but it uses a truncated signal with T modes, where T = 1 for HLA and HCA and T ~ 3 for VLA. Hence TSD requires the knowledge of wavenumbers and mode functions of either the first mode only (for HLA and HCA) or the first few modes (for VLA), whereas the SD requires the wavenumbers and mode functions of all the modes. The performance of all the methods introduced in this paper is frequency-independent, and all of them are shown to outperform the SD [1] at higher frequencies of the signal or shorter array lengths. Their performance is also nearly optimal and close to that of the non-realizable matched filter detector. The computational complexity of these methods (particularly the ASFD) is much lower than that of the SD.
The performance of detection is found to degrade when the variance of environmental noise is not known. However, additional secondary data can be used to arrest this degradation. The performance also degrades when the noise at the elements of the sensor is spatially correlated in the case of a vertical array. For the horizontal arrays, TSD (T = 1) provides the best performance, followed by TSFD (T = 1). For the VLA, the TSD (T = 1) performs poorly, but its performance can be enhanced significantly by an optimal choice of T. All the proposed methods also provide rough estimates of the source bearing angle in the process of detection.
