At the macroscopic scale, the human brain can be described as a complex network of white matter tracts integrating grey matter assemblies -the human connectome. The structure of the connectome, which is often described using graph theoretic approaches, can be used to model macroscopic brain function at low computational cost. Here, we use the Kuramoto model of coupled oscillators with time-delays, calibrated with respect to empirical functional MRI data, to study the relation between the structure of the connectome and two aspects of functional brain dynamics -synchrony, a measure of general coherence, and metastability, a measure of dynamical flexibility. Specifically, we investigate the relationship between the local structure of the connectome, quantified using graph theory, and the synchrony and metastability of the model's dynamics. By removing individual nodes and all of their connections from the model, we study the effect of lesions on both global and local dynamics. Of the nine nodal graph-theoretical properties tested, two were able to predict effects of node lesion on the global dynamics. The removal of nodes with high eigenvector centrality leads to decreases in global synchrony and increases in global metastability, as does the removal of hub nodes joining topologically segregated network modules. At the level of local dynamics in the neighbourhood of the lesioned node, structural properties of the lesioned nodes hold more predictive power, as five nodal graph theoretical measures are related to changes in local dynamics following node lesions. We discuss these results in the context of empirical studies of stroke and functional brain dynamics.
Introduction
The ensemble of macroscopic white matter brain connections can be described as a complex network, the structural connectome, consisting of nodes corresponding to grey matter assemblies and edges, or connections, corresponding to structural white matter pathways between them (Hagmann, 2005; Sporns et al., 2005) . Besides enabling a holistic characterization of the brain's architecture, the structural connectome, combined with a suitable model, enables the simulation of wholebrain dynamics at low computational cost (Honey et al., 2009) . Simulated time-courses can then be compared to empirical functional data (Honey et al., 2009; Cabral et al., 2011; Deco et al., 2013) or analyzed using mathematical tools from dynamical systems theory, to quantify properties such as entropy or synchrony of the simulated neural activity (Honey and Sporns, 2008; Shanahan, 2010) .
A notable application of such tools concerns the stability of brain dynamics. Within the brain, communication between neural ensembles is hypothesized to occur through coherence, whereby two neural assemblies whose activity fluctuates in synchrony can exchange information (Fries, 2005) . However, a consistently coherent, stable state would be pathological. Thus, for efficient, flexible communication, variability of coherence is equally important. Accordingly, the healthy brain exhibits features of multistability, comprising multiple stable states but requiring external input to shift between them (Friston, 2001; Ashwin et al., 2007; Freyer et al., 2011 Freyer et al., , 2012 as well as metastability, spontaneously shifting between transient attractor-like states (Kelso, 2012; Shanahan, 2010; Tognoli and Kelso, 2014) .
The notion of metastability is highly relevant to brain activity, which even in the so-called "resting-state" is a dynamic process. The brain in the absence of a specific task, alternating between temporarily stable states, has been compared to a tennis player, hopping on their two feet in preparation to hit the ball regardless of its incident direction (Deco et al., 2009 ). Besides providing a fast response to any stimulus, resting-state dynamics have been hypothesized to consolidate past events and stabilize neural ensembles (Buckner and Vincent, 2007) . Whilst the relevance of metastable processes to cognition is beginning to be directly addressed (Deco et al., 2013; Hellyer et al., 2014) , and a NeuroImage 118 (2015) [456] [457] [458] [459] [460] [461] [462] [463] [464] [465] [466] [467] link between the metastability of brain dynamics and slow cortical oscillations has been drawn (Cabral et al., 2011; Cabral et al., 2014a) , the relationship between the structure of the brain and the metastability of its dynamics has not been systematically investigated.
Lesion studies have shed light on our understanding of brain networks. For example, they have been used to study the structural robustness of cortical networks (Hagmann et al., 2007; Kaiser et al., 2007) and to identify the core white matter scaffold of the human brain (Irimia and Van Horn, 2014) . Moreover, lesion studies have previously been used to understand the effects of local structural organization on network dynamics, demonstrating the integrative role of "connector" hubs in the macaque brain (Honey and Sporns, 2008) , relating the graph theoretical properties of the lesioned regions to disparity between simulated and empirical neural dynamics (Alstott et al., 2009 ) and paralleling empirical results of functional connectivity in schizophrenia patients (Cabral et al., 2012) . However, the effect of lesions on synchrony and metastability in the human brain has not yet been investigated.
Here, we combine a calibrated model of human functional connectivity constrained by the white matter connectome with a focal lesioning approach to investigate the relationship between structural connectivity of macroscopic brain regions and large-scale neural dynamics. Our computational model is based on a network of Kuramoto oscillators (Kuramoto, 1984) , coupled according to a 66 region of interest (ROI) cortical connectome (Hagmann et al., 2008) and incorporating delays determined by the lengths of the corresponding anatomical white-matter tracts. We first tuned the model to resemble empirical resting-state cortical dynamics by evaluating a two-dimensional parameter space, scaling the coupling strength and delay of oscillator interactions. For each of the dynamical regimes generated by this search, we evaluated the fit of the model to empirical functional connectivity derived from functional magnetic resonance imaging (fMRI), using both time-averaged functional connectivity and intrinsic connectivity networks (ICNs) extracted using independent component analysis (ICA). We then explored the importance of individual network nodes in determining functional dynamics, using a repeated lesioning approach, where each node is in turn disconnected from the network. For each case, we evaluated how resultant changes to connectivity (quantified using a range of node-specific graph-theoretical metrics (Bullmore and Sporns, 2009 )) relate to the functional dynamics (metastability and synchrony), both globally and in the neighbourhood of each node. In doing so, we tested the hypotheses that the structural importance of a node, systematically quantified using graph theoretical measures, should be related to the dynamical changes resulting from its removal and that the effects of lesions should be most important in the neighbourhood of each lesioned node.
Results indicate several relationships between structural properties of removed nodes and the effect of their removal on dynamics. Notably, one relationship provides an interesting mechanistic link between several recent empirical functional studies, related respectively to the network effects of focal strokes on modularity (Gratton et al., 2012) and cognition (Warren et al., 2014) , and to dynamical lability in timeresolved functional connectomes (Zalesky et al., 2014) .
Methods

Empirical connectivity and tract length data
We used 66 cortical ROI connectivity and tract length matrices, down-sampled from 998 cortical ROI data from Hagmann et al. (2008) , which comprise a symmetric, weighted connectivity matrix derived from five healthy volunteers using diffusion spectrum imaging. The symmetric 66 ROI connectivity matrix was constructed by averaging two matrices, obtained by down-sampling the original 998 ROI connectivity matrix by incoming and outgoing connections respectively.
For full details concerning the derivation of the 998 ROI matrix, see Hagmann et al. (2008) .
Kuramoto model of coupled oscillators
We considered each node as an oscillator, and modelled their dynamical interactions using a variant of the Kuramoto model of coupled oscillators (Kuramoto, 1984; Acebron et al., 2005; Breakspear et al., 2010) . This variant takes into account conduction delays arising from the spatial embedding of the network combined with a finite signal propagation velocity (Cabral et al., 2011 (Cabral et al., , 2014a Hellyer et al., 2014) . The use of the Kuramoto model relies on the assumption that local neural activity is periodic and its state can thus be described by a single variable, the phase. A further assumption is that the coupling between local neural populations is weak, to the extent that amplitude effects can be neglected (Daffertshofer and van Wijk, 2011) . The evolution of the phase θ i of each oscillator i over time is described by a set of coupled first-order differential equations:
The rate of change of the phase θ i (t) of each oscillator is given by its natural frequency ω i and its interaction with the other oscillators, as well as an optional noise term η i (t). The intrinsic frequency was set to lie within the gamma frequency band, as gamma-band local field potential power has been shown to be coupled to BOLD fMRI signal and to be representative of overall local neuronal activity (Nir et al., 2007) . To ensure robustness of the results with respect to frequency dispersion and noise, both naturally present in the brain (Faisal et al. 2008; Ghosh et al. 2008) , we used two sets of conditions -"uniform", with all oscillators at 60 Hz and no added noise, and "noisy", with a normal distribution of frequencies with mean = 60 Hz, standard deviation = 3 Hz, combined with Gaussian white noise with mean = 0, standard deviation = 2 radians/s. (For a discussion of the minimal dependence of results on the chosen frequency of oscillations, please see the supplementary information.)
Interactions between oscillators are constrained by the relative coupling between them, given by the empirical connectivity matrix C ij , and the propagation delays matrix D ij (ms), determined using D ij = L ij / v, with L ij (mm) the empirical tract length matrix and v (m/s) the mean conduction velocity. In turn, v = L P / τ, or the mean tract length divided by the mean delay. The global behaviour of the model can be tuned using two parameters -the mean coupling k and the mean delay τ (ms). The model was implemented in MATLAB (MathWorks), using a variant of the Euler method adapted to noise (Platen, 1999) . We used an integration step-size of 0.1 ms, simulating phases at the millisecond resolution.
Dynamical metrics
In a system of oscillators such as the Kuramoto model, the global level of coherence can be evaluated using the order parameter, also called the mean field:
The e iθn(t) term describes the instantaneous position of oscillator n on the unit circle, whilst its mean over a set of oscillators captures their level of instantaneous synchronization. Specifically, the order parameter amplitude R(t) quantifies the coherence of oscillators at time t -it can take values ranging from 0 for complete incoherence, to 1 for full coherence. We describe global dynamical behaviour of the model using the mean and the standard deviation of the order parameter amplitude over a time-course, which indicate respectively the global synchrony and the global metastability of the system (Fig. 1D ) (Shanahan, 2010) . Metastability is zero if the system is either completely synchronized or completely de-synchronized -a high value is present only when periods of coherence alternate with periods of incoherence (Shanahan, 2010) . The convergence of global synchrony and global metastability as a function of the duration of the simulated time-course and of the number of runs with different initial conditions taken into account is discussed in the supplementary information.
Empirical tuning methods (Fig. 1) First, model behaviour was tuned with respect to empirical fMRI data to determine the mean coupling and delay scaling parameters for which the model behaves like the human brain. The range of parameter values studied was guided by previous findings of Cabral et al. (2011) , with values of mean delay τ located in the physiologically realistic range (1 ms b τ b 15 ms at a resolution of 1 ms, 0.5 b k b 25 at a resolution of 0.5). To preserve tight control over the behaviour of the model, we used the same initial conditions for each point when exploring the parameter space. For each position in parameter space, the simulation was run for 660 s. To eliminate dependence of results on initial transient periods, we discarded the initial 60 s of model output. Post-processing of phases, such as filtering or use of the Balloon-Windkessel model was avoided to prevent alteration of the results by such steps. It has been shown that the predictive power of a number of models, including the Kuramoto model, is largely insensitive to the presence of the hemodynamic model (Messé et al., 2014) . Rather, we preserved the model in its simple form, sufficient to capture dynamical interactions between nodes.
Tuning using functional connectivity (FC)
The first model tuning method compared time-averaged pair-wise FC within the model to empirical FC data from fMRI. Model FC was evaluated using pair-wise correlation (Pearson's r) between node activity time-courses, leading to a 66 × 66 region correlation matrix for each set of model parameters. We then compared this connectivity matrix with published empirical functional connectivity (measured in the same 5 subjects as the structural connectivity data) (Honey et al., 2009 ) using Pearson's correlations between their upper triangular parts (Fig. 1B) .
Tuning using intrinsic connectivity networks
Whilst simple time-averaged measures of FC capture a broad overview of functional interactions within the brain, individual regions of the brain are involved in a range of different spatial interactions across time, known as intrinsic connectivity networks (ICNs); these can be examined using methods such as independent component analysis (ICA) (Beckmann et al., 2005) . Here, we explored a second approach to model tuning by using ICA to extract simulated ICNs from model time-courses, and comparing these to a set of canonical empirical ICNs from Smith et al. (2009) . Briefly, ICNs capture the major components of common functional interaction across subjects. For details regarding derivation of empirical ICNs, see . To allow direct comparability with modelled ICNs, we re-sampled empirical results into the space of 66 cortical ROIs of our model.
Modelled ICNs were extracted using standard methodology for extracting empirical ICNs from fMRI data -MELODIC from FSL (FMRIB, Beckmann et al., 2005) . After formatting modelled data to match the standard MELODIC input format, we extracted 10 components, or ICNs, from model time-courses. For model parameters where synchronous dynamics were extreme (i.e., very asynchronous noisy dynamics, or full synchrony), the ICA algorithm failed to converge, either because there was no consistent correlation structure within the dataset over time, or because all regions of the model were fully correlated. Thus, we limited the ICN tuning method to parameter space coordinates where the dynamics exhibited sufficient variability for the MELODIC algorithm to converge (global metastability of 0.05 or above). To reduce computational complexity, we down-sampled time-courses at 0.2-second resolution, resulting in a collection of modelled ICN maps to compare against the empirical data using Pearson's correlations. Since the order of components extracted by MELODIC varies, we determined maximal correspondence between empirical and model components by calculating the pair-wise correlation between them and reordering the resulting correlation matrix so as to maximize entries along the diagonal. As the model is currently able to reproduce only a limited number of meaningful components, with the remaining ones consisting essentially of noise, we only took into account several of the best-matching components when calculating parameter space cost functions. To limit dependence of results on the number of components taken into account, we produced two main versions of the parameter space cost functions, taking into account the best-matching 3 and 5 components from modelled and empirical data respectively (Fig. 1C ).
Lesion study (Fig. 2)
Following model tuning, we investigated the relationship between local structure and both global and neighbourhood dynamics. First, we characterized structural properties of each node in the intact network using the main local graph theoretical metrics. These include the main measures of connectivity centrality -the degree (number of edges connected to a node) and the strength (sum of the weights of edges connected to a node). Moreover, we calculated each node's eigenvector centrality, a self-referential measure of centrality -nodes have high eigenvector centrality if they are connected to nodes which themselves have high eigenvector centrality (Newman, 2010) . We then evaluated two local measures of segregation -the clustering coefficient, or fraction of all possible edges linking a node's neighbours, and the local efficiency, or the inverse average shortest path length between a node's neighbours. Furthermore, we evaluated two measures of path centrality -the betweenness centrality, quantifying the fraction of shortest paths within the network traversing a node, and the closeness centrality, which is the inverse topological distance between a node and all others. Finally, we evaluated two measures dependent on a prior definition of network modules -densely intra-connected but sparsely interconnected components of the network. These measures are the participation coefficient, which quantifies the diversity of a node's inter-modular connections, and the within-module degree z-score, which measures how well-connected a node is to other nodes within its module. The module definition used was a six-module partition reported for this connectome dataset by Hagmann et al. (2008) . Metrics were evaluated using the Brain Connectivity Toolbox (Rubinov and Sporns, 2010) . For exact definitions of the structural metrics used, see supplementary information.
Next, we simulated dynamics in the intact connectome using 50 sets of random initial conditions, for 60 s, discarding the initial 10-second transients. In addition to assessing the synchrony and metastability globally, we evaluated these dynamical measures locally, amongst the neighbours of each node, to better characterize effects of node removal on network dynamics. Neighbourhood dynamical metrics were determined using the order parameter from Eq. (2), except evaluated over relevant subsets of nodes only, rather than the whole connectome.
We then removed, in turn, each node and all its connections, producing 66 lesioned connectomes with 65 nodes each. For each lesioned connectome, we simulated the resulting dynamics with conditions identical to the intact case. Again, we evaluated synchrony and metastability both globally and amongst the neighbours of the removed node.
To assess the effect of lesions on dynamics, we calculated changes in global and neighbourhood dynamics relative to global or neighbourhood dynamics in the unlesioned network. For each set of initial conditions, we calculated the difference in global and neighbourhood synchrony and metastability as a result of the lesion, normalised by the relevant dynamical measure (synchrony or metastability, global or neighbourhood) in the unlesioned network. We then averaged these percentage changes over initial conditions, to obtain a robust indication of changes in dynamics. Then, to assess whether structural properties of a node predict changes in dynamical metrics resulting from its removal, we calculated Pearson's correlation coefficients between structural nodal measures and changes in global and neighbourhood dynamics resulting from their removal. We corrected for multiple comparisons for each scale -global or neighbourhood, and for each set of simulation conditions -uniform or noisy. For each of those, we corrected the 18 comparisons (9 topological measures × 2 dynamical measures) using both the Bonferroni and the false discovery rate (FDR) corrections for multiple comparisons (Benjamini and Hochberg, 1995) .
Results
All results reported below refer to uniform conditions, as noisy condition results are qualitatively the same. Results obtained with frequency dispersion and noise are located in the supplementary information.
Tuning using empirical fMRI data
Results from the FC tuning (Fig. 3A) indicate the range of parameters (couplings k and delays τ) of maximal correlation between modelled and empirical FC matrices. The rather low maximum values indicate that the model in its current form is unable to reproduce empirical data trends perfectly, which is unsurprising given the relative simplicity of the model and the coarseness of the input structural connectome. Still, a clear pattern exists, which is sufficient to identify an area of parameter space where the model best approximates empirical data. Results from the ICN tuning complement those from the FC results, indicating the same range of parameters as providing the best match between modelled and empirical data (Figs. 3B + C). In this range of parameters the oscillators are only moderately synchronized (0.2 b R P b 0.5) and the amplitude of the order parameter fluctuates over time, which is indicative of a metastable regime (Figs. 3D + E) .
A visualization of the best-matching empirical ICNs and their modelled counterparts is depicted in Fig. 4 . The five best-matching ICNs (based on labels provided by Smith et al., 2009) were respectively the visual network, the default-mode network, the left-lateralized fronto-parietal network, the executive network and the auditory network.
The parameter space exploration allowed us to choose a set of parameters for further investigation of the structure-dynamics relationships. There is a range of parameters at which the crossover between empirical and modelled functional connectivity is optimal. To simplify further computation, we restrict the delay dimension to a biologically plausible 7 ms, which along with a mean tract length of 64.2 mm corresponds to a conduction velocity of 9.2 m/s -firmly in the range of physiologically realistic values for white matter tracts, estimated at 5-20 m/s (Waxman, 2006) . Still, an issue linked with the use of several tuning methods is the fact that the cost functions associated to these can present variable maxima. Thus, we chose a set of parameters which does not correspond to a strict maximum on either of the three cost functions, but still presents high correlations on all three. We chose k = 3. To ascertain the non-random nature of simulated dynamics, we have generated a null model. A set of 100 randomized connectivity matrices was used to simulate dynamics, which were quantified using dynamical measures of synchrony and metastability, and compared to empirical data using the FC and ICN methods. Both dynamical measures and correlations with empirical data were significantly higher when simulating dynamics using non-random connectivity, compared to the randomly generated null distributions (p b 10 − 10 in all cases). For details, see supplementary information.
Effect of lesions on global dynamics
In order to understand the relationship between connectome structure and dynamics, we investigated the effect of lesioning individual nodes, first on global dynamics and then on local dynamics (section Effects of lesions on neighbourhood dynamics). Most nodes when lesioned lead to small, but significant decreases in global synchrony (average change − 1.7%, 95% confidence interval (CI) [− 3.0%, − 0.4%], twotailed t-test, p = 0.017), with a slight spatial bias, whereby decreases in global synchrony generally seem to be caused by lesions to nodes within the parietal and occipital cortex (Fig. 5A) . Changes in global metastability seem more balanced, in that both increases and decreases occur (Fig. 5B) . Moreover, the larger changes cannot be attributed to several "outlier" nodes. Increases in global metastability are predominantly seen in lesions of nodes closer to the midline, whilst lesions of lateral nodes are associated with decreases in global metastability. On average, lesions lead to decreases in global metastability (average change −0.9%, 95% CI [−1.8%, −0.05%], two-tailed t-test, p = 0.035). Finally, we note that there is no relationship between changes in the two global metrics (synchrony and metastability) following node lesioning (Pearson's r = −0.01, p = 0.92).
In order to understand why lesions of different nodes had different effects on global dynamics, changes in global synchrony and metastability were related to a range of graph theoretical metrics. Full results of relative changes in global and neighbourhood synchrony and metastability as a function of the nine local structural metrics are listed in Table 1 . In addition, those correlations which survived Bonferroni and/or FDR correction are visualized in Fig. 6 . The eigenvector centrality of a node is significantly negatively correlated to changes in both global synchrony (r = −0.38, p = 0.0019) and positively correlated to changes in global metastability (r = 0.41, p = 0.00076) following its lesioning. Increases in global metastability are also strongly associated with lesions to nodes with high participation coefficient (r = 0.46, p = 0.00010).
Effects of lesions on neighbourhood dynamics
In order to better characterize dynamical changes following lesions, we estimated changes in network dynamics amongst the group of nodes that are directly connected to the lesioned node. As in the case of global synchrony, changes in neighbourhood synchrony are significantly negative overall (average change −5.1%, 95% CI [−7.1%, −3.1%], two-tailed t-test, p = 3.5e−6). Moreover, changes in neighbourhood metastability are, on average, not significantly different from 0 (average change +1.7%, 95% CI [−1.0%, +4.4%], two-tailed t-test, p = 0.21).
Lesioned node strength is predictive of changes in both neighbourhood synchrony (r = −0.33, p = 0.0080) and metastability (r = 0.38, p = 0.0022). Again, lesioned node eigenvector centrality predicts changes in both neighbourhood synchrony (r = −0.42, p = 0.00055) and metastability (r = 0.67, p = 1.6e−9). Moreover, local clustering is predictive of changes in neighbourhood metastability -as indicated by both the local efficiency of the lesioned node (r = 0.35, p = 0.0044) and its clustering coefficient (r = 0.42, p = 0.00050). Finally, changes in neighbourhood metastability are also predicted by the participation coefficient of the lesioned node (r = 0.42, p = 0.00060). As in the case of Fig. 4 . Visualization of the five best-matching empirical ICNs and their simulated counterparts. The five best-matching ICNs (based on labels provided by Smith et al., 2009) were respectively the visual network, the default-mode network, the left-lateralized fronto-parietal network, the executive network and the auditory network. ICNs are depicted as Z-score maps, where warm colors correspond to positive Z-scores and cold colors to negative Z-scores. global dynamics, cases where a structural metric predicts changes in both synchrony and metastability exhibit opposite signs. Correlations of structural metrics with changes in synchrony are negative, in that lesions of topologically more important nodes lead to greater decreases in neighbourhood synchrony, whereas correlations of structural measures are positively associated with changes in metastability, indicating that lesions of topologically more important nodes lead to smaller decreases, or greater increases, in neighbourhood metastability.
Discussion
Using an empirically calibrated computational model of macroscopic neural dynamics, we investigated the relationship between structural properties of individual network nodes and brain dynamics. This new approach reveals relationships between local network structure and global and local network synchrony and metastability, corroborating our hypothesis that the structural importance of connectome nodes, systematically quantified using a range of node-specific graphtheoretical measures, is related to the changes in dynamics following the removal of these nodes. As we consider below, our findings provide a mechanistic framework to understand recent neuroimaging findings relating to network effects of focal strokes (Gratton et al., 2012; Warren et al. 2014 ) and dynamical lability in time-resolved functional connectomes (Zalesky et al., 2014 ).
Relation of model to empirical data
Both the pairwise FC and ICN tuning methods provided similar results, identifying overlapping regions of parameter space where simulated data exhibit highest correlations with empirical data. This is not surprising -even though the empirical FC matrices and ICN networks used for tuning originate from distinct fMRI datasets, both consist of resting-state data, known to exhibit highly consistent features across cohorts of healthy subjects (Biswal et al., 2010; Pendse et al., 2011; Chou et al. 2012) . Moreover, the methods used for data processingpairwise correlations to obtain FC matrices and ICA to obtain ICNs, extract related features of functional interaction from the data. The FC matrix method is simpler to use. However, the advantage of the ICN tuning method is that it extracts the main components of co-activation from the simulated data. It thus places greater importance on major modes of dynamical interaction, disregarding the erroneous interactions inherently present in the simulated data, which decrease the similarity of the simulated time-courses with empirical data. This might be the reason why the ICN tuning method identifies a narrower portion of parameter space as exhibiting highest correlations with empirical data.
Rather than a distinct coordinate, both tuning methods identify a portion of parameter space where simulated data exhibit high correlations with empirical fMRI data. Whilst the tuning methods used present distinct maxima (reported in supplementary information), we suspect that the behaviour of the model would be similar at all points on the "ridge" of high correlation with empirical data. Although the coupling parameter k lacks a clear physiological counterpart, the choice of a delay parameter τ that corresponds to a realistic axonal conduction velocity narrows down parameter choice due to the shape of the highcorrelation "ridge".
The idea that computational models of brain dynamics exhibit correlation patterns comparable to ICNs is not novel. It is implicit in the study of Cabral et al. (2011) , who have studied network connectivity in a seed-based manner. Moreover, Haimovici et al. (2013) have shown that within a computational model of brain dynamics, patterns most strongly resembling empirical ICNs appear when the system is at criticality, a dynamical regime situated between order and disorder, which exhibits both correlations between activity of distant areas and sufficient variability for communication to occur (Kitzbichler et al., 2009; Beggs and Timme, 2012) . Interestingly, the ICN-like patterns were lost for sub-or super-critical dynamics, indicating that criticality might be an important property of healthy brain dynamics (Haimovici et al., 2013) . Our findings align with these results, in that our chosen working point exhibits both high synchrony and metastability, indicative of criticality (Tognoli and Kelso, 2014) , as well as correlation patterns resembling empirical ICNs. Additionally, two further recent studies demonstrated the emergence of ICNs similar to those found in resting-state fMRI in computational models of neural dynamics (Hansen et al., 2015; Ponce-Alvarez et al., 2015) .
Relationship between local structure and global dynamics
Within the spatial distribution of changes in global synchrony and metastability, visualized in Fig. 5 , we note that decreases in global synchrony generally seem to be caused by lesions to posterior regions. This is in agreement with the role of these regions as the highly connected structural core of the cerebral cortex (Hagmann et al., 2008) and, in turn, with findings demonstrating that synchrony between node pairs increases with the number of neighbours they share (Vuksanovic and Hövel, 2014) . In contrast, decreases in metastability seem to be caused by lesions of lateral nodes, whilst its increases seem to be caused by lesions along the midline. Thus, lateral regions appear to keep baseline metastability high, whereas midline regions can be seen as inhibiting it.
Using graph theory to quantify structural properties of lesioned nodes, we found three significant relationships between local structure and global dynamics.
Lesions of nodes with higher eigenvector centrality lead to significantly greater decreases in global synchrony, and significantly greater increases in global metastability. Nodes have high eigenvector centrality if they are connected to nodes which themselves are highly central (Newman, 2010) . A node situated on the periphery, which would exhibit low degree or betweenness centrality, could possess high eigenvector centrality by sharing a connection with a highly central node. The finding that the role of individual nodes in controlling stability and flexibility of global neural dynamics is largely determined by the centrality of their neighbours extends the role of the eigenvector centrality measure, shown to be useful in analyzing connectivity patterns in fMRI data (Lohmann et al., 2010) as well as a potential biomarker of Alzheimer's disease progression (Binnewijzend et al., 2014) .
A further correlation is present at the global dynamics level, between the participation coefficient of a node, which quantifies the diversity of its inter-modular connections (Guimera and Amaral, 2005) , and the change in metastability following its lesioning. The participation coefficient of nodes with connections distributed fairly uniformly across all network modules would tend to one, whilst for nodes with all connections within one module it would be zero. Thus, nodes with a high participation coefficient are integrative or connector hubs, known to play an important role in integrating otherwise segregated processes (Sporns et al. 2007; Honey and Sporns, 2008; Shanahan, 2012) . The disruptive effects of lesioning hub regions on dynamics and function have been demonstrated previously (Honey and Sporns., 2008; Alstott et al. 2009 ). Moreover, numerous integrative hubs of the connectome lie near the midline (Hagmann et al., 2008) , as reflected in the spatial trend observed in global metastability changes (Fig. 5) , where lesions to midline nodes generally lead to increases in global metastability. Since modules are by definition strongly intra-connected and weakly inter-connected, they facilitate localized synchrony. Thus, the significant relationship of neural dynamics with a modularity-dependent metric aligns with findings of Cabral et al. (2011) , who reported globally incoherent clusters of locally synchronous activity in a Kuramoto model with similarly low values of mean coupling and delay.
Nodes with high eigenvector centrality and participation coefficient are likely members of the rich club (van den Heuvel and Sporns, 2011) , a set of densely mutually interconnected hub nodes that forms a backbone for shortest communication paths in the connectome (van den Heuvel et al., 2012) . The densely connected core of rich club regions has been shown to serve as an anatomical substrate for the "transmodal" integration of functional networks involving low-degree Table 1 All correlations between structural properties of individual nodes and the effect of their lesion on global and neighbourhood dynamics. peripheral regions, both in empirical (Leech et al. 2012; Braga et al., 2013; van den Heuvel and Sporns, 2013 ) and computational studies (Senden et al., 2014) , in line with the possible role of the rich club as a global neuronal workspace (Baars, 2005; Senden et al., 2014) . Recently, the rich club has been shown to promote slow and stable dynamical activity, with surrounding peripheral nodes exhibiting faster and less stable dynamics (Gollo et al., 2015) . Our results, demonstrating that lesions to core (/peripheral) nodes with high (/low) participation and centrality lead to increases (/decreases) in metastability, are in line with these findings. The Kuramoto model would be suitable for further studies of the role of the rich club in cortical dynamics, as its order parameter can be conveniently evaluated over subsets of nodes corresponding to different levels of the rich club.
Relationship between local structure and local dynamics
When considering neighbourhood dynamics, we found numerous significant correlations between graph theoretical topological properties of individual nodes and the local dynamical changes following their lesioning. Neighbourhood findings related to the eigenvector centrality and participation coefficient parallel the global case. In addition, changes in both neighbourhood synchrony and metastability were predicted by the strength of the lesioned node, whilst changes in neighbourhood metastability were also predicted by the local efficiency and closeness centrality of the removed node.
Interestingly, nodal strength and eigenvector centrality are predictive of changes in local dynamics following lesions, but the nodal degree is not. The number of connections a node shares with its neighbours was postulated as the simplest measure of nodal importance as well as the most interpretable graph theoretical measure (Rubinov and Sporns, 2010) . In a previous simulation study, Honey and Sporns (2008) found that perturbations of high-degree nodes produced the most widespread effects on dynamics, although this disparity might be caused by the binary connectomes they used as well as the fully synchronized regime of their Kuramoto model. Moreover, Tewarie et al. (2014) found that degrees of structurally connected regions are important predictors of functional connectivity between them, although the binary connectomes they used again prevented them from investigating the effect of node strength. However, in the context of metastable neural dynamics, the relative importance of individual connections clearly provides valuable information. Indeed, Cabral et al. (2014a) have demonstrated that the current model of coupled Kuramoto oscillators exhibits neither correspondence to empirical data, nor metastable dynamics in the extreme cases where connections are made homogeneous (all equally strong) or randomized (the specific modular connectivity structure of the human connectome is destroyed). Here, we have confirmed the importance of the connectome's structure in generating metastable dynamics which match empirical results, using a conservative null model where connections are randomized whilst preserving the degree distribution and ensuring realistic delays (for details, see the supplementary information).
As hypothesized, a greater number of relationships between graphtheoretical structural properties of nodes and dynamics was present when evaluating changes in dynamics in the neighbourhood of lesioned nodes than when quantifying changes in global dynamics. This may be related to a loss of detail when evaluating the order parameter over all nodes rather than to a lack of changes in dynamics at locations distant to the lesion. Diaschisis is a known phenomenon whereby neurophysiological changes occur at sites distal to the brain lesion (Carera and Tononi, 2014) . It would be interesting, in a future study, to systematically investigate changes in local dynamics within subsets of nodes distal to the lesioned ones. One potential approach would be to restrict model tuning to the pairwise FC method, reserving ICNs as a set of hypothetically affected networks distal from the lesion site.
Integrative hubs, modularity and cortical dynamics
Computational lesion studies are a popular theoretical tool to understand brain network connectivity. For example, they have been used to study the structural robustness of cortical networks (Hagmann et al., 2007; Kaiser et al., 2007) , to identify the core white matter scaffold of the human brain (Irimia and Van Horn, 2014) or to demonstrate a link between the brain's resilience to systematic insults and IQ, suggesting intelligence as a predictor of post-lesional recovery (Santarnecchi et al., 2015) . Computational lesion studies can also be compared to neurological studies of altered structure and cortical dynamics in patients with lesions following focal stroke. Gratton et al. (2012) studied connectomes of 35 patients with focal strokes, and reported a negative relationship between the participation coefficient of damaged areas and the modularity of the resulting functional dynamics. Thus, their study confirms the importance of connector hubs for functional network dynamics. Moreover, the reported effects spread into the unlesioned hemisphere. The observation of both local and global relationships between focal lesions and alterations in neural function is consistent with the findings of our simulations, which offer a mechanistic explanation of how such structural damage can result in altered neural dynamics.
A recent study by Zalesky et al. (2014) provides further empirical support to the relationships observed in our simulated lesion study. Zalesky et al. used the novel framework of time-resolved functional connectomics to study the dynamics of intra-and inter-modular connections. Intra-modular connections tended to be more stable over time, whilst inter-modular connections were dynamically more labile, alternating between positive and negative correlations. These findings are in contrast to standard time-averaged functional connectivity studies (e.g., Gratton et al., 2012) , where the activity of inter-modular connections is averaged over time to low connectivity values, leading the algorithms used for modular partitioning to define the module boundaries precisely along those weak-appearing connections. The time-resolved study of Zalesky et al. (2014) shows that the intermodular connections are not weaker, but rather more labile. Thus, an underlying cause of studies demonstrating decreases in the modularity of brain function might in reality be an increase of lability, or metastability, of the network dynamics. By demonstrating that metastability is significantly controlled by integrative hubs, our results provide a mechanistic link between the empirical studies of Gratton et al. (2012) and Zalesky et al. (2014) . Together, these three studies form a triad, linking integrative hubs, variability of dynamics and modularity.
An additional recent empirical study, by Warren et al. (2014) , supports the importance of the participation coefficient in local neuronal dynamics and, most interestingly, in cognition. Warren et al. studied 30 patients with focal lesions, 19 of which were to "target" regions with high participation coefficients, with the remaining ones to "control" regions with high degree only. Results of the study demonstrated more widespread deficits in cognition in patients with "target" lesions to high-participation nodes, whereas lesions to "control" nodes with only high degree in the remaining patients led to more circumscribed effects. As Warren et al. suggest, lesions to nodes with high participation coefficients disrupt communication between disparate cognitive networks, causing more damage than lesions of similar magnitude within a single functional network (Warren et al., 2014) . However, in view of the present findings and their aforementioned link to studies by Gratton et al. (2012) and Zalesky et al. (2014) , the cognitive deficits could further be interpreted as stemming from an increase in dynamical lability following lesions to nodes which in the undamaged network maintain healthy levels of synchrony and metastability.
Limitations
Simple, relatively abstract models such as the Kuramoto model are inherently limited in their ability to simulate functional connectivity data. One limitation of the Kuramoto model is the use of a sine function to describe the oscillator coupling. In general, the coupling function can be any 2π-periodic function of the difference in phases between oscillators (Pikovsky et al., 2001) , and periodic functions containing more harmonics than the sine function studied by Kuramoto have been proposed (Acebron et al., 2005) . However, the basic sinefunction form of the Kuramoto model, adapted to incorporate realistic connectivity and time-delays, has been used to simulate whole-brain neural dynamics at low computational cost (Honey and Sporns, 2008; Breakspear et al., 2010; Shanahan, 2010; Cabral et al., 2011 Cabral et al., , 2014a Hellyer et al., 2014) . Moreover, features of Kuramoto model dynamics have been replicated using a more biologically realistic model of populations of coupled Hodgkin and Huxley neurons (Bhowmik and Shanahan, 2012) , reinforcing its role as a candidate model to investigate spontaneous brain activity from a network perspective. Additionally, the Kuramoto model has been shown to hold similar predictive power to alternative computational models of whole-brain dynamics (Cabral et al., 2014b; Messé et al., 2014) .
Still, the correspondence of the computational model with empirical data could be improved in several ways. As imaging and data processing methods improve, so will the quality of the obtained connectomes. In particular, the ability of DWI methods to capture long, inter-hemispheric tracts is currently limited, as noted by Hagmann et al. (2008) . Such connections are associated with substantial predictive power, as their artificial addition to structural connectomes considerably increases the predictive power of generative models of neural dynamics Messé et al., 2014) . Additionally, a simple way to increase realism of the model would be to use a structural connectome that includes sub-cortical nodes, which are known to relay to many cortical nodes and are thus likely to play an important role in regulating neural dynamics.
The addition of subcortical nodes would also increase the relevance of such computational models to simulate the effects of stroke, which is known to often occur in subcortical regions ). An additional way of simulating stroke effects more realistically would be to derive the distribution of lesions to the network from empirically-defined patterns observed in neurological studies. For example, cortical strokes often occur along the middle cerebral artery with characteristic distributions , and are likely to affect multiple nodes of the connectome. In the current work we studied individual nodes in isolation. An interesting avenue of future research would be to examine the effect on neural dynamics of lesions to groups of nodes, whose identities could be determined by clinical data. Moreover, damaged brain areas may still be active, but present altered activity. Computational modeling has been used to show that such alterations in activity lead to global decreases in functional connectivity, and that the impact of such alterations depends on the structural properties of their location within the cortical network (van Dellen et al. 2013) .
Within the ICN tuning method, the chosen, highest-correlating components are not necessarily the same across parameter space. It would be interesting, in future work, to investigate the dependence of the "optimal" components on model parameters. Here, we tried to limit dependence on the number of components used by producing two parameter space maps, taking into account the best-matching 3 and 5 ICNs respectively.
In addition, we have not explored the dependence of the ICN tuning on ICA dimensionality, which is the number of components extracted from empirical or simulated data. We have focused on a low-dimensional decomposition, which is more widely used in the literature. We expect that a high-dimensional decomposition, which would result in smaller, more fractionated components, might not reproduce the overall patterns seen in empirical data as well.
A final limitation of the present work concerns the structural and dynamical metrics used. The graph-theoretical structural metrics only take into account the connectivity topology, whilst simulations of the dynamics implicate both the connectivity and the distances, which interact in a non-linear manner. Indeed, the spatial embedding of connectome nodes has been shown to be highly relevant (Deco et al., 2009; Bullmore and Sporns, 2012; Cabral et al., 2014a; Samu et al., 2014) . Thus, devising ways of taking tract lengths into account explicitly when evaluating structural metrics might yield additional insights into structure-dynamics relationship within the connectome.
Future directions
In addition to the above specific suggestions for future work, a general avenue for further investigations concerns the relevance of mechanistic links between neural structure, function and dynamics to cognition, in health and disease. Hellyer et al. (2014) recently demonstrated the relevance of the metastability metric to cognition by using neuroimaging data and a Kuramoto model to study differences in neural dynamics between rest and a simple sustained attention task. Empirical and simulated results were in agreement, demonstrating a simultaneous increase in synchrony and reduction in metastability during a task state, consistent with a more constrained cognitive state relative to rest.
A range of studies on both time-resolved and static modularity suggest that modelling work similar to Hellyer et al. (2014) could be applied to relate the proposed mechanistic triad, linking modularity, integrative hubs and dynamical variability, to cognition, in health and disease. Indeed, modularity in time-resolved functional networks has been associated with learning (Bassett et al., 2011) , providing support for hypotheses of relationships between functional connectome modularity and adaptability (Meunier et al., 2010) . The clinical relevance of dynamical dwell-time in different modular states was demonstrated in a study on Alzheimer's patients (Jones et al., 2012) . In addition, several studies have reported the relevance of time-averaged functional network modularity to cognition (Crossley et al., 2013) , and particularly to memory You et al., 2013; Gamboa et al., 2014; Meunier et al., 2014) .
In general, the use of mechanistic models simulating macroscopic brain function and dynamics remains of paramount importance. Regardless of the specific model used, dynamical flexibility remains a highly relevant phenomenon that requires further attention. Related mechanisms, such as lability, have been previously discussed (Friston, 2001; Kitzbichler et al., 2009) , and their relation to the present definition of metastability should be further explored. Moreover, such dynamical phenomena can be studied and characterized using other mathematical tools (Kelso, 2012; Tognoli and Kelso, 2014) . For instance, phase-slips have been postulated as a hallmark feature of weakly coupled oscillators (Zheng et al., 1998 (Zheng et al., , 2000 but their occurrence in simulations of neural dynamics based on empirical structural connectivity data has not yet been investigated. Furthermore, the occurrence of metastable chimera states, where synchrony nd de-synchrony simultaneously co-exist, has been shown in networks of artificially coupled oscillators (Shanahan, 2010; Wildie and Shanahan, 2012) , and recently in human connectome data (Villegas et al., 2014) . Going forward, further work exploring the stability of neural dynamics as well as simulations of mechanistic relationships between structure, function and dynamics could shed light on healthy cognitive processes and their breakdown in disease.
