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Re´sume´
Cette the`se comprend deux parties. Dans la premie`re l’on expose les re´sultats qui portent sur
l’e´tude des the´ories de jauge anisotropes. L’anisotropie est introduite d’abord comme une astuce
technique, qui permet de de´finir des fermions chiraux sur re´seau en e´vitant les hypothe`ses du
the´ore`me de Nielsen et Ninomiya. On discute les limitations de cette approche, lorsque les
champs de jauge deviennent dynamiques et comment y reme´dier. Au coeur de la solution est
la pre´diction d’une nouvelle phase, dans laquelle les degre´s de liberte´ seraient confine´s a` des
branes quadridimensionnelless, sur lesquelles les forces seraient de type Coulomb ou Yukawa.
L’existence de cette phase serait valable au-dela` des e´quations classiques du mouvement, comme
te´moignent les e´tudes par Monte Carlo ainsi qu’une analyse de type champ moyen. La mise
en relation de ces re´sultats avec la physique des D-branes, ainsi que des mode`les de type
“monde de branes” et, plus ge´ne´ralement, avec la physique au-dela` du mode`le standard, est
une direction de recherche prometteuse, vu la possibilite´ d’eﬀectuer des calculs concrets dans
un cadre nume´rique sous controˆle.
Dans la deuxie`me partie l’on e´tudie une diﬀe´rente discre´tisation, celle de l’espace de phases
d’un syste`me quantique. On calcule l’ope´rateur d’e´volution quantique, a` partir de celui classique,
en de´terminant la repre´sentation me´taplectique. On construit l’ope´rateur d’e´volution le plus
ge´ne´ral, qui re´alise la quantification cohe´rente des symplectomorphismes line´aires du plan. Ces
ope´rateurs sont e´galement pertinents pour la re´alisation d’algorithmes quantiques, ainsi que
pour la description de groupes “quantiques”, lorsque le parame`tre de de´formation est une
racine de l’unite´.
On e´tudie, finalement, la ge´ne´ralisation a` l’espace de phase a` trois dimensions, introduite
par Nambu et l’on construit la quantification cohe´rente du crochet correspondant, pour les
flots line´aires sur un espace de phase tri-dimensionnel, a` partir de ceux du plan. Il s’agit de
la premie`re discre´tisation de la dynamique de Nambu, qui respecte toutes les proprie´te´s du
crochet de Nambu.
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Chapitre 1
Introduction
La physique, comme son nom l’indique, est l’e´tude de la nature.Cette e´tude n’est pas seule-
ment “qualitative”, elle est, e´galement, “quantitative” : pour appre´hender la complexite´ des
phe´nome`nes physiques, on observe, on essaie de “syste´matiser” nos observations, on construit
des “mode`les” simples, dont on essaie d’extraire toutes les proprie´te´s possibles, afin que l’on se
rende compte que l’on comprend leur logique et l’on essaie de les raﬃner, pour que l’on puisse
acque´rir une vision de plus en plus exacte.
Dans ce cadre les me´thodes nume´riques jouent un roˆle fondamental. Elles permettent,
d’une part, d’obtenir des valeurs de plus en plus pre´cises, pour comparer avec des mesures
expe´rimentales ; d’autre part, elles permettent de calculer des quantite´s que l’on ne peut obtenir
par aucune approche “analytique”, qui serait fonde´e sur le developpement dans un parame`tre et
l’on s’inte´resse a` la “zone grise”, qui se trouve entre le domaine de validite´ du de´veloppement du
couplage faible et celui du couplage fort ; ou, encore, aux cas ou` la de´pendance dans la constante
de couplage est non-analytique. Bien entendu un programme d’ordinateur va toujours aﬃcher
un re´sultat et c’est a` nous de l’interpre´ter, comme pour une mesure expe´rimentale ou un calcul
quelconque d’ailleurs. De la meˆme fac¸on que l’on teste un appareil de mesure ou une me´thode
de calcul sur des exemples simples, on teste (vore on doit tester) nos algorithmes et nos codes.
C’est un eﬀet sociologique inte´ressant, pourtant, que perdure une certaine re´ticence a` accepter
les re´sultats des simulations nume´riques par rapport a` la facilite´ avec laquelle on accepte ceux,
parfois beaucoup plus approximatifs, d’un calcul analytique.
Les sujets de cette the`se sont, a` ce titre, exemplaires. Dans la premie`re partie on emploie
une technique, invente´e par Wilson dans les anne´es soixante-dix, pour e´tudier nume´riquement
les the´ories quantiques de champs, dans lesquelles la syme´trie chirale est une syme´trie locale,
comme c’est le cas dans le secteur e´lectrofaible du mode`le standard. On se rend compte que
la technique nume´rique approprie´e peut eˆtre mise en place de manie`re simple, si l’on travaille
dans un espace-temps a` plus de quatre dimensions. On essaie de comprendre les conse´quences,
pour la physique a` quatre dimensions, des dimensions supple´mentaires : On a mis en e´vidence
le diagramme de phase de telles the´ories de jauge anisotropes, e´ventuellement couple´es avec des
scalaires. Il permet l’identification de the´ories de champs quadri-dimensionnels, qui seraient
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5fortement couple´es (constante de couplage grande le long les dimensions supple´mentaires).
L’e´tude des mode`les supersyme´triques, qui impliquent tous les champs avec des contraintes par-
ticulie`res, est une direction, bien suˆr, qui constitue une prochaine e´tape.Une autre est l’enqueˆte
sur d’autres types de de´fauts que ceux e´tudie´s jusqu’ici, a` savoir des configurations solitoniques
d’un champ scalaire. Dans leur papier [51] Jackiw et Rebbi ont montre´ que le monopoˆle de ’t
Hooft–Polyakov, aussi, pouvait servir comme configuration, qui donnerait lieu a` des modes ze´ros
fermioniques d’une chiralite´ de´finie. Cette configuration peut eˆtre, alors, identifie´e avec une D-
brane, puisqu’elle porte une charge magne´tique et ouvre la possibilite´ d’une e´tude nume´rique
concre`te des D-branes, jusqu’ici absente, vu la diﬃculte´ d’eﬀectuer de tels calculs en the´orie de
cordes (qui impliquent la gravitation) directement.
Quoique les techniques nume´riques dans ce domaine soient, de´sormais, bien e´tablies, la simu-
lation de degre´s de liberte´ fermioniques est toujours de´licate et plusieurs tests sont ne´cessaires
pour s’assurer de la qualite´ des re´sultats.
Dans la deuxie`me partie on essaie de mieux comprendre l’espace de matrices unitaires et l’on
est amene´ a` e´tudier les proprie´te´s de l’ope´rateur d’evolution d’un syste`me quantique a` un degre´
de liberte´. La construction de cet ope´rateur, pour qu’il re´alise une quantification cohe´rente est
pre´sente´e. Cette approche peut eˆtre, e´galement, pertinente pour l’e´tude nume´rique de la famille
de mode`les d’Eguchi–Kawai.
Premie`re partie
Discre´tisation de l’Espace–temps
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Chapitre 2
Champs sur Re´seau
Dans ce chapitre l’on rappelle l’utilisation d’un re´seau spatiotemporel pour “re´gulariser” les
divergences d’une the´orie de champs. On met en exergue le proble`me particulier pose´ par les
champs fermioniques et l’on expose la solution propose´e par Kaplan en 1992 en section 4.2. On
discute, par la suite, comment cette astuce technique peut avoir des conse´quences physiques
inte´ressantes.
2.1 Introduction
Une the´orie de champs est un syste`me a` un nombre infini de degre´s de liberte´. Pour faire
des calculs a` l’ordinateur, il est indispensable de commencer avec un nombre fini de degre´s
de liberte´ et obtenir la the´orie avec un nombre infini par une proce´dure de limite approprie´e.
Une manie`re particulie`rement inte´ressante fut invente´e par K. G. Wilson en 1974 [12] ; elle fut
inspire´e par ses travaux sur les phe´nome`nes critiques. On conside`re les points d’espace-temps
qui sont les sommets d’un re´seau hypercubique (cf. fig. 2.1)
xµ = nµa
de pas a, avec nµ = (n0, n1, n2, . . . , nD−1) et 0 ≤ nµ < Nµ, ou` Nµ indique le nombre de points
dans la direction µ. Le nombre de degre´s de liberte´ est, ainsi, re´duit a`
∏D−1
µ=0 Nµ (dans le cas d’un
re´seau isotrope on obtient, alors, ND) et l’on note, e´galement, que l’on a introduit une limite
infe´rieure a` la valeur possible de l’impulsion, a` savoir, 2π/(Na), avec N ≡ maxµ {Nµ} ainsi
qu’une limite supe´rieure , 2π/a. Par de´finition la distance la plus petite que l’on puisse mesurer
est le pas du re´seau, a. Les quantite´s calcule´es vont, alors, ge´ne´riquement, de´pendre aussi bien de
N que de a, ainsi que des proprie´te´s ge´ome´triques du re´seau-l’on note que l’invariance de Lorentz
est explicitement brise´e et ne reste que le sous-groupe hypercubique. Mais par l’expe´rience
acquise par l’e´tude des syste`mes, qui posse`dent un point critique, c.a`.d. un point de transition
du second ordre, on sait qu’a` un tel point les quantite´s physiques ont des valeurs limites bien
de´finies, si l’on prend la limite N → ∞, a → 0 de manie`re a` garder certaines combinaisons
7
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µ
ν
n n+aµ
Figure 2.1 – Le plan µ− ν d’un re´seau hypercubique de pas a.
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fixes (on se rappelle qu’en thermodynamique classique la pression et la tempe´rature ont des
valeurs limites bien de´finies si N → ∞, V → ∞ avec N/V ≡ ρ fixe qui est la densite´, par
exemple). On se rend compte qu’il est essentiel de bien comprendre quelles sont les proprie´te´s
qui de´pendent de manie`re sensible du re´seau ainsi introduit, mais qui ne peuvent pas influencer
la physique a` des e´chelles “grandes” par rapport a` son pas et “petites” par rapport a` sa taille-et,
par conse´quent, on peut choisir de manie`re a` simplifier les calculs (que l’on appelle, alors, des
proprie´te´s non pertinentes) et quelles, par contre, peuvent influencer la physique aux e´chelles
qui nous inte´ressent (proprie´te´s pertinentes).
Notre outil pour eﬀectuer ces calculs sera l’inte´grale fonctionnelle [1, 2, 3]. Elle comprend,
a priori, deux ingre´dients : l’action “classique” et la mesure des configurations des champs.
On va essayer d’illustrer ces notions avec trois exemples simples : le champ scalaire, le
champ fermionique et le champ de jauge, e´le´ments de base pour la construction des mode`les
plus complique´s, par la suite. Comme la re´gularisation par le re´seau est moins pre´sente a` l’esprit,
on commence par une pre´sentation e´le´mentaire.
En D dimensions et signature de Minkowski, l’action du champ scalaire neutre est
SM [φ] ≡
∫
dx0d
D−1xL =
∫
dx0d
D−1x
[
1
2
ηµν∂µφ∂νφ− 1
2
m20φ
2 − λ0V (φ)
]
(2.1)
On va poser ηµν ≡ (1,−1, . . . ,−1︸ ︷︷ ︸
D−1
) (espace–temps plat).
Parmi toutes les configurations de champs, celles qui sont particulie`rment inte´ressantes sont
celles qui extre´misent l’action et sont solutions de l’e´quation Euler-Lagrange,
δS
δφ
= 0⇔ ∂L
∂φ
− ∂µ ∂L
∂(∂µφ)
= 0⇔ −∂
2φ
∂t2
+∇2φ︸ ︷︷ ︸
−!φ
−m20φ− λ0
∂V
∂φ
= 0 (2.2)
avec des conditions aux bords approprie´es–d’habitude on conside`re le cas ou` les champs tendent
vers ze´ro a` l’infini.
Pour de´crire l’espace de toutes les configurations de champs il s’ave`re utile d’introduire le
poids d’une configuration, formellement donne´ par l’expression suivante
ρ[φ] ≡ e
iS[φ]/!∫
Dφ eiS[φ]/!
On remarque la ressemblance avec le poids d’une configuration en me´canique statistique,
quoique, pour l’instant, cette ressemblance soit formelle, vu que ce poids est complexe–on
verra plus bas que cette ressemblance n’est pas une illusion mais re´ce`le des e´le´ments d’inte´reˆt
pour la compre´hension de la physique. L’apparition d’un troisie`me e´le´ment, au-dela` de l’action,
S[φ] et de la mesure, Dφ : le de´nominateur,
Z ≡
∫
Dφ eiS[φ]/! (2.3)
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nous fait penser a` la fonction de partition. Et, comme en physique statistique, on s’inte´resse
aux moments du poids, les fonctions de corre´lation,
G(x1, x2 . . . , xn) ≡ ⟨φ(x1)φ(x2) · · ·φ(xn)⟩ =
∫
Dφφ(x1)φ(x2) · · ·φ(xn)eiS[φ]/!∫
Dφ eiS[φ]/!
=∫
Dφφ(x1)φ(x2) · · ·φ(xn)ρ[φ]
(2.4)
Ce sont les quantite´s qui, typiquement, sont accessibles a` des expe´riences d’une part et, comme
on verra, au calcul nume´rique d’autre part. Pour l’instant cette expression reste formelle, tant
que l’on n’ait pas de´finit concre`tement la mesure d’inte´gration. Par contre, a` partir de ses mo-
ments on peut calculer le poids. Prenons, a` titre d’exemple, le proble`me plus simple : de´terminer
une fonction a` une variable, ρ(x), si l’on connaˆıt ses moments, les quantite´s
⟨xl⟩ ≡
∫
dxxlρ(x)
(pour l = 1, 2, 3, . . .). Une solution consiste a` e´crire la fonction caracte´ristique, la transforme´e
de Fourier, ρ˜(k),
ρ˜(k) ≡
∫
dxeikxρ(x)
de la fonction ρ(x) et en de´duire que
dlρ˜(k)
dkl
= il
∫
dxeikxxlρ(x)⇒ ⟨xl⟩ = i−l d
lρ˜(k)
dkl
∣∣∣∣
k=0
ce qui implique que
ρ˜(k) =
∞∑
l=0
ilkl
l!
⟨xl⟩ ⇒ ρ(x) =
∫
dk
2π
e−ikxρ˜(k) =
∫
dk
2π
e−ikx
∞∑
l=0
(ik)l⟨xl⟩
l!
On remarque que ce n’est pas facile de caracte´riser les proprie´te´s des suites ⟨xl⟩, pour lesquelles
la fonction ρ(x) existe. La solution a` ce proble`me fut, en fait, trouve´e par Tschebytscheﬀ, a` la fin
du dix-neuvie`me sie`cle. Ce que l’on cherche dans notre cas est la ge´ne´ralisation lorsque ρ est une
fonctionnelle a` un nombre infini d’arguments. Donner un sens a` cette ge´ne´ralisation, approprie´e
pour la me´canique statistique (en particulier pour les syste`mes de´sordonne´s et chaotiques) et
la the´orie quantique de champs, est un domaine tre`s actif de la physique mathe´matique des
cents dernie`res anne´es. C’est un re´sultat mathe´matique assez non-trivial de mener a` bien cette
construction pour le cas des champs libres a` quatre dimensions ; pour certains cas des champs
en interaction, a` trois et deux dimensions d’espace-temps c’est e´galement possible. Pour le cas
physique de quatre dimensions d’espace-temps, par contre, cette construction n’a pas, encore,
e´te´ re´alise´e, avec le meˆme degre´ de rigueur, pour les champs en interaction. Il est inte´ressant de
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noter, cependant, que la re´gularisation par un re´seau spatiotemporel est a` la base de l’approche
constructive en the´orie de champs.
L’introduction d’un re´seau re´duit le proble`me a` celui d’un nombre fini de degre´s de liberte´.
La mesure devient concre`te :
Dφ =
N∏
n=1
D−1∏
µ=0
dφnµ ≡ [dφnµ ]
Sur chaque noeud de ce re´seau vit un nombre re´el (pour le champ scalaire neutre), qui prend
toutes les valeurs possibles entre −∞ et +∞. Le proble`me de la mesure est, alors, re´solu. Pour
calculer les fonctions de corre´lation, G(x1, x2, . . . , xn), il faut, alors, calculer deux inte´grales
a` ND variables–et, si la dimension de l’espace–temps, D, est un “petit” nombre (un pour la
me´canique quantique, deux a` quatre pour la me´canique statistique et la the´orie quantique des
champs), on s’inte´resse au cas ou` N est grand, plus particulie`rement infini. Il est e´vident que
l’on ne peut calculer ces inte´grales directement : si D = 4 et N = 32 = 25 (taille typique pour
un re´seau actuel), on aura deux inte´grales a` 220 ≈ 106 variables a` calculer. Aucune me´thode
d’inte´gration directe ne peut eˆtre meˆme envisage´e ici : si l’on emploie K noeuds par dimension,
donc variable, on aurait besoin de K10
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noeuds ! Par conse´quent, on doit employer une me´thode
plus astucieuse, la me´thode de Monte Carlo, pour se´lectionner, parmi toutes les configurations,
celles dont la contribution sera, nume´riquement, la plus importante. De surcroˆıt, exp(iS/!) est
une fonction oscillante–elle va osciller “lentement” pour les configurations de champs “proches”
a` celles qui sont solutions des e´quations d’Euler–Lagrange, plus violemment pour celles qui
sont “loin”. C’est beaucoup plus diﬃcile d’eﬀectuer des estimations, aussi bien nume´riques
qu’analytiques, pour une inte´grale dont l’inte´grande est une fonction oscillante que pour celle
qui ne l’est pas. On va, alors, employer une astuce, propose´e par Wick[5] et appele´e, depuis,
la rotation de Wick : on va poser x0 = −ixD, k0 = ikD pour les coordonne´es et impulsions
respectivement. Cette transformation consiste a` eﬀectuer une rotation de +π/2 dans le plan
complexe de la variable x0, respectivement −π/2 pour k0. Cette ope´ration a les conse´quences
suivantes pour l’action, d’abord au niveau formel
SM = −i
∫
dxDd
D−1x
[
−1
2
(
∂φ
∂xD
)2
− 1
2
∇φ ·∇φ− 1
2
m20φ
2 − λ0V (φ)
]
=
i
∫
dDx
[
1
2
(
∂φ
∂xD
)2
+
1
2
∇φ ·∇φ+ 1
2
m20φ
2 + λ0V (φ)
]
≡ iH(D+1)
L’action d’un syste`me a`D−1 dimensions spatiales (et une dimension temporelle) et de signature
Minkowskien correspond a` l’e´nergie interne d’un syste`me a` D dimensions spatiales (et, donc,
D + 1 dimensions d’espace–temps). La syme´trie sous transformations de Lorentz devient la
syme´trie sous rotations. La fonction, Z, ge´ne´ratrice des fonctions de corre´lation de la the´orie
de champs devient la fonction de partition, dans le sens de la physique statistique :
Z ≡
∫
DφeiSM [φ]/! =
∫
Dφe−H
(D+1)/! (2.5)
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et l’on remarque que 1/! semble jouer le roˆle de l’inverse de la tempe´rature, β = 1/(kBT ),
ou` kB est la constante de Boltzmann et T la tempe´rature absolue. Les fluctuations quantiques
correspondent, ainsi, aux fluctuations statistiques d’un syste`me qui serait en e´quilibre thermo-
dynamique a` la tempe´rature !/kB. Les exponentielles oscillatoires deviennent amorties, ce qui
facilite le controˆle de la convergence des inte´grales.
Reste la question des conditions aux bords. Le choix le plus simple est celui des conditions
aux bords pe´riodiques.
2.2 Le champ scalaire sur re´seau
Maintenant proce´dons a` l’e´criture de l’action du champ scalaire (euclidien) sur un re´seau
hypercubique. D’abord, comme dans le continu, il est utile d’eﬀectuer une inte´gration par parties
et remplacer la partie cine´tique ∫
dDx
1
2
[
D∑
r=1
(
∂φ
∂xr
)2]
par ∫
dDx
[
−1
2
φ(x)∇2Dφ(x)
]
La fonction de partition (le facteur de normalisation) est donne´e par l’expression suivante
ZE =
∫ [
dφnµ
]
e−SE/!
On va remplacer les de´rive´es par des diﬀe´rences finies,
∂2φ
∂x2r
≈ φn+bra − 2φna+ φn−bra
a2
dans la direction r = 1, 2, . . . , D (et l’on a note´ r̂ le vecteur unitaire dans la direction corres-
pondante). Ainsi l’on obtient,
SE[φ] = a
D
ND−1∑
n
[
−φn
D∑
r=1
φn+bra − 2φn + φn−bra
a2
+
1
2
m20φ
2
n + λ0V (φn)
]
(2.6)
La fonction de partition, ZE est donne´e par
ZE =
∫ N−1∏
n=0
D∏
r=1
dφnre
−SE [φ] (2.7)
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et la mesure, que l’on cherche, est donne´e, formellement, par l’expression
ρ(φ) =
e−SE [φ]
ZE
(2.8)
Pour le cas des champs libres, λ0 = 0 il s’agit d’une mesure gaussienne, de´termine´e par ses deux
premiers moments, ⟨φn⟩ et ⟨φnφn′⟩−⟨φn⟩⟨φn′⟩, ou` les crochets angulaires indiquent la moyenne
par rapport a` la mesure (2.8. Le choix des conditions aux bords pe´riodiques nous permet de
diagonaliser la partie quadratique de l’action euclidienne par transforme´e (discre`te) de Fourier :
D’abord, on de´finit les composantes de l’impulsion sur le re´seau comme
p ≡ 2πP
Na
(2.9)
ou` P ≡ (P1, P2, . . . , PD) est un vecteur, dont les composantes sont des entiers modulo N .
φn =
1
ND/2
∑
p
eipa·nφ̂p ⇔ φ˜p = 1
ND/2
N−1∑
n=0
e−ipa·nφn (2.10)
Ainsi,
S0E[φ̂] = a
D ×
∑
p
φ̂p
[
− 1
a2
D∑
r=1
cos pra+
1
2
(
m20 +
2D
a2
)]
φ̂−p (2.11)
Puisque la transformation entre φn et φ̂p est unitaire, on a que∏
n
dφn =
∏
p
dφ̂p
et
S0E[φ̂p] = S
0
E(φn)
Par conse´quent
⟨φn⟩ ≡
∫
(
∏
l dφl) φne
−S0E [φ]
ZE
=
∫ (∏
q dφ̂q
)
φ̂pe−S
0
E [
bφ]
ZE
= ⟨φ̂p⟩ = 0
et
⟨φnφn′⟩ = ⟨φ̂pφ̂p′⟩ = −a
D
a2
D∑
r=1
cos pra+
aD
2
(
m20 +
2D
a2
)
(2.12)
Il est inte´ressant de constater que le pas du re´seau nous livre les “dimensions d’e´chelle classi-
ques”, puisque l’on peut absorber le pas du re´seau de la manie`re suivante
φlattn (a) ≡ a
D−2
2 φn mlatt(a)
2 ≡ a2m20 + 2D (2.13)
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avec φlattn (a) de´sormais sans dimensions (et mlatt(a) sans dimensions e´galement). Graˆce a` ces
relations on peut comparer les fonctions de corre´lation obtenues sur des re´seaux de pas diﬀe´rents
a(2−D)M/21 ⟨φn1(a1)lattφn2(a1)latt . . .φnM (a1)latt⟩ =
a(2−D)M/22 ⟨φn1(a2)lattφn2(a2)latt . . .φnM (a2)latt⟩
(2.14)
pourvu que l’on prenne pour masse l’expression mlatt(a1) au membre de gauche et mlatt(a2)
au membre de droite, vu que toutes les deux quantite´s sont e´gales a` la fonction a` M -points
⟨φn1φn2 . . .φnM ⟩. Ici c’est une identite´ triviale, ainsi que la relation
lim
a→0
a(2−D)M/2⟨φn1(a1)lattφn2(a1)latt . . .φnM (a1)latt⟩ = ⟨φn1φn2 . . .φnM ⟩ (2.15)
Mais ces relations deviennent vraiment utiles et pas du tout triviales pour des champs en
interaction. En fait la relation (2.14) exprime comment varie la fonction de corre´lation, sur
re´seau, lorsque l’on varie le pas du re´seau–et, pour le champ libre elle indique que cette fonction
est, en fait, inde´pendante de la valeur du pas. Cette invariance n’est plus vraie, en pre´sence
des interactions. La relation (2.15) exprime l’existence de la limite continue, donc l’existence
des fonctions de corre´lation qui soient inde´pendantes de la re´gularisation. L’existence de cette
limite est une question ouverte pour le cas des champs en interaction a` quatre dimensions.
Ce qui n’est pas explicite ici est le fait que la limite a → 0 n’est pas suﬃsante–il faut,
e´galement, prendre la limite thermodynamique, c.a`.d. N →∞, avec Na→∞.
Pour le cas de la masse ce qui est inte´ressant de remarquer est que, si l’on veut de´crire
une particule physique dans le continu, donc m20 ≥ 0, il faut que la masse sur re´seau satisfasse
mlatt(a)2 ≥ 2D/a2, l’e´galite´ impliquant que la particule sera de masse nulle.
Les conditions aux bords pe´riodiques imposent que les composantes, pr, de l’impulsion
prennent valeurs dans la zone de Brillouin, [−π/a,π/a). Les ze´ros (en impulsion) de l’expres-
sion (2.12) sont les poˆles du propagateur. Pour une particule a` masse nulle, m0 = 0, dans la
limite continue, on trouve que ces ze´ros sont donne´s par
− 2
a2
D∑
r=1
cos pra+
2D
a2
=
4
a2
D∑
r=1
sin2
pra
2
= 0 (2.16)
C’est une somme de termes non-ne´gatifs, par conse´quent, la seule solution est p1 = 0, p2 =
0, . . . , pD = 0–ainsi on trouve le poˆle habituel. De plus, comme pr ∈ [−π/a,π/a), il n’y a pas
d’autre solution. Bien suˆr, il faut se souvenir que l’on s’est place´ en signature Euclidien–ainsi
la relation de dispersion, approprie´e pour Minkowski, sera obtenue en “de´faisant” la rotation
de Wick et en posant pD = −ip0, ce qui implique pour la “vraie” relation de dispersion
− sinh2 p0a
2
+
D−1∑
r=1
sin2
pra
2
= 0 (2.17)
Pour mieux saisir ses conse´quences, prenons l’exemple de D = 2, donc 1+1 dimensions en
Minkowski. Alors cette relation devient
sinh2
p0a
2
= sin2
p1a
2
(2.18)
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Dans la limite continue, a→ 0, on obtient la relation de dispersion approprie´e pour une particule
(voire antiparticule) de masse nulle, a` savoir
p0 = ±p1 (2.19)
Pour un pas a > 0, on peut, e´galement, re´soudre les relations (2.17,2.18) et exprimer ep0a/2 ou
e−p0a/2 comme fonctions des composantes des impulsions. Dans le cas particulie`rement simple
de 1+1 dimensions on trouve les relations suivantes, seules compatibles avec la contrainte que
les impulsions restent dans la zone de Brillouin
p0a
2
= ln
[
± sin p1a
2
+
√
1 + sin2
p1a
2
]
(2.20)
que l’on trace dans le dessin 2.2.
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Figure 2.2 – La relation de dispersion sur re´seau. On aﬃche p0a comme fonction de p1a, pour
le champ scalaire a` D = 1+ 1, dans la premie`re zone de Brillouin. La courbe rouge correspond
a` la particule, la courbe verte a` l’antiparticule. Pour |p1a| << 1 on retrouve les relations du
continu, p0 = ±p1. Mais, meˆme avec un pas de re´seau fini on note que p0 = 0 n’est possible que
lorsque p1 = 0.
Pour une particule massive, on aurait
4
a2
D∑
r=1
sin2
pra
2
+m20 = 0 (2.21)
Dans cette expression, e´galement, on doit “de´faire” la rotation de Wick, pour mettre en e´vidence
les conse´quences physiques. Ainsi, l’on pose pD = −ip0 et l’on trouve la relation
4
a2
sinh2
p0a
2
= m20 +
4
a2
D−1∑
r=1
sin2
pra
2
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qui, dans la limite a → 0, devient la relation habituelle, p20 = m20 + p2. Pour a > 0, on peut,
e´galement, re´soudre pour ep0a/2 comme fonction des composantes des impulsions. On trouve la
relation, analogue a` (2.20),
p0a
2
= ln
⎡⎣±
√√√√a2m20
4
+
D−1∑
r=1
sin2
pra
2
+
√√√√1 + a2m20
4
+
D−1∑
r=1
sin2
pra
2
⎤⎦ (2.22)
Cette relation, dans la limite a→ 0, prend la forme attendue, p0 = ±
√
m20 + p
2. Pour m0a = 0
elle co¨ıncide, bien suˆr, avec l’expresion pour la particule a` masse nulle. Pourm0a << 1 on trouve
bien l’hyperbole lorsque |p1a| << 1, cf. fig. 2.3 et des eﬀets du pas du re´seau lorsque |p1a| devient
plus grand. Il est inte´ressant d’aﬃcher la relation de dispersion lorsque m0a ∼ 1 ou meˆme
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Figure 2.3 – La relation de dispersion pour une particule massive, m0a = 0.1 pour D = 2. On
aﬃche la relation sur toute la zone de Brillouin, ainsi qu’au voisinage de l’origine, |p1a| << 1,
ou` l’on note qu’elle s’approche la relation du continu, p0a = ±
√
(p1a)2 + (m0a)2.
m0a >> 1-ce qui veut dire que l’on veut e´tudier une particule dont la masse est comparable
a` l’e´chelle de re´gularisation “ultra-violette”. Des courbes correspondantes sont aﬃche´es dans
la fig. 2.4. On constate que, comme on pouvait s’y attendre, l’e´nergie de la particule varie que
tre`s peu, comme fonction de son impulsion, lorsque m0a = 4.
On trouve toujours que la relation de dispersion est monotone dans l’intervalle [0,π/a) et,
par conse´quent, elle de´crit la propagation d’une seule particule (ou antiparticule).
Comme on verra dans la section suivante, pour les fermions la relation de dispersion ne sera
pas monotone dans la premie`re zone de Brillouin.
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Figure 2.4 – La relation de dispersion pour une particule massive, avec m0a = 1 et m0a = 4.
On trace, e´galement, les relations correspondantes pour le continu.
2.3 Le champ fermionique sur re´seau
L’action dans le continu, en signature de Minkowski est, bien suˆr,
SfM =
∫
dDxψ (i∂/ψ −m0)ψ (2.23)
avec ∂/ ≡ γµ(i∂ν)ηµν . Les matrices de Dirac satisfont les relations
{γµ, γν} = 2ηµν
avec ηµν = diag(1,−1, . . . ,−1︸ ︷︷ ︸
D−1
) = ηµν . Ainsi la matrice γ0 est hermitienne, tandis que les γj
sont anti-hermitiennes. Lors de la rotation de Wick, on pose γD ≡ −iγ0 et les matrices satisfont
{γµ, γν} = −2δµν
et sont toutes anti-hermitiennes. Ceci est sujet de convention : On peut tre`s bien multiplier les
deux membres de cette relation par −1 et de´finir des matrices, Γµ ≡ ±iγµ hermitiennes, si l’on
veut. C’est la convention que l’on suivra ici : ΓD = γ0,Γj = −iγj seront les matrices de Dirac
dans l’Euclidien.
On obtient, alors, l’expression suivante pour l’action dans l’euclidien
SfE =
∫
dDxψ (∂/ψ −m0)ψ ⇐ SfE,latt = aD
∑
n
[
ψn
D∑
µ=1
Γµ
ψn+aµ − ψn−aµ
2a
−m0ψnψn
]
(2.24)
ou` l’on a remplace´ la de´rive´e ∂µψ(x) par la diﬀe´rence “syme´trique” (ψn+abµ − ψn−abµ)/(2a).
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Ainsi les champ fermioniques ψn et ψn vivent sur les sites du re´seau, comme le champ
scalaire. Par un calcul tout a` fait similaire a` celui pour le champ scalaire on peut obtenir le
poids d’une configuration de champs, ρ(ψ,ψ). L’invariance de Lorentz (ou par rapport au sous-
groupe discret des rotations sur un re´seau euclidien) implique que ⟨ψ⟩ = 0 et ⟨ψ⟩ = 0. Ainsi le
poids statistique, ρ({ψ}, {ψ}) sera donne´ par l’expression
ρ({ψ}, {ψ}) = 1
ZE
e−ψnDn,n′ψn (2.25)
avec [D−1]n,n′ = ⟨ψnψn′⟩, comme pour le champ scalaire. Ici l’on note, cependant, que, au
contraire de ce qui se passe avec le champ scalaire, la matrice D n’est pas, obligatoirement,
de´finie–positive. Ceci rend ainsi proble´matique l’e´chantillonnage de l’espace de configurations
des champs par Monte Carlo, sur lequel on reviendra par la suite. En fait, on ne traite pas
directement les variables fermioniques : aussi bien analytiquement, que nume´riquement, les
variables fermioniques servent, essentiellement, a` de´finir de manie`re commode le de´terminant
d’un ope´rateur, graˆce a` l’identite´
det(D) = N
∫
[dψn][dψn]e
−ψnDn,n′ψn′ (2.26)
Une conse´quence pertinente de cette expression est la suivante : si le mode`le, qui nous inte´resse,
contient plusieurs “saveurs”, Nf , de fermions, alors on a
Ssaveurs =
∫ Nf∏
f=1
[dψ
f
n][dψ
f
n]e
−
P
f ψ
f
nD
(f)
n,n′
ψf
n′ = Ndet
(
Nf∏
f=1
D
(f)
)
(2.27)
Avec un nombre pair de saveurs, en particulier, on peut se rendre compte que le produit pourra
eˆtre de´fini positif. Un cas d’inte´reˆt pratique est celui ou` deux saveurs auraient la meˆme masse,
auquel cas le de´terminant fermionique est le carre´ du de´terminant de chaque saveur et, par
conse´quent, est manifestement, non-ne´gatif. On peut s’imaginer, alors, qu’une the´orie avec un
nombre impair de “saveurs” sera intrinse`quement incohe´rente. Plus pre´cise´ment, on sait que
c’est impossible de re´aliser la compensation d’anomalies [27, 29] avec un nombre impair de
saveurs chiraux.
On note, aussi, que l’on ne peut pas avoir un terme d’interaction “directe” entre fermions,
(ψψ)p, avec p > 1, qu’en dimension D = 2–le mode`le de Gross et de Neveu [14]–car l’ope´rateur
ψψ est de dimension D − 1, ce qui rendrait toute interaction directe non-renormalisable (sauf
en dimension D = 2).
Pour calculer le propagateur, on passe, de nouveau, en espace de Fourier,
ψn =
1
ND/2
∑
p
eip·nψ˜p ⇔ ψn =
1
ND/2
∑
p
e−ip·nψ˜p
et l’on peut, ainsi, diagonaliser l’action,
S0latt = a
D
∑
p
ψp
[
i
D∑
µ=1
Γµ
sin pµa
a
−m0
]
ψ−p
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Par conse´quent, l’inverse du propagateur a comme expression
δS0latt
δψpδψp′
=
[
i
D∑
µ=1
Γµ
sin pµa
a
−m0
]
δ(p+ p′) =
[⟨ψpψp′⟩latt]−1 (2.28)
On trouve, alors, que le propagateur fermionique sur re´seau prend la forme suivante
[⟨ψpψp⟩]−1 =
(∑D
µ=1−iΓµ sin pµaa +m0
)
δ(p+ p′)∑D
µ=1
sin2 pµa
a2 +m
2
0
(2.29)
qu’il est, encore une fois, inte´ressant de comparer avec son expression (formelle) dans le continu,[⟨ψpψp′⟩]−1 = δ(p+ p′)ip/+m0 = −i(p/−m0)δ(p+ p
′)
p2 +m20
(2.30)
On constate que la masse ne rec¸oit pas de correction, de´pendante du pas du re´seau, comme fut
le cas pour le champ scalaire. La raison est que l’action pour le champ fermionique posse`de une
syme´trie que l’action du champ scalaire n’a pas, la syme´trie chirale et la re´gularisation par le
re´seau respecte cette syme´trie. Mais il y a un prix a` payer.
On note que les sinus ont comme argument pa et non pa/2, comme c’e´tait le cas du champ
scalaire. Ceci est duˆ au fait que l’ope´rateur a` diﬀe´rences finies pour le champ scalaire est du
second ordre, tandis que celui pour le champ fermionique est du premier ordre. Comme la taille
de la zone de Brillouin est pourtant, la meˆme, la conse´quence est que sin pa devient ze´ro deux
fois par direction : une fois a` l’origine et une fois au bord. Par contre, sin(pa/2) ne devient
ze´ro qu’a` l’origine et non au bord. Une autre expression de la diﬀe´rence est que, dans le cas du
champ scalaire, les modes de Fourier de la somme φn+µ + φn−µ donennt le terme en cos pa (et,
donc, en sin2 pa/2), tandis que, pour le champ fermionique, les modes de Fourier de la diﬀe´rence
ψn+µ − ψn−µ donnent le terme en sin2 pa.
Comme pour le champ scalaire, on va e´tudier le de´nominateur et en extraire la relation de
dispersion. Pour le cas a` masse nulle, m0 = 0, on trouve
sinh2 p0a =
D−1∑
µ=1
sin2 pµa (2.31)
Dans la limite a → 0 on obtient la relation habituelle pour une particule relativiste, a` savoir,
p0 = ±p1. Mais, pour tout pas fini, a > 0, la relation de dispersion devient (dans le cas a` 1+1
dimensions, ou` l’on peut faire des dessins plus faciles a` saisir)
p0a = ln
[
± sin p1a+
√
1 + sin2 p1a
]
(2.32)
que l’on trace dans les dessins 2.5 et 2.6. On constate qu’elle n’est pas monotone et l’on note
que, en plus de l’origine, p0 = 0, p1 = 0, les bords de la zone de Brillouin, p0 = 0, p1 = ±π/a
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Figure 2.5 – La relation de dispersion, p0a comme fonction de p1a, pour le cas a` 1 + 1
dimensions, dans la zone de Brillouin.
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Figure 2.6 – La relation de dispersion, p0a comme fonction de p1a, pour le cas a` 1 + 1
dimensions, pre`s des deux bords de la zone de Brillouin. On note qu’elle de´crit, e´galement,
des particules a` masse nulle.
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sont, aussi, des poˆles du propagateur. A D dimensions il y a 2D sommets aux bords de la zone
de Brillouin (vu que les coordonne´es peuvent prendre deux valeurs pour une (anti)particule, a`
savoir 0 et π/a et chaque sommet est de´fini par un vecteur a` D composantes. Par conse´quent,
au lieu de de´crire une particule, on de´crit 2D particules : la particule d’origine et 2D − 1
“partenaires”. Ces partenaires ont la meˆme masse et la meˆme normalisation que la particule
d’origine. Doit-on les interpre´ter comme des particules nouvelles ? Peut-on le faire ? Doit-on les
e´liminer, car elles seraient des arte´facts de la re´gularisation ? Et par quels me´canismes ?
Ces questions ont occupe´ les chercheurs et le re´sultat [12, 8, 7] est que, puisque ces particules
sont “physiques” (c.a`.d. ne sont pas des phantoˆmes ni des tachyons) elles vont ine´vitablement
contribuer aux fonctions de corre´lation [8].
Alors on doit imaginer des me´canismes, qui puissent distinguer le poˆle “physique” (et sa
contribution aux fonctions de corre´lation) des autres. Deux ide´es ont surve´cu : (a) modifier
l’action par des termes supple´mentaires (Wilson), (b) se´parer les excitations dans l’espace-
temps–au lieu dans l’espace des impulsions (Kogut–Susskind, Kaplan). La deuxie`me ide´e trouve
son aboutissement dans la re´alisation des “fermions sur parois” (domain–wall fermions), comme
on expliquera par la suite.
Commenc¸ons par l’ide´e de Wilson. Dans son cours a` Carge`se, il proposa l’utilisation d’un
re´seau hypercubique pour l’e´tude nume´rique et non-perturbative de la QCD et il introduisit un
terme supple´mentaire dans l’action fermionique, qui posse`de les proprie´te´s suivantes : (a) eˆtre
un terme proportionnel au pas du re´seau, ainsi n’apparaissant pas, lors de la limite continue,
a → 0 et (b) levant la de´ge´ne´rescence de masse entre les partenaires et le fermion original, de
fac¸on a` ce que les premiers se de´couplent. Un tel terme, par de´finition, n’est pas unique, mais
la forme la plus simple, qu’il puisse prendre est
Swilson = a
D
∑
n,µ
r
2a
ψn (ψn+µ − 2ψn + ψn−µ) (2.33)
Que ce terme soit proportionnel au pas du re´seau est facile a` voir, car il a la forme
a× r
2
× ψn ×
∑
µ
ψn+µ − 2ψn + ψn−µ
a2︸ ︷︷ ︸
!ψ
En ce qui concerne sa capacite´ a` lever la de´ge´ne´rescence entre partenaires et fermion original,
on note que le fait qu’il ne contient pas de matrices de Dirac implique qu’il contribuera au
terme de masse du fermion. Le fait qu’il est proportionnel au ! implique que sa contribution
sera sensible a` l’impulsion de l’excitation, en particulier, il aura une contribution diﬀe´rente a`
l’origine qu’aux bords de la zone de Brillouin. Eﬀectivement, par transforme´e de Fourier on
trouve que ce terme devient
S˜wilson = −aD
∑
p,µ
(
2r
a
sin2
pµa
2
)
ψ˜pψ˜p (2.34)
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et l’on note (a) que, pour a→ 0, il donne une contribution qui tend vers ze´ro, proportionnelle-
ment au pas, a,du re´seau et (b) qu’a` l’origine, il donne une contribution nulle, mais, aux bords
de la zone de Brillouin, ou` une composante, au moins, du vecteur pµ est e´gale a` π/a, il donne
une contribution a` la masse de l’excitation proportionnelle a` 1/a.
Au lieu de garder se´pare´s, l’action “na¨ıve” et le terme de Wilson, on peut les combiner de
la fac¸on suivante :
Sfermion = a
D
∑
n
[
ψn
D∑
µ=1
(
Γµ + r
2a
ψn+µ − Γµ − r
2a
ψn−µ
)
− ψn
(
m0 +
Dr
a
)
ψn
]
(2.35)
La relation de dispersion, pour le cas m0 = 0, prend la forme suivante
− sinh2 p0a+ sin2 p1a+ r2 (2− cosh p0a− sin p1a)2 = 0 (2.36)
Pour r = 0 on retrouve la relation 2.32–et l’on peut controˆler que, pour r ̸= 0, dans la limite
a→ 0 (voire pour |p0a|, |p1a| << 1), on retrouve la relation p0 = ±p1–la contribution du terme
de Wilson est, eﬀectivement, non-pertinente dans la limite continue.
Pour un pas a > 0 on peut, en principe, exprimer p0a comme fonction de p1a–mais la
proce´dure devient assez one´reuse. En employant un logiciel de manipulation symbolique on
peut tracer les courbes correspondantes, pour le cas D = 2 = 1 + 1, dans 2.7. Par conse´quent
les excitations peuvent, de´sormais, eˆtre distingue´es et celles avec une masse, qui devient infinie,
a` la limite continue, vont de´coupler–pourvu, bien suˆr, qu’elles ne portent d’autres charges et
pourront contribuer de fac¸on, qui ne de´pende pas de leur masse. On pense, bien suˆr, a` l’anomalie
chirale, qu’il faut calculer, alors, a` part. Finalement, comme ce terme agit comme une masse,
il brise explicitement la syme´trie chirale. Par conse´quent, pour re´cupe´rer la syme´trie chirale
dans la limite continue il faut proce´der a` un ajustement des parame`tres de la the´orie : Comme
pour le cas du champ scalaire, on de´finit la masse sur re´seau, sans dimensions, mlatt(a), par la
relation
mlatt(a) ≡ m0a+Dr
et l’on chosit
mlatt(a) = Dr ≡ m∗latt
de fac¸on a` obtenir un fermion a` masse nulle dans la limite continue–au moins pour le champ
libre.
L’ide´e de Kogut et de Susskind [13], pre´sente´e quelque temps apre`s la publication de Wilson,
fut d’essayer de se´parer les degre´s de liberte fermioniques, en exploitant les syme´tries discre`tes
du re´seau hypercubique, en particulier sa structure “bi-partite” en sites,dont la somme des
coordonne´es (entie`res) est paire et celles dont la somme est impaire. L’avantage est qu’une
version discre`te de la syme´trie chirale reste–bien suˆr elle est sensible a` la structure du re´seau.
Un inconve´nient est que, puisque l’on re´partit les degre´s de liberte´, qui, en principe, se trouvent
sur le meˆme site, sur deux, la taille eﬀective du re´seau est d’un facteur 2D plus faible que sa
taille nominale. Par conse´quent les eﬀets de taille finie seront, de fac¸on correspondante, plus
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Figure 2.7 – La relation de dispersion, p0a comme fonction de p1a, en pre´sence du terme
de Wilson. On trace, en particulier, les courbes qui corresponent aux valeurs r = 0 (noire),
r = 0.25 (rouge), r = 0.5 (orange), r = 1 (bleue) et r =
√
1.5 (verte). On note que, pour
0 ≤ r < 1, la courbe n’est pas monotone, mais, pour r > 0 seul le ze´ro a` l’origine subsiste. Pour
r = 1 la courbe est monotone. Il faut faire attention de choisir la bonne branche de la fonction
cosh−1, a` savoir celle pour laquelle p0 = 0, lorsque p1 = 0.
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importants (mais cette remarque ne tient pas compte de toutes les astuces, qui ont e´te´ invente´es
dans ce sujet et dont la discussion sort du cadre de cet expose´).
Puisque l’on ne va pas employer cette re´alisation par la suite, on renvoit pour les de´tails
dans l’article de revue de Kogut [7].
L’ide´e de Kaplan sera l’objet d’un chapitre suivant. On peut dire, sche´matiquement, qu’elle
exprime la synthe`se de l’ide´e de Wilson et de l’ide´e de Kogut et de Susskind. L’ide´e est de
se´parer les deux chiralite´s le long des dimensions supple´mentaires, au lieu de les se´parer dans
l’espace-temps ordinaire–c’est graˆce a` c¸a que l’on peut s’aﬀranchir des de´tails du re´seau qui
restent dans l’approche de Kogut et de Susskind ; mais l’on doit retenir le terme de Wilson,
cependant, car c’est lui qui distingue les “partenaires” du fermion original sur la paroi elle-
meˆme.
Cette pre´sentation fournit une indication des subtilite´s que pre´sente l’e´tude nume´rique des
degre´s de liberte´ fermioniques.
2.4 Le champ de jauge sur re´seau
Les champs qui de´crivent la matie`re portent des charges, charge e´lectrique, charge faible,
“couleur” qui sont conserve´es. La loi de conservation est une loi locale, ce qui veut dire que la
variation dans le temps de sa densite´ est le re´sultat d’un courant. La densite´ et le courant sont,
alors, les sources d’un champ. On cherche a` e´crire une action sur re´seau pour ce champ.
On se rappelle que, dans le continu, on commence par une syme´trie globale (c.a`.d. inde´pendante
de la position dans l’espace et de l’instant du temps) de la forme
φ(x)nouv = e
iqαATAφ(x)ancien
[
φ(x)†
]
nouv
=
[
φ(x)†
]
ancien
e−iqαAT
A
(2.37)
ou` TA sont les ge´ne´rateurs de l’alge`bre de Lie, [TA, TB] = ifABCTC et αA sont des constantes.
On note par q la charge du champ φ sous cette transformation. Pour la charge e´lectrique
l’alge`bre de Lie est U(1), pour la charge (e´lectro)faible elle est SU(2)×U(1) et pour la couleur
elle est SU(3). Les termes
∂µφ
†∂µφ+m
2
0φ
†φ
pour le champ scalaire complexe, ainsi que
ψi∂/ψ −m0ψψ
pour le champ fermionique sont invariantes, lorsque l’on remplace les champs “anciens” par
les champs “nouveaux” de´finis par les expressions de l’e´q. (2.37). On peut, e´galement, ve´rifier
que l’action du champ scalaire complexe ou fermionique est, e´galement, invariante. Les choses
deviennent plus inte´ressantes lorsque l’on essaie de rendre ces syme´tries locales, c.a`.d. lorsque
l’on veut imposer la syme´trie pour le cas ou` les parame`tres αA sont des fonctions du site,
αA = αA(x). Dans le continu la solution consiste a` remplacer les de´rive´es ordinaires, ∂µφ
par les de´rive´es covariantes, de fac¸on a` compenser les termes proportionnels a` ∂µαA(x). Par
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conse´quent on a besoin d’un champ qui porte un indice de vecteur de Lorentz ! Comment
re´aliser cette construction, lorsque les champs de matie`re vivent sur les sites d’un re´seau ? La
re´ponse vient–comme dans le continu, d’ailleurs– en regardant les termes dans l’action sur le
re´seau qui ne sont pas automatiquement invariants. Ainsi l’on note les produits φ†nφn±µ, ψnψn±µ,
ψnγµψn±µ pour le champ scalaire et fermionique respectivement. Ce sont les seuls termes qui
ne soient pas invariants lorsque le parame`tre de la transformation (2.37) de´pend du site. Ils
changent de la manie`re suivante :
φ†nφn+µ → φ†ne−iqαn,ATAeiqαn+µ,ATAφn+µ
φ†nφn−µ → φ†ne−iqαn,ATAeiqαn−µ,ATAφn−µ
ψnψn+µ → ψne−iqαn,ATAeiqαn+µ,ATAψn+µ
ψnψn−µ → ψne−iqαn,ATAeiqαn−µ,ATAψn+µ
Mais l’on note que, si l’on introduit un champ supple´mentaire, Uµ(n), associe´ au lien entre les
sites n et n+µ et dans le sens du site n au site n+µ, de fac¸on a` ce que les monoˆmes φ†nφn+µ et
φ†nφn−µ soient remplace´s par φ
†
nUµ(n)φn+µ, respectivement par φ
†
nU
†
µ(n − µ)φn−µ (et de fac¸on
analogue pour les fermions), on de´duit que ces monoˆmes resteront invariants, pourvu que l’on
impose la variation
Uµ(n)→ eiqαn,ATAUµ(n)e−iqαn+µ,ATA (2.38)
(cf. fig. 2.8) [Il est inte´ressant de remarquer que cette proce´dure de rendre le produit de deux
Uµ(n)φn,φ†n φn+µ,φ
†
n+µ
n n + µ
Figure 2.8 – La configuration typique de champs autour d’un lien du re´seau : les champs de
matie`re sont situe´s sur les noeuds et les champs de jauge sur le lien entre deux noeuds. Les
champs prennent valeurs dans le groupe de Lie.
champs, localise´s a` des points non-co¨ıncindents, invariant de jauge fut introduite par Schwin-
ger [16].]
On veut bien identifier les champs Uµ(n) avec les champs prenant valeurs dans le groupe de
jauge. Pour conforter cette intuition, on va essayer de retrouver les transformations habituelles,
dans le continu. A cette fin on va de´velopper les exponentiels
eiqαn,AT
A ≈ I + iqαn,ATA + . . .
eiqαn+µ,AT
A ≈ I + iqαn+µ,ATA + . . .
et l’on va supposer que Uµ(n) sont des e´le´ments du groupe de Lie, correspondant a` l’alge`bre et
e´crire
Uµ(n) = e
iaqgAµ,M (n)TM ≈ I + iaqgAµ,M(n)TM + . . .
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Alors, si l’on de´veloppe ainsi les deux membres de la transformation de jauge, e´q. (2.38) jusqu’au
premier ordre dans le pas du re´seau ainsi que dans la variation αMn , on retrouve, eﬀectivement,
la re`gle pour le continu, a` savoir
AMµ (n)→ AMµ (n)−
1
g
∂µα
M
n + A
L
µ(n)α
J
nf
M
LJ
Les termes cine´tiques habituels sont les limites “directes” des expressions du type φ†nUµ(n)φn+µ.
Pour le cas du champ scalaire charge´, donc complexe, l’action sur re´seau est donne´e par l’ex-
pression
Sscalar,latt = a
D
∑
n
[(
−φ†n
D∑
µ=1
Uµ(n)φn+µ + U †µ(n− µ)φn−µ
a2
)
+
(
m20 +
2D
a2
)
φ†nφn
]
(2.39)
Dans la limite a → 0 on pose x ≡ n · a et l’on de´veloppe a` l’O(a3) pre`s, pour compenser les
de´nominateurs a` a2 (pour raisons de simplicite´ on pre´sente le cas ou` le champ de jauge est
abe´lien, le cas non-abe´lien ne pre´sentant pas de complications de principe) :
φn±µ ≈ φ(x)± a∂µφ(x) + a
2
2
∇2Dφ(x) +O(a3)
Uµ(n) ≈ 1 + iaqgAµ(x)− a
2
2
q2g2A2(x) +O(a3)
U †µ(n− µ) ≈ 1− iagqAµ + a2
(
i∂ · gqA(x)− g
2q2A2
2
)
+O(a3)
(2.40)
En remplac¸ant ces de´veloppements dans l’expression (2.39) on trouve le re´sultat suivant pour
l’action dans la limite a→ 0 (ou`, bien suˆr, on remplace aD∑n par ∫ dDx)
Sscalar =
∫
dDxφ†(x)
[−∇2D + q2g2A2(x)− igqA · ∂ +m20]φ(x) (2.41)
Si l’on repe`te la meˆme de´marche pour le champ fermionique couple´ a` un champ de jauge on doit
de´velopper a` l’O(a2) pre`s pour compenser la puissance du pas de re´seau aux de´nominateurs–et
l’on peut ne´gliger le terme de Wilson. Ainsi l’on trouve que
Sfermion,latt = a
D
∑
n
[(
−ψn
D∑
µ=1
γµ
Uµ(n)ψn+µ − U †µ(n− µ)ψn−µ
2a
)
+ im0ψnψn
]
a→0−→∫
dDx
[−ψ (∂/+ iqgA/− im0)ψ] (2.42)
Maintenant que l’on sait e´crire les termes d’interaction de champs de la matie`re, qui vivent
sur les sites du re´seau, avec le champ de jauge exte´rieur, on doit e´crire le terme qui de´crit la
propagation du champ de jauge. Dans le continu et en signature de Minkowski on a appris que
le terme approprie´ est
Lgauge,kin,Mink = (−1/4g2)Tr
[
FAµνF
µν
A
]
(2.43)
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avec
FAµν ≡ ∂µAAν − ∂νAAµ + fABC [ABµ , ACν ] (2.44)
ou` fABC sont les constantes de structure de l’alge`bre de Lie. , qui est invariant de jauge graˆce a`
la trace sur l’alge`bre de Lie. Lorsque l’on passe en signature Euclidien, on doit poser A0 ≡ iAD,
lorsque l’on pose x0 ≡ −ixD, pour que S = iH. On trouve, alors, que, sous ces conditions,
Lgauge,kin,E =
1
4g2
Tr
[
FAµνFµν,A
]
(2.45)
On cherche a` transcrire sur le re´seau une expression qui, dans la limite continue, a → 0,
co¨ıncidera avec e´q. (2.45. Une possibilite´, bien entendu, est d’y remplacer les de´rive´es par des
diﬀe´rences finies, comme pour le champ scalaire ou fermionique. Ainsi, pour le cas U(1) on
obtient l’expression
Sgauge, latt = a
D
ND−1∑
n=0
1
16g2a2
δµρδνσ (Aν(n+ µ · a)− Aν(n− µ · a)− Aµ(n+ ν · a) + Aµ(n− ν · a))
(Aσ(n+ ρ · a)− Aσ(n− ρ · a)− Aρ(n+ σ · a) + Aρ(n− σ · a))
(2.46)
Elle posse`de, par construction, la bonne limite continue et elle est invariante sous la transfor-
mation
Aµ(n)
new = Aµ(n)
old +
f(n+ µ · a)− f(n− µ · a)
2a
(2.47)
transcription, sur le re´seau, de la transformation de jauge du continu. Puisque les variables
Aµ(n) prennent toutes les valeurs re´elles, elles appartiennent a` l’alge`bre de Lie, comme dans le
continu.
Mais l’on peut employer les e´le´ments du groupe de jauge, Uµ(n), et construire l’action de
jauge sur re´seau seulement a` partir d’eux. L’ide´e est que, vu la re`gle de la transformation pour
le lien, e´q. (2.38), si l’on conside`re le produit des variables sur les liens d’une boucle, alors la
trace (sur le groupe) sera invariante sous transformations de jauge. La boucle la plus simple
est, bien suˆr, la plaquette e´le´mentaire du re´seau–explicitement
Uµν(n) ≡ Uµ(n)Uν(n+ µ)U †µ(n+ ν)U †ν(n) (2.48)
La de´monstration est la suivante :
Uµ(n)→ eigθnUµ(n)e−igθn+µ
Uν(n+ µ)→ eigθn+µUν(n+ µ)e−igθn+µ+ν
U †µ(n+ ν)→
[
eigθn+νUµ(n+ ν)e−igθn+µ+ν
]†
= eigθn+µ+νU †µ(n+ ν)e
−igθn+ν
U †ν(n)→
[
eigθnUν(n)e−igθn+ν
]†
= eigθn+νU †ν(n)e
−igθn
Par conse´quent, la plaquette se transforme comme
Uµν(n)→ eigθnUµν(n)e−igθn
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Lorsque l’on calcule la trace, sur la repre´sentation du groupe de jauge, de cette expression on
obtient
Tr [Uµν(n)]→ Tr
[
eigθnUµν(n)e
−igθn
]
= Tr [Uµν(n)]
graˆce a` la cyclicite´ de la trace. Dans le cas particulier d’un groupe abe´lien (dont toutes les
repre´sentations sont unidimensionnelles) la plaquette n’est pas seulement covariante, mais, de´ja`,
invariante, puisque eigθnUµν(n)e−igθn = eigθne−igθnUµν(n) = e−igθn+igθnUµν(n) = Uµν(n).
C’est le terme qu’a e´crit Wilson et l’action s’appelle l’action de Wilson.
Sjauge = β
∑
n,µ<ν
(1− Re (Tr [Uµν(n)])) (2.49)
On obtient, ainsi, la formulation “compacte”, appele´e ainsi car les matrices Uµ(n) vivent sur
une varie´te´ compacte, vu que Uµ(n)U †µ(n) = I et que I est un ope´rateur compact, puisque le
groupe de jauge est compact.
C’est un exercice inte´ressant de montrer que, eﬀectivement, si l’on de´veloppe la plaquette
on retrouve le terme cine´tique habituelle. On e´crit
Uµ(n) = e
iaAµ(n)
Uν(n+ µ) = e
iaAν(n+µ) ≈ eia[Aν(n)+a∂µAν(n)]
U †µ(n+ ν) = e
−iaAµ(n+ν) ≈ e−ia[Aµ(n)+a∂νAµ(n)]
U †ν(n) = e
−iaAν(n)
Dans le cas abe´lien on trouve imme´diatement que
Uµ(n)Uν(n+ µ)U
†
µ(n+ ν)U
†
ν(n) ≈ eia2(∂µAν(n)−∂νAµ(n)) ≈
1 + ia2(∂µAν − ∂νAµ)− a
4
2
(∂µAν − ∂νAµ)2 +O(a6)
Ainsi
Re(Uµν(n)) = 1− a42 (∂µAν − ∂νAµ(n))2 ⇔
S = a4β
∑
n
1
2
∑
µ<ν
(∂µAν − ∂νAµ)2 = aD × a4−Dβ
∑
n
1
2
∑
µ<ν
(∂µAν − ∂νAµ)2
et l’on fait l’identification
βa4−D ≡ 1
g2
(2.50)
Ainsi β “grand” est le re´gime de couplage “faible” et β “petit” est le re´gime de couplage “fort”.
On trouve, e´galement, la dimension d’e´chelle “classique” du couplage.
Avec ces ingre´dients on peut e´crire l’action, qui sera l’objet de nos e´tudes par la suite (on
n’explicite pas le nombre de saveurs fermioniques, ni les e´ventuels indices de syme´trie interne,
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pour ne pas trop alourdir la notation)
Slatt = Sgauge + Sfermion + Sscalaire =
a5
[
β
∑
n,µ<ν
(1− Re[Uµν(n)]) + β′
∑
n,µ
(1− Re[Uµ5(n)])
]
−
a5
∑
n
[
−ψn
∑
µ
γµ
Uµ(n)ψn+µ − U †µ(n− µ)ψn−µ
2a
+ iM(x5)ψnψn
]
+
a6 × r
2a2
∑
n
ψn
∑
µ
(
Uµ(n)ψn+µ − 2ψn + U †µ(n− µ)ψn−µ
)
︸ ︷︷ ︸
SWilson
+
a5
∑
n
[
−φ†n
∑
µ
Uµ(n)φn+µ + U †µ(n− µ)φn−µ
a2
+m2lattφ
†
nφn + V (φ
†
nφn)+
Gψnφnψn +G
†ψnφ
†
nψn︸ ︷︷ ︸
Yukawa
⎤⎦
(2.51)
On y remarque, d’une part, que la masse du fermion aﬃche une de´pendance explicite a` la
cinquie`me dimension et que le champ de jauge, e´galement, posse`de un couplage diﬀe´rent selon
que l’on se trouve dans un sous-espace a` quatre dimensions ou dans l’espace a` cinq dimensions.
Cette anisotropie, pour l’instant, est introduite a` la main–on verra sa signification physique
dans un prochain chapitre. Le cas “habituel” est celui ou` β = β′ et M(x5) = m0 (et D = 4).
Chapitre 3
Etude quantitative des the´ories de
champs sur re´seau
Avec les outils du chapitre pre´ce´dent on peut, maintenant, commencer l’e´tude quantitative
des the´ories de champs sur re´seau.
L’objet principal de cette e´tude sera le diagramme de phases de ces the´ories. D’inte´reˆt
particulier seront les points, lignes ou surfaces de transition entre les diﬀe´rentes phases, ainsi
que leur ordre : si l’on trouve une transition de phase de second ordre, alors on sait que, dans le
voisinage de ce point critique, on pourra de´finir une the´orie de champs, qui sera inde´pendante
de la re´gularisation employe´e. Si, par contre, on trouve une transition de phase du premier
ordre, alors on sait que les quantite´s mesure´es seront sensibles aux de´tails de la re´gularisation.
La meˆme conclusion reste valable pour le cas ou` l’on est loin d’une surface de transition.
Les parame`tres a` notre disposition, qui vont nous permettre d’e´tablir le diagramme de phase,
sont les constantes de couplage.
Ce point me´rite une discussion. En eﬀet, si l’on conside`re, a` titre d’exemple, la the´orie d’un
champ scalaire, avec action euclidienne
SE =
∫
dDxE
[
1
2
δµν∂µφ∂νφ+
m2
2
φ2 + g
φ4
4!
]
les solutions de l’e´quation d’Euler–Lagrange,
−!φ+m2φ+ g
6
φ3 = 0 (3.1)
semblent de´pendre de la constante de couplage, g. Mais si l’on eﬀectue le changement de va-
riables φ(x) = Φ/
√|g|, on trouve que l’action euclidienne devient
SE =
1
g2
∫
dDxE
[
1
2
δµν∂µΦ∂νΦ+
m2
2
Φ2 +
Φ4
4!
]
et que Φ satisfait l’e´quation
−!Φ+m2Φ+ Φ
3
6
= 0 (3.2)
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qui est inde´pendante de la constante de couplage g, pourvu que celle-ci soit diﬀe´rente de ze´ro.
On en de´duit que l’espace des configurations de champs classiques est inde´pendant de la valeur
de la constante de couplage (pourvu qu’elle soit non-nulle) et, par conse´quent, il n’existe pas
de transition d’une phase a` une autre, si l’on varie g d’une valeur non-nulle a` une autre, pourvu
que l’on ne passe pas par la valeur g = 0, seule “privile´gie´e”. En ce qui concerne la de´pendance
sur m, toujours au niveau classique, il est inte´ressant de noter que, si m2 = 0, alors l’e´quation
prend la forme
−!Φ+ 1
6
Φ3 = 0
et ne semble de´pendre d’aucun parame`tre. Ainsi, dans ce cas, le “diagramme de phases” de la
the´orie consiste de trois parties : la partie g < 0, le point g = 0 et la partie g > 0. Et ces parties
sont l’union de trois points : le point g = 0, un point quelconque g < 0 et un point quelconque
g > 0.
Si l’on conside`re ce type de champ couple´ a` un champ de jauge, alors on doit remplacer les
de´rive´es ordinaires par des de´rive´es covariantes et ajouter le terme cine´tique pour le champ de
jauge
SE =
∫
dDx
[
1
4
FµνF
µν + δµν [(∂µ + iqAµ)φ]
[
(∂ν − iqAν)φ†
]
+m2φ†φ+
g
4!
(
φ†φ
)2]
et les solutions des e´quations d’Euler–Lagrange semblent de´pendre des deux constantes de
couplage, q et g. Mais l’on remarque que, si l’on eﬀectue le changement de variables suivant
φ =
Φ√|g| et Aµ = Bµq
alors l’action prend la forme
SE =
1
g2
∫
dDx
[
− g
2
4q2
GµνG
µν + δµν [(∂µ + iBµ)Φ]
[
(∂ν − iBν)Φ†
]
+m2Φ†Φ+
1
4!
(
Φ†Φ
)2]
(avec Gµν ≡ ∂µBν − ∂νBµ) et l’on constate que la constante de couplage g est devenue, encore
une fois, un facteur global et les e´quations du mouvement ne sont sensibles qu’au rapport g/q
et non aux deux constantes se´pare´ment.
Lorsque l’on conside`re la the´orie quantique les choses changent, car l’amplitude de transition
entre deux configurations {Φ1} et {Φ2}, qui est la quantite´ qui nous inte´resse, est proportionnelle
a`
e−(S[Φ1]−S[Φ2])/g
2!
(dans la pratique on travaillera dans des unite´s ou` ! = 1). Cette amplitude est, par conse´quent,
sensible au rapport ∆S/! ≡ (S[Φ1]−S[Φ2])/!, mesure´ dans les unite´s de g2.(D’autre part, cette
amplitude rec¸oit des contributions de toutes les configurations de champs, chacune ponde´re´e
par e−S[Φ]/g
2
, qu’elles soient ou non solutions des e´quations du mouvement.)
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De meˆme, dans la the´orie quantique avec champ scalaire charge´ et champ de jauge, l’ampli-
tude de transition entre deux configurations de champs est sensible non seulement au rapport
q/g, mais, aussi, a` g2, ainsi a` toutes les deux constantes de couplage.
Ces conside´rations restent valables sur le re´seau.
3.1 Champs de Jauge sans matie`re
Pour pouvoir parler du tout de phases d’une the´orie, il nous faut un parame`tre d’ordre, c.a`.d.
une quantite´, qui prend des valeurs distinctes dans chaque “phase” et-e´galement important !-
dont les fluctuations caracte´risent le passage d’une phase a` l’autre.
Pour la the´orie avec champs scalaires le parame`tre d’ordre typique est la valeur moyenne
du champ, ⟨φ(x)⟩–pour le cas avec champs fermioniques le parame`tre d’ordre typique est
⟨ψ(x)ψ(x)⟩. Ces quantite´s sont locales et l’on remarque que les syme´tries dont la brisure elles
caracte´risent, sont des syme´tries globales. Lorsque l’on emploie la discre´tisation sur re´seau, ces
parame`tres continuent a` eˆtre pertinentes pour caracte´riser les phases de la the´orie.
Pour une the´orie de jauge sur re´seau on peut montrer [40], par contre, qu’une telle quan-
tite´ locale n’existe pas. La quantite´ approprie´e pour caracte´riser les phases d’une the´orie de
jauge sur re´seau s’ave`re eˆtre la boucle de Wilson, W (C), qui est de´finie comme la trace sur la
repre´sentation du groupe du produit des liens le long la boucle C, cf. fig. 3.1
n n + µn
′
n + µn′ + νn′′n + νn
′′
Figure 3.1 – Une boucle de Wilson sur le re´seau, de taille (n′ − n)× (n′′ − n)a2.
W (C) = Tr
[
P
∏
Uµ(n)
]
(3.3)
ou` le pre´facteur “P” veut dire path ordered–on suit le chemin, dans le sens des fle`ches.
Sa valeur moyenne, par rapport a` la mesure e−SE/ZE, ⟨W (C)⟩, peut aﬃcher deux compor-
tements distincts, dans la limite des grandes boucles :
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– Loi des aires : ⟨W (C)⟩ ∼ e−A/A0
– Loi des pe´rime`tres : ⟨W (C)⟩ ∼ e−L/L0
qui caracte´riseront les deux phases possibles d’une the´orie de jauge : la phase confinante et la
phase Coulombienne. Pour comprendre ces aﬃrmations et se convaincre que les phases me´ritent
bien leurs noms, on va rappeler le calcul fait par Fischler [41]. On dessine les lignes d’univers
d’une paire de charges (de signe oppose´) statiques, cf. fig. 3.2. L’amplitude de transition vide-
R T
Figure 3.2 – Les lignes d’univers d’une paire de charges statiques, se´pare´es de R. La paire vit
pendant un temps T . Dans la limite T →∞, la boucle peut eˆtre conside´re´e rectangulaire.
vide sera modifie´e par la pre´sence de la paire, de la manie`re suivante :
⟨0|0⟩ =
∫
[DUµ]e−SE+
R
JaµA
a
µd
Dx∫
[DUµ]e−SE
= ⟨e
R
JaµA
a
µd
Dx⟩ = ZE[J ]
ZE[0]
(3.4)
Dans la the´orie euclidienne cette amplitude, dans la limite T → ∞, est e´gale a` e−(E0(J)−E0)T ,
avec E0(J) l’e´nergie de l’e´tat fondamental en pre´sence de la source J , et E0 en l’absence de celle-
ci. Pour une source statique cette diﬀe´rence des e´nergies est le potentiel, V (R). Par conse´quent,
V (R) = lim
T→∞
− 1
T
ln⟨W (C)⟩
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Pour les charges statiques, la source aura la forme suivante
Jaµ = δµ,D
T a
2
Q
[
δ(D−1)(x− r+)− δ(D−1)(x− r−)
]
(3.5)
ou` Q est la valeur de la charge.
Par conse´quent
e
R
dDxJaµA
a
µ = e
H
C A
a
µ
Ta
2 dxµ ≡ eW (C)
L’aire de la boucle e´tant R × T , on de´duit que, si W (C) ∼ e−RT/A0 , alors V (R) ∼ R et il y a
une force constante entre les charges, qui seront confine´es. Le rapport
lim
R→∞
V (R)
R
≡ σ
est appele´, pour des raisons e´videntes, la tension de la corde. Par contre, si W (C) ∼ e−(R+T )/ℓ0 ,
alors V (R) ∼ 1/ℓ0 et la force s’anulle a` grande distance–les charges sont libres. En eﬀet, comme
a note´ Creutz, si l’on mesure les quatres boucles de Wilson, W (R± 1, T ± 1), sous l’hypothe`se
que R et T soient suﬃsamment grands pour que l’on se trouve dans le re´gime asymptotique,
alors on de´duit que
σ =
1
4
ln
W (R + 1, T + 1)W (R− 1, T − 1)
(W (R + 1, T − 1)W (R− 1, T + 1) (3.6)
Par ailleurs, si les boucles de Wilson aﬃchent un comportement de loi de pe´rime`tres,W (R, T ) ∼
exp(−(R + T )/ℓ0), alors le rapport de Creutz est identiquement nul,ce qui est cohe´rent avec
l’existence de charges libres.
On peut essayer de mener le calcul de ⟨W (C)⟩ dans le continu. Pour le cas de l’e´lectrodynamique
quantique on peut faire le calcul exactement [41, 7], puisque les inte´grales sont gaussiennes :
⟨W (C)⟩ = Z[0]−1
∫
DAµe
−SE [A]+
R
dDxAµJµ = Z[0]−1e−
R
dDxdDyJµ(x)Gµν(x−y)Jν(y) (3.7)
ou` Gµν(x− y) est le propagateur du photon et l’on trouve que
V (R) = lim
T→∞
(
− 1
T
ln⟨W (C)⟩
)
= const× Q
2
RD−3
(3.8)
qui est bien la loi de Coulomb a` D dimensions. (Ici l’on note que ⟨W (C)⟩ ∼ e−T/RD−3 . A
D = 4 dimensions il est inte´ressant de remarquer qu’il est proportionnel au rapport T/R. Dans
tous les cas, la tension de la corde est nulle, signe d’une phase de´confinante.) La formulation
dans le continu nous donne la possibilite´ de calculer le potentiel entre charges statiques dans
l’approximation du couplage faible. La formulation sur re´seau nous donne la possibilite´ de
calculer la valeur moyenne des boucles de Wilson pour toute valeur de la constante de couplage,
en particulier en re´gime de couplage fort et de´duire, ainsi, quand la tension de la corde pourra
devenir non-nulle (en couplage fort).
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On peut, intuitivement, comprendre que la phase confinante correspondra a` une situation
de couplage fort, tandis que la phase Coulombienne a` une phase de couplage faible. Mais le
contraire n’est pas, ne´cessairement, vrai, car, en couplage faible, il peut y avoir des configura-
tions de type instanton, qui confinent des charges–un tel exemple est fourni par le mode`le de
Higgs abe´lien a` 1+1 dimensions [6].
Est-ce que toute the´orie de jauge pre´sente les deux phases, avec une transition entre les
deux ? A tempe´rature ze´ro, a` laquelle on travaille, la re´ponse surprenante est que les the´ories de
jauge non-abe´liennes ne pre´sentent qu’une phase, la phase confinante–par contre, les the´ories de
jauge abe´liennes non-compactes pre´sentent seulement la phase Coulombienne–et les the´ories de
jauge abe´liennes compactes pre´sentent toutes les deux phases. L’aﬃrmation sur les the´ories de
jauge abe´liennes non-compactes est une conse´quence du fait que le champ de jauge est neutre ;
par contre, l’aﬃrmation sur les the´ories de jauge abe´liennes compactes est plus diﬃcile a` saisir.
Elle fut pre´sente´e pour la premie`re fois par Polyakov [18], qui proposa, d’ailleurs, que toute
the´orie, syme´trique sous un groupe de jauge compact, aurait une phase confinante. De point de
vue technique il n’est pas diﬃcile de montrer que, dans le re´gime de fort couplage, une the´orie
de jauge, de´finie par l’action de type Wilson, aﬃchera un comportement de loi d’aires pour la
valeur moyenne de la boucle de Wilson. L’argument est le suivant [7] : On veut calculer
⟨W (C)⟩ ≡ 1
ZE
∫
[DUµ]e
H
C Aµdxµe−SE
Lors d’un de´veloppement en couplage fort on explicite la constante de couplage, exp(−SE) ≡
exp(−∑P Uµν(P )/g2) et l’on de´veloppe en puissances de 1/g2. Le terme eHC Aµdxµ , dans la
limite de couplage fort, est une somme sur les liens des plaquettes, qui “pavent” la boucle. Le
terme e−SE/g
2
va donner une se´rie en 1/g2, dont les coeﬃcients sont des sommes des plaquettes.
L’inte´grale sur les liens, e´le´ments du groupe, va e´liminer tous les termes qui ne repre´sentent
pas des plaquettes, qui “pavent” l’aire de la boucle. On trouve ainsi que
⟨W (C)⟩ ∼
(
1
g2
)Aire(C)
= e−Aire(C) ln g
2
Ce raisonnement repose essentiellement, comme a note´ Polyakov, sur la compacite´ de la varie´te´
du groupe de jauge–car c’est elle qui garantit la convergence de l’inte´grale sur le groupe. Par
conse´quent, la partie non-triviale consiste a` de´montrer que, pour les the´ories de jauge non-
abe´liennes, il n’y a pas de transition de phase, lorsque l’on re´duit la constante de couplage, qui
conduirait, alors, vers une phase Coulombienne. Une telle de´monstration manque encore. Mais
on peut employer les simulations nume´riques de type Monte Carlo pour mesurer la tension
de la corde et sa de´pendance a` la constante de couplage. Alors on trouve, eﬀectivement, que
les mode`les avec groupe de jauge non-abe´lien n’ont pas de phase Coulombienne–la tension de
la corde reste toujours non-nulle, tandis que, dans le cas des groupes abe´liens compacts, l’on
trouve une transition de phase entre une phase confinante (tension de corde non-nulle) et une
phase Coulombienne (tension de corde nulle).
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3.2 Champs de Jauge en pre´sence de la matie`re
Lors de l’analyse pre´ce´dente les charges e´taient statiques et il faut e´tudier ce qui change,
lorsque l’on doit tenir compte de leur dynamique. Une chose, qui change, est qu’il faut une
e´nergie finie pour cre´er une paire de charges dynamiques du vide. Ainsi, si l’on commence
avec deux charges statiques, a` partir du moment, ou` il deviendra e´nerge´tiquement favorable de
cre´er des paires, donc a` partir d’une se´paration suﬃsamment grande, celles-ci pourront e´cranter
les fluctuations des champs de jauge et, ainsi, conduire a` une loi de pe´rime`tre pour la boucle
de Wilson–malgre´ le fait que ce qui se passe, en fait, est l’e´crantage d’e´tats lie´s de charges
confine´es. On a besoin, par conse´quent, de raﬃner l’analyse car la loi des pe´rime`tres pour la
boucle de Wilson n’est plus suﬃsante pour exclure le confinement de charges individuelles. Ceci
fut entrepris par Fredenhagen et Marcu [42] et leur argument est le suivant : on va comparer le
comportement d’une boucle de Wilson, ou` l’on a insere´ les deux charges, et celui de la boucle de
Wilson sans les charges. Si ce rapport tend vers une constante non-nulle, lorsque la taille de la
boucle (et, donc, la se´paration des charges) croˆıt, alors on a confinement–la pre´sence de charges
dynamiques ne modifie pas le comportement de la boucle de Wilson.Si, par contre, ce rapport
tend vers ze´ro, alors, on peut se´parer les charges individuelles. Ce rapport ne peut diverger
car il exprime la probabilite´ de transition de l’e´tat a` deux charges a` un e´tat quelconque de la
the´orie. En e´quations on e´crit [43]
Σ ≡ lim
L→∞
|⟨φ†n [
∏
U ]φn′⟩|2
W (C)
(3.9)
ou` le produit des liens porte sur ceux qui relient la charge au site n a` celle au site n′ ; et en
dessins, cf. 3.2 Alessandrini et al. [43] ont calcule´ cette quantite´ dans le mode`le le plus simple,
n n′
Q −Q
Nume´rateur
De´nomn n
′
Figure 3.3 – Le parame`tre de Fredenhagen et Marcu
le mode`le de Higgs abe´lien. Ils ont trouve´ que seulement dans la phase Coulombienne existent
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des charges non-confine´es–dans la phase de Higgs les charges sont confine´es, de meˆme que dans
la phase confinante. Ces re´sultats confirment que le comportement de la boucle de Wilson
ne suﬃt pas pour caracte´riser les phases d’une the´orie avec degre´s de liberte´ dynamiques. La
raison, pourquoi ce re´sultat est surprenant est, en eﬀet, que, dans la phase de Higgs, malgre´ le
fait que le champ de jauge soit massif et, donc, transmet des forces a` courte porte´e, il n’y ait
pas de charges isole´es, mais, seulement, des dipoˆles–qui est l’eﬀet de la compacite´ du groupe.
Pour le cas non-abe´lien le parame`tre de Fredenhagen et Marcu est, bien suˆr, encore plus
pertinent–et il fut introduit, d’ailleurs, pour le cas de la chromodynamique quantique. Jusqu’ici
la diﬃculte´ de mener des simulations avec quarks dynamiques a fait que l’on n’ait pas pu le
mesurer de fac¸on probante dans ce contexte.
Une autre classe de the´ories, ou` ce calcul serait inte´ressant, est celui avec dimensions
supple´mentaires, ou` certains champs seraient “confine´s” sur une “brane”. Cette brane est de´finie
par le comportement de la boucle de Wilson : loi de pe´rime`tres sur la brane, loi d’aires vers
les directions perpendiculaires. En pre´sence de charges dynamiques la loi de pe´rime`tres est-elle
suﬃsante pour carcte´riser la brane ? Ce calcul n’a pas encore e´tait entrepris.
Maintenant que l’on dispose d’un parame`tre d’ordre, on peut tracer le diagramme de phases
et s’occuper de l’ordre des transitions e´ventuelles. On va prendre comme exemple la the´orie,
qui va nous occuper le plus par la suite, a` savoir, la the´orie de jauge U(1) compacte et re´aliser
le calcul dans l’approximation du champ moyen.
L’action de Wilson est donne´e par
Sjauge = β
∑
n
∑
µ<ν
(1− Re [Uµν(n)]) (3.10)
On ne dispose que d’un parame`tre, la constante β ≡ 1/g2 : couplage fort correspond a` des petites
valeurs de β et couplage faible a` des grandes valeurs de β. L’action euclidienne correspond a`
l’e´nergie interne du syste`me statistique et, puisque ||Uµ(n)|| = 1, il s’agit, en fait d’un mode`le
sigma non-line´aire, car l’inte´grale fonctionnelle doit porter sur les variables Uµ(n), qui prennent
valeurs sur la varie´te´ du groupe. Un de´fi pour l’approximation du champ moyen sera de re´soudre
cette contrainte et d’exprimer la fonction de partition en termes de variables non-contraintes.
Plus pre´cise´ment encore, il s’agit de’un mode`le sigma non-line´aire jauge´, puisque l’action est
invariante sous des transformations locales des Uµ(n).
Dans la section qui suit, on expose cette approche, ainsi que la me´thode de Monte Carlo
qui permet de sonder les corrections a` le’approximation du champ moyen de fac¸on plus eﬃcace
que le calcul direct de celles-ci.
3.3 Les me´thodes de calcul
Dans cette section on exposera les me´thodes nume´riques, que l’on a employe´es pour obtenir
les re´sultats concrets, qui seront le sujet des deux chapitres qui vont suivre.
On a employe´ deux me´thodes : l’approximation du champ moyen et la me´thode de Monte
Carlo.
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3.3.1 La me´thode du champ moyen pour les the´ories de jauge sur
re´seau
La me´thode du champ moyen nous permet d’obtenir un premier aperc¸u du diagramme de
phase d’un syste`me statistique–et fournit le point de de´part du calcul des corrections, dues
aux fluctuations. La me´thode de Monte Carlo sera sensible aux fluctuations, ne´glige´es dans
l’approximation du champ moyen, mais sera sensible, e´galement, a` des incertitudes dues aux
corre´lations entre configurations engendre´es. Ainsi les deux me´thodes sont comple´mentaires.
La me´thode du champ moyen pour les syste`mes statistiques, qui sont invariants sous des
syme´tries locales fut mise au point dans les anne´es quatre-vingt–un article de re´fe´rence est le
travail de Drouﬀe et Zuber [37]. L’ide´e est la suivante : On cherche a` calculer la fonction de
partition d’une the´orie de jauge, de´finie par les liens, U ≡ Uµ(n) (on va noter le lien du site n
vers le site n+ µ par l pour alle´ger la notation dans certaines expressions qui suivent) :
Z[J ] = eW [J ] =
∫
DUe−S[U ]+
P
liens(J ·U)
Ici DU est la mesure sur le groupe de jauge. En suivant l’approche habituelle en me´canique
statistique, la quantite´ qui va nous renseigner sur les diﬀe´rentes phases de la the´orie est l’e´nergie
libre l’e´nergie libre de Helmholtz, W [J ] = lnZ[J ].
Pour faire l’inte´gration sur le groupe de jauge on va employer l’astuce suivante [35] : on va
remplacer ∫
DUe−S[U ]+
P
n Jµ(n)·Uµ(n)
par ∫
DU
[∏
liens
dVlδ(Vl − Uµ(n))
]
︸ ︷︷ ︸
1
e−S[U ]+
P
n Jµ(n)·Uµ(n) =
∫
DU
∏
liens
dVl
dαl
2πi
e−αl(Vl−Uµ(n))e−S[U ]+
P
n Jµ(n)·Uµ(n) =∫ ∏
liens
dVl
dαl
2πi
e−S[Vl]−α·V+
P
l w(αl+Jl)
ou`
e
P
l w(αl+Jl) =
∫
DUe−4Re(α+J)·Re(U)−4Im(α+J)·Im(U)
Par cette astuce on a de´couple´ les liens et l’on a isole´ l’inte´grale sur le groupe. En fait, comme
αl et Vl sont, a priori, des nombres complexes,
α · V ≡ 2Re(α · V ) = Re(2α · V )
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Pour le groupe de jauge U(1) compact l’inte´grale sur le groupe peut eˆtre exprime´e en termes
de fonctions e´le´mentaires :∫
DUe−4Re(α)Re(U)−4Im(α)Im(U) =
∏
liens
∫ π
−π
dθl
2π
e−(α+α
†)·cos θ−i(α−α†) sin θ ≡
∏
liens
I0(2|αl|) (3.11)
ou` I0(·) est la fonction de Bessel “modifie´e”.
Jusqu’ici le calcul est exact. Il nous reste a` traiter l’expression
Z[J ] =
∫ ∏
liens
[
dVl
dαl
2πi
]
e−S[Vl]−Re(2α·V )+
P
l w(2αl+Jl)
et l’on posera dore´navant 2αl → αl. Dans cette expression les variables d’inte´gration, Vl et αl, ne
sont plus contraintes : le domaine d’inte´gration va de −∞ a` +∞ pour chacune. Par conse´quent
on peut employer la me´thode du col. Mais il y a un point subtil, encore [37], car ce n’est pas
clair quelle est la (petite) variable du de´veloppement. En fait il s’agit d’un de´veloppement en
1/D, comme on peut se l’attendre pour l’approximation du champ moyen.
Dans ces conditions on est, maintenant, en position d’e´valuer cette inte´grale par la me´thode
du col : Si l’on de´finit
Seﬀ [Vl,αl; Jl] ≡ S[Vl] + α · V −
∑
l
w(αl + Jl)
on cherche V ∗l , α
∗
l , les configurations qui extre´misent Seﬀ lorsque Jl ≡ 0 :
∂Seﬀ [Vl,αl]
∂Vl
= 0 et
∂Seﬀ [Vl,αl]
∂αl
= 0
On de´veloppe Seﬀ [Vl,αl] autour de V ∗l ,α
∗
l :
Z[J ] = e−Seﬀ [V
∗
l ,α
∗
l ;J ]︸ ︷︷ ︸
ZMF[J ]
∫ [∏
liens
dVl
dαl
2πi
]
e−
P∞
p=2 δS
(p)
(3.12)
La contribution du champ moyen sera, alors, donne´e par
ZMF[J ] = e
−S[V ∗l ]−α
∗·V ∗+
P
l w(α
∗
l +Jl) (3.13)
ce qui donne l’expression suivante pour l’e´nergie libre de Helmholtz
WMF[J ] = −S[V ∗l ]− α∗ · V ∗ +
∑
l
w(α∗l + Jl) (3.14)
Dans le cadre de l’approximation du champ moyen on remarque que l’une des e´quations pour
la configuration extre´male, a` savoir
δSeﬀ
δαl
= 0⇔ Vl = I1(αl)
I0(αl)
(3.15)
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nous permet d’obtenir une action eﬀective, qui ne de´pend que des variables αl exclusivement :
Seﬀ(Vl,αl) = Seﬀ
(
I1(αl)
I0(αl)
,αl
)
≡ SMF(αl) (3.16)
L’e´quation, qui de´termine α∗l , est
δSMF(αl)
δαl
= 0 (3.17)
Et l’on pourra introduire sa solution, α∗l , dans e´q. (3.15) pour obtenir le lien, V
∗
l -et, par
conse´quent, la valeur moyenne de la boucle de Wilson et, ainsi, la tension de la corde.
Comme l’indice l e´tiquette les liens, on aura, en principe, autant d’e´quations que des liens
du re´seau–ce qui rend le proble`me tre`s diﬃcile a` traiter. Mais l’on peut s’imaginer que les
configurations invariantes par les syme´tries du re´seau seraient particulie`rement inte´ressantes a`
e´tudier. Parmi celles les plus simples sont les configurations uniformes. On pose, ainsi, αl ≡ α
et Vl ≡ V . Alors on n’a qu’une e´quation a` re´soudre, par la me´thode de Newton–Raphson, par
exemple. On obtient, ainsi, α∗ et V ∗ par l’e´quation (3.15). Il y a, maintenant, deux cas de figure :
soit l’on trouve comme solution α∗ = 0 ⇔ V ∗ = 0, ce qui implique que la tension de la corde
est infinie et l’on se trouve, certainement, dans la phase confinante ; soit que α∗ ̸= 0⇔ V ∗ ̸= 0.
Ce re´sultat me´rite une discussion. En eﬀet, comme on n’a pas impose´ une condition de jauge,
V ∗, qui repre´sente la valeur moyenne du lien dans le groupe, doit toujours eˆtre e´gal a` ze´ro,
d’apre`s une interpre´tation “directe” du the´ore`me d’Elitzur. Comment peut-on meˆme imaginer
qu’il soit possible d’obtenir une valeur V ∗ ̸= 0? La re´ponse est que, lorsque Vl = V,αl = α, la
syme´trie n’est plus locale, elle n’est que globale. L’argument d’Elitzur de´pend du fait que l’on
peut varier un nombre fini de liens, ce qui est exclu par construction pour une configuration
uniforme. Alors une solution V ∗ ̸= 0 n’est pas en contradiction avec le the´ore`me d’Elitzur, car il
n’exclut pas que l’on puisse briser une syme´trie globale. Le sens physique de la solution V ∗ ̸= 0
est que, si l’on calcule une quantite´ invariante de jauge, comme la boucle de Wilson de longueur
L, alors, dans ce cas, ⟨WL⟩ ∼ (V ∗)L ∼ exp(−L ln(1/V ∗)) et l’on trouve une loi de pe´rime`tre,
donc on se trouve dans la phase de´confinante–et cette aﬃrmation est invariante de jauge. Il est
rassurant que l’on trouve la solution V ∗ = 0 a` couplage fort et la solution V ∗ ̸= 0 a` couplage
faible.
On a obtenu ainsi une description comple`te des phases de la the´orie dans l’approximation
du champ moyen. On doit encore comprendre quelles sont les quantite´s que l’on doit varier pour
passer de la phase confinante a` la phase Coulombienne. On doit, aussi, discuter la pertinence des
corrections a` l’approximation du champ moyen. Il est, alors, pre´fe´rable d’employer un exemple
concret. Pour pre´parer la discussion prochaine sur le cas anisotrope, on va pre´senter le cas du
groupe U(1)–mais l’on va garder la dimension, D, de l’espace–temps, comme un parame`tre
libre.
La quantite´ physique, qui va controˆler quelle phase sera choisie par le syste`me, est l’e´nergie
libre, WMF ≡ −SMF(α∗).
L’e´nergie libre, WMF, est constitue´e des termes suivantes :
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– L’action de Wilson :
S[V ] = β
∑
n
∑
µ<ν
(1− V 4) = NDD(D − 1)
2
β(1− V 4)
puisque l’e´tiquette du site prend toutes les valeurs entie`res entre 0 et ND − 1 (a` raison
de N sites par dimension d’espace–temps) et la double somme sur les directions de la
plaquette comprend D(D−1)/2 termes (et l’on emploie conditions aux bords pe´riodiques
sur toutes les directions).
– Le terme de l’inte´grale sur le groupe :∑
liens
w(αl) = ln I0(α)
∑
liens
1 = NDD ln I0(α)
puisqu’il y a 2D liens par site mais chaque lien relie deux sites.
– Le terme de la contrainte : ∑
liens
αl · Vl = αV NDD
Ainsi l’expression finale est
WMF(V,α) = −NDD(D − 1)
2
β(1− V 4)−NDDαV +NDD ln I0(α) (3.18)
et l’e´nergie libre par site est donne´e par l’expression suivante
fMF(V,α) = −D
(
−D − 1
2
β(1− V 4)− αV + ln I0(α)
)
(3.19)
Si l’on y remplace V par I1(α)/I0(α), on trouve une fonction a` une variable, α et de´pendante
d’un parame`tre, β et de la dimension D. Le voisinage de l’origine, α = 0 (donc V = 0),
correspond a` la phase confinante, le voisinage de l’infini a` la phase de´confinante, Coulombienne.
Si l’on eﬀectue un de´veloppement limite´ autour de l’origine, on trouve que
fMF(V (α),α) ≈ βD(D − 1)
2
+
D
4
α2 +O(α3)
Par conse´quent l’origine est un minimum local pour toute valeur du couplage, β et pour toute
dimension de l’espace–temps, D a` l’approximation du champ moyen. S’il existe un minimum lo-
cal ailleurs, la transition entre la phase confinante et la phase Coulombienne ne pourra eˆtre que
du premier ordre. En eﬀet, si l’on trace son allure, pour D = 4 (cf. fig. 3.3.1), on trouve que pour
des petites valeurs de β = 1/g2, donc en couplage fort, la fonction ne posse`de qu’un seul mini-
mum, a` l’origine, α∗ = 0, par conse´quent V ∗ = 0, re´sultat cohe´rent avec le raisonnement ge´ne´ral
expose´ ci-dessus. Lorsque β augmente, donc le couplage diminue, on constate que l’e´nergie libre
aﬃche un minimum secondaire, a` α∗ > 0, pour β(1)c ≈ 1–mais, pour β < β(2)c ≈ 1.216[37], il
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Figure 3.4 – L’e´nergie libre par site, dans l’approximation du champ moyen, pour la the´orie
U(1) a` D = 4.
s’agit d’une configuration me´tastable, puisque l’on note que son e´nergie est supe´rieure a` celle
de la configuration a` α∗ = 0. Pour β = β(2)c ≈ 1.216, on remarque que les deux configurations
deviennent de´ge´ne´re´es, se´pare´es par une barrie`re de hauteur et largeur finies–il y a, donc, une
transition du premier ordre entre les deux. Pour β > β(2)c le minimum a` α∗ > 0 devient le
minimum global et le syste`me se trouvera, alors, dans la phase Coulombienne (cf. panneau de
droite de la fig. 3.3.1).
Il est inte´ressant de remarquer que le seul terme, qui soit sensible au groupe de jauge, est
le terme
∑
liensw(αl + Jl). Pour le groupe U(1) la fonction w(α) = ln I0(α), tandis que pour le
groupe SU(2) 1 elle vaut w(α) = ln(I0(α)−I2(α)) Par conse´quent on peut repe´ter l’analyse sans
trop d’eﬀort et trouver que l’origine est, toujours, un minimum local pour SU(2) e´galement
fSU(2)MF (V (α),α) ≈ β
D(D − 1)
2
+
D
8
α2 +O(a3) (3.20)
et qu’il existerait un minimum a` α > 0 pour β > β(1),SU(2)c qui, pour β = β
(2),SU(2)
c deviendrait
de´ge´ne´re´ avec le minimum a` l’origine et, pour β > β(2),SU(2)c , deviendrait le minimum global.
Ainsi y aurait-il une phase Coulombienne, meˆme pour le cas SU(2)–a` couplage faible–et la tran-
sition de phase serait du premier ordre, ce qui excluerait, e´galement, l’existence d’une the´orie
continue. Ces re´sultats sont en flagrante contradiction avec les re´sultats obtenus par the´orie
de perturbations en couplage faible dans la the´orie continue en re´gularisation dimensionnelle,
ou` l’on trouve que la the´orie est renormalisable, c.a`.d. qu’il existe une the´orie, inde´pendante
de la re´gularisation. Par conse´quent l’existence d’une phase Coulombienne doit eˆtre conside´re´e
comme un arte´fact de l’approximation du champ moyen pour le cas du groupe SU(2). Et, en ef-
fet, si l’on tient compte des corrections a` cette approximation [36, 34, 37], on trouve qu’a` D = 4,
la the´orie avec groupe de jauge SU(2) ne posse`de qu’une phase, confinante, re´sultat cohe´rent,
par ailleurs, avec des simulations nume´riques directes (eﬀectue´es dans les meˆmes travaux). Ainsi
1. Dans ce cas, bien suˆr, αl et Vl appartiennent a` l’alge`bre SU(2). On fait l’hpothe`se que α = α0 · I et
V = V0 · I et l’on supprime l’indice par la suite. [34]
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le minimum a` α = 0 est physique–le minimum a` α > 0 est un arte´fact de l’approximation du
champ moyen.
Pour le groupe U(1) la situation est moins clair. La contribution des corrections a` l’ap-
proximation du champ moyen a e´te´ calcule´e [36, 37] et les conclusions ne sont pas,en fait,
aussi tranche´es que l’on pouvait penser. D’abord le calcul est assez one´reux (au moins dans les
anne´es quatre-vingt, qaund les logiciels de calcul symbolique e´taient, encore, dans les premiers
e´tapes de leur de´veloppement)–l’e´tude la plus pousse´e semble eˆtre le travail de Flyvbjerg [36]
qui calcule les corrections a` cinq boucles ; ensuite les re´sultats pour le cas D = 4 indiquent
que les premie`res corrections sont plus importantes que l’on ne pouvait se l’attendre –ainsi
les corrections suivntes devaient eˆtre prises en compte ; et la question de´ja`, si le minimum a`
α = 0 pouvait devenir un maximum, ce qui serait l’indication que la transition vers la phase
Coulombienne serait continue, reste, toujours, ouverte. Les simulations nume´riques, n’ont pas
e´te´, a` ce jour, concluantes, sur l’ordre de la transition, non plus.
3.3.2 La me´thode de Monte Carlo pour les the´ories de champs sur
re´seau
Il est toujours utile de pouvoir re´soudre un proble`me de plusieurs fac¸ons distinctes. L’ap-
proximation du champ moyen est une approche facile a` comprendre et a` programmer–la prise
en compte des corrections devient, par contre, de plus en plus one´reuse et l’on peut se poser la
question si l’eﬀort en vaut la peine-si l’on dispose d’une autre me´thode, qui peut nous fournir
des re´sultats fiables pour les quantite´s que l’on cherche, qui soit cohe´rente avec les corrections
a` l’approximation du champ moyen mais plus facile a` programmer. La re´ponse est la me´thode
de Monte Carlo.
On va illustrer la me´thode sur le calcul d’une quantite´ qui est pertinente pour la localisation
d’une transition de phase, facile a` calculer dans l’approximation du champ moyen, de fac¸on
a` pouvoir comparer directement les deux approches. Cette quantite´ est la valeur moyenne
de la plaquette e´le´mentaire, ⟨Uµν(n)⟩, comme fonction de la constante de couplage, β. Plus
pre´cise´ment on s’inte´resse a` la boucle d’hyste´re´sis de cette quantite´, comme fonction de β. La
raison est la suivante : comme cette quantite´ est, en fait, la premie`re de´rive´e de l’e´nergie libre, si
la transition de phase est du premier ordre, alors cette boucle aura une aire finie, proportionnelle
a` la “chaleur latente”. Si par contre, la transition de phase est continue (du second ordre), alors
la boucle aura une aire, the´oriquement ze´ro, en pratique tre`s petite. L’existence meˆme d’une
transition sera signale´e par le fait que cette quantite´ aﬃchera une variation abrupte, comme
fonction de β, au voisinage du point de transition.
Dans l’approximation du champ moyen on calcule
⟨Uµν(n)⟩ = ∂fMF
∂β
=
∂f
∂α
∂α
∂β
+
df
dβ
=
df
dβ
=
D(D − 1)
2
(1− V (α)4) (3.21)
puisque l’on se trouve a` un e´tat d’e´quilibre, donc l’e´nergie libre est stationnaire par rapport
a` la variation des parame`tres, α = α∗(β) et la seul contribution est la de´pendance explicite.
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Pour des raisons pre´sente´es auparavant, si l’on trace cette quantite´ comme fonction de β, on
va mettre en e´vidence une boucle d’hyste´re´sis entre β(1)c et β
(2)
c , avec β
(1)
c ≈ 1 et β(2)c ≈ 1.216.
On se propose, par conse´quent, de comparer ce re´sultat a`
⟨Uµν(n)⟩ ≡
∫
DU Uµν(n)e−SE [U ]∫
DU e−SE [U ]
(3.22)
pour le cas du groupe de jauge discret, Z2.
Par invariance de translations et de rotations du re´seau on s’attend, bien suˆr, a` ce que le
re´sultat soit inde´pendant du site, n et du plan, (µ, ν). L’algorithme le plus simple a` re´aliser est
l’algorithme de Metropolis : On commence avec une configuration initiale de liens, Uµ(n), choisis
comple`tement au hasard. Pour le cas du groupe Z2, on choisirait Uµ(n) = 1 ou Uµ(n) = −1 avec
probabilite´ e´gale ; pour le cas du groupe U(1) on e´crirait Uµ(n) = exp(iθµ(n)) et l’on choisirait
θµ(n) de manie`re uniforme sur l’intervalle [0, 2π)-ce qui garantit que l’on e´chantillonne le cercle
de fac¸on uniforme e´galement.
Ensuite, on essaie d’engendrer une nouvelle configuration, de la fac¸on suivante : On passe
en revue chaque lien, Uµ(n), et l’on essaie de le modifier, tout en restant dans le groupe. Ainsi,
on essaie de remplacer Uµ(n) par Uµ(n)Vµ(n) (pas de sommation sur µ ou ν !),avec Vµ(n) un
e´le´ment du groupe choisit uniforme´ment dans celui-ci. Ainsi, pour le groupe Z2 on essaie de
“flipper” le lien, c.a`.d. de remplacer Uµ(n) par −Uµ(n) ; pour U(1) on essaie de remplacer Uµ(n)
par Uµ(n)eiφ, avec φ uniforme´ment distribue´ sur [0, 2π) et inde´pendamment choisi pour chaque
lien. On calcule la variation de l’action, S[U ], δS ≡ Snouvelle − Sancienne, provoque´e par cette
variation et l’on accepte le changement au lien du site n au site n+ µ, si la condition suivante
est remplie :
e−δS > r (3.23)
ou` r est un nombre uniforme´ment distribue´ entre 0 et 1 et inde´pendamment choisi pour chaque
lien. Un passage en revue de tous les liens du re´seau s’appelle un balayage (sweep en anglais) de
celui-ci. On dispose, alors, de la configuration C1. On continue, ainsi et l’on engendre une suite
de configurations, C2, C3, . . . , Cm, . . . , CM−1. Dans chacune on calcule la valeur de la plaquette,
moyenne´e sur toutes les directions,
U (m) ≡ 2
D(D − 1)
1
ND
∑
n
∑
µ<ν
(
1− Re (U (m)µν (n))) (3.24)
ou` l’on a ajoute´ une constante conventionnelle (son utilite´ sera explique´e par la suite). Na¨ıve-
ment, si l’on calcule, maintenant,
1
M
M−1∑
m=0
U (m)
alors, puisque l’on e´chantillonne les configurations avec un poids statistique, e−SE [U ], propor-
tionnel a` leur action euclidienne, on peut espe´rer que
lim
M→∞
1
M
M−1∑
m=0
U (m) = ⟨Uµν(n)⟩ (3.25)
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ce qui est une expression de l’ergodicite´ de l’algorithme. On renvoit au cours de Sokal [45] pour
une exposition de´taille´e, en particulier pour le calcul des erreurs syste´matiques et statistiques.
Ici on note seulement que l’on peut s’attendre a` ce que la configuration C0, qui ne re´fle`te
certainement pas la physique du syste`me, ne doive pas eˆtre prise en compte, ainsi qu’un certain
nombre des configurations successives a` elle. On cherche, en fait, a` eﬀectuer la somme sur un
grand nombre de configurations, qui seraient tire´es suivant la distribution exp(−SE), mais qui
seraient, dans la mesure du possible, statistiquement inde´pendantes les unes des autres.
On est, maintenant, en position de comparer les re´sultats des simulations nume´riques et de
l’approximation du champ moyen pour la valeur moyenne de la plaquette, ce qui, en fait, est,
e´galement, a` une constante additive pre`s, la valeur moyenne de l’e´nergie interne euclidienne. Le
choix de la normalisation est tel que, U (m) ̸= 0 dans la phase confinante, mais Um) ≈ 0 dans la
phase Coulombienne.
Pour illustrer ces calculs sur un cas concret on choisit le cas d’un group de jauge discret, le
groupe Z2.
C’est la the´orie la plus simple que l’on puisse imaginer et elle fut introduite par Wegner [11]
comme un exemple pour la ge´ne´ralisation du groupe de syme´trie globale de type Ising a` une
syme´trie locale. Dans ce cas w(α) = ln cosh(α), V (α) = tanh(α) et l’on trouve le re´sultat
suivant pour l’e´nergie interne par site
⟨UMF(α∗(β))⟩ = D(D − 1)
2
(1− tanh4(α∗(β))) (3.26)
avec α∗(β) de´termine´e par l’e´quation
∂fMF
∂α
= 0⇔ α∗ = 2β(D − 1) tanh3 α∗ (3.27)
et l’on se rend compte [37] que la constante de couplage “eﬀective” est la combinaison β˜ ≡
2β(D − 1).
Dans la figure 3.5 on aﬃche ⟨U(β)⟩, obtenu par simulations Monte Carlo sur des re´seaux
de tailles 83, 84, 85, pour mettre en e´vidence l’influence de la dimension de l’espace–temps et
les re´sultats pour des re´seaux de tailles 163, 323, 643, 164 pour mettre en e´vidence les eﬀets,
e´ventuels, de la taille finie-que l’on peut constater eˆtre assez faibles, dans ce cas, en comparaison
aux eﬀets dimensionnels. On note que, pour β < β(1)c , l’approximation du champ moyen pre´voit
⟨UMF⟩ ≡ 1, arte´fact de l’approximation du champ moyen.
Par conse´quent on peut employer tous les deux outils pour e´tudier les fermions chiraux sur
re´seaux, en interaction avec des champs de jauge. C’est le sujet du chapitre qui suit.
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Figure 3.5 – Boucles d’hyste´re´sis pour l’e´nergie interne, calcule´es dans par simulations de
Monte Carlo. Elles mettent en e´vidence la transiton du premier ordre entre une phase confinante
< E ≯= 0, lorsque β < β(1) et une phase de´confinante, < E >≈ 0, lorsque β > β(2) > β(1).
L’accord avec la pre´diction du champ moyen est qualitatif.
Chapitre 4
Fermions Chiraux et Champs de Jauge
sur Re´seau
4.1 Introduction
On va employer les me´thodes expose´es dans le chapitre pre´ce´dent pour ame´liorer la mode´lisation
non-perturbative des champs fermioniques. Dans le chapitre 2 on s’est rendu compte que c’e´tait
impossible de trouver une re´gularisation des champs fermioniques, qui respecte a` la fois l’in-
variance de,jauge et l’invariance chirale. En fait, la re´gularisation par le re´seau respecte l’inva-
riance de jauge–mais non l’invariance chirale. Cette aﬃrmation a meˆme acquis le statut d’un
the´ore`me [10] et rechercher a` contourner ses hypothe`ses semblait, pendant longtemps, un exer-
cice trop complique´. Pour les applications en QCD, ou` la syme´trie chirale est une syme´trie
globale, le fait que la re´gularisation la brise n’implique autre chose, en principe, que l’on ne
pourra la re´cupe´rer que lors de la limite continue et que l’on aura des erreurs syste´matiques
supple´mentaires, lors des calculs sur re´seau–comme pour la syme´trie des rotations (en Eucli-
dien ; qui deviendra la syme´trie de Lorentz en Minkowski). Mais pendant longtemps les re´seaux
que l’on pouvait utiliser e´taient tellement petits et leurs mailles tellement grandes que les er-
reurs syste´matiques dues a` ces eﬀets e´taient dominants. Maintenant, ou` l’on peut re´aliser des
simulations ou` la masse des pions est de plus en plus proche a` la valeur “physique”, les eﬀets de
la brisure explicite de l’invariance chirale commencent a` eˆtre “visibles” et l’on aimerait pouvoir
les re´duire, voire les e´liminer, pour pouvoir comprendre le me´canisme de´taille´ de sa (presque)
brisure-qui est, toujours, un proble`me ouvert. Alors la recherche sur comment contourner le
the´ore`me de Nielsen et de Ninomiya est devenue d’actualite´.
Dans le secteur e´lectrofaible la syme´trie chirale est locale. Dans ce cas, la re´gularisation
par le re´seau brise l’invariance de jauge et l’existence d’une limite continue n’est pas a priori
garantie–il faut bien controˆler que les identite´s de Ward–Takahashi sont satisfaites. Jusqu’a`
pre´sent l’approche perturbative aux phe´nome`nes du secteur e´lectrofaible est en tre`s bon accord
avec les mesures expe´rimentales–mais pour comprendre l’hie´rarchie de masses, par exemple, on
a besoin d’une approche non-perturbative du couplage des fermions et champs de jauge avec le
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Higgs, qui pourra eˆtre re´alise´e par la re´gularisation du re´seau. Jusqu’a` pre´sent des mode`les ou`
des champs scalaires e´taient couple´s a` des champs de jauge ont e´te´ e´tudie´s, ainsi que ceux ou`
des fermions e´taient couple´s a` des scalaires–mais dans aucun cas on n’a pu e´tudier le syste`me
complet de champs de jauge, champs scalaires et champs fermioniques, avec une syme´trie chirale
jauge´e.
Un pas dans cette direction fut re´alise´ a` la fin des anne´es quatre-vingt par le groupe de
Rome [39]. Dans ces travaux la syme´trie fondamentale est celle, globale, de BRST, qui assure,
de´ja` dans l’approche perturbative, que, dans une the´orie de jauge, les degre´s de liberte´ de
norme ne´gative de´couplent a` tous les ordres et que l’on’est pas sensible au choix particulier de
condition de jauge (qui introduit les fantoˆmes, dont la contribution compense celle des degre´s
de liberte´ supple´mentaires, de norme ne´gative, des champs de jauge) dans le sens que seuls
les contre-termes syme´triques (sous le groupe de jauge) sont ne´cessaires pour absorber toutes
les divergences de la the´orie. Ainsi, en principe, si l’on e´crit tous les contre-termes, ceux qui
ne sont pas syme´triques seront proprtionnels a` des puissances positives du pas du re´seau et
ne laisseront aucune trace dans la limite continue–mais sont indispensables pour les calculs a`
pas fini. Or ce sche´ma, correct dans son principe, est tellement e´labore´ dans la pratique, que
seulement un nombre limite´ de calculs concrets a e´te´ mene´ jusqu’au bout.
Au de´but des anne´es quatre-vingt-dix, Kaplan [15] a remarque´ qu’une e´tude de Callan et
Harvey [49] pouvait fournir la possibilite´ de se´parer les composantes chirales fermioniques sur
le re´seau et, ainsi, conduire a` une formulation de calcul plus eﬃcace que celle du groupe de
Rome. L’e´tude de sa proposition sera le sujet principal de la premie`re partie de cette the`se.
L’ide´e est la suivante :
Soit un champ de Dirac, ψ(x),ψ(x) en interaction avec un champ scalaire, Φ(x) a` D = 2p+1
dimensions. L’action est, bien suˆr, donne´e par l’expression (en Miinkowski)
S =
∫
dDx
[
ψ∂/ψ − 1
2
Φ!Φ− V (Φ)−GψΦψ
]
(4.1)
Maintenant on choisit V (|Φ|) ≡ g(|Φ|2 − v2)2 et l’on impose la condition, le long la dimension
2p+ 1
lim
x2p+1→±∞
Φ = ±v
Cette condition e´quivaut a` imposer une paroi a` x2p+1 = 0. On note qu’elle brise l’invariance par
translations le long la direction x2p+1–et ainsi l’invariance de Lorentz dansD dimensions. Quelles
sont les conse´quences pour les champs qui vivent sur la paroi ? Les e´quations du mouvement
sont
−!Φ− V ′(Φ)−Gψψ = 0
−∂/ψ −GΦψ = 0 (4.2)
Si l’on de´finit la matrice γint ≡ γ0γ1 · · · γ2p, on se rend compte qu’elle anticommute avec toutes
les autres matrices de Dirac–c’est l’analogue de la matrice γ5 a` quatre dimensions. On e´crit,
maintenant, l’e´quation pour ψ comme suit
−∂/ψ −GΦψ = −γα∂αψ − γintψ −GΦψ = 0
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Un mode ze´ro a` 2p dimensions satisfait −γα∂αψ = 0 et il est, e´galement, un vecteur propre de
la matrice γint avec valeur propre λ± ≡ ±1. Ainsi l’e´quation, qui nous fournira l’allure du mode
ze´ro le long la dimension supple´mentaire prend la forme
−λ±∂2p+1ψ = GΦ(x2p+1)ψ
dont la solution est imme´diate :
ψ(x∥;x2p+1) = e
− G
λ±
R x2p+1 Φ(u)du
ψ0(x∥) (4.3)
ou` ψ0 est un mode ze´ro. On note, maintenant, une chose tre`s inte´ressante : l’expression λ±
∫ x2p+1 Φ(u)du
a le signe de λ±. Par conse´quent, un seulement des deux modes ze´ros chiraux sera normalisable
a` x2p+1 = 0 ! Si l’on ajoute une paroi a` x2p+1 = L, de pente oppose´e (cf. dessin 4.1) alors on peut
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Figure 4.1 – Deux parois, une localise´e a` x2p+1 = 0 et l’autre a` x2p+1 = L = 10.
imposer des conditions aux bords pe´riodiques le long x2p+1 et l’on aura un mode ze´ro, fonction
propre de λ+ (par exemple), localise´ au voisinage de x2p+1 = 0 et l’autre mode ze´ro, fonction
propre de λ−, localise´ autour de x2p+1 = L. Plus franches seront les “marches”, mieux localise´s
seront les modes ze´ro. On note que seul le comportement du champ scalaire a` l’infini le long la
direction x2p+1 e´tait pertinent pour obtenir ce re´sultat–son allure dans l’espace transverse ne
porte pas sur l’existence de ces modes ze´ro chiraux.
Ainsi l’on peut partager le contenu en champs fermioniques de ce mode`le en trois classes :
(a) le mode ze´ro de chiralite´ λ+, localise´ a` x2p+1 = 0 ; (b) le mode ze´ro de chiralite´ λ−, localise´
a` x2p+1 = L ; (c) le mode massif, de masse M0, qui vit dans le volume entre les hyperplans
x2p+1 = 0 et x2p+1 = L.
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Les modes ze´ro ont e´tendu le long la dimension x2p+1 de l’O(1/M0) ; ainsi, si l’on prend la
distance L telle que M0L >> 1, alors le re´couvrement des deux modes sera ne´gligeable.
En ce qui concerne le champ scalaire, on note une de´composition en trois classes e´galement :
a` peu pre`s ze´ro au voisinage des parois, a` peu pre`s +v entre x2p+1 = 0 et x2p+1 = L et a` peu pre`s
−v entre x2p+1 = L et x2p+1 = 0 (cf. fig. 4.1). En particulier le champ scalaire est essentiellement
constant dans “le volume” et ze´ro au voisinage de chaque paroi.
Ainsi l’espace des e´tats de cette the´orie se de´compose en trois parties : les modes ze´ros, qui
sont relie´s par une syme´trie de re´flexion et les modes massifs. Dans la limite M0 →∞, L→∞
le de´couplage est total–pour des valeurs finies il est exponentiellement renforce´.
Re´sumons la situation : les conditions aux bords, le long la direction x2p+1, imposent comme
solution classique (c.a`.d. des e´quations d’Euler-Lagrange) celle ou` les deux chiralite´s du champ
fermionique sont chacune localise´e sur des hyperplans distincts et les modes massifs remplissent
le volume entre les deux hyperplans
Les questions, auxquelles ont doit maintenant re´pondre sont les suivantes :
1. Cette solution est un vide “classique”, car elle re´sout les e´quations classiques du mouve-
ment. Les fluctuations quantiques vont-elles la de´stabiliser ou non ?
2. Cette solution a e´te´ obtenu dans l’absence de champs de jauge ; or, tous les fermions,
connus dans la nature, portent des charges de jauge. Les champs de jauge peuvent-ils
de´truire cette solution ?
3. Cette se´paration spatiale des composantes chirales a e´te´ trouve´ dans le continu ; est-il
possible de la re´aliser avec la re´gularisation du re´seau ?
Les re´ponses courtes a` ces questions sont “non”, “peut-eˆtre” et “oui” respectivement et l’on va
exposer les arguments de´taille´s qui les appuient dans la suite de cette the`se.
Quelques commentaires sur ces questions :
La re´ponse a` la premie`re question apparaˆıt facile a` saisir : la valeur moyenne du champ sca-
laire varie de manie`re continue de la valeur −M0 a` x2p+1 → −∞ a` la valeur +M0 a` x2p+1 → +∞
(pour une paroi), par conse´quent il existera, ne´cessairement, une position ou` elle s’anulle. Cette
position est celle de la paroi et les fluctuations quantiques pourront la faire varier, mais non
la faire disparaˆıtre. Une complication est que les conditions aux bords pe´riodiques impliquent
que la configuration de l’e´tat lie´ paroi–anti-paroi doit eˆtre stable–et l’argument que l’on vient
de donner ne suﬃt pas. D’ailleurs ce que l’on veut est repousser les deux parois a` l’infini, de
fac¸on a` ce que les modes ze´ros ne communiquent pas. Cette question dynamique est diﬃcile a`
traiter, car il s’agit de distinguer l’e´tat a` aucune paroi de celui a` un e´tat lie´ paroi–anti-paroi a`
la limite thermodynamique. Nous la laissons de coˆte´ dans cette the`se. Une autre fac¸on d’abor-
der ce proble`me est de saisir que chaque paroi, individuellement, est un e´tat BPS (porteur de
charge topologique scalaire)–mais l’e´tat lie´ d’un e´tat BPS et d’un e´tat “anti-BPS” n’est pas,
ne´cessairement, e´galement, un e´tat BPS, puisque l’e´quation du mouvement est non-line´aire.
Dans la perspective ou` l’on cherchera a` identifier ces parois a` des D-branes, il est inte´ressant de
noter qu’il existe des configurations D3–anti-D3-branes en the´ories de cordes qui sont stables
et qui pourraient, par conse´quent, jouer le roˆle qui est celui des parois “scalaires” ici. Cette di-
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rection me´rite une e´tude plus syste´matique et les techniques nume´riques ouvrent des nouvelles
perspectives.
En ce qui concerne la deuxie`me question : la discussion pre´ce´dente nous fournit l’indication
suivante : La stabilite´ du syste`me paroi–anti-paroi peut de´pendre des couplages avec des champs
de jauge : si l’e´tat sans parois est e´nerge´tiquement favorise´ par rapport a` l’e´tat paroi–anti-paroi,
alors il n’y a pas d’endroit ou` des modes chiraux fermioniques pourront “s’accrocher” de fac¸on
distincte selon leur chiralite´ ; par contre si l’e´tat paroi–anti-paroi est e´nerge´tiquement favorise´,
alors les modes chiraux fermioniques auront des endroits “privile´gie´s”. La question pertinente
est, alors, si l’on pourra mettre en e´vidence une transition de phase de second ordre pour le
cas des couplages qui permttent l’existence de ce syste`me : comme on verra ceci est, en fait,
possible.
On de´marre la pre´sentation avec la re´ponse a` la troisie`me question.
4.2 La proposition de Kaplan
4.2.1 En l’absence des champs de jauge
Essayons de transcrire les e´quations en tenant compte de la discre´tisation de l’espace–temps
introduite par le re´seau. On commence par l’e´tude des solutions d’e´nergie nulle de l’e´quation
de Dirac. Celle-ci prend la forme[53]
1
2a
γµ (ψn+aµ − ψn−aµ) + r
2a
(ψn+aµ − 2ψn + ψn−aµ) +M(x5)ψn = 0 (4.4)
pour le cas, ou` le champ de jauge est absent, Uµ,n = 1. On va travailler ici a` D = 5 dimen-
sions, seulement pour des raisons pe´dagogiques–tous les calculs peuvent eˆtre imme´diatement
transpose´s a` D quelconque, impair (dans un langage plus “savant”, les de´fauts sont de “co-
dimension” e´gale a` 1)–mais le cas ge´ne´rique peut e´galement eˆtre traite´ ; il sufift de de´finir la
chiralite´ de manie`re approprie´e. Les subtilite´s apparaissent de`s que l’on couple des champs de
jauge, pas maintenant.
On pose nµ ≡ (lλ, n5), λ = 1, 2, 3, 4 et l’invariance hypercubique ainsi que les conditions
aux bords pe´riodiques nous permettent de passer en espace d’impulsions pλ dans un hyperplan
quelconque. On e´crit, alors, ψn ≡ ψl,x5 et les modes de Fourier correspondants
ψl,x5 =
∑
p
eipλlλaφp,x5
On de´duit la forme suivante pour l’e´quation de Dirac(
γλ sin pλa+ r + r
4∑
λ=1
[cos pλa− 1] +M(x5)a
)
φp,x5+
r + γ5
2
φp,x5+a+
r − γ5
2
φp,x5−a = 0 (4.5)
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Il est inte´ressant de comprendre ce qui se passe si l’on pose r = 0–c.a`.d. l’on n’introduit pas de
terme de Wilson. Est-ce que les de´fauts le long de la dimension supple´mentaire sont-ils suﬃsants
pour assurer l’existence d’un mode ze´ro chiral dans le sous-espace quadri-dimensionnel ? La
re´currence (4.5) devient, dans ce cas,
(γλ sin pλa+M(x5)a)φp,x5 +
γ5
2
(φp,x5+a − φp,x5−a) = 0
Un mode ze´ro satisfait la condition (γλ sin pλa)φp,x5 = 0, on trouve, ainsi
M(x5)aφp,x5 +
γ5
2
(φp,x5+a − φp,x5−a) = 0
Les modes a` chiralite´ bien de´finie sont
φLp,x5 ≡
1− γ5
2
φp,x5 et φ
R
p,x5 ≡
1 + γ5
2
φp,x5
(qui satisfont γ5φLp,x5 = −φLp,x5 et γ5φRp,x5 = +φRp,x5). On trouve imme´diatement que ces modes
satisfont les re´currences suivantes :
M(x5)aφ
L
p,x5 −
1
2
(
φLp,x5+a − φLp,x5−a
)
= 0
M(x5)aφ
R
p,x5 +
1
2
(
φRp,x5+a − φRp,x5
)
= 0
On note que ces re´currences sont du deuxie`me ordre–et que toutes les deux posse`dent un
vecteur propre dont la valeur propre correspondante est, en valeur absolue, infe´rieure a` 1. Par
conse´quent, on obtient une superposition de modes ze´ros a` l’origine et la chiralite´ n’y est pas
bien de´finie.
Il est, bien entendu, inte´ressant de comprendre dans quelle mesure ce re´sultat est duˆ juste
a` un choix maladroit de discre´tisation. On peut se convaincre, par un calcul direct, que, si l’on
remplace l’approximation par diﬀe´rences centre´es de l’ope´rateur de Dirac,
∂/ψ(x) ≈ γµψn+µ − ψn−µ
2a
par l’approximation par diﬀe´rences unilate´rales, par exemple,
∂/ψ(x) ≈ γµψn+µ − ψn
a
on trouvera bien une re´currence de premier ordre pour les modes chiraux, le long la cinquie`me
dimension–mais cette re´currence sera la meˆme pour les deux chiralite´s : ainsi, sur le sous-
espace quadridimensionnel, ou` l’on aura de´fini les modes ze´ro, toutes les deux chiralite´s seront
normalisables et le mode ze´ro n’aura pas de chiralite´ de´finie.
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Par contre, pour r = 1 les e´quations correspondantes pour les e´tats chiraux, φL,Rp,x5 , qui
de´crivent l’e´volution le long la cinquie`me dimension sont
(γλ sin pλa)φ
L
p,x5 +
(
1 +
4∑
λ=1
[cos pλa− 1] +M(x5)a
)
φRp,x5 + φ
R
p,x5+a = 0
(γλ sin pλa)φRp,x5 +
(
1 +
∑4
λ=1 [cos pλa− 1] +M(x5)a
)
φLp,x5 + φ
L
p,x5−a = 0
(4.6)
Les modes ze´ro quadridimensionnels sont annihile´s par les termes “cine´tiques” γλ sin pλa, ce qui
de´couple ces e´quations
(
1 +
4∑
λ=1
[cos pλa− 1] +M(x5)a
)
φRp,x5 + φ
R
p,x5+a = 0(
1 +
4∑
λ=1
[cos pλa− 1] +M(x5)a
)
φLp,x5 + φ
L
p,x5−a = 0
(4.7)
dont les solutions sont
φRp,Na = (−)N ×
N−1∏
n=0
(
1 +
4∑
λ=1
[cos pλa− 1] +M(na)a
)
φRp,0
φLp,Na = (−)N ×
N−1∏
n=0
(
1 +
4∑
λ=1
[cos pλa− 1] +M(na)a
)−1
φLp,0
(4.8)
On constate que, si l’on impose l’existence de toutes les deux chiralite´s, comme solutions a`
e´nergie ze´ro a` quatre dimensions, donc a` x5 fixe, alors seulement une y sera normalisable dans
le volume a` cinq dimensions, car les deux pre´facteurs ne peuvent eˆtre tous les deux, en va-
leur absolue, plus petits que 1. Ces re´currences ne sont autres, d’ailleurs, que la discre´tisation
des e´quations diﬀe´rentielles e´tudie´es dans la section pre´ce´dente. Mais il y a une diﬀe´rence :
ces re´currences distinguent les deux chiralite´s graˆce a` la pre´sence du terme de Wilson. Il est,
alors, inte´ressant de comprendre ce que deviennent les “partenaires”. Le fermion d’origine cor-
respond au point (0, 0, 0, 0) de la zone de Brillouin. Il y a quatre partenaires, pour lesquels
une composante vaut π/a, six pour lesquels deux composantes valent π/a, quatre avec trois
telles composantes et un avec toutes les quatre composantes e´gales a` π/a. Peuvent-ils avoir
des modes ze´ro de chiralite´ de´finie sur le meˆme hyperplan que le fermion original ? Les so-
lutions (4.8) impliquent que le mode ze´ro “droite”,par exemple, sera normalisable a` x5 = 0
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si ∣∣∣∣∣1 +
4∑
λ=1
[cos pλ − 1] +M(na)a
∣∣∣∣∣ < 1⇔
−1 < 1 +
4∑
λ=1
[cos pλ − 1] +M(na)a < 1⇔
−2 <
4∑
λ=1
[cos pλ − 1] +M(na)a < 0⇔
2 > −
4∑
λ=1
[cos pλ − 1]−M(na)a > 0⇔
2 +
4∑
λ=1
[cos pλ − 1] > −M(na)a >
4∑
λ=1
[cos pλ − 1]
Pour le fermion d’origine cette condition implique que
2 > −M(na)a > 0
et l’on se rend compte facilement que les partenaires ne peuvent pas avoir un mode ze´ro nor-
malisable de chiralite´ droite e´galement. Ainsi le terme de Wilson reste indispensable, d’une
part pour assurer l’existence d’un mode ze´ro de chiralite´ de´finie sur le hyperplan, ou` M(x5)
change de signe, d’autre part pour assurer la non-de´ge´ne´rescence des partenaires avec le fermion
d’origine sur le meˆme hyperplan.
Reste a` e´tudier la modification apporte´e a` ces re´sultats par la pre´sence de champs de jauge.
4.2.2 La contribution des champs de jauge
Si le lien, Uµ(n) ̸= I, alors la re´currence devient [53]
1
2a
γµ
(
Uµ(n)ψn+µ − U †µ(n− µ)ψn−µ
)
+
r
2a
(
Uµ(n)ψn+µ − 2ψn + U †µ(n− µ)ψn−µ
)
+M(x5)ψn = 0
(4.9)
Cette e´quation nous livre la solution, ψn, dans une configuration de jauge donne´e, Uµ(n),
donc non-dynamique. On note, aussi, que le champ de jauge brise, ge´ne´riquement, l’invariance
par translations–par conse´quent, l’analyse, que l’on a mene´e pre´ce´demment, ne pourra pas
s’appliquer directement dans le cas d’une configuration ge´ne´rique : le terme U †µ(n − µ)ψn−µ
n’est pas manifeste´ment une convolution, comme les autres termes. Le cas spe´cial le plus simple
d’une configuration de jauge, que l’on puisse traiter au meˆme degre´ de de´tail, serait celui ou`
Uµ(n) = U(x5) pour µ = 1, 2, 3, 4 et U5(n) = V (x5), avec V (x5)U(x5)V †(x5)U †(x5) = eiΦ, ou`
Φ est le flux a` travers la plaquette (cf. fig. 4.2), avec Φ = const. Un choix, qui satisfait les
e´quations du mouvement pour les champs de jauge, est V (x5) = I et U(x5) = eiΦx5 . Le flux
est a` travers les plaquettes, qui pointent vers la cinquie`me dimension, comme indique´ dans le
dessin 4.2. L’e´quation de re´currence prend, alors, la forme suivante :
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Figure 4.2 – Flux a` travers le plan 2− 5 : exp(iΦ) = V UV †U †.
V (x5)(γ5 + r)φp,x5+1 − V †(x5)(γ5 − r)φp,x5−1+[
4∑
µ=1
(
U(x5)(γµ + r)− U †(x5)(γµ − r)
)
+ 2aM(x5)− 10r
]
φp,x5 = 0
(4.10)
Lorsque, maintenant, on en de´duit les re´currences pour les e´tats a` chiralite´ de´finie, φL,Rm,x5 ,
analogues aux e´quations (4.6)–on pose, de nouveau, r = 1– la partie “cine´tique”, qui est
responsable pour le “me´lange” des deux chiralite´s, implique le champ de jauge. La condition
pre´ce´dente, (γµ sin pµa)φp,x5 = 0 n’est plus approprie´e pour e´liminer une chiralite´ : la condition
d’e´limination impliquera le champ de jauge :
γµ sin(Φ+ pµ)φ
L,R
p,x5 = 0 (4.11)
Les re´currences, qui de´terminent les profils des modes ze´ro le long la direction x5, prennent la
forme suivante :
φRp,x5+1 = −
[
aM(x5) + 5 +
4∑
µ=1
cos(Φx5 + pµa)
]
φRp,x5
φLp,x5+1 =
1
(aM(x5 + 1) + 5 +
∑4
µ=1 cos(Φx5 + pµa))
φLp,x5
(4.12)
On constate que seule une chiralite´ sera normalisable, car, encore une fois, les pre´facteurs
sont l’inverse l’un de l’autre. Par conse´quent cette configuration de jauge est cohe´rente avec
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l’existence d’un seul mode ze´ro de chiralite´ bien de´finie a` x5 = 0.
Bien entendu cette configuration de jauge est tre`s spe´ciale. Et, comme, de´ja` indique´, elle
ne tient pas compte de la variation du champ de jauge, provoque´e par les champs fermioniques
a` leur tour : les re´currences ne mettent pas en e´vidence les constantes de couplage, β et β′.
Elle sert juste a` nous reconforter qu’il existent des configurations de champs de jauge, qui ont
une signification physique e´vidente et qui sont compatibles avec des modes ze´ros a` chiralite´
de´finie, qui seraient localise´s sur un sous-espace–temps quadridimensionnel de l’espace–temps
cinq-dimensionnel.
Dans la section suivante on essaiera de “cartographier” le diagramme de phases, dans le
plan (β, β′), lorsque tous les champs sont dynamiques.
4.3 Le diagramme de phases
On va employer l’approximation du champ moyen pour obtenir le diagramme de phases.
Comme re´fe´rence on va prendre le diagramme de phase de la the´orie en absence des fermions,
cf. fig. 5.1. Comme la masse de´finit une direction privile´gie´e, on pose β′ le poids des plaquettes
qui pointent dans cette direction et β le poids de celles qui appartiennent au sous-espace quadri-
dimensionnel.
On y trouve trois phases :
– La phase confinante (Strong sur le dessin) : α = 0,α′ = 0⇒ v = 0, v′ = 0. La tension de
la corde est infinie.
– La phase Coulombienne (Coulomb sur le dessin) : α ̸= 0⇒ v ̸= 0 ainsi que α′ ̸= 0⇒ v′ ̸=
0. La tension de la corde est e´gale a` ze´ro le long toutes les directions.
– La phase Branaire (Layered sur le dessin) : α ̸= 0 ⇒ v ̸= 0 mais α′ = 0 ⇒ v′ = 0.
La tension de la corde est e´gale a` ze´ro dans tout sous-espace x5 = const et infinie le
long la direction 5̂. Ainsi l’espace a` cinq dimensions devient un empilement de couches
quadri-dimensionnelles non-inte´ragissantes.
Ce diagramme fut e´tabli la premie`re fois par Fu et Nielsen [47]. Dans le chapitre suivant on
s’inte´ressera de de´terminer l’ordre des transitions. Maintenant on va s’occuper a` comprendre
comment ce diagramme change lorsque l’on introduit des fermions.
Ces champs entrent dans l’action, d’une part par les “liens covariants”, ou` l’on remplace
ψnψn+µ par ψnUµ(n)ψn+µ, d’autre part dans le terme des sources, Jµ(n)Uµ(n). Le premier terme
ne pose pas de proble`me ; mais l’on se rappelle que le terme des sources entre, apparemment, de
fac¸on non-line´aire, car il apparaˆıt dans w(α+J). La solution consiste a` eﬀectuer un changement
de variables, α → α + J de fac¸on a` rendre la de´pendance sur les sources line´aire. Ainsi la
contribution des fermions sera contenue dans les termes J et J ′ qui modifieront les e´quations
pour l’extre´mum de l’action de la fac¸on suivante
v =
dw(α)
dα
v′ =
dw(α′)
dα′
∂S
∂v
+ J(v, v′) = α
∂S
∂v′
+ J ′(v, v′) = α′
(4.13)
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Ces courants repre´sentent le propagateur fermionique, dans la configuration (v, v′) du champ de
jauge. En eﬀet, puisque le terme du courant entre dans le’action, de´sormais, de fac¸on line´aire,
on peut eﬀectuer l’inte´grale sur les fermions exactement et obtenir une action eﬀective pour
les champs de jauge. Le caracte`re abe´lien du groupe de jauge joue ici un roˆle crucial. Dans le
cas non-abe´lien il faut eﬀectuer l’inte´gration simultane´ment sur les champs de la matie`re et la
varie´te´ du groupe de jauge [43], puisque le changement de variables, α + J → α, de´sormais,
n’est pas diagonale dans l’espace des saveurs.
Ces termes ont e´te´ calcule´s dans les papiers [53, 54]. Dans l’approximation du champ moyen,
le fait que les champs de jauge sont uniformes nous donne la possibilite´ d’obtenir des expressions
concre`tes par transforme´e de Fourier. On trouve ainsi que 1
jµ = 4
∫ π
−π
d4+Dp
(2π)4+D
[
v sin2 pµ + r cos pµW
] 1
P
µ = 1, 2, 3
jν = 4
∫ π
−π
d4+Dp
(2π)4+D
[
v′ sin2 pν + r cos pνW
] 1
P
ν = 5, . . . , 4 +D
(4.14)
ou` l’on de´finit
W ≡M − r
(
3∑
λ=1
(1− v cos pλ) + 1− cos p4 +
4+D∑
λ=5
(1− v′ cos pλ)
)
P ≡
3∑
λ=1
v2 sin2 pλ + sin
2 p4 +
4+D∑
λ=5
v′2 sin2 pλ +W
2
De nouveau on peut exprimer les variables de jauge, v et v′ en termes des variables auxiliaires
α et α′ par les relations v = dw(α)/dα et v′ = dw(α′)/dα′, comme dans le cas sans champs de
matie`re.
On trouve, toujours, trois solutions : La premie`re, (α,α′) = (0, 0) ⇔ (v, v′) = (0, 0) corres-
pond a` la phase “confinante”. Dans cette phase, en eﬀet, J(0, 0) = 0 et J ′(0, 0) = 0–les fermions
sont confine´s.
La seconde phase, α ̸= 0 et α′ ̸= 0, alors, v ̸= 0 et v′ ̸= 0, correspond a` la phase “Coulom-
bienne”.
On trouve, finalement, une troisie`me solution : α ̸= 0 et α′ = 0, ainsi v ̸= 0 mais v′ = 0.
Elle correspond a` la phase “branaire”, trouve´e en absence de matie`re. On note qu’elle est
cohe´rente avec la pre´sence des fermions, puisque J ′(v, 0) = 0. Ceci implique que les fermions
sont “confine´s” sur une “couche” quadri-dimensionnelle, puisqu’ils peuvent se propager sur
une telle (hyper)-surface, car J(v, 0) ̸= 0. Il est inte´ressant de noter que l’on ne trouve pas
de solution de la forme α = 0,α′ ̸= 0 ! La raison est une question quantitative : il y a trop
peu de dimensions supple´mentaires (ici une), en comparaison avec le nombre de dimensions
“ordinaires” (ici quatre)–comme on verra dans le prochain chapitre, lorsque le nombre de di-
mensions supple´mentaires devient e´gal a` celui des dimensions “ordinaires” le syste`me ne peut
pas distinguer le sous-espace “ordinaire” du “supple´mentaire”.
1. Dans ces expressions on travaille dans la jauge axiale U4 = I.
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En ce qui concerne l’apport des champs fermioniques, ils vont e´cranter les champs de jauge
abe´liens et, ainsi, la phase Coulombienne va “gagner du terrain” au de´pens de la phase des
couches. Ceci est indique´ dans le dessin 4.3. Mais la question fondamentale est, que nous
Figure 4.3 – Diagramme de phases en pre´sence de fermions. Les lignes continues sont les
frontie`res entre les phases, lorsque seuls les champs de jauge sont pre´sents. On note que la phase
Coulombienne a` cinq dimensions est plus large en pre´sence des fermions–ce qui est cohe´rent
avec l’e´crantage.
renseigne ce diagramme sur l’existence de modes ze´ro chiraux, localise´s a` quatre dimensions ?
C’est ici que la diﬀe´rence entre les configurations de jauge externes et celles dynamiques est la
plus marque´e. Dans la phase confinante cinq-dimensionnelle, bien entendu, la question n’a pas
de sens, puisque les fermions sont confine´s. Dans la phase Coulombienne cinq-dimensionnelle, il
n’est pas possible de de´finir un sous-espace quadri-dimensionnel “privile´gie´”.Ainsi la pre´sence
des champs de jauge permet aux fermions de se propager partout dans l’espace et leur chiralite´
sur un sous-espace quadri-dimensionnel n’est pas, a priori, prote´ge´e. Finalement, dans la phase
“branaire” on trouve [53] que le propagateur fermionique est explicitement localise´ sur un
sous-espace quadridimensionnel quelconque et qu’il ne posse`de pas de chiralite´ de´finie (cette
expression est valable dans la limite β >> 1 ou` v ∼ 1 ; pour |v| < 1 on doit l’inclure, mais le
fait que le propagateur soit ultra-local le long la cinquie`me dimension n’est pas aﬀecte´) :
G−1(p;x5, x
′
5) =
(
i
4∑
µ=1
γµ sin pµ + r
4∑
µ=1
(cos pµ − 1) − r + M(x5)
)
δx5,x′5 (4.15)
Une manie`re de comprendre que ce re´sultat est, en fait, attendu, est que, dans la phase “branai-
re” on se trouve dans une re´gion du diagramme de phases ou` le couplage quadri-dimensionnel
est faible, β > 1 et le couplage le long la cinquie`me dimension est fort, β′ < 1. Par conse´quent
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les deux chiralite´s subissent une force attractive, qui, dans la phase “branaire” conduit a` la
disparition du poˆle chiral du spectre.
Ces re´sultats furent confirme´s par des simulations nume´riques dans re´f. [55]. Par conse´quent
il semble que la proposition de Kaplan soit valable pour des champs fermioniques libres, ou
couple´s a` certaines configurations de champs de jauge externes, mais rencontre des diﬃculte´s
lorsque les champs de jauge deviennent dynamiques.
Cette conclusion a contribue´ a` une confusion conside´rable et plusieurs sce´narios alternatifs
ont e´te´ explore´s [55].
Mais il y a une issue possible : si la transition de phase entre la phase “branaire” et la phase
Coulombienne cinq-dimensionnelle est continue. Alors, a` la frontie`re entre les deux phases,
on pourra obtenir une the´orie, inde´pendante de la re´gularisation, avec fermions chiraux. Une
pre´diction frappante de ce sce´nario est que le couplage quadri-dimensionnel renormalise´ de´pend
de manie`re parame´trique du couplage le long la cinquie`me dimension et pourra, e´ventuellement,
servir de signal pour la mise en e´vidence expe´rimentale des dimensions supple´menatires dans
cette approche. Ce sce´nario est le sujet du chapitre suivant.
Chapitre 5
The´ories de Jauge Anisotropes sur
Re´seau
5.1 Introduction
La lec¸on que l’on peut tirer du chapitre pre´ce´dent est que pour e´tudier, par la re´gularisation
par le re´seau, les the´ories de champs qui comprennent des fermions chiraux, il est commode de
travailler dans un espace–temps a` plus de quatre dimensions. On a trouve´ que, cependant, on
peut retrouver des the´ories de champs a` quatre dimensions, mais sous certaines conditions, qui
semblent tre`s restrictives, pour eˆtre utiles. Dans ce chapitre on va essayer d’approfondir cette
situation.
Pour mieux comprendre les enjeux, commenc¸ons avec l’action isotrope a` cinq dimensions
S = β
∑
n
∑
µ<ν
(1− Re(Uµν(n)))+
a5
∑
n
ψn
[(∑
µ
γµ
Uµ(n)ψn+µ − U †µ(n− µ)ψn−µ
2a
)
−M(n5)ψn
]
+
a6 × r
∑
n
ψn
[∑
µ
Uµ(n)ψn+µ − 2ψn + U †µ(n− µ)ψn−µ
a2
] (5.1)
Dans cette expression µ, ν = 1, 2, 3, 4, 5 (on est en euclidien) et la masse M(n5) posse`de le
profil d’une paroi de domaine le long la cinquie`me dimension. Puisque le groupe de jauge est
compact, si l’on pouvait faire tous les calculs exactement, on pouvait ne pas “fixer” une jauge.
Mais, puisque l’on doit mettre en place un sche´ma approche´, on doit imposer une condition
de jauge, de fac¸on a` pouvoir e´chantillonner conve´nablement l’espace des configurations des
champs. On va choisir U4 = I.
La prochaine question est, comment arriver a` la limite continue ? La re´ponse imme´diate se-
rait que c’est impossible, car la the´orie est a` cinq dimensions, par conse´quent, non-renormalisable
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dans l’incarnation continue habituelle–elle ne pourra jamais s’aﬀranchir des de´tails de la re´gularisation
et la seule possibilite´ serait celle triviale de la the´orie libre.
Mais si l’on re´fle´chit un peu plus, on se rend compte que cette conclusion n’est pas ine´vitable.
La raison est la suivante : le terme de masse brise l’invariance de Lorentz (a` cinq dimensions, et
en signature de Minkowski). Celle-ci, d’autre part, est relie´e a` l’invariance de jauge, puisque le
champ de jauge, ainsi que le champ fermionique, porte un indice de Lorentz. Par conse´quent,
si l’on peut avoir des doutes sur l’existence de la the´orie a` cinq dimensions, dans le continu,
ces arguments ne nous permettent pas de conclure qu’un point fixe non-trivial n’existe pas
pour une the´orie, ou` les champs seraient limite´s a` quatre dimensions. Et, finalement, c’est cette
possibilite´ qui est la plus inte´ressante de point de vue de la physique : on dispose de beaucoup
plus de donne´es expe´rimentales a` quatre dimensions qu’a` cinq. Ainsi l’on peut ge´ne´raliser
l’action pre´ce´dente et e´crire
S = β
∑
n
∑
µ<ν<5
(1− Re(Uµν(n))) + β′
∑
n
∑
µ
(1− Re(Uµ5(n)))+
a5
∑
n
ψn
[(∑
µ
γµ
Uµ(n)ψn+µ − U †µ(n− µ)ψn−µ
2a
)
−M(n5)ψn
]
+
a6 × r
∑
n
ψn
[∑
µ
Uµ(n)ψn+µ − 2ψn + U †µ(n− µ)ψn−µ
a2
] (5.2)
La the´orie isotrope, β = β′ n’aura certainement pas une limite continue qui corresponde a`
une the´orie en interaction, mais cette parame´trisation nous permet de chercher d’autres cas
de figure. Cette parame´trisation est, par ailleurs, cohe´rente avec l’anisotropie impose´e par le
terme de masse. Reste a` comprendre comment les champs, Uµ(n), ψn et ψn, ou` l’indice de site,
n prend valeurs dans cinq dimensions, se laisseraient re´duire a` une de´pendance a` quatre ou
moins de dimensions.
Il est inte´ressant de discuter ici les similarite´s et diﬀe´rences avec l’approche de type Kaluza–
Klein ou Randall–Sundrum. Aussi bien dans ces mode`les que les noˆtres on essaie d’exploiter
la liberte´ oﬀerte par les dimensions “supple´mentaires”. Dans le cas de Kaluza–Klein ou de
Randall–Sundrum l’accent a e´te´ mis sur l’e´tude des solutions des e´quations du mouvement,
tandis que notre approche nous permet de calculer les fonctions de corre´lation en tenant compte
des configurations de champs qui ne satisfont pas ne´cessairement les e´quations du mouvement.
On s’attend a` retrouver, e´vetuellement, les solutions de Kaluza–Klein ou Randall–Sundrum
dans un domaine de l’espace de phases, de´termine´ par les constantes de couplage et notre
approche nous permet de “cartographier” cet espace au-dela` de ce domaine. En particulier les
mode`les Kaluza–Klein et Randall–Sundrum font l’hypothe`se que les constantes de couplage
sont isotropes, c.a`.d. ont la meˆme valeur le long toutes les dimensions der l’espace–temps, donc
correspondent a` la droite β = β′.
Dans les sections qui suivent on va essayer de comprendre sous quelles conditions l’anisotro-
pie des couplages pourrait conduire a` des transitions de phases de second ordre. On commence
sans matie`re.
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5.2 Le diagramme de phases pour la the´orie anisotrope
sans matie`re
On commence avec la the´orie de jauge, anisotrope, mais sans matie`re, objet du travail de
Fu et de Nielsen [47]. Elle comprend les deux premiers termes de l’e´q. (5.2)
S = β
∑
n
∑
µ<ν<5
(1− Re(Uµν(n))) + β′
∑
n
∑
µ
(1− Re(Uµ5(n))) (5.3)
Comme pour tout syste`me en physique statistique, il est utile d’employer, d’abord, l’approxima-
tion du champ moyen pour obtenir une ide´e grossie`re du diagramme des phases. En fait, en sui-
vant Fu et Nielsen, on peut e´crire l’action pour le cas ge´ne´ral d’un esace–tempsD−dimensionnel,
dans lequel les plaquettes, qui appartiennent dans un sous-espace d∥−dimensionnel ont un poids
β, tandis que celles qui “pointent” vers les dimensions “supple´mentaires”, d⊥ ≡ D− d∥, ont un
poids β′. On va faire l’hypothe`se simplificatrice (implicite dans ref. [47]) que les “d∥−branes”
sont paralle`les. Ainsi les plaquettes a` poids β′ ont seulement deux liens dans le “bulk”. Dans
l’approximation du champ moyen le potentiel eﬀectif prend la forme suivante (on reprend les
notations du chapitre pre´ce´dent)
V MFeﬀ (v, v
′,α,α′) = β
d∥(d∥ − 1)
2
(1− v4) + β′d⊥(d⊥ − 1)
2
(1− v′4)+
β′d∥d⊥(1− v2v′2)+
Re[d∥αv + d⊥α
′v′]− d∥w(α)− d⊥w(α′)
(5.4)
ou` w(α) contient l’information sur le groupe de jauge,
w(α) = ln
∫
DUeRe[αU ]
Pour le cas du groupe U(1) compact, on trouve que w(α) = ln I0(α). On s’inte´resse aux extre´ma
du potentiel eﬀectif, solutions des e´quations
∂V MFeﬀ
∂α
= 0⇔ v = dw(α)
dα
∂V MFeﬀ
∂α′
= 0⇔ v′ = dw(α
′)
dα′
∂V MFeﬀ
∂v
= 0⇔ −2βd∥(d∥ − 1)v3 − 2β′d∥d⊥vv′2 + α = 0
∂V MFeﬀ
∂v′
= 0⇔ −2β′d⊥(d⊥ − 1)v′3 − 2β′d∥d⊥v2v′ + α′ = 0
(5.5)
On trouve imme´diatement que l’origine, (v = 0, v′ = 0,α = 0,α′ = 0) est une solution de ces
e´quations. D’apre`s la discussion du chapitre pre´ce´dent cette solution appartient la phase confi-
nante, avec tension de la corde infinie. On s’inte´resse, alors, a` sa stabilite´. Ainsi l’on de´veloppe
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V MFeﬀ a` l’ordre quadratique autour de l’origine. On remarque que les seuls termes qui puissent
contribuer a` cet ordre sont les constantes ainsi que les termes de la troisie`me ligne de l’e´q. (5.4).
On trouve
V MFeﬀ (v(α), v
′(α′),α,α′) ≈ V MFeﬀ (0, 0, 0, 0) +
1
2
(
d∥α
2 + d⊥α
′2
)
(5.6)
La phase confinante, par conse´quent, va occuper une re´gion finie autour de l’origine, dans le
plan (β, β′).
Pour β et β′ tous les deux “grands” on s’attend a` trouver des solutions avec α ̸= 0 et
α′ ̸= 0–et c’est le cas. Elles corespondent a` la phase Coulombienne–et pour le groupe U(1) elles
sont physiques. Pour les groupes non-abe´liens elles seraient un arte´fact de l’approximation du
champ moyen, car l’on ne s’attend pas a` une phase Coulombienne en couplage faible dans ce
cas, en absence de charges duales.
Mais l’on note que l’on peut trouver d’autres solutions, en particulier α ̸= 0 et α′ = 0,
lorsque β est suﬃsamment “grand”, pour que l’e´quation
α = 2βd∥(d∥ − 1)v3 (5.7)
avec v = dw(α)/dα, posse`de une solution α ̸= 0.
Cette solution correspondrait a` une phase Coulombienne dans le sous-espace a` d∥ dimen-
sions et une phase confinante le long les d⊥ dimensions “supple´mentaires”. Si l’on de´veloppe
le potentiel eﬀectif autour de cette solution, on trouve une contribution du terme “mixte”
β′d∥d⊥(1− v2v′2) a` l’ordre quadratique. (Elle est absente dans le cas isotrope, car, dans ce cas,
v = v′ et la contribution du terme des plaquettes n’intervient ainsi qu’a` l’ordre quartique.) Cette
contribution est tre`s inte´ressante, car elle intervient avec “le mauvais signe” pour la variable v′
et peut, ainsi, de´stabiliser le confinement le long les dimensions supple´mentaires. Puisque cette
contribution intervient a` l’ordre quadratique, la transition sera, en plus, de second ordre. C’est
le vrai apport de l’ansiotropie des couplages. Le calcul est direct :
V MFeﬀ (v, v
′,α,α′) ≈ const + α′2w′′(0)d⊥
[
−β′d∥v2(α)w′′(0) + 12
]
(5.8)
(On a regroupe´ dans “const” toutes les quantite´s qui sont inde´pendantes de α′. )
Par conse´quent le minimum, a` α′ = 0, va devenir un maximum lorsque
β′ > β′crit ≡
1
2d∥v2(α)w′′(0)
et que ce point critique existe, pourvu que v(α) ̸= 0, a` savoir que le sous-espace a` d∥ dimensions
se trouve dans la phase Coulombienne. Il y a une de´pendance implicite sur β, vu que α, racine
de l’e´q. (5.7), est une fonction de ce couplage. Dans la limite β →∞ on a
β′crit →
1
2d∥w′′(0)
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Dans le cas du groupe U(1) on a w′′(0) = 1/2, ainsi β′crit → 1/d∥. Il est inte´ressant de noter
que la valeur de β′crit aﬃche une de´pendance dans la dimension du sous-espace en 1/d∥, ce
qui est cohe´rent avec l’approximation du champ moyen [37]. Cependant on remarque que dans
ce calcul la distinction entre groupes abe´liens et groupes non-abe´liens ne semble jouer aucun
roˆle–c’est la compacite´ du groupe qui est importante, pour assurer que w(0) est fini et que
∞ > w′′(0) > 0. Par conse´quent on peut se fier de ce re´sultat pour les groupes abe´liens, car
on s’attend a` trouver une phase Coulombienne a` couplage faible ; par contre, pour des groupes
non-abe´liens une e´tude nume´rique plus approfondie est ne´cessaire. Berman et Rabinovici [58]
ont re´alise´ la premie`re e´tude nume´rique par simulations Monte Carlo pour les groupes U(1)
et SU(2). Dans le premier cas leurs re´sultats sont cohe´rents avec l’e´tude de Fu et de Nielsen ;
dans le deuxie`me ils sont plus nuance´s. Vu que la taille des re´seaux employe´s e´tait tre`s petite
(45 et 36) une e´tude plus pousse´e, re´alisable avec les moyens de calcul actuels, est ne´cessaire.
de Forcrand, Kurkela et Panero [59] ont re´alise´ une telle e´tude et ont trouve´ qu’il existait deux
cas possibles pour la limite continue a` quatre dimensions : le cas de the´orie de jauge pure et
celui d’une the´orie comprenant des champs de Yang-Mills couple´s a` un champ scalaire, qui
appartient a` la repre´sentation adjointe. Une question encore ouverte est comment le sce´nario
de la phase “branaire” est re´alise´ (ou non) dans ce mode`le. Une autre est la caracte´risation de
la dynamique des composantes supple´mentaires des champs de jauge (par exemple du champ
A5(x)).
Dans le dessin 5.1 on aﬃche le diagramme de phases pour les cas d∥ = 4 et d⊥ = 1 (ainsi
D = 5) et d⊥ = 2 (D = 6). La conclusion que l’on peut tirer est que l’anisotropie des couplages
de jauge modifie de manie`re qualitative, et non seulement quantitative, le diagramme de phases
d’une the´orie de jauge. En particulier, elle permet de mettre en e´vidence une nouveaute´ pour les
the´ories de jauge sur re´seau, une transition de seconde ordre, dans l’approximation du champ
moyen, ce qui conduirait a` l’existence d’une the´orie dans le continu, qui serait inaccessible
jusqu’a` pre´sent. Mais il ne s’agit pas d’une surprise totale : de´ja` Peskin [48] avait e´tudie´ le
comportement de la boucle de Wilson et trouve´ qu’elle aurait un comportement Coulombien
sous l’hypothe`se qu’une the´orie de jauge sur re´seau aﬃcherait une transition de phases de
second ordre. Mais a` l’e´poque on ne connaissait pas de sce´nario ou` une the´orie de jauge sur
re´seau aﬃche un point de transition de second ordre a` couplage faible. L’anisotropie re´alise ce
sce´nario de fac¸on “mixte” a` travers le couplage faible porte dans un sous-espace et le couplage
fort dans les dimensions supple´mentaires. Toutes les deux contributions sont essentielles. Si ce
comportement persiste en pre´sence de la matie`re et, en particulier des fermions, alors il fournit
une issue aux diﬃculte´s rencontre´es dans le chapitre pre´ce´dent pour re´aliser la proposition de
Kaplan en pre´sence de champs de jauge dynamiques.
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Figure 5.1 – Le diagramme de phases de la the´orie anisotrope a` cinq (en haut) ou six (en bas)
dimensions avec groupe de jauge U(1). On distingue trois phases : deux phases a` cinq dimen-
sions, confinante et Coulombienne et une phase, qui est Coulombienne a` quatre dimensions et
confinante dans la cinquie`me, voire sixie`me, dimension. On constate que la taille de la “phase
des couches” n’est pas aﬀecte´e quand on passe de cinq a` six dimensions–par contre les “phases
de volume” le sont.
66 Champs sur Re´seau
5.3 Le diagramme de phases pour la the´orie anisotrope
avec matie`re
La contribution des fermions au potentiel eﬀectif va eˆtre proportionnel a` Tr logG−1(v, v′),
ou` G−1(v, v′) est l’inverse propagateur fermionique en pre´sence des champs de jauge v et v′.
Comme on a trouve´ dans le chapitre pre´ce´dent, les fermions vont modifier seulement deux des
quatres e´quations, qui de´terminent les extre´ma du potentiel eﬀectif, dans l’approximation du
champ moyen et ceci de fac¸on a` ce que la phase branaire, v ̸= 0, v′ = 0 reste solution–comme
les deux autres, d’ailleurs. Il est, ainsi, le´gitime de de´velopper le potentiel eﬀectif autour du
point (v, v′ = 0). Le re´sultat de ce calcul [54] est que, eﬀectivement, l’e´crantage des fermions se
manifeste par un de´calage du point critique, β′crit a` une valeur plus faible que celle trouve´e en
leur absence.
En conclusion, il est possible de re´aliser la proposition de Kaplan–mais il faut se placer sur
la frontie`re entre phase branaire et phase Coulombienne cinq-dimensionnelle. Dans le cadre de
l’approximation du champ moyen il suﬃt d’imposer, en meˆme temps, que l’e´chelle de masse pour
les fermions, dans le volume a` cinq dimensions, devienne infinie et que la pente du profil de masse
a` x5 = 0 (et x5 = L) devienne infiniment raide, de fac¸on a` localiser les modes ze´ro sur les parois
et de´coupler les degre´s de liberte´ de volume de ceux des parois. La tension infinie de la corde, le
long la cinquie`me dimension est cohe´rente avec ce sce´nario. Elle implique, notamment, que, dans
la phase “branaire”, les “branes” posse`dent e´paisseur nulle. Les corrections a` l’approximation du
champ moyen vont conduire a` une tension finie, comme indiquent les simulations nume´riques.
Par conse´quent, les branes ont, en re´alite´, une e´paisseur finie, propotionnelle a` 1/
√
tension.
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Pour le mode`le standard on doit ajouter des champs scalaires. Ces champs seront, e´galement,
charge´s sous le groupe de jauge, pour pouvoir donner, a` travers les termes de Yukawa, les masses
aux fermions. Le premier exercice a` re´soudre, serait, alors, de tracer le diagramme de phases du
mode`le abe´lien de Higgs a` cinq dimensions. L’action peut eˆtre e´crite sous la forme suivante [57]
S = β
∑
n
∑
µ<ν<5
(1− Re(Uµν(n))) + β′
∑
n
∑
µ
(1− Re(Uµ5(n)))
−βh
∑
n
∑
1≤µ≤4
Re(φ†nUµ(n)φn+µ)− β′h
∑
n
Re(φ†nU5(n)φn+b5)
+(1− 2βR)
∑
n
φ†nφn + βR
∑
n
(
φ†nφn
)2 (5.9)
avec les de´finitions
m2aS
2 ≡ 2
βh
(1− 2βR − 4βh − βh′)
λ
aS
=
4βR
β2hξ
ξ ≡ aS
aT
(5.10)
Dans la phase syme´trique on va retrouver les phases confinante et Coulombienne. Dans la phase
brise´e on pourra trouver une phase de couches, ou` les sous-espaces quadri-dimensionnels seraient
dans la phase de Higgs, avec confinement le long la dimension supple´mentaire. Et l’on pourra,
aussi, trouver une transition de second ordre, entre la phase de Higgs a` cinq dimensions et la
phase de Higgs a` quatre. Ici, aussi, l’anisotropie des couplages de jauge joue un roˆle crucial :
sans elle, en eﬀet, la the´orie serait toujours de´pendante de la re´gularisation.
Les re´sultats furent le sujet de deux publications [56, 57]. Dans la premie`re on eﬀectue un
“tour d’horizon” du diagramme de phases, vu le nombre important des constantes de couplage.
Dans la deuxie`me on a de´termine´ la re´gion dans l’espace des parame`tres, ou` une possible limite
continue peut exister, en mesurant la susceptibilite´ du lien de jauge (qui est une observable, vu
que l’on a fixe´ la jauge–on a employe´ la jauge axiale, U4 ≡ I) et en remarquant qu’elle aﬃche
une allure d’autant plus aigu¨e et grande, plus le volume augmente (cf. fig. 5.2).
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Figure 5.2 – La susceptibilite´ du lien “spatial” comme fonction de la constante de couplage du
Higgs dans la couche, βh, pour diﬀe´rentes valeurs du volume. βR est la constante de couplage
quartique et β′g est la constante de couplage de jauge vers la cinquie`me dimension.
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Chapitre 6
Conclusions–Perspectives
Les the´ories de champs sur re´seau, qui sont charge´s sous le groupe U(1) compact, ont un
diagramme de phases tre`s inte´ressant. Ce sont les seules the´ories ou` l’on puisse observer, sous
conditions “controˆle´es”, une transition entre confinement et loi de Coulomb. L’anisotropie des
couplages des champs de matie`re avec le champ de jauge conduit a` l’apparition d’une “phase
branaire”. Dans cette phase l’espace–temps a` cinq dimensions est instable a` la formation de
couches a` quatre dimensions, sur lesquelles les champs seraient confine´s. C’est sur la ligne
de transition entre la phase des couches et la phase de volume Coulombienne que l’on peut,
cependant, obtenir une the´orie chirale, inde´pendante de la re´gularisation, pourvu que les ano-
malies soient compense´es [27]. Ce calcul concret reste encore a` faire. Les proble`mes suivants
constituent, e´galement, des directions futures de recherche :
– Le formalisme des fermions a` parois, tel qu’il a e´te´ expose´, se preˆte, de manie`re tre`s
naturelle, a` l’e´tude non-perturbative du secteur e´lectrofaible, dont le groupe de jauge est
SU(2)L ⊗ U(1)Y = U(2). La partie U(1) donnera lieu a` la phase des couches et, sur la
ligne de transition avec la phase Coulombienne a` cinq dimensions, permettra d’e´tudier la
limite continue. Un enjeu particulier est le me´canisme de brisure spontane´e de la syme´trie
U(2) vers U(1)e.m. par le me´canisme de Higgs.
– Ce formalisme est actuellement largement utilise´ pour l’e´tude de la QCD, vu qu’il permet,
en principe, une re´alisation de la syme´trie chirale, dont on aimerait a` e´tudier la brisure
spontane´e et l’apparition des pions comme bosons de Goldstone. La relation de Ginsparg–
Wilson [9] fournit une contrainte tre`s forte sur le propagateur fermionique en pre´sence
d’un champ de jauge, pour que l’on puisse parler de syme´trie chirale. Mais, comme l’on
vient de se rendre compte, dans ce formalisme, la charge chirale sur la paroi est e´gale,
en valeur absolue, a` la charge de jauge dans le volume et son signe est de´termine´ par la
chiralite´ sur le sous-espace En fait, un mode ze´ro chiral, couple´ a` un champ de jauge,
posse`de un couplage chiral jauge´ et non seulement global, comme c’est le cas en QCD.
Par conse´quent, il semble que la the´orie sur le sous-espace quadri-dimensionnel, ou` vit
le mode ze´ro, soit invariante sous SU(3)L et non SU(3). Or, le groupe SU(3) n’est pas
“prote´ge´” contre l’anomalie chirale [28], ce qui veut dire que la the´orie au bord quadri-
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dimensionnel n’est pas prote´ge´e contre les eﬀets quantiques dans le volume. L’e´limination
comple`te d’une chiralite´ rend la description de la syme´trie chirale globale de´licate et un
proble`me ouvert dans ce formalisme. Une solution possible serait l’introduction de deux
profils de masse inde´pendants, pour chaque chiralite´ sur une paroi donne´e.
– On aimerait combiner les champs scalaires les fermions et les champs de jauge en une
the´orie supersyme´trique, pour e´tudier, d’une part la re´alisation de la supersyme´trie dans
la limite continue, d’autre part, les possibilite´s de sa brisure [61, 60].
– La nature des composantes supple´mentaires du champ de jauge reste a` e´lucider. Elles
ressemblent a` des flux qui conduisent a` une compactification spontane´e [62] et il serait
inte´ressant de mettre ce genre d’hypothe`ses a` l’e´preuve concre`te.
– Dans les approches a` la Kaluza–Klein et Randall–Sundrum la the´orie aux dimensions
au-dela` de quatre est non-renormalisable par comptage de puissances. Une approche pour
controˆler le domaine de la validite´ des calculs que l’on y fait, en l’employant comme the´orie
eﬀective, est celle dite “quiver” ou “moose” [63, 64]. On peut remarquer qu’elle est tre`s
semblable a` la description de la phase branaire, c.a`.d. on a de´ja` fait l’hypothe`se sur le
sche´ma de brisure de la “the´orie–me`re”. Il sera inte´ressant de rendre la correspondance
plus concre`te.
Deuxie`me partie
Discre´tisation de l’Espace de Phases
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Chapitre 7
Introduction
Dans la premie`re partie on a e´tudie´, par des me´thodes nume´riques, des proprie´te´s des
the´ories de champs dans l’espace–temps. Un autre espace qui est pertinent pour la physique
est l’espace des phases, dont les coordonne´es sont les positions et les impulsions d’un syste`me
physique. La syme´trie fondamentale est l’invariance sous les transformations canoniques-et sa
prise en compte par des algorithmes nume´riques est un domaine de recherche qui est pertinent,
e´galement, pour la ge´ne´ration de configurations de champs pour la me´thode de Monte Carlo
(ces algorithmes appartiennent a` la famille qui porte le nom “Hybrid Monte Carlo”. Dans ce cas
les champs eux-meˆmes sont identifie´s avec les coordonne´es et les impulsions sont des variables
auxiliaires, initialement tire´es d’une distribution Gaussienne [65]).
Par conse´quent on se rend compte que l’on est amene´ a` chercher comment e´chantillonner
l’espace de matrices unitaires. Pour une the´orie de jauge c’est, bien entendu, un proble`me
diﬃcile, par conse´quent on cherche des cas similaires, mais plus simples. Un tel cas fut propose´
par Eguchi et Kawai dans les anne´es quatre-vingt [66] et consiste a` ne prendre que l’action de
Wilson “sur un site”. Plus pre´cise´ment, l’action est la suivante
S = β
∑
µ<ν
(
1− Re [Tr (UµUνU †µU †ν)]) (7.1)
En fait ce que Eguchi et Kawai ont propose´ e´tait que la the´orie de jauge, sur un re´seau LD,
avec groupe SU(N), dans la limite N → ∞, dans la limite thermodynamique, L → ∞, e´tait
e´quivalente a` une the´orie de jauge SU(N) sur un site, dans la limite N → ∞, dans le sens
que la valeur moyenne d’une plaquette dans la premie`re e´tait e´gale a` la valeur moyenne d’une
plaquette dans la seconde a` des corrections O(1/N2) pre`s. Cette “re´duction” est, toujours,
un sujet de recherche actif (cf. par exemple, la pre´sentation [67]) et entre, e´galement, dans la
proble´matique du de´veloppement en 1/N pour les the´ories de jauge avec groupe SU(N).
On peut trouver une autre classe de syste`mes physiques, pour lesquels l’e´chantillonnage de
l’espace des matrices unitaires est pertinent–et peut se re´duire a` l’e´chantillonnage de l’espace
de matrices 2× 2–il s’agit de la me´canique quantique a` un degre´ de liberte´.
L’argument est le suivant : L’alge`bre de Heisenberg est engendre´e par les trois ope´rateurs,
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q̂,p̂ et l’ope´rateur identite´, I, ou` q̂ est l’ope´rateur de position et p̂ l’ope´rateur de l’impulsion. La
seule relation de commutation diﬀe´rente de ze´ro est, bien suˆr,
[q̂, p̂] = i!I (7.2)
et l’on se rend compte imme´diatement que cette relation implique que l’on ne peut repre´senter
ces ope´rateurs par des matrices de dimension finie, puisque, dans ce cas, l’on aurait que 0 = i!N ,
ou` N serait la dimension de la repre´sentation. Mais, comme a remarque´ H. Weyl au de´but des
anne´es trente [69], si l’on conside`re le groupe, engendre´ par les exponentiels de ces ope´rateurs,
Q ≡ exp(iq̂/√!), P ≡ exp(ip̂/√!), alors, ceux-ci satisfont la relation
QP = ei!PQ (7.3)
Il est possible de trouver des matrices de taille finie, N , qui satisfont cette relation : Si l’on pose
ωN ≡ ei2π/N (7.4)
alors on peut ve´rifier que les matrices
Qk,l ≡ ωkNδk,l Pk,l ≡ δk−1,l (7.5)
ou` les ope´rations sur les indices est eﬀectue´e modulo N , satisfont bien la relation
QP = ωNPQ (7.6)
ce qui permet d’identifier
! ≡ 2π
N
(7.7)
et de se rendre compte que la limite N → ∞ semble eˆtre la limite (se´mi)-classique, ! → 0 !
Peut-on en de´duire que la limite N →∞ est la limite classique ? La re´ponse courte est ne´gative.
En eﬀet, la taille des matrices est, e´galement, N et ce n’est pas clair, pour l’instant, quelles sont
les quantite´s qui doivent rester fixes, lorsque N →∞, pour obtenir des re´sultats inte´ressants.
L’inte´reˆt de la repre´sentation (7.5) est multiple : tout d’abord on constate que la matrice
Q re´sulte de la diagonalisation de la matrice P . Ensuite, que la matrice, F , dont les colonnes
sont les vecteurs propres et qui satisfait, par conse´quent,
QF = FP ⇔ Q = FPF−1 (7.8)
n’est autre que
Fk,l =
ωk·lN√
N
(7.9)
c.a`.d. l’ope´rateur qui re´alise la transforme´e de Fourier discre`te. Cet ope´rateur joue un roˆle
fondamental dans le traitement du signal et l’informatique “classiques”–depuis le travail de
Peter Shor [70] et de Lov Grover [71] il joue un roˆle important dans le domaine de l’informatique
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“quantique”, ou` le bit ne prend pas les deux valeurs 0 ou 1 seulement et l’une a` l’exclusion de
l’autre, mais, dans l’incarnation du “qubit” (bit quantique) de´finit un e´tat quantique,
|ψ⟩ ≡ a|0⟩+ b|1⟩ (7.10)
avec |a|2+ |b|2 = 1 et |0⟩ et |1⟩ sont les deux e´tats du qubit.En informatique quantique, comme
en me´canique quantique, on a acce`s a` des e´tats qui sont superpositions d’e´tats propres de
certains ope´rateurs, qui ne commutent pas avec l’ope´rateur d’e´volution. Ces superpositions, qui
n’ont pas d’analogue classique, permettraient, en principe, le traitement d’information de fac¸on
radicalement diﬀe´rente de celle employe´e actuellement. C’est tre`s inte´ressant de comprendre
quels seraient les algorithmes actuels, qui be´ne´ficieraient, vraiment, par un ordinateur quantique
et quels ne subiraient qu’une acce´le´ration pas tre`s probante [72]. D’autre part, comme Bennett et
Landauer se sont rendus compte dans les anne´es quatre-vingt, puisque la me´canique quantique
re´alise une e´volution unitaire, le premier souci doit eˆtre de remplacer les “portes” classiques
(AND, OR, NOT, XOR) qui, manifestement ne le sont pas (d’abord elles n’ont pas le meˆme
nombre d’entre´es que sorties, d’autre part il est, ge´ne´riquement, impossible de de´duire l’entre´e,
si l’on connaˆıt la sortie).
La construction d’ope´rateurs d’e´volution unitaires est un proble`me a` la fois d’inte´reˆt pratique
et the´orique. Ce proble`me fut aborde´ dans les publications [76, 77] (cf. travaux ci-joints). Dans
ces travaux on pre´sente la construction de l’ope´rateur d’e´volution quantique le plus ge´ne´ral, dont
la repre´sentation matricielle est de dimension N et qui re´alise une quantification cohe´rente de
l’e´volution classique. Dans le premier papier N doit eˆtre un nombre premier. Dans le deuxie`me
papier on montre, d’une part, comment ge´ne´raliser la construction pour toute valeur impaire
de N et, d’autre part, comment les techniques, qui furent invente´es pour la re´alisation de la
transforme´e de Fourier rapide, peuvent se ge´ne´raliser pour ce cas. La construction de l’ope´rateur
unitaire pour le cas N = 2n s’ave`re beaucoup plus diﬃcile que l’on ne pouvait s’attendre,
vu qu’au niveau “classique” la construction de la transforme´e de Fourier rapide est la plus
simple dans ce cas. Malgre´ un certain nombre de succe`s limite´s [78], on se rend compte qu’une
construction comple`te nous e´chappe. Il se peut que les diﬃculte´s rencontre´es ne soient pas
e´trange`res au fait que N = 2n est la dimension de l’espace de phases pour n fermions–et,
comme l’on vient de se rendre compte dans la premie`re partie de ce texte, la construction de
l’ope´rateur d’e´volution discre´tise´ pour les fermions est hautement non-triviale.
La diﬃculte´ fondamentale vient du fait que l’on voudrait que l’ope´rateur unitaire d’e´volution,
U(A), ou` A, l’ope´rateur d’e´volution classique, est un e´le´ment du groupe SL(2,ZN), ne re´alise pas
seulement une repre´sentation projective, mais une repre´sentation fide`le : ainsi, pour n’importe
quelle paire de matrices, A et B de SL(2,ZN), on voudrait que
U(AB) = U(A)U(B) (7.11)
Les matrices U(A) et U(B) peuvent eˆtre exprime´es dans la base des monoˆmes
Jr,s ≡ ωr·s/2N P rQs (7.12)
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avec r, s = 0, 1, . . . , N − 1 et la division par 2 dans l’exposant est, en fait re´alise´e par le calcul
de l’inverse modulo N -ce qui n’est possible que si N est impair-d’ou` la diﬃculte´ pour mener a`
bien la construction lorsque N = 2p. On e´crit
U(A) = cN(A)
N−1∑
r,s=0
ωφr,sN Jr,s (7.13)
avec cN(A) un pre´facteur a` de´terminer.
Si l’on fait l’hypothe`se que la phase φr,s est de la forme
φr,s = A1r
2 + A2rs+ A3s
2 (7.14)
avec A1, A2, A3 ∈ {0, 1, 2, . . . , N − 1} la condition que l’ope´rateur U(A) soit un ope´rateur
d’e´volution implique la relation suivante
U †(A)Jr,sU(A) = J(r,s)A (7.15)
Cette relation nous permet de de´terminer les coeﬃcients A1, A2 et A3 comme fonctions des
e´le´ments de l’ope´rateur classique A–mais, bien entendu, le pre´facteur cN(A) reste inde´termine´.
Il sera de´termine´ par la condition (7.11), si cette condition admet des solutions. Concre`tement,
[U(AB)]k,l = cN(AB)
N−1∑
r,s=0
ωφr,s(AB)N [Jr,s]k,l =∑N−1
m=0 [U(A)]k,m [U(B)]m,l = cN(A)cN(B)
∑N−1
m=0
[∑N−1
r,s=0 ω
φr,s(A)
N [Jr,s]k,m
] [∑N−1
r,s=0 ω
φr,s(B)
N [Jr,s]m,l
]
(7.16)
Lorsque la phase φr,s(A) est une forme quadratique, on peut employer les proprie´te´s des sommes
de Gaußpour obtenir une relation explicite pour le rapport cN(AB)/(cN(A)cN(B). On cherche,
en particulier, a` s’assurer que ce rapport est inde´pendant des e´le´ments des indices k et l. Alors
on pourra trouver une expression pour cN(A) qui ne de´pendra que de N et de la matrice
d’e´volution classique A.
Pour N impair on peut eﬀectivement trouver la forme ge´ne´rale de cN(A) (cf. travaux ci-
joints). Pour N = 2p on peut trouver des solutions partielles, soit pour certaines exposants p,
soit pour certaines classes de matrices A. Il est inte´ressant que cette question ne semble pas
avoir e´te´ sujet d’enqueˆte par la communaute´.
Une conse´quence pratique de la relation (7.15) est que l’on peut re´duire le calcul de l’e´volution
quantique, qui mettrait en cause des matrices N×N , a` un calcul mettant en cause des matrices
2× 2. Jusqu’ici l’informatique quantique a employe´ certaines de ces matrices pour la construc-
tion de “portes quantiques” et circuits quantiques. Notre analyse montre que l’on peut employer
n’importe quel e´le´ment de SL(2,ZN) et construire ainsi de nouvelles portes quantiques.
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7.1 Publication : J. Phys. A : Math. Gen. 29 (1996) 6737
“Holomorphic Quantization on the Torus and Finite Quantum Mechanics”
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7.2 Publication : J. Phys. A : Math. Gen. 31 (1998) L655
“Fast Quantum Maps”
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Chapitre 8
Le mode`le d’Azbel–Hofstadter et les
groupes quantiques
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8.1 Publication : J. Phys. A : Math. Gen. 31 (1998) 3961
“An SU(2) Analog of the Azbel–Hofstadter Hamiltonian”
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Chapitre 9
Le Crochet de Nambu
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9.1 Publication : J. Phys. A : Math. Theor. 42 (2009) 275201
1 “Nambu Quantum Mechanics on Discrete 3-Tori”
1. L’acce`s e´lectronique au journal ne permettant pas d’atteindre le volume 42, le pre´-tirage, de´pose´ chez
arXiv est aﬃche´ ici.
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Chapitre 10
Conclusions–Perspectives
Dans cet expose´ on a essaye´ de montrer, par quelques exemples, la relation e´troite entre
la physique et l’informatique. Dans la premie`re partie on a pris au se´rieux les dimensions
supple´mentaires, introduites, d’abord, comme une astuce pour de´finir les de´fauts sur lesquels
pourraient se de´finir les fermions chiraux–et l’on s’est rendu compte comment l’anisotropie des
couplages change le diagramme de phases des champs de jauge. On dispose d’une de´finition
intrinse`que, engendre´e par la dynamique du syste`me, d’un monde a` quatre dimensions, dont les
constantes de couplages de´pendraient de manie`re assez particulie`re des dimensions supple´mentaires.
Dans l’approximation du champ moyen les branes sont d’e´paisseur nulle et la localisation des
champs dans le sous-espace a` quatre dimensions est exacte. Au-dela` de l’approximation du
champ moyen, la tension finie de la corde, σ, dans la phase confinante implique que les branes
auront une e´paisseur finie, inverse´ment proportionnelle a`
√
σ. La the´orie des champs a` quatre
dimensions ne sera, alors, pas exactement locale–et c’est une question ouverte , dans quelle
mesure ces eﬀets pourront eˆtre mis en e´vidence expe´rimentalement. Les travaux de de Forcrand
et al. [59] indiquent que les the´ories de Yang–Mills pre´sentent un diagramme de phases assez
diﬀe´rent de ce sce´nario et ce sera inte´ressant de comprendre ce que devient la phase “branaire”
dans les the´ories avec groupe U(N) ≃ U(1)⊗ SU(N).
Dans la deuxie`me partie l’identification de l’ope´rateur, qui re´alise la transforme´e de Fou-
rier discre`te, avec un ope´rateur d’e´volution quantique le´gitime, permet une compre´hension plus
syste´matique des algorithmes quantiques. On peut, ainsi, re´aliser un ope´rateur d’e´volution quan-
tique a` partir de tout ope´rateur d’e´volution classique, non seulement a` partir de la transforme´e
de Fourier discre`te. On peut identifier l’espace ou` agissent les portes quantiques avec un espace
de phases et donner, ainsi, un fondement physique au traitement de l’information a` un niveau
fondamental.
La repre´sentation me´taplectique permet une e´tude nume´rique plus eﬃcace de la famille
de mode`les Eguchi–Kawai. L’e´tude de ces mode`les par cette approche n’a pas e´te´ jusqu’ici
entreprise et constitue une direction de recherche a` suivre.
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