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An optimal control problem for a parabolic obstacle variational inequality is
considered. The obstacle in L20 T H2 ∩ H10  with ψt ∈ L2Q is taken
as the control, and the solution to the obstacle problem is taken as the state. The
goal is to ﬁnd the optimal control so that the state is close to the desired proﬁle
while the norm of the obstacle is not too large. Existence and necessary conditions
for the optimal control are established.  2002 Elsevier Science (USA)
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1. INTRODUCTION
An optimal control problem for a parabolic variational inequality is con-
sidered on a domain Q = × 0 T , with  ⊂ n, a bounded domain with
C1 boundary ∂. Let z ∈ L2Q be a given target proﬁle, and u0 ∈ H10
with u0x ≥ 0 a.e. . Our control set is
U = {ψ ∈ L20 T H2 ∩H10
ψt ∈ L2Q ψx 0 = 0}
For any ψ ∈ U , we deﬁne
Kψ = {v ∈ L20 T H10
vt ∈ L2Q
v ≥ ψ a.e. on Q and vx 0 = u0x
}

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Given an obstacle ψ ∈ U and f ∈ L2Q, the corresponding state, u =
T ψ, is the solution of the parabolic variational inequality
u ∈ Kψ
(1.1)∫
Q
utv − u + ∇u · ∇v − udxdt ≥
∫
Q
f v − udxdt
for all v ∈ Kψ.
We seek an obstacle ψ∗ in U so that the corresponding state u∗ = T ψ∗,
the solution of (1.1), is close to a desired target proﬁle z and the norm of
ψ∗ is not too large. Consequently, we take as our objective functional:
Jψ =
∫
Q
[T ψ − z2 + 
ψ
2 + 
ψt 
2]dxdt (1.2)
We are minimizing the functional, i.e., ﬁnding ψ∗ ∈ U such that
Jψ∗ = inf
ψ∈U
Jψ
Such a control ψ∗ and corresponding state u∗ = T ψ∗, will be called an
optimal pair ψ∗ T ψ∗.
Applications of variational inequalities have been considered in many
situations. See [3, 9, 11, 12, 15, 17] for examples.
The key feature of this paper is the use of the obstacle as the control.
The authors here together with Jiongmin Yong treated a similar problem
but in the elliptic case with H10 obstacle and no source term [2]. The
surprising result of that paper was that the optimal obstacle is equal to its
corresponding state; i.e., ψ∗ = T ψ∗. This result is no longer true in the
elliptic case with a source term. See a recent paper by the authors where
the elliptic case with a source term is considered [1]. For results on other
types of control of variational inequalities, see [4–7, 10, 13, 14, 16].
In Section 2, we present existence results for the state variational inequal-
ity by approximating with a semilinear parabolic PDE. There the existence
of an optimal control is established. Section 3 gives the derivation of nec-
essary conditions for an optimal control. Note the results here hold for a
more general uniformly parabolic operator with bounded coefﬁcients.
2. EXISTENCE OF AN OPTIMAL CONTROL
We approximate our variational inequality (1.1) by a semilinear parabolic
equation. The approximate problem will yield a priori estimates for solu-
tions of (1.1), which in turn will be used to obtain necessary conditions.
We introduce solution space notation for our approximation problem.
Deﬁne
V = {u ∈ L20 T H2 ∩H10
ut ∈ L2Q and ux 0 = u0x}
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We will use the following assumption throughout this paper:
f ∈ L2Q
Note that for u ∈ Kψ or u ∈ V u ∈ C0 T L2, so that the initial
condition deﬁning V makes sense [8].
For δ > 0, we state our semilinear parabolic approximation problem
ﬁnd uδ ∈ V satisfying uδt − uδ + βδuδ − ψ = f in Q (2.1)
where
βδs =
1
δ
βs
βs = 0 for all s ≥ 0
0 ≤ β′s ≤ 1 for all s
and
β ∈ C1
We denote the solution of (2.1) by uδ = Tδψ. The following estimate
and the convergence of uδ to T ψ as δ → 0 are not new results but are
presented for completeness (see [5, 7, 9]) and are used later in this paper.
Proposition 2.1. For ψ ∈ U , the solution uδ = Tδψ of (2.1) satisﬁes
sup
0≤t≤T
∇uδtL2 + uδt L2Q + uδL2Q
≤ C[ψL2Q + ψtL2Q + fL2Q + ∇u0L2] (2.2)
Proof. We ﬁrst give the L2 estimate on the β term∫

[
βδuδ − ψ
]2x tdx
=
∫

βδuδ − ψ
[
f − uδt + uδ
]x tdx
=
∫

βδuδ − ψuδ − ψ + ψx tdx
−
∫

βδuδ − ψ
[uδ − ψt + ψt]x tdx
+
∫

βδuδ − ψf x tdx
≤
∫

βδuδ − ψψx tdx−
d
dt
∫

γuδ − ψx tdx
+
∫

βδuδ − ψf − ψtx tdx (2.3)
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where γ′δs = βδs γδs ≥ 0 for all s and γδs = 0 for all s ≥ 0. Inte-
grating over 0 T  gives
−
∫ T
0
d
dt
∫

γδuδ − ψx tdxdt = −
∫

γδuδ − ψx T dx ≤ 0
since ux 0 ≥ 0 and ψx 0 = 0. We obtain from (2.3),
βδuδ − ψL2Q ≤ CψL2Q + ψtL2Q + fL2Q (2.4)
Now using standard parabolic PDE results [8], we have
sup
0≤t≤T
∇uδtL2 + uδt L2Q + uδL2Q
≤ (βδuδ − ψL2Q + fL2Q + ∇u0L2)
which together with (2.4) gives the desired estimate (2.2).
We now let δ→ 0.
Proposition 2.2. For ψ ∈ U , there exists a unique u ∈ Kψ such that
u = T ψ and as δ→ 0, the solutions uδ = Tδψ of (2.2) satisfy
uδ→u strongly in L2Q
∇uδ→∇u strongly in L2Q
uδt ⇀ ut weakly in L
2Q
uδ ⇀u weakly in L2Q
In addition, the following estimate holds:
sup
0≤t≤T
∇utL2 + utL2Q + uL2Q
≤ C(ψL2Q + ψtL2Q + fL2Q + ∇u0L2) (2.5)
Proof. Estimate (2.2) gives the weak convergences above. But we also
have
∇uδ − u2
L2 ≤ uδ − uL2uδ − uL2 (2.6)
for each t. Hence, our H1Q estimate on the uδ approximations gives
uδ → u strongly in L2Q
inequality (2.6) implies
∇uδ → ∇u strongly in L2Q
Next, note that the approximation uδ satisﬁes∫
Q
[
uδt v − uδ + ∇uδ · ∇v − uδ
]
dxdt ≥
∫
Q
f v − uδdxdt
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for all v ∈ Kψ. The strong convergence of ∇uδ and the above weak
convergences imply that∫
Q
utv − u + ∇u · ∇v − udxdt ≥
∫
Q
f v − udxdt
for all v ∈ Kψ. The inequality,
1
δ
βuδ − ψL2Q ≤ Cψ f 
implies
βu− ψL2Q = 0
and u ≥ ψ a.e. on Q.
Thus we conclude u = T ψ and u satisﬁes (2.5). Uniqueness of solutions
to (1.1) is a standard result [5, 7].
We now prove that there exists an optimal control that minimizes the
objective functional (1.2).
Theorem 2.1. There exists an optimal control ψ∗ in U that minimizes the
objective functional (1.2).
Proof. Let ψk∞k=1 be a minimizing sequence of obstacles in U ; i.e.,
inf
ψ∈U
Jψ = lim
k→∞
Jψk
From the form of the functional (1.2), bounds on Jψk∞k=1 imply the
existence of an obstacle ψ∗ in U such that on a subsequence (still denoted
by ψk),
ψk→ψ∗ strongly in L2Q
ψk ⇀ψ
∗ weakly in L20 T H10
ψkt ⇀ψ∗t weakly in L2Q
From the estimate (2.5) applied to ψk and uk = T ψk, there exists u∗ in
V such that
uk→u∗ strongly in L2Q
ukt ⇀ u∗t weakly in L2Q
uk ⇀u
∗ weakly in L2Q
Arguing as in Proposition 2.1, we also have
∇uk → ∇u∗ strongly in L2Q
Let v ∈ Kψ∗ and set vk = maxvψk. Then we have
vk → v weakly in L20 T H10
vk ∈ Kψk
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and ∫
Q
uktvk − uk + ∇uk · ∇vk − ukdxdt ≥
∫
Q
f vk − ukdxdt
Letting k→∞ in the above inequality gives
∫
Q
[u∗tv − u∗ + ∇u∗ · ∇v − u∗]dxdt ≥
∫
Q
f v − u∗dxdt
for any v ∈ Kψ∗.
Since ψk ≤ uk a.e. on , the strong L2 convergence gives
ψ∗ ≤ u∗
Thus u∗ ∈ Kψ∗ and u∗ = T ψ∗.
Using the lower semicontinuity of the functional with respect to weak L2
convergence and
lim
k→∞
T ψk = T ψ∗
we have
Jψ∗ ≤ lim
k→∞
Jψk
Thus ψ∗ is an optimal control minimizing the functional (1.2).
3. NECESSARY CONDITIONS
We derive necessary conditions that an optimal pair ψ∗ u∗ with u∗ =
T ψ∗ must satisfy. We derive conditions on the approximations uδ =
Tδψδ and then pass to conditions on ψ∗ u∗, as δ→ 0.
Theorem 3.1. The map ψ → uδ = Tδψ, solution of (2.1) in V , for
δ > 0, is differentiable in the following sense:
Given ψ ∈ U l ∈ L2Q, with ψ + εl ∈ U , there exists ξδ in L20 T 
H10 such that
uδψ+ εl − uδψ
ε
⇀ ξδ weakly in L20 T H10
as ε→ 0. Furthermore, ξδ with ξδt ∈ L20 T H−1 satisﬁes
ξδt − ξδ + β′δuδ − ψξδ − l= 0 in Q
ξδx 0= 0 in 
(3.1)
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Proof. Denote uδ ε = Tδψ+ εl and uδ = Tδψ. The following PDE
on Qt = × 0 t,
u
δ ε
t − uδt − uδ ε − uδ + βδuδ ε − ψ+ εl − βδuδ − ψ = 0 (3.2)
implies∫
Qt
uδ ε − uδt uδ ε − uδ + 
∇uδ ε − uδ
2dxds
= −1
δ
∫
Qt
βuδ ε − ψ+ εl − βuδ − ψuδ ε − uδdxds
= −1
δ
∫
Qt
∫ 1
0
β′θuδ ε − ψ− εl + 1− θuδ − ψ
× uδ ε − uδ2 − εluδ ε − uδdθ dxds
using
d
dθ
βθuδ ε − ψ− εl + 1− θuδ − ψ
= β′θuδ ε − ψ− εl + 1− θuδ − ψuδ ε − uδ − εl
Then we obtain∫

uδ ε − uδ2x tdx+
∫
Qt

∇uδ ε − uδ
2 dxds
≤ ε
δ
∫
Qt
l
∫ 1
0
β′θuδ ε − ψ− εl + 1− θuδ − ψdθuδ ε − uδdxds
≤ ε
δ
lL2Quδ ε − uδL2Qt
≤ 1
2
ε2
δ2
l2
L2Q +
1
2
∫ t
0
∫

uδ ε − uδ2 dxds
Gronwall’s inequality gives
∫
Qt
uδ ε − uδ2 dxds ≤ ε
2
δ2
l2
L2Q1+ TeT T
Then the above two inequalities imply
∫
Q

∇uδ ε − uδ
2 dxdt ≤ ε
2
δ2
l2
L2Q1+ T 1+ TeT 
Thus we obtain ∥∥∥∥u
δ ε − uδ
ε
∥∥∥∥
L20T H10 
≤ C
δ
lL2Q (3.3)
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for all ε > 0, which implies the existence of ξδ in L20 T H10 such
that
uδ ε − uδ
ε
⇀ ξδ weakly in L20 T H10
and
∇ξδL2Q ≤
C
δ
lL2Q (3.4)
To estimate ξδt , consider
∫
Q
[
βδuδ ε − ψ− εl − βδuδ − ψ
]2 1
ε2
dxdt
= 1
ε2
∫
Q
[∫ 1
0
β′δθuδ ε − ψ− εl + 1− θuδ − ψdθ
· uδ ε − uδ − εl
]2
dxdt
≤ 1
δ2
∫
Q
(
uδ ε − uδ − εl
ε
)2
dxdt
≤ 2
δ2
∫
Q
[(
uδ ε − uδ
ε
)2
+ l2
]
dxdt
≤ C
δ2
lL2Q (3.5)
From (3.2), we conclude
∥∥∥∥
(
uδε−uδ
ε
)
t
∥∥∥∥
L20T H−1
≤
∥∥∥∥
(
uδε−uδ
ε
)∥∥∥∥
L20T H−1
+
∥∥∥∥βδu
δε−ψ−εl−βεuδ−ψ
ε
∥∥∥∥
L2Q

Estimates (3.3)–(3.5) give
∥∥ξδt ∥∥L20T H−1 ≤ ∇ξδL2Q + Cδ l2L2Q
≤ C1
δ
l2
L2Q
We conclude that ξδ satisﬁes PDE (3.1).
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Deﬁne W = v ∈ H1Q
v = 0 on ∂ × 0 T  ∪  × 0, and
denote its dual by W ′.
To derive necessary conditions on an optimal control and state functional
(1.2), we consider an approximation problem
inf
ψ∈U
Jδψ
with
Jδψ =
∫
Q
[Tδψ − z2 + 
ψ
2 + ψt2]dxdt
where Tδψ is the solution of PDE (2.1) for obstacle ψ. The existence
of an obstacle ψδ and corresponding uδ = Tδψδ that minimizes Jδψ
follows similar to the argument in Theorem 2.1.
To state the notion of solution for the PDE that ψδ satisﬁes, we give the
following deﬁnition:
Deﬁnition. The function ψδ in U is a weak solution of
−ψδtt + 2ψ+ β′δuδ − ψδpδ= 0 in Q
ψδx 0= 0 in 
ψδt x T = 0 in 
ψδ= 0 on ∂× 0 T 
(3.6)
if ψδ ∈ L20 T H3 ∩H10 ψδt ∈ L2Q ψδtt ∈ W ′, and for all φ ∈ W ,
∫
Q
[
ψδt φt + ∇ψδ · ∇φ+ β′δuδ − ψδpδφ
]
dxdt = 0
Theorem 3.2. Given an optimal control ψδ in U , minimizing Jδψ, there
exists pδ in L20 T H10 with pδt ∈ L20 T H−1 such that
−pδt − pδ + β′δuδ − ψδpδ=uδ − z in Q
pδx T = 0 in  (3.7)
Furthermore ψδ satisﬁes (3.6) in the sense deﬁned above, with uδ = Tδψδ,
and
sup
0≤t≤T
pδtL2 + ∇pδL2Q + β′δuδ − ψδpδW ′ + pδt W ′ ≤ C1
∇ψδt L2Q + ∇ψδL2Q + ψδttW ′ ≤ C2
where C1 and C2 are independent of δ.
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Proof. The approximation adjoint equation (3.5) is linear in pδ and thus
a solution exists with pδ ∈ L20 T H10 pδt ∈ L20 T H−1, and
pδx T  = 0 in .
We estimate ∇pδ on Qt = × t T ,∫
Qt
[−pδt pδ + 
∇pδ
2 + β′δuδ − ψpδ2]dx dt =
∫
Qt
pδuδ − zdxdt
since the β′ term is nonnegative, Gronwall’s inequality gives∫

pδ2x tdx+
∫
Q

∇pδ
2x tdxdt ≤ Cuδ − z2
L2Q (3.8)
Next, we estimate the β′·pδ term in W ′; for φ ∈ W∣∣∣
∫
Q
β′δuδ − ψpδφdxdt
∣∣∣ =
∣∣∣
∫
Q
[uδ − zφ+ pδt φ+ ∇pδ · ∇φ]dxdt
∣∣∣
=
∣∣∣
∫
Q
[uδ − zφ− pδφt + ∇pδ · ∇φ]dxdt
∣∣∣
≤ Cuδ − zL2QφW
using estimate (3.8). We conclude
β′δuδ −φδpδW ′ ≤ Cuδ − zL2Q (3.9)
which gives pδt W ′ estimate.
Denote uδ = Tδψδ and uδ ε = Tδψδ + εl, with l ∈ W
⋂
U . Since ψδ
is a minimizer for Jδψ,
0 ≤ lim
ε→0+
Jδψδ + εl − Jδψδ
ε
= 2
∫
Q
[
ξδuδ − z + ψδ · l + ψδt lt
]
dxdt
= 2
∫
Q
[−ξδpδt + ∇ξδ · ∇pδ + β′δuδ − ψδpδξδ + ψδl + ψδt lt]dxdt
= 2
∫
Q
[
ξδt p
δ + ∇ξδ · ∇pδ + β′δuδ − ψδpδξδ + ψδl + ψδt lt
]
dxdt
= 2
∫
Q
[
β′δuδ − ψδlpδ + ψδl + ψδt lt
]
dxdt
by using the pδ and ξδ PDE, (3.6), and (3.7).
We conclude that ψδ satisﬁes PDE (3.6) with the stated boundary condi-
tions. Note that the lx 0 = 0 condition is used in the integration by parts
on ψδt lt term. Also ψ
δ = 0 on ∂× 0 T  comes from the weak form of
ψδ PDE and integration by parts on ψδl term.
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We proceed to estimate ∇ψδ and ψδtt :∫
Q
[
ψδttψ
δ + 
∇ψδ
2]dxdt = ∫
Q
β′δuδ − ψδpδψδ dxdt
∫
Q
[
∇ψδt 
2 + 
∇ψδ
2]dxdt =
∫
Q
(
uδ − z + pδt + pδ
)
ψδ dxdt
Using a Poincare´ inequality to estimate∫
Q

ψδ
2 dxdt
by
C1
∫
Q

∇ψδ
2 dxdt
we obtain∫
Q
[
∇ψδt 
2 + 
∇ψδ
2]dxdt ≤ C
(∫
Q
uδ − z2 + 
∇pδ
2dxdt + pδt 2W ′
)

In the ψδ PDE (3.6), the above L2 estimate of 
∇ψδ
 and the W ′ estimate
of β′uδ − ψδpδ in (3.8) give the W ′ estimate on ψδtt .
Letting δ→ 0, we obtain necessary conditions on ψ∗, an optimal control
for Jψ.
We state our deﬁnition of solution for the equation for ψ∗ and the lim-
iting adjoint function p.
Deﬁnition. Functions ψ∗ and p satisfy
−pt − p+ ψ∗tt − 2ψ∗ =u∗ − z in Q
ψ∗x 0 = ψ∗t x T = 0 in 
px T = 0 in 
ψ∗ = 0 on ∂× 0 T 
(3.10)
where u∗ = T ψ∗, if ψ∗ ∈ Uψ∗ ∈ L20 T H3 ψ∗t ∈ L20 T H10,
ψ∗tt ∈ W ′ 2ψ∗ ∈ L20 T H−1 p ∈ L20 T H10 pt ∈ W ′ and for
all φ ∈ W∫
Q
pφt + ∇φ · ∇p+ ∇ψ∗ · ∇φ− ψ∗t φtdxdt =
∫
Q
u∗ − zφdxdt
Theorem 3.3. There exists a sequence of ψδn in U of minimizers of
Jδnψ, corresponding adjoint pδn ψ∗ in U with corresponding state u∗ =
T ψ∗, and adjoint p in L20 T H10 such that as δn → 0
ψδn ⇀ψ∗ weakly in L20 T H3
ψ
δn
tt ⇀ψ
∗
tt weak
∗ in W ′
pδn ⇀p weakly in L20 T H10
p
δn
t ⇀pt weak∗ in W ′
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Furthermore, ψ∗ is an optimal control for Jψ and ψ∗ and p satisfy (3.10) in
the sense deﬁned above, where u∗ = T ψ∗ satisﬁes the variational inequality
(1.1).
Proof. The a priori estimates from Theorem 3.2 give the desired con-
vergences and the existence of ψ∗ u∗, and p.
To show u∗ = T ψ∗, note that for v ∈ Kψ∗,
∫
Q
[
uδt vδ − uδ + ∇uδ · ∇vδ − uδ
]
dxdt ≥
∫
Q
f vδ − uδdxdt
for vδ = maxvψδ. Let δn → 0,
vδn → v weakly in L20 T H10
and
∫
Q
[
u∗t v − u∗ + ∇u∗ · ∇v − u∗
]
dxdt ≥
∫
Q
f v − u∗dxdt
The estimate (2.4),
∥∥βδuδn − ψδn∥∥L2Q ≤ C = Cδ
gives u∗ ∈ Kψ∗. We conclude u∗ = T ψ∗. The convergences of ψδn pδn
from Theorem 3.2 justify that ψ∗ p satisfy (3.10) in the deﬁned weak sense.
Finally, we show ψ∗ is an optimal control for Jψ. Since ψδn is a mini-
mizer for Jδψ,
Jδψ∗ ≥ Jδψδn for all δ > 0
Since Tδnψ∗ → u∗ = T ψ∗ strongly in L2Q, as δn → 0,
Jψ∗ = lim
δn→0
Jδψ∗ ≥ lim
δn→0
Jδψδ
By lower semicontinuity of the functional with respect to weak L2 conver-
gence and u∗ = T ψ∗,
lim
δn→0
Jδnψδn ≥ Jψ∗
We conclude Jψ∗ is the minimum value of Jψ for ψ in U and ψ∗ is
an optimal control.
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