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Abstract
To solve the Bethe-Salpeter eigenvalue problem with distinct sizes, two effi-
cient methods, called ΓQR algorithm and Γ-Lanczos algorithm, are proposed in
this paper. Both algorithms preserve the special structure of the initial matrix
H =
[
A B
−B −A
]
, resulting the computed eigenvalues and the associated eigen-
vectors still hold the properties similar to those of H . Theorems are given to
demonstrate the validity of the proposed two algorithms in theory. Numerical
results are presented to illustrate the superiorities of our methods.
Keywords: Bethe-Salpeter eigenvalue problem, Γ-unitarity, ΓQR algorithm,
Γ-Lanczos algorithm
1. Introduction
In this paper, we consider the following structured eigenvalue problem
H x ≡
[
A B
−B −A
] [
x1
x2
]
= λx, (1)
where A,B ∈ Cn×n with AH = A, BT = B. Here, we denote by AH , A and
BT , respectively, the conjugate transpose of A, the complex conjugate of A,
and the transpose of B. Such an eigenvalue problem (1) is referred to as a
Bethe-Salpeter eigenvalue problem (BSEP). Any λ ∈ C and nonzero x ∈ C2n
that satisfy (1) are called an eigenvalue and its corresponding eigenvector of
H , respectively. Accordingly, (λ,x) is called an eigenpair.
The BSEP (1) arises from the discretization of the Bethe-Salpeter equation
effectively describing the bound states of a two-body quantum field theoreti-
cal system for the response function. Essentially, the Bethe-Salpeter equation
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comes from the strict derivation of the problem within Green’s-function theory,
which can be used in the simulation of electron-hole interaction effects (see [1]),
electron-positron interaction effects (see [2]), etc.. More details about the Bethe-
Salpeter equation can be found in [3–9] and the references therein. Usually, to
solve the Bethe-Salpeter equation for a finite system all equations are projected
onto an orthonormal spin-orbit basis, and then we obtain its corresponding
discrete form (1).
Recently, the BSEP (1) is penetratively studied under the condition that
Γ0H is positive definite with Γ0 = diag(In,−In) (see [10–12]). In [10], the au-
thors firstly show that the BSEP is equivalent to a real Hamiltonian eigenvalue
problem, then an efficient parallel algorithm is proposed to compute all eigen-
pairs corresponding to those positive eigenvalues of the equivalent real Hamil-
tonian matrix. By projecting the initial matrix H in (1) onto a reduced basis
set, [11, 12] apply low-rank and QTT tensor approximation to approximate the
BSEP in large-scale. After that a simplified Bethe-Salpeter eigenvalue prob-
lem, with the diagonal plus low-rank structure, is solved. Though the methods
proposed in [10–12] aim to solve the BSEP, they all are principally suitable for
the linear response eigenvalue problem (LREP), a special case of the BSEP. In-
trinsically, the LREP requires both A and B are real symmetric matrices, i.e.,
AT = A ∈ Rn×n, BT = B ∈ Rn×n. A plenty of remarkable contributions have
been made to solve the LREP and please refer to [13–16] and references therein
for more information.
People usually use the classical QR algorithm and Lanczos method to com-
pute all eigenvalues of a general matrix and a few number of eigenvalues and
their associated eigenvectors of a Hermitian matrix, respectively. One can refer
to [17–19] and the references therein to find the details of the QR algorithm
and the Lanczos method. For the convergence of the Lanczos method please
consult [20–22]. The classical QR algorithm can be employed to solve the BSEP
in modest size, however, the special structure of H (see the preliminary sec-
tion) will not keep any longer. Also, we use Π-tridiagonal matrices to solve
the BSEP in this article, similarly to the Lanczos method. Many literatures
apply the tridiagonal or quasi-diagonal matrices to solve various problems, such
as boundary value Poisson equations [23–25], circulant systems [26], time series
analysis [27], control theory [28] and so on.
In this paper, we will study a general BSEP and the positive definite restric-
tion on Γ0H is no longer assumed. Upon the structure-preserving ΓQR algo-
rithm proposed in [16], which solves the LREP by introducing the Γ-orthogonality
and performing a series of Γ-orthogonal transformations to the initial H ∈
R2n×2n, we put forward a similar ΓQR algorithm to solve the BSEP with
H ∈ C2n×2n being some dense modest size matrix. Here, Γ-unitary trans-
formations are used and some implicit multishift techniques are employed. As
pointed in [10], the size of the BSEP usually can be fairly large, which actually
is proportional to the number of the electrons of one system. To solve a large-
scale BSEP, a Γ-Lanczos algorithm will be developed, where a decomposition
analogous to the classical Lanczos decomposition is constructed. Some error
bounds and a convergence theorem are given to illustrate the performance of
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the proposed Γ-Lanczos algorithm.
The rest of this paper is organized as follows. In Section 2, we introduce
some basic definitions and give some preliminaries which will be used in subse-
quent sections. The ΓQR algorithm to compute the BSEP with modest size is
displayed in Section 3. The Γ-Lanczos algorithm to solve the large-scale BSEP
is developed in Section 4. Numerical results are presented in Section 5. Some
concluding remarks are finally drawn in Section 6.
Notations. Throughout this paper, we denote the j-th column of the identity
matrix I by ej , whose size is determined from the context. The MATLAB
expression, which specifies the submatrix with the colon notation, will be used
when necessary, that is, M(k : l, s : t) refers to the submatrix of M formed by
rows k to l and columns s to t. For matrices M and N , diag(M,N) represents
the matrix
[
M
N
]
. Additional, denote Π2k =
[
0 Ik
Ik 0
]
for all positive integer
k, and Π ≡ Π2n for short, where 2n is the size of the matrix H .
2. Definitions and Preliminaries
Some definitions and preliminaries are presented in this section, where many
definitions and propositions are quoted from [16], most of which can be trivially
extended to the complex matrix H .
Definition 2.1. Let G ∈ C2n×2m, where m ≤ n. G is a Π±-matrix if GΠ2m =
±Π2nG, that is, G is of the form
G =
[
G1 G2
±G2 ±G1
]
with G1, G2 ∈ Cn×m. (2)
Denote by Π±2n×2m the set of all 2n × 2m Π±-matrices. When m = n, we
simply write Π±2n for Π
±
2n×2n.
Definition 2.2. Let G ∈Π±2n as in (2) and set
G1i = G1(1 : i, 1 : i), G2i = G2(1 : i, 1 : i).[
G1i G2i
±G2i ±G1i
]
is called the i-th Π±-leading principal submatrix of G and its
determinant is called the i-th Π±-leading principal minor of G.
Definition 2.3. Let G ∈Π±2n×2m as in (2).
1. G is Π±-upper (Π±-quasi-upper) triangular, if G1 is upper (quasi-upper)
triangular and G2 is strictly upper triangular.
Denote by U±2n×2m (qU
±
2n×2m) the set of all 2n × 2m Π±-upper (Π±
quasi-upper) triangular matrices, and write, for short, U±2n = U
±
2n×2n and
qU±2n = qU
±
2n×2n.
3
2. G is Π±-diagonal (Π±-quasi-diagonal), if G1 is diagonal (quasi-diagonal)
and G2 is diagonal.
Denote by D±2n×2m (qD
±
2n×2m) the set of all 2n× 2m Π±-diagonal (Π±-
quasi-diagonal) matrices, and write, for short, D±2n = D
±
2n×2n and qD
±
2n =
qD±2n×2n.
Let Jn be the set of all n×n diagonal matrices with ±1 on the main diagonal
and set
Γ2n = {diag(J,−J) : J ∈ Jn}.
Note that Γ0 = diag(In,−In) ∈ Γ2n.
Definition 2.4. 1. Let G ∈ Π−2n as in (2). G is Π−-Hermitian (Π−-
Hermitian-tridiagonal) with respect to Γ = diag(J,−J) ∈ Γ2n if JG1
is Hermitian (Hermitian-tridiagonal) and JG2 is symmetric (diagonal).
2. Let G ∈ Π+2n as in (2). G is Π+-Hermitian (Π+-Hermitian-tridiagonal)
with respect to Γ = diag(J,−J) ∈ Γ2n if JG1 is Hermitian (Hermitian-
tridiagonal) and JG2 is skew-symmetric (zero matrix).
Remark 1. 1. Both Π−-Hermitian and Π+-Hermitian matrices G, with
respect to Γ ∈ Γ2n, satisfy (ΓG)H = ΓG.
2. H is Π−-Hermitian with respect to Γ0. And both H
2 and H 4 are
Π+-Hermitian with respect to Γ0.
The following result characterizes the proposition of the eigenvalues of the
matrix G ∈Π−2n, and then H .
Proposition 2.5. Let G ∈Π−2n. Then G has 2n eigenvalues appearing in pairs
(λ,−λ), which degenerates to (λ,−λ) for real λ.
Proof. It holds that
det(G− λI) = (−1)n det(GΠ − λΠ) = (−1)n det(−ΠG− λΠ) = det(G+ λI),
then the assertion follows immediately. ✷
Definition 2.6. Q ∈ Π+2n×2m is Γ-orthonormal with respect to Γ ∈ Γ2n if
Γ ′ := QHΓQ ∈ Γ2m; if also m = n, we say it is Γ-unitary with respect to Γ .
Denote by OΓ2n×2m the set of all 2n× 2m Γ-orthnormal matrices and write
OΓ2n = O
Γ
2n×2n for simplicity. Often, for short, we say Q ∈ OΓ2n×2m is Γ-
orthnormal (Γ-unitary), which implies that there exists some Γ ∈ Γ2n such that
QHΓQ ∈ Γ2m(Γ2n). More propositions on matrices in OΓ2n please refer to [16].
The following lemmas further illustrate the eigen-structure of H .
Lemma 2.7. It holds that Γ0H Γ0 = H
H .
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Proof. It can be verified directly. ✷
Lemma 2.8. Let (λ,x) be an eigenpair of H , then
(−λ,Πx) is also an eigen-
pair of H . Furthermore, if Im(λ) 6= 0, then (−λ, (Γ0Πx)T ) and (λ, (Γ0x)H)
act as the left eigenpairs of H .
Proof. The results follow from Lemma 2.7 and the fact H Π = −ΠH . ✷
Lemma 2.9. Let (λ,x) and (µ,y) be two eigenpairs of H with µ 6= λ, it then
holds that xHΓ0y = 0.
Proof. It follows from Lemma 2.7 that (Γ0x)
H
H = λ(Γ0x)
H , leading to
µxHΓ0y = x
HΓ0H y = λ(Γ0x)
Hy. Then the result holds since µ 6= λ. ✷
3. ΓQR Factorization and ΓQR Algorithm
In this section, the ΓQR factorization developed in [16] will be extended
to the complex Π±-matrix. Then a ΓQR algorithm similar to that in [16] is
proposed to solve the BSEP (1) with modest size.
3.1. ΓQR Factorization
Definition 3.1. G = QR is called a ΓQR factorization of G ∈ Π±2n×2m with
respect to Γ ∈ Γ2n if R ∈ U±2n×2m and Q ∈ OΓ2n with respect to Γ or if R ∈ U±2m
and Q ∈ OΓ2n×2m with respect to Γ .
We call the case that R ∈ U±2m and Q ∈ OΓ2n×2m as a skinny ΓQR fac-
torization. Theorem 3.2 reveals that (i) for a given Γ ∈ Γ2n, almost every
G ∈Π±2n×2m has a ΓQR factorization with respect to Γ ; (ii) the ΓQR factoriza-
tion is unique upon diagonal transformations, whose diagonal entries are with
moduli 1.
Theorem 3.2. Suppose that G ∈ Π±2n×2m(m ≤ n) is of full column rank and
Γ ∈ Γ2n.
(i) G has a ΓQR factorization with respect to Γ if and only if no Π−-leading
principal minor of GHΓG vanishes; and
(ii) let G = QR = Q˜R˜ be two skinny ΓQR factorizations of G with respect
to Γ , that is, Q˜HΓQ˜ = QHΓQ ∈ Γ2m, then there is a diagonal matrix
Θ = diag(D,D) with D = diag(δ1, . . . , δm), |δj | = 1, j = 1, . . . ,m, such
that Q = Q˜Θ and R = ΘHR˜. Particularly, when all diagonal entries in
the top-left quarters of R and R˜ are positive, we have Θ = I2m, implying
Q = Q˜, R = R˜.
Proof. The proof can be parallel drawn from [16]. ✷
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We can obtain a ΓQR factorization for a given G ∈ Π±2n×2m by perform-
ing a sequence of hyperbolic Householder transformations and some hyperbolic
Givens transformations. Before giving both transformations, we present the
Householder-like transformation introduced in [29], which is (J1, J2)-unitary
and can simultaneously eliminate some elements of a given vector u ∈ Ck.
Let a =
[
α1 . . . αk
] ∈ Ck(1 ≤ k ≤ n), J = diag(1, · · · , k) ∈ Jk, which
satisfy that aHJa 6= 0. Choose r (2 ≤ r ≤ k) so that raHJa > 0. Now set
Pu ∈ Ck×k be the permutation matrix which interchanges the first row and the
r-th row. Write aˆ = Pua =
[
αˆ1 · · · αˆk
]T
and Ĵ = PuJPu = diag(ˆ1, . . . , ˆk),
where ˆ1a
HJa = ˆ1aˆ
H Ĵ aˆ > 0. A Householder-like transformation proposed in
[29] is to eliminate all elements α2, . . . , αk as follows. Let
Ĥ(a)−1 = I − ˆ1
β
(aˆ− αe1)(aˆ − αe1)H Ĵ , H(a)−1 = Ĥ(a)−1Pu, (3)
where α = − sign(αˆ1)
√
ˆ1aˆH Ĵ aˆ = − sign(αˆ1)
√
ˆ1aHJa and β = α(α − αˆ1). It
then holds that
H(a)−1a = [Ĥ(a)−1Pu]a = Ĥ(a)
−1aˆ = αe1, (H(a))
HJH(a) = Ĵ . (4)
Hyperbolic Householder transformation. Let u ∈ C2n,
Γ = diag(γ1, · · · , γn,−γ1, · · · ,−γn) ∈ Γ2n,
and 1 ≤ ℓ < m ≤ n. We are to zero out either the (l + 1)-th to the m-th
elements or the (n+ l + 1)-th to the (n+m)-th elements of u by applying the
Householder-like transformation given above. There are two cases:{
Case 1: a← u(ℓ:m), J = diag(γℓ, . . . , γm);
Case 2: a← u(ℓ′:m′) with ℓ′ = ℓ+ n and m′ = m+ n, J = diag(γℓ, . . . , γm).
Using (4) we can construct a hyperbolic Householder transformation Q as
follows:
Q−1 = diag(Il−1, H
−1(u), In−m, Il−1, H
−1
(u), In−m).
Clearly, it holds that
QHΓ2nQ = Γ˜2n = diag(γ˜1, · · · , γ˜n,−γ˜1, · · · ,−γ˜n) ∈ Γ2n
with γ˜l = γr, γ˜r = γl and γ˜j = γj for j 6= l, r, where r determines the permu-
tation matrix Pu, i.e., the r-th row permute with the first row of u.
The following introduced hyperbolic Givens transformation is used to zero
out one element of a 2n-length vector.
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Hyperbolic Givens transformation. Let
[
aT bT
]T
with a, b ∈ Cn and Γ2n =
diag(γ1, · · · , γn,−γ1, · · · ,−γn) ∈ Γ2n. We are to eliminate the l-th entry of b
with the l-th one in a. Denote by α = a(l), β = b(l) and define
c =
1√
1− r2 , s =
r√
1− r2 with r =
β
α
, if |α| > |β|;
c =
r√
1− r2 , s =
1√
1− r2 with r =
α
β
, if |α| < |β|.
Now we define the hyperbolic Givens transformation Q through its inverse:
Q−1 =
[
C S
S C
]
withC = diag(1, . . . , c, 1, . . . , 1), S = diag(0, . . . , 0, s, 0, . . . , 0),
where c and s, respectively, are the l-th diagonal elements of C and S. It is
simple to verify that
Q−1Γ2nQ
−H = Γ˜2n = diag(γ˜1, . . . , γ˜n,−γ˜1, . . . ,−γ˜n),
where γ˜j = γj when j 6= l (1 ≤ j ≤ n) and γ˜l = γl(c2 − s2), suggesting that
QHΓ2nQ ≡ Γ˜2n ∈ Γ2n.
Remark 2. The hyperbolic rotation parameters c and s will not exist if |α| =
|β|. However, as claimed in [30], such a case may occur when the matrix is arti-
ficially designed. Clearly, it would be numerical instability once |α| is patholog-
ically close to |β|, where serious cancellations could occur as discussed in [29].
Nevertheless, it is possible to reorganize the computation process to successfully
avoid the cancellations (see [31]).
3.2. ΓQR Algorithm
Although the discussion in the last subsection is applicable to all Π±-
matrices, we only focus on the Π−-Hermitian matrix H with respect to Γ0 ∈
Γ2n in this subsection. We will extend the structure-preserving ΓQR algorithm
in [16] to the BSEP (1).
Generally, we shall compute a sequence of Γ-unitary matrices {Qi}, based
on the ΓQR factorizations of Hj , such that
Hj+1 = Q
−1
j HjQj, Q
H
j ΓjQj = Γj+1 for j = 1, 2, . . ., (5)
where initially H0 ≡ H . In practical, for the sake of many numerical con-
cerns, including structure preserving, numerical stability and the amount of
calculations, as in the classical QR algorithm, we firstly reduce H to a Π−-
Hermitian-tridiagonal matrix with respect to some Γ ∈ Γ2n, by applying a series
of hyperbolic Householder transformations and hyperbolic Givens transforma-
tions. Then a implicit ΓQR factorization will be proceed with, where the shift
technique is incorporated in the whole process to accelerate the convergence.
Here, we just give a condensed description of the implicit multishift ΓQR
algorithm. Readers who are interested in details please refer to [16]. Firstly,
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we reduce H to a Π−-Hermitian-tridiagonal matrix H1, and then a Γ-unitary
transformation Q is constructed to rotate the first column of p(H1) to a vector
parallel to e1, where the filtering polynomial p(x) is defined as{
p(x) = (x− λ)(x + λ) for real or purely imaginary λ;
p(x) = (x− λ)(x + λ)(x − λ)(x+ λ) for complex λ. (6)
Note that p(H1) ∈ Π+2n. Ultimately, some hyperbolic Householder transfor-
mations and hyperbolic Givens transformations, which are Γ-unitary, will be
pursued to fit Q−1H1Q to a new Π
−-Hermitian-tridiagonal matrix.
The following part devotes to reveal the convergence of the ΓQR iteration
(5) without cooperating with any shift strategies.
Lemma 3.3. Assume that all eigenvalues of H are simple, then there ex-
ist X ∈ Π+2n and Λ ∈ D−2n such that H X = XΛ. Furthermore, let P =
[e1, en+1, e2, en+2, · · · , en, e2n] ∈ R2n×2n, it then holds that
PTΛP = diag(Λ1, · · · , Λℓ)
with λ(Λi) = {±λi} or λ(Λi) = {±λi,±λi}.
Proof. Obviously, we just need to prove that for the simple eigenvalue ıω(0 6=
ω ∈ R), there exists [u v] ∈Π+2n×2 such that
H [u v] = [u v]
[
0 ω
−ω 0
]
. (7)
Let H x = ıωx with ‖x‖2 = 1, it then holds that H (Πx) = ıω(Πx), yielding
x = ̺2(Πx) with 0 6= ̺ ∈ C. Now defining x̂ ≡ ¯̺x we have H x̂ = ıωx̂ with
x̂ = Πx̂. Similarly, there exists y = Πy ∈ C2n such that H y = −ıωy. By
noting that[
0 ω
−ω 0
] [
1 ı
ı 1
]
=
[
1 ı
ı 1
] [
ıω
−ıω
]
and
[
1 ı
ı 1
]−1
=
1
2
[
1 −ı
−ı 1
]
≡ S,
it then follows that
H [x y]S = [x y]S
(
S−1
[
ıω
−ıω
]
S
)
= [x y]S
[
0 ω
−ω 0
]
. (8)
With defining [u,v] = 2eı
pi
4 [x,y]S, the result (7) holds. ✷
Theorem 3.4. Let H X = XΛ be the decomposition of H specified in Lemma
3.3, and suppose that |λ1| > · · · > |λℓ| > 0. Provided that all ΓQR factoriza-
tions of Hj in (5) exist, then if the ΓQR factorization of X with respect to Γ0
and the Π+-LU factorization of X−1 exist (see [16] for the Π+-LU factoriza-
tion), then the sequence {Hj} generated in the ΓQR iteration (5) will converge
to a Π−-quasi-diagonal matrix with its eigenvalues emerging in the order of
λ1, λ2, · · · , λℓ, as j →∞.
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Proof. The proof can be parallelly drawn from [16]. ✷
Remark 3. Actually, the ΓQR iteration (5) can be applied to a Π+-Hermitian
matrix W (defined in 2.4) with respect to Γ ∈ Γ2n. Different from the Π−-
Hermitian matrix H , when applying the ΓQR algorithm to W , it reduces W to
a Π+-Hermitian-tridiagonal matrix firstly. Then a sequence of Π+-Hermitian-
tridiagonal {Wj} are computed by the ΓQR iteration. Similarly to Theorem 3.4,
the generated sequence {Wj} will converge to a quasi-diagonal matrix T ∈Π+2n.
4. Γ-Lanczos Theory and Γ-Lanczos Algorithm
Inspired by the classical Lanczos method (please refer to [17, 19]), an honor-
able method for computing large-scale eigen-problems of Hermitian matrices, in
this section we propose a Lanczos-like algorithm, named Γ-Lanczos algorithm, to
solve the eigen-problem of the special matrix H when n is fairly large. Firstly,
a special subspace derived from the Krylov subspace will be introduced, which
is named as the Π- Krylov subspace.
4.1. Γ-Lanczos decomposition
Definition 4.1. The k-th order Π-Krylov subspace of H with respect to any
arbitrary given vector q1 ∈ C2n is defined as
K2k(H , q1) = span
{
q1,H q1, . . . ,H
k−1q1, Πq1, ΠH q1, . . . , ΠH
k−1
q1
}
.
The corresponding matrix
K2k(H , q1) =
[
q1 H q1 · · · H k−1q1 Πq1 ΠH q1 · · · ΠH
k−1
q1
]
(9)
is referred to as the k-th order Π-Krylov matrix with respect to q1.
Clearly, the definition of Π-Krylov matrix reveals that K2k(H , q1) is a Π
+
matrix. Additional, it apparently holds that ΠH p = −H Πp for any arbitrary
p ∈ C2n, which leads to the following lemma.
Lemma 4.2. For any p ∈ C2n, we have ΠH lp = (−1)lH lΠp for all l ≥ 0.
Theorem 4.3. Suppose that all Π−-leading principal minors of
KΓ0 := K
H
2k+2(H , q1)Γ0K2k+2(H , q1)
are not vanish for the given vector q1 ∈ C2n. Let
K2k+2(H , q1) = Q2k+2R2k+2
9
be a ΓQR factorization with respect to Γ0, namely Q
H
2k+2Γ0Q2k+2 = Γ2k+2 for
some Γ2k+2 ∈ Γ2k+2. Write
R2k+2 =

Rt rt Rs rs
τk+1 0
Rs rs Rt rt
0 τk+1

, R2k =
[
Rt Rs
Rs Rt
]
, (10)
Q2k+2 =
[
Uk uk+1 ΠUk Πuk+1
]
, Q2k =
[
Uk ΠUk
]
, (11)
Γ2k+2 = diag(Dk, δk+1,−Dk,−δk+1), Γ2k = diag(Dk, −Dk),
where Rt ∈ Ck×k and Rs ∈ Ck×k respectively are upper triangular and strictly
upper triangular, rt, rs ∈ Ck, τk+1 ∈ C, Uk ∈ C2n×k, uk+1 ∈ C2n, Dk ∈ Ck×k,
δk+1 ∈ C, and denote the (k, k) element of R−12k by ζkk, it then holds that
(i) R2k is nonsingular and
R−12k =
[
(Rt −RsR−1t Rs)−1 −(Rt −RsR
−1
t Rs)
−1RsR
−1
t
−(Rt −RsR−1t Rs)−1RsR−1t (Rt −RsR−1t Rs)−1
]
,
whose (1, 1) and (1, 2) blocks are upper triangular and strictly upper tri-
angular, respectively; and
(ii) K2k(H , q1) = Q2kR2k; and
(iii) QH2kΓ0Q2k = Γ2k; and
(iv) H Q2k = Q2k+2T˜2k and Q
H
2kΓ0H Q2k = Γ2k
[
T11 −T 21
T21 −T 11
]
, where T˜2k is
of the form
T˜2k =

T11 −T 21
ζkkτk+1e
T
k 0
T21 −T 11
0 −ζkkτk+1eTk
 ∈ C(2k+2)×2k (12)
with T11, T21 ∈ Ck×k respectively being unreduced tridiagonal and diagonal;
and
(v) (DkT11)
H = DkT11 with T11 being the matrix defined in (iv); and
(vi) QH2kΓ0uk+1 = 0 and Q
H
2kΓ0Πuk+1 = 0.
Proof. For the result in (i), let P ∈ R2k×2k be the permutation matrix with
P =
[
e1 ek+1 e2 ek+2 · · · ek e2k
]
,
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we then have that PTR2kP ∈ C2k×2k is an upper triangular matrix with its
diagonal elements being τ1, τ1, τ2, τ2, . . . , τk, τk, where τj are the j-th diagonal
entries of Rt for j = 1, . . . , k. Hence R2k is nonsingular as claimed. The second
part result in (i) can be verified by some simple calculations and we skip the
details.
The results in (ii), (iii) can be verified directly, and we omit the proof here.
Considering (iv), by denoting Ck+1,k ∈ R(k+1)×k the matrix which is strictly
lower triangular with its sub-diagonal elements being 1 and all others being 0,
it then follows from Lemma 4.2 that
H K2k(H , q1) = K2k+2(H , q1) diag(Ck+1,k, −Ck+1,k).
By noting K2k+2(H , q1) = Q2k+2R2k+2 and the result in (ii) we hence have
H Q2k = Q2k+2R2k+2 diag(Ck+1,k, −Ck+1,k)R−12k .
Denote the matrix that collects the first k rows of Ck+1,k by C˜. Then by the
structure of R−12k we get
M := R2k
[
C˜
−C˜
]
R−12k =
M11 −M21
M21 −M11

with
M11 = (RtC˜ +RsC˜R
−1
t Rs)(Rt −RsR
−1
t Rs)
−1,
M21 = (RsC˜ +RtC˜R
−1
t Rs)(Rt −RsR
−1
t Rs)
−1,
respectively, being unreduced upper Hessenberg and upper triangular, and
rt rs
rs rt
τk+1 0
0 τk+1
[eTk −eTk
]
R−12k =

L11 −L21
L21 −L11
ζkkτk+1e
T
k 0
0 −ζkkτk+1eTk
 ∈ C(2k+2)×2k,
where L11 =
[
0 · · · 0 ζkkrt
] ∈ Ck×k, L21 = [0 · · · 0 ζkkrs] ∈ Ck×k.
Writing
T˜2k =

M11 −M21
0 0
M21 −M11
0 0
+

L11 −L21
ζkkτk+1e
T
k 0
L21 −L11
0 −ζkkτk+1eTk
 ,
then after some simple calculations it shows that H Q2k = Q2k+2T˜2k as stated
in (iv). Furthermore, since
QH2kΓ0Q2k+2 =
[
Dk 0 0 0
0 0 −Dk 0
]
∈ C2k×(2k+2), (13)
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it straightly follows thatQH2kΓ0H Q2k = Γ2k(M+L) by defining L :=
[
L11 −L21
L21 −L11
]
.
On the other hand, Lemma 2.7 demonstrates that QH2kΓ0H Q2k is Hermitian,
leading to (MH + LH)Γ2k = Γ2k(M + L), implying that (M11 + L11) is an
unreduced tridiagonal matrix and (M21 + L21) is diagonal. Thus, it holds that
Dk(M11 + L11) is unreduced Hermitian tridiagonal, that is the result in (v).
For the results in (vi), they directly follow from equation (13). ✷
Theorem 4.3 illustrates the relationship between the ΓQR factorization of
K2k(H , q1) and K2k+2(H , q1) for any initial vector q1 ∈ C2n, provided that
the ΓQR factorization of K2k+2(H , q1) exists. In particular, we derive that
H Q2k = Q2k+2T˜2k for some T˜2k ∈ C(2k+2)×2k, a formula analogous to the one
for the classical Lanczos method. Theorem 4.4 in below further demonstrates
that the inverse of Theorem 4.3 is also valid.
Theorem 4.4. Let Q2k+2 ∈ C2n×(2k+2) and Q2k ∈ C2n×2k are of the forms
specified in (11) and there exists some matrix Γ2k+2 ∈ Γ2k+2 such that
QH2k+2Γ0Q2k+2 = Γ2k+2.
If
H Q2k = Q2k+2T˜2k, (14)
where T˜2k ∈ C(2k+2)×2k is in the form of (12) with its sub-matrices T11, T21 ∈
Ck×k respectively being unreduced tridiagonal and diagonal. Then for the first
column q1 ∈ C2n of Q2k+2 (also the first column of Q2k) we have the following
ΓQR factorization corresponding to K2k+2(H , q1):
K2k+2(H , q1) = Q2k+2R2k+2,
where R2k+2 ∈ U+2k+2 is nonsingular. Moreover, rank(K2k+2(H , q1)) = (2k +
2).
Proof. Write the j-th column of Q2k+2 as qj for j = 1, . . . , (k+1), suggesting
that the (k+1+ j)-th column of Q2k+2 is Πqj , and constitute Q2j ∈ C2n×2j as
Q2j =
[
q1 q2 · · · qj Πq1 Πq2 · · · Πqj
]
for j = 1, 2, . . . , k. For j = 2, . . . , k − 1 define S(j) ∈ C2(j+1)×2j as
S(j) =
[
T11(1 : j + 1, 1 : j) −T 21(1 : j + 1, 1 : j)
T21(1 : j + 1, 1 : j) −T 11(1 : j + 1, 1 : j)
]
,
it then follows from H Q2k = Q2k+2T˜2k that H Q4 = Q6S
(2). Furthermore,
by induction, it is simple to get H jQ4 = Q2(j+2)S
(j+1)S(j) · · ·S(2) for all j =
1, . . . , k − 1. By Lemma 4.2 and the facts that
H q1 = Q4
[
α1 γ1 η1 0
]T
, H Πq1 = Q4
[−η1 0 −α1 −γ1]T
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with α1, γ1 respectively being the corresponding (1, 1), (2, 1) elements of T11
and η1 being the (1, 1) one of T21, we obtain
H
j+1q1 = Q2(j+2)S
(j+1)S(j) · · ·S(2) [α1 γ1 η1 0]T ,
ΠH
j+1
q1 = (−1)j+1Q2(j+2)S(j+1)S(j) · · ·S(2)
[−η1 0 −α1 −γ1]T .
(15)
Additional, it holds that
q1 = Q2
[
1 0
]T
, Πq1 = Q2
[
0 1
]T
, (16)
and
ΠH q1 = −H Πq1. (17)
Now by (15), (16) and (17), some simple computations lead to K2k+2(H , q1) =
Q2k+2R2k+2 with
R2k+2 =
[
Rt Rs
Rs Rt
]
,
where Rt, Rs ∈ R(k+1)×(k+1) both are upper triangular. Moreover, being aware
that the last row of S(j+1)S(j) · · ·S(2) is [0 0 0 ̺]T for some ̺ ∈ C, hence
Rs actually is strictly upper triangular. Additionally, since for j = 1, . . . , (k+1),
the j-th diagonal elements of Rt are (γ0γ1 · · · γj−1) with γ0 = 1 and γj being
the j-th sub-diagonal entries of T11, we have that R2k+2 is nonsingular, which
is equivalent to the result we are to prove. ✷
The decomposition specified in (14) is named as a Γ-Lanczos decomposi-
tion. When amalgamating Theorem 4.3 and Theorem 4.4, we have the result
concluded in Theorem 4.5, which explicitly illuminates that the Γ-Lanczos de-
composition (14) is essentially unique for the given initial vector q1 ∈ C2n.
Theorem 4.5 (Implicity Γ-orthogonality Theorem). Let H Q2k = Q2k+2T˜2k
and H Q̂2k = Q̂2k+2T̂2k be two Γ-Lanczos decompositions, where T˜2k, T̂2k ∈
C(2k+2)×2k are in the form of (12), Q2k+2, Q̂2k+2 are Γ-orthogonal with re-
spect to Γ0, i.e., there exist two matrices Γ2k+2, Γ̂2k+2 ∈ Γ2k+2, such that
QH2k+2Γ0Q2k+2 = Γ2k+2 and Q̂
H
2k+2Γ0Q̂2k+2 = Γ̂2k+2. Provided that Q2k+2e1 =
Q̂2k+2e1, then it holds that Q̂2k+2 = Q2k+2 diag(Θ,Θ)Γ2k+2 and
T˜2k = diag(Θ,Θ)Γ2k+2T̂2k diag(Θ(1 : k, 1 : k), Θ(1 : k, 1 : k))
−1Γ2k, (18)
where Θ = diag(θ1, . . . , θk+1) ∈ C(k+1)×(k+1) with |θj | = 1 for j = 1, · · · , k + 1
and Γ2k = diag(Γ2k+2(1 : k, 1 : k),−Γ2k+2(1 : k, 1 : k)).
Proof. It follows from Theorem 4.4 that there are two nonsingular matrices
R2k+2, R̂2k+2 ∈ C(2k+2)×(2k+2) such that
K2k+2(H , Q2k+1e1) = Q2k+2R2k+2 = Q̂2k+2R̂2k+2,
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where R2k+2 and R̂2k+2 both are of the form specified in (10), leading to
(R−12k+2)
H R̂H2k+2Γ̂2k+2 = Γ2k+2R2k+2R̂
−1
2k+2.
Since R−12k+2 and R̂
−1
2k+2 are of the form illustrated in (10), it then holds that
Γ2k+2R2k+2R̂
−1
2k+2 = diag(Θ,Θ) with Θ ∈ C(k+1)×(k+1) being some diagonal
matrix, suggesting that Q̂2k+2 = Q2k+2 diag(Θ,Θ)Γ2k+2. Furthermore, by
noticing the relationship between Q2k and Q2k+2 (a same one between Q̂2k
and Q̂2k+2), we get the result (18). ✷
The Γ-Lanczos decomposition proposed in the subsection essentially is a
biorthogonal Lanczos procedure [19]. The reason is as follows. Since the decom-
position (14) is equivalent to (QH2kΓ0)H = T˜
H
2k(Q
H
2k+2Γ0), then pre-multiplying
Γ2k and post-multiplying Q2k+2 on both sides of the above equation yield
(Γ2kQ
H
2kΓ0)H Q2k+2 = Γ2kT˜
H
2k(Q
H
2k+2Γ0Q2k+2) = Γ2kT˜
H
2kΓ2k+2
≡
[
T11 ∗ −T 21 0
T21 0 −T 11 ∗
]
, (19)
where T11 and T21 are the matrices defined in (12), leading to (Q
H
2kΓ0)H (Q2kΓ2k) =
TH2k, which also is equivalent to
QH2kH
H(Γ0Q2kΓ2k) = T
H
2k, (20)
where T2k is the submatrix of T˜2k constructed by the first k and (k+2)-th, . . .,
(2k + 1)-th rows of T˜2k. Besides, (19) gives
H
H(Γ0Q2kΓ2k) = (Γ0Q2k+2)T˜2kΓ2k = (Γ0Q2k+2Γ2k+2)(Γ2k+1T˜2kΓ2k). (21)
Additional, it holds that QH2kΓ0Q2kΓ2k = I2k. Consequently, those equations
(14), (21) and (20) together reveal that the whole Γ-Lanczos process is a biorthog-
onal Lanczos procedure.
4.2. Γ-Lanczos algorithm
From subsection 4.1 we know that for the given initial vector q1 ∈ C2n with
qH1 Γ0q1 = 1, (22)
which obviously satisfies qH1 Γ0Πq1 = 0, once one Q-factor Q2k of K2k(H , q1),
which corresponds to a ΓQR factorization of K2k(H , q1), is acquired by com-
puting a factorization specified in (14), we then can obtain a Γ-orthogonal basis
for the Π-Krylov subspace K2k(H , q1). In this subsection, we will show how to
get the decomposition (14) for the given initial vector q1 ∈ C2n satisfying the
initial condition (22).
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Write the j-th column of Q2k+2 as qj , implying the (k+1+ j)-th column of
Q2k+2 is Πqj , and collect the first k and the (k+2)-th, . . ., (2k+1)-th columns
of Q2k+2 in Q2k, i.e.,
Q2k+2 =
[
q1 · · · qk+1 Πq1 · · · Πqk+1
]
,
Q2k =
[
q1 · · · qk Πq1 · · · Πqk
]
.
Let Γ2k+2 = diag(DΓ ,−DΓ ) ∈ C(2k+2)×(2k+2) be the diagonal matrix satisfying
QH2k+2Γ0Q2k+2 = Γ2k+2 (23)
and denote its diagonal entries by δ1, δ2, . . . , δk+1,−δ1,−δ2, . . . ,−δk+1. Obvi-
ously, δ1 = 1 due to the initial condition (22). Since theorem 4.3 illustrates
that diag(δ1, . . . , δk)T˜2k(1 : k, 1 : k) is a Hermitian matrix, we consequently can
write the submatrices T˜2k(1 : k + 1, 1 : k) and T˜2k(k + 2 : 2(k + 1), 1 : k) as
T˜2k(1 : k + 1, 1 : k) =

α1
δ2
δ1
β1
β1 α2
δ3
δ2
β2
β2 α3
δ4
δ3
β3
. . .
. . .
. . .
βk−2 αk−1
δk
δk−1
βk−1
βk−1 αk
βk

∈ C(k+1)×k,
(24)
T˜2k(k + 2 : 2(k + 1), 1 : k) =

γ1
γ2
. . .
γk
0
 ∈ C(k+1)×k, (25)
respectively, where αj ∈ R and βj , γj ∈ C for j = 1, . . . , k.
Apparently, to get the decomposition (14) for the given vector q1 ∈ C2n,
we just need to compute Q2k+2 and those αj , βj , γj , δj. Analogously to the
classical Lanczos method, we can compute Q2k+2 and T˜2k column by column.
The details are as follows.
Now regarding the first column of (14), which is
H q1 = α1q1 + β1q2 + γ1Πq1, (26)
by sequentially pre-multiplying qH1 Γ0 and (Πq1)
HΓ0 on both sides of (26) and
noting the orthogonal prerequisite (23) we should set
α1 = q
H
1 Γ0H q1 ∈ R, γ1 = −(Πq1)HΓ0H q1. (27)
Moreover, by defining
z2 = H q1 − α1q1 − γ1Πq1, (28)
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it is easy to check that zH2 Γ0q1 = 0, z
H
2 Γ0(Πq1) = 0 and z
H
2 Γ0z2 is a real
number. Additional, zH2 Γ0Πnz2 = 0 is trivial. Clearly, by setting z2 = β1q2
(satisfying qH2 Γ0(Πq2) = 0), since q2 ∈ C2n should satisfy qH2 Γ0q2 = δ2 and
zH2 Γ0z2 = |β1|2δ2, we get
δ2 = sign(z
H
2 Γ0z2). (29)
Consequently, we can take
β1 =
√
|zH2 Γ0z2|, q2 =
1
β1
z2. (30)
Provided that we have acquired the first j columns of T˜2k, the first (j + 1)
columns of Q2k, and δ1, . . . , δj+1 with j ≥ 1, implicating that the (k + 1)-th,
. . ., (k + j + 1)-th columns of Q2k have already been computed, then we are to
calculate the (j + 1)-th column of T˜2k, the (j + 2)-th column of Q2k and also
the scalar δj+2.
Upon comparing the (j + 1)-th column of (14), it holds that
H qj+1 =
δj+1
δj
βjqj + αj+1qj+1 + βj+1qj+2 + γj+1(Πqj+1). (31)
Similarly to the process to get the first column of T˜2k and the second column
of Q2k, it is necessary to take{
αj+1 = δj+1q
H
j+1Γ0H qj+1,
γj+1 = −δj+1(Πqj+1)HΓ0H qj+1, (32)
due to the Γ-orthogonal postulation QH2kΓ0Q2k = Γ2k. For αj+1 in (32), it holds
that αj+1 ∈ R. Additional, let
zj+2 = H qj+1 − δj+1
δj
βjqj − αj+1qj+1 − γj+1(Πqj+1), (33)
then analogously to the vector z2, zj+2 enjoys some properties listed in Lemma 4.6.
Lemma 4.6. For zj+2 ∈ C2n it holds that
(i) zHj+2Γ0ql = 0 and z
H
j+2Γ0(Πql) = 0 for all l = 1, . . . , (j + 1); and
(ii) zHj+2Γ0zj+2 is a real number.
Proof. Firstly, some directly calculations show that
zHj+2Γ0ql =

qHj+1H
HΓ0ql, l = 1, . . . , (j − 1);
qHj+1H
HΓ0qj − δj+1βj , l = j;
qHj+1H
HΓ0qj+1 − δj+1αj+1, l = j + 1.
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Moreover, Lemma 2.7, the decomposition (14) and the definition αj+1 specified
in (32) will cooperatively certificate that
qHj+1H
HΓ0ql = 0 for l = 1, . . . , (j − 1),
qHj+1H
HΓ0qj = δj+1βj , q
H
j+1H
HΓ0qj+1 = δj+1αj+1,
leading to the result we are to prove. And for the second result in (i), it can be
proved in the same way, we hence omit the details here. For the result in (ii),
it holds that zHj+2Γ0zj+2 = z
H
j+2Γ0H qj+1 = q
H
j+1H
HΓ0H qj+1 − 1δj |βj |2 −
1
δj+1
|αj+1|2 + 1δj+1 |γj+1|2, which is a real scalar. ✷
Lemma 4.6 fundamentally guarantees no interruptions of the computing pro-
cedure for the (j + 2)-th column qj+2 in Q2k and the (j + 1)-th subdiagonal
entry βj+1 in T˜2k. To this end, we set βj+1qj+2 = zj+2. On the other hand,
qHj+2Γ0qj+2 = δj+2 gives z
H
j+2Γ0zj+2 = |βj+1|2δj+2, suggesting
δj+2 = sign(z
H
j+2Γ0zj+2). (34)
Furthermore, βj+1 can be arranged as a real scalar, that is,
βj+1 =
√
|zHj+2Γ0zj+2|, (35)
and qj+2 can be obtained as
qj+2 =
1
βj+1
zj+2. (36)
It is worthwhile to point out that the computing process of the Γ-Lanczos
decomposition (14) can proceed without hindrance only when no subdiagonal
elements βj equal to zero. Otherwise, breakdown will happen. Without loss of
generality, we assume that |zHj+1Γ0zj+1| = 0 with zj+1 = H qj− δjδj−1 βj−1qj−1−
αjqj − γj(Πqj), leading to βj = 0, then
H Q2j = Q2jT2j , T2j =
[
T11 −T 21
T21 −T 11
]
,
where T11 ∈ Cj×j is some tridiagonal matrix and T21 ∈ Cj×j is some diagonal
matrix. By noting that QH2jΓ0Q2j = Γ2j for some matrix Γ2j ∈ Γ2j , it then
holds that
(Γ2jQ
H
2jΓ0)H Q2j = T2j.
Lemma 4.7 in the subsequent subsection demonstrates that Q2j can be expanded
to a nonsingular matrix Q ∈ C2n×2n with Q = [Q2j Qu], such that QHΓ0Q =
diag(Γ2j , Γ2n−2j) for some Γ2n−2j ∈ Γ2n−2j . Accordingly, we have Q−1 =
diag(Γ2j , Γ2n−2j)Q
HΓ0 and
Q−1H Q =
[
T2j Γ2jQ
H
2jΓ0H Qu
0 Γ2n−2jQ
H
u Γ0H Qu
]
,
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Algorithm 1 Γ-Lanczos Algorithm
Input: H , Γ0, initial vector q1 ∈ C2n satisfying (22) and k;
Output: Q2k ∈ OΓ2n×2k with respect to Γ0, Γ2k = QH2kΓ0Q2k ∈ Γ2k, T˜2k ∈
C(2k+2)×2k being the form specified in (24) and (25).
1: Set Γ2k(1, 1) = 1 and Γ2k(k + 1, k + 1) = −1.
2: Compute α1 and γ1 by (27).
3: Compute δ2, β1 and q2 by (29) and (30), respectively.
4: Set j=2;
5: for j = 2 : 1 : k − 1 do
6: Compute αj and γj by (32).
7: Compute δj+1, βj and qj+1 by (34), (35) and (36), respectively.
8: end for
9: Compute zk+1 ∈ C2n by (33).
10: Compute αk, γk and βk by (32) and (35), respectively.
implying that λ(T2j) ⊆ λ(H ). Consequently, we can acquire some eigenvalues
of H by computing all eigenvalues of T2j , which is of small size.
We synthesize the procedure of computing the Γ-Lanczos decomposition (14)
in algorithm 1.
Remark 4. Here, Γ-Lanczos Algorithm 1 focuses on computing some extreme
eigenpais of H , i.e., those eigenvalues with maximum and minimum moduli
and their associated eigenvectors. However, if some eigenvalues around σ ∈ C
are needed, the double-shift-invert technique and the Γ-Lanczos algorithm will
cooperate to catch them and also their associated eigenvectors. In detail, define
W = (H − σI2n)(H + σI2n) ≡ H 2 − σ2I2n,
and
W = (H −σI2n)(H +σI2n)(H −σ¯I2n)(H +σ¯I2n) ≡ H 4−(σ2+σ2)H +|σ|4I2n,
when σ is real / purely imaginary and complex. It is easily checked that W is a
Π+-Hermitian matrix with respect to Γ0 ∈ Γ2n. According to Remark 3, there
exists a Γ -unitary matrix Q such that Q−1W Q is a Π+-Hermitian-tridiagonal
matrix with respect to some Γ2n ∈ Γ2n. As a result, the proposed Γ-Lanczos al-
gorithm can be applied to W −1 implicitly for the computation of any designed
eigenpairs.
4.3. Error bounds
Lemma 4.7. For any arbitrary Q1 ∈ OΓ2n×2k, if QH1 Γ2nQ1 = Γ2k for Γ2n ∈
Γ2n, Γ2k ∈ Γ2k and write Γ2k = diag(DΓ2k ,−DΓ2k), then there exists some
matrix Q2 ∈ OΓ2n×(2n−2k) such that Q =
[
Q1 Q2
] ∈ C2n×2n is nonsingular
and satisfies QHΓ2nQ = diag(Γ2k, Γ2n−2k) with Γ2n−2k ∈ Γ2n−2k.
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Proof. Since for the two given matrices Q1 and Γ2n there exists a ΓQR factor-
ization of Q1 with respect to Γ2n, which is written as Q1 = PR with P ∈ OΓ2n,
R ∈ U+2n×2k, PHΓ2nP = Γ˜2n for Γ˜2n ∈ Γ2n, it then holds that RH Γ˜2nR = Γ2k,
which is equivalent to
RH1 DΓ˜2nR1 −RH2 DΓ˜2nR2 = DΓ2k , RT2 DΓ˜2nR1 = RT1 DΓ˜2nR2, (37)
where R =
[
R1 R2
R2 R1
]
, R1, R2 ∈ Cn×k and Γ˜2n = diag(DΓ˜2n ,−DΓ˜2n). By
noticing the structures of R1 and R2, which are upper triangular and strictly
upper triangular, respectively, we get that R1 is diagonal and R2 = 0 upon
comparing each entry of both sides of the two equations in (37). Furthermore,
D
Γ˜2n
(1 : k, 1 : k) = DΓ2k and the modulus of all diagonal elements of R1
equal to 1, yielding that Q1 =
[
P (:, 1 : k)Θ P (:, n+ 1 : n+ k)Θ
]
with Θ =
diag(θ1, . . . , θk), |θj | = 1 for j = 1, . . . , k. Hence by taking
Q2 =
[
P (:, k + 1 : n) P (:, n+ k + 1 : 2n)
]
,
the result follows directly. ✷
Now applying Lemma 4.7 to the matrix Q2k+2 ∈ C2n×(2k+2) in (14), which
is obtained via pursuing the Γ-Lanczos algorithm in the previous subsection, we
then get there exists Qu ∈ OΓ2n×(2n−2k−2) with QHu Γ0Qu = Γ2n−2k−2 for some
Γ2n−2k−2 ∈ Γ2n−2k−2, such that Q :=
[
Q2k+2 Qu
] ∈ C2n×2n is nonsingular
withQ−1 = diag(Γ2k+2, Γ2n−2k−2)Q
HΓ0 and satisfiesQ
HΓ0Q = diag(Γ2k+2, Γ2n−2k−2).
Pre-multiplying Q−1 on both sides of (14) gives Q−1H Q2k =
[
T˜ T2k 0
]T
. Fur-
thermore, let P ∈ R2n×2n be the permutation matrix with
P = [ e1 · · · ek ek+2 · · · e2k+1 ek+1 e2k+2 e2k+3 · · · e2n ],
we then have
PTQ−1H QP =

H11 δkδk+1βkek −δkδk+1βke2k 0
βke
T
k
−βkeT2k
H22 H23
0 H32 H33
 (38)
with
H11 =
[
T˜2k(1 : k, 1 : k) −T˜ 2k(k + 2 : 2k + 1, 1 : k)
T˜2k(k + 2 : 2k + 1, 1 : k) −T˜ 2k(1 : k, 1 : k)
]
,
H22 =
[
δk+1
−δk+1
] [
qk+1 Πqk+1
]H
Γ0H
[
qk+1 Πqk+1
]
,
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H23 =
[
δk+1
−δk+1
] [
qk+1 Πqk+1
]H
Γ0HQu,
H32 = Γ2n−2k−2Q
H
u Γ0H
[
qk+1 Πqk+1
]
, H33 = Γ2n−2k−2Q
H
u Γ0HQu,
where δk and δk+1, respectively, are the k-th and (k + 1)-th diagonal entries
of Γ2k+2, and qk+1 and Πqk+1 are the (k + 1)-th and (2k + 2)-th columns of
Q2k+2. Hence accordingly, in case that βk = 0, it will holds that we can obtain
some eigenvalues of H by computing those of H11. More specifically, we will
have the following theorem.
Theorem 4.8. For those matrices defined above, if H11x = νx with 0 6= x ∈
C2k and ν ∈ C, it then holds that
(i) ‖Q−1(H Q2k−Q2kH11)‖2 = min{‖Q−1(H Q2k−Q2kS)‖2 : ∀S ∈ C2k×2k} ≡
|βk+1|; and
(ii) H Q2kx−νQ2kx = βkξkqk+1−ξ2kβkΠqk+1, where ξk and ξ2k respectively
are the k-th and 2k-th elements of x.
Proof. Since Q−1H Q2k = PP
TQ−1H Q2k = P
[
HT11 βkek −βke2k 0
]T
due to (38), where ek, e2k ∈ C2k here, it holds that
Q−1(H Q2k −Q2kS)
=P
[
HT11 βkek −βke2k 0
]T −Q−1QP [e1 · · · e2k]S
=P
[
(H11 − S)T βkek −βke2k 0
]T
,
leading to
‖Q−1(H Q2k −Q2kS)‖2 = ‖
[
(H11 − S)T βkek −βke2k 0
]T ‖2 ≥ |βk|,
which obviously achieves its minimum when S = H11.
For the result in (ii), it follows from the decomposition (14) and the equation
(38) that
H Q2kx = Q2kH11x+
[
qk+1 Πqk+1
] [ βkeTk
−βkeT2k
]
x,
indicating that H Q2kx− νQ2kx = βk(eTk x)qk+1−βk(eT2kx)Πqk+1. Hence the
result follows immediately. ✷
Theorem 4.8 demonstrates that for the given matrix Q ∈ C2n×2n, whose first
(2k+2) columns are computed by the Γ-Lanczos algorithm,H11 will be the best
candidate, in some norm minimizing sense, with its eigenvalues to approximate
those of H . Actually, H11 acts as the Rayleigh quotient for the matrix H ,
similarly to that for Hermitian matrices. In addition, the result in (ii) reveals
that ‖H Q2kx − νQ2kx‖2 ≤ (|βkξk| + |βkξ2k|)‖qk+1‖2 and ‖Q−1(H Q2kx −
νQ2kx)‖2 ≤ |βk|
√
|ξk|2 + |ξ2k|2, illustrating in theory how good it is when we
use (ν,Q2kx) to approximate one eigenpair of H .
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4.4. Convergence theorem
In this subsection, we will analyze the convergence rate of the Π-Krylov
subspace in Definition 4.1 to the eigenspace of H corresponding to the largest
eigenvalues in absolute value.
Firstly, we introduce a definition for measuring the distance between two
subspaces.
Definition 4.9. ([32]) Let U and V be two subspaces of Cn with dimensions p
and l, respectively, and p ≤ l. We call the value
dist(U ,V) = max
u∈U
‖u‖2=1
min
v∈V
‖u− v‖2
as the distance between U and V .
For simplicity, in what follows we always assume that all eigenvalues of H are
semi-simple, and λ1 = ρe
ıθ is neither real nor purely imaginary with
|λ1| = |λ2| = |λ3| = |λ4| > |λ5| ≥ · · · ≥ |λ2n|. (39)
Let x1, · · · ,x2n be the eigenvectors of H corresponding to λ1, . . . , λ2n, respec-
tively, where ‖xj‖2 = 1 for j = 1, · · · , 2n. According to Lemma 2.8, we can
rearrange the eigenvalues in (39) as
λ2 = −λ1, λ3 = λ1, λ4 = −λ1 and x4 = Πx1, x3 = Πx2. (40)
From the above assumption, it follows that x1, · · · ,x2n are linearly independent,
suggesting that the vector q1 in (9) can be written as a linear combination of
all eigenvectors of H :
q1 =
2n∑
j=1
ajxj . (41)
Define
X1 = [x1,x2,x3,x4] and X1 = span{x1,x2,x3,x4}. (42)
Let pk and p̂k be two polynomials of degree k in the following form (for conve-
nience, we suppose k is even):
pk(z) = ζ1
(
z
λ1
)k
+ ζ2
(
z
λ1
)k−1
, p̂k(z) = ζ̂1
(
z
λ1
)k
+ ζ̂2
(
z
λ1
)k−1
(43)
with z ≡
[
ζ1 ζ2 ζ̂1 ζ̂2
]T
∈ C4. By (41) and Lemma 2.8, we have
g ≡ pk(H )q1 + p̂k(H )Πq1
=
2n∑
j=1
ajpk(H )xj +
2n∑
j=1
aj p̂k(H )Πxj ∈ K2k+2(H , q1). (44)
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Extract the first four terms of (44) from g as
ĝ =
4∑
j=1
aj(pk(H )xj +
4∑
j=1
aj p̂k(H )Πxj) =
4∑
j=1
ajpk(λj)xj +
4∑
j=1
aj p̂k(−λj)Πxj
= X1

a1pk(λ1) + a4p̂k(λ1)
a2pk(−λ1) + a3p̂k(−λ1)
a3pk(λ1) + a2p̂k(λ1)
a4pk(−λ1) + a1p̂k(−λ1)

= X1

a1 a1 a4 a4
a2 −a2 a3 −a3
a3e
−ı2kθ a3e
−ı2(k−1)θ a2e
−ı2kθ a2e
−ı2(k−1)θ
a4e
−ı2kθ −a4e−ı2(k−1)θ a1e−ı2kθ −a1e−ı2(k−1)θ
z
≡ X1Φz ∈ X1. (45)
By denoting
E =
[
1 1
1 −1
]
, F =
[
1
τ
]
with τ = eı2θ, (46)
the matrix Φ in (45) can be rewritten as
Φ =
[ [
a1 ⊕ a2
]
E
[
a4 ⊕ a3
]
E
e−ı2kθ
[
a3 ⊕ a4
]
EF e−ı2kθ
[
a2 ⊕ a1
]
EF
]
. (47)
If a1a2 6= 0, then Φ can be further decomposed into
Φ =
[
I2
e−ı2kθ
[
a2 ⊕ a1
]] [ [a1 ⊕ a2] 0[
a3
a2
⊕ a4
a1
]
EFE−1 Φ̂
] [
E
[
a4
a1
⊕ a3
a2
]
E
0 E
]
, (48)
where
Φ̂ = EFE−1 − [a3a2 ⊕ a4a1 ]EFE−1 [a4a1 ⊕ a3a2 ]
=
1
2
[
(1 + τ)(1 − a3a4
a1a2
) (1− τ)(1 − |a3|2|a2|2 )
(1− τ)(1 − |a4|2|a1|2 ) (1 + τ)(1 −
a3a4
a1a2
)
]
. (49)
Consequently, Φ is invertible if and only if Φ̂ is nonsingular with the assumption
a1a2 6= 0. Actually, based on the above analysis, we can get the same conclusion
when a3a4 6= 0. Thus, without loss of generality, we can always require a1a2 6= 0
in (41).
Theorem 4.10. Let H have semi-simple eigenvalues in the order of (39) and
(40). Suppose k (be even) steps of Γ-Lanczos algorithm are performed with q1
in the form of (41). If a1a2 6= 0 and the matrix Φ̂ in (49) is nonsingular, then
we have
dist(X1,K2k+2(H , q1)) ≤
√
2‖Φ−1‖2‖(XH1 X1)−
1
2 ‖2
2n∑
j=5
|aj |
∣∣∣∣λjλ1
∣∣∣∣k−1 , (50)
where Φ is defined in (45), and X1 and X1 in (42).
22
Proof. For any given x ∈ X1 with ‖x‖2 = 1, there exists a vector b ∈ C4 such
that x = X1b. Then we have
‖x‖22 = ‖X1b‖22 = bHXH1 X1b = ‖(XH1 X1)
1
2 b‖22 = 1,
leading to
‖b‖2 = ‖(XH1 X1)−
1
2 (XH1 X1)
1
2 b‖2 ≤ ‖(XH1 X1)−
1
2 ‖2‖(XH1 X1)
1
2 b‖2 = ‖(XH1 X1)−
1
2 ‖2.
(51)
Since a1a2 6= 0 and Φ̂ is nonsingular, we can take the coefficients of pk and p̂k
in (43) to be
z =
[
ζ1 ζ2 ζ̂1 ζ̂2
]T
= Φ−1b. (52)
Let g(x) = pk(H )q1 + p̂k(H )Πq1 ∈ K2k+2(H , q1). Based on the above
analysis, we get
‖x− g(x)‖2 = ‖x− (pk(H )q1 + p̂k(H )Πq1)‖2
=
∥∥∥∥∥∥X1b−X1Φz −
2n∑
j=5
ajpk(λj)xj −
2n∑
j=5
aj p̂k(−λj)Πxj
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
2n∑
j=5
ajpk(λj)xj +
2n∑
j=5
aj p̂k(−λj)Πxj
∥∥∥∥∥∥
2
≤
2n∑
j=5
|aj |
[∥∥∥∥∥
(
ζ1
(
λj
λ1
)k
+ ζ2
(
λj
λ1
)k−1)
xj
∥∥∥∥∥
2
+
∥∥∥∥∥
(
ζ̂1
(
λj
λ1
)k
+ ζ̂2
(
λj
λ1
)k−1)
Πxj
∥∥∥∥∥
2
]
≤
2n∑
j=5
|aj |
(
|ζ1|
∣∣∣∣λjλ1
∣∣∣∣k + |ζ2| ∣∣∣∣λjλ1
∣∣∣∣k−1 + |ζ̂1| ∣∣∣∣λjλ1
∣∣∣∣k + |ζ̂2| ∣∣∣∣λjλ1
∣∣∣∣k−1
)
≤
2n∑
j=5
|aj |
∣∣∣∣λjλ1
∣∣∣∣k−1 ‖z‖1 ≤ √2 2n∑
j=5
|aj |
∣∣∣∣λjλ1
∣∣∣∣k−1 ‖z‖2 ≤ √2‖Φ−1‖2 2n∑
j=5
|aj |
∣∣∣∣λjλ1
∣∣∣∣k−1 ‖b‖2
≤
√
2‖Φ−1‖2‖(XH1 X1)−
1
2 ‖2
2n∑
j=5
|aj |
∣∣∣∣λjλ1
∣∣∣∣k−1 .
By Definition 4.9, we obtain
dist(X1,K2k+2(H , q1)) ≤ max
x∈X1
‖x‖2=1
‖x− g(x)‖2 ≤
√
2‖Φ−1‖2‖(XH1 X1)−
1
2 ‖2
2n∑
j=5
|aj |
∣∣∣∣λjλ1
∣∣∣∣k−1 ,
the result to be proved. ✷
Provided that all eigenvalues of H are semi-simple, Theorem 4.10 illustrates
the distance between the Π-Krylov subspace K2k+2(H , q1) and the invariant
subspace X1 associated with the eigenvalues {λ1,−λ, λ1,−λ1}, whose moduli are
the greatest. The inequality (50) reveals that such distance dist(X1,K2k+2(H , q1))
relies upon the gap between |λ1| and absolute values of the rest eigenvalues,
bearing a strong resemblance to the power method (please refer to [18]).
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5. Numerical Results
In this section, we will solve two Bethe-Salpeter eigenvalue problems to test
the efficiency of our ΓQR algorithm and Γ-Lanczos algorithm. Let the cor-
responding matrix be H . To show the relative accuracy of those computed
eigenvalues by both methods, we use the shift-and-invert technique to refine
those approximate eigenvalues, and then use them as the exact eigenvalues of
H . Specifically, let λj , j = 1, 2, . . . be the j-th “exact” eigenvalue of H and let
(µj , zj), j = 1, 2, . . . be the corresponding approximate eigenpairs. The relative
errors e(µj) of µj is
e(µj) =
|µj − λj |
|λj | , j = 1, 2 . . . .
Besides, in the following numerical results the norm of the residual r(µj , zj) of
(µj , zj) will be given, i.e.,
r(µj , zj) =
‖H zj − µjzj‖1
(‖H ‖1 + |µj |)‖zj‖1 , j = 1, 2 . . . .
For the sake of fairness we code all programs. All numerical computations
are carried out by running MATLAB Version 2016b, on a Lenovo Pro with
a 2.60GHz Intel Core i5-3230M CPU and 4GB RAM, with machine epsilon
eps = 2.22× 10−16.
Example 5.1. In this example, A and B, respectively, come from 3Dspectral-
wave2 and dielFilterV3clx :
https://www.cise.ufl.edu/research/sparse/matrices/list by type.html.
We select the last 500 rows and columns of 3Dspectralwave2 and dielFilterV3clx,
respectively, to construct A with AH = A ∈ C500×500 and B with BT = B ∈
C500×500, leading to H ∈ C1000×1000. Here both A and B are dense matri-
ces. We use our ΓQR agorithm and the classical QR method to compute all
eigenvalues of H .
When applying the ΓQR algorithm to compute approximate eigenpairs (µj , zj),
two steps are needed:
(Si) Pursuing the inverse iteration to theΠ−-Hermitian-tridiagonal matrix G ,
where G is obtained by performing a serious Γ -unitaty transformations to
the initial H , with µ
(0)
j (the computed eigenvalues of G ) being the shifts
to acquire approximate eigenpais (µ˜j , u˜j) of G . Note that with (µ˜j , u˜j)
and all Γ -orthogonal transformations we can obtain the corresponding
approximate eigenpais (µ˜j , z˜j).
(Sii) For (µ˜j , z˜j) we perform inverse iterations on H to get the refined eigen-
pairs (µj , zj).
It is worthwhile to point that although we can obtain the approximate eigenpais
(µ
(0)
j ,u
(0)
j ) by accumulating all Γ -orthogonal transformations, such approxima-
tions are fairly poor since Γ -orthogonal transformations lose orthogonality. So
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we need employ inverse iterations as stated in step (Si), which is very cheap due
to the special structure of G , to refine (µ
(0)
j ,u
(0)
j ). Besides, step (Sii) is more
expensive then the refinement in step (Si) and one may apply it when necessary.
Tables 1 and 2 respectively display the flops and the executing times taken
by the ΓQR algorithm and the QR method, which show that our ΓQR algo-
rithm takes much less computation cost than the classical QR method. Such
superiority of the ΓQR algorithm dues to the structure-preserving property,
that is, all matrices produced by the implicit multishift ΓQR iteration keep the
Π−-Hermitian-tridiagonal structure.
Table 1: The flop counts of the ΓQR algorithm and the QR method
Method Phase Flop
ΓQR
i Π−-Hermitian-tridiagonalization on H 48n3
ii One step of implicit multishift ΓQR iteration 720n
QR
i Hessenberg reduction by Householder transfor-
mations on H
160n3
ii One step of implicit double-shift QR iteration 480n2
Table 2: The executing time of the ΓQR algorithm and the QR method
Method Phase Time (secs.)
ΓQR
i Π−-Hermitian-tridiagonalization on H 51.8
ii Implicit multishift ΓQR iterations 4730.4
QR
i Hessenberg reduction by Householder transfor-
mations on H
165.1
ii Implicit double-shift QR iterations 18095.2
The left figure in Figure 1 plots the normalized residual norms r(µ˜j) for
(µ˜j , Q˜z˜j) and r(µj) for (µj , zj), which respectively are obtained in step (Si) and
step (Sii) in ΓQR algorithm. While the right one gives the normalized residual
norms r(µj) corresponding to the QR method. The x-axis represents the moduli
of all approximate eigenvalues µj satisfying ℜ(µj) ≥ 0 and ℑ(µj) ≥ 0, which
include 128 real, 136 purely imaginary, and 118 complex eigenvalues. It shows
in Figure 1 that the normalized residual norms from step (Si) is decent and
the corresponding eigenpairs could be good enough for many applications. If
refinement is necessary, then the inverse iterations in step (Sii) is efficient.
Example 5.2. In this example, we borrow the first 10000 rows and columns
of 3Dspectralwave2, which is Hermitian, to construct A, and the first 10000
of dielFilterV3clx, which is complex symmetric, to form B, leading to H ∈
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Figure 1: Normalize residual norms for approximate eigenpairs by ΓQR (left) and by
QR (right)
C20000×20000. Here, both A and B are sparse matrices. We apply the Γ-Lanczos
algorithm and the classical Arnoldi method to compute the largest two eigen-
values of H −1 in absolute value, or equivalently, the smallest two eigenvalues of
H in absolute value. In practice, we solve a linear system to calculate H −1q.
Table 3 gives the executing time for both methods, showing that the Γ-
Lanczos decomposition takes much less time than the Arnoldi decomposition.
Table 4 gives the eigenvalues computed by our Γ-Lanczos algorithm and the
Arnoldi method, where those obtained by the Γ-Lanczos algorithm preserve the
special structure of the eigenvalues of the initial matrix H , that is, complex
eigenvalues appear in quadruples. Besides, the Arnoldi method needs to com-
pute all eight eigenvalues, while our Γ-Lanczos algorithm just needs compute
two eigenvalues for it.
Table 3: The executing time by the Γ-Lanczos algorithm and the Arnoldi method
Method Phase Time (secs.)
Γ-Lanczos
i Γ-Lanczos decomposition of H 899.9
ii Implicit ΓQR algorithm 0.9648
Arnoldi
i Arnoldi decomposition of H 1484.8
ii QR method 1.6170
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Table 4: The minimum eigenvalues in absolute value
The smallest two eigenvalues in moduli
Γ-Lanczos
µ1 0.0064+0.0117i 0.0064-0.0117i -0.0064+0.0117i -0.0064-0.0117i
µ2 0.0065+0.0202i 0.0065-0.0202i -0.0065+0.0202i -0.0065-0.0202i
Arnoldi
µ1 -0.0064-0.0117i 0.0063-0.0118i -0.0063+0.0107i 0.0064+0.0207i
µ2 0.0066+0.0117i -0.0068+0.0203i 0.0065-0.0203i -0.0068-0.0026i
Figures 2 and 3 display the numerical results of e(µj) and r(µj , zj), respec-
tively, for j = 1, 2, where the x-axis denotes the steps of iteration (writing
as k), and the y-axes, respectively, denote the values of e(µj) and r(µj , zj).
Clearly, e(µj) and r(µj , zj) from the Γ-Lanczos algorithm decrease much faster
than those from the Arnoldi method, even r(µj , zj) acquired by our algorithm
is square smaller than that by the Arnoldi method. Besides, it is worthwhile
to point that when using r(µj , zj) as the stop criterion and setting the toler-
ance as r(µj , zj) ≤ 10−12, our Γ-Lanczos algorithm and the Arnoldi method,
respectively, require 15 and 30 iterations for µ1, and 17 and 42 for µ2.
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Figure 2: Relative error of eigenvalues for Γ-Lanczos and Arnoldi
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6. Conclusions
Based on the ΓQR algorithm in [16] for solving the linear response eigenvalue
problem, an efficient implicit multishift ΓQR algorithm is extended to solve
the Bethe-Salpeter eigenvalue problem with modest size, which preserves the
Π−-Hermitian structure of the initial H . Considering the large-scale Bethe-
Salpeter eigenvalue problem, a Γ-Lanczos algorithm is developed, where the
adopted special projection gives arise a small size matrix of the Π−-Hermitian
type, which actually is similar to the Rayleigh Quotient in the classical Lanczos
method. By computing the eigenvalues of the resulted small size matrix, good
approximations of the eigenpairs of H can be obtained. Essentially, the key of
both proposed algorithms is to construct some Γ-unitary transformations which
preserve the special structure of the eigenpairs of H , guaranteeing the computed
eigenpairs appear pairwise as {(λ,x), (−λ,Πx)}. Numerical experiments show
that our ΓQR algorithm and Γ-Lanczos algorithm respectively take much less
executing time than the QR method and the Arnoldi method, to achieve the
same relative accuracy of the approximate eigenvalue and also the same relative
error of the approximate eigenpair.
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