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Abstract
In this paper, the nonlinear matrix equation X + A∗F(X)A = Q is discussed. Sufficient
conditions for the existence and uniqueness of a positive semidefinite solution are derived.
Also conditions are given under which the solution depends continuously on the matrices A
and Q. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Denote the set of all n× n matrices by M(n) and the set of all n× n positive
semidefinite matrices by P(n). In this paper we are interested in solutions of
X + A∗F(X)A = Q (1)
in P(n), where A ∈M(n), Q is positive definite and F is a map from P(n) into
M(n). Note that X is a solution of (1) if and only if it is a fixed point of the map
G(X) = Q− A∗F(X)A.
In [4], El-Sayed and Ran considered the same equation, in the case that F :
P(n)→ P(n) is either monotone or anti-monotone and also in the case that F
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is anti-monotone and maps into −P(n). Other authors discussed this equation for
particular choices of the map F. For example, the case F(X) = ±X−1 is treated
in [2,5], and for F(X) = ±X−2, see [8,9]. A more general form of this map is
F(X) = ±X−m,m ∈ {2, 3, . . .}. In this case results can be found in [6,10].
In Section 2, we shall derive some necessary and sufficient conditions for the
existence of a solution. Section 3 discusses the uniqueness of a solution. Finally, in
Section 4, we shall prove that in some sense and under certain conditions the solution
depends continuously on A and Q.
The following notations will be used. With A  0 (A > 0) we denote that A
is positive semidefinite (positive definite). As a different notation for A− B  0
(A− B > 0), we will write A  B (A > B). Further, the sets [A,B] and (A,B) are
defined by
[A,B] = {C |A  C  B},
(A,B) = {C |A < C < B},
whereas LA,B denotes the line segment joining A and B, i.e.,
LA,B =
{
tA+ (1 − t)B | t ∈ [0, 1]}.
The norm which we will use in this paper is the spectral norm, i.e., the norm of a
matrix A is given by ‖A‖ = √λ+(A∗A), where λ+(A∗A) is the largest eigenvalue
of A∗A.
2. Existence of solutions
First we will derive some sufficient conditions for the existence of a solution of
(1) in the case that F : P(n)→ P(n) and in the case that F : P(n)→−P(n).
Two theorems in [4] follow directly from these results. For both cases we will give
an example.
Lemma 2.1. Let F : P(n) −→ P(n) be continuous on [0,Q].
(i) If (1) has a positive semidefinite solution X, then X  Q and A∗F(X)A  Q.
(ii) If A∗F(X)A  Q for all X ∈ [0,Q], then (1) has a solution in [0,Q].
Proof. First assume that (1) has a solution X  0. Because F maps into P(n), we
know that F(X)  0. This implies that A∗F(X)A  0, which gives
X = Q− A∗F(X)A  Q.
From X  0 it follows that
A∗F(X)A = Q−X  Q.
This proves statement (i).
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Now assume that A∗F(X)A  Q for all X ∈ [0,Q]. Then
G(X) = Q− A∗F(X)A ∈ [0,Q]
for X ∈ [0,Q]. So G maps [0,Q] into itself. Further, G is continuous on [0,Q] be-
causeF is continuous on [0,Q], so it follows from Schauder’s Fixed Point Theorem
(see [7]) that G has a fixed point in [0,Q]. This fixed point is a solution of (1) and
this proves the second part of the theorem. 
Now consider the case that F maps into the negative semidefinite matrices.
Lemma 2.2. Let F : P(n) −→ −P(n) be continuous on {X ∈ P(n) |X  Q}.
(i) If (1) has a positive semidefinite solution X, then X  Q.
(ii) If there exists a B  Q such that
Q− B  A∗F(X)A  0 (2)
for all X ∈ [Q,B], then (1) has a solution in [Q,B]. Moreover, if (2) is satisfied
for every X  Q, then all solutions of (1) are in [Q,B].
Proof. The first statement follows directly from the fact that F(X)  0 and that
X = Q− A∗F(X)A.
Now assume that there is a B  Q such that (2) holds and let X ∈ [Q,B]. Then
Q− B  A∗F(X)A  0⇐⇒ 0  −A∗F(X)A  B −Q
⇐⇒ Q  Q− A∗F(X)A = G(X)  B.
So G maps [Q,B] into itself and is continuous on this set, hence has a fixed point in
[Q,B]. This fixed point is a solution of (1).
Further, assume that (2) holds for all X  Q and let X be a solution of (1). Then
X = Q− A∗F(X)A  Q− (Q− B) = B.
This completes the proof of (ii). 
IfF is monotone, i.e., ifX  Y implies thatF(X) F(Y ), and ifA∗F(Q)A 
Q, then for all X ∈ [0,Q] it follows that
A∗F(X)A  A∗F(Q)A  Q,
so condition (ii) of Lemma 2.1 is satisfied. This proves the following corollary, which
is Theorem 2.2 in [4].
Corollary 2.1. Let F : P(n) −→ P(n) be continuous and monotone and assume
that A∗F(Q)A  Q. Then Eq. (1) has a solution in [0,Q].
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Next let F be anti-monotone, i.e., X  Y implies that F(X) F(Y ). Further,
assume that there exists an X˜0 such that Q− A∗F(X˜0)A  X˜0. Then for all X ∈
[Q, X˜0] we have that
A∗F(X)A  A∗F(X˜0)A  Q− X˜0,
so condition (ii) of Lemma 2.2 is satisfied with B = X˜0. From this, the following
corollary follows.
Corollary 2.2 (cf. Theorem 5.1 in [4]). LetF : P(n) −→ −P(n) be continuous and
anti-monotone and assume that there exists an X˜0 such that Q− A∗F(X˜0)A  X˜0.
Then Eq. (1) has a solution in [Q, X˜0].
Example 2.1. Let F(X) = Xr, 0 < r  1, and Q = I . This map F is monotone
(Theorem V.1.9 in [3]). Assume that ‖A‖ < 1 and note that
‖A‖ < 1 ⇐⇒
√
λ+(A∗A) < 1 ⇐⇒ λ+(A∗A) < 1 ⇐⇒ A∗A < I.
This implies that
A∗F(I )A = A∗IA = A∗A < I,
so it follows from Corollary 2.1 that Eq. (1) has a solution in [0, I ].
Example 2.2. LetF(X) = −X−m,m > 1, and Q = I . This map is not anti-mono-
tone. Note that −I F(X)  0 for all X  I, so −A∗A  A∗F(X)A  0. It is
easy to see that (2) is satisfied for B = I + A∗A. This implies that (1) has a solution
in [I, I + A∗A] and that all its solutions are in this interval.
3. Uniqueness of a solution
In the previous section, some conditions were derived for the existence of a solu-
tion of (1), but nothing was said about uniqueness. It is well known that if Banach’s
Fixed Point Theorem can be applied, then G has a unique fixed point. In order to be
able to apply this theorem, the mapGmust be a contraction on some complete metric
space. A sufficient condition for this to hold can be found by using the Mean-Value
Theorem.
Theorem 3.1 (cf. Theorem I.1.8 in [1]). Let F : U →M(n) (U ⊂M(n) open) be
differentiable at any point of U . Then
‖F(X)−F(Y )‖  sup
Z∈LX,Y
‖DF(Z)‖‖X − Y‖
for all X, Y ∈ U .
From now on, S(n) will denote a closed, not necessarily bounded, interval in
P(n), i.e., S(n) will be of the form [B,C] or {X ∈ P(n) |X  B} with B,C ∈
P(n). Further, let MS(n) be the smallest possible value such that
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sup
X∈S(n)
‖DF(X)‖  MS(n).
holds.
Lemma 3.1. Assume that (1) has a solution inS(n). If MS(n) · ‖A‖2 < 1, then this
solution is the only solution in S(n).
Proof. Assume that X1 and X2 are solutions of (1) in S(n) with X1 /= X2. Then
X1 −X2 = A∗F(X2)A− A∗F(X1)A = A∗(F(X2)−F(X1))A.
So
‖X1 −X2‖  ‖A‖2‖F(X2)−F(X1)‖.
With the Mean-Value Theorem it then follows that
‖X1 −X2‖  sup
Z∈LX1,X2
‖DF(Z)‖‖A‖2‖X1 −X2‖.
Because X1, X2 ∈S(n), also LX1,X2 ⊂S(n), so
sup
Z∈LX1,X2
‖DF(Z)‖  MS(n).
This implies that
‖X1 −X2‖  MS(n) · ‖A‖2‖X1 −X2‖ < ‖X1 −X2‖,
which is a contradiction, and so X1 and X2 must be equal. 
IfGmapsS(n) into itself, then the condition MS(n) · ‖A‖2 < 1 is even sufficient
for the existence of a solution.
Lemma 3.2. If G :S(n)→S(n) and MS(n) · ‖A‖2 < 1, then (1) has a unique
solution X in S(n) and
lim
k→∞G
k(X0) = X (3)
for all X0 ∈S(n).
Proof. Let X, Y  0. Then using the Mean-Value Theorem we see that
‖G(X)− G(Y )‖ = ‖A∗F(Y )A− A∗F(X)A‖
 ‖A‖2‖F(Y )−F(X)‖
 MS(n) · ‖A‖2‖X − Y‖.
So the condition that MS(n) · ‖A‖2 < 1 implies that the map G is a contraction on
S(n), which is a complete metric space, as it is a closed subset of P(n). Then it
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follows from Banach’s Fixed Point Theorem that G has a unique fixed point X in
S(n) and that (3) holds. 
Example 3.1. Let F(X) = X, Q = I,S(n) = [0, I ] and assume that ‖A‖ < 1.
Then G :S(n)→S(n). Further, F is a linear map. So its Fréchet derivative is
given by
DF(X)(H) =F(H) = H.
It is obvious that
‖DF(X)‖ = 1 ∀X ∈ P(n).
So we can take MS(n) = 1. Then it follows from Lemma 3.2 that
I = A∗XA+X
has a unique solution X in S(n) and
lim
k→∞G
k(X0) = X
for all X0 ∈S(n).
The uniqueness of the solution and the convergence ofGk(I ) to this solution were
already proven in [4, Example 2.1].
Example 3.2. LetF(X) = −X−m, with m ∈ {2, 3, . . .}, and Q = I . The equation
then becomes
X − A∗X−mA = I.
If X is a positive solution of this equation, then X > I. So let S(n) = {X ∈ P(n) |
X  I }. The Fréchet derivative of F is
DF(X)(H) =
m−1∑
j=0
X−j−1HXj−m
(here we used that m is an integer). So
‖DF(X)‖ = sup
‖H‖=1
‖DF(X)(H)‖
 sup
‖H‖=1
m−1∑
j=0
‖X−j−1‖‖H‖‖Xj−m‖
=
m−1∑
j=0
‖X−j−1‖‖Xj−m‖.
This implies that
sup
X∈S(n)
‖DF(X)‖ 
m−1∑
j=0
‖I−j−1‖‖I j−m‖ = m.
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So we can take MS(n) = m. From this it follows that (1) has a unique solution if
m‖A‖2 < 1. This and other results on this equation can be found in [10].
4. Perturbation theory
In this section we will consider the perturbed equation
X + A˜∗F(X)A˜ = Q˜, (4)
where A˜, respectively, Q˜, is a small perturbation of A, respectively, Q. Assume that
the unperturbed equation (1) has a solution X in the closed interval S(n). Then the
following proposition gives us an upper bound for ‖X − X˜‖, where X˜ denotes a
solution of (4) in S(n). This proposition does not guarantee the existence of such a
solution.
Proposition 4.1. Assume that (1) has a positive solution X in S(n). If MS(n) ·
‖A‖2 < 1 and either
(a) ‖A˜‖  ‖A‖, or
(b) ‖A˜‖ > ‖A‖ and
‖A− A˜‖ < 1 −MS(n) · ‖A‖
2
MS(n) · ‖A‖ ,
then
‖X − X˜‖  ‖A˜‖‖F(X˜)‖ + ‖A‖‖F(X)‖
1 −MS(n) · ‖A‖‖A˜‖
‖A− A˜‖
+ ‖Q− Q˜‖
1 −MS(n) · ‖A‖‖A˜‖
(5)
for all solutions X˜ of (4) (if any exist).
Proof. First we will show that MS(n) · ‖A‖‖A˜‖ < 1. In case (a) this is obvious,
because we already assumed that MS(n) · ‖A‖2 < 1. If (b) is the case, then
MS(n) · ‖A‖‖A˜‖ MS(n) · ‖A‖(‖A‖ + ‖A− A˜‖)
= MS(n) · ‖A‖2 +MS(n) · ‖A‖‖A− A˜‖
< MS(n) · ‖A‖2 +MS(n) · ‖A‖1 −MS(n) · ‖A‖
2
MS(n) · ‖A‖
= 1.
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Now let X˜ be a solution of (4). Then
X − X˜= A˜∗F(X˜)A˜− A∗F(X)A+Q− Q˜
= A˜∗F(X˜)(A˜− A)+ A˜∗(F(X˜)−F(X))A
+ (A˜∗ − A∗)F(X)A+Q− Q˜.
From this it follows that
‖X − X˜‖ (‖A˜‖‖F(X˜)‖ + ‖A‖‖F(X)‖)‖A− A˜‖
+‖A‖‖A˜‖‖F(X˜)−F(X)‖ + ‖Q− Q˜‖

(‖A˜‖‖F(X˜)‖ + ‖A‖‖F(X)‖)‖A− A˜‖
+MS(n)‖A‖‖A˜‖‖X˜ −X‖ + ‖Q− Q˜‖.
Here we used the Mean-Value Theorem. Because MS(n) · ‖A‖‖A˜‖ < 1, this last
inequality is equivalent to (5). 
Remark 4.1. If we can show that ‖F(X˜)‖ is uniformly bounded for ‖A− A˜‖ and
‖Q− Q˜‖ small enough, then (5) actually tells us that there are constants δ, C1 and
C2 such that
‖A− A˜‖ + ‖Q− Q˜‖ < δ
implies that
‖X − X˜‖  C1‖A− A˜‖ + C2‖Q− Q˜‖.
In other words, this then implies that the solution X is Lipschitz continuous with
respect to A and Q. It follows that if you know a priori that the solutions are bounded
above by a uniformly constant, then the solution X is Lipschitz continuous. For in-
stance, ifF : P(n)→ P(n), then X  Q and X˜  Q. So we can estimate ‖F(X)‖
and ‖F(X˜)‖ both by ‖Q‖.
Remark 4.2. We can also derive an upper bound for ‖X − X˜‖ if we do not require
that either (a) or (b) holds. Indeed, if we assume that MS(n) · ‖A‖2 < 1, then
‖X − X˜‖ ‖A˜∗F(X˜)A˜− A∗F(X)A‖ + ‖Q− Q˜‖
= ∥∥A∗(F(X˜)−F(X))A+ A∗F(X˜)(A˜− A)
+ (A˜∗ − A∗)F(X˜)A+ (A˜∗ − A∗)F(X˜)(A˜− A)∥∥+ ‖Q− Q˜‖
 ‖A‖2‖F(X˜)−F(X)‖ + (2‖A‖‖A˜− A‖ + ‖A˜− A‖2)
×‖F(X˜)‖ + ‖Q− Q˜‖,
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so again with the Mean-Value Theorem we get
‖X − X˜‖  ‖F(X˜)‖(2‖A‖ + ‖A− A˜‖)
1 −MS(n) · ‖A‖2 ‖A− A˜‖ +
‖Q− Q˜‖
1 −MS(n) · ‖A‖2 . (6)
Note that the upper bound (6) is an expression in terms of ‖A− A˜‖ and ‖A− A˜‖2.
Observe that a similar estimate with the roles of A and A˜, X and X˜ interchanged
also holds, provided that MS(n) · ‖A˜‖2 < 1.
Proposition 4.1 and (6) state that all solutions of (4) are close to the unique solu-
tion of (1) for ‖A˜− A‖ and ‖Q˜−Q‖ small enough. If ‖A˜‖  ‖A‖, then the solution
of (4) is also unique. If ‖A˜‖ > ‖A‖, we need a stronger condition on ‖A˜− A‖ for
the uniqueness of the solution of (4).
Proposition 4.2. Let Eqs. (1) and (4) both have a solution inS(n) and assume that
MS(n)‖A‖2 < 1. If
(a) ‖A˜‖  ‖A‖, or
(b) ‖A˜− A‖ < 1/√MS(n) − ‖A‖,
then (4) has also a unique solution in S(n).
Proof. By Theorem 4.1 it is sufficient to prove that MS(n)‖A˜‖2 < 1. If (a) holds,
then this is obvious. If (b) holds, then
MS(n) · ‖A˜‖2 = MS(n) · ‖A+ (A˜− A)‖2
 MS(n)(‖A‖ + ‖A˜− A‖)2
< MS(n)
(
1√
MS(n)
)2
= 1.
This proves the theorem. 
Note that MS(n) · ‖A‖2 < 1 if and only if ‖A‖ < 1/
√
MS(n), so the condition in
this proposition makes sense. Further, this condition is stronger than
‖A− A˜‖ < 1 −MS(n) · ‖A‖
2
MS(n) · ‖A‖ ,
as the following lemma shows.
Lemma 4.1. Let MS(n) · ‖A‖2 < 1. Then
1√
MS(n)
− ‖A‖ < 1 −MS(n) · ‖A‖
2
MS(n) · ‖A‖ . (7)
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Proof. This follows from direct computations:
MS(n) · ‖A‖2 < 1⇐⇒ M2S(n) · ‖A‖2 < MS(n)
⇐⇒ MS(n) · ‖A‖ <
√
MS(n)
⇐⇒ 1√
MS(n)
<
1
MS(n) · ‖A‖
⇐⇒ 1√
MS(n)
− ‖A‖ < 1
MS(n) · ‖A‖ − ‖A‖
= 1 −MS(n) · ‖A‖
2
MS(n) · ‖A‖
and this is equivalent to (7). 
We can now prove that if (1) has a solution inS(n) and ifMS(n) · ‖A‖2 < 1, then
if ‖A− A˜‖ and ‖Q− Q˜‖ are small enough, and if (4) has a solution X˜ in S(n), it
is the only solution of (4) in S(n) and it is close to X.
Theorem 4.1. Let A be given such that MS(n) · ‖A‖2 < 1, and let X be the unique
solution of (1) in S(n) and set b := ‖F(X)‖. Then
∀ε > 0 ∃δ > 0 :
{‖A− A˜‖ < δ,
‖Q− Q˜‖ < 4b‖A‖δ,
⇒
{
if (4) has a solution X˜ inS(n), then
it is unique in S(n) and ‖X − X˜‖ < ε.
Moreover, in this case the unique solution X˜ (as long as it exists) is a Lipschitz
continuous function of A and Q.
Proof. Let ε > 0 and define
δ := −‖A‖ +
√
‖A‖2 + ε
3b + εMS(n) (1 −MS(n) · ‖A‖
2).
Note that MS(n) · ‖A‖2 < 1 implies that δ > 0.
First we will show that
δ <
1√
MS(n)
− ‖A‖. (8)
In order to do so, note that
ε
3b + εMS(n) =
1
3b/ε +MS(n) <
1
MS(n)
.
A.C.M. Ran, M.C.B. Reurings / Linear Algebra and its Applications 346 (2002) 15–26 25
Now, we can prove (8). Indeed,
δ = −‖A‖ +
√
‖A‖2 + ε
(3b + εMS(n)) (1 −MS(n) · ‖A‖
2)
< −‖A‖ +
√
‖A‖2 + 1
MS(n)
(1 −MS(n)‖A‖2)
= 1√
MS(n)
− ‖A‖.
Take now A˜ and Q˜ such that
‖A− A˜‖ < δ, ‖Q− Q˜‖ < 4b‖A‖δ,
and assume that (4) has a solution X˜ in S(n). From Proposition 4.2 it follows that
X˜ is the unique solution of (4) in S(n). Now we will derive an upper bound of
‖X − X˜‖.
‖X − X˜‖ ‖A˜∗F(X˜)A˜− A∗F(X)A‖ + ‖Q− Q˜‖
= ‖A˜∗(F(X˜)−F(X))A˜+ A˜∗F(X)(A˜− A)
+ (A˜∗ − A∗)F(X)A˜+ (A˜∗ − A∗)F(X)(A− A˜)‖ + ‖Q− Q˜‖
 MS(n) · ‖A˜‖2‖X˜ −X‖ +
(
2‖A˜‖ + ‖A˜− A‖)
×‖A˜− A‖‖F(X)‖ + ‖Q− Q˜‖
 MS(n)
(‖A‖ + ‖A− A˜‖)2‖X − X˜‖ + b(2‖A‖ + 3‖A− A˜‖)
×‖A− A˜‖ + ‖Q− Q˜‖.
So
‖X − X˜‖  b(2‖A‖ + 3‖A− A˜‖)‖A− A˜‖ + ‖Q− Q˜‖
1 −MS(n)(‖A‖ + ‖A− A˜‖)2
.
The final step is to show that{‖A− A˜‖ < δ
‖Q− Q˜‖ < 4b‖A‖δ ⇒ ‖X − X˜‖ < ε.
For the sake of simplicity in the proof of this, we define
δ1 :=
√
‖A‖2 + ε
3b + εMS(n) (1 −MS(n) · ‖A‖
2).
Using this notation, we see that
‖X − X˜‖< b(2‖A‖ + 3δ)δ + 4b‖A‖δ
1 −MS(n)(‖A‖ + δ)2
= b(−‖A‖ + 3δ1)(−‖A‖ + δ1)− 4b‖A‖
2 + 4b‖A‖δ1
1 −MS(n)δ21
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= 3b(δ
2
1 − ‖A‖2)
1 −MS(n)δ21
=
3bε
3b+εMS(n) (1 −MS(n) · ‖A‖2)
1 −MS(n) · ‖A‖2 − εMS(n)3b+εMS(n) +
εM2
S(n)
3b+εMS(n) ‖A‖2
=
3bε
3b+εMS(n) (1 −MS(n) · ‖A‖2)
3b
3b+εMS(n) (1 −MS(n) · ‖A‖2)
= ε
which proves the first part of the theorem.
To prove the Lipschitz continuity, we apply Proposition 4.1 and Remark 4.1.
Indeed, condition (ii) of the proposition is satisfied, because
‖A− A˜‖ < δ < 1√
MS(n)
− ‖A‖ < 1 −MS(n) · ‖A‖
2
MS(n) · ‖A‖ .
Further, as F is continuous, ‖F(X˜)‖ will be uniformly bounded since X˜ is close to
X by what we have just shown. 
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