Like time complexity models that have significantly contributed to the analysis and development of fast algorithms, energy complexity models for parallel algorithms are desired as crucial means to develop energy efficient algorithms for ubiquitous multicore platforms. Ideal energy complexity models should be validated on real multicore platforms and applicable to a wide range of parallel algorithms. However, existing energy complexity models for parallel algorithms are either theoretical without model validation or algorithmspecific without ability to analyze energy complexity for a widerange of parallel algorithms.
I. INTRODUCTION
Understanding the energy complexity of algorithms is crucial important to improve the energy efficiency of algorithms [16, [25] [26] [27] and reduce the energy consumption of computing systems [17, 22, 23] . One of the main approaches to understand the energy complexity of algorithms is to devise energy models.
Significant efforts have been devoted to developing power and energy models in literature [1, 6, 7, 13-15, 19, 21] . However, there are no analytic models for multithreaded algorithms that are both applicable to a wide range of algorithms and comprehensively validated yet (cf. Table I ). The existing parallel energy models are either theoretical studies without validation or only applicable for specific algorithms. Modeling energy consumption of parallel algorithms is difficult since the energy models must take into account the complexity of both parallel algorithms and parallel platforms. The algorithm complexity results from parallel computation, concurrent memory accesses and interprocess communication. The platform complexity results from multicore architectures with deep memory hierarchy.
The existing models and their classification are summarized in Table I . To the best of our knowledge, the proposed ICE (Ideal Cache Energy) complexity model is the first energy model that covers all three aspects: i) ability to analyze the energy complexity of parallel algorithms (i.e. Energy complexity analysis for parallel algorithms), ii) applicability to a wide range of algorithms (i.e., Algorithm generality), and iii) model validation (i.e., Validation). The more details of related works and how the ICE model complements the other currently used models are described in the long version of this study [24] . The energy complexity model ICE proposed in this study is for general multithreaded algorithms and validated on three aspects: different algorithms for a given problem, different input types and different platforms. The proposed model is an analytic model which characterizes both algorithms (e.g., representing algorithms by their work, span and I/O complexity) and platforms (e.g., representing platforms by their static and dynamic energy of memory accesses and computational operations). By considering work, span and I/O complexity, the new ICE model is applicable to any multithreaded algorithms.
The new ICE model is designed for analyzing the energy complexity of algorithms and therefore the model does not provide the estimation of absolute energy consumption. The goal of the ICE model is to answer energy complexity question: "Given two parallel algorithms A and B for a given problem, which algorithm consumes less energy analytically?". Hence, the details of underlying systems [19] No General Yes POET [13] No General Yes Koala [21] No General Yes Roofline [6, 7] No General Yes Energy scalability [14, 15] Yes General No Sequential energy complexity [20] No General Yes Alonso et al. [1] Yes Algorithm-specific Yes Malossi et al. [18] Yes Algorithm-specific Yes ICE model (this study) Yes General Yes
To the best of our knowledge, the ICE model is the first validated model that supports energy complexity analysis for general multi-threaded algorithms.
(e.g., runtime and architectures) are abstracted away to keep ICE model simple and suitable for complexity analysis.
In this work, the following contributions have been made.
• Devising a new general energy model ICE for analyzing the energy complexity of a wide range of multithreaded algorithms based on their work, span and I/O complexity (cf. Section III). The new ICE model abstracts away possible multicore platforms by their static and dynamic energy of computational operations and memory access. The new ICE model complements previous energy models such as energy roofline models [6, 7] that abstract away possible algorithms to analyze the energy consumption of different multicore platforms. • Conducting two case studies (i.e., SpMV and matmul) to demonstrate how to apply the ICE model to find energy complexity of parallel algorithms. The selected parallel algorithms for SpMV are three algorithms: Compressed Sparse Column(CSC), Compressed Sparse Block(CSB) and Compressed Sparse Row(CSR)(cf. Section IV). The selected parallel algorithms for matmul are two algorithms: a basic matmul algorithm and a cacheoblivious algorithm (cf. Section V). • Validating the ICE energy complexity model with both data-intensive (i.e., SpMV) and computation-intensive (i.e., matmul) algorithms according to three aspects: different algorithms, different input types and different platforms. The results show the precise prediction on which validated SpMV algorithm (i.e., CSB or CSC) consumes more energy when using different matrix input types from Florida matrix collection [9] (cf. Section VI-A). The results also show the precise prediction on which validated matmul algorithm (i.e., basic or cacheoblivious) consumes more energy (cf. Section VI-B). The model platform-related parameters for 11 platforms, including x86, ARM and GPU, are provided to facilitate the deployment of the ICE model. Figure 1 . A shared memory model with private caches. Each core P has its own private cache of size Z and shares the (unlimited) main memory with the other cores.
II. ICE SHARED MEMORY MACHINE MODEL
Generally speaking, the energy consumption of a parallel algorithm is the sum of i) static energy (or leakage) E static , ii) dynamic energy of computation E comp and iii) dynamic energy of memory accesses E mem . The static energy E static is proportional to the execution time of the algorithm while the dynamic energy of computation and the dynamic energy of memory accesses are proportional to the number of computational operations and the number of memory accesses of the algorithm, respectively [15] . As a result, in the new ICE complexity model, the energy complexity of a multithreaded algorithm is analyzed based on its span complexity [8] (for the static energy), work complexity [8] (for the dynamic energy of computation) and I/O complexity (for the dynamic energy of memory accesses) (cf. Section III). This section describes shared-memory machine models supporting I/O complexity analysis for parallel algorithms.
We consider two available memory models that are used for multithreaded algorithms such as parallel external memory (PEM) model [2] and ideal distributed cache (IDC) model [11] . Both follows the memory model as described in Figure 1 . However, both of the models are not applicable for analyzing I/O complexity for dynamic energy consumption [24] .
In order to make our new ICE complexity model applicable to a wide range of multithreaded algorithms, we show that the cache complexity analysis using the traditional (sequential) ideal cache (IC) model [10] can be used to find an upper bound on the cache complexity of the same algorithm using the IDC model (cf. Lemma II.1). Note that the cache complexity and the I/O complexity in the private-cache memory model (cf. Figure 1 ) can be used interchangeably since one cache miss results in one memory access to the shared memory. As the sequential execution of multithreaded algorithms is a valid execution regardless of whether they are divide-or-conquer algorithms, the ability to analyze the cache complexity of multithreaded algorithms via their sequential execution in the ICE complexity model improves the usability of the ICE model.
Let Q 1 (Alg, B, Z) and Q P (Alg, B, Z) be the cache complexity of a parallel algorithm Alg analyzed in the (uniprocessor) ideal cache (IC) model [10] with block size B and cache size Z (i.e, running Alg with a single core) and the cache complexity analyzed in the (multicore) IDC model with P cores each of which has a private cache of size Z and block size B, respectively. We have the following lemma:
Lemma II.1. The cache complexity Q P (Alg, B, Z) of a parallel algorithm Alg analyzed in the ideal distributed cache (IDC) model with P cores is bounded from above by the product of P and the cache complexity Q 1 (Alg, B, Z) of the same algorithm analyzed in the ideal cache (IC) model. Namely,
Proof: (Sketch) Let Q i P (Alg, B, Z) be the number of cache misses incurred by core i during the parallel execution of algorithm Alg in the IDC model. Because caches do not interfere with each other in the IDC model, the number of cache misses incurred by core i when executing algorithm Alg in parallel by P cores is not greater than the number of cache misses incurred by core i when executing the whole algorithm Alg only by core i. That is,
On the other hand, since the number of cache misses incurred by algorithm Alg when it is executed by P cores in the IDC model is the sum of the numbers of cache misses incurred by each core during the Alg execution, we have
From Equations 3 and 4, we have
We also make the following assumptions regarding platforms.
• Algorithms are executed with the best configuration (e.g., maximum number of cores, maximum frequency) following the race-to-halt strategy. • The I/O parallelism is bounded from above by the computation parallelism. Namely, each core can issue a memory request only if its previous memory requests have been served. Therefore, the work and span (i.e., critical path) of an algorithm represent the parallelism for both I/O and computation [8] .
III. ENERGY COMPLEXITY IN ICE MODEL
This section describes the energy complexity model to find energy complexity of algorithms and consider both platform and algorithm characteristics. The energy complexity model considers three groups of parameters: machine-dependent, algorithm-dependent and input-dependent parameters. The reason to consider all three parameter-categories is that only operational intensity [28] is insufficient to capture the characteristics of algorithms. Two algorithms with the same values of operational intensity might consume different levels of energy. The reasons are their differences in data accessing patterns leading to performance scalability gap among them. For example, although the sequential version and parallel version of an algorithm may have the same operational intensity, they may have different energy consumption since the parallel version would have less static energy consumption because of shorter execution time.
The energy consumption of a parallel algorithm is the sum of i) static energy (or leakage) E static , ii) dynamic energy of computation E comp and iii) dynamic energy of memory accesses E mem : E = E static + E comp + E mem [7, 14, 15] . The static energy E static is the product of the execution time of the algorithm and the static power of the whole platform. The dynamic energy of computation and the dynamic energy of memory accesses are proportional to the number of computational operations Work and the number of memory accesses I/O, respectively. Pipelining technique in modern architectures enables overlapping computation with memory accesses [12] . Since computation time and memory-access time can be overlapped, the execution time of the algorithm is assumed to be the maximum of computation time and memory-access time [7] . Therefore, the energy consumption of algorithms is computed by Equation 6 , where the values of ICE parameters, including ε op , ε I/O , π op , and π I/O are described in Table II and computed by the Equation 7 , 8, 9, and 10, respectively. 
The dynamic energy of one operation by one core ε op is the product of the consumed power of one operation by one active core P op and the time to perform one operation. In order to compute work, span and I/O complexity of the algorithms, the input parameters also need to be considered. For example, SpMV algorithms consider input parameters including size of the matrix n × m, the maximum number of non-zero of the sparse matrix nz, the maximum number of non-zero elements in one column nc. Cache size is captured in the ICE model by the I/O complexity of the algorithm. Note that in the ICE machine model (Section II), cache size Z is a constant and may disappear in the I/O complexity (e.g., O-notation). The details of how to obtain the ICE parameters of recent platforms are discussed in the long version of this study [24] . The actual values of ICE platform parameters for 11 recent platforms are presented in Table III .
The computation time of parallel algorithms is proportional to the span complexity of the algorithm, which is T comp =
Span×F Freq
where Freq is the processor frequency, and F is the number of cycles per operation. parallelism, which is the average number of I/O ports that the algorithm can utilize per step along the span, is bounded by the computation parallelism Work Span , namely the average number of cores that the algorithm can utilize per step along the span (cf. Section II), the memory-access time T mem becomes:
Work×Freq where M is the number of cycles per cache line transfer. If an algorithm has T comp greater than T mem , the algorithm is a CPU-bound algorithm. Otherwise, it is a memory-bound algorithm.
1) CPU-bound Algorithms: If an algorithm has computation time T comp longer than data-accessing time T mem (i.e., CPU-bound algorithms), the ICE energy complexity model becomes Equation 11 which is simplified as Equation 12 .
or
2) Memory-bound Algorithms: If an algorithm has dataaccessing time longer than computation time (i.e., memorybound algorithms): T mem ≥ T comp , energy complexity becomes Equation 13 which is simplified as Equation 14 .
IV. A CASE STUDY OF SPARSE MATRIX MULTIPLICATION
SpMV is one of the most common application kernels in Berkeley dwarf list [3] . It computes a vector result y by multiplying a sparse matrix A with a dense vector x: y = Ax. SpMV is a data-intensive kernel and has irregular memoryaccess patterns. The data access patterns for SpMV is defined by its sparse matrix format and matrix input types. There are several sparse matrix formats and SpMV algorithms in literature. To name a few, they are Coordinate Format (COO), Compressed Sparse Column (CSC), Compressed Sparse Row (CSR), Compressed Sparse Block (CSB), Recursive Sparse Block (RSB), Block Compressed Sparse Row (BCSR) and so on. Three popular SpMV algorithms, namely CSC, CSB and CSR are chosen to validate the proposed energy complexity model. They have different data-accessing patterns leading to different values of I/O, work and span complexity. Since SpMV is a memory-bound application kernel, Equation 14 is applied. Due to the space constraint, only the details of computing complexity of CSB and CSC are described in the paper. CSR is the similar storage format for sparse matrices as CSC [24] . 
B. Compressed Sparse Block
Given a sparse matrix A, while CSR has good performance on SpMV y = Ax, CSC has good performance on transpose sparse matrix vector multiplication y = A T × x, Compressed sparse blocks (CSB) format is efficient for computing either Ax or A T x. CSB is another storage format for representing sparse matrices by dividing the matrix A and vector x, y to blocks. A block-row contains multiple chunks, each chunks contains consecutive blocks and non-zero elements of each block are stored in Z-Morton-ordered [5] . From Beluc et al. [5] , CSB SpMV computing a matrix with nz non-zero elements, size n × n and divided by block size β × β has span complexity O(β × log n β + n β ) and work complexity as Θ( n 2 β 2 + nz). I/O complexity for CSB SpMV is not available in the literature. We do the analysis of CSB manually by following the master method [8] . The I/O complexity is analyzed for the algorithm CSB SpMV(A,x,y) from Beluc et al. [5] . The I/O complexity of CSB is similar to work complexity of CSB O( n 2 β 2 + nz), only that non-zero accesses in a block is divided From the complexity analysis of SpMV algorithms using different layouts, the complexity of CSR-SpMV, CSC-SpMV and CSB-SpMV are summarized in Table IV .
V. A CASE STUDY OF DENSE MATRIX MULTIPLICATION
Besides SpMV, we also apply the ICE model to dense matrix multiplication (matmul). Unlike SpMV, a data-intensive kernel, matmul is a computation-intensive kernel used in high performance computing. It computes output matrix C (size n x p) by multiplying two dense matrices A (size n x m) and B (size m x p): C = A × B. In this work, we implemented two matmul algorithms (i.e., a basic algorithm and a cacheoblivious algorithm [10] ) and apply the ICE analysis to find their energy complexity. Both algorithms partition matrix A and C equally to N sub-matrices (e.g., A i with i= (1,2,..,N) ), where N is the number of cores in the platform. The partition approach is shown in Figure 2 . Each core computes a submatrix C i : C i = A i × B. Since matmul is a computation-bound application kernel, Equation 12 is applied.
A. Basic Matmul Algorithm
The basic matmul algorithm is described in Figure 3 . Its work complexity is Θ(2nmp) [29] and span complexity is Θ( 2nmp N ) because the computational work is divided equally to N cores due to matrix partition approach. When matrix size of matrix B is bigger than platform cache size, the basic algorithm loads matrix B n times (i.e., once for computing each row of C), results in nmp B cache block transfer, where B is cache block size. In total, I/O complexity of the basic matmul algorithm is Θ( nm+nmp+np B ). Applying the ICE model on this algorithm, the total energy complexity is computed as Equation 17 .
B. Cache-oblivious Matmul Algorithm
The cache-oblivious matmul (CO-matmul) algorithm [10] is a divide-and-conquer algorithm. It has work complexity the same as the basic matmul algorithm Θ(2nmp). Its span complexity is also Θ( 2nmp N ) because of the used matrix partition approach shown in Figure 2 . The I/O complexity of CO-matmul, however, is different from the basic algorithm:
) [10] . Applying the ICE model to CO-matmul, the total energy complexity is computed as Equation 18.
VI. VALIDATION OF ICE MODEL
This section describes the experimental study to validate the ICE model with different SpMV algorithms (i.e., CSC-SpMV and CSB-SpMV) and different matmul algorithms (Basic-Matmul and CO-Matmul) on two platforms (i.e, Xeon and Xeon Phi). We provide parameters required in the ICE model for a total of 11 platforms in Table III . We validate SpMV algorithms with nine different matrix-input types from Florida sparse matrix collection [9] . The details of experimental setup, how to obtain the platform parameters and input parameters are described in the long version of this study [24] .
A. Validating ICE Using Different SpMV Algorithms
The model aims to compare energy consumption of two algorithm. Therefore, we validate the ICE model by showing the comparison using the ratio of energy consumption of two algorithms. From the model-estimated data, CSB SpMV consumes less energy than CSC SpMV on both platforms. Even though CSB has higher work complexity than CSC, CSB SpMV has less I/O complexity than CSC SpMV. Firstly, the dynamic energy cost of one I/O is much greater than the energy cost of one operation (i.e., ε I/O >> ε op ) on both platforms. Secondly, CSB has better parallelism than CSC, computed by Work Span , which results in shorter execution time. Both reasons contribute to the less energy consumption of CSB SpMV. The measurement data confirms that CSB SpMV algorithm consumes less energy than CSC SpMV algorithm, shown by the energy consumption ratio between CSC-SpMV and CSB-SpMV greater than 1 in the Figure 4 and 5. For all input matrices, the ICE model has confirmed that CSB SpMV consumes less energy than CSC SpMV algorithm. Because the model has abstracted possible platform by only 4 parameters (i.e., ε op , ε I/O , π op , and π I/O ), there are the differences between the model and experiment ratios shown in the Figure 4 and 5. For accurate models that provide the precise energy estimation, the platform parameters need to be highly detailed such as RTHpower model for embedded platforms [22, 23] .
B. Validating ICE With Matmul Algorithms
From the model-estimated data, Basic-Matmul consumes more energy than CO-Matmul on both platforms. Even though both algorithms have the same work and span complexity, Basic-Matmul has more I/O complexity than CO-Matmul, which results in greater energy consumption of Basic-Matmul compared to CO-Matmul algorithm. The . Both the ICE model estimation and experimental measurement on Intel Xeon Phi platform show that E Basic E CO is greater than 1, meaning Basic-Matmul algorithm consumes more energy than the CO-Matmul algorithm. measurement data confirms that Basic-Matmul algorithm consumes more energy than CO-Matmul algorithm, shown by the energy consumption ratio between Basic-Matmul and CO-Matmul greater than 1 in the Figure 6 and 7. For all input matrices, the ICE model has confirmed that Basic-Matmul consumes more energy than CO-Matmul algorithm.
VII. CONCLUSION
In this study, we have devised a new general model for analyzing the energy complexity of multithreaded algorithms. The energy complexity of an algorithm is derived from its work, span and I/O complexity. Moreover, two case studies are conducted to demonstrate how to use the model to analyze the energy complexity of SpMV algorithms and matmul algorithms. The energy complexity analyses are validated for two SpMV algorithms and two matmul algorithm on two HPC platforms with different input matrices. The experimental results confirm the theoretical analysis with respect to which algorithm consumes more energy. The ICE energy complexity model gives algorithm-developers the insight into which algorithm is analytically more energy-efficient. Improving the ICE model by considering the numbers of platform cores is a part of our future work.
