ABSTRACT This paper studied the train stop planning problem with variable train length and stop time under stochastic demand (TSPPWVTLSTSD). As we know, stop time and train length were often considered in a fixed manner in train stop planning for high-speed rail (HSR). One obvious disadvantage was that it often resulted in insufficient time for passengers to get on or get off a train. In addition, fixed train length may cause a waste of train capacity. And travel demand was usually assumed to be deterministic, although travel demand usually was stochastic. In this paper, we presented an optimization model that simultaneously optimized the stop-schedule, the stop time schedule and the train length schedule for each train trip under stochastic demand. By formulating deterministic equivalents to the chance constraints, we obtained a deterministic mixed integer model. To solve the problem, a novel column generation-based heuristic solution technique based on Dantzig-Wolfe decomposition principle and column generation procedure was proposed. Some numerical experiments and a case study based on real-world data were used to demonstrate that the proposed solution method can yield a service plan within a reasonable time compared with ILOG Cplex. Besides, the variable train length and stop time model needed fewer carriages and also gave rise to less total time loss compared with the fixed scenario.
I. INTRODUCTION
Constructing a reasonable service plan is of vital importance both to high-speed rail operators and passengers. Because for operators, its profitability is mainly influenced by the number of train trips offerings and the train length for each train trip, while for passengers, they focus their attention on travel time, which mainly is influenced by stop time since the running time between any two stations is usually fixed. However, stop time and train length were often considered in a fixed manner in train stop planning [1] . For passengers, the fixed stop time might not be enough to get on or get off a train. However, for
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operators, the fixed train length may cause more fixed and variable costs. Thus it is necessary to design a service plan for HSR carefully. In addition, travel demand uncertainty exists due to many factors [2] , which need to be considered during service network design. To this end, a model that simultaneously optimized the stop-schedule, the stop time schedule and the train length schedule of each train trip was developed, which also contained chance-constrained constraints for stochastic travel demand.
To solve the model, we first replaced the chance constraints with deterministic equivalents, then a mixed integer model was formulated. As we know, the mixed integer model is difficult to solve when the problem size is large. However, it is known that a reformulation based on the Dantzig-Wolfe decomposition principle has more tightened relaxation compared to the original model. Furthermore, it was not necessary to include all potential train trips in the model. It was also shown that only an extremely small fraction of the columns corresponding to train trips was needed to make the problem optimal or near-optimal, which made column generation an outstanding technique for problems with a large number of columns. Thus train trips can be generated dynamically. However, the number of papers that have applied column generation to the train stop planning problem with variable stop time and train length was limited. For a clear description, all abbreviations used in this paper are summarized in Table 1 .
The contributions of this paper are as follows:
• A new model studied the train stop planning problem with variable train length and stop time under stochastic demand was proposed, which will be presented in detail in Section 3.
• A new column generation-based heuristic algorithm based on Dantzig-Wolfe decomposition was proposed, which can be used to obtain integer solutions and tackle large-scale problems. The remainder of the paper is structured as follows: Related work for the TSPP, the line planning problem (LPP), stochastic demand and column generation is given in Section 2. In Section 3, the proposed model for the TSPPWVTLSTSD is presented. Section 4 investigates the aspects of the solution procedure for the model. In Section 5, numerical experiments and a case study are carried out. Section 6 concludes the study and lays out future work for continuing research.
II. RELATED WORK A. LINE PLANNING PROBLEM, TRAIN STOP PLANNING PROBLEM AND NETWORK DESIGN PROBLEM WITH STOCHASTIC DEMAND
The line planning problem (LPP) consists of determining train routes, stop-schedules (also called stop patterns), and the number of train trips. In this process, the TSPP is important. As for TSPP and/or LPP, there is a great deal of related literature. Bussieck et al. [3] concentrated on the construction of a line system to maximize the number of direct travelers. With that purpose, they proposed a linear programming model in which both the frequency of a line and the number of direct travelers were optimized. Claessens et al. [4] handled an optimal cost railway line planning problem. To reduce the computational complexity, they transformed a nonlinear model into a linear one. In their model, lines, types of lines, line routes, service frequency, and train lengths were determined. Du [5] determined all-stop, short-turn, and express transit services and applied a logit-based model to estimate the passenger flows on all given stop patterns.
Chang et al. [1] developed a multiobjective programming model to optimize a stop-schedule plan, the corresponding service frequency and fleet size. Similar to Claessens et al. [4] , Goossens et al. [6] also approached the LPP. To improve solving efficiency, a branch-and-cut approach was proposed. Hoesel et al. [7] considered the problem of altering the halts of lines by both upgrading and downgrading stations. They assumed that the types of lines were given and focused on finding a type for each station. To model this problem, a line-event graph was presented. In addition, a multicommodity flow model was formulated, which was also a mixed-integer programming formulation. An algorithm combining Lagrangian relaxation and branch-and-bound was proposed to solve this problem. Goossens et al. [8] applied several models to tackle the LPP with different halting patterns. In fact, as was shown in Guan et al. [9] , the direct travel approach may sometimes produce unsatisfactory line configuration results for its partial measure of service quality.
To investigate LPP and passenger transfers, a bilevel programming model and a heuristic algorithm were presented by Shi et al. [10] . However, a stop-schedule decision was not included in their model explicitly but was constructed by a heuristic algorithm. Guihaire and Hao [11] gave a systematic review of the transit network design. To optimize lines and the corresponding frequency, a multicommodity flow model was proposed by Borndörfer et al. [12] . They also developed a column generation algorithm to solve the model. Two multicommodity flow models for LPP were presented by Borndörfer et al. [13] . The service network design model determined the flow of passengers and lines under an assumption that a fixed finite set of possible frequencies was given. However, the pathbased frequency model was the one that was presented by Borndörfer et al. [12] . Kepaptsoglou and Karlaftis [14] also presented a global review of the transit route network design.
Deng et al. [15] focused on optimizing stop-schedules for passenger trains and proposed a bilevel programming model. Ulusoy et al. [16] developed a nonlinear mixed-integer model to optimize all-stop, short-turn, and express transit services based on heterogeneous travel demand; the associated frequency was also determined. In their model, the stop-schedules for express transit services were considered. In addition, passenger assignments and transfer stations were also determined. Furthermore, an exhaustive search algorithm was proposed to solve the model. Wang et al. [17] studied LPP using a two-layer nonlinear optimization model, in which transit routes, the stop-schedule of each individual train trip, and passenger assignments were determined. Dispatchers were also involved in the line planning procedure. To solve this model, a genetic algorithm was applied. Cipriani et al. [18] studied the transit network design problem for a large urban area. In their heuristic approach, both line routes and their corresponding frequency were considered. In addition, user choice behavior regarding transit was also taken into account. However, halting patterns were beyond the scope of the research. Fu et al. [19] presented a two-stage approach for solving TSPP in a large-scale HSR network. It was assumed that the passengers, whose travel distance was beyond the train set maintenance kilometers, could be split into several separate origins and destinations (ODs) at major transfer hubs. A passenger transferring more than two times during a single trip was not allowed. Furthermore, the set of train trips with the corresponding ODs, routes, and the possible number of stop-schedules was assumed to be known; the number of train stop patterns was given, which should be a decision variable. In order to consider the design of a stopschedule plan for HSR, a two-stage heuristic algorithm was adopted by Huang and Peng [20] . Jong et al. [21] developed a decision support system to optimize HSR stopping patterns. It was assumed that each passenger OD would choose the pattern with the shortest travel time. A nonlinear programming model was presented, which became intractable when dealing with large-scale problems. Then a genetic algorithm was used to solve the model to optimum or near-optimum. To demonstrate the efficiency of the proposed method, the Taiwan High-Speed Rail system was used, which is a smallsize problem. In addition, models and methods for line planning in the public transportation system were summarized by Schöbel [22] . Fu et al. [23] took a different approach to LPP. First, they constructed a candidate train set with a heuristic method, and then a mixed-integer programming model was used to generate a line system. Based on the model proposed by Fu et al. [23] , Fu et al. [24] presented a new model with a restricted passenger flow assignment procedure to handle TSPP and the assignment of passengers. Replacing the passenger flow conservation by a multicommodity flow constraint, passenger transfers were taken into consideration. Considering the requirements for both operators and passengers, some rules were adopted. A case study was conducted, which was the same as Fu et al. [23] . A comparison between the two models was also made. Li et al. [25] also studied stop-schedule plan optimization. Based on the concept of node service, they developed a nonlinear planning model. Dantzig-Wolfe decomposition was applied to LPP based on a multicommodity flow model by Park et al. [26] , in which stop patterns were determined in the model. Then a column generation-based heuristic algorithm was proposed to solve the model. Based on classified stations and categorized passenger flows, Zhang et al. [27] proposed an integrated optimization method for a high-speed rail stop-schedule plan, which contained an integer programming model. The integer programming model was used for each type of train stopping pattern to categorize passenger flows. To prove the effectiveness of the method, the Beijing-Shanghai high-speed railway was used. To classify stations, a nonlinear programming model was also presented to optimize the design of a stop-schedule plan by Wang and Luo [28] . Lai et al. [29] dealt with stop planning for a high-speed rail system by introducing a novel network structure. In the new network, each station node was split into two nodes representing the movements of trains, and each link denoted the behavior of a stopping pattern. Two network flow models were developed to determine the optimal stopping patterns for the Taiwan High-Speed Rail (THSR) system. Although passenger transfers can be considered, the size of the model will become very large when the high-speed rail system is large. In addition, it was assumed that each OD pair demand can only choose one stopping pattern, which was not the real case. Yang et al. [30] integrated the train stop planning problem and train scheduling problem. To simplify the formulation, the estimated loading capacity of each train trip and the number of passengers at each station were considered; the deceleration and acceleration time at one station was not taken into consideration. Yue et al. [31] also considered stopping patterns in train scheduling optimization. In their paper, it was assumed that a service plan was given and the number of train trips to serve passengers could be determined by OD demand. To solve the model, a column generationbased heuristic algorithm was developed. A line planning problem considering passenger route choice was proposed by Goerigk and Schmidt [32] . A bilevel formulation was presented where the line planning problem was on the upper level while the optimal user route choice problem was on the lower level; a stop-schedule plan was not considered. Qi et al. [33] extended the research of Yang et al. [30] by considering the number of passengers getting on and off for each train trip at each station. Lulli et al. [34] proposed a hybrid approach that combined an experience-based model and a data-driven model to handle the train movements in large-scale railway networks, including the running time, the dwell time, the train delay, the penalty costs, and the train overtaking. Jin et al. [35] proposed an integrated model for demand estimation and train stop planning with fixed stop time and train length.
As for the chance-constrained model, Waller and Ziliaskopoulos [36] presented a chance-constrained model for a network design problem (NDP) and specified time-dependent random demand as chance constraints.
Lo and Tung [37] presented an NDP model by introducing a degradable link capacity as chance constraints. The maximal equity ratio was formulated as a chance constraint by Chen and Yang [38] . Dimitriou and Stathopoulos [39] applied the chance-constrained model to determining a reliable stochastic NDP. Chen et al. [2] gave a systematic literature review about demand uncertainty. Shen and Chen [40] studied a probabilistic network capacity design problem by using a chance-constrained model.
B. DANTZIG-WOLFE DECOMPOSITION AND COLUMN GENERATION
As for solution methods, some papers have dealt with (mixed) integer column generation or branch-and-price. The Dantzig-Wolfe decomposition technique was first proposed by Dantzig and Wolfe [41] . Gilmore and Gomory [42] , [43] applied Dantzig-Wolfe decomposition in practice to solving a cutting stock problem for the first time. To solve a vehicle routing problem with time window constraints, Desrosiers et al. [44] proposed a linear programmingbased branch-and-bound framework including a column generation technique. To generalize previous approaches, Vanderbeck and Wolsey [45] developed a general branching framework for integer column generation, which was not restricted to 0-1 vectors. In addition, binary columns were also taken into consideration. It was also a special case of Vanderbeck [46] . Barnhart et al. [47] considered some aspects of branch-and-price, including branching rules and computational techniques. Sutter et al. [48] presented a branching scheme for a telecommunication network design problem, which was also a special case of Vanderbeck [46] .
To tackle the tailing-off effect, some strategies were developed by du Merle et al. [49] . Vanderbeck [46] introduced Dantzig-Wolfe decomposition and column generation to solve integer programming models; some implementation issues were also discussed. A column-based formulation for the one-dimensional cutting stock problem with multiple stock lengths was given by Belov and Scheithauer [50] . An exact algorithm based on cutting planes and column generation was also proposed. Column generation was applied to the one-dimensional cutting stock problem with different types of standard lengths by Holthaus [51] . In order to get an integer solution, a rounding procedure was proposed. Lübbecke and Desrosiers [52] gave a systematic review of Dantzig-Wolfe decomposition and column generation. Vanderbeck and Savelsbergh [53] extended the Dantzig-Wolfe reformulation principle to general mixedinteger programmings. An improved column generation approach was first presented to solve the variable sized bin packing problem by Alves and de Carvalho [54] . In addition, Alves and de Carvalho [55] introduced a branch-andprice-and-cut algorithm for the multiple length cutting stock problem. The branch-and-bound procedure was applied to an arc-flow model, while the cutting plane technique was used for the column generation formulation.
Bard and Nananukul [56] applied the Dantzig-Wolfe decomposition principle to a MIP model. Special ordered sets were used in their model. For simplicity, it was proven that only the binary variables needed to be integers. For the variable sized bin packing problem with minimum filling constraint, Bettinelli et al. [57] first presented a compact formulation. A set partitioning formulation was added later. A branch-and-price algorithm for the formulation was also proposed. In their branching strategies, branching on the number of bins was adopted whenever possible, and then branching on a pair of items was used, which was the Ryan and Foster branching rule. Jans [58] applied the Dantzig-Wolfe decomposition approach based on convexification to a binary mixed-integer programming problem (BMIP). In order to show in which cases binary conditions can and cannot be imposed on the new master problem variables, a classification was given. Baldi et al. [59] applied column generation to the generalized bin packing problem, which was the case of the variable cost-and-size bin packing problem with optional items. Furini et al. [60] proposed a column generation-based formulation for the twodimensional two-staged guillotine cutting stock problem with multiple stock size, in which the slave problem was a mixedinteger linear model. Then they developed a column generation heuristic algorithm to solve the problem. Baldi et al. [61] presented a set covering formulation for the variable costand-size bin packing problem with optional items. A branchand-price algorithm was applied to solve the problem, which had the same branching strategies as Bettinelli et al. [57] . Delorme et al. [62] gave a formal definition of the bin packing problem (BPP) and the cutting stock problem (CSP). It was pointed out that CSP was a variant and generalization of BPP.
To solve both problems, Dantzig-Wolfe decomposition was applied, which resulted in a set covering formulation. In addition, some reviews, not exhaustive, of branch-and-price were given.
III. PROBLEM FORMULATION
This section presents the TSPPWVTLSTSD formulation. For convenience, the list of sets, parameters, and variables used are given in Table 2-Table 4 , respectively.
A. PROBLEM DESCRIPTION
To formulate the TSPPWVTLSTSD, some assumptions are made, as follows:
Assumption 1: A set of feasible train trip routes is given in advance, which is derived from a previous HSR train timetable. The possible number of train trips on each route will not be limited. Also, a route will not be operated unless a train trip based on it is formed. For simplicity, we also assumed that the number of passengers that can board and alight a train per minute was fixed and independent of the corresponding train length.
Assumption 2: Travel demand between any two stations for a specified operating horizon is a random variable with a known probability distribution and independent of a train VOLUME 7, 2019 service plan. The impacts of services on travel demand are not taken into account.
For a clear understanding of the problem, we have made some explanations. As we know that each train trip corresponds to a route. For convenience, train trips with the same route r ∈ R were aggregated and marked by r ∈ R, which is shown in Table 2-Table 4 . The stop-schedule of one train trip specifies the stations at which the train trip halts. The stop time schedule and train length schedule of one train trip define the stop time and the number of carriages for the train trip at the stations it stops, respectively.
During the planning horizon, based on a combination h of a stop-schedule, stop time schedule and train length schedule, a train trip g departs from a start station using a train length y r g k , stops at a number of intermediate stations using the corresponding stop time and the corresponding train lengths, or passes a number of intermediate stations using the train length of the start station, and arrives at an end station. During the train trip, there are P r gk d passengers on board when train trip g stops at station k for t d minutes. The number of passengers from station i to station j served by train trip g on route r is v r gij . Then, the TSPPWVTLSTSD considered in this paper can be stated as follows: Given a set of feasible routes and the possible number of train trips for each route, the TSPPWVTLSTSD determines (a) the stop-schedule for each train trip, (b) the corresponding stop time schedule and train length schedule, and (c) the passenger volume served by the corresponding train trip.
B. MODEL FORMULATION
Based on the notations given in Table 2-Table 4 , a new model for the TSPPWVTLSTSD is presented below.
The objective function (1) minimizes the total travel time loss for all passengers. As we know that the total travel time loss consists of the travel time loss for train trips of each potential route.
Constraints (2) are chance constraints, requiring that the travel demand D ij between stations i and j needs to be served by all train trips whose routes pass these two stations simultaneously.
Constraints (3) and (4) 
The conditions for constructing a stop-schedule for train trip g on route are specified by constraints (5) and (6) . It indicates that train trip g on route r is required to start from one terminal station and end at the other terminal station on route r. Otherwise, train trip g on route r will not be operated. Besides, the number of stations that train trip g on route r stops can not exceed the number of stations on route r. 
Constraints (7) define the relationship between stopschedule variables and train length variables.
To avoid a waste of line capacity, constraints (8) are imposed, which states that the absence of carriages is not allowed if a train stops at a station.
Constraints (9) state that the stop time at station p must be enough for passengers to get on or get off. Constraints (10) state that if a train trip g stops at station p then there is only one stop time that will be selected. 
The seating capacity constraint for a train trip is imposed by (11) . It shows that the number of passengers served by a train trip g on route r cannot exceed the seating capacity of the corresponding train trip g. To reduce the total operating cost, a lower bound on seating capacity is also imposed by (12) . 
Constraints (14)- (18) give restrictions on decision variables:
IV. SOLUTION PROCEDURE
By transforming the model to an MIP, a new column generation-based heuristic algorithm was proposed, which consisted of two steps. In the first step, the Dantzig-Wolfe decomposition technique and column generation procedure were mainly used to generate the set of possible combinations of stop-schedules, train length schedules and stop time schedules for train trips. And the frequency and passenger assignment for each combination were obtained by a model based on the set of possible combinations. There were some reasons for considering the column generation-based heuristic algorithm rather than a commercial solver, such as Cplex.
• The original formulation has a symmetric structure which will cause branch-and-bound to perform poorly. However, a reformulation based on Dantzig-Wolfe decomposition can eliminate the symmetry.
• Only an extremely small fraction of the columns corresponding to train trips was needed to make the problem optimal or near-optimal.
• Branch-and-price algorithm is time-consuming when each node is time-consuming. Next, we will explain the proposed algorithm in detail.
A. HANDLING THE CHANCE CONSTRAINT
Traditional solution methods require the conversion of chance constraints to their respective deterministic equivalents. As it was mentioned in Assumption 1 that the travel demand is a random variable with a known probability distribution. According to Waller and Ziliaskopoulos [36] , based on the definition of the distribution function chance constraints into deterministic forms as follows.
Then replacing chance constraints (2) with its deterministic equivalents (19) , we obtain a deterministic mixed integer programming model. For simplicity, we can call the new deterministic model as train stop planning problem with variable train length and stop time (TSPPWVTLST).
B. DANTZIG-WOLFE DECOMPOSITION
Column generation was proven to be an effective approach to solving MIP by Barnhart et al. [47] . Rather than solving an original problem directly, the process of column generation solves the problem by decomposing it into one master problem and several subproblems. The master problem and subproblems are solved iteratively. The master problem searches for an optimal solution for the original problem and supplies dual information for the subproblems. The subproblems generate new columns for the master problem, which improves the objective value of the master problem. Similar to the cutting stock problem with multiple stock lengths (MLCSP), the TSPPWVTLST formulation also has a block diagonal structure. Then the Dantzig-Wolfe decomposition technique can be applied to the formulation. With the analysis of the formulation presented in this paper, constraints (5)-(18) define the stop-schedules, train lengths, stop times and the corresponding passenger volumes for train trips, while constraints (3), (4) and (19) define the capacity and demand covering constraints. According to Vanderbeck [39] , constraints (3), (4) and (19) can be considered as the complicating constraints, and constraints (5) [53] , to apply Dantzig-Wolfe decomposition and reformulate TSPPWVTLST, we need to define a set T r of generators of X r (as they are called in [53] ).
To impose the integrality constraints on the variables of reformulation, we apply discretization to the integer variables and convexification to the continuous variables as in [53] .
Let x r , y r , w r , v r , P r denote a point, defined by X r . Each element v r , P r ∈ F r x r is a possible assignment of demand for a train trip whose stop-schedule, train length schedule and stop time schedule are x r , y r and w r respectively, i.e., the passenger volume served by and passenger volume on board for the train trip.
T r = { x r , y r , w r , v r , P r :
x r , y r , w r ∈ B r ; v r , P r ∈ F r x r , y r , w r } is a generating set for subsystem X r . Each element l = x r l , y r l , w r l , v r l , P r l ∈ T r represents a column, i.e., a train trip, in which the stop-schedule vector x r l , the train length schedule vector y r l and the stop time schedule vector w r l for the train trip, a possible vector v r l of the demand served by the train trip, and a possible vector P r l of the number of passengers on board for the train trip on route r are included. It is clear that a train trip is characterized by the stop-schedule, the train length schedule and the stop time schedule used, and the passenger assignment.
T r x r , y r , w r = x r , y r , w r , v r , P r :
x r , y r , w r = x r , y r , w r ∈ B r ; v r , P r ∈ F r x r , y r , w r is the set of points of T r with x r , y r , w r fixing as x r , y r , w r . Therefore, T r x r , y r , w r corresponds to the set of train trips in T r whose stop-schedules, train length schedules and stop time schedules are the same, i.e., x r , y r , w r .
Due to X r g = X r for g ∈ r , any subsystem X r g for g ∈ r of route r ∈ R has the same set of points as T r . Let λ r gl represent the number of times the point (column) l = x r l , y r l , w r l , v r l , P r l ∈ T r l is used in subsystem g on route r ∈ R. According to [53] , X r g can be reformulated as follows: 
Then, the reformulation of TSPPWVTLST, i.e., the master problem (MP), takes a form by using the reformulation of X r g , as: 
The objective function (42) is the same as (1). Constraints (43)- (45) define the demand covering and capacity constraints, respectively. Constraints (46) define the aggregated convexity constraints. The integer requirements are defined by (47) , which indicates that the number of train trips using the same stop-schedule, train length schedule and stop time schedule should be an integer, i.e., the frequency for each combination should be an integer. Decision variables are restricted by (48) .
Based on property 2 in [53] , the master formulation is a valid reformulation of the original formulation. Besides, the master formulation comes from the reformulation of the subsystems of the original formulation. Thus the equivalence between the original formulation and the master formulation is obtained.
C. SOLVING THE DANTZIG-WOLFE RELAXATION BY COLUMN GENERATION
Consider the linear relaxation of the MP. It usually has a very large number of columns, which will be generated dynamically by the column generation procedure. In fact, only an extremely small fraction of the columns is needed, which makes column generation necessary. Suppose that at iteration n of the column generation, only a subset of train trips T r ⊂ T r is known, which gives rise to the restricted master problem (RMP): 
In order to solve the RMP with a column generation procedure, the corresponding pricing problem should be exploited. To this end, the dual form of RMP needs to be given. Let ϑ ij , η e , ϕ i , and δ r be the dual variables for constraints (50)- (53) 
η e ≤ 0 ∀e ∈ E (58)
According to [63] , given a current dual solution vector ϑ , η , ϕ , δ , we have the relationship as follows: Therefore, rather than examining the reduced costs of the exponential number of columns in T r , pricing can be conducted implicitly by solving a single mixed-integer program over the set X r on each route r ∈ R, where ζ r is the train trip generation subproblem for r ∈ R.
If there exists a subset R ⊆ R that the corresponding subproblem(s) satisfying ζ r < 0 for r ∈ R , the train trip (s) (column(s)) will be added to the RMP, and repeat with reoptimizing the RMP. Otherwise, no reduced cost is negative and the master problem is solved. The column generation algorithm for the RMP is shown in Fig. 1 . Step 1. Initialize the set T r of train trips to be empty and determine an initial feasible RMP.
It is hard to generate an initial feasible set T r of train trips (columns) due to the complexity constraints in both RMP and subproblems. So the train trip set T r is initialized to be empty. An initial feasible RMP is obtained by applying the rule proposed by Barnhart et al. [47] , to which artificial variables are introduced.
Step 2. Optimize f r l in the current RMP based on the current set T r of train trips.
The current RMP is solved by ILOG CPLEX 12.7 and the reduced costs for all train trips (columns) in RMP are calculated. In addition, the current dual solutions ϑ , η , ϕ , δ are calculated, which will be used in the subproblems.
Step 3. Manage the set T r of train trips. To save storage for calculation, only the train trips (columns) with negative reduced costs are kept in set T r during the iterative process. In addition, artificial variables also remain in RMP during the iterative process.
Step 4. Solve train trip generation subproblem ζ r for r ∈ R. Invoke ILOG CPLEX 12.7 to solve the subproblem for r ∈ R. If at least one train trip with ζ r < 0 for r ∈ R is generated and tailing off does not occur, we proceed to step 5; otherwise, the column generation algorithm terminates.
Step 5. Add the generated train trip(s) to set T r . Add the generated train trip(s) with negative reduced cost(s) ζ r < 0 for r ∈ R to set T r , update RMP, and go to step 2. 
D. GETTING THE FINAL MIXED INTEGER SOLUTION
It is known that the branch-and-price algorithm is timeconsuming when each node is time-consuming. To obtain the final mixed-integer solution, it is necessary to develop an effective solution method. Based on the analysis of the model, we developed a column generation-based heuristic algorithm. It consists of two steps. In the first step, column generation is used to solve RMP, which is mainly used to produce set B r ⊂ B r , and the integer constraint is not needed. Then the model below is solved by CPLEX with set B r ⊂ B r that was generated in the first step. As we know, the set B r ⊂ B r of combinations of stop-schedules, train length schedules and stop time schedules generated in the first step is sufficient to meet the demand. Next, we need to determine the corresponding frequency and traffic assignment. In our original model, we focused on each individual train trip, while here we focus on each combination of stop-schedules, train length schedules and stop time schedules, which is an aggregation of the train trips with the same stop-schedule, train length schedule and stop time schedule. Let f r h be the 
To start the column generation procedure, an initial feasible restricted master problem (RMP) needs to be constructed. In this paper, we provide an initial feasible RMP by adding a set of artificial variables with large positive costs and related columns that form an identity matrix, similar to Barnhart et al. [47] . In order to speed up the solution process, positive costs for these artificial variables are set to n times
To improve the algorithm, generating more than one column is allowed per iteration. In this paper, at most the number of subproblems train trips (columns) is allowed to generate per iteration. To save the storage for calculation, only the train trips (columns) with negative reduced costs are kept during the column generation process.
As for the tailing-off effect, the strategy proposed by Lübbecke and Desrosiers [52] is applied, i.e., stop generating columns when tailing off occurs. This is because, according to [52] , a near-optimal solution usually is obtained before tailing off. Besides, we do not need an optimal solution by our heuristic procedure.
In this paper, the column generation-based heuristic solution procedure was implemented by using Microsoft Visual Studio 2010 and Visual C# on a laptop with a CPU based on a 2.53 GHz Intel Core i3 processor and 8 GB RAM.
V. COMPUTATIONAL EXPERIMENTS AND CASE STUDY A. COMPUTATIONAL EXPERIMENTS
In order to evaluate the effectiveness of the proposed algorithm compared to ILOG CPLEX, a series of numerical experiments of different sizes were performed. For simplicity, we assumed that the travel demand follows a normal distribution. Here we generated random network instances with random expected value and variance for travel demand. To ensure an objective performance evaluation, we implemented all computational experiments on a laptop with a CPU based on a 2.53 GHz Intel Core i3 processor and 8 GB RAM. In addition, the time limit was set to 3,600 s, i.e. 1 hour. For ILOG CPLEX, all parameters were set at their default values. Table 5 shows the comparison of the proposed algorithm and ILOG Cplex in terms of computation time and gaps for solved instances. Each instance is randomly generated and is referred to by a name ''n-K'' where n is the number of stations for a network and K is the order of the same size. Besides, the Gap is defined as follows:
where CGBH represents the objective value obtained by the column generation-based heuristic solution procedure (CGBH), Cplex is the objective value obtained by using the original model and Cplex, and ε is a very small positive number, which can avoid zero denominators. In Table 5 , it can be observed that for experiments on relatively small instances, the column generation-based heuristic solution procedure (CGBH) could not outperform the CPLEX in terms of computation time, but for large instances, our solution procedure outperformed CPLEX in terms of computation times. Table 6 shows the comparison of the proposed algorithm and ILOG Cplex in terms of computation times and gaps for unsolved instances. Although the solution time of the proposed algorithm slows with increases in the size of networks, Cplex can't even solve the instances in Table 6 within the time limit. Thus, according to Jeong et al. [64] , these showed the effectiveness of the proposed solution procedure to deal with larger instances within reasonable computation time compared with ILOG Cplex.
B. CASE STUDY
To validate the benefits derived from the proposed model, an HSR network consisting of Beijing-Shanghai HSR line i.e. the red line, and Jinan-Qingdao HSR line, i.e. the green line, in China were conducted, which were double-track HSR lines (see Fig. 2 ). The network consists of 31 stations VOLUME 7, 2019 Table 7 .
For simplicity, we assumed that the travel demand follows a normal distribution, whose probability density function is defined below.
where d ij corresponds to D ij , µ ij represents the mean value for travel demand and σ ij is the corresponding standard deviation. Based on the passenger travel demand for the planning horizon of 06:00 am to 12:00 pm of one week, we can obtain the mean value and standard deviation for travel demand.
The optimized result for the variable scenario was given in Fig. 3 in Appendix, where the numbers on the left represented the frequency and the numbers in parenthesis were the stop time and train length that needs at the corresponding station respectively. Because a train trip will end at the corresponding end station, only the stop time was given at the corresponding end station. A comparison of the number of carriages on tracks in one direction between fixed train length, i.e. 15 carriages per train and fixed stop time that all were set to 3 minutes, and variable train length and stop time was made (see Table 8 ). It can be clearly seen that the number of carriages needed for the variable scenario is usually much fewer than that of the fixed scenario. In addition, the average number of carriages on tracks for the variable scenario is 1982.2 carriages fewer than that of the fixed one, which is 2313 carriages. Besides, total carriage kilometer is also given for these two cases, which also reflects the same facts. This indicates that the number of carriages for one train trip is allowed to be variable rather than fixed during its journey. To show the utilization of the network, in Table 9 , the average attendance rate on each track in one direction for the two scenarios is given. It can be seen that the average attendance rate for the variable scenario is higher than that of the fixed 
VI. CONCLUSION AND FUTURE RESEARCH
We presented a chance-constrained programming model simultaneously considering the stop-schedule, the stop time schedule and the train length schedule under stochastic demand. By transforming the chance constraints into deterministic constraints, we obtained a mixed-integer programming model. Then we obtained a reformulation by applying the Dantzig-Wolfe decomposition technique, which can be used to generate train trips dynamically. To solve the reformulation, a column generation-based heuristic algorithm was developed. By conducting computational experiments and a case study, some further conclusions can be drawn:
(1) The variable train length and stop time matches the travel demand much better and had better be taken into account in reality. In addition, the number of carriages and the total carriage kilometers are much fewer for the variable train length and stop time scenario. (2) The total time loss will be reduced with the variable train length and stop time.
(3) Our solution procedure performs better than ILOG Cplex for large scale problems. (4) Considering stochasticity for travel demand accords reality and will make the service plan more robust [65] . In addition, the model can easily take other considerations into account. Furthermore, our model can handle the TSPP-WVTLSTSD with a time horizon of several hours or one day, thus it can be applied to different planning scenarios.
Although there are important discoveries revealed by this paper, there remain some interesting topics to explore:
(1) The impacts of services on travel demand was not taken into account, which was an important fact. Thus the relationship between services and travel behavior will be studied. Integrating travel demand prediction and service network design will be a promising direction. (2) An efficient branching strategy should be explored to get an optimal or near-optimal integer solution. (3) It is also known that the stop-schedule plan and stop time plan will affect the capacity of tracks and stations, which will be considered in our future research. (4) We assumed that the number of passengers that can board and alight a train per minute was fixed and independent of the train length, which was not the reality and should be determined based on the corresponding train length.
APPENDIX
See Figure 3 . 
