Abstract-In this paper three different methods are examined to evaluate the potential due to a half-line source. They are compared in terms of accuracy and computational cost in order to find the best scheme for each region of space.
I. INTRODUCTION
Recently, a wide spectrum of applications has emerged that utilize one-or two-dimensional periodic structures in layered media. For this reason, the fast and accurate evaluation of periodic Green's functions in layered-media has received increasing attention. Both Ewald transformations and interpolation techniques have been used to accelerate the computation of these Green's functions. The usual acceleration techniques identify and remove asymptotic terms in the spectral sums that correspond to a periodic array of point sources in an infinite homogeneous medium. This type of extraction not only accelerates the convergence of the spectral sum, but also creates a "regularized" Green's function that is much smoother as a function of spatial coordinates, and hence is much easier to interpolate.
The extraction of terms corresponding to a periodic array of point sources is all that is needed when analysing planar sources in layered media. However, the situation is more complicated when treating arbitrarily-oriented sources within layered media. In particular, the components of the dyadic and scalar layered-media Green's functions that arise from vertical currents have a faster asymptotic rate of decay in their spectral sums. Indeed, it may be shown that the asymptotic extractions from the spectral sums correspond in the spatial domain to an infinite periodic array of half-line sources. The computation of the potential produced by a periodic array of half-line sources in a homogeneous medium thus becomes an important problem. This potential may be regularized within a unit cell by removing the contributions from the individual (nonperiodic) half line sources located at the corners of the unit cell. Hence, the efficient evaluation of the scalar Green's function due to a single half-line source is a key element in the efficient calculation of the periodic layered-media Green's function.
In this paper, we examine three different methods to evaluate the potential due to a half-line source. This potential depends only on two variables, k  and kz , where
i.e., on the electrical distances from the source axis and source tip, respectively, as illustrated in Fig. 1 below. The proposed methods are compared in terms of their computational cost in the (ρ, z) plane.
II. DEVELOPMENT OF METHODS The computation of the mixed-potential Green's functions for electric currents involves the dyadic potential Green's function 0 0 
Interchanging summation and integration and setting t R r  allows the resulting integrals to be identified as the exponential integrals, defined as
This yields the result
and the recurrence relation [2]  
permits all of the exponential integrals to be computed in terms of 1 ( ) E z , which minimizes the computational burden of calculating the series (5). This approach is expected to work efficiently for small values of θ (see Fig. 1 ), corresponding to small values of ( / r), where the series (5) converges rapidly. On the other hand, the series in (5) converges slower as the angle θ increases, with the convergence rate becoming too slow to be useful as θ approaches 90 . This is the motivation for having alternative methods for calculating the half-line source potential, discussed below in Sections B and C.
B. Method II: Numerical Integration
In this approach, we write
The first integral on the right-hand side of (7) is identified as one-half the contribution of an infinite line source, and hence it is known analytically in terms of the Hankel function of the second kind of order zero as
whereas the last integral in (7) is treated numerically. This last integral physically corresponds to calculating the potential of a line-source segment extending from z = 0 to z = z. Although a direct numerical evaluation of the last integral in (7) could certainly be performed, the substitution
corresponding to the change of variables This integral may be efficiently evaluated using a simple fivepoint Gauss-Legendre quadrature rule on subintervals representing quarter-cycle variations of the phase term kR. This approach (method II) is expected to work well for moderate or large (near 90 ) values of θ, where the integrand of (10) varies relatively slowly. For small angles θ, the numerical integration of (10) may suffer from a numerical problem arising from the behavior of the integrand, namely that the cosh(u) term becomes large before the limit of integration is reached, since the upper limit of integration increases as the angle  decreases. On the other hand, for small θ, method I becomes very efficient. Thus, method II is not used for small angles θ, as discussed in more detail in the Results section. A term-by-term integration of the series on the right then yields the following series representation of (11):
C. Method III: Power Series
The first few coefficients of the Taylor series are 
This approach (method III) is expected to work efficiently for θ near 90 , where the series (12) converges rapidly. Thus, the method is complementary to method I.
III. RESULTS
The three proposed methods have been examined and compared in terms of efficiency and accuracy in evaluating the potential of the half-line source. The spatial regions of the (ρ, z) plane for which each method is most efficient for a given accuracy may thus be identified.
Method I (complex exponential integral) and method II (numerical integration) are examined first. Over the (ρ, z) plane, the cost (computation time) associated with method II is normalized by the cost associated with method I, with both methods maintaining a relative error of about 10 -6 . In method III, four terms in the series (12) were kept (using coefficients B 1 through B 4 ). Hence, this method was used only in a region of the (ρ, z) plane where these four terms were sufficient to provide a relative error less than 10 -6 . Figure 4 shows a contour plot of the relative error of method III plotted versus  and . In order to ensure a relative error less than about 10 -6 , the observation point should remain in the region of the (ρ, z) plane below the bottom curve shown in Fig. 4 (for which the relative error is approximately 10 -6 ). Detailed
calculations have shown that computations using method III are always at least five times faster than those using method II over the entire (ρ, z) plane. Hence, the applicability of method III is limited only by its accuracy, restricting its use to the region below the bottom curve in Fig. 4 , where the relative error is less than 10 -6 . Methods I or II must be used above this region for sufficient accuracy. IV. CONCLUSIONS Evaluation of the potential G z from a half-line source becomes a major computational cost in using acceleration and/or interpolation techniques for evaluating Green's functions in multilayer media. Hence, efficient methods for calculating G z are extremely important. Three different methods were explored and compared in terms of their accuracy and computational cost. The regions in space were determined for which each method is the most efficient when requiring a relative error of 10 -6 . As expected, for relatively small values of , method I is most efficient, whereas for values of  near 90 , method III is the most efficient.
Method II is the most efficient in an intermediate region. 
