As nations around the world grapple with the deepening challenge of skills crunch, policies, strategies and interventions are being devised to develop and retain a competitive workforce. South Africa is not spared from the global talent war, and the persistence of skills shortages across most economic sectors makes the country vulnerable economically and socially. Legislative instruments and strategies were formulated and implemented to ameliorate the situation, but scientific evidence suggests a looming crisis due to poor monitoring and evaluation systems regarding the success of these instruments and strategies. This study develops and validates a monitoring and evaluation (ME) scale for the South African skills development context. A quantitative nonexperimental cross-sectional survey design was used to collect data from 557 participants. Data were analyzed using SPSS and AMOS software (version 23.0). The findings show that the ME scale is scientifically valid and reliable and can be used with confidence in the South African skills development context. The findings provide scope for a validation study on an independent sample, and an evaluation of structural invariance of the ME scale across sample subgroups.
Introduction
The skills development battlefield is a complex, ruthless and demanding environment driven by environmental forces, policies, international trends and obligations, lifelong learning principles, human capital investments and effective training provision benchmarks. South Africa is experiencing a persistent challenge of skills shortage, which is affecting the level of economic productivity and is reducing the country's capacity to develop a knowledge society [1] . The South African government is giving the issue of skills shortages considerable attention by placing skills development at the core of socioeconomic development strategy [2] . The enactment of the Skills Development Act 97 of 1998 (as amended in 2008) marks a significant policy decision to transform the skills of the South African workforce. The Act provides for the establishment of an institutional architecture to coordinate skills development at the national and sectoral levels; and for the establishment of learning programs. The goals of this legislation have to be monitored and implemented through a National Skills Development Strategy (NSDS) which is reviewed every 5 years (the current one from 2011 to 2016 being the third phase).
Developed as a cornerstone component of the skills development strategy, learning programs are supposed to provide workplace learning in a structured and systematic form; to link structured learning to multiple sites and to do so in a manner that results in a nationally-recognized qualification [2] . A learning program obligates the employer to employ the learner, to provide specified work experience and to allow the learner to attend education and training [3] . The compulsory practical work-based component aims to prepare learners for employability and to create closer synergy between education and the world of work thereby narrowing the gap between theory and practice and between classroom learning and work experience.
International experience has shown that in order to successfully implement skills training programs in the workplace, there must be processes for implementing, evaluating and monitoring such training to ensure that these programs continue to meet the skills needs of employers and society effectively [4, 5] .
Thus, systematic monitoring and evaluation is the main tool to achieve effective evidence-based goals [6] . However, it appears that before implementing the learning program model, South Africa did not evaluate the efficacy of such a model in the original countries. This is a frequent omission in cases of policy emulation [7] .
Learning programs in South Africa are administered by Sector Education and Training Authorities (SETAs), which are in effect, a set of newly created institutions that have yet to develop capacity to drive skills development. There are 21existing SETAs in South Africa currently, each being responsible for the implementation of the NSDS in its own economic sector. SETAs have experienced considerable difficulties and problems to date -such as the complexities of the implementation of the NSDS, lack of capacity in monitoring and evaluation and a lack of or poor quality assurance and management information system [8, 9] .
Studies regarding the effectiveness of learning programs in South Africa have found problems inherent at both the conceptualization and implementation levels [10, 11] . A study by Kraak [12] found that little monitoring and evaluation work has been done on the success and impact of learnerships in South Africa. In their study, Karlsson and Berger [13] found that the ETDPSETA had not established a system to effectively monitor learners participating in the learnership program. There was no tracking system to enable stakeholders to monitor and evaluate learners' progress or to alert them when learners' experience problems.
In addition, Smith, Jennings and Solanki [14] found little mention of either monitoring or evaluating learnerships by SETAs. They also reported that other SETAs have failed woefully; are not in a position to either administer the learnership or monitor the performance of learners during the skills development phase; and that they have set aside insufficient time to critically reflect on whether the learnerships are in fact achieving their overall objectives. Accordingly, SETAs are going to need to develop far more complex monitoring and evaluation systems to assess progress toward achieving the learning program objectives and outcomes [14] .
To this end, this study seeks to contribute towards an effective learning program monitoring and evaluation regime in South Africa by developing a monitoring and evaluation (ME) scale, which could be used by stakeholders in the occupational learning context.
Theoretical perspectives regarding monitoring and evaluation
According to Cracknell [15] , the term "monitoring and evaluation" has come into common usage over the last three decades. The mainstream position is that monitoring is an ongoing process of data capture and analysis for the purpose of control whereas evaluation is a periodic process of assessment for the purpose of learning [16] . Monitoring has an internally focused, management-driven emphasis on the efficiency of the project, while evaluation primarily has an externally focused, stakeholder-driven emphasis on the effectiveness of the project.
Monitoring and evaluation is not just a question of whether people completed an apprenticeship or traineeship and obtained any relevant qualification. It is also a matter of the skills they have acquired that build on the skills they already possessed before they took part [17] . According to Lange and Luescher [18] for monitoring and evaluation to have a function beyond mere accountability and resource allocation, they have to transcend the generation of baseline data and venture into the more complicated and contested terrain of explanation. In order to achieve this, monitoring and evaluation systems need to be deeply embedded in the socio-economic and socio-political dynamics of the societies in which organizations operate both at the conceptual and the design level.
The OECD/DAC [19] defines evaluation as "the systematic and objective assessment of an on-going or completed project, programme or policy, its design, implementation and results". Monitoring is defined as "a continuous management function that uses systematic collection of data on specified indicators to provide management and the main stakeholders of an on-going development intervention with indications of the extent of progress and achievement of objectives and progress in the use of allocated resources" [19] . Monitoring is thus [20] monitoring is "the periodic oversight of the implementation of any activity which seeks to establish the extent to which input deliveries, work schedules, other required actions and targeted outputs are proceeding according to plan so that timely action can be taken to correct deficiencies detected." Evaluation is "a process which attempts to determine as systematically and objectively as possible the relevance, effectiveness, efficiency and impact of activities in the light of specified objectives. It is a learning and actionoriented management tool and organizational process for improving the current activities and future planning, programming and decision making" [20] . In this conceptualization, monitoring and evaluation represent qualitatively different yet complimentary activities.
While monitoring is viewed as the continuous observation of an activity and aims to identify the need for corrective action by measuring change (input, output, process, instruments) over time, evaluation is preoccupied with the interpretation of monitoring data, and the attempt to discern, explain and assess change patterns and causalities [21] . There is a blurring line between monitoring and evaluation, especially if the object of monitoring is not simply to produce data regularly but to produce intelligence on data, which in turn has some role in pointing to incipient problems and trends that cannot be simply signalled but need some level of explanation and interpretation. Explanation and interpretation in a monitoring and evaluation system imply that the system itself has to be embedded in social dynamics [18] .
Evaluation is a complement to monitoring in that when a monitoring system sends signals that the efforts are going off track then good evaluative information can help clarify the realities and trends noted with the monitoring system [19] . According to Annecke [22] , monitoring and evaluation are conducted for two major reasons: (1) to track implementation progress; (2) is to learn from the experience and use this learning to design future projects better. Monitoring usually implies a continuing operation conducted by organisations during project implementation to ensure that the project stays on track to achieve its objectives. Thus, monitoring exercise may be used to improve program efficacy as it is implemented: the project should be flexible and able to change and adapt to conditions on the ground as indicated by the exercise. Evaluation is a periodic assessment of the relevance and performance of the project.
Given that there is little conceptual difference among prevailing monitoring and evaluation approaches, there is a great opportunity to work towards common standards for how to do project and program monitoring and evaluation and to agree on common indicators for measuring key variables. Monitoring is a continuous assessment of the functioning of project activities, as compared with implementation schedules, the use of project inputs by the target population, and the effects of the project as measured by physical, social or biological indicators [23] .
The objectives of monitoring are to inform interested parties about the performance of the project, to adjust project development, to identify measures that can improve project quality, to make the project more cost effective, to improve planning and measuring processes, and to be part of a learning process for all involved stakeholders. Evaluation is a periodic assessment of the relevance, performance, efficiency and impact of the project in the context of its stated objectives. Evaluation organizes and appraises the information collected by the monitoring procedures, compares this information with information collected in other ways and presents the resulting analysis of the overall performance of a project at a time and place convenient to stakeholders so that they can make decisions about (1) whether to continue the project, (2) to compare the performance of different projects, (3) to make changes in the project design, and (4) to make major changes in the project's management [23] . As with other areas of the management system, the procedure for monitoring and evaluation should be constantly subject to improvement and refinement.
Monitoring and evaluation can provide public and internal accountability and help demonstrate impact [24, 25] . Monitoring and evaluation answer questions related to how well a project or strategy is working and identifies the conditions under which an action is likely to succeed or falter [26, 27] . It can also serve as an early warning system for potential problems and lead to ideas for potential remedial actions [28] .
Evaluation approaches vary by context and stakeholder interests, thus serving multiple and often overlapping purposes, including knowledge generation, programme improvement, accountability, transparency, resource allocation, advocacy and impact assessment. Mark, Henry and Julnes [29] developed an evaluation framework that identified different purposes, among others, basic research, accounting and certification, status assessment, and effective measurement. At the learning programme level, monitoring and evaluation is most important for determining whether or not the interventions are effective [30] . Apprenticeships and traineeships involve complex governance arrangements and consideration needs to be given to how monitoring and evaluation functions in this context [17] . Monitoring and evaluation needs to be part of quality assurance systems for apprenticeships and traineeships. The NQI emphasizes the importance of monitoring and evaluation of the progress made toward meeting the goals of the organization [31] . In Singapore, monitoring and evaluation are the key aspects of the success of apprenticeships because this process begins when the program commences [32] . In South Africa, the level of monitoring and evaluation of occupational learning programs must be enhanced and constant site visits may have to be introduced in this endeavour since this is an aspect in which weaknesses have been identified. The Quality Council for Trades and Occupations (QCTO) has to conduct research to monitor the effectiveness of learning interventions in the context of the broader occupational learning system. The process of monitoring and evaluation should revolve around the development and design processes, the implementation of occupational learning programs and data analysis and impact assessment (qualitative and quantitative) [33] . SETAs have to focus on monitoring and evaluation of the implementation of occupational learning programs in line with the Department of Higher Education and Training (DHET) regulations [34] . It is therefore imperative that adequate monitoring and evaluation be conducted constantly to ensure proper conceptualization, development and implementation of occupational learning programs in South Africa, hence this study that seeks to develop a monitoring and evaluation (ME) scale.
Research design

Research approach
This study followed a quantitative, nonexperimental, cross-sectional survey design and primary data were collected from five Sector Education and Training Authorities (SETAs) and a human resource (HR) professional body in South Africa.
Research participants
A total of 557 participants were drawn from six organizations (five SETAs and a human resource (HR) professional body) in South Africa using a probabilistic simple random sampling technique. These participants were diverse in their occupational status and included learning or training managers/employers, mentors/supervisors of learners/ apprentices, skills development officers/providers, learning assessors/moderators as well as learners/apprentices. Adequate knowledge and understanding of the South African skills development context, including the new occupational learning system was very critical to the selection of participants into the sample. The majority of participants (77%) were young people who were aged 35 years or younger. About 52% of participants were females. Fifty-six percent of the participants had achieved a Senior Certificate as the highest qualification. Only 28% of the participants had a three years bachelor's degree or diploma as their highest qualification. Seventy-nine percent of the participants were involved in learnerships. Occupationally, 62% of the participants were learners/apprentices, while 12% comprised manager/employers and mentors/supervisors. The remaining percentage was distributed across skills development providers/officers and assessors/facilitators.
Measuring instrument
A five-item monitoring and evaluation (ME) scale developed by Tshilongamulenzhe [35] was used for data collection. Responses were measured on a 6-point Likert scale ranging from (1) "Strongly agree"
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Research procedure
The researcher obtained permission to conduct this research from five SETAs and an HR professional body. After receiving approval, the researcher started the process of planning for sampling and data collection with the respective organizations. The fieldwork took place in the provinces of Gauteng, North West and Mpumalanga in South Africa.
Statistical analysis
Statistical Package for Social Sciences (SPSS, Version 23) and Analysis of Moment Structures (AMOS, Version 23) [36] were used to analyse the data. Both the exploratory and confirmatory factor analyses were computed. Exploratory factor analysis (EFA) was executed using SPSS and AMOS was used to conduct structural equation modeling as part of confirmatory factor analysis (CFA). Exploratory factor analysis focuses on whether the covariance or correlations between a set of observed variables can be explained in terms of a smaller number of unobserved constructs known either as latent variables or common factors [37] . The analysis is often used to gather information about inter-relationship among the set variables. Tabachnick and Fidell [38] give the following advice regarding sample size for exploratory factor analysis: 50 is very poor, 100 is poor, 200 is fair, 300 is good, 500 is very good, and 1000 or more is excellent. In the current research, a sample size comprising 557 cases was considered very adequate for factor analysis.
First, factor analysis was computed in the current study to test the suitability of data for further analysis. An inspection of a correlation for a coefficient above 0. [38] . If KMO value is high, Bartlett's test becomes statistically significant. Second, the factorial structure of the ES scale was tested through the execution of principal components analysis. A principal components analysis is essentially a method of data reduction that aims to produce a small number of derived variables that can be used in place of the larger number of original variables to simplify subsequent analyses of data [37] . Construct validity was tested using structural equation modelling, a CFA technique that is applied to estimate, analyze and test models that specify relationships among variables [39] . A model is established at the beginning and thereafter tested to ascertain whether it is supported by the data obtained. The factor structure obtained during EFA was tested through CFA.
Results
As depicted in Table 1 , the Kaiser-Meyer-Olkin (KMO) index of .779 indicates that the items in the monitoring and evaluation (ME) scale are very suitable for factor analysis [40] , and therefore, the factorial structure to be obtained from the principal component analysis (PCA) will be acceptable. KMO is a measure of how much the items have in common. A KMO value closer to 1 indicates that the variables have a lot in common. The Bartlett's test of sphericity was also conducted to test the null hypothesis that "the correlation matrix is an identity matrix." An identity matrix is a matrix in which all the diagonal elements are 1 and off-diagonal elements are 0. .000
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As depicted in Table 1 , the Bartlett's test of sphericity was statistically significant (Approx x 2 = 789.831; df. 10; p ≤ .000) and thus the null hypothesis that "the correlation matrix is an identity matrix" was rejected. The determinant of the correlation matrix between the factors was set to zero due to orthogonal rotation restriction, which imposes the condition that the factors cannot be correlated. Taken together, the results of these tests meet a minimum standard that should be passed before a PCA is conducted. A single-factor structure was obtained during the PCA (using varimax rotation) and the results are depicted in Table 2 . All items of the ME scale yielded communality values above .66, which is by far higher than the .30 threshold suggested by Tabachnick and Fidell [38] . These results suggest that all items of the ME scale are working together in support of the monitoring and evaluation construct, and this proves the unidimensionality of the ME scale. The scree plot representation shown in Figure 1 supports a single-factor structure obtained for the ME scale. The first item accounts for 54.20% of the total variance explained for the ME scale (with 2.71 eigenvalue units). 
Scale reliability
The ES scale was tested for its reliability and the results are depicted in Table 3 . The item mean values ranged from 1.50 to 1.68 and that of the total scale was 8.04. The ES scale has yielded a good reliability coefficient of 0.78 as shown in Table 3 . 
Structural equation modeling
Structural equation modeling was computed to test multiple relationships in the current study as well as the construct validity of the ES scale. First, the standardized regression estimates were computed as depicted in Table 4 . The standardized regression estimates for the model tested in this study ranged between .509 and .791, while the standard error coefficients ranged between .074 and .088 as depicted in Table 4 . All five items were found to be significant predictors of the monitoring and evaluation construct (p ≤ .001). A single-factor five-item model depicting the ME scale as obtained from the PCA was developed for CFA as shown in Figure 2 with calculated itemfactor correlations. Path coefficients in this model ranged from .88 to 1.32. Kline [41] indicated that path coefficients with absolute values less than .10 could indicate a "small" effect, values around .30 could suggest a "typical" or "medium" effect, and a "large" effect could be indicated by coefficients with absolute values ≥ .50. In the current study, all the values were higher than .80, thus supporting large effect.
Figure 2. Initial hypothesised ME model
Several fit indices were computed in the current study to test the structural equation model against the data. The most widely used indices are the absolute fit indices (e.g., chi-square (x 2 ), standardized root mean square residual (SRMR)), relative fit indices (e.g., normed fit index (NFI), Tucker Lewis index (TLI), and incremental fit index (IFI)) and noncentrality-based indices (e.g., comparative fit index (CFI) and root mean square error of approximation (RMSEA)). The current study tested the data against all these fit indices and the results are depicted in Table 5 . The relative chi-square (X 2 /df) was found to be above the ≤ .3 value recommended by Kline [41] . The TLI was found to be very low (.83) and the other relative fit indices (IFI and NFI) were at an acceptable level, but below the ≥ .95 threshold recommended by Hu and Bentler [42] . The CFI was also found to be at an acceptable level, but also below the ≥ .95 threshold recommended by Hu and Bentler [42] . The SRMR value was at an acceptable level (.06) relative to ≤ .08 threshold recommended by Hu and Bentler [42] and Schreiber et al [43] . The RMSEA value was found to be extremely higher (.15) than the ≤ .06 threshold for a good fit as recommended by Hu and Bentler [42] . In view of the findings that the initial structural equation model for the ME scale does not adequately fit the data, the researcher examined the standardized regression weights, squared multiple correlations and modification indices in order to explore the sources of lack-of-fit so as to establish how the model can be respecified. In a confirmatory factor analysis, an initial model can be respecified in order to improve its goodness of fit, parsimony and interpretability [44] . Model respecification is based on modification indices (empirical evidence) and substantive justification (theoretical evidence). Trimming off variables with low loadings and correlating errors of variables are two general ways of model respecification [41] . Correlated errors are specified when some of the covariance across two variables is not explained by the latent construct [44] . Although correlated error can be specified according to modification indices, they need to be supported by a theoretical rationale.
After analyzing the initial model results, the researcher examined the standardized regression weights and squared multiple correlations of ob-served variables in order to establish the source of inadequate fit. As can be seen in Figure 2 , no variable was found with low standardized regression weight (less than .50) and/or low squared multiple correlations (less than .15) as suggested by Liu [45] . The item loadings (standardized regression estimates) for all variables in the initial model were statistically significant and higher than .50 (p < .001). Similarly, the correlation estimates depicted in Figure 2 for all the observed variables ranged from .25 to .62 and were also statistically significant. Thus, an examination of both the standardized regression weights and squared multiple correlations offered no clear suggestions for model respecification. The next avenue was to explore the modification indices. The results of modification indices are depicted in Table 6 . Modification indices are numerical estimates calculated in AMOS that indicate places in the model where paths could be added to improve model fit [46] . Specifically, by allowing for error terms with similar sources of measurement error to covary, the resulting observed scores are closer to respondents' "true" scores on those measures, and this will often improve model fit. Larger modification indices values (i.e., those greater than 4.0) are considered to be an indication that covariance paths should be considered; however, additional paths were specified only when it made sense theoretically [46] . As depicted in Table 6 , priority had to be given to error covariance that is theoretically justifiable and that could yield a better parameter change. Consequently, e4 and e5 were covaried first (with marginal model improvement), followed by e1 and e2 (with substantial model improvement) as depicted in Fig. 3 . The path coefficients for the revised model ranged from 1.08 to 1.36. The results of the fit indices for the respecified model are depicted in Table 7 . It is clear that the covariance allowed on error terms of applicable observed variables as suggested by the modification indices has yielded the best model fit. As shown in Table 7 , the relative chi-square is below the threshold of ≤ 3 as suggested by Kline (2005) . All other indices have shown an excellent model fit (TLI = .99; IFI = .99; NFI = .99; CFI = .99; SRMR = .03; RMSEA = .01).
Discussion
The purpose of this study was to develop and validate a measure of monitoring and evaluation for occupational learning programs in South Africa. Specifically, the construct of monitoring and evaluation was treated as a latent variable while its attendant items were manifest variables. A singlefactor model suggested by Tshilongamulenzhe [35] was tested in the current study using principal components analysis (PCA) and rotated using varimax technique. The findings of this study support a single-factor structure for monitoring and evaluation (ME) scale that was developed by Tshilongamulenzhe [35] .
As stated by Tshilongamulenzhe [35] and Tshilongamulenzhe, Coetzee and Masenge [47] , the development of the ME scale complied with the established scientific conventions suggested by Benson and Clark [48] , DeVellis [49] , and Worrington and Whittaker [50] . The psychometric attributes of the scale were examined in accordance with the recommended practices as suggested by Gerbing and Anderson [51] , and these included assessment of measures of scale validity and reliability. Scale reliability is defined as the proportion of variance in participants' scores on an instrument due to true differences in their scores [52] . Reliability reflects the consistency of items over time, tests, and groups [41, 53] . The internal consistency method uses various algorithms to estimate the reliability of a measure from measure administration at one point in time [54] . It assesses the equivalence, homogeneity and inter-correlation of the items used in a measure. This means that the items of a measure should hang together as a set and should be capable of independently measuring the same construct. Nunnally [55] states that newly developed measures can be accepted with ≥ .60; otherwise ≥ .70 should be the threshold [41, 52] . The findings of this study show a good reliability coefficient of .78 for the ME scale and this is above the .70 threshold. Therefore, the items of the ME scale are measuring the same construct, thus making the measure reliable.
The factorial structure of the ME scale was also subjected to structural equation modeling (SEM) as part of confirmatory factor analysis. SEM estimates indirect effects as well as direct effects among latent variables that allow for the estimation of the total effect. The path diagram in the SEM helps to clearly present the direction of each effect and the covariances among all variables in one complete picture [56; 57] . The structural equation model specifies the relationships among the latent variables, and describes the causal effects and amount of unexplained variance [58] . The findings of this study show that the model suggested for ME scale fits the data perfectly (x 2 /df = 1.58; TLI = .99; IFI = .99; NFI = .99; CFI = .99; SRMR = .03; RMSEA = .01). A good model fit would provide an insignificant x 2 result at p > .05 threshold [59; 60] . A general rule for acceptable model fit is that the ratio of the x 2 to df (x 2 / df ) should be ≤ 2 [38] or ≤ 3 [41] . The chi-square test findings (x 2 = 4.75; x 2 /df = 1.58) in the current study show that the data provides a good model fit.
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A standardized root mean square residual (SRMR) was tested in this study and the findings show a value of .03, thus denoting the best model-fit. An SRMR is the square root of the difference between the residuals of the sample covariance matrix and the hypothesized covariance model [60] . Values of the SRMR range from zero to 1.0 with well-fitting models obtaining values less than .05 [61; 62] . The smaller the SRMR, the better fit of the model. Values as high as .08 are deemed acceptable [42; 43] . An SRMR of 0 indicates perfect fit.
The following relative fit indices were examined to determine model fitness in this study: normed fit index (NFI), incremental fit index (IFI), and TuckerLewis index (TLI). The findings show a perfect model fit with a value of .99 for NFI, IFI, and TLI respectively. Bentler and Bonnet [63] recommend that values greater than .90 for NFI indicate a good fit. According to Schumacker and Lomax [64] , by convention, NFI values above .95 are good, between .90 and .95 are acceptable, and below .90 indicate a need to respecify the model. A suggestion by Hu and Bentler [42] is that the cut-off criterion should be NFI ≥ .95. Regarding IFI, a suggestion by Schreiber et al. [43] is that the cut-off criterion should be IFI ≥ .95. For TLI, Hu and Bentler [42] have suggested ≥ .95 as the cutoff for a good model fit and this is widely accepted. TLI values below .90 indicate a need to respecify the model. All the relative fit indices in the current study are by far in excess of the set thresholds and therefore support a perfect model fit.
Lastly, this study examined the two noncentralitybased indices, that is, the comparative fit index (CFI) and root mean square error of approximation (RMSEA). The CFI assumes that all latent variables are uncorrelated (null/independence model) and compares the sample covariance matrix with this null model [65] . A cut-off criterion of CFI ≥ .90 was initially advanced [60] . However, studies have shown that a value greater than 0.90 is needed in order to ensure that misspecified models are not accepted [42] . Schreiber et al. [43] have suggested CFI ≥ .95 as the cutoff for a good model fit. The CFI is the most popular index in the recent period to be reported and included in structural equation modeling, because it is one of the measures least affected by sample size [66] . The findings of this study show a CFI value of .99 and this is by far in excess of the suggested threshold for a good model-fit.
The RMSEA tells of how well the model, with unknown but optimally chosen parameter estimates would fit the population covariance matrix [61] . In recent times, this statistic has become one of the most informative fit indices [62] due to its sensitivity to the number of estimated parameters in the model. Recommendations for RMSEA cut-off points have been reduced considerably. Up until the early 1990s, an RMSEA in the range of .05 and .10 was considered an indication of fair fit and values above .10 indicated poor fit [67] . It was then thought that a RMSEA value of between .08 and .10 provides a mediocre fit and below .08 shows a good fit [67] . However, in recent times, a cut-off value of .60 or less seems to be the general consensus among authorities in this area [60, 43] . The findings of this study show an RMSEA value of .01, which is extremely lower than the suggested threshold, thus suggesting a perfect model-fit.
Overall, the findings of this study support a valid and reliable ME scale for use in the South African occupational learning context. The scale fits perfectly to the data and its items are working together to support one construct (i.e., monitoring and evaluation), thus supporting unidimensionality and construct validity.
A conclusion that can be drawn from the findings is that the ME scale is unidimensional, valid and reliable and could be used with confidence to examine the effectiveness of monitoring and evaluation activities by stakeholders in the South African occupational learning context.
A limitation of this study is that the sample was drawn from two types of learning programs, that is, learner ship and apprenticeship. Therefore, the findings must be interpreted within the context of these two learning programs and nothing else.
It is recommended that a validation study be conducted on a different population and/or sample in South Africa and a careful consideration be made to test the structural invariance of the ME scale across population subgroups.
