Minimum Variance Distortionless Response (MVDR) beam former is a spectral estimation technique where the power of signal in desired direction is maintained and the variance (power) in unwanted direction is minimized. MVDR beam former is generally used in adaptive arrays for adaptive nulling of jammerhterference. Genemlly in adaptive arrays QR decomposition is used for least square minimization of error, as it has less computational complexity and very fast convergence rate [I]. In this paper we propose, the application of genetic algorithm concepts for (GA) €or least square minimization in adaptive arrays. We show that the proposed algorithm is very efficient computationally compared to other algorithms available. The proposcd algorithm based only on binary operations.
INTRODUCTION
In Space Time Adaptive Processing (STAP) structure Least Mean Square (LMS) or Recursive Least Square' (RLS) algorithm can be uscd to find the optimum weight vector of adaptive filter with suitable constraints. Though LMS has the advantage of less computation complexity, it takes more iteration and time to converge to optimal solution when the eigenvalue spread of the input signal correlation matrix is Igrge. It can also diverge some time when quantization effect of step size parameter is severe. IUS algorithms are known to have faster convergence and excellent performance in time variant environments. But these advantages come with the cost of increased computational complexity and some stability problem. In the case of RLS filter the beam formed output, having null in jammer directions can be obtained by linearly combining the echoes arriving from the antenna elements with the weight vector w, where weight vector is obtained by least square minimization of error' with suitable constraints. Because of poor numerical stability and high computational cost (O(N3M3), where N and M are dimensions of input matrix) direct method of finding weight vector by inverting the correlation matrix (Sample Matrix Inverse SMI) is not recommended. Extremely high arithmetic precision is needed for digital calculation in the case of SMI. It is observed that the number of bits required in calculating the weights to a given accuracy by inversion of correlation matrix is twice as that required when we operate on the data snapshots directly (data domain). This is because power value do not have to be calculated in data domain and thus the required range is halved 121. The method of choice for fast and numerically robust RLS filtering is based upon orthogonal triangularization of the input data matrix via QR decomposition (QRD). Moreover it can readily be implemented on a highly efficient parallel and pipelined triangular systolic array processor (tri-array) [3 1. The MVDR beam forming spectral estimation is the method of minimizing the combined output from an antenna array, in a least square sense subject to K indepcndent linear equality constraints (constraint optimization) each of which corresponds to a chosen look direction. These constraints are independent in the sense that, for each new vector of received data samples, it is necessary to compute the minimum array output subject to each constraint in turn. But the problem with QR decomposition based on Givens rotation is computationally complex and requires very high speed hardware. Moreover, hardware should be designed in highly pipelined manner. Genetic algorithm provides a way to rectify some or all of these problems. As it involves only binary operations the hardware requirement is less complex comparcd to all other algorithms. The paper is organized as follows: section 2 briefly discusses optimumiMVDR beamformer followed by discussion on GA in section 3. Section 4 discusses the proposed GA in MVDR beamformer application followed with results and discussion in section 5.
OPTIMUM/MVDR BEAM FORMER
If the constraint is formulated so as to minimize the variance (the average power) of a beamformer output (e(n)), while distortionless response is maintained in particular direction (target direction of interest) then that solution is called minimum variance distortion less response solution (MVDR). The cost function to be minimized in MVDR case is subject to the constraint: f l f u = 1 where h is forgetting factor (less than but close to I), which suppresses the effect of very past samples and so is the steering vector corresponding to desired direction. This constraint ensures that the signal passes through the MVDR processor undistorted in desired direction. Therefore, the output signal power is the same as the look-direction source power. The minimization process then minimizes the total noise, including interferences and uncorrdated noise. Minimizing the total output noise while keeping the output signal constant is ,the same as maximizing the output SNR where is a vector such that If we assume X(n) is the matrix of input samples given by then from equation (1) and (2) the optimization problem will become minimization of wHMflw, subject to wHso = I , Cost function will be now
where y is Lagranges multiplier. If we minimize (3) for optimum weight vector we can get weight equation as
where M M is the noise plus jammerlinterference alone correlation matrix. It doesn't contain any signal arriving from the look direction. In practice, when the estimate of the noise-alone matrix is not available, the total M (signal plus noise and jammer matrix) will be used to estimate the weights. Both will give the same result. This can be verified by using matrix inversion lemma [4] 
Qb
Then output will become e = -llb II
GENETIC ALGORITHMS
Genetic Algorithms (CA) are robust, stochasticbased search methods, which can handle the common characteristics of electromagnetic optimization problems that are not readily handled by other traditional optimization methods. Traditionally, calculus based optimization techniques such as conjugate-gradient and the quasi-Newton methods are used for optimization problems. Calculus based optimization technique employ the gradient-directed searching mechanism to solve the error surface or differential surface of an objective function. However, for ill-defined or multimodaI objective function, local optima are frequently obtained. These are all local search methods. But GA is global search technique. Local search methods produce results that are highly dependent on the starting point or initial guess, while global methods are largely independent of the initial conditions. But local techniques tend to be tightly coupled to the solution domain. This tight coupling enables the local methods to take advantage of the solution-space characteristics, resulting in relatively fast convergence to a locaI maximum. However, the tight solution-space coupling also places constraints on the solution domain such as differentiability andor continuity, constraints that can be hard or even impossible to deal with in practice. The global techniques, on the other hand, are largely independent of and place few constraints on the solution domain. This absence of constraints means that the global methods are much more robust when faced with iI1-behaved solution spaces. In particular global techniques are much better at dealing with solution spaces having discontinuities, constrained parameters, andor a Iarge number of dimensions with many potential local maxima. The disadvantages of the global method are that it cannot, or at least doesn't take the advantages of local solution-space characteristics, such as gradients, during the search process, resulting in generally slower convergence than the local techniques
[5]. Gradient techniques work well for problems that can be mapped into a functional or numerical form. So it is the compromise between obtaining global maximdminima and convergence rate.
OPERATIONS INVOLVED
GA is a searching process based on the laws of natural selection and genetics. A general GA consists of three basic operations: selection, cross over, mutation. CA optimization techniques are based on the "survival of fittest" paradigm found in nature. They start with a large population of randomly generated designs, which are generated and ranked based on their fitness i.e. how well they perform the specified task. The superior individuals have higher fitness values than their peers, and are therefore given a greater chance of selection for crossover. The steps involved in GA are 1. Encode the solution parameters into genes, 2. Create a string of the genes to form a chromosome, 3. Initialize a starting population,
4.
Evaluate and assign fitness values to individuals in the population, 5. Perform reproduction through the fitness-weighted selection of individuals from the population, and 6. Perfom recombination and mutation to produce members of the next generation.
GAS operates on the coding of the parameters, instead of the parameters themselves. The coding is a mapping from the parameter space to the chromosome space that transforms the set of parameters, usually consisting of real numbers, to a finite word string. The coded parameters, represented by genes in the chromosome, enable the GA to proceed in a manner that is independent of the parameters themselves and, therefore independent of the solution space. Typically binary encoding is used. Initially a population is generated randomly. A random number generator that has a uniform distribution, a long repetition period, and a range of 0 to 1, is called successively for each bit in each chromosome in the population. If the random number generator returns a value greater than 0.5 a 1 is inserted in the chromosome. For anything less than 0.5, a zero is inserted into the chromosome. The fitness values of the all chromosomes are evaluated by calculating the objective function. population decimation individuals are ranked from smallest, according to their fitness values. An arbitrary minimum fitness is chosen as a cutoff point, and any individual with lower fitness than the minimum is removed from the population. The remaining individuals are then used to generate the new generation through random pairing.
Once a pair of individual has been selected as parents, recombining and mutating the chromosomes of the parents, utilizing the basic GA operators, crossover and mutation creates a pair of children. Crossover and mutations are applied with probability pcmss and pmutaiion. respectively [6] . We follow uniform distribution for performing cross overs and mutations.
Cross over

I
The crossover operator accepts the parents and generates two children. Many variations of crossover have been developed. The simplest of these is single point crossover. In single-point cross over if p>pcross, a random location in the parent's chromosomes is selected. The portion of the chromosome preceding the selected point is copied from parent number 1 to child number 1, and from parent number 2 to child number 2. The portion of the chromosome of parent number 1 following the randomly selected point is placed in the corresponding positions in child number 2, and vice versa for the remaining portion of parent number 2's chromosome. The effect of crossover is to rearrange the genes, with the objective of producing better combinations of genes, thereby resulting in more fit individuals [7] .
Parent chromosomes
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Selection strategies
Selection introduces the influence of the fitness function to the GA optimization process. Selection must utilize the fitness of a given individual, since fitness is the measure of a goodness of an individual. However selection cannot be based solely on choosing the best individual, because the best individual may not be very close to the optimal solution. Instead, some chance that relatively unfit individuals are selected must be preserved, to ensure that genes carried by these unfit individuals are not lost prematurely from the population. In general, selection involves the mechanism relating an individual's fitness to the average fitness of the population. The simplest selection strategy is population decimation. In Parent Chromosomes after cross over. 1 a0 a1 a2 a3 b4 b5 b6 b7
Mutation
The mutation operator provides a means for exploring portions of the solution surface that are not represented in the genetic makeup of the current population. In mutation, if p>pmutatron, an element in the string making up the chromosome is randomly selected and changed. In the case of binary coding, this amounts to seIecting a bit from the chromosome string and inverting it. The fitness function, or object function, is used to assign a fitness value to each of the individuals in the GA population. The fitness function is the only connection between the physical problem being optimized and the CA. Fitness value returned by the fitness function is in some manner proportional to the goodness of a given triaI solution, and the fitness is a positive value. In some .
implementations the constraint that the fitness value be positive is not even required. To get the solution for least square minimization i.e in getting MVDR output we have kept least. square error between output obtained by assuming random solutions and the desired output. The set of chromosomes having less least square error will have higher priority to be selected as a parent for next generation. (5) and (6) 
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In similar way we can find solution a in equation (5) by applying C A to invert a matrix first and again to multiply two matrices. 
RESULTS AND CONCLUSION
1n. Figure 1 we compare the computations required by the we11 known Givens rotation algorithm to that required by the proposed GA algorithm. All the operations involved in GAS are only binary operations. It will not increase the processing power even when number of antenna elements increases. That means number operations involved is independent of number of array elements, but solely depends on the accuracy of the required output. Figure 2 presents the beam pattem obtained using CA can be used online to get beam formed output with adaptive nulling by combining GA with gradient search methods as explained. Since CA is global search method it will take more time to converge to optimal value. Gradient search methods conduct a local search of the region around some point in the design space. The search is very efficient but quality of the search heavily relies on the starting point. So by combining GA and gradient search methods we can get an optimum and effective search method. CA can be used to find a good region of the design space, followed by a gradient method to search this region efficiently. 
