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Abstract
With the advances in robotic technology, research in human-robot col-
laboration (HRC) has gained in importance. For robots to interact with
humans autonomously they need active decision making that takes hu-
man partners into account. However, state-of-the-art research in HRC
does often assume a leader-follower division, in which one agent leads
the interaction. We believe that this is caused by the lack of a reliable
representation of the human and the environment to allow autonomous
decision making. This problem can be overcome by an embodied ap-
proach to HRC which is inspired by psychological studies of human-
human interaction (HHI). In this survey, we review neuroscientific and
psychological findings of the sensorimotor patterns that govern HHI
and view them in a robotics context. Additionally, we study the ad-
vances made by the robotic community into the direction of embodied
HRC. We focus on the mechanisms that are required for active, physi-
cal human-robot collaboration. Finally, we discuss the similarities and
differences in the two fields of study which pinpoint directions of future
research.
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1. INTRODUCTION
Within the last decades, human-robot interaction (HRI) has become an important field of
robotics. As robots and humans share a growing number of workspaces, the development
of safe and intuitive systems is of high importance. The physical proximity of interacting
partners poses the challenge to integrate human actions into the robot’s decision making
process. Commonly, this challenge is avoided by following the master-slave principle, i.e.
to design a compliant robotic system that reacts towards human actions and merely assists
the human in achieving a goal (1). Many interaction scenarios in everyday life however call
for actively collaborating partners that can autonomously contribute to a shared task.
We can view the differences in the level of interdependence and shared representations
as enlisted in Figure 1a). Interaction between humans and robots can be characterized
as either instruction, cooperation or collaboration. Figure 1 b) depicts the dependencies
of the robot and human in a goal-directed interaction over time for each of these three
categories.
We define instruction as a sequence of actions in a HRI setting which is governed by
the human’s decision making, i.e. we view the human as the coordinator who influences the
robot as shown in the left part of Figure 1b). While the interaction relies on an exchange
of information between the partners in a shared environment, the leader-follower setting
prevents advanced social interaction. A common example of this interaction is learning
from demonstration (2).
Cooperation on the other hand is defined as a sequence of actions in a HRI setting
towards a shared goal. However, each partner is working independently towards separate
subtasks, as shown in the middle part of Figure 1b) . Once the subtasks are divided
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Figure 1: a) Three types of interaction between humans and robots, increasing in the
amount of interdependency. b) The interaction between the robot (R, green) and human
(H, red) to reach the human’s (G,red) or shared (G, blue) goal over time. Arrows indicate
dependencies.
between partners, their actions are independent of each other.
Finally, collaboration requires shared representations of the environment. We define
collaboration as a sequence of interdependent actions in a HRI setting towards a shared
goal. The right part of Figure 1c) represents this interdependency by mutual influences
over time. Collaboration is the basis for mutual learning and mutual adaptation and requires
mutual trust.
In HRI, cooperation and collaboration are often used interchangeably, even though they
are conceptually different (3). The differences between cooperation and collaboration can
be high-lighted with an example. In a joint cooking scenario, the task of preparing a meal
could be divided into subtasks, preparing the sauce, the vegetables, etc., which can be
executed independently while working towards a shared goal. Collaboration occurs when
the partners adapt to each other, when they track each other’s intentions and needs and
understand when to pitch in. For example, cutting onions not only for one’s own task but
also for the partner shows that one actively engages in the activities of the partner.
An equal role distribution as required by collaboration results in more efficient interac-
tions and a reduced cognitive workload for the human partner. This is especially prevalent
in physical interactions, i.e. scenarios with direct physical contact or physical contact medi-
ated through an object of shared interest. Physical interactions often require interdependent
coordination of actions based on a shared representation of the task and the environment.
However, the majority of state-of-the-art studies in physical human-robot interaction as-
sumes an instruction or cooperation approach. Thus, we see the need for a shift from HRI
to human-robot collaboration HRC.
In order to design collaborative robots that act intuitively for the human partner, the
following aspects need to be taken into consideration:
1. Which principles and mechanisms govern HHI that can inspire the design of HRC
systems?
2. What kind of state representations and mechanisms are optimal for HRC?
3. How can we achieve autonomous, collaborative behavior?
Sensorimotor
contigencies:
Sensorimotor
contigencies describe
the correlations
between actions and
the perceptual
change they induce.
In this view,
cognition does not
require abstract
world models to
enable actions.
Instead the need for
cognition is driven
by the need for
action and cognitive
processes are
embedded in
sensorimotor
processes (4).
In this survey, we aim at developing a conceptual approach towards HRC which connects
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the above posted questions. We hypothesize that HRC can benefit from ideas of embodied
intelligence and sensorimotor contingencies (SMCs).
Firstly, a sensorimotor approach towards non-verbal social interaction is supported by
findings in psychology and neuroscience (5) (in accordance with question 1). Secondly,
sensorimotor representations are highly beneficial for any kind of HRC as the human is
automatically represented in the robot’s sensorimotor spaces without the need for explicit
modeling (in accordance with question 2). Finally, a shared representation in terms of
sensorimotor signals can facilitate autonomous action selection in collaborative settings (in
accordance with question 3). Taking this viewpoint on social cognition allows to move
away from the need of a theory of mind and serves the development of naturally interacting
robots (6).
Due to the similarity of interests in both HHI and HRC, it is of importance to establish a
coherent picture of social interaction. While HHI can benefit from this unification by using
embodied agents as a testing ground for theoretical explanations, HRC needs to incorporate
HHI research in order to create active, adaptive systems that can fluently interact with
humans. The goal of this survey is to review both experimental findings and theoretical
concepts of HHI and HRC with a special emphasis on non-verbal interaction based on social
sensorimotor contingencies (socSMCs). We aim at a systematic approach towards active
HRC that does not rely on master-slave and teacher-learner principles.
We begin this survey with a short discussion of a structured framework of socSMCs in
the continuation of this section. An in-depth discussion of experimental results from HHI
research follows in Section 2. Subsequently, in Section 3 we present developments in HRC
with a special focus on social sensorimotor signals and active collaboration. In order to
give a coherent account of HHI and HRC, we will point out both important similarities
and gaps between the two approaches in Section 4. Finally, we will discuss future research
directions within the topic of socSMCs and social interaction that can pave the way to a
deeper understanding of social cognition.
1.1. From embodied intelligence to social cognition
Since the second half of the 1980, the concept of embodied intelligence has revolutionized
artificial intelligence (7). Instead of logical architectures and knowledge representation,
the embodied view argues that intelligent behavior emerges naturally from the interplay
between motor and sensory channels (8), as depicted in Figure 2. This coupling between
an agent and its environment through sensorimotor signals and constant inference and
feedback loops is suggested to account for complex behavior without the need of high-level
reasoning. In this view, internal representations become obsolete because the environment
is its own representation that is actively sampled via sensory channels and manipulated by
self-induced actions. Physical laws constrain the action possibilities of any agent but can
also be exploited to gain advantages, see (9) for an in-depth discussion.
1.1.1. Sensorimotor contingencies. Sensorimotor contingencies (SMCs) are statistical prop-
erties of action-perception loops that allow categorization of events, actions and objects and
fluent interaction between an agent and its environment. Due to the high level of uncer-
tainty and noise inherent to most biological systems, sensorimotor learning and control has
been cast into probabilistic frameworks (10, 11, 12). This mathematical formulation makes
SMCs highly accessible to robotics by providing tools for adaptive, cognitive systems.
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Figure 2: Embodied intelligence denotes the idea that complex behavior arises due to a
constant coupling between an agent and its environment through sensorimotor channels.
SMCs are believed to be of high importance for perception and reactive behavior but
also to contribute to high-level cognition. From object recognition (13) and manipulation
(14) to path planning (15), many problem settings in robotics can be solved with help
of action-perception-effect loops. Even more so, advances in neuroscience and psychology
suggest that even social cognition is grounded in SMC signals (16).
Concepts in embodied intelligence are highly influenced by biological systems that nat-
urally represent and incorporate these mechanisms. While early focus lay on emerging
patterns such as reflexes and simple heuristics as found in insects (17), later studies started
to aim at human-like systems (18). In order to create such a system, the understanding of
sensorimotor processes in humans is substantial.
1.1.2. Towards a multi-agent approach. In a historical perspective, research in psychology
and neuroscience on one hand and research in artificial intelligence and robotics on the
other hand has mainly concentrated on the individual agent in isolation. This study of a
single embodied subject carries its own advantages. Nevertheless, we cannot neglect that
a substantial amount of behavioral and sensorimotor patterns, emerging in HHI settings,
cannot be reduced to individual accounts (19). Instead, the dyadic configuration gives rise
to complex structures requiring a shift of focus in research. Similarly, the implementation
of an artificial, embodied agent, that is able to actively cooperate with humans, needs to
incorporate knowledge about these interaction dynamics governing HHI.
The study of artificial, interactive systems can be divided into two main streams of
research. On the one hand, we have language-based agents such as dialog systems rooted
in the natural language processing community. In this context, language as a means of
communication and sign of intelligence has received a lot of attention, see e.g. (20, 21).
Indeed, the Turing Test proposes that a system capable of indistinguishably imitating a
human conversation partner can be taken as a first step towards artificial intelligence (22).
However, a focus on language disregards that a high amount of communication between hu-
mans is non-verbal (23). Instead, gestures, facial expressions and gaze embedded in mutual
prediction and signaling mechanisms convey instant information exchange. Recently, HRC
has gained interest in the implementation of these embodied social signaling techniques,
see e.g. (24, 25, 26, 27). HRC benefits from this sensorimotor approach towards social
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interaction since it allows to encode interaction variables in terms of body-internal signals
which reduces the requirement for complex representations. On these grounds, the robot
can act autonomously in HRC settings by moving from the master-slave principle towards
equal role sharing.
1.2. Social sensorimotor contingencies
In order to present socSMCs in a framework that allows interdisciplinary discussion, we
follow ideas developed in the EU FET Proactive project ”socSMCs” (28) and divide known
phenomena in interaction into three categories: check SMCs, sync SMCs and unite SMCs.
These concepts are shortly introduced below and will guide the following review of literature
in HHI and HRC.
1.2.1. check SMCs. Check SMCs denote unidirectional prediction by one agent of another
agent’s actions or the interaction between two other agents as shown in Figure 3a) on the
left and right respectively. This implies a coupling between the observing agent’s perceptual
channels and the motor behavior of other agents. Effectively, check SMCs may lead to
entrainment of the observing agent i.e. synchronization or reciprocal behavior such as
imitation.
Sensorimotor
coupling:
Sensorimotor
coupling describes
the synergy of
sensory and motor
processes. Through
adaptation of these
processes, sensory
signals are
associated with
motor outputs and
vice versa.
1.2.2. sync SMCs. In contrast to check SMCs, sync SMCs imply mutual prediction and
coupling of two agents as shown in Figure 3b). This allows for high-level coordination
such as joint attention, turn-taking and collaboration towards shared action goals. For sync
SMCs the agents are required to represent each other in terms of sensorimotor loops and
to consider each other’s actions when making decisions.
1.2.3. unite SMCs. Finally, unite SMCs describe group phenomena that cannot be ex-
plained by dyadic interactions alone as depicted in Figure 3c) . Group habits, group
mental states and emotions fall under this category. While check SMCs and sync SMCs
are of high importance for HRC, unite SMCs are an additional component that carries less
importance in the direct interaction.
Figure 3: The three categories of social sensorimotor contingencies - check SMCs, sync
SMCs and unit SMCs - representing different levels of interaction.
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2. HUMAN-HUMAN INTERACTION
Up to this point we have discussed the general ideas behind embodied intelligence in a
social context. In order to understand how these principles can be implemented in HRC,
the underlying mechanisms in human interaction need to be understood. In this section
we will review neuroscientific and psychological findings that fall under the umbrella of
socSMCs and point out their importance for robotic research.
The subject of intelligence has fascinated humankind for millennia. The ability to rea-
son logically, memorize and gain new knowledge are highly respected in western culture.
Since we associate intelligence with logic and abstract thinking, we only notice the impor-
tance of social intelligence when it is absent. For example, individuals who suffer from
neurodevelopmental disorders such as the Autistic Spectrum Disorder are highly impaired
in their everyday life due to the lacking ability to read and send social signals (29). The
severity of this deficit highlights the significance of social cognition and the need to gather a
deep understanding of its underlying dynamics. To the present day, it is unclear how we are
able to learn and apply social laws effortlessly, how we are able to make complex inferences
and predictions about others’ future actions and how we can handle a multitude of hidden
variables. However, psychological and neuroscientific research has uncovered a number of
important phenomena that influence joint action. We will begin this section by introducing
fundamental aspects of sensorimotor communication in HHI in Section 2.1, followed by an
in-depth discussion of check and sync SMCs phenomena in Section 2.2 and Sections 2.3 and
2.4 respectively.
2.1. socSMCs - Sensorimotor signals in joint action
The difference between SMCs in an isolated environment and SMCs in a social context is
the fact that one’s actions do not only impact the environment and one’s own perceptual
state but can also influence the actions of the social partner. Additionally, others’ actions
change the environment and might lead to perceptual changes in the observing agent. These
socSMCs are crucial in joint action where ”two or more individuals coordinate their actions
in space and time to bring about a change in the environment” (30). A common example
of joint action is two people carrying a heavy object together. In order to successfully move
the object, the two need to coordinate their actions with help of a number of mechanisms
which will be discussed in detail in the following sections.
In interaction, multimodal sensory signals can be integrated to approximate the current
state with higher precision than if presented in a single sensory channel (31). This suggests
that attentional resources are well distributed across sensory channels. As an example,
haptic and visual integration follows the principle of minimal variance, i.e. a maximum
likelihood estimate (32), additional sensory channels can lower the uncertainty about the
partner’s actions.
Additionally, humans monitor their partner’s actions and potential errors (33) which is
essential to react timely and to adapt to the state changes caused by others. This is also
facilitated by predicting others’ future actions and the perceptual changes they might cause.
Especially in joint action, prediction of actions and their spatial and temporal aspects is
required for action planning and coordination, see reviews on this topic (34) and (35).
To elevate one’s own readability and predictability, a common coordination strategy is to
actively signal in terms of changes in kinematics, e.g. action profiles or velocities (36).
Finally, phenomena in joint action are often divided into low-level emergent coordination
Human-Robot Collaboration: From Psychology to Social Robotics 7
and high-level planned coordination. While in both areas, coordination arises effortlessly
and mostly subconsciously, the main difference is that planned coordination facilitates a
joint action towards a common goal (37) while emergent coordination is caused by a coupling
of perceptual input and motor output processes (38).
2.1.1. A robotics viewpoint. This short introduction indicates how research in HHI struc-
tures the problem into different mechanisms and hierarchical level. Following these struc-
tures could facilitate the classification and comparison of different research questions and
methodologies developed within the robotics community. Therefore, we will review HRC
studies related to socSMCs following the categories developed in the HHI research commu-
nity in Section 3.
2.2. check SMCs - unidirectional coupling
The unidirectionality of check SMCs entails that one agent couples its own sensorimotor
system to the actions of another agent. In contrast to a bidirectional scenario such as
collaboration or teacher-student settings the second agent does not actively adjust its actions
with respect to the observing agent. Thus, unidirectional coupling or coordination is mostly
concerned with the understanding and prediction of sensory changes induced by others’
actions. In this section we discuss the biological foundation of these processes in Section
2.2.1 and continue by presenting phenomena concerned with imitation and mimicry in
Section 2.2.2.
2.2.1. Understanding actions by simulation. A prominent theory of action understanding
and prediction in the primate brain is action simulation which is also known as mirroring
(39) or ideomotor theory. This approach takes the theory of common coding of action and
perception (40) one step further to propose that the encoding of perceiving others’ actions
and the execution of our own actions share common brain structures. In this view, action
understanding becomes a matter of action simulation in the brain and prediction of others’
actions is performed by engaging one’s own motor system (41). In terms of biological
factors, this process is believed to be driven by mirror neurons (42) which are active both
during action execution and the perception of someone else executing the same action. In
a broader sense, the mirror neuron system has been found to extend beyond object-related
actions to encode intentions and social interactions (43). While some studies argue that the
mirror neuron system is genetically predefined (44), a more recent direction suggests that
it is the result of associative learning in a social context (45, 46). In terms of socSMCs,
the simulation theory could account for unidirectional coupling as well as subconscious
imitation and mimicry which will be discussed below.
2.2.1.1. A robotics viewpoint. Human action recognition from videos has been exten-
sively studied in the computer vision community. Depending on the dataset the perfor-
mance of these systems can vary between 40 % and 95 % (47). However, these systems
usually require a substantial amount of training data and they are confined to the actions
contained in the data. For successful HRC, we require a system that can recognize a variety
of actions, which might even be novel, in cluttered environments. Therefore, the idea of
mapping human actions to the robot’s own states in order to facilitate action understand-
ing is appealing. This mapping is not trivial, due to the so called correspondence problem,
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which is discussed in Section 3.2.2.
2.2.2. Mimicry and imitation. Basic motor coordination between individuals occurs auto-
matically and goes mostly unnoticed but can also be controlled behavior. Perceiving another
person performing an action can result in involuntary mimicry, emulation or imitation (48).
Mimicry is associated with pure action mirroring without considering the intention behind
it. Emulation describes the reproduction of a goal-directed behavior without adapting the
same set of actions leading to the goal. Finally, imitation combines action mirroring in a
goal-directed context.
A common example for mimicry is the yawning reflex which can be triggered by seeing
or hearing someone else yawn (49). This so-called Chameleon effect (50) implies automatic
mirroring of facial expressions, gestures and body movement. It is under debate at which
age human infants start mimicking and to which degree the brain is hard-wired for this
behavior (51). Whether humans emulate or imitate a demonstrated action can depend
on the context (52) and the social background (53). Imitation is not only influenced by
whether a subject belongs to the same social group but also by whether the context is
cooperative of competitive (54). The role of imitation for infant development, both for
learning motor skills and to engage in social context, is profound (55). For example, being
imitated increases interpersonal trust (56). Substantial deficits of imitation capabilities in
children diagnosed with autism spectrum disorder (57) indicate that involuntary imitation
is highly coupled with social cognition.
2.2.2.1. A robotics viewpoint. Imitation of human actions or movements does usually
serve as a learning mechanism in robotics. The human can be imitated on a high level, i.e.
the effect of an action is emulated, or on a lower, more kinematic level (48). Learning in
a social context has the advantage of skill acquisition without explicit definitions of cost
functions. Different approaches towards the imitation problem are discussed in Section
3.2.3.
2.3. sync SMCs - mutual coupling
Sync SMCs extend the notion of check SMCs by mutual coupling, i.e. two agents align
their actions in time and space. This does not only denote synchronous actions but any
kind of reciprocal action-perception-effect loop that coordinates the interaction. In this
section, we highlight the foundations of entrainment that arises in the context of emergent
coordination in Section 2.3.1. Mutual coupling also affects coordination in interaction such
as turn-taking, discussed in Section 2.3.2 and the social perception of interaction partners,
described in Section 2.3.3.
2.3.1. Mutual Entrainment. Entrainment commonly describes the coupling of rhythmic or
oscillatory systems, i.e. that one rhythm couples to another in a systematic manner. In
humans, a sensorimotor coupling between perceptual information about others’ movements
and one’s own actions can cause subconscious adaptation and the emergence of synchrony
(38). As an example, phase-locking between the gait patterns of two persons walking next
to each other is influenced by auditory and haptic information (58). In experiments with
rocking chairs, Richardson et al. (59) showed that partners rocking in near proximity to each
other will synchronize voluntarily and involuntarily even if the natural rocking frequency of
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the chairs is different.
2.3.1.1. A robotics viewpoint. Entrainment in robotics can be viewed from two direc-
tions. On the one hand, a robotic system can benefit from synchronization during motor
learning due to reduced noise. On the other hand, therapeutic robotics requires robots that
adapt their actions towards the patient so that the human partner can improve motor skills.
We can distinguish between pure motor entrainment, which results in reciprocal behavior,
and adaptation of higher order cognitive states, which can result in a shared state represen-
tation. Basic synchronization and entrainment in HRC is presented in Section 3.3.1. Mutual
adaptation of robots and humans, which can go beyond these basic skills, is discussed in
Section 3.4.2.
2.3.2. Turn-taking. Turn-taking is a phenomenon in human interaction that is mostly as-
sociated with verbal dialogue (60). Nevertheless, turn-taking can be observed in many
sequential task settings such as joint pick-and-place tasks. As the turn-taking by the ob-
serving partner is often initiated before the turn of the currently acting partner is over, it is
believed that humans rely on a variety of non-verbal cues such as prosody and body motion
(61). Accurate timing and turn-taking behavior is governed by the ability to predict others’
actions and to inhibit one’s own actions (62).
2.3.2.1. A robotics viewpoint. Turn-taking in a broader context includes not only dia-
logue, but also physical scenarios such as hand-overs and joint activities such as cooking or
building a brick tower. In order to coordinate with a human, the robot needs to be able
to signal when the human should take over and to understand when it is its own turn. As
the human should not have to wait unnecessarily long for the robot to initiate an action,
the robot needs to anticipate human actions and to interpret the non-verbal cues sent by
its partner. We discuss general turn-taking in HRC in Section 3.3.2. Furthermore, we
review work in predicting of and signaling to a human in Section 3.4.3 and Section 3.4.4
respectively.
2.3.3. Effects of emergent coordination. When discussing emergent coordination in human
interaction, the question arises which function these phenomena serve. Both cognitive and
emotional benefits have been investigated. For instance, in-phase synchronization during
a conversation facilitates the memory of facial expressions and utterances (63). Thus,
executive functions such as attention, memory and learning are enhanced by coordinated
behavior (50, 64). More important for the social interaction are the emotional effects.
Belonging to the same social group is often followed by mutual mimicry and synchronization
while imitation by an individual of another social group is perceived negatively. By this,
group membership and the feeling of connectedness is enhanced (65, 66). A higher level of
coordination also increases out willingness to cooperate (67).
2.4. sync SMCs - planned coordination
While emergent coordination is usually described independent of the interaction goal,
planned coordination arises in a joint task setting. This implies that interaction part-
ners might work towards a shared goal and requires a representation of the partner’s action
space and high-level coordination of actions. Here we discuss those aspects of planned
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coordination which seem important with respect to HRC: shared representations (Section
2.4.1), prediction (Section 2.4.2) and signaling (Section 2.4.3). For deeper discussions, we
refer to reviews on this topic such as (35) and (37).
2.4.1. Shared representations. Shared sensorimotor representations build the foundation
for cooperative and collaborative behavior in humans. They allow to communicate on a
common ground and to automatically engage in joint action. In this section, we list several
aspects that rely on a shared representation. In terms of sync SMCs, shared representa-
tions emphasize the automatic sensorimotor coupling between interaction partners during
planned coordination. A joint setting imposes structure on a task which can change the
sensorimotor representation and planning of both partners.
Representing others The representation of others in joint action implies a neural cor-
relate of their actions that influences the actions of the observer. For example, Sebanz et
al. (68) showed that others’ actions influence one’s own actions even if the observations
are not relevant for task completion. Additionally, the presence or prospect of a potential
interaction partner changes the sensorimotor perception of a task. Participants judge a load
to be lighter when it is to be carried with a partner (69) and switch between acting on in-
trapersonal and interpersonal affordances based on a joint affordance space (70). Moreover,
not only the lowering of cost in a joint setting influences performance judgments but also
the additional cognitive load of having to coordinate with a partner (71).
Affordances:
Affordances describe
the action
possibilities that
objects offer to an
agent.
Shared task representation The representation of others suggests that the perception-
action-effect loop might not be a purely associative mechanism but be influenced by higher
level structures such as social engagement or the task. For example, subjects seem to form
different sensorimotor representations during imitative vs. complementary tasks (72, 73)
suggesting that the social structure of a task influences its representation.
Mutual adaptation In the absence of language and sensory connections when facing a
cooperative task, a common symbolic language emerges spontaneously between subjects
(74). Thus, in the absence of a shared representation, humans readily and automatically
adapt their representation mutually in joint action to reach a shared goal.
Shared intentions Sharing representations includes also the sharing of intentions. Ac-
cording to Tomasello et al. (75) intentions incorporate both the goal of an action and the
action plan. Thus, shared intentions between individuals imply a common goal and a co-
ordinated action plan that all partners have agreed upon. The ability to share intentions
develops during infancy and is vital for any cooperative or collaborative interaction. They
govern our ability to coordinate role division and to select actions during joint action.
2.4.1.1. A robotics viewpoint. One of the challenges in human-robot collaboration is the
question of how to represent and integrate human partners into the decision making of the
robot. This differs from common robotic tasks as the human is an independent agent that
can introduce nearly arbitrary changes into the environment. In order to create a shared
representation of the human and robotic partner, the robot needs to be able to represent
the human within the environment, as discussed in Section 3.2.1. Additionally, it needs
to be able to infer the human’s intentions and to plan in collaborative settings, which we
review in Sections 3.5.2 and 3.5.3 respectively.
2.4.2. Prediction and anticipation. When engaging with the environment, humans are be-
lieved to make use of sensorimotor forward models. These models predict the sensory change
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that is induced by an action given the current state (76). The error between prediction and
actual outcome can drive motor learning and adaptation. Similarly, prediction of others’
actions is vital for a fluent physical interaction and for making inferences over others’ goals.
Following the ideas discussed above, the mirror neuron system might drive these predictions
and open the connection to intentions behind actions (77). Prediction is involved in both
check and sync SMCs. On the one hand, it does only involve the observing agent. On the
other hand, the function of this process is to be able to take the actions of one’s partner
into account; indirectly enabling mutual syncing of sensorimotor processes.
On a higher level, the prediction of the timing, the location and the nature of actions
has been studied in the context of social interaction (35). For example, the ability to predict
temporal stimuli in a non-social context influences the ability to synchronize actions with
a human partner (78), indicating that prediction in time plays an important role. When
following the actions of a brick stacking human, observers’ eye movements are usually
anticipative instead of reactive (79), indicating prediction in space. Finally, observers expect
others’ to act efficiently towards their goals and in accordance with the current environment
and situation (80), indicating the prediction of actions in context over several seconds.
2.4.2.1. A robotics viewpoint. In collaborative HRC, the prediction of the human’s move-
ments is of high importance. First of all, the robot should not plan a movement that might
interfere with the human’s limb positions in order to guarantee safety and comfortable
interactions. For example, a hand-over task requires the robot to be able to predict the
location of the hand-over. Secondly, anticipation of movements allows a robot to initiate
actions in time such that the human does not have to wait for completed actions. Thus,
when a human initiates a hand-over action, the robot should initiate the taking-action be-
fore the human has reached the intended hand-over location. We elaborate on the topic of
prediction and anticipation in HRC in Section 3.4.3.
2.4.3. Signaling. As discussed above, prediction of others’ actions plays a fundamental role
in social interaction. Within the context of a shared task, the acting partner can enhance his
or her predictability by actively signaling intentional and attentional states. These signals
can be very subtle such as changing the kinematics of the movement trajectory. This
includes adjusting the trajectory and the velocity and acceleration profile of a movement
and reducing intertrial variability of movements (36, 81, 82). However, as these adjustments
deviate from the energy efficient default kinematics, these changes need to balance the cost
and benefit of signaling (83).
More obvious signaling strategies are gaze and head direction and gestures and facial
expressions. Gaze behavior has been found to be an important factor for turn-taking (84),
joint attention (85), intention inference (86) and to coordinate actions (87). Facial expres-
sions can be seen as an expressway for emotional exchange which is modulated by the social
situation (88). Gestures add to this repertoire by expressing mental imagery and spatial
dimensions (89).
2.4.3.1. A robotics viewpoint. Forward models play a different role in robotics when
a human is involved as the outcome of an action does not solely depend on the robot’s
action and state but also on human interference. Therefore, modeling the social signals
send by the human is crucial for successful and fluent interaction. In order to make these
inferences, the robot needs to be able to predict human movements, as discussed in Section
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3.4.3. Furthermore, the robot can enhance the performance and human perception of the
interaction by actively signaling intend, which we present in Section 3.4.4.
3. HUMAN-ROBOT COLLABORATION
In the previous section we presented essential mechanisms that underly the efficiency of
HHI. Many of these findings have been considered by the HRC research community. In this
section we are aiming at summarizing these approaches in the context of socSMCs.
Research in HRI includes problems that are concerned with how to ”understand and
shape the interactions between one or more humans and one or more robots” (90). Different
environments and tasks require the robot to exhibit different levels of autonomy, adaption,
learning ability and compliance. In this work, we aim at elaborating problems that need
to be solved to enable physical human-robot collaboration. We do not view the robot in a
master-slave setting but want to emphasize how autonomous behavior in social interaction
can be achieved with help of sensorimotor contingencies. The representation of the socSMCs
in HRC is discussed in Section 3.1. In the previous sections we discussed how humans can
engage in non-verbal communication and joint action by relying on a constant exchange
of sensorimotor information. Using these findings as inspiration and guide lines, we will
present a coherent picture of check SMCs and sync SMCs in HRC in the Section 3.2 and
3.3 respectively and point out how these mechanisms can give rise to active HRC in Section
3.4 and 3.5. Finally, we shortly introduce evaluation methods for performance assessment
in HRC tasks in Section 3.6.
3.1. Embodied intelligence in a social context
The idea of embodied intelligence has influenced research in artificial intelligence and
robotics since the 1990ies (9). The focus shifted from logic-based systems and static knowl-
edge representations towards self-learning of action-perception-effect loops. Instead of a
predefined high-level representation of the environment, embodied intelligence proposes
that a representation solely based on sensory and motor signals suffices to result in intelli-
gent behavior. For interaction with other agents, this approach brings several advantages.
Firstly, many already acquired action-perception loops can be utilized for action recognition
and prediction of a human partner. Secondly, as the human’s actions are directly encoded in
the robot’s sensory state, it becomes natural to design safe and intuitive systems. Thirdly,
decision making and planning under uncertainty is facilitated since the sensorimotor repre-
sentation confines the search space of possible actions. In Section 3.1.1 we elaborate on the
sensory channels that are commonly used in this research area.
3.1.1. SMCs - Representation in sensorimotor spaces. In the human body, sensory and
motor signals in nerves and muscles are interdependent and have a common coding space
- the brain. Thus, sensorimotor contingencies are learned effortlessly during childhood
and can even be acquired in adults (see e.g. (91)). In order to provide the same level
of instantaneous signal integration in robotic agents, sensory and motor signals can be
combined on different time and precision scales. The main objective is to design systems
that require a minimal amount of assumptions and that can learn to interact with the
environment autonomously.
For a given task, different sensors can be utilized. While a navigation task might
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require distance sensors (92), other systems have been equipped with tactile feedback (93)
and visual signals (18). Due to the advances in deep learning, even raw visual pixel input
has been successfully integrated (94, 95). The state of the robot can be included in form of
joint configurations, velocity and force/torque measurements (96, 97), while action signals
can range from low-level torque or velocity commands (94, 96, 98) to high-level actions such
as ”pushing” (18, 99).
Once the sensory input and motor output modalities have been established, the system
is required to learn sensorimotor contingencies and to utilize them for meaningful behavior.
3.2. check SMCs - a robotic observer
As described in Section 2.2, check SMCs include a sensorimotor coupling from one agent
to another agent. In the following sections, we will elaborate on what this implies in terms
of HRC. While humans might show signs of coupling with respect to a robot, we will focus
on sensorimotor adaption to a human. We begin by discussing two fundamental problems,
the matter of representing a human (Section 3.2.1) and the mapping between embodiments
(Section 3.2.2). Further, we present imitation learning, both in the context of movements
and affordances in Section 3.2.3. Imitation does imply that the robot adapts its motor
behavior to the perceptual input it receives from the human, i.e. it belongs to the category
of check SMCs.
3.2.1. Representation of the human partner. The human partner can be incorporated into
decision making indirectly, e.g. through force signals (98), or explicitly modeled from visual
input. While a pure sensorimotor approach to cognition is reluctant to model internal
representations of the external world, for many computational models a certain level of
assumptions about representations is required. Thus, for human action recognition and
understanding, a model of the human body in form of joints or silhouettes can be used
to map changes of the body posture to actions (see (100) for an in-depth discussion of
vision-based action representations). Other approaches in computer vision use hand-crafted
or learned image features to represent action induced changes in images. Such methods
are highly perception-based with only a minimal amount of assumptions. However, these
methods are less prevalent in HRC as the mapping between embodiments is impeded and
requires a skeletal model. This mapping between embodiments is discussed below.
3.2.2. Learning a mapping - the correspondence problem. A fundamental problem of em-
bodied HRC is to establish a mapping between an observed human body and the robot’s
own embodiment (101). In order to imitate human actions, the robot needs to acquire a
model or function of how the human motion can be translated into its own motor commands.
The complexity of this function depends on different factors. First of all, the difference of
degrees of freedom between human and robotic actuators influences whether an analytic
solution, i.e. a one-to-one mapping, is feasible (102). More often however, machine learning
techniques are applied instead of analytic solutions which require the ability to generalize
well from the training data to unseen configurations. For this, probabilistic methods such
as Gaussian Mixture Models (103) and Gaussian Process Latent variable models (104, 105)
have been used. The same concepts do not only apply to imitation of body movements
but also facial expressions (25). Next to the degrees of freedom, the sensory channels of
the robot with which the human actions are sampled is vital. As pointed out by (106),
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most developed techniques for learning by demonstration suffer from the need of advanced
human motion capture techniques which are not available in most natural settings. For
the purpose of HRC, purely vision based systems are of high importance (105). Finally,
the level of the mapping is not restricted to motion trajectories but can build on task-level
objectives (107). This high-level imitation is discussed below.
3.2.3. Affordances and imitation learning. A robot can acquire a mapping from its own
pose to the human body by randomly performing actions and being imitated by a human.
In (108), the correlations between these two entities are modeled with neural networks. The
authors find that imitating adults is less demanding than imitating children. Additionally,
children diagnosed with autism spectrum disorder are more challenging than typically de-
veloping children. Thus, the imitation of human poses does not only depend on the mapping
as discussed above in Section 3.2.2 but also on the structure of the demonstration.
In comparison to correlation based approaches as described above, a different approach
is to make use of dynamical movement primitives (DMP). DMPs cast the problem of control
into a framework of dynamical systems combined with non-parametric regression. They can
be used to either learn behavior from human demonstration (109) or to acquire interactive
movement primitives in a joint task (110).
High-level imitation is often associated with exploiting affordances. Affordances belong
to the key concepts of embodied cognition (111). Instead of encoding objects by their type,
e.g. a chair is a chair, they are encoded by associations with those actions they afford.
A chair affords to sit on, to be pushed under the table, to climb onto for reaching the
top of the shelf, etc. Affordance based behavior follows the action opportunities that the
environment offers. This concept has been adopted by the area of robotics as knowledge
and world representation are reduced to interaction and exploration of the environment
(112). Several approaches towards affordance learning have involved active exploration of
action-perception-effect contingencies, mostly in the visual domain (18, 113) but also haptic
feedback has been considered (114). As affordances are a generally applicable concept,
humans and robots share most affordances. Thus, once learned, these properties can be
used to imitate human actions or to predict future actions (115). On the other hand, object
affordances can be acquired by observing manipulations by a human (116, 117).
In HRC, espescially during physical interaction, a common understanding of the shared
workspace is needed. The concept of affordances offers a tool to establish this understanding
and enable human-robot teams to work towards a shared goal. Imitation in this context is
more than learning by demonstration but a natural way of acquiring new SMCs. Not only
object oriented actions need to be learned but also socially important actions and their
interpretations, such as gaze and facial expressions or hand-shaking need to be understood.
However, these signals depend on both the sender and the receiver, i.e. are to be categorized
as sync SMCs which are discussed below.
3.3. sync SMCs - mutual coupling
As the transition from check SMCs to sync SMCs is smooth, a clear distinction of the two
is not possible. In robotics, the problem of sensorimotor coupling such as synchronization
and turn-taking is often studied from a single-agent perspective. This means that either
the entrainment of the human towards the robot is studied or techniques to produce similar
behavior in robots are investigated. However, mutual entrainment, i.e. active human-robot
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coupling, as it would be demanded by the definition of sync SMCs, is rarely addressed.
Nevertheless, we review here work that is concerned with coupling in human-robot duos
even if only one partner is actively adjusting to the other’s actions.
We begin by discussing synchronization and entrainment in human-robot teams in Sec-
tion 3.3.1. Similar mechanisms are responsible for turn-taking, presented in Section 3.3.2,
and joint attention, presented in Section 3.3.3.
3.3.1. Synchronization and entrainment. Entrainment between humans and robots does
highly depend on a continuous exchange of sensorimotor signals. It can be both unidirec-
tional, i.e. only one partner adapts, and mutual, i.e. both partners change their behavior. If
only one partner adjusts actions towards the others’ behavior synchronization can arise but
might be less stable. As shown in (118), humans tend to synchronize with both human and
robotic partners. In comparison to the HHI setting however, the synchronization pattern
in the HRC setting is less stable as the robotic movements were constant and non-adaptive.
This prohibited a mutual coupling between the partners.
In order to overcome this lack of reciprocity, Mo¨rtl et al. (119) apply a continuous
dynamical process to a repetitive joint task with multiple movement primitives. These
potential events for synchronization are successfully used to generate a higher level of syn-
chrony. As in the case of entrainment in HHI tasks, subjects rated trials with a high
synchrony level as more pleasant. The idea of neural oscillators for learning and adjusting
rhythmic movements has previously e.g. been applied to learning drumming and to drawing
a figure-8 (120).
Multi-modal input modalities can assist the robot in learning to react in accordance
with human actions. In (121) a drumming scenario is devised in which the robot receives
visual, auditory and proprioceptive signals. These multi-modal signals are used to adjust
internal oscillators to achieve synchronous drumming even under noisy conditions.
Instead of solely aiming at creating synchronous behavior, in (122) the level of synchrony
is used as a reinforcment signal for relevant information extraction and action adaptation.
The synchrony level influences the learning of associations between perceptual input and
motor output, enabling autonomous learning of socSMCs.
In (123), the usefulness of interpersonal entrainment in medical applications is demon-
strated. Employing a hierarchical nonlinear oscillator system, the authors show how the gait
of Parkinson’s patients stabilizes when they receive auditory feedback of a virtual walking
partner.
3.3.2. Turn-taking. Next to synchronization and entrainment reciprocity can result in high-
level coordination of behavior such as turn-taking. Turn-taking requires to read social sig-
nals and active engagement of all partners. Dautenhahn et al. (124) gave a robot positive
and negative feedback for socially engaging and turn-taking behavior and overlapping or
non-engaged behavior respectively in an interactive game. With help of a short-term mem-
ory of the recent interaction history, the system learned appropriate turn-taking actions.
In (125) it was shown that simple machine learning algorithms to acquire turn-taking
rules result in more human-like behavior. Nevertheless, the majority of studies on turn-
taking in HRC relies on predefined rules found in HHI (126, 127). As this approach can result
in stereotypic behavior, a good understanding of the interaction patterns and a continuous
interpretation of the interaction are required to find relevant cues and react more intuitively
for the human partner (128).
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3.3.3. Joint attention. Joint attention is the state of two or more agents that share a
common objective of focus, e.g. a certain object in the environment. Both the concepts of
synchronization and turn-taking are important to establish joint attention. Mutual guidance
of attention to salient cues and constant reciprocal signaling is needed in order to maintain
a common center of focus. For HRC this implies that not only the a attention following
mechanism for the robot is needed but that a mutual understanding needs to be brought
about. Gaze is a salient cue to direct attention towards objects of interest in a shared
task setting. While infants can predict referential objects from human gaze signals at an
age of 12-months they fail to make similar inferences for robotic gaze (129). This suggests
that humans need to learn to adapt to artificial cues. Similarily, (130) showed that the
automaticity with which human gaze is interpreted does not seem to hold for robotic agents.
In order to make gaze comprehensible for the human, the two partners need to share
a 3D environment (131). Furthermore, the frequency and duration of the gaze impact the
signal strength of the robot’s gaze (132).
To learn the correlations between gaze direction and the environment, the robot is as-
sisted with pointing gestures in (133). In a different approach, the human partner evaluates
the level of joint attention such as to teach the robot to follow gaze cues (134). Furthermore,
saliency cues such as which objects the human interacts with and task-related features can
contribute to decrease the size of the search space for salient areas (135).
3.4. sync SMCs - engaging in joint action
The basic principles governing check SMCs and sync SMCs that have been discussed up to
this point are building blocks for higher-order coordination and active collaboration towards
a shared goal. This aspect of sync SMCs goes beyond the coupling of low-level sensorimotor
signals and takes into account active planning and role-sharing. In this section, we discuss
how the historically prominent research directions of the master-slave scheme and imitation
learning can be overcome when the problem of collaboration is viewed from a sensorimotor
perspective in Section 3.4.1. Specifically, we focus on the sensorimotor processes that are
required to coordinate actions in space and time in order to achieve a shared representation
of the environment, such as mutual adaptation (Section 3.4.2), prediction (Section 3.4.3)
and signaling (Section 3.4.4).
3.4.1. Role division in joint action. The master-slave principle casts interaction into an
asymmetric relationship in which one partner takes a leading role while the other is a com-
pliant follower (1). This setup lends itself to scenarios in which a robot is treated as a
physical assistant for task completion, such as lifting heavy objects. However, proactive be-
havior has been found to increase the efficiency of an interaction while decreasing the effort
required from the human side (136). In order to allow an adjustable role distribution with
smooth transitions, Kheddar et al. (137, 138) introduced a homotopy that allows fluent
changes between leader and follower roles. Depending on haptic and force measurements,
the robotic system can adjust its behavior during the interaction. Hirche et al. (139) stud-
ied how the manner of transitioning between behaviors influences the task performance and
subjective experience of the human partner. In a table maneuvering task, the robot could
either demonstrate a constant force, smoothly transition between minimum and maximum
force as required by the situation or discretely jump between different force levels. While the
continuous transitions were physically and mentally less demanding for the human subjects,
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they reported that they were under more control over the table in the discrete case. Addi-
tionally, the discrete change resulted in the most agreement between the partners. These
results suggest that abrupt changes in behavior, although unpredictable and surprising in
many cases, indicate clear transitions between roles and carry more information about the
robot’s state than the continuous case. In order to unravel the underlying dynamics required
for successful role-sharing with humans in physical HRC, more inputs from HHI might be
required. Especially signaling strategies to avoid unpredictable behavioral changes need to
be considered (1).
3.4.2. Mutual adaptation in joint action. In addition to transitioning between roles, mutual
adaptation is required to overcome the master-slave principle. Mutual adaption implies that
both partners can infer each other’s preferences and adapt their own behavior if necessary.
Without an adapting robot, the team performance increases slower and to a lower degree
than in a mutual adaptation setting (140).
As different users might have different preferences in task execution, in (141) these
preference are modeled in order to adapt to a specific behavior type. The users are clustered
according to their discrete action transition sequences and inverse reinforcement learning is
applied to determine optimal behaviors for the robot. The results demonstrate faster task
completion and more responsiveness towards the human as compared to a system designed
by a domain-expert. Thus, robotic adaptation and human behavior modeling decreases the
cognitive load of the human partner in a joint task.
To model human behavior, in (142) a bounded-memory adaptation model is introduced
which relies on two assumptions. Firstly, it assumes that humans act based on a bounded
history of states and secondly, that they adapt to a partner to varying degrees. In order to
guide the human towards its own preferred goal, the robot includes inferences made with
this model into its decision making and attempts to approximate the human’s adaptability.
If a human does not adapt, the robot initiates adaptation so as to maintain trust.
3.4.3. Predicting in joint action. Prediction in joint action occurs on three levels. When
directly physically coupled to a human, the immediate sensory change due to human actions
needs to be predicted. On the other hand, in an interaction, where exchange of physical
signals is only temporary, the onset and offset of these periods need to be predicted. Finally,
on a higher level, abstract actions towards a shared goal have to be inferred.
For low-level prediction, the incoming changes of the visual state caused by human
movements have been modeled with e.g. Kalman filters. As soon as predictions can be
made with high confidence, the robot can change from reactive to active behavior allowing
for collaborative actions (143). In (98), the change in interaction forces introduced by a
human partner on a jointly held wooden plank is predicted by Gaussian Process forward
models.
Next to direct physical contact, the future trajectory of human limbs has to be estimated
in order to avoid collisions and to prepare for future contact. In (144), a trajectory is
encoded by empirically defined motion features, such as velocity, acceleration and collision
avoidance. By fitting a probability distribution to these features, the system learns a
human like navigation behavior for collision avoidance. Similarly, in (145) human motion
trajectories are modeled with help of Gaussian Mixture Models to estimate the space that
will be occupied of the human.
Instead of avoidance, the robot needs to plan motions towards a future contact point
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in handover tasks. In (146), the human’s pose is used as an indicator for the intention to
hand an object over. To account for the uncertainty in human behavior, dynamic movement
primitives are adjusted in (147) to account for the changing endpoint of the handover. While
most approaches to endpoint prediction rely on task-specific hand trajectories, Bu¨tepage
et al. (148) introduce a deep learning approach to the problem of motion prediction.
With help of encoding-decoding networks, they predict skeletal human pose data for up
to 1600 ms based on a window of past observations. In a follow-up study, conditional
variational autoencoders are applied to model a distribution over future observations (149).
This structure allows both to sample possible future movements and to classify endpoints
relying on motion predictions without task specific training data.
While predictions of low-level sensory and state changes are important, high-level action
prediction is needed for collaborative task planning. As human actions are mostly intent
driven, the recognition of intention and appropriate predictions of future behavior can
simplify this complex problem (150). An intention-driven model can facilitate anticipation
of future actions and inferences over the internal state of an interaction partner. Highly
dynamic interaction scenarios, such as playing table tennis (151), benefit from intention
modeling. In (151), the intention of the human is defined as the outcome of an action and
is modeled with a Intention-Driven Dynamics Model. This approach assumes intentions to
be a latent variable that governs the latent dynamics and observed variables. To capture
a more complicated cost function inverse reinforcement learning is applied to data from
human-human interactions in (27). Subsequently, this cost function is used to iteratively
predict human actions in a collaborative reaching task.
3.4.4. Signaling in joint action. Signaling in joint actions carries two different meanings.
Firstly, it aims at direct signals that can guide the partner’s attention, i.e. guide the high-
level interaction. Secondly, subtle, low-level changes in kinematics and action profiles can
serve as indicators for the intended goal, properties of the task or required effort. Since the
guidance of attention is discussed in Sec. 3.3.3, we will here mainly focus on the second
part.
Goal-directed actions in a shared workspace have been characterized as a trade-off be-
tween legibility and predictability by Dragan et al. (152). On the one hand, a motion needs
to be legible, i.e. an observer needs to be able to infer a goal given a trajectory. On the
other hand, motions should not deviate too much from what is expected, i.e. they need
to be predictable. In (152), predictability of grasping gestures is defined as a function of
action efficiency with respect to the goal. While legibility is well-defined by the likelihood of
predicting the correct goal given an observed trajectory, predictability depends on the task
at hand and the objective view of the observer. This is supported by a study presented in
(153), showing that humans tend to rate legible motion to be predictable in a social context
in contrast to a neutral context.
In a similar setting, the legibility of pointing gestures is studied in (154). Under the
constraint of minimal deviation from a direct pointing gesture, it is shown that slight
deviations for higher legibility increase the chance that human subjects infer the object of
interest correctly.
Not only goal-directed actions require signaling. For example, handover tasks might
require an estimate of the object’s weight to avoid surprise. To this end, weight aware
lifting of objects is studied in (155), where it is shown that a velocity profile that matches
the object’s weight enables human observers to infer the weight with a higher accuracy.
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To signal the onset of an interaction, (156) studies how contrasting social actions from
other movements in terms of spatial and temporal variations can help humans to identify
the intent of the action which results in smoother interactions.
3.5. sync SMCs - active collaboration
The concepts introduced in the previous Section 3.4 such as mutual signaling and predictions
are the foundation of active collaboration. As there exists no clear boundary between
cooperation and collaboration in robotics research, we do not aim at selectively reviewing
work concerned with collaboration as defined in Section 1. Instead, we want to focus on
the concepts that are important to achieve active collaboration. We begin by discussing
how to learn to collaborate, i.e. how to integrate socSMCs into the learning process in
Section 3.5.1. As active decision making in a social context requires an understanding of
one’s partner’s intentions and goals, we present work concerned with intention inference
in Section 3.5.2. Finally, collaboration requires long-term action planning that takes the
actions of the human into account. Thus, we elaborate on collaborative task planning in
Section 3.5.3.
3.5.1. Learning to collaborate. Learning in interaction can be viewed from two positions.
On the one hand, the learning itself can be a collaborative process in which one partner
helps the other to learn a task (157). On the other hand, a robot can learn a joint task
together with a human by incorporating human actions and task knowledge. We will here
focus on the latter case.
Robot learning in a joint setting can benefit from the human’s task knowledge. In
order to assign semantic meanings to subphases of a coordination task, in (158) the robot
models SMC patterns in a positioning task with help of HMMs and asks the human to label
consistent trajectory parts with semantic information. Through this, the robot benefits
from the human task knowledge and can cluster trajectories according to this structure.
A similar idea is presented in (159) which concentrates on active learning of a structured
action-space graph that describes different action-state sequences leading to the same goal.
To gain more information about possible sequences, the robot can actively chose a skill that
it requires additional information about. An informed selection, such as distance-based or
connectivity-based, leads to the discovery of significantly more valid state-action sequences.
Next to explicit task knowledge, learning robust representations and policies requires the
robot to efficiently incorporate the multimodal sensorimotor data in a collaborative settings.
Rozo et al. (160) focus on a joint assembly task and investigate how to approximate stiffness
parameters for different phases of the interaction. Applying GMMs to the task, the robot
learns soft clusters of different behaviors which allows for reactive control. The authors
stress the importance of combining visual and haptic feedback during collaboration as it
allows to disambiguate different task states and human actions.
Similarly, Huang et al. (161) combine gaze tracking, speech recognition and intent
prediction to facilitate anticipatory motion planning, speech synthesis and robotic manip-
ulation. While the authors apply support vector machines to gaze patterns to classify
intended objects, the failing rate of around 20 % suggests that the inherently uncertain
nature of human behavior might require probabilistic methods.
A Bayesian approach to the problem of multimodal input data in physical HRC is
presented in (98). Leveraging Gaussian Processes to learn forward models and a Q-function,
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Ghadirzadeh et al. train a PR2 robot to position a ball on a wooden plank that is jointly
controlled with a human partner. The sensory changes caused by human movements are
encoded in force-torque measurements. Together with information about the robot’s and
game’s state, these multimodal signals allow learning a reward function for optimal action
selection in a collaborative task.
In order to incorporate several high-level modalities such as speech and gestures, Huang
et al. (162) differentiate between a feature level, describing the high-level behavioral fea-
tures, and a domain level, describing behavioral features of specific modalities. Modeling
speech, gestures and gaze of with Dynamic Bayesian Network, it is shown that the robot
can learn communicative, multimodal behavior that is perceived more natural and effective
than an unimodal equivalent.
3.5.2. Intention inference. The term intention is associated with different meanings in dif-
ferent contexts. A general definition of intention might be the motivation or goal that let
to the initiation of an action. Intentions can operate on different time scales and be hier-
archical in nature. For example, imagine someone is reaching for the sugar in the kitchen.
The short term intention is to acquire the sugar. This intention might be governed by a
longer lasting intention to bake a pie. In turn, this intention might be influenced by the
intention to give the pie to a friend as a social gesture. In terms of sensorimotor patterns,
short term intentions are of relevance as they provide context for prediction of actions and
states and because they allow for assisting, complementary and avoiding action selection in
a collaborative setting.
In (163), the human motion intention is defined as the resting state of a mass-spring
system that describes the dynamics of the human arm. Others define intention as the final
outcome of an action, such as the goal position of an object in the workspace (151, 164).
In order to infer intentions, one can either rely on state information alone, such as the
current configuration of the human joints, or on a combination of states and actions. In
the following, we will elaborate on techniques used for human intention inference that are
based on sensory and state and action signals.
Intention on a motor level as defined in (163), can be inferred based on current state,
velocity and interaction forces. In (163), a radial basis function neural network is used to
learn a function that maps the current information to the intended outcome. Using these
approximations, a robot is shown to follow human movements. The results indicate that
less effort is required from the human in comparison to a common impedance controller in
this leader-follower task. In direct cooperation settings, a mixture of interaction primitives
can be used to model human movement trajectories with different intentions (165). After
classifying the current human primitive, the robot can engage in the interaction by following
the learned interaction primitives.
In a Bayesian view, the intention underlying a movement can be seen as a latent variable
that can be modeled in a joint distribution with the observations. If high-dimensional
observations are governed by low-dimensional dynamics, an Intention Driven Dynamics
Model can be learned (151) that models the joint distribution of observations, dynamics
and intentions. During online interaction, the robot can infer the dynamics and intentions
of the human and plan actions accordingly. A similar idea is proposed in (164) who used a
Bayesian filter to integrate multimodal signals. In a joint cooking scenario, the robot has
to infer which objects the human might require based on the recipe, speech and gestures.
The Bayesian filter allows to model the joint probability distribution of these variables and
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to effectively infer the identities of the objects.
An interactive setting has the advantage that both agents can not only select goal-direct
actions but also actions that force their partner to reveal hidden information. In (166) a
shared control problem is formulated that allows the machine to select actions which will
push the human towards actions which express an internal state or preferences.
3.5.3. Action selection in collaborative tasks. We can distinguish between two approaches
to action selection, reinforcement learning and classical planning. In reinforcement learning,
the robot learns a value function and a policy over time, while planning relies on explicit
lookaheads in the action-state space. When considered in collaborative robotics, both meth-
ods builds on three components (167). First of all, the environment and the context need
to be modeled, which includes spatial references and affordances. Secondly, human actions
need to be understood and anticipated in this context. Finally, the robot needs to choose
actions and movements taking these uncertain estimates into account and considering how
to facilitate human perception of the task.
Mainprice et al. (145) consider a scenario in which a human and a robot operate in
the same workspace. This is achieved with a trajectory planning algorithm, STOMP, that
iteratively updates an initial trajectory. The authors show that modeling and incorporat-
ing the space that will be occupied by the human in the future compared to the current
position results in faster convergence of the planning algorithm. Next to distance other
interaction constraints can be incorporated into planning such as comfort, visibility and
fluency constraints (168, 169). Note, that these planning approaches view the human as a
part of the environment that needs to be planned around instead of considering the human
a collaborative partner.
In direct physical contact, human and robot need to negotiate the amount of effort each
partner has to apply to achieve the common goal. Posing a shared positing task as a control
problem with two forces that act on the object of interest, in (139) the role division between
the partners is investigated as discussed in Section 3.4.1. The authors distinguish between
three policies: a balanced-effort policy, a maximum-robot-effort policy and a minimum-
robot-effort policy. In an online collaborative task, the system needs to be able to switch
between these policies based on the current state and the human behavior.
In comparison to many studies that focus on how to select actions in the presence of
an active human partner, the notion of legibility and predictability as discussed in Section
3.4.4 requires the robot to plan in the presence of a human observer in order to signal its
intention. By formalizing this problem in mathematical terms, Dragan et al. (24) apply
functional gradient and constraint optimization methods to generate legible and predictable
trajectories.
While planning under interaction constraints results in actions which implicitly take the
human into account, learning collaborative value functions has the advantage of explicitly
incorporating human actions.
In (167), collaborative tasks are tackled with multi-agent Q-learning. By representing
states with help of affordances, a shared representation of the environment arises naturally.
Comparing different models of human behavior, the authors conclude that a model of
adaptive behavior outperforms static approaches.
Instead of a multi-agent value function, Nikolaidis et al. (170) show that cross-training
of a human-robot team is more effective than human feedback on task performance. This
cross-training implies that human and robot iteratively switch between the respective roles.
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Thus, they learn a shared plan instead of separate action sequences.
3.6. Evaluation of embodied collaborative robotics
A systematic, general approach to evaluation in HRC is near to impossible as the field
is so versatile. Within each subfield, however, common metrics have been established.
One important aspect to consider is online vs. offline evaluation. While safety measures
should be applied constantly, more qualitative measures such as the human perception of
the interaction are mostly taken into account after the interaction has terminated.
An additional factor is the level on autonomy. While some studies work with a wizard-
of-oz setup, i.e. the robot is controlled by a human, others focus on active decision making.
Although these two approaches might apply similar evaluation methods, the results are not
necessarily comparable.
Testing a scientific hypothesis with quantitative measures of SMCs does often imply to
investigate the necessity of specific SMCs or behaviors compared to alternative approaches.
We can either vary the reaction to a sensory state, or vary the sensory state itself. For
example, in (171) coordination mechanisms between humans and robots are investigated.
Implementing a variety of robot behaviors to cue an intended object with gaze, the human’s
performance to detect this object are studied. In comparison, in (164), the input state to
the robot is varied between receiving only gesture and both gesture and speech input. The
effect of these variations are evaluated in the context of the interaction with quantitative
and qualitative measures. As described in Section 3.6.1 and 3.6.2, these measures can be
either objective or rely on the subjective experience of the human.
3.6.1. Objective measures of collaboration. There exists a variety of objective measures
for human-robot collaboration. In this section, we will name the most relevant to the topic
of embodied collaborative robotics. For a more detailed discussion, we refer the reader to
reviews such as (172).
Safety The most important factor in HRC is that the human can safely interact with the
robot. To guarantee this, the robotic system needs to be robust, context aware and reactive
in dangerous situations, see e.g. (173).
Fluency Fluency of an interaction can be measured by how much each partner has to wait
for the other partner to finish some action before it can act itself. This can be quantified
by e.g. the amount of idle time for the human or robot, concurrent motion and the time
between alternating actions, see e.g.(174).
Engagement Engagement is a measure of how engaged the human is in the interaction
with the robot, i.e. how much prosocial behavior is present and how distracted the subject
is over the course of the interaction. This engagement might vary with the structure of the
interaction, e.g. individuals compared to groups (175) .
Mutual information A measure of the shared information content two sensory sources
carry is mutual information. On the one hand, this measure can be applied to measure
synchrony in received multimodal signals, see e.g. (176). On the other hand, it can give a
measure of the reciprocity between two partners, see e.g. (177).
Completion timeMost interaction scenarios treated in HRC consist of short-term interac-
tions with a specific goal. When this goal is reached, the trial is terminated. The statistical
differences between conditions, when e.g. actions or states are varied, is interpreted as a
measure of efficiency.
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Failure rate Failure of a collaborative task might depend on the performance of both
partners. Depending on the task at hand, the human might fail to interpret the signals
sent by the robot or the robot might fail to perceive or understand the human or generate
an appropriate action. The failure rate is the percentage of trials that were not completed
satisfactorily. Instead of failing a task, a partner can also fail to cooperate, when viewed in
a game theoretic context (178).
Physical cost Physical cost is usually measured in terms of forces that both the human
and the robot need to apply to achieve a task (139). Depending on the task, these forces
should either be equally distributed, i.e. equal roles, or in favor of the human partner, i.e.
a master-slave setting.
Cognitive load The cognitive load describes the amount of cognitive work and decision
making the human is responsible in a joint task. A master-slave setting would encourage
a high amount of mental workload, while an autonomous robot suggests an equal distribu-
tion. To estimate mental workload, the spare mental capacity of a human subject can be
measured, i.e. the subject has to solve a secondary task next to the interaction with the
robot. Additionally, physiological responses, such as heart rate or electroencephalography,
can be an indicator of mental workload (179).
3.6.2. Subjective measures of collaboration. Subjective measures of human-robot collabo-
ration focus on the subjective experience of users. Thus, they might be influenced by the
background and the training of the human subjects.
Questionnaire
Trials with similar performance as measured by the quantitative measures described in
Section 3.6.1 might be perceived very differently by human subjects. In order to quantify
these differences, a common approach are questionnaires which measures aspects such as
perceived safety or collaboration quality with likert scales, see e.g. (180).
Shared mental plan In order to evaluate whether a human-robot team has achieved a
Figure 4: The relationship between topics in HHI and HRC divided into check SMCs, sync
SMCs mainly concerned with automatic entrainment and sync SMCs required for higher
level coordination of actions. The numbers in brackets refer to the section of this review in
which we discuss the respective topic.
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shared mental plan of a structured task, the human subjects can explicitly indicate their
planned action sequence and the agreement with the robot’s plan can be estimated , see
e.g. (170).
4. CONCLUSIONS
Human-robot collaboration is a challenging subject as the presence of the human introduces
uncertainty and constraints on the robotic system which are often not foreseeable during
the system design phase. In the introduction we hypothesized that an embodied approach
can facilitate the collaboration as it offers a basis for grounding the interaction. We enlisted
three questions which have to be considered when aiming at autonomous robots in collabo-
rative settings. In this section, we want to investigate to which degree these questions have
been addressed by the community.
4.1. Which principles and mechanisms govern HHI that can inspire the design
of HRC systems
We address this question in Section 2 by reviewing relevant literature concerned with HHI
that can inspire research in HRC. There exists a vast body of research in this area of which
we selected the most relevant aspects to HRC. We depict the influence of HHI on HRC in
Figure 4, where we distinguish between check SMCs, sync SMCs concerned with coupling
of SMC processes, and sync SMCs that are involved in planning and performing a shared
task.
A reoccurring structure in HHI is the fact that humans ground interaction in SMCs
such that they share a representational basis. Within check SMCs, this is governed by the
concept of mirroring others’ actions, i.e. the existence of a SMC mapping between humans.
This allows us to imitate and mimic others. The coupling inherent to sync SMCs gives rise
to automatic entrainment and turn-taking behavior. Finally, in order to reach shared goals,
humans rely on shared representations. To avoid conflicts, the actions of a partner need to
be predicted and one’s own intentions have to be signaled.
As depicted in Figure 4, these concepts have influenced different areas of interest in
HRC.
4.2. What kind of state representations and mechanisms are optimal for HRC?
In an interactive setting, an egocentric world representation is not sufficient to allow col-
laborative behavior. Instead, the human needs to be modeled and included into decision
making. Therefore, concepts originating from SMCs are of high value as they are shared
with the human partner. For example, the affordances of an object can often be shared
between the human and the robot, leading to a natural task representation. We discuss
these representations mainly in the context of check SMCs in Section 3.2 but they are also
required for the emergence of sync SMCs as discussed in Section 3.3.
The three main mechanisms driving HHI are a shared representation, prediction and
signaling. These mechanisms guide interaction patterns such as role division, intention
inference and coordination of actions. However, in the robotics community, the emphasis
is not on the mechanism, i.e. a shared representation, but on the phenomena, see Section
3.4 and 3.5.
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4.3. How can we achieve autonomous, collaborative behavior?
Autonomous, collaborative behavior requires the interplay between the different mecha-
nisms which have been presented in this survey. To achieve truly collaborative instead of
instructive or cooperative interactions, it is important that the robot behaves naturally for
the human such that mutual adaptation and learning can occur to guide the human-robot
team towards shared goals. Since the large majority of studies in HRC focuses either on
the robotic implementation or the human experience of the interaction, we are not aware of
studies that have attempted to combine a shared representation, prediction and signaling
to achieve true collaboration.
Additionally, many tasks and scenarios in HRC might not require collaboration but
only cooperation. However, humans tend to solve tasks collaboratively even when this is
not required by the task (181). This indicates that collaboration is driven by an instinct
to work together, deepening social bonding and opening the possibility to learn from each
other. To achieve a similar behavior in robots, we are required to combine the mechanisms
of interaction with the drive to engage with humans. Instead of only modeling the task
performance, the robot can be rewarded by how well it predicts its human partner and how
well the human responds to its own actions. Thus, although most scenarios do not require
collaboration, they do allow it.
4.4. Future directions
To enable physical human-robot collaboration, a unification of the mechanisms introduced
in this review is required. Sensorimotor contingencies are well suited as a representational
basis since they allow a common coding of the robot’s actions and the perception of human
actions. To plan actions in a collaborative setting requires the robot to adapt to the human
but also to signal when the human partner should change current behavior. In order to
evaluate and compare different approaches, scenarios of the different levels, instruction,
cooperation and collaboration need to be devised, which are easily reproducible by other
groups.
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