For both differentiable and nondifferentiable functions defined in abstract spaces we characterize the generalized convex property, here called cone-invexity, in terms of Lagrange multipliers. Several classes of such functions are given. In addition an extended Kuhn-Tucker type optimality condition and a duality result are obtained for quasidifferentiable programming problems. 
Introduction
The Kuhn-Tucker conditions for a constrained minimization problem become also sufficient for a (global) minimum if the functions are assumed to be convex, or to satisfy certain generalized convex properties [14] . Hanson [10] showed that a minimum was implied when convexity was replaced by a much weaker condition, called invex by Craven [4] , [5] . For the problem, Minimize f o (x) subject to -g(x) e 5,
where S is a closed convex cone, the vector / = (/ 0 , g) is required to have a certain property, here called cone-invex, in relation to the cone R + X S. Some conditions necessary, or sufficient, for cone-invex were given in Craven [5] ; see also Hanson and Mond [12] . However, it would be useful to characterize some recognizable classes of cone-invex functions.
The present paper (a) represents several classes of cone-invex functions, (b) characterizes the cone-invex property, for differentiable functions, in terms of Lagrange multipliers (Theorems 2 and 3), using Motzkin's (or Gale's) alternative > 1985 Australian Mathematical Society 0263-6115/85 SA2.00 + 0.00 (3 ] Invex functions and duality 3
A function h: X o -> Yis S-convex if, whenever 0 < a < 1 and x, y G X o ,
ah(x)+(l -a)h(y) -h(ax + (l -a)y) e S;
/i is locally S-convex at a G I o if this inclusion holds whenever x, y e U, where U is a neighborhood of a in X o . If the function h is linearly Gateaux differentiable then h is S-convex if and only if, for each x, y G X o ,
(1) AOO-M.jO-A'GOO'-.jOeS.
The function h is S-sublinear if /i is S-convex and positively homogeneous of degree one (that is, h(ax) = ah(x), Va > 0). If Y = R, S = R + we shall denote the subdifferential of a convex function h at a G A' Q by 9/i(a), where 3/i(a) = {v G A": u(x -a) < h{x) -A(a), for all* G * " } .
If /j is continuous at a then 3/i(a) is a non-empty weak* compact convex subset of X' ([17]); by (1) if h is linearly Gateaux differentiable at a then dh(a) = { h'(a)}.
Following [5] , a function / : X o -> Z is called K 0 -invex, with respect to a function TJ: Jf 0 X A' Q -» A", if, for each x, u e X Q , (2) f We shall also require in section V the following (not necessarily Unear) concept of differentiability. A function h: X o -» Y is directionally differentiable at a e I o if the limit 
(x)-f(u)-f'(u)r,(x,u)^K
The range of a function/is denoted by r a n / ; the nullspace by N(f). We are assuming g is linearly Gateaux differentiable at a, however if g is merely directionally differentiable at a then we can replace the linearized inclusion by
In particular, the constraint -g(x) e S is locally solvable at a e X o if ( [3] ) g is continuously Frechet differentiable and the set g(a) + ran(g'(a)) + S contains a neighborhood of 0 in Y. For a set y4 c A', we shall denote the closure of A by A. We shall assume throughout that the dual space X' (or Y') is endowed with the weak* topology (see [3] ), thus for a set V c X', V represents the weak* closure of V. The results in Section 4 do not depend on the dimensions of the spaces, and would extend readily to locally convex spaces (for example, space of distributions).
Classes of cone-invex functions
In this section we illustrate the broad nature of cone-invexity by presenting several classes of such functions, and some simple concrete examples. The spaces X and Y here may have any dimensions, finite or infinte.
PROOF. Let x, a e X o . Then, with the stated ij, 
REMARK. In (III), TJ depends on P alone, not on a. For a fixed affine function /?: A^ -» R + \{0}, the convex cone { g ( -)
= « ( " ) /^( ) : a is S convex on A^} consists of functions, all of which are 5-invex with the same kernel TJ. A similar statement holds when the hypothesis on /? is replaced by another of the hypothesis in (III). (Unfortunately, there is no obvious extension to a cone of invex functions a( •)//}(•) with both a and /? varying over appropriate classes of functions.) Similarly, if <p: X -* X is surjective and ran(<p'(a)) = X for each a G X, then the convex cone (g = q°<p: q: X -* Y is 5-convex} consists of S-invex functions with the same kernel TJ, using (II). The result in (III) remains valid when a and /? are merely directionally differentiable, provided that the definition of cone-invexity is suitably extended, as given below in (11) .
(IV) For real-valued functions (that is, Y -R) it will be shown (in section (IV) that every pseudoconvex function ( [14] ) is invex. The converse is not valid.
(V) Let g: X o -* Y be a linearly Gateaux differentiable function and suppose that there exists a point 3c G X o such that (3) g'(a)5cG-intS. This assumes that int S # 0 . We shall show that g is 5-invex at a on X o .
PROOF. Since int 5 ^ 0 , there is a weak* compact convex set B c Y' such that 0 <£ 5 and S* = coneB (B is called a base for S*, see [6] ). Thus (3) can be expressed equivalently as (VX e B)\g'(a)x < 0. Now, since B is weak* compact, This is a slightly extended version of a result by Hanson and Mond [12] in finite dimensions. Note that (3) is a version of the well-known Slater constraint qualification for a program such as (P). 
Differentiable functions
In this section we shall consider invexity in mathematical programming problems involving linearly Gateaux differentiable functions. THEOREM [10] , Craven [5] ) Let a e KT{P); let f be K 0 -invex at a with respect to T\ on E = {x e X o : -g(x) e S ) . Then (P) attains a global minimum at the point a.
(a) (Hanson
(
b) Let f 0 be invex on X o , then a e X o is a (global) minimum of f 0 over X o if and
PROOF, (a) Let x e E. Then, since \g(x) < 0 and Xg(a) = 0 for each X e S$,
Here r = (1, X), where X is the Lagrange multiplier associated to a.
(b) Since X o is an open set we need only establish sufficiency, which follows immediately by (2) with/g(a) = 0. REMARK 1. If E is replaced by E n U, where U is a neighborhood of a in X o , then (/*) attains a local minimum at a in (a). As a consequence of Theorem 2 (to follow) we will establish the converse to part (b) above (see Remark 3), thus if every stationary point of/ 0 is a minimum then/ 0 is invex on X o . If the cone J x is not assumed weak* closed, then the Kuhn-Tucker conditions (KT) may be replaced by the doubly asymptotic Kuhn-Tucker conditions (see [25] , [18] , [7] )
where the net (r a ) need not converge. Denote by AKT(P) the set of points a at which (AKT) holds for (P). Then the result of applying Motzkin's theorem in the proof of Theorem 2 is replaced by ( ? n e t ( r a ) c t f j ) r a ( c ) -» -l , r a ii-* 0.
Hence with a G AKT(P) and g'(a)u G -aint 5 for some u G X,fis ^T 0 -invex at a on E if and only if /o(*) + * » g ( * ) > / o ( « ) + *»*(«) holds eventually, that is for all a > a (some index).
We now establish Theorem 2 under alternative regularity assumptions and characterize # 0 -invexity using the Lagrangean dual, (D 2 ). (6) <=» (7)) we have the following equivalent condition for cone-in vexity, namely/is AT-invex at a [ io] on a set D c X if and only if (9) [(r e K*, rf'(a) = 0) =» r/(x) > r/(a), Vx e D], (we are assuming / x is weak* closed for each x e D). For real-valued functions the condition (9) gives the following: / is invex on D if and only if every stationary point of / in D is a (global) minimum. Functions satisfying this latter condition have been extensively studied by Zang, Choo and Avriel [24] (see also [22] , [23] ). Using the characterization (9) we easily obtain
Note that we do not need to specify that TJ be the same for all r e K*, this follows since (9) is independent of ij. Now, coupling this result with the work in [24] we obtain the following technical characterization of cone-invexity:
/ i s K-invex on an open set D c R" if and only if (Vr G K*)L rf { •) is strictly lower semi-continuous on G rf .
(ii) Under suitable regularity assumptions [3] , the Fritz John conditions Hence, using (9) above, it follows that / i s Ag-invex at a on E if and only if either, (FJ + ) is not satisfied at a e E or, the corresponding Lagrangean function L(r, x) = rf(x) (for r e R X Y') attains a minimum at a over £\ This result assumes that J x is weak* closed for each x e £, but does not require the other regularity conditions of Theorems 2 and 3. It is possible to consider Fritz John type conditions in an asymptotic form (see [7] ) which would be applicable when J x is not necessarily closed. The conditions (FJ) are known to be satisfied when the cone S has non-empty (topological) interior ( [3] ).
(iii) The weak* closure assumption on the convex cone J x is satisfied under either of the following assumptions:
In part (b) we need the additional assumption that X and Y are complete, for the details see Nieuwenhuis [15] , or Glover [7, Lemma 3] . Other sufficient conditions are given in Zalinescu [20] and Holmes [13] .
(iv) In Section 3 it was claimed that every pseudoconvex function is invex, this now follows easily from part (i) above since every stationary point of a pseudoconvex function is a (global) minimum. A related result was given in [24, Theorem 2.3] where it was shown that for a pseudoconvex function, / : X -» R, L f (-) is SLSC on G f ; which is equivalent to invexity by part (i) above.
I'
i 1 Invex functions and duality 11 (v) In this section we have characterized cone-invexity at Kuhn-Tucker points using the Motzkin alternative theorem; for finite systems of differentiable functions on R", a similar approach was suggested by Hanson [10] using Gale's alternative theorem.
Nondifferentiable functions
In this section we shall discuss cone-invexity for a class of nondifferentiable functions. We use the concept of quasidifferentiability to show that under cone-invex hypotheses the generalized Kuhn-Tucker conditions of Glover [7] are sufficient for optimality. DEFINITION . A function g: X o -* Y is S*-quasidifferentiable at a e X o if g is directionally differentiable at a and, for each X e S*, there is a non-empty weak* compact convex set 9(Xg)(a) such that (10) g'(a, x) = sup{w(x): w e 9(Xg)(a)}.
Clearly if g is S*-quasidifferentiable at a then \g'(a,-) is a continuous sublinear functional for each X e S*. Hence 3(XgX a ) coincides with 9(Xg)'(a,0) that is the subdifferential of \g'(a,-) at 0 in the sense of convex analysis (see [17] ). If g is S-convex at a then 9(Xg)(a)=9(Xg)(a); for convenience we shall omit the ~ in the sequel.
Clearly every linearly Gateaux differentiable function is 5*-quasidifferentiable with 9(Xg)(a) = {Xg'(a)}. For more general classes of nondifferentiable functions which are quasidifferentiable see Pshenichnyi [16] , Craven and Mond [6] , Clarke [2] , and Borwein [1] .
Let g: X o -* Y be directionally differentiable at a e X o , then g will be called S-invex at a on a set D c X o if, for each X G D , there is a TJ(JC, a) e X with (11) g (12) 0 e ( 9 / 0 ( a ) x { 0 } ) + \J (3(Xg)(a) X {Xg(a)})
(x)-g(a)-g'(a,T,(x,a))eS.

THEOREM 4 (Sufficient Kuhn-Tucker Theorem). Consider problem (P) with a G E. Let f 0 be quasidifferentiable at a and g S*-quasidifferentiable at a. Further suppose that f is K-invex at a on E and that the generalized Kuhn-Tucker conditions
are satisfied. Then a is optimal for (P). [ 121 PROOF. It is easily seen that (12) is equivalent to the existence of w e 9/ 0 (a) and nets (X a ) c S*, (w a ) c X' with w a e 9(X a g)(a) for all a, such that
)> by invexity > VV(TJ), since w e 9/ 0 (a) = lim[-w a (i,)], by (13) > Uminf[-X a g'(a,i})], since w a e 9(X a g)(a),Va
, a s x e E and A a e S* a = 0, by (13) .
for all x e E and so a is optimal.
REMARK 4. Theorem 4 generalizes the result of Hanson [10] and Craven [5] given in Theorem l(a). The condition (12) has been shown to be necessary for optimality by Glover [7, Theorem 4] under the quasidifferentiability assumptions of Theorem 4 and the additional hypotheses that / 0 is arc-wise directionally differentiable at a ( [6] ) and g is locally solvable at a. In the special case of Theorem 4 in which f 0 and g are linearly Gateaux differentiable at a it is easily shown that (12) is equivalent to (AKT).
We shall now consider an alternative characterization of optimality for invex programs under stronger hypotheses. THEOREM (14) (3v e Q) 0 e 3/ 0 (a) + vg'(a), vg(a) = 0, where
For problem (P) let a e E; let f 0 be quasidifferentiable at a and let g be linearly Gateaux differentiable at a. Furthermore assume ran([g'(a), g(a)\) is closed, X and Y are complete, and g is locally solvable at a. Then a necessary condition for a to be a minimum of(P) is that
Iffis K-invex at a on E then (14) is sufficient for optimality at a.
PROOF. (Necessity) Let a e E be optimal for (P). Then by Craven and Mond [6] , using the local solvability hypothesis, there is no solution (a, x ) e R x ! t o (16) / 0 '(a,x)<0, ag(a)+g'(a)x^-S.
[13]
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Thus, by the separation theorem, ( [16] ), (17) is equivalent to
By Theorem 1 in [8] , [^( -S ) ] * = A T (Q) with Q given by (15) . Thus (14) and (18) are equivalent as required.
(Sufficiency) Suppose (14) is satisfied a t a G f and / is K-invex at a on E. Let x G E. By (14) -w a ) . Thus a is optimal for (P).
REMARK 5. Theorem 5 generalizes the results in [8] . If Y = R" then the closed range condition is automatically satisfied. This result provides a non-asymptotic Kuhn-Tucker condition even if the usual 'closed cone' condition is not satisfied.
Consider the following program related to (P).
where/ 0 is quasidifferentiable, g is linearly Gateaux differentiable and In order to establish a version of Theorem 2 for quasidifferentiable functions we require the following theorem of the alternative. We no longer require the completeness assumptions on X and Y. REMARK 6. Vercher [19] (see also Goberna et al. [9] ) has established a result similar to Theorem 7 for arbitrary systems of sublinear functions defined on R". It is possible to weaken the continuity requirement in Theorem 7 to X/i lower semi-continuous for each X e S* (the proof is identical since (19) This is the analogue of the asymptotic conditions discussed following Theorem 2.
We can consider generalized Fritz John conditions (under suitable regularity and quasidifferentiability assumptions (see [7] ) for problems (P) to attain a minimum at a G E; namely Thus, analogously to Remark 3, part (ii), / is ^0-invex at a on E if and only if either {GFJ + ) is no/ satisfied at a G E, or, the corresponding Lagrangean function attains a minimum at a over £. This result follows easily from (22); we need only assume J' x is weak* closed for each x G E. £, a) , for all x e C. Thus, by (9) and part (ii) in Remark 3, ^ = (i// 1 ,...,^n) is R" + -invex on C. Thus F x a can be assumed linear and (23) is equivalent to invexity.
Hanson and Mond [11] also defined another class of generalized invex functions from (23) (in a manner analogous to the definition of pseudoconvex functions from convex functions); namely a differentiable function \p is in this new class over C c X if, for each x, a e C, there is a sublinear functional F x a : X' -» R such that (24) [F x , fl (*'(fl))>0 = » * ( * ) > * ( * ) ] . It now follows immediately, as above, that if xj/ satisfies (24) then xp is invex on C, since every stationary point is a (global) minimum.
Example 4 in Section 3 shows that these invex concepts are also applicable in infinite dimensions.
