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Introduction
Ce mémoire est une contribution à l’étude des propriétés macroscopiques de conduc-
teurs fortement hétérogènes soumis à un champ magnétique constant. Les matériaux
fortement hétérogènes sont constitués d’un assemblage microscopique d’au moins deux
phases, non miscibles. Dans la figure 1, cette microstructure est périodique et de taille
caractéristique ε. Les équations microscopiques qui régissent chacune des phases donnent
le comportement du matériau pour ε fixé. Lorsque ε est très petit devant la taille du
conducteur, celui-ci apparaît comme homogène et les hétérogénéités sont gommées : c’est
un matériau composite. La théorie de l’homogénéisation permet de définir précisément
le passage à la limite des équations microscopiques lorsque ε tend vers 0 et d’obtenir
une équation limite régissant le matériau composite. L’intérêt pour de telles structures
s’explique par les propriétés physiques macroscopiques particulières qu’elles présentent.
Un exemple de composite est donné par une superposition de couches minces de métal
et de plastique : ce matériau n’est conducteur que dans les directions perpendiculaires à
la lamination. Les idées et techniques physiques d’homogénéisation, visant à obtenir les
propriétés effectives des composites, sont anciennes [58, 72] mais les définitions précises
du passage à la limite des équations microscopiques, comme la H-convergence de Murat
et Tartar [67, 70], présentée plus loin, datent des 40 dernières années.
Dans la figure 1, chaque phase est un conducteur homogène i.e. dont les propriétés
ne dépendent pas du point considéré. L’aptitude d’un tel matériau, soumis à un champ
électrique∇u dérivant du potentiel u, à permettre le passage du courant est donné par la
valeur de sa conductivité σ. Lorsque le conducteur est isotrope, σ est un scalaire positif.
Dans un conducteur homogène général, la conductivité σ est une matrice symétrique
×ε
Figure 1 – Un matériau composite périodique en dimension 2
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définie positive. L’application du champ électrique au conducteur homogène met en
mouvement ses porteurs de charge, notamment les électrons dans les métaux, et un
courant électrique j apparaît : c’est le flux des porteurs de charge en mouvement. Celui-
ci est alors donné par la loi d’Ohm
j = σ∇u. (1)
Lorsque le conducteur est en présence d’un flux de porteurs de charge extérieur f ,
la neutralité du conducteur implique l’équation de balance − div j = f . Ainsi, cette
équation et (1) impliquent, pour un conducteur occupant un domaine Ω borné de R2
ou R3, l’équation de conduction régissant le potentiel électrique
− div(σ∇u) = f dans Ω, (2)
où u est fixé à 0 sur la frontière du domaine ∂Ω.
Lorsque le conducteur est de plus plongé dans un champ magnétique h, le flux
des porteurs de charge est dévié par la force de Lorentz −j × h. Un nouveau champ
électrique qui s’oppose à la force de Lorentz, le champ de Hall, est créé. Ce champ est
donc perpendiculaire à h et j. En dimension 2, le champ magnétique est perpendiculaire
au plan du conducteur et h est scalaire. En dimension 3, c’est un vecteur de R3. La
conductivité perturbée σ := σ(h) n’est plus nécessairement symétrique et la loi d’Ohm
est modifiée
j = σ(h)∇u. (3)
L’équation de conduction pour un conducteur homogène (2) est ainsi perturbée par le
champ magnétique et s’écrit
− div (σ(h)∇u) = f dans Ω. (4)
Bien que la conductivité perturbée ne soit plus nécessairement symétrique, des considé-
rations physiques permettent d’obtenir la relation
σ(−h) = σ(h)T. (5)
Lorsque le champ est faible (|h|  1), la loi d’Ohm (3) donne le développement approché
à l’ordre 2 en h
∇u = ρ(h)j = ρ(0)j +R(h)j +M (h, h)j + o(|h|2), (6)
où ρ(h) = σ(h)−1 est la résistivité, quantité plus naturellement utilisée en électro-physi-
que. De plus, la relation (5) implique la symétrie de ρ(0) et deM (h, h) et l’antisymétrie
de R(h). Ainsi, le terme R(h)j du développement (6), perpendiculaire au courant j et
s’opposant à la force de Lorentz, est le champ de Hall. En dimension 2, comme h est
scalaire, on dispose des simplifications
R(h) = rhJ où J := ( 0 −11 0 ) et M (h, h) = h
2M, (7)
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où r est le coefficient de Hall et M une matrice symétrique. En dimension 3, on a
R(h) = E (Rh) avec E (ξ)j = ξ × j, (8)
où R est la matrice de Hall qui se réduit à R = −rI3, r scalaire, pour un conducteur
isotrope. Le coefficient r est positif dans les matériaux homogènes. Compte tenu du
développement (6), l’énergie dissipée dans le conducteur est différente lorsqu’un champ
magnétique h est appliqué :
ρ(h)j · j − ρ(0)j · j =M (h, h)j · j + o(|h|2). (9)
La matrice symétrique M (h, h) mesure cette variation d’énergie dissipée et est appe-
lée magnétorésistance. Pour les matériaux homogènes isotropes, la loi de Kohler [54]
implique que la différence (9) est positive. Les équations de conduction (2) et (4) et
les signes du coefficient de Hall et de la magnétorésistance ne sont valables que pour
des matériaux homogènes. En particulier, ces considérations physiques sont vraies pour
chaque phase du matériau de la figure 1 prise séparément mais pas nécessairement pour
un matériau composite. On va maintenant étudier les propriétés de l’effet Hall dans des
conducteurs composites associés à une microstructure fortement hétérogène.
Considérons d’abord le cas ou le matériau fortement hétérogène de la figure 1 n’est
pas soumis à un champ magnétique. Lorsque ε est fixé, les conditions de continuité du
potentiel et l’équation pour chaque phase (2) fournissent une équation globale pour le
conducteur paramétrée par ε :
− div (σε∇uε) = f dans Ω. (10)
Lorsque la conductivité est bornée supérieurement et inférieurement, le courant jε et
le potentiel uε sont bornés et convergent faiblement, à sous-suite près, respectivement
vers j et u. Murat et Tartar ont établi [70] que le courant limite est de la forme j = σ∗∇u,
où σ∗ est une fonction à valeurs matricielles et ne dépend pas de la source f . Ce résultat
s’appuie sur le lemme divergence-rotationnel [67] qui permet d’obtenir la convergence
de jε · ∇vε vers j · ∇v pour toute suite ∇vε bornée dans L2(Ω)d. On obtient alors l’équa-
tion de conduction homogénéisée du composite
− div (σ∗∇u) = f dans Ω. (11)
Le matériau se comporte globalement comme un conducteur homogène de conducti-
vité homogénéisée ou effective σ∗. Murat et Tartar ont donc défini la H-convergence
de σε vers σ∗ lorsque les convergences du potentiel uε et du courant jε sont satis-
faites. De façon générale, ces convergences faibles ne fournissent pas de formule expli-
cite pour σ∗. Néanmoins, dans le cas périodique (comme pour la figure 1), Bensoussan,
Lions et Papanicolaou [5] ont montré que σ∗ est définie plus simplement. Précisément,
lorsque σε(x) = Σ(x/ε) où Σ est une fonction ]0, 1]d-périodique, la matrice homogénéisée
est définie par
〈J〉 = σ∗〈∇U〉, (12)
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où J et U sont le courant et le potentiel locaux, ]0, 1]d-périodique, qui satisfont les
équations locales
J = Σ∇U et div(J) = 0 dans Rd. (13)
La matrice homogénéisée σ∗ est ainsi constante dans le cas périodique. Bien que l’ex-
pression pour σ∗ (12) soit simple, elle est subordonnée à la résolution de l’équation (13).
Les formules explicites pour les matrices homogénéisées sont en fait très rares. Les struc-
tures laminées [16] (constituées d’une superposition périodique de couches minces), stra-
tifiées [79] (ne dépendant que d’une seule direction) et les structures en échiquier [37, 36]
en sont des exemples. Pourtant, même si la matrice homogénéisée n’est pas explicite,
certaines transformations T préservent la H-limite i.e. si σε H-converge vers σ∗, T (σε)
H-converge vers T (σ∗). Ces transformations [50, 42, 59, 61] permettent de donner des
relations partielles ou exactes entre les matrices homogénéisées d’une classe de maté-
riaux composites. Les formules explicites pour des structures périodiques particulières
et les formules préservant la H-limite ont fait l’objet de nombreux travaux qui ont été
remis en perspective dans l’ouvrage de Milton [62]. Cet ouvrage traite également des
composites en présence d’un champ magnétique.
Depuis les travaux pionniers de Bergman [6], l’influence du champ magnétique dans
les matériaux composites a été étudiée en dimension 2 [11] et pour des structures cylin-
driques [10, 8]. Ces résultats ont été généralisés dans le cadre de la H-convergence [61, 27].
En présence d’un champ magnétique h, la conductivité locale σε(h) et la conductivité
effective σ∗(h) sont perturbées. En dimension 2, Milton [61] a donné une expression
pour σ∗(h) à partir de la conductivité homogénéisée en l’absence de champ pour les
composites à deux phases périodiques. Cette expression a été étendue par Grabovsky
pour les composites périodiques fibrés à deux phases [46, 47] ; le caractère cylindrique de
ces structures permet de ramener le problème au cas bidimensionnel de l’homogénéisa-
tion de la section des fibres, traité par Milton. Dans le cas d’un champ faible (|h|  1),
Bergman montre [6] que le coefficient de Hall d’un composite périodique peut s’exprimer
à l’aide d’une moyenne du coefficient de Hall local dans chaque phase et de certains cou-
rants en l’absence de champ magnétique. De façon analogue à (6) et sous des hypothèses
de régularité convenables [25, 27], la résistivité perturbée effective ρ∗(h) = σ∗(h)−1 ad-
met un développement à l’ordre 2 en h
ρ∗(h) = ρ∗(0) +R∗(h) +M∗(h, h) + o(|h|2), (14)
où, dans le cas de la dimension 2 (cf. (7)), R∗(h) = r∗hJ etM∗(h, h) = h2M∗ et, dans le
cas de la dimension 3 (cf. (8)), R∗(h) = E (R∗h). Des expressions du coefficient de Hall
effectif r∗ et de la magnétorésistance effective h2M∗ en dimension 2 ainsi que de la matrice
de Hall effective R∗ ont ainsi été obtenues dans [25, 15, 26]. Ces formules ont permis de
mettre en avant des différences importantes entre la dimension 2 et la dimension 3. Il a
été prouvé dans [25] que, pour toute microstructure bidimensionnelle, le coefficient de
Hall homogénéisé satisfait les mêmes bornes que le coefficient de Hall local dans chaque
phase. En revanche, cette propriété n’est plus vraie en dimension 3. D’une part, une
microstructure [27] de type « cotte de mailles » a permis d’obtenir un changement de
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signe pour le coefficient de Hall. D’autre part, diverses microstructures [26] montrent
que le coefficient de Hall homogénéisé peut être rendu arbitrairement grand alors que
le coefficient de Hall local est borné par une constante prescrite. Cette comparaison
entre la dimension 2 et la dimension 3 n’a en revanche pas été étudiée dans le cas de la
magnétorésistance effective M∗(h, h). Dans [15], il est prouvé que, dans un conducteur
composite périodique en dimension 2, la différence entre l’énergie effective dissipée par
le conducteur et la moyenne de l’énergie dissipée par chacune de ses phases, i.e.
ρ∗(h)〈j〉 · 〈j〉 −
〈
ρ(h)j · j〉 = h2M∗〈j〉 · 〈j〉+ o(h2), (15)
est positive et nulle si et seulement si le coefficient de Hall local est constant. On obtient
ainsi une extension de la loi de Kohler [54] aux composites. Les résultats d’homogénéi-
sation présentés concernent des conductivités bornées inférieurement et supérieurement.
La situation est beaucoup plus délicate lorsque ces bornes ne sont plus respectées.
La classe des conductivités bornées inférieurement et supérieurement ne couvre pas
tous les types de matériaux. Considérons l’exemple introduit par Khruslov et Fen-
chenko [44] : des fibres circulaires très conductrices de rayon ε rε (rε  1), dispo-
sées ε-périodiquement et plongées dans un matériau moins conducteur (cf. figure 2).
La conductivité est supposée arbitrairement grande dans les fibres alors que dans le
reste du matériau elle reste bornée : on parle de fort contraste entre les phases. Par
homogénéisation de l’équation (10), Khruslov et Fenchenko obtiennent une équation li-
mite qui n’est plus nécessairement une équation de conduction (voir aussi [53, 52] pour
des problèmes homogénéisés de différents types). La loi effective peut comporter un nou-
veau terme non local. Ce problème modèle a été repris par Bellieud et Bouchitté dans un
cadre non linéaire [4]. En supposant que la conductivité est proportionnelle à r−2ε dans
les fibres et constante dans le reste du matériau, i.e. σε est bornée dans L1, ils prouvent
que des effets non locaux apparaissent si et seulement si ε2| ln rε| ne tend pas vers 0.
Dans le cas contraire, l’équation limite est une équation de conduction. Sans supposer
de géométrie particulière, Mosco [66] a prouvé de façon générale que les effets non lo-
caux apparaissent naturellement dans le cas du fort contraste. Néanmoins, sa méthode
ne permet pas de donner une condition nécessaire et suffisante d’absence d’effets non
locaux.
Plus récemment, les travaux de Briane et Casado-Díaz ont montré que des effets non
locaux ne peuvent apparaître en dimension 2 lorsque la conductivité est bornée infé-
rieurement par une constante strictement positive. D’une part, en étudiant, lorsque σε
est symétrique, l’énergie associée à l’équation (10), ils prouvent [20, 23] la convergence
uniforme de la suite de solutions vers un problème de conduction. D’autre part, en étu-
diant directement le courant σε∇uε, ils obtiennent une extension de la H-convergence
à de fortes conductivités en dimension 2 sous l’hypothèse que le courant est seulement
borné dans L1. Cette seconde approche, qui repose sur une généralisation du lemme
div-rot [21], a l’avantage de traiter le cas de conductivités non symétriques, comme c’est
le cas en présence d’effet Hall, ainsi que des problèmes vectoriels [19, 18].
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ε
Figure 2 – Un exemple de matériau fibré
Le cas périodique permet d’obtenir des résultats plus précis. Dans ce contexte, la
conductivité σε est définie par σε(x) := Σε(x/ε) où Σε est une suite de conductivi-
tés ]0, 1]d-périodiques, bornée inférieurement. Contrairement au cas périodique classique,
la matrice dans la cellule de périodicité Σε dépend de ε. Néanmoins, lorsque ε est fixé, il
est possible, comme dans le cas périodique, de définir la matrice constante σ∗ε , obtenue
comme l’homogénéisée périodique de Σε(x/δ) lorsque δ tend vers 0. Le comportement
asymptotique de la suite de matrices σ∗ε joue un rôle fondamental dans le processus
d’homogénéisation. Cette approche peut être résumée par le double passage à la limite
Σε
(x
δ
) H−⇀
δ→0
σ∗ε −→
ε→0
σ∗. (16)
La seconde convergence, matricielle, correspond à la variation du contraste entre les
phases. En dimension 2 et dans le cas symétrique, lorsque σ∗ε converge vers une ma-
trice σ∗, la solution uε de (10) converge uniformément vers la solution de (11) [20]. En
dimension 3, des effets non locaux peuvent apparaître. Le caractère borné dans L1 de
la conductivité σε et l’hypothèse de convergence de σ∗ε doivent être renforcés par un
contrôle de l’inégalité de Poincaré-Wirtinger à poids du type
∀V ∈ H1(]0, 1]d), 〈V 〉 = 0, 〈|Σε|V 2〉 ≤ Cε〈Σε∇V · ∇V 〉. (17)
Sous la condition ε2Cε → 0, il est prouvé dans [17] que la solution uε de (10) converge
faiblement vers la solution de (11) sans hypothèse de géométrie particulière. Pour la
géométrie des fibres de la figure 2, Cε est proportionnel à | ln rε| et l’hypothèse (17)
de [17] rejoint la condition nécessaire et suffisante d’absence d’effets non locaux de
Bellieud et Bouchitté.
Dans le chapitre 1, on précise les résultats et les méthodes sur lesquels s’appuie
la thèse. Les résultats classiques d’homogénéisation sont rappelés dans la section 1.3,
tels que la notion de H-convergence dans le cas général et périodique ainsi que certaines
formules exactes pour les laminés et les formules de dualité. Dans le cadre de cette théorie
générale, la section 1.4 donne les résultats obtenus sur l’effet Hall (cas des composites
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à deux phases en dimension 2 et différence entre dimension 2 et dimension 3) et la
magnétorésistance bidimensionnelle. La section 1.5 est consacrée au cas plus délicat des
fortes conductivités : l’apparition d’effets non locaux en dimension 3 et leur absence en
dimension 2. Le cas de fortes conductivités non symétriques, tout particulièrement en
dimension 3 est peu traité : c’est l’objet des chapitres 2 et 3 de la thèse.
Homogénéisation de l’effet Hall à forte conductivité
Le chapitre 2 précise l’influence du champ magnétique pour des composites à deux
phases fortement contrastées en dimension 2. Cette loi générale est ensuite comparée à
une microstructure particulière en dimension 3.
Cas de la dimension 2 et comparaison avec un cas particulier en dimension 3
En dimension 2, on considère un modèle idéal de conducteur à deux phases isotropes
perturbé par un champ magnétique : une des phases possède une conductivité α1 et
un coefficient de Hall β1 constants alors que l’autre phase possède une forte conducti-
vité θ−1ε α2 et un fort coefficient de Hall θ−1ε β2, où θε → 0 est la fraction volumique de
cette seconde phase. La suite de conductivités à fort contraste est ainsi bornée inférieu-
rement et dans L1. On suppose également que la microstructure ne se concentre pas afin
que le courant limite ne soit pas une mesure. Dans le cas contraire, l’équation limite
pourrait ne pas être une équation de conduction. Sous ces hypothèses, on obtient une loi
de perturbation générale de la conductivité effective. La partie antisymétrique de cette
loi ne fait intervenir que la phase de faible conductivité alors que la partie symétrique
est de la forme
σ∗(h)s = σ0∗
(
α1, α2(1 + κ
2h2)
)
, (18)
où κ = β2/α2 est le contraste entre la partie symétrique et antisymétrique de la conduc-
tivité dans la phase très conductrice. La fonction σ0∗(α1, α2) est la conductivité effective
en l’absence de champ : σ0∗ ne dépend que de la microstructure mais pas de la valeur
des conductivités dans chacune de ses phases.
La matrice homogénéisée étant définie à sous-suite près, une première difficulté
consiste à construire la fonction σ0∗ pour une unique sous-suite valable pour tout α1, α2.
On relie ensuite cette fonction à la conductivité perturbée. Pour cela, on adapte la
méthode initiée par Milton [61] pour le cas périodique des conductivités bornées. On
transforme la suite de conductivités perturbées non symétriques en une suite de con-
ductivités isotropes et symétriques. On obtient ainsi un problème d’homogénéisation
symétrique mais où les conductivités dans les phases dépendent du champ magnétique.
On prouve ensuite que cette transformation conserve la H-limite dans le cas du fort
contraste. On généralise également les calculs de Milton pour passer à la H-limite dans
ce nouveau problème symétrique et obtenir l’expression (18).
Dans le cas périodique, on utilise l’approche alternative obtenue par la double li-
mite (16). Cette approche permet de préciser le résultat précédent. On applique di-
rectement la transformation de Milton à ε fixé pour la première convergence de (16).
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L’obtention de σ∗(h) résulte ensuite d’une étude asymptotique de la suite de conduc-
tivités constantes σ∗ε(h). On retrouve par cette méthode la formule de perturbation du
cas non périodique (18) et on montre notamment que la convergence du potentiel est
uniforme sur le conducteur à l’aide des travaux [20, 23]. On illustre le résultat en consi-
dérant le cas d’une fine grille bidimensionnelle fortement conductrice plongée dans un
matériau peu conducteur. La période de cette microstructure se ramène à une croix
centrée dont les branches sont très fines. Sans calculer explicitement la suite de matrices
constantes σ∗ε(h), un encadrement basé sur des inégalités classiques de [57] et une étude
asymptotique permettent de conclure.
La formule générale bidimensionnelle (18) est ensuite comparée à une formule expli-
cite en dimension 3. On utilise la microstructure fibrée de la figure 2. Les conductivités et
coefficients de Hall dans la phase forte fibrée et dans le reste du matériau respectent les
mêmes ordres de grandeurs que pour le cas bidimensionnel, la fraction volumique étant
ici explicite θε = pir2ε . Afin d’effectuer la comparaison uniquement sur la loi de perturba-
tion, il est nécessaire de s’affranchir des effets non locaux potentiels. On suppose donc
que ε2| ln rε| → 0 comme dans [4]. On obtient ainsi une matrice homogénéisée σ∗(h) in-
tégralement explicite. En particulier, la fonction σ0∗(α1, α2) coïncide avec la conductivité
effective non perturbée σ∗(0). On obtient alors une relation très différente de (18), où la
partie symétrique de la loi de perturbation s’écrit
σ∗(h)s = σ0∗
(
α1, α2
1 + κ|h|2
1 + κh23
)
. (19)
La méthode employée pour prouver ce résultat est radicalement différente de l’ap-
proche bidimensionnelle. Elle s’inspire de [4] et repose sur le choix d’une fonction test
appropriée pour l’équation (10) (cette fonction mesure notamment la capacité des fibres).
Néanmoins, la non-symétrie de la conductivité conduit à des difficultés supplémentaires
et une part importante de la preuve consiste à relier le comportement limite du courant
dans les directions perpendiculaires aux fibres avec la convergence de la solution dans
la direction des fibres.
La comparaison entre (18) et (19) montre une nouvelle fois la différence entre la
dimension 2 et la dimension 3 dans le cadre du fort contraste. Néanmoins, si la di-
mension 2 est traitée de façon générale, le chapitre 2 ne traite que d’un cas particulier
tridimensionnel périodique.
Cas de composites cylindriques non périodiques en dimension 3
L’objet du chapitre 3 est d’établir l’influence du champ magnétique dans les com-
posites fibrés à forte conductivité sans hypothèse de géométrie particulière et dans un
cadre non périodique. En considérant une structure cylindrique générale, qui étend le
cas tridimensionnel du chapitre 2, on obtient une formule de perturbation généralisée
pour σ∗(h) en l’absence d’effets non locaux exprimée à l’aide de l’homogénéisation de la
section bidimensionnelle des fibres.
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La difficulté majeure réside dans l’établissement d’une condition suffisante d’absence
d’effets non locaux sans hypothèse géométrique particulière sur la section du conducteur
cylindrique. Pour cela, on s’appuie principalement sur les résultats du cadre périodique
et borné L1 de [17] et l’hypothèse (17). On généralise cette hypothèse en supposant
l’existence d’un pavage du domaine du conducteur Ω en petits cubes Qkε de volume ε3
satisfaisant l’inégalité de Poincaré-Wirtinger à poids (uniforme en k)
∀ v ∈ H1(Qkε),
ˆ
Qkε
v = 0,
ˆ
Qkε
|σε(h)| v2 ≤ cε
ˆ
Qkε
σε(h)∇v · ∇v, (20)
avec cε → 0. Cette condition coïncide, dans le cas périodique, avec (17). Comme pour
la dimension 2, on suppose également que la microstructure ne se concentre pas pour
conserver un courant borné dans L1. La technique utilisée dans [17] permettait d’obtenir
la matrice σ∗(h) à l’aide de l’approche par double limite (16). Cette méthode n’est plus
possible dans le cas non périodique. Pour surmonter cette difficulté, on étend la méthode
de Milton et Grabovsky [48] qui consiste, de façon plus générale que dans le chapitre 2, à
transformer la conductivité non-symétrique en un problème symétrique. On prouve que
cette transformation conserve la H-limite pour obtenir la formule pour σ∗(h). On donne
ensuite deux exemples d’application de ce théorème d’homogénéisation. D’une part, on
traite le cas de fibres circulaires mais dont le rayon varie lentement dans le domaine du
conducteur. D’autre part, on obtient une formule pour des fibres non périodiques dont
la section est une modulation quasi-périodique de la structure en croix du chapitre 2.
Dans le cadre de la comparaison des propriétés effectives entre des composites bidi-
mensionnels et tridimensionnels, le comportement de la magnétorésistance homogénéisée
n’a été traité qu’en dimension 2 dans [15] avec des outils spécifiques.L’objet du chapitre 4
est d’étendre l’étude de la magnétorésistance dans un cadre non périodique lorsque la
conductivité est bornée inférieurement et supérieurement.
Homogénéisation de la magnétorésistance en dimension 3
Dans le chapitre 4, on obtient, pour un composite périodique en dimension 3, comme
pour la dimension 2, mais avec des outils algébriques très différents, l’inégalité
M∗(h, h)〈j〉 · 〈j〉 ≥
〈
M (h, h)j · j〉, (21)
où j est le courant, M∗(h, h) est la magnétorésistance effective du développement (14)
etM (h, h) la magnétorésistance locale dans chaque phase du développement (6). Autre-
ment dit, l’énergie dissipée par le composite est supérieure ou égale à l’énergie dissipée
en moyenne par chacune de ses phases. Cette inégalité est généralisée au cas non pé-
riodique où les moyennes sont remplacées par des limites faibles. En revanche, le cas
d’égalité dans (21) est radicalement différent de la dimension 2. On prouve que (21) est
une égalité si et seulement si le champ de Hall est parallèle à un vecteur constant en
tout point du matériau. Cette condition, plus complexe à analyser qu’en dimension 2,
est ensuite simplifiée dans le cas de plusieurs géométries particulières.
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Une première étape pour obtenir (21) consiste, de façon analogue au cas bidimen-
sionnel, mais avec des outils algébriques différents, à étendre les formules de Bergman [6]
sur l’expression du coefficient de Hall homogénéisé. On relie ainsi la magnétorésistance
homogénéiséeM∗(h, h) à la magnétorésistance localeM (h, h) par l’intermédiaire de cer-
tains courants. Dans le cas périodique, l’inégalité (21) se ramène à la formule de dualité
classique
〈Σ−1j′ · j′〉 ≥ σ−1∗ 〈j′〉 · 〈j′〉, (22)
pour un courant j′ convenable faisant intervenir le champ de Hall. De plus cette différence
est nulle si j′ satisfait une certaine condition portant sur le champ de Hall R(h)j, i.e. le
terme d’ordre 1 du développement (6). Une généralisation de la formule (22) et du cas
d’égalité permet d’obtenir le même type d’inégalité que (21) à l’aide de limites faibles.
La condition d’égalité liée au comportement du champ de Hall est illustrée par plusieurs
microstructures périodiques.
D’une part, on calcule explicitement la différence entre les deux termes de (21)
pour un laminé à deux phases en dimension 3. Ceci généralise une formule de [15].
Lorsque le champ est perpendiculaire à la direction de lamination, les cas bidimen-
sionnel et tridimensionnel coïncident. D’autre part, on précise la condition d’égalité
pour des structures cylindriques (ne dépendant pas de la variable x3). Le cas d’égalité
implique une forme particulière pour la conductivité : celle-ci est un produit tensoriel
du type f(h1x1 + h2x2) g(−h1x2 + h2x1). On considère également le cas particulier d’un
échiquier en colonne à 4 phases de conductivités α1, α2, α3, α4 et on montre l’équivalence
entre le cas d’égalité et la relation α1α3 = α2α4. Ces trois microstructures particulières
font apparaître une forte interaction entre la direction du champ magnétique et le cas
d’égalité de (21) ce qui est très différent de la dimension 2.
Enfin, on montre que la propriété de positivité (21) satisfaite par la magnétorésis-
tance ne s’étend pas aux termes d’ordre pair supérieur du développement de la résistivité
perturbée ρε/∗(h) (6) et (14). Ainsi, l’inégalité pour le terme d’ordre 4 est inversée par
rapport à (21) lorsque le coefficient de Hall est nul. En outre, on présente une micro-
structure laminée où les valeurs propres de la variation d’énergie dissipée (21) ne sont
pas toutes positives.
Le chapitre 1 constitue une synthèse des résultats antérieurs à la thèse et sont reliés
aux contributions de celle-ci. Les chapitres 2, 3 et 4 sont présentés sous forme d’articles
rédigés en anglais et peuvent être lus de manière indépendante. Le chapitre 2, qui a
fait l’objet d’une publication [30], établit une formule de perturbation générale pour les
composites à fort contraste en dimension 2, qui est comparée avec un cas particulier
en dimension 3. Le chapitre 3, qui a été soumis pour publication [33], généralise le cas
particulier tridimensionnel du chapitre 2 et traite le cas de composites cylindriques dans
un cadre non périodique. Le chapitre 4, qui a été soumis pour publication [29], étudie des
propriétés effectives de la magnétorésistance en dimension 3. Nota bene : les chapitres 2
et 3 utilisent la notation εn, n ∈ N, pour la taille caractéristique de la microstructure et
les conductivités sont indexées par n.
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Électro-physique, microstructures et
homogénéisation.
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Chapitre 1 - Électro-physique, microstructures et homogénéisation
1.1 Électro-physique
1.1.1 Problème de conduction et loi d’Ohm
L’électro-physique est une branche de la physique appliquée qui a pour but de mo-
déliser et d’analyser le comportement des matériaux qui permettent le passage du cou-
rant électrique. Les premières propriétés de l’électricité ont été découvertes au cours
du XVIIIe siècle par Faraday et Coulomb. Ils réalisent alors que seuls certains maté-
riaux, les conducteurs, peuvent la transporter grâce à ce que l’on appelle des « charges ».
Certaines particules peuvent porter ces charges et créer un champ électrique e. Ce champ
agit comme une force sur les porteurs de charge et peut les mettre en mouvement. Cette
force est conservative et le champ dérive donc d’un potentiel u, unique à constante près,
c’est-à-dire
e = ∇u. (1.1.1)
Par exemple, dans un métal pur soumis à un champ électrique e, les électrons sont mis
en mouvement par cette force électrique. Le débit de ces électrons donne la notion de
courant électrique j. G. Ohm publie un ouvrage en 1827 [71] dans lequel il établit une
relation de proportionnalité phénoménologique entre le courant et le champ électrique.
Cette loi est valable pour des conducteurs homogènes et isotropes. De tels conducteurs
sont constitués d’une unique phase dont les porteurs de charge sont uniformément répar-
tis et dont le comportement est identique dans toutes les directions (i.e. le comportement
est invariant par changement de base orthonormal). C’est le cas des métaux purs. La loi
d’Ohm dans ces conducteurs est donnée par
j = σe, (1.1.2)
où σ désigne un scalaire positif : la conductivité du matériau. Elle est généralisée dans
le cas non isotrope par l’introduction d’une conductivité σ matricielle. Dans ce cas, j
et e ne sont pas nécessairement parallèles.
L’expression de la puissance cédée par le champ aux porteurs de charge par unité de
volume est j · e. Ainsi, si le conducteur est délimité par le domaine Ω, l’énergie totale
dissipée dans celui-ci devient, avec la loi d’Ohm,
E =
ˆ
Ω
j · e =
ˆ
Ω
σ∇u · ∇u. (1.1.3)
Celle-ci ne fait intervenir que la partie symétrique de la conductivité. En particulier,
comme l’énergie est une grandeur positive, σ est une matrice positive. Lars Onsager
établit en 1931 des principes de réciprocité pour des flux dans un cadre de physique
statistique abstrait. Ce principe est transposé de façon phénoménologique au cas de la
conduction et implique la symétrie de la matrice σ dans la loi d’Ohm (cf. [55] § 20).
Ainsi, la valeur de σ est intégralement déterminé par la valeur des énergies (1.1.3). En
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électro-physique, on écrit plus généralement la loi d’Ohm à l’aide de la résistivité ρ = σ−1
sous la forme
e = ρ j. (1.1.4)
Lorsque le conducteur Ω est soumis à une source de porteurs de charge par unité de
volume f , l’équation locale de conservation établit l’égalité entre les flux de porteurs de
charge sortant et entrant :
− div(j) = f dans Ω. (1.1.5)
Avec la loi d’Ohm et l’égalité e = ∇u, on obtient l’équation de conduction
− div(σ∇u) = f dans Ω. (1.1.6)
Afin d’assurer l’unicité du potentiel, on suppose que celui-ci est nul sur le bord du
domaine ∂Ω.
1.1.2 Effet Hall
Lorsque le conducteur est soumis à un champ magnétique, l’équation (1.1.6) est
perturbée. En complément de la force électrique s’exerce sur les porteurs de charge un
autre terme dû au champ magnétique. Ces deux termes, découverts par Faraday, ont été
unifiés par la notion de force de Lorentz donnée par la formule
~FL = q e+ q v × h, (1.1.7)
où q est la charge et v la vitesse des porteurs de charge. En régime permanent, un
nouveau champ électrique eh apparaît, le champ de Hall, qui s’oppose à la force de
Lorentz (cf. figure 1.1.1)
eh = −v × h. (1.1.8)
e
h
eh
− − − −−−−
+ + + ++++
Figure 1.1.1 – Effet Hall dans une plaque mince métallique
Dans un métal isotrope, les porteurs de charge sont les électrons qui possèdent une
charge négative. Le courant est donc parallèle à la vitesse v des porteurs de charge mais
de sens opposé : v = −rj où r est un scalaire positif. Le champ de Hall s’exprime ainsi
simplement sous la forme
eh = R(h)j où R(h)j = r j × h. (1.1.9)
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La constante r, positive, est appelée coefficient de Hall. Un régime permanent s’établit
dans le conducteur et la conductivité comme la résistivité sont perturbées par le champ h.
La loi d’Ohm s’écrit désormais
j = σ(h)e ou e = ρ(h)j. (1.1.10)
Dans ce cas, la conductivité et la résistivité perturbées vérifient la forme plus générale
du principe d’Onsager (cf. [55] § 21)
σ(−h) = σ(h)T et ρ(−h) = ρ(h)T. (1.1.11)
La partie symétrique de la résistivité est une fonction paire de h alors que sa partie
antisymétrique est une fonction impaire de h. On peut décomposer la résistivité en
partie symétrique ρ(h)s et antisymétrique ρ(h)a
e = ρ(h)sj + ρ(h)aj. (1.1.12)
Comme ρ(h)aj ⊥ j, la puissance dissipée par effet Joule par unité de volume ne fait pas
intervenir le champ de Hall, mais uniquement la partie symétrique de la résistivité
j · e = ρ(h)sj · j. (1.1.13)
L’étude de tels conducteurs par une méthode énergétique ne caractérise donc pas com-
plètement leur comportement. D’après l’expression de la force de Lorentz, le champ de
Hall est perpendiculaire au courant et au champ magnétique. Pour un conducteur bi-
dimensionnel (comme la plaque mince de la figure 1.1.1), le champ magnétique h est
orthogonal au plan du conducteur et est identifié à sa mesure algébrique encore notée h.
Pour un conducteur tridimensionnel, h est un vecteur de R3 quelconque.
Les propriétés d’imparité de la partie antisymétrique de la résistivité permettent cer-
taines simplifications algébriques suivant la dimension. En particulier, lorsque le champ h
est nul, ρ(h)a = 0. En dimension 2, h est scalaire et les applications de R dans l’ensemble
des matrices antisymétriques s’écrivent simplement sous la forme
ρ(h)a = b(h)J où J = ( 0 −11 0 ) (1.1.14)
et b : R→ R est une fonction impaire. En dimension 3, le même type de raisonnement
permet d’écrire
ρ(h)a = E (B(h)) où E (ξ) :=
(
0 −ξ3 ξ2
ξ3 0 −ξ1
−ξ2 ξ1 0
)
(1.1.15)
et B : R3 → R3 est une fonction impaire.
Précisons le cas où le champ magnétique est faible. La matrice antisymétrique ρ(h)a
est proche du développement au premier ordre en h de la résistivité que l’on noteraR(h).
En dimension 2, avec l’égalité (1.1.14), on a
ρ(h)a = R(h) + o(h) = rhJ + o(h) (1.1.16)
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où r ∈ R est le coefficient de Hall du conducteur et rejoint ainsi la formule du cas
isotrope (1.1.9). En dimension 3, avec l’égalité (1.1.15)
ρ(h)a = R(h) + o(|h|) = E (Rh) + o(|h|) (1.1.17)
où R est la matrice de Hall. Dans le cas isotrope, la matrice de Hall s’écrit simple-
ment R = −rI3. Dans les métaux purs, en dimension 2 ou 3, comme à l’égalité (1.1.9),
le coefficient r est positif.
1.1.3 Magnétorésistance
La partie symétrique de la résistivité est également perturbée par le champ magné-
tique. Ceci induit une variation d’énergie dissipée dans le conducteur
∆E =
ˆ
Ω
(ρ(h)s − ρ(0)s)j · j. (1.1.18)
Dans le cas d’un champ faible (|h|  1), on peut développer au second ordre la variation
de résistivité et écrire
ρ(h)s − ρ(0)s =M (h, h) + o(|h|2). (1.1.19)
Par (1.1.11), le tenseur M est à valeurs dans l’ensemble des matrices symétriques. La
matrice M (h, h), qui mesure la variation d’énergie dissipée dans le conducteur en pré-
sence d’un champ magnétique est appelée magnétorésistance. En dimension 2, comme h
se ramène à un scalaire et que le tenseurM est à valeurs dans les matrices symétriques,
on a
M (h, h) = h2M (1.1.20)
pour une matrice symétrique M . Dans le cas d’un conducteur bidimensionnel isotrope,
on a la simplification (cf. [55] § 21)
M (h, h) = mh2I2 (1.1.21)
où m est un scalaire. En dimension 3, le tenseur M n’admet pas de simplification
générale sauf dans le cas isotrope (cf. [55] § 21)
M (h, h) = m1h⊗ h+m2|h|2I3 (1.1.22)
où m1,m2 sont des scalaires. Les effets de la magnétorésistance sont mis en évidence
pour la première fois en 1856 par Thomson [60] mais sont encore mal compris. Kohler
établit en 1938 [54] une loi expérimentale pour les métaux purs isotropes. Il mesure leur
résistivité avec un champ magnétique faible et la compare avec la résistivité en l’absence
de champ pour obtenir la loi phénoménologique
ρ(h)s − ρ(0)s = mh2 + o(h2) avec m > 0. (1.1.23)
La magnétorésistance isotrope est donc un scalaire positif.
23
Chapitre 1 - Électro-physique, microstructures et homogénéisation
1.2 Modélisation de conducteurs fortement hétérogènes
Les lois physiques considérées précédemment sont valables pour un conducteur homo-
gène, i.e. dont le comportement ne dépend pas du point considéré. Lorsque le conducteur
contient plusieurs phases de conductivités différentes, il est dit hétérogène. Considérons
un matériau constitué de fibres conductrices plongées dans un milieu moins conducteur.
Dans ce cas, la conductivité σ dépend du point considéré
σ =
{
σf dans les fibres Ωf ,
σm dans le milieu Ωm.
(1.2.1)
Compte tenu de la continuité du potentiel et de la composante normale du courant à
l’interface entre les deux milieux, l’équation de conduction dans chacun des milieux Ωf
et Ωm donne l’équation de conduction globale
− div(σ∇u) = f dans Ω. (1.2.2)
a
σf
σm
ε
Figure 1.2.1 – Un exemple de matériau fibré
Introduisons un paramètre ε et supposons que les fibres sont réparties ε-périodique-
ment et de rayon ε r pour r < 1/2 comme dans la figure 1.2.1. Le nombre de fibres dans
le domaine Ω du conducteur est proportionnel à ε−2. Lorsque ε est petit devant l’échelle
macroscopique (mais reste grand devant l’échelle atomique pour rester dans le cadre le
physique classique de l’équation (1.2.2)), les fibres sont très fines et en grand nombre :
le matériau est dit fortement hétérogène. Le potentiel et le courant du problème (1.2.2)
oscillent très fortement sur la petite période ε. De tels matériaux sont présents à l’état na-
turel, comme le bois avec ses fibres, ou artificiel, comme les fibres de verre ou de carbone.
La microstructure de ce matériau influence son comportement macroscopique. Pourtant,
ce conducteur apparaît comme homogène à l’échelle macroscopique bien que constitué de
très petites hétérogénéités : c’est un matériau composite. Ses caractéristiques effectives
ne varient pas à l’échelle du conducteur et les hétérogénéités sont gommées. Quel est le
comportement physique de tels matériaux lorsque ε est grand devant l’échelle atomique
mais petit devant l’échelle d’observation macroscopique ? Satisfont-ils à une équation
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de conduction ? C’est notamment à ces questions que tente de répondre la théorie de
l’homogénéisation. L’équation de conduction physique (1.1.6) dépend désormais d’un
paramètre ε. Ce paramètre, destiné à tendre vers 0, désigne la taille caractéristique des
hétérogénéités comme la taille des fibres dans la figure 1.2.1.
Dans la suite du mémoire, le cadre général est celui de l’homogénéisation des équa-
tions de conduction. Le domaine du conducteur bidimensionnel ou tridimensionnel Ω est
un ouvert borné de Rd, d = 2, 3 dont la frontière ∂Ω est suffisamment régulière (généra-
lement lipschitzienne). On considère une famille de conducteurs fortement hétérogènes
possédant une microstructure dont la ou les échelles caractéristiques sont mesurées par
un petit paramètre ε > 0. Il s’agit d’étudier le comportement asymptotique, lorsque ε
tend vers 0, de la suite { −div(σε∇uε) = f dans Ω,
uε = 0 sur ∂Ω,
(1.2.3)
où σε est une suite de conductivités données pouvant dépendre d’un champ magné-
tique h (i.e. σε := σε(h)) et f ∈ H−1(Ω) est le terme source. La théorie de l’homogénéi-
sation donne un sens précis à l’approche intuitive du passage à la limite du matériau
de la figure 1.2.1. Elle permet dans certains cas de donner une loi comportementale du
matériau macroscopique équivalent et ses propriétés effectives : on parle de matériau
homogénéisé, effectif ou équivalent.
Dans la partie 1.3, on rappelle la théorie mathématique de l’homogénéisation clas-
sique adaptée à l’étude de la suite de problèmes (1.2.3) lorsque les conductivités restent
bornées. Les aspects physiques de l’homogénéisation des équations de conduction sont
abordés dans le paragraphe 1.4. Dans la section 1.5, on rappelle les résultats obtenus
lorsque la conductivité devient très forte dans l’une des phases.
1.3 Théorie de l’homogénéisation
L’existence et l’unicité de la solution de (1.2.3) est une conséquence du lemme de
Lax-Milgram sous l’hypothèse de coercivité σε ≥ aεId au sens des formes quadratiques
pour aε > 0. La convergence de la suite uε dans H10 (Ω) à sous-suite près peut être assurée
par une hypothèse plus forte que la coercivité, l’équicoercivité aε := a > 0. En effet, en
combinant l’inégalité de Poincaré avec l’injection de uε comme fonction test, on obtient
aC‖uε‖2H10 (Ω) ≤ a ‖∇uε‖
2
L2(Ω) ≤
ˆ
Ω
σε∇uε · ∇uε
= 〈f, uε〉H−1(Ω),H1(Ω) ≤ ‖f‖H−1(Ω) ‖uε‖H10 (Ω)
puis
‖uε‖H10 (Ω) ≤ (aC)−1‖f‖H−1(Ω). (1.3.1)
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La suite de fonctions uε converge donc à sous-suite près vers une fonction u. Il s’agit
de caractériser les propriétés de cette fonction limite u. Satisfait-elle à une équation de
conduction ?
L’étude du comportement asymptotique d’équations du type (1.2.3) débute avec
l’introduction de la G-convergence par Spagnolo [78] au début des années 70. Il s’intéresse
en particulier au cas où σε est symétrique à travers l’énergie de l’équation (1.2.3)ˆ
Ω
σε∇uε · ∇uε. (1.3.2)
Spagnolo adjoint à l’hypothèse d’équicoercivité, un caractère équiborné à la suite de
matrices symétriques et prouve que la limite des suites d’énergies est une énergie de dif-
fusion du même type. De Giorgi [40] étend l’ensemble de ces résultats à des fonctionnelles
plus générales (des présentations détaillées apparaissent dans [14, 38]) en introduisant
la notion de Γ-convergence.
Lorsque les conductivités ne sont pas symétriques, ce qui est le cas en présence
d’effet Hall, la suite des énergies reste néanmoins inchangée. Pour cette raison, une
théorie qui ne s’intéresse qu’à l’énergie et ignore le point de vue variationnel ne peut
calculer la conductivité homogénéisée lorsque celle-ci n’est pas symétrique. L’approche
de Spagnolo et De Giorgi n’est donc pas adaptée à l’homogénéisation en présence d’effet
Hall. Les chapitres 2, 3 et 4 étudient l’équation de conduction en présence d’un champ
magnétique : la suite du mémoire se placera donc dans le cadre de la H-convergence.
1.3.1 H-convergence
A la fin des années 70, Murat et Tartar s’intéressent directement au comportement
du courant σε∇uε sans hypothèse de symétrie sur la conductivité. Ils restreignent leur
étude au cas où le courant est borné en introduisant l’ensemble de fonctions définies
sur Ω, à valeurs matricielles, équicoercives et équibornées
∃ a, b > 0, ∀ ξ ∈ Rd, a|ξ|2 ≤ σξ · ξ et b−1|ξ|2 ≤ σ−1ξ · ξ p.p. dans Ω. (1.3.3)
Une suite de conductivités σε H-converge vers σ∗ respectant les mêmes bornes que σε
si pour toute f ∈ H−1(Ω), la suite de solutions uε du problème (1.2.3) satisfait les
convergences
uε −⇀ u faiblement dans H10 (Ω),
σε∇uε −⇀ σ∗∇u faiblement dans L2(Ω)d, (1.3.4)
où u est l’unique solution dans H10 (Ω) de
− div (σ∗∇u) = f. (1.3.5)
La H-convergence implique donc la G-convergence dans le cas symétrique. Murat et
Tartar établissent en particulier la compacité de l’ensemble des matrices équicoercives
et équibornées : toute suite satisfaisant (1.3.3) H-converge à sous-suite près.
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La méthode employée par Murat et Tartar pour démontrer ce résultat est appe-
lée méthode des fonctions test oscillantes et fait apparaître les outils principaux de
la thèse. L’opérateur Aε = − div(σε∇·), a-coercif, est inversible. Son inverse, Bε, défini
sur H−1(Ω), est coercif et converge donc faiblement vers B∗ qui est inversible. Il s’agit de
prouver que A∗ = B−1∗ est de la forme A∗ = − div(σ∗∇·). Murat et Tartar construisent,
pour λ ∈ Rd des suites de fonctions particulières vλε dépendant linéairement de λ, les
correcteurs, tels que
vλε −⇀ λ · x faiblement dans H10 (Ω). (1.3.6)
La matrice σT∗ λ est construite à l’aide de la limite faible de σTε ∇vλε . Ils introduisent
ensuite l’outil essentiel de cette démonstration, le lemme divergence-rotationnel, qui
permet de passer à la limite faible dans le produit
σε∇uε · ∇vλε = ∇uε · σTε ∇vλε . (1.3.7)
Le manque de compacité dans le produit des limites faibles est compensé par la compa-
cité de certaines dérivées du produit considéré [67]. Plus précisément, Murat et Tartar
montrent [67] que si ξε et wε sont des suites bornées dans L2(Ω)d qui convergent faible-
ment dans L2(Ω)d respectivement vers ξ et w et satisfont les conditions de compacité{
div(ξε) −→ div(ξ) fortement dans H−1(Ω),
rot(wε) −→ rot(w) fortement dans H−1(Ω)d×d, (1.3.8)
alors
ξε · wε −⇀ ξ · w dans D ′(Ω). (1.3.9)
Grâce au lemme divergence-rotationnel, les correcteurs ∇vλε sont des fonctions qui
permettent de construire la matrice homogénéisée. Ces fonctions dépendent linéairement
de λ ∈ Rd et on note ∇vλε = Pελ. On introduit les notations pour une fonction à valeurs
matricielles P
Div (P ) =
(
d∑
i=1
∂Pi,j
∂xi
)
1≤j≤d
et Rot (P ) =
(
∂Pi,k
∂xj
− ∂Pj,k
∂xi
)
1≤i,j,k≤d
.
De façon générale, un correcteur associé à une suite de conductivités σε est une suite de
matrices Pε de L2(Ω)d×d vérifiant
Pε −⇀ Id faiblement dans L2(Ω)d×d,
Div(σεPε) est compacte dans H−1(Ω)d,
Rot(Pε) est compact dans H−1(Ω)d×d×d.
(1.3.10)
Comme dans le cas de la démonstration du théorème de Murat et Tartar, les colonnes de
la matrice peuvent être définies comme des gradients. Ces suites ne sont pas uniques mais
si P˜ε est une suite de correcteurs, Pε − P˜ε converge fortement vers 0 dans L2loc(Ω)d×d.
Deux propriétés importantes des correcteurs, conséquences du lemme div-rot, permet-
tent notamment d’établir des égalités entre des H-limites. On a les deux résultats, consé-
quences du lemme div-rot
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(i) si σε H-converge vers σ∗, alors chaque suite Pε de correcteurs associée à σε vérifie{
σεPε −⇀ σ∗ faiblement dans L2(Ω)d×d,
PTε σεPε −⇀ σ∗ faiblement dans D ′(Ω)d×d; (1.3.11)
(ii) réciproquement, si une suite de matrices Pε vérifie (1.3.10) avec
σεPε −⇀ τ faiblement dans L2(Ω)d×d, (1.3.12)
alors σε H-converge vers σ∗ = τ .
Murat et Tartar ont également prouvé que la H-limite de la transposée est la trans-
posée de la H-limite et le caractère local de la H-convergence : si deux suites de matrices
H-convergent et sont égales sur ω tel que ω ⊂ Ω, alors leurs matrices homogénéisées sont
égales sur ω.
Même si les correcteurs sont les outils qui permettent la construction de σ∗, l’ex-
plicitation d’une telle suite s’avère impossible dans le cas général. Par conséquent, des
formules pour les matrices homogénéisées sont rares. Néanmoins, le cas de conductivités
périodiques conduit à une formule simple pour σ∗ bien que non explicite.
1.3.2 Cas périodique
Les problèmes d’homogénéisation périodiques ont été étudiés par Bensoussan, Lions
et Papanicolaou [5] (voir aussi [3]) en utilisant la méthode des développements asympto-
tiques à plusieurs échelles. Bien que cette méthode ait été introduite avant le cadre de la
théorie de la H-convergence, on va présenter le cas périodique comme un cas particulier
de cette théorie.
×ε
Figure 1.3.1 – Homogénéisation d’un matériau périodique
Un exemple de structure périodique est fourni par le matériau de la figure 1.2.1
ou 1.3.1. Considérons le cube unité Y =]0, 1]d (ou, de façon plus générale, un parallé-
lépipède de Rd) et l’ensemble M](a, b;Y ) des fonctions matricielles Σ, Y -périodiques,
i.e.
∀ k ∈ Zd, Σ(y + k) = Σ(y) p.p. y ∈ Rd, (1.3.13)
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et vérifiant (1.3.3) dans Rd. On définit la conductivité εY -périodique σε par
σε(x) = Σ
(x
ε
)
p.p. x ∈ Rd. (1.3.14)
Celle-ci vérifie (1.3.3) dans Rd. Dans le cas du matériau de la figure 1.2.1, on a
Σ(y) =
{
σf pour |y| ≤ r,
σm pour y ∈ Y et |y| > r. (1.3.15)
Même si σε est définie sur Rd tout entier, on considère le problème (1.2.3) sur un ou-
vert borné Ω. Ce type d’approche modélise des matériaux dont les hétérogénéités sont
distribuées εY -périodiquement et de taille ε. La variable x représente la variable ma-
croscopique alors que y = x/ε représente la variable microscopique et varie rapidement.
On introduit l’espace
Lp] (Y ) = {f ∈ Lploc(Y ) | f est Y -périodique} (1.3.16)
muni de la norme ‖f‖Lp(Y ). La majorité des simplifications du cas périodique proviennent
du lemme suivant (voir par exemple [2], lemme 1.3.20) : si f ∈ Lp] (Y ), 1 ≤ p <∞, alors,
fε(x) = f
(x
ε
)
−⇀ 〈f〉 faiblement dans Lploc(Rd), (1.3.17)
et faiblement-∗ dans L∞(Rd) pour p =∞, où 〈·〉 désigne la moyenne sur Y . De façon gé-
nérale, le passage au cas périodique remplace les convergences faibles par des moyennes.
Ce lemme donne également, pour une fonction ξε donnée par
ξε = ξ
(x
ε
)
où ξ ∈ L2] (Y )d, (1.3.18)
les équivalences{
div(ξε) compact dans H−1(Ω) ⇔ div(ξ) = 0 dans D ′(Rd),
rot(ξε) compact dans H−1(Ω)d×d ⇔ rot(ξ) = 0 dans D ′(Rd)d×d. (1.3.19)
La formulation du lemme div-rot est ainsi très simple dans le cas périodique. Si ξ, w
sont des fonctions de L2] (Y )d dont respectivement la divergence et le rotationnel sont
nuls dans D ′(Rd), la moyenne de leur produit est le produit des moyennes
〈ξ · w〉 = 〈ξ〉 · 〈w〉. (1.3.20)
Une suite de correcteurs peut être donnée à l’aide d’une fonction périodique. On
définit l’espace
H1],0(Y ) =
{
f ∈ H1loc(Y ) | f est Y -périodique et 〈f〉 = 0
}
. (1.3.21)
On introduit les notations, pour des fonctions à valeurs matricielles X et Σ
DU :=
[
∂Uj
∂xi
]
1≤i,j≤d
, ΣX : X := XTΣX. (1.3.22)
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Bensoussan, Lions et Papanicolaou [5] ont prouvé que la suite de conductivités σε définie
par (1.3.14) H-converge vers la matrice σ∗ donnée par la formule
σ∗ =
〈
ΣDU
〉
=
〈
ΣDU : DU
〉
, (1.3.23)
où X(y) := U(y)− y est l’unique solution dans H1],0(Y )d du problème
Div
(
Σ(Id +DX)
)
= 0 dans D ′(Rd)d, (1.3.24)
ou, de façon équivalente,
∀V ∈ H1],0(Y )d,
〈
Σ(Id +DX) : DV
〉
= 0. (1.3.25)
La matrice homogénéisée apparaît comme la moyenne d’un courant local sur la cellule
de périodicité.
Le cas particulier où σε, ou manière équivalente Σ, est symétrique fournit une
formule obtenue par le problème de minimisation associé à la formulation variation-
nelle (1.3.25), i.e.,
σ∗ = min
{〈
Σ(Id +DV ) : (Id +DV )
〉 | V ∈ H1],0(Y )d} . (1.3.26)
De plus, on a la formule duale
σ−1∗ =
{〈
Σ−1(Id + S) : (Id + S)
〉 | S ∈ L2] (Y )d×d, Div(S) = 0, 〈S〉 = 0} . (1.3.27)
Cette dernière formule sera étendue dans le chapitre 4 au cas non périodique. Le cas
général de la section 1.3.1 peut se ramener dans un certain sens au cas périodique.
En effet, Dal Maso et Kohn [39] d’une part et, indépendamment, Raïtums [73] d’autre
part (voir [49] pour une présentation complète), ont prouvé qu’une matrice homogénéisée
peut être approchée localement par une suite de matrices homogénéisées périodiques
constantes.
La formule d’homogénéisation périodique (1.3.23) n’est pas en général explicite car
elle dépend de la solution du problème de cellule (1.3.25). On obtient des formules
véritablement explicites dans le cas des matériaux en couches (ne dépendant que d’une
direction) et des laminés. Citons également le cas particulier des matériaux périodiques
en échiquier à 2, 3 ou 4 phases [37, 36, 57] qui conduisent à des formules exactes pour
la matrice homogénéisée.
1.3.3 Laminés
Les matériaux les plus simples à fabriquer sont les laminés. On considère deux phases
de conductivités σ1, σ2 en couches minces superposées dans la direction ξ où ξ est uni-
taire comme dans la figure 1.3.2. On rappelle ici les principaux résultats concernant
l’homogénéisation de la structure laminée de la figure 1.3.2 et dont une présentation
détaillée figure dans [2].
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σ1
σ2
ε
ξ
Figure 1.3.2 – Un laminé de rang 1 à deux phases en dimension 3
Précisément, soit θ ∈]0, 1[, χ le prolongement 1-périodique de la fonction caractéris-
tique de l’ensemble [0, θ[ et σ1, σ2 des matrices constantes définies positives. On pose
σε(x) = χε(x)σ1 +
(
1− χε(x)
)
σ2 où χε(x) = χ
(
ξ · x
ε
)
. (1.3.28)
Le scalaire θ représente la fraction volumique de la phase 1. Ce type de laminé périodique
est appelé laminé de rang 1 (auquel on se restreindra dans la suite).
On présente l’approche de [16] qui justifie rigoureusement la conjecture de Mil-
ton [64] « dans un matériau multicouches, les champs sont constants dans chaque
phase ». Supposons que le correcteur P = DU de la formule (1.3.23) est de la forme
P = χP1 + (1− χ)P2. (1.3.29)
Les matrices constantes P1, P2 sont à déterminer à l’aide des conditions (1.3.10), qui se
réduisent, dans le cas périodique, à (cf. (1.3.19))
〈P 〉 = Id,
Rot(P ) = 0 dans D ′(Rd)d×d,
Div(ΣP ) = 0 dans D ′(Rd)d.
(1.3.30)
La première condition se réécrit
θP1 + (1− θ)P2 = Id. (1.3.31)
Comme le correcteur est constant dans chaque phase, le rotationnel de P et la diver-
gence de ΣP sont nuls dans chaque phase et les deux dernières égalités de (1.3.30) sont
équivalentes aux formules de saut à l’interface{
P1 − P2 = ξ ⊗ η,
(σ1P1 − σ2P2)T ξ = 0,
(1.3.32)
pour un vecteur η ∈ Rd. On obtient finalement les égalités
P1 = Id +
1− θ
θσ2ξ · ξ + (1− θ)σ1ξ · ξ (ξ ⊗ ξ)(σ2 − σ1),
P2 = Id +
θ
θσ2ξ · ξ + (1− θ)σ1ξ · ξ (ξ ⊗ ξ)(σ1 − σ2),
(1.3.33)
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qui combinées avec la formule d’homogénéisation (1.3.23) (où DU = P ), donnent
σ∗ = θ σ1 + (1− θ)σ2 − θ (1− θ)
θσ2ξ · ξ + (1− θ)σ1ξ · ξ (σ2 − σ1)(ξ ⊗ ξ)(σ2 − σ1). (1.3.34)
Considérons le cas particulier où σi = αiId, i = 1, 2, avec αi > 0. Dans une base ortho-
normale, dont le premier vecteur est ξ, la matrice homogénéisée s’écrit
σ∗ = diag(α, α, . . . , α) (1.3.35)
où
α = θα1 + (1− θ)α2 et α =
(
θα−11 + (1− θ)α−12
)−1
, (1.3.36)
c’est-à-dire respectivement la moyenne et la moyenne harmonique. Une interprétation
physique de ce résultat est liée aux lois d’additivité en série ou en parallèle des con-
ductivités. Dans la direction ξ, les couches du conducteur sont placées en série et la
conductivité effective est donc la moyenne harmonique des conductivités dans cette di-
rection. Dans toutes les directions orthogonales à ξ, les couches du conducteur sont
associées en parallèle et la conductivité effective est la moyenne des conductivités. On
remarque également que la matrice homogénéisée d’une suite de matrices isotropes n’est
pas nécessairement isotrope. Ces formules explicites pour des laminés à deux phases
seront utilisées en particulier dans le chapitre 4.
ε2
ε
ξ1
ξ2
σ1
σ2
σ3
Figure 1.3.3 – Un laminé multi-échelle de rang 2 à trois phases en dimension 2
On peut également réitérer le processus de lamination en introduisant plusieurs
échelles. Le nombre de laminations successives est appelé rang du laminé. Par exemple,
la figure 1.3.3 présente un laminé de rang 2 à 3 phases. Pour plus de détails, on peut
notamment se référer à Milton [62, 64], Allaire [2] ou [16].
D’autres formules explicites pour les matériaux stratifiés, c’est-à-dire lorsque la con-
ductivité ne dépend que d’une seule direction, ont été données parallèlement à l’étude
des laminés. La méthode employée par Murat et Tartar dans [68] se ramène simplement
32
Section 1.3 - Théorie de l’homogénéisation
à une cascade de convergences faibles. Néanmoins, une explicitation du correcteur sous
la forme Pε = Id + e1 ⊗ qε(x1) donne une approche alternative.
Lorsque les formules ne sont pas explicites, il est possible d’établir des relations entre
les matrices homogénéisées obtenues à partir des conductivités locales qui se déduisent
entre elles par certaines transformations.
1.3.4 Transformations préservant la H-limite
Les premières transformations de dualité bidimensionnelles ont été obtenues par Kel-
ler [51] qui a établi une identité reliant la conductivité effective transverse d’inclusions
circulaires peu conductrices avec la conductivité effective de ces mêmes inclusions forte-
ment conductrices. Ce lien entre forte et faible conductivité a donné le nom de dualité
à ce type de transformations. Keller a ensuite généralisé ce résultat [50] à d’autres
microstructures à deux phases isotropes. En particulier, il a obtenu une égalité d’inter-
changeabilité en dimension 2 en reliant la conductivité effective d’un matériau avec celle
obtenue dans le même matériau mais dont les phases ont été échangées. Ce genre de
matériau est par exemple donné par l’échiquier de la figure 1.3.4a.
ε
a
(a) Échiquier à 2 phases
σ1
σ2
σ3
σ4a
(b) Échiquier à 4 phases
Figure 1.3.4 – Microstructures bidimensionnelles en échiquier
Lorsque ε devient très petit, au niveau macroscopique, le composite issu de la micro-
structure de la figure 1.3.4a se comporte comme le même composite dont les valeurs des
conductivités dans chaque phase aurait été échangées. Dykhne [41] a montré que si les
conductivités de l’échiquier de la figure 1.3.4a sont isotropes et valent σi = αiI2, i = 1, 2,
alors σ∗ =
√
α1α2I2. Ce résultat a été ensuite généralisé à un échiquier à quatre phases
isotropes, comme dans la figure 1.3.4b, i.e. σi = αiI2, i = 1, 2, 3, 4, par Marino et Spa-
gnolo [57] dans le cas α1α3 = α2α4, à l’aide d’un encadrement de la conductivité ho-
mogénéisée. La formule explicite d’un échiquier à quatre phases isotropes général a été
conjecturée par Mortola et Steffé [65], résultat qui a été prouvé indépendamment par
Milton [63] et Craster, Obnosov [37, 36]. Le résultat [57] sur les échiquiers à quatre
phases sera utilisé dans le chapitre 4.
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Les formules de dualité font partie du cadre général des transformations conservant
la matrice homogénéisée. Ce sont des transformations f : Rd×d+ −→ Rd×d+ (Rd×d+ étant
l’ensemble des matrices de Rd×d définies positives) qui vérifient
σε
H−⇀ σ∗ ⇒ f(σε)
H−⇀ f(σ∗). (1.3.37)
La formule de Dykhne [41] a été généralisée par Mendelson [59] et prouvée dans le cadre
de la H-convergence par Tartar [80] pour le cas isotrope, et par Francfort et Murat pour
le cas anisotrope [45]. Précisément, si σε est une suite de conductivités bidimensionnelles
qui H-converge vers la conductivité σ∗, alors
f(σε) := (c1σε+c2J)(c3I2+c4Jσε)
−1 H−⇀ f(σ∗) = (c1σ∗ + c2J)(c3I2 + c4Jσ∗)−1 (1.3.38)
pour des constantes c1, c2, c3, c4 convenables assurant le caractère défini positif de f(σε).
Dans le cas d’un matériau à deux phases isotropes, i.e. σi = αiI2, i = 1, 2, avec par
exemple α1 > α2, pour c1 = c3 = 0 et c2 = c4 = 1, la conductivité f(σε) vaut α−1i I2 dans
la phase i. Ainsi, la conductivité de la phase 2 du matériau transformé est cette fois plus
forte que la phase 1 : ce matériau est dual du précédent.
La transformation (1.3.38) a été étendue en dimension 3 à certaines structures cy-
lindriques périodiques par Milton et Graboski [46, 47, 48]. Plus précisément, on consi-
dère une structure cylindrique périodique dont la conductivité locale Σ ∈M](a, b;Y )
de (1.3.14) ne dépend que de y′ = (y1, y2) et est de la forme
Σ :=
(
Σ˜ p
−pT α
)
, (1.3.39)
où Σ˜ est une fonction à valeurs dans R2×2, p une fonction à valeurs dans R2 et α une fonc-
tion scalaire. La suite de conductivités définie, comme dans (1.3.14), par σε(x) = Σ(x/ε)
H-converge vers une matrice σ∗. Milton et Grabovsky montrent que cette conductivité
homogénéisée est de la forme
σ∗ :=
(
σ˜∗ p∗
−pT∗ α∗
)
, (1.3.40)
où σ˜∗ est la H-limite de Σ˜(x/ε), p∗ ∈ R2 et α∗ ∈ R. En outre, si Σ′ se déduit de Σ par
la transformation
Σ′ :=
(
Σ˜ p′
−p′T α′
)
, avec
{
p′ = p+ Σ˜p0 − p′0,
α′ = α + Σ˜p0 · p0,
(1.3.41)
où p0, p′0 ∈ R2, alors Σ′(x/ε) H-converge vers σ′∗ donnée par
σ′∗ =
(
σ˜∗ p′∗
−p′T∗ α′∗
)
, avec
{
p′∗ = p∗ + Σ˜∗p0 − p′0,
α′∗ = α∗ + Σ˜∗p0 · p0.
(1.3.42)
Cette transformation sera utilisée dans les chapitre 2 et 3.
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Ces différentes formules de dualité vont permettre de préciser la dépendance de
la matrice homogénéisée par rapport au champ magnétique. En choisissant judicieu-
sement les constantes de la formule (1.3.38) ou de la transformation précédente, il va
être possible, pour les composites à deux phases isotropes, de transformer des matrices
non symétriques en matrices symétriques, c’est-à-dire de relier la matrice homogénéisée
perturbée par le champ magnétique à la matrice homogénéisée en l’absence de champ
magnétique. L’idée de la transformation (1.3.41) sera en particulier exploitée pour des
structures cylindriques au chapitre 3.
1.4 Homogénéisation de l’effet Hall et de la magnéto-
résistance
Depuis les travaux fondateurs de Bergman [6], l’influence du champ magnétique dans
les composites a été très largement étudiée. Dans le cas d’un champ faible et par une
méthode de perturbation, Bergman [6] montre que le coefficient de Hall effectif s’exprime
simplement à l’aide de moyennes de certains courants en l’absence de champ magnétique.
Dans le cas de la dimension 2, il établit des relations exactes et des formules de dualité [7]
qu’il généralise au cas des composites ne dépendant pas de la troisième variable (comme
les fibres) [10, 8, 11]. Le cas d’un champ fort, c’est-à-dire lorsque les parties symétrique
et antisymétrique de la conductivité sont du même ordre, a aussi été étudié dans [9, 12],
établissant des liens entre la conductivité effective perturbée par le champ magnétique
et la conductivité effective en l’absence de champ.
Les sections 1.4.1, 1.4.2 et 1.4.3 vont préciser l’ensemble de ces résultats dans le cadre
de la H-convergence. Dans la section 1.4.1, on rappelle les formules explicites pour les
composites à deux phases établies par Milton [61] pour la dimension 2 puis généralisées
par Grabovsky [46, 47] pour les structures fibrées. La section 1.4.2 mettra en avant les
différences importantes entre la dimension 2 et la dimension 3. La section 1.4.3 présente
l’étude [15] sur la magnétorésistance effective en dimension 2.
1.4.1 Effet Hall dans les composites à deux phases
En dimension 2, Milton a proposé une méthode [61] qui précise les résultats de
Bergman et permet de relier la conductivité effective d’un composite périodique per-
turbée par le champ magnétique avec la conductivité du même matériau en l’absence
de champ lorsque les phases sont isotropes. Pour cela, il utilise une transformation
préservant l’homogénéisation : la transformation de Dykhne (1.3.38). Il calcule explici-
tement les constantes c1-c4 de cette transformation en fonction de h et de la conductivité
dans chaque phase. La conductivité σε(h) est transformée en σ′ε associée à Σ′ comme
dans (1.3.14) de la forme
Σ′ = χα′1I2 + (1− χ)α′2I2 (1.4.1)
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où α′1, α′2 sont des scalaires qui dépendent du champ magnétique h et de la conduc-
tivité de chaque phase et χ la fonction caractéristique de la première phase. Ainsi σ′∗
est la conductivité effective du composite en l’absence de champ mais avec les phases
modifiées α′1, α′2 et est reliée à la matrice σ∗ par la formule de Dykhne (1.3.38).
Pour les structures fibrées en dimension 3, le même type de méthode s’applique
aux conductivités périodiques Σ(h) à deux phases isotropes, perturbées par un champ
magnétique et de la forme (1.3.41). En choisissant judicieusement p0 et p′0 dans (1.3.41),
la conductivité transformée Σ′(h) est de la forme
Σ′(h) :=
(
Σ˜(h) 0
0 α′(h)
)
. (1.4.2)
Le problème d’homogénéisation lié à la conductivité Σ′(h) est plus simple et donne
une expression de σ∗(h) à l’aide de σ˜∗(h) par la relation (1.3.42). En combinant cette
expression avec la formule bidimensionnelle de Milton précédente pour σ˜∗(h), on obtient
l’influence du champ magnétique dans les composites fibrés périodiques à deux phases
isotropes à l’aide de la conductivité homogénéisée de ce composite en l’absence de champ.
Les méthodes pour obtenir une loi de perturbation dans les composites à deux phases
en dimension 2 et fibrés en dimension 3 sont similaires. En revanche, le comportement
d’un composite tridimensionnel général, en présence d’un champ magnétique, peut être
très différent de la dimension 2.
1.4.2 Différences entre la dimension 2 et la dimension 3
Lorsque le champ est faible, pour un conducteur homogène, on a vu que le coefficient
de Hall en dimension 2 ou la matrice de Hall en dimension 3 s’obtiennent à l’aide des
développements (1.1.16) et (1.1.17). Dans un conducteur composite, la résistivité dépend
du paramètre ε, comme son développement au premier ordre
ρε(h) = ρε(0) +Rε(h) + o(|h|), (1.4.3)
où ρε(0) sera simplement noté ρε et σε(0), σε. Si σε(h) H-converge vers σ∗(h), on a, sous
certaines hypothèses de régularité, le développement de ρ∗(h) = σ∗(h)−1
ρ∗(h) = ρ∗ +R∗(h) + o(|h|), (1.4.4)
avec Rε/∗(h) = rε/∗hJ en dimension 2 pour le coefficient de Hall local/homogénéisé
et Rε/∗(h) = E (Rε/∗h)J en dimension 3 pour la matrice de Hall de Hall locale/homo-
généisée. Il est à noter que même si les relations concernent des termes issus de la
résistivité, l’homogénéisation porte sur la conductivité, la résistivité effective n’étant
que l’inverse de la conductivité homogénéisée.
Dans le cadre de la H-convergence, Briane, Manceau et Milton [27, 25] donnent une
expression du coefficient de Hall et de la matrice de Hall effectifs en fonction de quantités
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en l’absence de champ. Ils supposent que σε est suffisamment régulière et périodique,
c’est-à-dire
σε(x) = Σ
(x
ε
)
, rε(x) = r
(x
ε
)
et Rε(x) = R
(x
ε
)
, (1.4.5)
où Σ, r et R sont ]0, 1]d-périodiques. En considérant le correcteur DU de (1.3.23), ils
obtiennent, selon la dimension du conducteur,
r∗ =
〈det(ΣDU)r〉
det(σ∗)
et R∗ =
σ∗
det(σ∗)
〈
Cof(ΣDU)TR
〉
. (1.4.6)
Ces formules sont également vraies dans le cas non périodique où les moyennes sont
remplacées par des limites faibles et en supposant que pour tout h, la suite Rε(h) est
bornée dans L∞(Ω)d×d.
En dimension 2, le coefficient de Hall est positif dans chaque phase. A partir de ces
formules et à l’aide du résultat d’Alessandrini et Nesi [1] :
det(DU) > 0 p.p. dans R3, (1.4.7)
la première relation de (1.4.6) permet de conclure que le coefficient de Hall homogénéisé
respecte les mêmes bornes que le coefficient de Hall local.
y3
y2
y1
(a) Microstructure pour le changement de
signe du déterminant du correcteur
(b) Microstructure pour le changement
de signe du coefficient de Hall
Figure 1.4.1 – Microstructures tridimensionnelle en chaînes
En dimension 3, Briane, Milton et Nesi [28] ont montré que le signe du détermi-
nant du correcteur det(DU) n’est en général pas constant dans R3 à l’aide de chaînes
périodiques composées de maillons infiniment conducteurs qui s’interpénètrent et dont
la figure 1.4.1a représente une période. En remplaçant ces chaînes par une structure à
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symétrie cubique de type « cotte de maille » (cf. figure (1.4.1b)), Briane et Milton [27]
obtiennent également un changement de signe du coefficient de Hall violant la conserva-
tion des bornes du cas bidimensionnel. Dans [28] et [27], le changement de signe s’opère
à l’interstice entre deux maillons consécutifs en s’appuyant sur un fort contraste de la
conductivité et du coefficient de Hall local.
Le comportement du terme d’ordre 1 dans le développement (1.4.4) a donc été étudié
en dimension 2 et en dimension 3. On présente maintenant l’étude du terme d’ordre 2 de
ce développement, la magnétorésistance effective, effectué uniquement en dimension 2
dans [15].
1.4.3 Magnétorésistance effective en dimension 2
Dans un matériau composite en dimension 2, comme dans la section 1.1, lorsque la
suite σε(h) est équicoercive et équibornée, on a, en étendant (1.4.3) à l’ordre 2,
ρε(h) = ρε + rεhJ + h
2Mε + o(h
2). (1.4.8)
De manière analogue à la section 1.4.2, lorsque h 7→ σε(h) est suffisamment régulière
uniformément par rapport à ε, σε(h) H-converge vers σ∗(h) et ρ∗(h) = σ∗(h)−1 admet le
développement à l’ordre 2
ρ∗(h) = ρ∗ + r∗hJ + h2M∗ + o(h2). (1.4.9)
Le terme h2M∗ est la magnétorésistance effective du composite, M∗ étant une matrice
symétrique constante.
Dans [15], le cas périodique, i.e. (1.4.5) et Mε(x) = M(x/ε), conduit à une inégalité
entre la magnétorésistance effective et la moyenne de la magnétorésistance locale. Plus
précisément, en introduisant un champ local e = DUλ dans une direction λ ∈ R2, où U
est donné par (1.3.24), et le courant associé j = σe en l’absence de champ, il vient
M∗〈j〉 · 〈j〉 ≥ 〈Mj · j〉 où 〈j〉 = σ∗〈e〉. (1.4.10)
Cette inégalité signifie que l’énergie dissipée par un composite en dimension 2 est supé-
rieure ou égale à la moyenne de l’énergie dissipée par chacune de ses phases. L’inéga-
lité (1.4.10) est obtenue par une approche spécifiquement bidimensionnelle faisant, entre
autres, intervenir le cas particulier de la formule de Dykhne (1.3.38), avec c1 = c3 = 0
et c2 = c4 = 1, donné par
σε
detσε
H−⇀ σ∗
detσ∗
. (1.4.11)
De plus, l’inégalité (1.3.38) est une égalité si et seulement si le coefficient de Hall
local r est constant. Ce cas d’égalité repose sur le résultat de positivité (1.4.7).
L’inégalité (1.4.10) est illustrée par un laminé de rang 1 (cf. section 1.3.3). Dans ce
cas, on a
M∗〈j〉 · 〈j〉 = 〈Mj · j〉+ C(θ, σ1, σ2, ξ)(r1 − r2)2(ξ ⊗ ξ) (1.4.12)
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où r1, r2 sont les coefficients de Hall de chaque phase, ξ la direction de lamination
et C(θ, σ1, σ2, ξ) > 0 est une constante dépendant de la fraction volumique θ, de la
conductivité dans chaque phase σ1, σ2 et de ξ. Ce résultat confirme l’égalité lorsque le
coefficient de Hall est constant (i.e. r1 = r2). La dissipation supplémentaire d’énergie
est ainsi concentrée dans la direction de lamination. Cette formule est généralisée au cas
de la dimension 3 dans le chapitre 4.
Par ailleurs, l’inégalité (1.4.10) est cohérente avec la théorie classique de la magné-
torésistance. La loi de Kohler [54], qui est valable pour les métaux purs isotropes énonce
que
ρ(h)s − ρ(0) = mh2 + o(h2) avec m > 0, (1.4.13)
c’est-à-dire que la magnétorésistance est positive. Supposons que la résistivité perturbée
est isotrope et suit la loi de Kohler. Alors, la résistivité locale en l’absence de champ est
isotrope et
M(y) = m(y)I2 avec m(y) > 0 p.p. y ∈ Y. (1.4.14)
Ceci implique que M∗ est positive par (1.4.10). Ainsi, la loi
ρ∗(h)s − ρ∗(0) = h2M∗ + o(h2) (1.4.15)
peut être vue comme une extension de la loi de Kohler au cas non isotrope pour les
composites.
L’intégralité des résultats précédents suppose que la suite σε est équicoercive et
équibornée, i.e. σε ∈M(a, b; Ω) défini dans (1.3.3). On présente désormais des résul-
tats lorsque b =∞ dans (1.3.3). Les premières généralisations du théorème de Murat
et Tartar ont été obtenues par Buttazzo et Dal Maso [32] de même que Carbone et
Sbordone [35]. Par une approche de Γ-convergence et sous les hypothèses que la suite
de conductivités σε est bornée dans L1(Ω)d×d et équi-intégrable, ils obtiennent un ré-
sultat de compacité pour les suites de fonctionnelles quadratiques. La section suivante
s’intéresse à des conductivités qui ne satisfont plus l’hypothèse d’équi-intégrabilité.
1.5 Fort contraste
1.5.1 Effets non locaux
La classe des conductivités équicoercives et équibornées (1.3.3) ne couvre pas tous
les types de matériaux. Considérons le matériau de la figure 1.2.1 renforcé par des
fibres très fines et très conductrices. Plus précisément, on considère un ouvert cylin-
drique Ω = ω × (0, 1), une suite rε → 0, κ > 0, et on définit la conductivité ε-périodique
par
σε(x) = Σε
(x
ε
)
, Σε(y) =
{
κr−2ε I3 si y21 + y22 ≤ r2ε ,
I3 si y21 + y22 > r2ε ,
∀ y ∈ ]−1
2
, 1
2
]3
, (1.5.1)
39
Chapitre 1 - Électro-physique, microstructures et homogénéisation
Le rayon des fibres dans la cellule de périodicité dépend désormais de ε. Ainsi la conduc-
tivité des fibres tend vers l’infini lorsque ε tend vers 0 alors que la conductivité du milieu
les entourant reste constante. Le caractère équiborné de σε n’est plus respecté mais σε
reste bornée dans L1(Ω). On parle de composite à fort contraste avec une forte conduc-
tivité. Cette structure fibrée a d’abord été étudiée par Khruslov et Fenchenko qui ob-
tiennent un problème homogénéisé comportant un terme non local [44] (voir [53, 52, 43]
pour des problèmes homogénéisés de différents types). De tels effets avaient déjà été mis
en évidence par E. Sanchez-Palencia [75, 74, 77, 76] en utilisant des développements
asymptotiques formels pour des problèmes de visco-élasticité ou des effets de mémoire
en élasticité. L’exemple modèle de Khruslov et Fenchenko a été analysé ultérieurement
par Bellieud et Bouchitté [4] dans un cadre non linéaire par la méthode de Γ-convergence
de De Giorgi [40]. En considérant la suite de fonctionnelles d’énergies
Fε(u) =

ˆ
Ω
σε∇u · ∇u si u ∈ H10 (Ω),
+∞ sinon,
(1.5.2)
ils montrent que Fε converge vers F , au sens de la Γ-convergence, où F est explicite et
dépend de la valeur du paramètre γ ∈ [0,∞] défini par
γ = lim
ε→0
1
ε2| ln rε| . (1.5.3)
Le paramètre γ correspond au seuil critique d’apparition des effets non locaux. On
dispose en effet de l’alternative suivante :
1. si γ ∈ [0,∞[, F (u) se décompose selon la formule de Beurling-Deny [13] en trois
termes
F (u) =
ˆ
Ω
|∇u|2 dx︸ ︷︷ ︸
diffusion
+
ˆ
Ω
pγ,κ(x3) u
2(x) dx︸ ︷︷ ︸
terme local
+
ˆ
]0,1[2
(
u(x′, t)− u(x′, s))2θγ,κ(s, t) ds dt dx′︸ ︷︷ ︸
terme non local
,
(1.5.4)
où x′ = (x1, x2) et θk,γ, pγ,κ sont des noyaux explicites et continus ;
2. si γ =∞, pour toute fonction u ∈ H10 (Ω),
F (u) =
ˆ
Ω
|∇u|2 dx. (1.5.5)
Dans le premier cas, il apparaît un terme non local induit par un second potentiel
concentré dans les fibres qui vérifie la convergence faible-∗ au sens des mesures de Radon
1Qε
pir2ε
uε −⇀ v faiblement-∗ dansM(Ω), (1.5.6)
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où Qε désigne l’ouvert constitué des fibres. Les potentiels limites u et v sont solutions
du système couplé −∆u+ 2piγ(u− v) = f, u = 0 sur ∂Ω,κ ∂2v
∂x23
+ 2γ(u− v) = 0, v(x′, 0) = v(x′, 1) = 0, x′ ∈ ω. (1.5.7)
Dans le cadre de la Γ-convergence, Mosco [66] a prouvé le caractère systématique de
l’apparition d’effets non locaux dans les problèmes à fort contraste. En utilisant la
formule de Beurling-Deny des formes de Dirichlet [13], il obtient une généralisation de
la représentation de la Γ-limite (1.5.4). Néanmoins, les trois termes de cette formule sont
obtenus par des théorèmes d’existence a posteriori de l’étape de Γ-convergence. Aucun
moyen simple ne permet de les relier à la suite de conductivités σε. De plus, en dehors de
quelques microstructures particulières, aucune condition nécessaire et suffisante générale
d’absence d’effets non locaux, et portant sur σε, n’est connue à ce jour. Camar-Eddine et
Seppecher ont même montré [34] que toute forme de Dirichlet, en dimension supérieure
ou égale à 3, s’obtient comme Γ-limite d’une suite de fonctionnelles d’énergie de diffusion
avec une conductivité à fort contraste bien choisie. En dimension 2, la situation est
radicalement différente : c’est l’objet de la section suivante.
1.5.2 Fort contraste en dimension 2
Dans le cadre de l’homogénéisation à forte conductivité en dimension 2, i.e. lorsque σε
est seulement équicoercive dans le problème (1.2.3), Briane et Casado Díaz ont montré
que le problème limite est encore un problème de conduction (1.3.5) à travers deux
approches différentes.
D’une part, par une méthode de Γ-convergence qui repose sur un résultat de conver-
gence uniforme via un principe du maximum généralisé, on prouve [20, 23] que l’énergie
limite est une énergie de diffusion. Cette technique est étendue au cas non symétrique
au chapitre 2 sous l’hypothèse de périodicité.
D’autre part, ils généralisent le lemme div-rot de Murat et Tartar [21] afin d’obtenir
un résultat de H-convergence. Ils supposent que
|σε|⇀ θ ∈ L∞(Ω) faiblement-∗ dansM(Ω), (1.5.8)
afin d’éviter les phénomènes de concentration. Si ξε ∈ L2(Ω)2 et vε ∈ H1(Ω) sont des
suites vérifiant
ˆ
Ω
σ−1ε ξε · ξεdx+ ||vε||H1(Ω) ≤ C et div ξε est compacte H−1(Ω), (1.5.9)
alors, à une sous-suite près, on a les convergences
ξε ⇀ ξ faiblement-∗ dansM(Ω)2 et ∇vε ⇀ ∇v faiblement dans L2(Ω)2,
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où ξ ∈ L2(Ω)2. De plus, on a la convergence au sens des distributions
ξε · ∇vε ⇀ ξ · ∇v faiblement dans D ′(Ω). (1.5.10)
La différence majeure avec le lemme div-rot classique est qu’il n’est plus nécessaire de
supposer que ξε est bornée dans L2(Ω)2 mais seulement σ
−1/2
ε ξε dans L2(Ω)2. Lorsque σε
est symétrique et équicoercive, Briane et Casado-Dìaz généralisent alors la H-conver-
gence (1.3.4) où la convergence du courant σε∇uε est remplacée par une convergence du
courant dansM(Ω)2 faible-∗ car celui-ci est seulement borné dans L1(Ω)2. Dans le cas
où σε n’est pas symétrique, l’hypothèse (1.5.8) est remplacée dans [24] par la convergence
detσsε
detσε
|σsε|⇀ θ ∈ L∞(Ω) faiblement-∗ dansM(Ω). (1.5.11)
Celle-ci permet notamment de retrouver la formule de dualité de Dykhne (1.3.38) dans le
cas particulier c1 = c3 = 0 et c2 = c4 = 1. Cette seconde approche, par l’utilisation d’un
lemme div-rot, a l’avantage de s’appliquer à des conductivités non symétriques mais
aussi à des problèmes vectoriels comme l’élasticité [19, 18]. C’est dans le but de traiter
le cas de l’effet Hall que cette méthode sera privilégiée dans la suite du mémoire (en
particulier dans les chapitres 2 et 3).
Le lemme div-rot bidimensionnel de [21] est étendu à toute dimension d ≥ 2 dans [22]
sous des hypothèses convenables portant sur les exposants de Sobolev. Il fait apparaître
des séries de masses de Dirac qui mesurent le défaut de compacité dans la conver-
gence (1.5.10) conformément au principe de compacité-concentration de P.-L. Lions [56].
1.5.3 Cas périodique
Le cas périodique permet une approche alternative du fort contraste. La matrice de
conductivité s’écrit
σε(x) = Σε
(x
ε
)
p.p. x ∈ Ω, (1.5.12)
où Σε est une matrice Y -périodique deM](a, bε; Ω) au sens de (1.3.14). Contrairement au
cas périodique classique, la matrice dans la cellule de périodicité dépend désormais de ε
et bε est une suite positive. C’est notamment le cas dans les fibres à forte conductivité
de la section 1.5.1 (le rayon rε et la conductivité dans la cellule de périodicité dépendent
de ε). Lorsque ε est fixé, la suite de matrices indexée par δ,
σδε(x) = Σε
(x
δ
)
p.p. x ∈ Ω, (1.5.13)
est une suite de conductivités périodiques deM(a, bε; Ω). A l’aide de la formule (1.3.23),
on définit, pour tout ε, la matrice constante σ∗ε , bornée par bε, matrice homogénéisée de
la suite indexée par δ. On fait ensuite tendre ε vers 0 de sorte que bε tend vers l’infini
dans le cas du fort contraste. Même si bε n’est pas bornée, la suite de matrice σ∗ε peut
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converger simplement. Ce découplage entre homogénéisation périodique et variation du
contraste est résumé par le double passage à la limite suivant
σδε
H−⇀
δ→∞
σ∗ε −→
n→∞
σ∗, (1.5.14)
qu’il faut évidemment justifier. Ce double passage à la limite n’est notamment pas
valable dans le cas du matériau renforcé par des fibres lorsque γ <∞ (cf. section (1.5.1)).
Cette méthode de calcul de la matrice homogénéisée permet de préciser certains résultats
d’homogénéisation et sera utilisée dans les chapitres 2 et 3.
Dans le cas symétrique bidimensionnel, l’approche de Briane et Casado-Díaz [23, 20]
par convergence uniforme fournit un nouveau théorème d’homogénéisation périodique
à fort contraste lié au comportement de σ∗ε . Lorsque cette suite de matrices constantes
converge simplement vers σ∗, la suite de solutions uε de l’équation de conduction (1.2.3)
converge uniformément vers la solution de l’équation de conduction (1.3.5). Lorsque σε
n’est pas symétrique et que σ∗ε converge vers une matrice σ∗, la solution uε de l’équation
de conduction converge uniformément vers une fonction u. On montre dans le chapitre 2
que cette fonction est également solution d’une équation de conduction.
En dimension 3, l’obtention d’un théorème d’homogénéisation par le double passage à
la limite (1.5.14) est plus délicat du fait de la présence possible d’effets non locaux. Dans
le modèle des fibres de Fenchenko et Khruslov, on a l’inégalité de Poincaré Wirtinger à
poids sur Y =]0, 1]3 (voir [17])
∀λ ∈ R3, ∀V ∈ H1(Y ),
ˆ
Y
Σελ · λ
∣∣∣∣V − ˆ
Y
V
∣∣∣∣2 ≤ Cλ(ε)ˆ
Y
Σε∇V · ∇V (1.5.15)
où Σε est définie par (1.5.1) et la constante de Poincaré optimale vérifie
Cλ(ε) ∼
ε→0
C|λ|2| ln rε|. (1.5.16)
Or, l’absence d’effets non locaux se traduit dans ce cas par la condition ε2| ln rε| → 0.
Cette condition est étendue à toute dimension sans hypothèse géométrique particulière
dans [17] : si σε est une suite de conductivités du type (1.5.12), équicoercive et bornée
dans L1(Ω)d×d et si (1.5.15) est satisfaite sous l’hypothèse
∀λ ∈ Rd, ε2Cλ(ε) −→
ε→0
0, (1.5.17)
alors, à une sous-suite près, la suite σ∗ε de (1.5.14) converge vers une matrice constante σ∗
dans Rd×d et la solution uε du problème de conduction (1.2.3) converge faiblement
dansH10 (Ω) vers la solution de (1.3.5). Ce type d’approche, via des inégalités de Poincaré-
Wirtinger à poids, sera généralisée au chapitre 3 à un cadre quasi-périodique.
1.6 Contributions et plan de la thèse
Dans le chapitre 2, on approfondit l’étude de l’homogénéisation de l’effet Hall dans
des structures fines fortement conductrices, en soulignant des différences entre la dimen-
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sion 2 et la dimension 3. Pour cela, on commence par établir une loi générale d’homo-
généisation de conducteurs bidimensionnels dans la cadre de la H-convergence étendue
du paragraphe 1.5.2. On considère un modèle idéal de conducteur isotrope perturbé par
un champ magnétique à deux phases dont l’une est fortement conductrice. On construit
d’abord la conductivité en l’absence de champ σ0∗ dépendant de la valeur de la conduc-
tivité dans chaque phase en utilisant des correcteurs dont l’existence est justifiée par
la H-convergence généralisée. L’expression de la loi de perturbation à l’aide de σ0∗ fait
appel à une généralisation de la méthode de Milton 1.4.1 qui utilise la formule de Dy-
khne (1.3.38). Cette formule avait été étendue dans [24] uniquement lorsque c1 = c3 = 0
et c2 = c4 = 1 (voir le paragraphe 1.5.2). On montre une nouvelle extension de la formule
de Dykhne lorsque les constantes ci dépendent de ε qui permet d’obtenir une formule
de dualité reliant l’homogénéisée de la conductivité perturbée σ∗(h) à σ0∗. On illustre ce
résultat en considérant une microstructure en croix centrée dont les branches sont très
fines. On s’appuie notamment sur la méthode de [57] décrite à la section 1.3.4
On compare ensuite la loi générale de perturbation des conducteurs bidimension-
nels avec une formule explicite de σ∗(h) pour le conducteur fibré présenté au début
du paragraphe 1.5.1. On suppose que les effets non locaux sont absents avec la condi-
tion ε2| ln rε| → 0. La méthode pour établir σ∗(h) utilise les fonctions test particulières
introduites dans [31]. Ces fonctions, ne dépendant pas de x3, mesurent la capacité des
fibres dans le conducteur. Néanmoins, la non symétrie du problème nécessite des adap-
tations délicates du cas symétrique étudié dans [44, 4].
Les lois de perturbation obtenues en dimension 2 et 3 sont donc très différentes même
en l’absence d’effets non locaux.
Dans le chapitre 3, on généralise la formule obtenue pour la structure fibrée du cha-
pitre 2. On considère le même modèle idéal de composite sans hypothèse de géométrie
particulière. Dans le cas périodique, on remarque que l’homogénéisation de cette struc-
ture fibrée entre dans le cadre du résultat principal de [17] présenté à la section 1.5.3. En
particulier, pour s’affranchir des effets non locaux, il est nécessaire de supposer l’inégalité
de type Poincaré-Wirtinger à poids (1.5.15). La matrice homogénéisée est obtenue par
le double passage à la limite (1.5.14). À l’aide des formules de Milton et Grabovsky du
paragraphe 1.4.1 appliquées à la suite de matrices constantes σ∗ε , on obtient une formule
générale pour la matrice homogénéisée dépendant de la conductivité effective bidimen-
sionnelle calculée au niveau de la section des fibres (cf. chapitre 2). On généralise ensuite
ce résultat dans un cadre non périodique. Sous l’hypothèse de l’introduction (20), on
obtient la forme de σ∗(h) en s’appuyant sur la méthode de Milton et Grabovsky pour
établir les formules de dualité du paragraphe 1.4.1. Pour cela, on utilise un correcteur
adapté construit à partir de la H-limite de la section des fibres.
Deux exemples illustrent les formules générales obtenues. D’une part, on considère le
cas de fibres disposées périodiquement mais dont le rayon est variable et on donne une
formule intégralement explicite qui dépend de la loi de répartition des rayons. D’autre
part, on reprend la structure en croix du chapitre 2 mais en faisant varier l’épaisseur
des branches d’une cellule à l’autre.
Dans le chapitre 4, on étend les résultats de la section 1.4.3 au cas de la dimension 3
44
Bibliographie
dans un cadre non périodique. Les outils de la section 4 étant purement bidimensionnels,
il convient de les remplacer par une approche alternative. Ainsi, la formule reliant la
magnétorésistance effective et la magnétorésistance locale – qui deviennent des tenseurs
– fait intervenir l’inverse de la conductivité en l’absence de champ. La formule de Dy-
khne (1.3.38), utilisée en dimension 2 n’est plus valable en dimension 3. On la remplace
par l’inégalité de dualité classique du cas périodique (1.3.27)〈
Σ−1j′ · j′〉 ≥ σ−1∗ 〈j′〉 · 〈j′〉 (1.6.1)
appliquée à un courant j′ convenable faisant intervenir le champ de Hall. On traite éga-
lement le cas non périodique en généralisant cette inégalité. De plus, le cas d’égalité se
traduit par une condition générale portant sur le champ de Hall qui, d’une part, permet
de retrouver le résultat bidimensionnel et, d’autre part, est illustrée par différentes mi-
crostructures cylindriques en dimension 3, dont les laminés de rang 1 (cf. section 1.3.3).
Cette condition d’égalité met en évidence l’influence de la direction du champ magné-
tique dans l’étude de la magnétorésistance effective pour un composite tridimensionnel.
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Chapitre 2
Homogenization of high-contrast
two-phase conductivities perturbed by
a magnetic field. Comparison between
dimension two and dimension three.
Abstract
Homogenized laws for sequences of high-contrast two-phase non-symmetric conductivi-
ties perturbed by a parameter h are derived in two and three dimensions. The param-
eter h characterizes the antisymmetric part of the conductivity for an idealized model
of a conductor in the presence of a magnetic field. In dimension two an extension of
the Dykhne transformation to non-periodic high conductivities permits to prove that
the homogenized conductivity depends on h through some homogenized matrix-valued
function obtained in the absence of a magnetic field. This result is improved in the
periodic framework thanks to an alternative approach, and illustrated by a cross-like
thin structure. Using other tools, a fiber-reinforced medium in dimension three provides
a quite different homogenized conductivity.
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Chapitre 2 - Homogenization of high-contrast two-phase conductivities perturbed by a
magnetic field. Comparison between dimension two and dimension three.
2.1 Introduction
The mathematical theory of homogenization for second-order elliptic partial differ-
ential equations has been widely studied since the pioneer works of Spagnolo on G-
convergence [40], of Murat, Tartar on H-convergence [37, 38], and of Bensoussan, Lions,
Papanicolaou on periodic structures [2], in the framework of uniformly bounded (both
from below and above) sequences of conductivity matrix-valued functions. It is also
known since the end of the seventies [24, 31] (see also the extensions [1, 22, 11, 32]) that
the homogenization of the sequence of conductivity problems, in a bounded open set Ω
of R3, {
div (σn∇un) = f in Ω
un = 0 on ∂Ω,
(2.1.1)
with a uniform boundedness from below but not from above for σn, may induce non local
effects. However, the situation is radically different in dimension two since the nature of
problem (2.1.1) is shown [10, 13] to be preserved in the homogenization process provided
that the sequence σn is uniformly bounded from below.
H-convergence theory includes the case of non-symmetric conductivities in connec-
tion with the Hall effect [28] in electrodynamics (see, e.g., [33, 39]). Indeed, in the
presence of a constant magnetic field the conductivity matrix is modified and becomes
non-symmetric. Here, we consider an idealized model of an isotropic conductivity σ(h)
depending on a parameter h which characterizes the antisymmetric part of the conduc-
tivity in the following way:
– in dimension two,
σ(h) = αI2 + βhJ, J := (
0 −1
1 0 ) , (2.1.2)
where α, β are scalar an h ∈ R,
– in dimension three,
σ(h) = αI3 + βE (h), E (h) :=
(
0 −h3 h2
h3 0 −h1
−h2 h1 0
)
, (2.1.3)
where α, β are scalar and h ∈ R3.
Since the seminal work of Bergman [3] the influence of a low magnetic field in com-
posites has been studied for two-dimensional composites [34, 4, 17], and for columnar
composites [7, 5, 8, 26, 27]. The case of a strong field, namely when the symmetric part
and the antisymmetric part of the conductivity are of the same order, has been also
investigated [6, 9]. Moreover, dimension three may induce anomalous homogenized Hall
effects [20, 18, 19] which do not appear in dimension two [17].
In the context of high-contrast problems the situation is more delicate when the
conductivities are not symmetric. An extension in dimension two of H-convergence for
non-symmetric and non-uniformly bounded conductivities was obtained in [14] thanks
to an appropriate div-curl lemma. More recently, the Keller, Dykhne [30, 23] two-
dimensional duality principle which claims that the mapping
A 7→ A
T
detA
(2.1.4)
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is stable under homogenization, was extended to high-contrast conductivities in [16].
However, the homogenization of both high-contrast and non-symmetric conductivities
has not been precisely studied in the context of the strong field magneto-transport
especially in dimension three. In this paper we establish an effective perturbation law
for a mixture of two high-contrast isotropic phases in the presence of a magnetic field.
The two-dimensional case is performed in a general way for non-periodic and periodic
microstructures. It is then compared to the case of a three-dimensional fiber-reinforced
microstructure.
In dimension two, following the model (2.1.2), consider a sequence σn(h) of isotropic
two-phase matrix-valued conductivities perturbed by a fixed constant h ∈ R, and defined
by
σn(h) := (1− χn)
(
α1I2 + β1h J
)
+ χn
(
α2,nI2 + β2,nh J
)
, (2.1.5)
where χn is the characteristic function of phase 2, with volume fraction θn → 0, α1 >0, β1
are the constants of the low conducting phase 1, and α2,n →∞, β2,n are real sequences
of the highly conducting phase 2 where β2,n is possibly unbounded. The coefficients α1
and β1, respectively α2,n and β2,n also have the same order of magnitude according to
the strong field assumption. Assuming that the sequence θ−1n χn converges weakly-∗
in the sense of the Radon measures to a bounded function, and that θnα2,n, θnβ2,n
converge respectively to constants α2 > 0, β2, we prove (see Theorem 2.2.2) that the
perturbed conductivity σn(h) converges in an appropriate sense of H-convergence (see
Definition 2.1.1) to the homogenized matrix-valued function
σ∗(h) = σ0∗
(
α1, α2 + α
−1
2 β
2
2 h
2
)
+ β1h J, (2.1.6)
for some matrix-valued function σ0∗ which depends uniquely on the microstructure χn
in the absence of a magnetic field, and is defined for a subsequence of n. The proof of
the result is based on a Dykhne transformation of the type
An 7→
(
(pnAn + qnJ)
−1 + rnJ
)−1
, (2.1.7)
which permits to change the non-symmetric conductivity σn(h) into a symmetric one.
Then, extending the duality principle (2.1.4) established in [16], we prove that transfor-
mation (2.1.7) is also stable under high-contrast conductivity homogenization.
In the periodic case, i.e. when we have σn(h)(·) = Σn(·/εn) with Σn Y -periodic
and εn → 0, we use an alternative approach based on an extension of Theorem 4.1
of [13] to εnY -periodic but non-symmetric conductivities (see Theorem 2.3.1). So, it
turns out that the homogenized conductivity σ∗(h) is the limit as n → ∞ of the con-
stant H-limit (σn)∗ associated with the periodic homogenization (see, e.g., [2]) of the
oscillating sequence Σn(·/ε) as ε → 0 and for a fixed n. Finally, the Dykhne transfor-
mation performed by Milton [34] (see also [35], Chapter 4) applied to the local periodic
conductivity Σn and its effective conductivity (σn)∗, allows us to recover the perturbed
homogenized formula (2.1.6). An example of a periodic cross-like thin structure provides
an explicit computation of σ∗(h) (see Proposition 2.3.2).
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To make a comparison with dimension three we restrict ourselves to the εnY -periodic
fiber-reinforced structure introduced by Fenchenko, Khruslov [24] to derive a non local
effect in homogenization. However, in the present context the fiber radius rn is chosen
to be super-critical, i.e. rn → 0 and ε2n| ln rn| → 0, in order to avoid such an effect.
Similarly to (2.1.5) and following the model (2.1.3), the perturbed conductivity is defined
for h ∈ R3, by
σn(h) := (1− χn)
(
α1I3 + β1 E (h)
)
+ χn
(
α2,nI3 + β2,n E (h)
)
, (2.1.8)
where χn is the characteristic function of the fibers which are parallel to the direction e3.
The form of (2.1.8) ensures the rotational invariance of σn(h) for those orthogonal trans-
formations which leave h invariant. Under the same assumptions on the conductivity
coefficients as in the two-dimensional case, with θn = pi r2n, but using a quite different
approach, the homogenized conductivity is given by (see Theorem 2.4.1)
σ∗(h) = α1I3 +
(
α32 + α2β
2
2 |h|2
α22 + β
2
2h
2
3
)
e3 ⊗ e3 + β1E (h). (2.1.9)
The difference between formulas (2.1.6) and (2.1.9) provides a new example of gap be-
tween dimension two and dimension three in the high-contrast homogenization frame-
work. As former examples of dimensional gap, we refer to the works [17, 20] about the
2d positivity property, versus the 3d non-positivity, of the effective Hall coefficient, and
to the works [13, 24] concerning the 2d lack, versus the 3d appearance, of non local
effects in the homogenization process.
The paper is organized as follows. Section 2.2 and 2.3 deal with dimension two.
In Section 2.2 we study the two-dimensional general (non-periodic) case thanks to an
appropriate div-curl lemma. In Section 2.3 an alternative approach is performed in the
periodic framework. Finally, Section 2.4 is devoted to the three-dimensional case with
the fiber-reinforced structure.
Notations
• Ω denotes a bounded open subset of Rd;
• Id denotes the unit matrix in Rd×d , and J := ( 0 −11 0 );
• for any matrix A in Rd×d, AT denotes the transposed of the matrix A, As denotes
its symmetric part;
• for h ∈ R3, E (h) denotes the antisymmetric matrix in R3×3 defined by E (h)x :=
h× x, for x ∈ R3;
• for any A,B ∈ Rd×d, A ≤ B means that for any ξ ∈ Rd, Aξ · ξ ≤ Bξ · ξ; we will
use the fact that for any invertible matrix A ∈ Rd×d, A ≥ αId ⇒ A−1 ≤ α−1Id;
• | · | denotes both the euclidean norm in Rd and the subordinate norm in Rd×d;
• for any locally compact subset X of Rd, M(X) denotes the space of the Radon
measures defined on X;
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• for any α, β > 0,M(α, β; Ω) is the set of the invertible matrix-valued functions A :
Ω→ Rd×d such that
∀ ξ ∈ Rd, A(x)ξ · ξ ≥ α|ξ|2 and A−1(x)ξ · ξ ≥ β−1|ξ|2 a.e. in Ω; (2.1.10)
• C denotes a constant which may vary from a line to another one.
In the sequel, we will use the following extension of H-convergence and introduced
in [16]:
Definition 2.1.1. Let αn and βn be two sequences of positive numbers such that αn ≤ βn,
and let An be a sequence of matrix-valued functions inM(αn, βn; Ω) (see (2.1.10)).
The sequence An is said to H(M(Ω)2)-converge to the matrix-valued function A∗ if
for any distribution f in H−1(Ω), the solution un of the problem{
div (An∇un) = f in Ω,
un = 0 on ∂Ω,
satisfies the convergences{
un −⇀ u in H10 (Ω),
An∇un −⇀ A∗∇u weakly-∗ inM(Ω)2,
where u is the solution of the problem{
div (A∗∇u) = f in Ω,
u = 0 on ∂Ω.
We now give a notation for H(M(Ω)2)-limits of high-contrast two-phase compo-
sites. We consider the characteristic function χn of the highly conducting phase, and
denote ωn := {χn = 1}.
Notation 2.1.1. A sequence of isotropic two-phase conductivities in the absence of a
magnetic field is denoted by
σ0n(α1,n, α2,n) := (1− χn)α1,nI2 + χnα2,nI2, (2.1.11)
with
lim
n→∞
α1,n = α1 > 0 and lim
n→∞
|ωn|α2,n = α2 > 0, (2.1.12)
and its H(M(Ω)2)-limit is denoted by σ0∗(α1, α2).
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2.2 A two-dimensional non-periodic medium
2.2.1 A div-curl approach
We extend the classical div-curl lemma.
Lemma 2.2.1. Let Ω be a bounded open subset of R2. Let α > 0, let a¯ ∈ L∞(Ω) and
let An be a sequence of matrix-valued functions in L∞(Ω)2×2 (not necessarily symmetric)
satisfying
An ≥ αI2 a.e. in Ω and detAn
detAsn
|Asn|⇀ a¯ ∈ L∞(Ω) weakly-∗ inM(Ω). (2.2.1)
Let ξn be a sequence in L2(Ω)2 and vn a sequence in H1(Ω) satisfying the following
assumptions:
(i) ξn and vn satisfy the estimate
ˆ
Ω
A−1n ξn · ξndx+ ||vn||H1(Ω) ≤ C; (2.2.2)
(ii) ξn satisfies the classical condition
div ξn is compact in H−1(Ω). (2.2.3)
Then, there exist ξ in L2(Ω)2 and v in H1(Ω) such that the following convergences hold
true up to a subsequence
ξn ⇀ ξ weakly-∗ inM(Ω)2 and ∇vn ⇀ ∇v weakly in L2(Ω)2. (2.2.4)
Moreover, we have the following convergence in the distribution sense
ξn · ∇vn ⇀ ξ · ∇v weakly in D ′(Ω).
Proof of Lemma 2.2.1. The proof consists in considering the "good-divergence" se-
quence ξn as a sum of a compact sequence of gradients∇un and a sequence of divergence-
free functions J∇zn. We then use Lemma 3.1 of [16] to obtain the strong convergence
of zn in L2loc(Ω). Finally, replacing ξn by ∇un + J∇zn, we conclude owing to integration
by parts.
First step: Proof of convergences (2.2.4).
An easy computation gives ((
A−1n
)s)−1
=
detAn
detAsn
Asn. (2.2.5)
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The sequence ξn is bounded in L1(Ω)2 since the Cauchy-Schwarz inequality combined
with the weak-∗ convergence of (2.2.1), (2.2.2) and (2.2.5) yields(ˆ
Ω
|ξn| dx
)2
≤
ˆ
Ω
∣∣∣∣((A−1n )s)−1∣∣∣∣ dx ˆ
Ω
(
A−1n
)s
ξn · ξn dx
=
ˆ
Ω
detAn
detAsn
|Asn| dx
ˆ
Ω
A−1n ξn · ξn dx ≤ C.
Therefore, ξn converges up to a subsequence to some ξ ∈ M(Ω)2 in the weak-∗ sense
of the measures. Let us prove that the vector-valued measure ξ is actually in L2(Ω)2.
Again by the Cauchy-Schwarz inequality combined with (2.2.1), (2.2.2) and (2.2.5) we
have, for any Φ ∈ C0(Ω)2,
∣∣∣∣ˆ
Ω
ξ(dx) · Φ
∣∣∣∣ = limn→∞
∣∣∣∣ˆ
Ω
ξn · Φ dx
∣∣∣∣
≤ lim sup
n→∞
(ˆ
Ω
detAn
detAsn
|Asn| |Φ|2 dx
) 1
2
(ˆ
Ω
A−1n ξn · ξn dx
) 1
2
≤ C
(ˆ
Ω
a¯|Φ|2 dx
) 1
2
,
which implies that ξ is absolutely continuous with respect to the Lebesgue measure.
Since a¯ ∈ L∞(Ω), we also get that∣∣∣∣ˆ
Ω
ξ · Φ dx
∣∣∣∣ ≤ ||Φ||L2(Ω)2 ,
hence ξ ∈ L2(Ω)2. Therefore, the first convergence of (2.2.4) holds true with its limit
in L2(Ω)2. The second one is immediate.
Second step: Introduction of a stream function.
By (2.2.3), the sequence un in H10 (Ω) defined by un := ∆−1 (div ξn) strongly con-
verges in H10 (Ω):
un −→ u in H10 (Ω). (2.2.6)
Let ω be a regular simply connected open set such that ω ⊂⊂ Ω. Since by defini-
tion ξn −∇un is a divergence-free function in L2(Ω)2, there exists (see, e.g., [25]) a
unique stream function zn ∈ H1(ω) with zero ω-average such that
ξn = ∇un + J∇zn a.e. in ω. (2.2.7)
Third step: Convergence of the stream function zn.
Since ∇un is bounded in L2(Ω)2 by the second step, ξn is bounded in L1(Ω)2 by the
first step and zn has a zero ω-average, the Sobolev embedding ofW 1,1(ω) into L2(ω) com-
bined with the Poincaré-Wirtinger inequality in ω implies that zn is bounded in L2(ω)
and thus converges, up to a subsequence still denoted by n, to a function z in L2(ω).
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Moreover, let us define
Sn :=
(
J−1(A−1n )
sJ
)−1
.
The Cauchy-Schwarz inequality givesˆ
ω
S−1n ∇zn · ∇zn dx =
ˆ
ω
J−1(A−1n )
sJ∇zn · ∇zn dx
=
ˆ
ω
(A−1n )
sJ∇zn · J∇zn dx
=
ˆ
ω
(A−1n )
s
[
ξn −∇un
] · [ξn −∇un] dx
≤ 2
ˆ
ω
(A−1n )
sξn · ξn dx+ 2
ˆ
ω
(A−1n )
s∇un · ∇un dx
= 2
ˆ
ω
A−1n ξn · ξn dx+ 2
ˆ
ω
A−1n ∇un · ∇un dx.
The first term is bounded by (2.2.2) and the last term by the inequality A−1n ≤ α−1I2
and the convergence (2.2.6). Therefore, the sequences vn := zn and, by (2.2.14), Sn
satisfy all the assumptions of Lemma 3.1 of [16] since, by (2.2.5),
Sn =
detAn
detAsn
J−1AsnJ.
Then, we obtain the convergence
zn −→ z strongly in L2loc(ω). (2.2.8)
Moreover, the convergence (2.2.6) gives
ξ = ∇u+ J∇z in D ′(ω). (2.2.9)
Fourth step: Integration by parts and conclusion.
We have, as J∇vn is a divergence-free function,
ξn · ∇vn = (∇un + J∇zn) · ∇vn = ∇un · ∇vn − div (znJ∇vn) . (2.2.10)
The strong convergence of∇un in (2.2.6), the second weak convergence of (2.2.4) justified
in the first step and (2.2.8) give
∇un · ∇vn − div (znJ∇vn) −⇀ ∇u · ∇v − div (zJ∇v) in D ′(ω). (2.2.11)
We conclude, by combining this convergence with (2.2.10), (2.2.9) and integrating by
parts, to the convergence
ξn · ∇vn −⇀ ∇u · ∇v − div (zJ∇v) = (∇u+ J∇z) · ∇v = ξ · ∇v weakly in D ′(ω).
for an arbitrary open subset ω of Ω. 
For the reader’s convenience, we first recall in Theorem 2.2.1 below the main result
of [16] concerning the Keller duality for high contrast conductivities. Then, Proposi-
tion 2.2.1 is an extension of this result to a more general transformation.
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Theorem 2.2.1 ([16]). Let Ω be a bounded open subset of R2 such that |∂Ω| = 0.
Let α > 0, let βn, n ∈ N be a sequence of real numbers such that βn ≥ α, and let An
be a sequence of matrix-valued functions (not necessarily symmetric) in M(α, βn; Ω).
Assume that there exists a function a¯ ∈ L∞(Ω) such that
detAn
detAsn
|Asn|⇀ a¯ weakly-∗ inM(Ω). (2.2.12)
Then, there exist a subsequence of n, still denoted by n, and a matrix-valued function A∗
inM(α, β; Ω), with β = 2||a¯||L∞(Ω), such that
An
H(M(Ω)2)−⇀ A∗ and A
T
n
detAn
H(M(Ω)2)−⇀ A
T
∗
detA∗
. (2.2.13)
Proposition 2.2.1. Let Ω be a bounded open subset of R2 such that |∂Ω| = 0. Let pn, qn
and rn, n ∈ N be sequences of real numbers converging respectively to p > 0, q and 0.
Let α > 0, let βn, n ∈ N be a sequence of real numbers such that βn ≥ α, and let An
be a sequence of matrix-valued functions in M(α, βn; Ω) (not necessarily symmetric)
satisfying
‖rnAn‖L∞(Ω)2×2 ≤ C and detAn
detAsn
|Asn|⇀ a¯ ∈ L∞(Ω) weakly-∗ inM(Ω), (2.2.14)
and that
Bn =
(
(pnAn + qnJ)
−1 + rnJ
)−1 is a sequence of symmetric matrices. (2.2.15)
Then, there exist a subsequence of n, still denoted by n, and a matrix-valued function A∗
inM(α, β; Ω), with β = 2||a¯||L∞(Ω), such that
An
H(M(Ω)2)−⇀ A∗ and
(
(pnAn + qnJ)
−1 + rnJ
)−1 H(M(Ω)2)−⇀ pA∗ + qJ. (2.2.16)
Remark 2.2.1. Proposition 2.2.1 completes Theorem 2.2.1 performed with the trans-
formation
A 7−→ A
T
detA
= J−1A−1J, (2.2.17)
to other Dykhne transformations of type (see [35], Section 4.1):
A 7−→ ((pA+ qJ)−1 + rJ)−1 = (pA+ qJ)((1− rq)I2 + rpJA)−1 (2.2.18)
Remark 2.2.2. The convergence of rn to r = 0 is not necessary but sufficient for our
purpose. If r 6= 0, the different convergences are conserved but lead us to the expression
pA∗ + qJ = B∗
(
(1− qr)I2 + p rJA∗
)
. (2.2.19)
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Proof of Proposition 2.2.1. The proof is divided into two steps. In the first step, we
use Lemma 2.2.1 to show the H(M(Ω)2)-convergence of A˜n := pnAn + qnJ to pA∗+ qJ .
In the second step, we build a matrix Qn which will be used as a corrector for Bn and
then use again Lemma 2.2.1.
First step: A˜∗ = pA∗ + qJ .
First of all, thanks to Theorem 2.2 [16], we already know that, up to a subsequence
still denoted by n, An H(M(Ω)2)-converges to A∗. We consider a corrector Pn associated
with An in the sense of Murat-Tartar (see, e.g., [38]), such that, for λ ∈ R2, Pnλ = ∇wλn
is defined by {
div
(
An∇wλn
)
= div
(
A∗∇(λ · x)
)
in Ω
wλn = λ · x on ∂Ω
(2.2.20)
Again with Theorem 2.2 of [16] and Definition 2.1.1, we know that Pnλ converges weakly
in L2(Ω)2 to λ and AnPnλ converges weakly-∗ inM(Ω) to A∗λ.
Since, for any λ, µ ∈ R2,
α||∇wµn||2L2(Ω)2 ≤
ˆ
Ω
An∇wµn · ∇wµn dx
=
ˆ
Ω
A∗µ · ∇wµn dx ≤ 2||a¯||L∞(Ω)|µ| |Ω|1/2||∇wµn||L2(Ω)2
and ˆ
Ω
A−1n An∇wλn · An∇wλn dx =
ˆ
Ω
An∇wλn · ∇wλn dx,
the sequences ξn := An∇wλn and vn := wµn satisfy (2.2.2) and (2.2.3). This combined
with (2.2.14) implies that we can apply Lemma 2.2.1 to obtain
∀λ, µ ∈ R, AnPnλ · Pnµ −⇀ A˜∗λ · µ in D ′(Ω). (2.2.21)
We denote A˜n := pnAn + qnJ and consider δn such that δnJ := An −Asn. Then, the
matrix A˜n satisfies
A˜nξ · ξ = pnAnξ · ξ ≥ pnα|ξ|2. (2.2.22)
Moreover,
det A˜n = p
2
n detA
s
n+(pnδn+qn)
2 ≤ p2n(detAsn+2δ2n)+2q2n ≤ 2p2n detAn+2q2n ≤ C detAn,
the last inequality being a consequence of An ≥ αI2. This inequality gives, by (2.2.14),
det A˜n
det A˜sn
|A˜sn| =
det A˜n
p2n detA
s
n
pn|Asn| ≤ C
detAn
detAsn
|Asn| ≤ C. (2.2.23)
Then by (2.2.22), (2.2.23) and [16] again, up to a subsequence still denoted by n, the
sequence A˜n H(M(Ω)2)-converges to A˜∗ and we have, by the classical div-curl lemma
of [38] for JPnλ · Pnµ and (2.2.21),
∀λ, µ ∈ R, (pnAn+qnJ)Pnλ·Pnµ = pnAnPnλ·Pnµ+qnJPnλ·Pnµ
D ′(Ω)−⇀ pA∗λ·µ+qJλ·µ,
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that can be rewritten
A˜∗ = pA∗ + qJ.
Second step: B∗ = A˜∗.
Let θ ∈ C 1c (Ω) and P˜n a corrector associated with the sequence A˜n, such that,
for λ ∈ R2, P˜nλ = ∇w˜λn is defined by{
div
(
A˜n∇w˜λn
)
= div
(
A˜∗∇(θ λ · x)
)
in Ω
w˜λn = 0 on ∂Ω.
(2.2.24)
By Definition 2.1.1, we have{
w˜λn −⇀ θλ · x weakly in H10 (Ω),
A˜n∇w˜λn −⇀ A˜∗∇(θ λ · x) weakly-∗ inM(Ω)2.
(2.2.25)
Let us now consider Bn =
(
A˜−1n + rnJ
)−1. Bn is symmetric and so is its inverse:
B−1n = A˜
−1
n + rnJ = (A˜
−1
n + rnJ)
s = (A˜−1n )
s.
We then have, by a little computation (like in (2.2.5)) and (2.2.23),
detBn
detBsn
|Bsn| = |Bn| =
∣∣∣∣((A˜−1n )s)−1∣∣∣∣ = det A˜n
det A˜sn
|A˜sn| ≤ C. (2.2.26)
For any ξ ∈ R2, the sequence νn := (I + rnJA˜n)−1ξ satisfies, by (2.2.14),
|ξ| ≤
(
1 + ||rnA˜n||L∞(Ω)2×2
)
|νn| ≤
(
1 + pn||rnAn||L∞(Ω)2×2 + qnrn
) |νn| ≤ (1 + C)|νn|,
hence,
Bnξ · ξ = A˜nνn · (I + rnJA˜n)νn = A˜nνn · νn = pnAnνn · νn
≥ pnα|νn|2 ≥ α pn
(1 + C)2
|ξ|2 ≥ C|ξ|2, (2.2.27)
with C > 0. Therefore, with (2.2.27) and (2.2.26), again by Theorem 2.2 of [16], up to
a subsequence still denoted by n, Bn H(M(Ω)2)-converges to B∗.
Let ψ ∈ C 1c (Ω) and Rn be a corrector associated with the sequence Bn, such that,
for µ ∈ R2, Rnµ = ∇vµn is defined by{
div
(
Bn∇vµn
)
= div
(
B∗∇(ψ µ · x)
)
in Ω
vµn = 0 on ∂Ω.
(2.2.28)
61
Chapitre 2 - Homogenization of high-contrast two-phase conductivities perturbed by a
magnetic field. Comparison between dimension two and dimension three.
By Definition 2.1.1, we have the convergences{
vµn −⇀ ψµ · x weakly in H10 (Ω),
Bn∇vµn −⇀ B∗∇(ψµ · x) weakly-∗ inM(Ω)2.
(2.2.29)
Let us define the matrix Qn := (I + rnJA˜n)P˜n. We have
BnQn = (A˜
−1
n + rnJ)
−1(I + rnJA˜n)P˜n
= (A˜−1n + rnJ)
−1(A˜−1n + rnJ)A˜nP˜n = A˜nP˜n.
(2.2.30)
We are going to pass to the limit in D ′(Ω) the equality given by (2.2.30) and the
symmetry of Bn:
A˜nP˜nλ ·Rnµ = BnQnλ ·Rnµ = Qnλ ·BnRnµ. (2.2.31)
On the one hand, by the inequalities (2.2.22) and (2.2.23), A˜n satisfies (2.2.1). The
sequences ξn := A˜nP˜nλ and vn := vµn satisfy the hypotheses (2.2.3) by (2.2.24) and (2.2.2)
because
ˆ
Ω
(
A˜n
)−1
ξn · ξn dx+ ||vn||H10 (Ω) =
ˆ
Ω
A˜nP˜nλ · P˜nλ dx+ ||vµn||H10 (Ω) dx ≤ C
by (2.2.24) and the convergences (2.2.29) and (2.2.25). The application of Lemma 2.2.1
and the convergences (2.2.25), (2.2.29) give
A˜nP˜nλ ·Rnµ −⇀ A˜∗∇(θλ · x) · ∇(ψµ · x) in D ′(Ω). (2.2.32)
On the other hand, we have the equality
Qnλ ·BnRnµ = BnRnµ · P˜nλ+BnRnµ · rnJA˜nP˜n. (2.2.33)
By (2.2.27) and (2.2.26), Bn satisfies (2.2.1) . The sequences ξn := BnRnµ and vn := w˜λn
satisfy the hypotheses (2.2.3) (by (2.2.28)) and (2.2.2) of Lemma 2.2.1 because
ˆ
Ω
(
Bn
)−1
ξn · ξn dx+ ||vn||H10 (Ω) =
ˆ
Ω
BnRnµ ·Rnµ dx+ ||w˜λn||H10 (Ω) dx ≤ C
by (2.2.28) and the convergences (2.2.25) and (2.2.29). The application of Lemma 2.2.1
and the convergences (2.2.25), (2.2.29) give
BnRnµ · P˜nλ −⇀ B∗∇(ψµ · x) · ∇(θλ · x) in D ′(Ω). (2.2.34)
The convergence of the right part of (2.2.33) is more delicate. The demonstration
is the same as for Lemma 2.2.1. Let ω be a simply connected open subset of Ω such
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that ω ⊂⊂ Ω. The function A˜nP˜nλ−A˜∗∇(θλ·x) is divergence-free and we can introduce
a function zλn such as
A˜nP˜nλ = A˜∗∇(θλ · x) + J∇zλn, (2.2.35)
zλn −→ 0 strongly in L2loc(ω). (2.2.36)
The equality
BnRnµ · rnJA˜nP˜nλ = rnBnRnµ · JA˜∗∇(θλ · x)− rnBnRnµ · ∇zλn
= rnBnRnµ · JA˜∗∇(θλ · x)− rndiv(zλnBnRnµ) + rnzλn div
(
B∗∇(θλ · x)
)
leads us, by (2.2.29), (2.2.36) and the convergence to 0 of rn, like in the demonstration
of Lemma 2.2.1, to
BnRnµ · rnJA˜nP˜n −⇀ 0 in D ′(ω). (2.2.37)
Finally, by combining (2.2.31), (2.2.32), (2.2.34) and (2.2.37), we obtain, for any
simply connected open subset ω of Ω such as ω ⊂⊂ Ω,
A˜∗∇(θλ · x) · ∇(ψµ · x) = B∗∇(ψµ · x) · ∇(θλ · x) in D ′(ω).
We conclude, by taking θ = 1 and ψ = 1 on ω and taking into account that B∗ is
symmetric and ω, λ, µ are arbitrary, that:
B∗ = A˜∗ = pA∗ + qJ.

2.2.2 An application to isotropic two-phase media
In this section, we study the homogenization of a two-phase isotropic medium with
high contrast and non-necessarily symmetric conductivities. The study of the symmetric
case in Proposition 2.2.2 permits to obtain Theorem 2.2.2 by applying the transformation
of Proposition 2.2.1. We use Notation 2.1.1.
Proposition 2.2.2. Let Ω be a bounded open subset of R2 such that |∂Ω| = 0. Let ωn be
a sequence of open subsets of Ω with characteristic function χn, satisfying θn := |ωn| < 1,
with θn converging to 0, and
χn
θn
H(−⇀ a ∈ L∞(Ω) weakly-∗ inM(Ω). (2.2.38)
We assume that there exists α1, α2 > 0 and two positive sequences α1,n, α2,n ≥ a0 > 0
verifying
lim
n→∞
α1,n = α1 and lim
n→∞
θnα2,n = α2, (2.2.39)
and that the conductivity takes the form
σ0n(α1,n, α2,n) = (1− χn)α1,nI2 + χnα2,nI2.
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Then, there exists a subsequence of n, still denoted by n, and a locally Lipschitz function
σ0∗ : (0,∞)2 −→M(a0, 2||a||∞; Ω)
such that
∀ (α1, α2) ∈ (0,∞)2, σ0n(α1,n, α2,n)
H(M(Ω)2)−⇀ σ0∗(α1, α2). (2.2.40)
Proof of Proposition 2.2.2. The proof is divided into two parts. We first prove the
theorem for α1,n = α1, α2,n = θ−1n α2, and then treat the general case.
First step: The case α1,n = α1, α2,n = θ−1n α2.
In this step we denote σ0n(α) := σ0n(α1, θ−1n α2), for α = (α1, α2) ∈ (0,∞)2. Theorem 2.2
of [16] implies that for any α ∈ (0,∞)2, there exists a subsequence of n such that the
sequence σ0n(α) H(M(Ω)2)-converges in the sense of Definition 2.1.1 to some matrix-
valued function inM(a0, 2||a||∞; Ω).
By a diagonal extraction, there exists a subsequence of n, still denoted by n, such
that
∀α ∈ Q2 ∩ (0,∞)2, σ0n(α)
H(M(Ω)2)−⇀ σ0∗(α). (2.2.41)
We are going to show that this convergence is true any pair α ∈ (0,∞)2.
We have, by (2.2.38), for any α ∈ Q2 ∩ (0,∞)2,
|σ0n(α)| = (1− χn)α1 + χn
α2
θn
H(−⇀ α1 + α2 a ∈ L∞(Ω) weakly-∗ inM(Ω) (2.2.42)
and, since θn ∈ (0, 1),
∀ ξ ∈ R2, σ0n(α)ξ ·ξ = α1(1−χn)|ξ|2+χn
α2
θn
|ξ|2 ≥ min(α1, α2)|ξ|2 a.e. in Ω. (2.2.43)
By applying Theorem 2.2 of [16] with (2.2.42), we have the inequality
|σ0∗(α)λ| ≤ 2|λ| (α1 + α2||a||∞) . (2.2.44)
For any α ∈ Q2 ∩ (0,∞)2 and λ ∈ R2, consider the corrector wα,λn associated
with σ0n(α) defined by{
div
(
σ0n(α)∇wα,λn
)
= div
(
σ0∗(α)λ
)
in Ω,
wα,λn = λ · x on ∂Ω,
(2.2.45)
which depends linearly on λ.
Let α ∈ Q2 ∩ (0,∞)2. Let us show that the energies
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx (2.2.46)
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are bounded. We have, by (2.2.45), (2.2.44) and the Cauchy-Schwarz inequality
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx
=
ˆ
Ω
σ0∗(α)λ ·
(∇wα,λn − λ) dx+ ˆ
Ω
σ0n(α)∇wα,λn · λ dx
=
ˆ
Ω
σ0∗(α)λ · ∇wα,λn dx−
ˆ
Ω
σ0∗(α)λ · λ︸ ︷︷ ︸
≥0
dx+
ˆ
Ω
σ0n(α)∇wα,λn · λ dx
which leads us to
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx ≤
ˆ
Ω
|σ0∗(α)λ · ∇wα,λn | dx+
ˆ
Ω
|σ0n(α)∇wα,λn · λ| dx. (2.2.47)
On the one hand, the Cauchy-Schwarz inequality gives(ˆ
Ω
|σ0n(α)∇wα,λn · λ| dx
)2
≤ |λ|2
ˆ
Ω
|σ0n(α)| dx
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx
that is (ˆ
Ω
|σ0n(α)∇wα,λn · λ| dx
)2
≤ |λ|2|α|
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx. (2.2.48)
On the other hand, by (2.2.43) and the Cauchy-Schwarz inequality, we have
ˆ
Ω
|σ0∗(α)λ · ∇wα,λn | dx ≤ 2|λ|(α1 + α2||a||∞)
√ˆ
Ω
|∇wα,λn |2 dx
≤ 2|λ|(α1 + α2||a||∞)
√
1
α1
+
1
α2
√ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx
that is
ˆ
Ω
|σ0∗(α)λ · ∇wα,λn | dx ≤ C |λ|2 |α|
√
1
α1
+
1
α2
√ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx (2.2.49)
where C does not depend on n nor α.
By combining (2.2.47), (2.2.48) and (2.2.49), we have
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx ≤ C |λ|2
( |α|+ |α|2(α1−1 + α2−1)︸ ︷︷ ︸
=:M(α)
)
(2.2.50)
where C does not depend on n nor α.
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Let α′ ∈ Q2 ∩ (0,∞)2. The sequences ξn := σ0n(α)∇wα,λn and vn := wα′,λn satisfy the
assumptions (2.2.2) and (2.2.3) of Lemma 2.2.1. By symmetry, we have the convergences{
σ0n(α)∇wα,λn · ∇wα′,λn −⇀ σ0∗(α)λ · λ weakly in D ′(Ω),
σ0n(α
′)∇wα′,λn · ∇wα,λn −⇀ σ0∗(α′)λ · λ weakly in D ′(Ω).
(2.2.51)
As the matrices are symmetric, we have(
σ0n(α)− σ0n(α′)
)∇wα,λn · ∇wα′,λn = σ0n(α)∇wα,λn · ∇wα′,λn − σ0n(α′)∇wα′,λn · ∇wα,λn ,
hence(
σ0n(α)− σ0n(α′)
)∇wα,λn ·∇wα′,λn −⇀ (σ0∗(α)− σ0∗(α′))λ·λ weakly in D ′(Ω). (2.2.52)
Let λ ∈ R2. We have, by the Cauchy-Schwarz inequality, with the Einstein conven-
tion ˆ
Ω
∣∣(σ0n(α)− σ0n(α′))∇wα,λn · ∇wα′,λn ∣∣ dx
=
ˆ
Ω\ωn
|α1 − α′1|
∣∣∇wα,λn · ∇wα′,λn ∣∣ dx+  
ωn
|α2 − α′2|
∣∣∇wα,λn · ∇wα′,λn ∣∣ dx
≤ |α1 − α′1|
√ˆ
Ω\ωn
|∇wα,λn |2 dx
√ˆ
Ω\ωn
|∇wα′,λn |2 dx
+ |α2 − α′2|
√ 
ωn
|∇wα,λn |2 dx
√ 
ωn
|∇wα′,λn |2 dx
≤ |αi − α′i|
√
1
αi
ˆ
Ω
σ0n(α)∇wα,λn · ∇wα,λn dx
√
1
α′i
ˆ
Ω
σ0n(α)∇wα
′,λ
n · ∇wα′,λn dx.
This combined with (2.2.50) yields
ˆ
Ω
∣∣(σ0n(α)− σ0n(α′))∇wα,λn · ∇wα′,λn ∣∣ ≤ C|λ|2 |αi − α′i|√|αi||α′i| M(α) M(α′)
The sequence of (2.2.52) is thus bounded in L1(Ω)2 which implies that (2.2.52) holds
weakly-∗ inM(Ω). Hence, we get, for any ϕ ∈ Cc(Ω), that
ˆ
Ω
∣∣(σ0∗(α)− σ0∗(α′))λ · λ∣∣ ϕ dx ≤ C |λ|2 |αi − α′i|√|αi||α′i| M(α) M(α′) ||ϕ||∞. (2.2.53)
Then, the Riesz representation theorem implies that∣∣∣∣σ0∗(α)− σ0∗(α′)∣∣∣∣L1(Ω)2×2 ≤ C |αi − α′i|√|αi||α′i| M(α) M(α′).
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Therefore, by the definition of M in (2.2.50), for any compact subset K ⊂ (0,∞)2,
∃C > 0, ∀α, α′ ∈ Q2 ∩K, ∣∣∣∣σ0∗(α)− σ0∗(α′)∣∣∣∣L1(Ω)2×2 ≤ C |α− α′|. (2.2.54)
This estimate permits to extend the definition (2.2.41) of σ0∗ on (0,∞)2 by
∀α ∈ (0,∞)2, σ0∗(α) = lim
α′→α
α′∈Q2∩(0,∞)2
σ0∗(α
′) strongly in L1(Ω)2×2. (2.2.55)
Let α ∈ (0,∞)2. Theorem 2.2 of [16] implies that there exists a subsequence of n,
denoted by n′, and a matrix-valued function σ˜∗ ∈M(a0, 2||a||∞; Ω) such that
σn′(α)
H(M(Ω)2)−⇀ σ˜∗. (2.2.56)
Repeating the arguments leading to (2.2.54), for any positive sequence of rational
pair (αq)q∈N converging to α, we have
∃C > 0, ∣∣∣∣σ˜∗ − σ0∗(αq)∣∣∣∣L1(Ω)2×2 ≤ C |α− αq|, (2.2.57)
hence, by (2.2.55), σ˜∗ = σ0∗(α). Therefore by the uniqueness of the limit in (2.2.56), we
obtain for the whole sequence satisfying (2.2.41)
∀α ∈ (0,∞)2, σn(α)
H(M(Ω)2)−⇀ σ0∗(α). (2.2.58)
In particular, the function σ0∗ satisfies (2.2.54) and (2.2.55), i.e. σ0∗ is a locally Lipschitz
function on (0,∞)2.
Second step: The general case.
We denote αn = (α1,n, α2,n) and σ0n(αn) = σ0n(α1,n, α2,n). Theorem 2.2 of [16] implies that
there exists a subsequence of n, denoted by n′, such that σ0n′(αn
′
) H(M(Ω)2)-converges
to some σ˜∗ ∈M(a0, 2||a||∞; Ω) in the sense of Definition 2.1.1.
As in the first step, for any αn′ ∈ (0,∞)2 and λ ∈ R2, we can consider the correc-
tor wα
n′ ,λ
n′ associated with σ
0
n′(α
n′) defined bydiv
(
σ0n′(α
n′)∇wαn
′
,λ
n′
)
= div (σ˜∗λ) in Ω,
wα
n′ ,λ
n′ = λ · x on ∂Ω,
(2.2.59)
which depends linearly on λ. Proceeding as in the first step, we obtain like in (2.2.52),
with α = (α1, α2) the limit of αn according to (2.2.39),(
σ0n′(α)− σ0n′(αn
′
)
)
∇wαn
′
,λ
n′ ·∇wα,λn′ −⇀
(
σ0∗(α)− σ˜∗
)
λ·λ weakly in D ′(Ω). (2.2.60)
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Moreover, the energy bound (2.2.50), which holds for αn′ , leads to, for any ϕ ∈ D(Ω),
ˆ
Ω
(
σ0n′(α)− σ0n′(αn
′
)
)
∇wαn
′
,λ
n′ · ∇wα,λn′ ϕ dx −→
n′→∞
0.
This combined with (2.2.60), yields
ˆ
Ω
(
σ0∗(α)− σ˜∗
)
λ · λ ϕ dx = 0,
which implies that σ0∗(α) = σ˜∗. We conclude by a uniqueness argument. 
We can now obtain a result for (perturbed) non-symmetric conductivities. Then, we
will use a Dykhne transformation to recover the symmetric case following the Milton
approach [35] (pp. 61–65). This will allow us to apply Proposition 2.2.2.
Theorem 2.2.2. Let Ω be a bounded open subset of R2 such that |∂Ω| = 0. Let ωn
be a sequence of open subsets of Ω and denote by χn their characteristic function. We
assume that θn = |ωn| < 1 converges to 0 and
χn
θn
H(−⇀ a ∈ L∞(Ω) weakly-∗ inM(Ω). (2.2.61)
Consider the conductivity defined by
σn(h) = (1− χn)σ1(h) + χn
θn
σ2(h) (2.2.62)
where for j = 1, 2, σj(h) = αj + hβjJ ∈ R2×2 with α1, α2 > 0 and (β1, β2) 6= (0, 0).
Then, there exists a subsequence of n, still denoted by n, and a locally Lipschitz function
σ0∗ : (0,∞)2 −→M
(
min(α1, α2), 2
(|σ1|+ |σ2| ||a||∞); Ω)
such that
σn(h)
H(M(Ω)2)−⇀ σ0∗
(
α1, α2 + α
−1
2 β
2
2h
2
)
+ hβ1J.
Proof of Theorem 2.2.2. We have
∀ ξ ∈ R2, σn(h)ξ · ξ = (1− χn)α1|ξ|2 + χn
θn
α2|ξ|2 ≥ min(α1, α2)|ξ|2 a.e. in Ω
and, by (2.2.61), the convergence in the weak-∗ sense of Radon measures
|σn(h)| = (1− χn)|σ1(h)|+ χn
θn
|σ2(h)| −⇀ |σ1(h)|+ a|σ2(h)| ∈ L∞(Ω) inM(Ω).
68
Section 2.3 - A two-dimensional periodic medium
In order to make a Dykhne transformation like in p.62 of [35], we consider two real
coefficients an and bn in such a way that
Bn :=
(
anσn(h) + bnJ
)(
anI2 + Jσn(h)
)−1
=
(
(pnσn(h) + qnJ)
−1 + rnJ
)−1
is symmetric. An easy computation shows that the previous equality holds when
pn :=
a2n
a2n + bn
, qn :=
anbn
a2n + bn
and rn :=
1
an
.
On the one hand, the estimates (2.3.38) and (2.3.39) with α2,n = θ−1n α2, β2,n = θ−1n β2,
yield (note that they are independent of χn)
pn ∼
n→∞
1, qn −→
n→∞
−hβ1, rn −→
n→∞
0 and ||rnσn(h)||∞ ≤ C. (2.2.63)
On the other hand, as in Section 2.3.2, with Notation 2.1.1 and (2.3.33), we have
Bn = σ
0
n
(
α′1,n(h), α
′
2,n(h)
)
, (2.2.64)
where
α′1,n(h) =
an(α1 + ihβ1) + ibn
an + i(α1 + ihβ1)
and α′2,n(h) =
an(α2/θn + ihβ2/θn) + ibn
an + i(α2/θn + ihβ2/θn)
. (2.2.65)
Hence, like in (2.3.40), we have
lim
n→∞
α′1,n(h) = α1 and lim
n→∞
θnα
′
2,n(h) = α2 + α
−1
2 β2
2h2. (2.2.66)
We can first apply Proposition 2.2.2 with the conditions (2.2.64) and (2.2.66) to have
the H(M(Ω)2)-convergence of Bn. Then, by virtue of Proposition 2.2.1, with (2.2.63)
we get that
σn(h)
H(M(Ω)2)−⇀ σ0∗
(
α1, α2 + α
−1
2 β
2
2h
2
)
+ hβ1J.

2.3 A two-dimensional periodic medium
In this section we consider a sequence Σn of matrix valued functions (not necessarily
symmetric) in L∞(R2)2×2, which satisfies the following assumptions:
1 . Σn is Y -periodic, where Y := (0, 1)2, i.e.,
∀n ∈ N,∀κ ∈ Z2, Σn(.+ κ) = Σn(.) a.e. in R2, (2.3.1)
2 . Σn is equi-coercive in R2, i.e.,
∃α > 0 such that ∀n ∈ N,∀ ξ ∈ R2, Σnξ · ξ ≥ α|ξ|2 a.e. in R2. (2.3.2)
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Let εn be a sequence of positive numbers which tends to 0. From the sequences Σn
and εn we define the highly oscillating sequence of matrix-valued functions σn by
σn(x) = Σn
(
x
εn
)
, a.e. x ∈ R2. (2.3.3)
By virtue of (2.3.1) and (2.3.2), σn is an equi-coercive sequence of εn-periodic matrix-
valued functions in L∞(R2)2×2. For a fixed n ∈ N, let (σn)∗ be the constant matrix
defined by
∀λ, µ ∈ R2, (σn)∗λ · µ =
ˆ
Y
Σn∇W λn · ∇W µn dy, (2.3.4)
where, for any λ ∈ R2, W λn ∈ H1] (Y ), the set of the Y -periodic functions belonging
to H1loc(R2), is the solution of the auxiliary problemˆ
Y
(
W λn − λ · y
)
dy = 0 and div
(
Σn∇W λn
)
= 0 in D ′(R2) (2.3.5)
or equivalently 
ˆ
Y
Σn∇W λn · ∇ϕ dy = 0, ∀ϕ ∈ H1] (Y )ˆ
Y
(
W λn (y)− λ · y
)
dy = 0.
(2.3.6)
Set
wλn(x) := εnW
λ
n
(
x
εn
)
, for x ∈ Ω, (2.3.7)
and
wn := (w
e1
n , w
e2
n ) = (w
1
n, w
2
n). (2.3.8)
2.3.1 A uniform convergence result
Theorem 2.3.1. Let Ω be a bounded open subset of R2 with a Lipschitz boundary.
Consider a highly oscillating sequence of matrix-valued functions σn satisfying the as-
sumptions (2.3.1), (2.3.2), (2.3.3) and the constant matrix (σn)∗ defined by (2.3.4). We
assume that
(σn)∗ −→ σ∗ in R2×2. (2.3.9)
Consider, for f ∈ H−1(Ω) ∩W−1,q(Ω) with q > 2, the solution un of the problem
Pn
{−div(σn∇un) = f in Ω
un = 0 on ∂Ω.
(2.3.10)
Then, un converges uniformly to the solution u ∈ H10 (Ω) of
P
{−div(σ∗∇u) = f in Ω
u = 0 on ∂Ω.
(2.3.11)
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Moreover we have the corrector result, with the εnY -periodic oscillating sequence wn
defined in (2.3.8):
∇un −
2∑
i=1
∂iu ∇win −→ 0 in L1(Ω)2. (2.3.12)
Remark 2.3.1. The first point of Theorem 2.3.1 is an extension to the non-symmetric
case of the results of [13] and [15]. The uniform convergence of un is a straight-
forward consequence of Theorem 2.7 of [15] taking into account that in the present
case σn ∈ L∞(Ω)2×2 for a fixed n. The fact that f ∈ W−1,q(Ω) with q > 2 ensures the
uniform convergence.
Proof of Theorem 2.3.1.
Derivation of the limit problem P. We only have to show that u is the solution of P in
(2.3.11). We consider a corrector Dw˜n : R2 −→ R2×2 associated with σTn defined by
w˜n(x) := εnW˜n
(
x
εn
)
=
(
εnW˜
1
n
(
x
εn
)
, εnW˜
2
n
(
x
εn
))
where for i = 1, 2, W˜ in ∈ H1] (Y ) is the solution of the auxiliary problemˆ
Y
(
W˜ in − ei · x
)
dx = 0 and div
(
ΣTn∇W˜ in
)
= 0 in D ′(R2). (2.3.13)
Again, thanks to Theorem 2.7 of [15], w˜n converges uniformly to the identity in Ω by
the integral condition (2.3.13). Let ϕ ∈ D(Ω). We have, using the Einstein convention,
by integrating by parts and by the Schwarz theorem (∂2i,jϕ = ∂2j,iϕ)ˆ
Ω
σn∇un · ∇ (ϕ(w˜n)) dx
=
ˆ
Ω
∇un · σTn∇w˜in(∂iϕ)(w˜n) dx
=
ˆ
Ω
σTn∇w˜in · ∇(un∂iϕ(w˜n)) dx︸ ︷︷ ︸
=0
−
ˆ
Ω
σTn∇w˜in · ∇w˜jn ∂2i,jϕ(w˜n) un dx
= −
ˆ
Ω
σn∇w˜in · ∇w˜in ∂2i,iϕ(w˜n) un dx−
ˆ
Ω
σTn∇w˜2n · ∇w˜1n ∂22,1ϕ(w˜n) un dx
espace−
ˆ
Ω
σTn∇w˜1n · ∇w˜2n ∂21,2ϕ(w˜n) un dx
= −
ˆ
Ω
σn∇w˜in · ∇w˜in ∂2i,iϕ(w˜n) un dx−
ˆ
Ω
σn∇w˜1n · ∇w˜2n ∂21,2ϕ(w˜n) un dx
espace−
ˆ
Ω
σTn∇w˜1n · ∇w˜2n ∂21,2ϕ(w˜n) un dx
= −
ˆ
Ω
σsn∇w˜in · ∇w˜in ∂2i,iϕ(w˜n) un dx− 2
ˆ
Ω
σsn∇w˜1n · ∇w˜2n ∂21,2ϕ(w˜n) un dx.
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This leads us to the equality
〈f, ϕ(w˜n)〉H−1(Ω),H10 (Ω) =
ˆ
Ω
σn∇un · ∇ (ϕ(w˜n)) dx
= −
ˆ
Ω
σsn∇w˜in · ∇w˜jn ∂2i,jϕ(w˜n) un dx.
(2.3.14)
To study the convergence of the last term of (2.3.14), we first show that σsn∇w˜in ·∇w˜jn
is bounded in L1(Ω). We have, by periodicity and the Cauchy-Schwarz inequality
ˆ
Ω
|σsn∇w˜in · ∇w˜jn| dx =
ˆ
Ω
|Σsn∇W˜ in · ∇W˜ jn|
(
x
εn
)
dx
≤ C
ˆ
Y
|Σsn∇W˜ in · ∇W˜ jn| dx
≤ C
√ˆ
Y
∣∣Σsn∇W˜ in · ∇W˜ in∣∣ dx
√ˆ
Y
∣∣Σsn∇W˜ jn · ∇W˜ jn∣∣ dx
≤ C
√
(σn)∗ei · ei
√
(σn)∗ej · ej
which is bounded by the hypothesis (2.3.9). Therefore,
σsn∇w˜in · ∇w˜jn is bounded in L1(Ω). (2.3.15)
Due to the periodicity, we know that for i, j = 1, 2,
2σsn∇w˜in · ∇w˜jn = σTn∇w˜in · ∇w˜jn + σTn∇w˜jn · ∇w˜in
−⇀ (σ∗)T ei · ej + (σ∗)T ej · ei = 2 (σ∗)s ei · ej
weakly-∗ inM(Ω). Hence, we get that
σsn∇w˜in · ∇w˜jn ⇀ (σ∗)s ei · ej weakly-∗ inM(Ω). (2.3.16)
Moreover, ∂2i,jϕ(w˜n) un converges uniformly to ∂2i,jϕ u. Thus, by passing to the limit
in (2.3.14), we have, again with the Einstein convention
〈f, ϕ〉H−1(Ω),H10 (Ω) = −
ˆ
Ω
(σ∗)
s ei · ej ∂2i,jϕ u dx = −
ˆ
Ω
σ∗ : ∇2ϕ u dx.
Therefore, by integrating by parts and using ϕ = 0 on ∂Ω,ˆ
Ω
σ∗∇u · ∇ϕ dx = 〈f, ϕ〉H−1(Ω),H10 (Ω). (2.3.17)
Proof of the corrector result. First of all, we show that the corrector function wn is
bounded in H1(Ω)2. By the definition (2.3.8) of wn, the Y -periodicity of W ein and the
equi-coercivity of Σn, we have, for i = 1, 2,
α ||∇win||2L2(Ω)2 ≤ Cα ||∇W ein ||2L2(Y )2 ≤ C
ˆ
Y
Σn∇W in ·∇W in dx = C (σn)∗ei ·ei (2.3.18)
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which is bounded. This inequality combined with the uniform convergence of wn yields
to the boundedness of wn in H1(Ω)2.
Let us consider an approximation uδ ∈ D(Ω) of u such that
||u− uδ||H10 (Ω) ≤ δ. (2.3.19)
On the one hand, we have
ˆ
Ω
σn∇un · ∇
(
un − uδ(wn)
)
dx = 〈f, (un − uδ(wn))〉H−1(Ω),H10 (Ω).
Since wn converges uniformly to identity on Ω and is bounded in H1(Ω) (see (2.3.18)),
with uδ ∈ D(Ω), uδ(wn) converges weakly to uδ in H10 (Ω). Hence, by the weak conver-
gence of un to u in H10 (Ω) and (2.3.19), we can pass to the limit the previous inequality
and obtain, for any δ > 0,
lim sup
n→∞
∣∣∣∣ˆ
Ω
σn∇un · ∇
(
un − uδ(wn)
)
dx
∣∣∣∣ = ∣∣∣〈f, u− uδ〉H−1(Ω),H10 (Ω)∣∣∣ ≤ Cδ. (2.3.20)
On the other hand, similarly to the proof of the first point (2.3.14), we are led to
the equality ˆ
Ω
σn∇
(
uδ(wn)
) · ∇(un − uδ(wn)) dx
= −
ˆ
Ω
σsn∇win · ∇wjn ∂2i,juδ(wn)
(
un − uδ(wn)
)
dx.
(2.3.21)
As in the first point, σsn∇win · ∇wjn is bounded in L1(Ω) (see (2.3.15)), un converges
uniformly to u and ∂i,juδ(wn) converges uniformly to ∂i,juδ because uδ is aD(Ω) function.
By passing to the limit in (2.3.21)
ˆ
Ω
σn∇
(
uδ(wn)
) · ∇(un− uδ(wn)) dx −→
n→∞
−
ˆ
Ω
(σ∗)sei · ej ∂2i,juδ
(
u− uδ) dx. (2.3.22)
Moreover, like in (2.3.17) we have
ˆ
Ω
(σ∗)sei · ej ∂2i,juδ
(
u− uδ) dx = ˆ
Ω
σ∗∇uδ · ∇
(
u− uδ) dx. (2.3.23)
By combining this equality with the convergence (2.3.22), we obtain the inequality
lim
n→∞
∣∣∣∣ˆ
Ω
σn∇
(
uδ(wn)
) · ∇(un − uδ(wn)) dx∣∣∣∣ ≤ ∣∣∣∣ˆ
Ω
σ∗∇uδ · ∇
(
u− uδ)∣∣∣∣
≤ C|σ∗| ||∇uδ||L2(Ω)2||∇
(
u− uδ)||L2(Ω)2 ≤ Cδ. (2.3.24)
Thus, by adding (2.3.20) and (2.3.24), we have
lim sup
n→∞
ˆ
Ω
σn∇
(
un − uδ(wn)
) · ∇(un − uδ(wn)) dx ≤ Cδ
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which leads us, by equi-coercivity, to
lim sup
n→∞
α ||∇(un − uδ(wn))||2L2(Ω)2
≤ lim sup
n→∞
∣∣∣∣ˆ
Ω
σn∇
(
un − uδ(wn)
) · ∇(un − uδ(wn)) dx∣∣∣∣ ≤ Cδ. (2.3.25)
Thus, the Cauchy-Schwarz inequality, the boundedness of ∇win in L2(Ω)2 (2.3.18)
and the Einstein convention give, for any δ > 0,
||∇un −∇win∂iu||L1(Ω)2
≤ ||∇un −∇win∂iuδ||L1(Ω)2 + ||∇win∂i
(
uδ − u)||L1(Ω)2
≤ ||∇un −∇win∂iuδ||L1(Ω)2 + ||∇win||L2(Ω)2||∂i
(
uδ − u)||L2(Ω)
≤ ||∇un −∇win∂iuδ||L1(Ω)2 + Cδ
≤ ||∇un −∇win∂iuδ(wn)||L1(Ω)2 + ||∇win
(
∂iu
δ − ∂iuδ(wn)
)||L1(Ω)2 + Cδ
≤ ||∇un −∇win∂iuδ(wn)||L1(Ω)2 + ||∇win||L2(Ω)2||∂iuδ − ∂iuδ(wn)||L2(Ω) + Cδ
≤ ||∇un −∇win∂iuδ(wn)||L1(Ω)2 + C||∂iuδ − ∂iuδ(wn)||L2(Ω) + Cδ.
Since uδ ∈ D(Ω) and wn converges uniformly to the identity on Ω, the second term of
the last inequality converges to 0. Hence, we get that
lim sup
n→∞
||∇un −∇win∂iu||L1(Ω)2 ≤ lim sup
n→∞
||∇un −∇win∂iuδ(wn)||L1(Ω)2 + Cδ. (2.3.26)
Finally, this inequality combined with (2.3.25) gives, for any δ > 0,
0 ≤ lim sup
n→∞
||∇un −∇win∂iu||L1(Ω)2 ≤ C
√
δ + Cδ,
which implies the corrector result (2.3.12). 
Remark 2.3.2. If the solution u is a C 2 function, then the convergence (2.3.12) holds
true in L2loc(Ω) since we may take u = uδ.
2.3.2 A two-phase result
Here, we recall a two-phase result due to G.W. Milton (see [35] pp. 61–65) using the
Dykhne transformation.
In order to apply the previous theorem, we reformulate Milton’s calculus in such a
way that every coefficient depends on n. We then consider, for a fixed n, the periodic
homogenization of a conductivity σn(h) to obtain (σn)∗(h) through the link between the
homogenization of the transformed conductivity and (σn)∗(h) given by formula (4.16)
in [35]. Finally, we study the limit of (σn)∗(h) through the asymptotic behavior of the
coefficients of the transformation, and apply Theorem 2.3.1 in the example Section 2.3.3.
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In this section we consider a two-phase periodic isotropic medium. Let χn be a
sequence of characteristic functions of subsets of Y . We define for any α1 > 0, β1 ∈ R,
any sequences α2,n > 0, β2,n ∈ R and any h ∈ R, a parametrized conductivity Σn(h):
Σn(h) = (1− χn)(α1I2 + hβ1J) + χn(α2,nI2 + hβ2,nJ) in Y. (2.3.27)
We still denote by Σn(h) the periodic extension to R2 of Σn(h) (which satisfies (2.3.1)).
We assume that Σn(h) satisfies (2.3.2), and define σn(h) by (2.3.3) and the sequence of
constant matrices (σn)∗(h) by (2.3.4).
We have the following result based on an analysis of [35] (pp. 61–65).
Proposition 2.3.1. Let χn be a sequence of characteristic functions of subsets of Y ,
four parameters α1, α2 > 0, β1, β2 ∈ R, a positive sequence α2,n, and a sequence β2,n such
that
lim
n→∞
α2,n =∞, lim inf
n→∞
|β2,n − β1| > 0, and lim
n→∞
β2,n
α2,n
=
β2
α2
. (2.3.28)
Assume that the effective conductivity in the absence of a magnetic field(
σ0n
)
∗ (γ1,n, γ2,n) is bounded when limn→∞ γ1,n = α1 and limn→∞
γ2,n
α2,n
= γ2 > 0. (2.3.29)
Then, there exist two parametrized positive sequences α′1,n(h), α′2,n(h) such that
lim
n→∞
α′1,n(h) = α1 and α
′
2,n(h) ∼
n→∞
α22 + h
2β22
α22
α2,n, (2.3.30)
and
(σn)∗(h) =
(
σ0n
)
∗
(
α′1,n(h), α
′
2,n(h)
)
+ hβ1J + o
n→∞
(1) (2.3.31)
where (σ0n)∗
(
α′1,n(h), α
′
2,n(h)
)
is bounded.
Remark 2.3.3. In view of condition (2.3.28), the case where β2,n tends to β1 corresponds
to perturb the symmetric conductivity
σsn = (1− χn)α1I2 + χnα2,nI2
by
σsn + β1J + o
n→∞
(1).
Then it is clear that
(σn)∗(h) =
(
σsn
)
∗ + β1J + on→∞
(1).
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Proof of Proposition 2.3.1. The proof is divided into two parts. After applying
Milton’s computation (pp. 61–64 of [35]), we study the asymptotic behavior of the
different coefficients.
t
First step: Applying Dykhne’s transformation through Milton’s computations.
In order to make the Dykhne’s transformation following Milton [35] (pp. 62–64), we
consider two real coefficients an and bn such that
σ′n :=
(
anσn(h) + bnJ
)(
anI2 + Jσn(h)
)−1
= an
(
σn(h) + (an)
−1bnJ
)(
anI2 + Jσn(h)
)−1
(2.3.32)
is symmetric and, more precisely, according to Notation 2.1.1, reads as
σ′n = (1− χn)α′1,n(h)I2 + χnα′2,n(h)I2 = σ0n
(
α′1,n(h), α
′
2,n(h)
)
. (2.3.33)
Then, using the complex representation
αI2 + βJ ←→ α + βi (2.3.34)
suggested by Tartar [41], the constants an, bn must satisfy
α′1,n(h) =
an(α1 + ihβ1) + ibn
an + i(α1 + ihβ1)
∈ R and α′2,n(h) =
an(α2,n + ihβ2,n) + ibn
an + i(α2,n + ihβ2,n)
∈ R,
(2.3.35)
which implies that
bn =
−a2nhβ1 + an∆1
an − hβ1 =
−a2nhβ2,n + an∆2,n
an − hβ2,n . (2.3.36)
Denoting ∆1 := α21 + h2β21 and ∆2,n := α22,n + h2β22,n (thanks to (2.3.28), n is considered
to be larger enough such that β2,n−β1 6= 0 and an is real), the equality (2.3.36) provides
two non-zero solutions for an:
an =
∆2,n −∆1 +
√
(∆2,n −∆1)2 + 4h2(β2,n − β1)(β2,n∆1 − β1∆2,n)
2h(β2,n − β1) , (2.3.37)
and
a−n =
∆2,n −∆1 −
√
(∆2,n −∆1)2 + 4h2(β2,n − β1)(β2,n∆1 − β1∆2,n)
2h(β2,n − β1) .
The value (2.3.37) is associated with a positive matrix σ′n, while a−n leads us to the
negative matrix σ−n = −J(σ′n)−1J−1 to exclude (see [34] for more details).
t
Second step: asymptotic behavior of the coefficients and the homogenized matrix.
On the one hand, by the equality (2.3.37) combined with (2.3.28), we have
lim
n→∞
an
h(β2,n − β1)
α22,n
=
α22 + h
2β22
α22
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which clearly implies that
an ∼
n→∞
α22 + h
2β22
α22
α22,n
h(β2,n − β1) and an − hβ2,n ∼n→∞
α22,n
h(β2,n − β1) . (2.3.38)
On the other hand, (2.3.28), (2.3.38) and the first equality of (2.3.36) give
bn = −anhβ1 + ∆1 + o
n→∞
(1). (2.3.39)
From (2.3.28), (2.3.37), (2.3.38) and (2.3.39) we deduce the following asymptotic
behavior for the modified phases:
lim
n→∞
α′1,n(h) = α1 and lim
n→∞
α′2,n(h)
α2,n
=
α22 + h
2β22
α22
. (2.3.40)
To consider
(
σ′n
)
∗, we need to verify that σ
′
n is equi-coercive. We have, by denoting
for any ξ ∈ R2, νn =
(
anI2 + Jσn(h)
)−1
ξ,
∀ ξ ∈ R2, σ′nξ · ξ =
(
anσn(h) + bnJ
)
νn ·
(
anI2 + Jσn(h)
)
νn = (a
2
n + bn)σn(h)νn · νn
and, because a−1n σn(h) is bounded in L∞(Ω)2×2 by (2.3.38),
∀ ξ ∈ R2, |ξ| = ∣∣anνn + Jσn(h)νn∣∣ ≤ an(1 + C)|νn|.
The equi-coercivity of σn(h) gives
∃C > 0, ∀ ξ ∈ R2, σ′nξ · ξ ≥
C
(1 + C)2
a2n + bn
a2n
|ξ|2 (2.3.41)
that is, for n larger enough, by (2.3.38) and (2.3.39), σ′n is equi-coercive.
We can now apply the Keller-Dykhne duality theorem (see, e.g., [30, 23]) to equal-
ity (2.3.32) to obtain
(σ′n)∗ =
(
an(σn)∗ + bnJ
)(
anI2 + J(σn)∗
)−1
. (2.3.42)
Moreover, by inverting this transformation, we have
(σn)∗(h) =
(
anI2 − (σ′n)∗J
)−1(
an(σ
′
n)∗ − bnJ
)
.
Considering (2.3.28), (2.3.38), (2.3.39), and the boundedness of (σ′n)∗ (as a consequence
of the bound (2.3.29)) we get that
(σn)∗(h) = (σ′n)∗ −
bn
an
J + o
n→∞
(1) = (σ′n)∗ + hβ1J + o
n→∞
(1), (2.3.43)
which concludes the proof taking into account (2.3.33). 
To derive the limit of (σ0n)∗ (α
′
1,n(h), α
′
2,n(h)), we need more information on the ge-
ometry of the high conductive phase. To this end, we study the following example.
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2.3.3 A cross-like thin structure
We consider a bounded open subset Ω of R2 with a Lipschitz boundary, a positive
sequence εn converging to 0 as n goes to infinity, and f ∈ H−1(Ω)∩W−1,q(Ω) with q > 2.
We define, for any h ∈ R, α1 > 0, β1 ∈ R and sequences tn ∈ (0, 1/2], α2,n > 0, β2,n ∈ R,
the parametrized matrix-valued function Σn(h) from Y := (− `2 , `2)× (−12 , 12), with ` ≥ 1,
to R2×2, by (cf. figure 2.3.1)
Σn(h) :=
{
α2,nI2 + β2,nhJ in ωn := {(x1, x2) ∈ Y | |x1|, |x2| ≤ tn}
α1I2 + β1hJ in Y \ ωn (2.3.44)
a
α1I2 + β1hJ
α2,nI2 + β2,nhJ
2tn
2tn
`
1
x1
x2
Figure 2.3.1: The period of the cross-like thin structure
Denoting again by Σn(h) its periodic extension to R2, we finally consider the con-
ductivity
σn(h)(x) = Σn(h)
(
x
εn
)
, x ∈ Ω, (2.3.45)
and the associated homogenization problem:
Pn
{−div(σn(h)∇un) = f in Ω
un = 0 on ∂Ω.
(2.3.46)
By virtue of Theorem 2.3.1 and Proposition 2.3.1, we focus on the study of the limit
of (σ0n)∗
(
α′1,n(h), α
′
2,n(h)
)
.
Proposition 2.3.2. Let σn(h) be the conductivity defined by (2.3.44) and (2.3.45) and
its homogenization problem (2.3.46). We assume that:
2tn(`+ 1)α2,n −→
n→∞
α2 > 0 and 2tn(`+ 1)β2,n −→
n→∞
β2 > 0. (2.3.47)
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Then, the homogenized conductivity is given by
σ∗(h) =
α1 +
α22 + β
2
2h
2
(`+ 1)α2
−hβ1
hβ1 α1 +
α22 + β
2
2h
2
`(`+ 1)α2
.
Remark 2.3.4. Proposition 2.3.2 does not respect exactly the framework defined at
the beginning of this section because the period cell is not the unit square Y = (0, 1)2:
we can nevertheless extend all this section to any type of period cells.
Remark 2.3.5. The condition (2.3.47) is a condition of boundedness in L1(Ω)2×2 of σn
because
|ωn| = 2tn(`+ 1)− 4t2n ∼ 2tn(`+ 1),
which will ensure the convergence of (σ0n)∗.
Proof of Proposition 2.3.2. In order to apply Proposition 2.3.1, we consider two
positive sequences α′1,n(h), α′2,n(h) satisfying
lim
n→∞
α′1,n(h) = α1 and α
′
2,n(h) ∼
n→∞
α22 + h
2β22
α22
α2,n. (2.3.48)
We will study the homogenization of σ′n := σ0n
(
α′1,n(h), α
′
2,n(h)
)
.
To this end, consider a corrector W λn = λ · x − Xλn in the Murat-Tartar sense (see,
e.g., [38]) associated with
Σ′n :=
{
α′2,n(h) I2 in ωn = {(x1, x2) ∈ Y | |x1|, |x2| ≤ tn}
α′1,n(h) I2 in Y \ ωn (2.3.49)
and defined by 
div
(
Σ′n∇Xλn
)
= div
(
Σ′nλ
)
in D ′(R2),
Xλn is Y − periodic,ˆ
Y
Xλn dy = 0.
(2.3.50)
On the one hand, the extra diagonal coefficients of (σ′n)∗ are equal to 0 because,
as Σ′n is an even function on Y , we have, for i = 1, 2,{
yi 7−→ W ein (y) is an odd function,
yi 7−→ W ejn (y) is an even function for i 6= j,
which implies that y1 7−→ Σ′n∇W e1n ·∇W e2n is an odd function. Then, by symmetry of Y
with respect to 0,
(σ′n)∗ei · ej =
ˆ
Y
Σ′n∇W ein · ∇W ejn dy = 0.
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On the other hand, as Σ′n is isotropic, for the diagonal coefficients, we use the Voigt-
Reuss inequalities (see, e.g., [29] p.44 or [36]): for any i = 1, 2 and j 6= i,
〈〈(Σ′nei · ei)−1〉−1i 〉j ≤ (σ′n)∗ei · ei ≤ 〈〈Σ′nei · ei〉−1j 〉−1i (2.3.51)
where 〈·〉i denotes the average with respect to yi at a fixed yj for j 6= i.
An easy computation gives, for the direction e1,
(1− 2tn)
(
`− 2tn
`α′1,n(h)
+
2tn
`α′2,n(h)
)−1
+ 2tn
(
`
`α′2,n(h)
)−1
≤ (σ′n)∗e1 · e1
and
(σ′n)∗e1 · e1 ≤ `
(
`− 2tn
(1− 2tn)α′1,n(h) + 2tnα′2,n(h)
+
2tn
α′2,n(h)
)−1
.
By (2.3.47) and (2.3.48), we have the convergence
lim
n→∞
(σ′n)∗e1 · e1 = α1 +
α22 + β
2
2h
2
(`+ 1)α2
.
A similar computation on the direction e2 gives the asymptotic behavior:
lim
n→∞
(σ′n)∗ = lim
n→∞
(
σ0n
)
∗
(
α′1,n(h), α
′
2,n(h)
)
=
α1 +
α22 + β
2
2h
2
(`+ 1)α2
0
0 α1 +
α22 + β
2
2h
2
`(`+ 1)α2
. (2.3.52)
Moreover, the matrix σn(h) clearly satisfies all the hypotheses of Theorem 2.3.1. By
Theorem 2.3.1 and (2.3.52), we have
lim
n→∞
(σn)∗(h) = lim
n→∞
(
σ0n
)
∗
(
α′1,n(h), α
′
2,n(h)
)
+ β1hJ
=
α1 +
α22 + β
2
2h
2
(`+ 1)α2
−hβ1
hβ1 α1 +
α22 + β
2
2h
2
`(`+ 1)α2
.
We finally apply Theorem 2.3.1 to get that σ∗(h) = lim
n→∞
(σn)∗(h). 
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2.4 A three-dimensional fibered microstructure
In this section we study a particular two-phase composite in dimension three. One
of the phases is composed by a periodic set of high conductivity fibers embedded in an
isotropic medium (figure 2.4.1a). The conductivity σn(h) is not symmetric due to the
perturbation of a magnetic field.
First, describe the geometry of the microstructure. Let Y :=
(−1
2
, 1
2
)3 be the unit
cube centered at the origin of R3. For rn ∈
(
0, 1
2
)
, consider the closed cylinder ωn parallel
to the x3-axis, of radius rn and centered in Y :
ωn :=
{
y ∈ Y | y21 + y22 ≤ r2n
}
. (2.4.1)
Let Ω = Ω˜× (0, 1) be an open cylinder of R3, where Ω˜ is a bounded domain of R2 with
a Lipschitz boundary. For εn ∈ (0, 1), consider the closed subset Ωn of Ω defined by the
intersection with Ω of the εnY -periodic network in R3 composed by the closed cylinders
parallel to the x3-axis, centered on the points εnk, k ∈ Z2, in the x1-x2 plane, and of
radius εnrn, namely:
Ωn := Ω ∩
⋃
ν∈Z3
εn(ωn + ν). (2.4.2)
The period cell of the microstructure is represented in figure 2.4.1b.
(a) The fibers lattice
εn
εnrn
Ωn ∩ εn(Y + ν)
x1
x2
x3
(b) The period cell
Figure 2.4.1: The fibered structure in dimension 3
We then define the two-phase conductivity by
σn(h) =
{
α1I3 + β1E (h) in Ω \ Ωn
α2,nI3 + β2,nE (h) in Ωn,
(2.4.3)
where α1 > 0, β1 ∈ R, α2,n > 0 and β2,n are real sequences, and
E (h) :=
 0 −h3 h2h3 0 −h1
−h2 h1 0
 , for h =
h1h2
h3
 ∈ R3. (2.4.4)
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Our aim is to study the homogenization problem
PΩ,n
{−div(σn(h)∇un) = f in Ω
un = 0 on ∂Ω.
(2.4.5)
Theorem 2.4.1. Let α1 > 0, β1 ∈ R, and let εn, rn, α2,n, β2,n, n ∈ N, be real sequences
such that εn, rn > 0 converge to 0, α2,n > 0, and
lim
n→∞
ε2n| ln rn| = 0, lim
n→∞
|ωn|α2,n = α2 > 0, lim
n→∞
|ωn| β2,n = β2 ∈ R. (2.4.6)
Consider, for h ∈ R3, the conductivity σn(h) defined by (2.4.3).
Then, there exists a subsequence of n, still denoted by n, such that, for any f ∈ H−1(Ω)
and any h ∈ R3, the solution un of PΩ,n converges weakly in H10 (Ω) to the solution u of
PΩ,∗
{−div(σ∗(h)∇un) = f in Ω
u = 0 on ∂Ω,
(2.4.7)
where σ∗(h) is given by
σ∗(h) = α1I3 +
(
α32 + α2β
2
2 |h|2
α22 + β
2
2h
2
3
)
e3 ⊗ e3 + β1E (h). (2.4.8)
Remark 2.4.1. Theorem 2.4.1 can be actually extended to fibers with a more general
cross-section. More precisely, we can replace the disk rnD of radius rn by the homo-
thetic rnQ of any connected open set Q included in the unit disk D, such that the
present fiber ωn is replaced by the new fiber rnQ ×
(−1
2
, 1
2
)
in the period cell of the
microstructure.
On the one hand, this change allows us to use the same test function vn (2.4.9)
defined in the proof of Theorem 2.4.1, since vn remains equal to 1 in the new fibers
due to the inclusion Q ⊂ D. On the other hand, Lemma 2.4.1 allows us to replace the
disk D by the open set Q ⊂ D.
Remark 2.4.2. We can also extend the result of Theorem 2.4.1 to an isotropic fibered
microstructure composed by three similar periodic fibers lattices arranged in the three
orthogonal directions e1, e2, e3, namely
ωn :=
3⋃
j=1
{
y ∈ Y |
∑
i6=j
y2i ≤ r2n
}
and Ωn := Ω ∩
⋃
ν∈Z3
εn(ωn + ν),
as represented in figure 2.4.2. Then, we derive the following homogenization conductiv-
ity:
σ∗(h) = α1I3 +
3∑
i=1
(
α32 + α2β
2
2 |h|2
α22 + β
2
2h
2
i
)
ei ⊗ ei + β1E (h).
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εn
εnrn
Ωn ∩ εn(Y + ν)
x1
x2
x3
Figure 2.4.2: The period cell of the isotropic fibered structure in dimension 3
Remark 2.4.3. We can check that when the volume fraction θn = θ and the highly
conducting phase of the conductivity α2,n = αθ and β2,n = βθ are independent of n,
the explicit formula of [27] denoted by σ∗(θ, h), for the classical (since the period cell is
now independent of n) periodically homogenized conductivity (see (2.3.4)) has a limit
as θ → 0 when θαθ and θβθ converge. Indeed, we may replace in the computations of [27]
the optimal Vigdergauz shape by the circular cross-section in the previous asymptotic
regime. Therefore, Theorem 2.4.1 validates the double process characterized by the
homogenization at a fixed volume fraction θ combined with the limit as θ → 0, by one
homogenization process in which both the period and the volume fraction θn = pir2n of
the high conductivity phase tend to 0 as n→∞.
Remark 2.4.4. The hypothesis on the convergence of ε2n| ln rn| (2.4.6) allows us to
avoid non local effects in dimension three (see [24, 1]). These effects do not appear
in dimension two as shown in [12]. Therefore, we can make a comparison between
dimension two and dimension three based on the strong field perturbation in the absence
of non local effects.
Remark 2.4.5. If h = h3e3, the homogenized conductivity becomes
σ∗(h) = α1I3 + α2 e3 ⊗ e3 + β1h3
(
0 −1 0
1 0 0
0 0 0
)
which reduces to the simplified two-dimensional case when the symmetric part of the
conductivity is independent of h3 (i.e. σ0∗(α1, α2) in (2.2.40) only depends on α1).
Proof of Theorem 2.4.1 The proof will be divided into four parts. We first prove the
weak-∗ convergence in M(Ω) of σn(h)∇un in Ωn. Then we establish a linear system
satisfied by the limits defined by
1Ωn
|ωn|
∂un
∂xi
−⇀ ξi weakly-∗ in M(Ω).
Moreover, we deduce from Lemma 2.4.1 that
1Ωn
|ωn|
∂un
∂x3
−⇀ ∂u
∂x3
weakly-∗ in M(Ω).
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We finally calculate the homogenized matrix.
We first remark that, classically, the sequence of solutions un of PΩ,n (see (2.4.5)) is
bounded in H10 (Ω) because, since α2,n diverges to ∞ :
||∇un||2L2(Ω)3 ≤ C
ˆ
Ω
(α11Ω\ΩnI3 + α2,n1ΩnI3)∇un · ∇un dx =
ˆ
Ω
σn(h)∇un · ∇un dx.
By the Poincaré inequality, the previous inequality and (2.4.5) lead us to
||un||2H10 (Ω) ≤ C||∇un||
2
L2(Ω)3 ≤ C
∣∣〈f, un〉H−1(Ω),H10 (Ω)∣∣ ≤ C||f ||H−1(Ω)||un||H10 (Ω)
and then to
||un||H10 (Ω) ≤ C||f ||H−1(Ω).
Thus, up to a subsequence still denoted by n, un converges weakly to some function u
in H10 (Ω).
First step: Weak-∗ convergence in the Radon measure sense of the current field in the
fibers 1Ωn
(
α2,nI3 + β2,nE (h)
)∇un.
We proceed as in [22] with a suitable oscillating test function. For R ∈ (0, 1/2),
define the Y -periodic (independent of y3) function Vn by
Vn(y1, y2, y3) =

1 if
√
y21 + y
2
2 ≤ rn
lnR− ln
√
y21 + y
2
2
lnR− ln rn if rn ≤
√
y21 + y
2
2 ≤ R
0 if
√
y21 + y
2
2 ≥ R,
for y ∈ Y,
and the rescaled function
vn(x) = Vn
(
x
εn
)
, for x ∈ R3. (2.4.9)
In particular, by using the cylindrical coordinates and the fact that rn converges to 0,
this function satisfies the inequalities
||vn||2L2(Ω) ≤ C||Vn||2L2(Y ) = Cpir2n + C
∣∣∣∣ln Rrn
∣∣∣∣−2 ˆ 2pi
0
ˆ R
rn
r ln2
R
r
dr dθ
≤ C + C
∣∣∣∣ln Rrn
∣∣∣∣−2 pir2n(ln2 Rrn + ln Rrn
)
≤ C
∣∣∣∣ln Rrn
∣∣∣∣−2 ,
||∇vn||2L2(Ω)3 ≤
C
ε2n
||∇Vn||2L2(Y )3 =
C
ε2n
∣∣∣∣ln Rrn
∣∣∣∣−2 ˆ 2pi
0
ˆ R
rn
1
r
drdθ ≤ C
ε2n
∣∣∣∣ln Rrn
∣∣∣∣−1
and, consequently
||vn||L2(Ω) + εn||∇vn||L2(Ω)3 ≤ C
√∣∣∣∣ln Rrn
∣∣∣∣−1 −→n→∞ 0. (2.4.10)
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Let λ be a vector in R3 perpendicular to the x3-axis. Define the Y -periodic func-
tion X˜n by ∇X˜n = λ in ωn, such that X˜n ∈ D(Y ) and is Y -periodic, and the rescaled
function Xn by
Xn(x) = εn X˜n
(
x
εn
)
. (2.4.11)
In particular, Xn satisfies
||Xn||∞ = εn ||X˜n||∞ ≤ Cεn , ||∇Xn||∞ = ||∇X˜n||∞ ≤ C and ∇Xn = λ in Ωn.
(2.4.12)
We have, by (2.4.12) and (2.4.10),
||vnXn||H1(Ω) ≤ ||Xn||∞||vn||L2(Ω) + ||Xn||∞||∇vn||L2(Ω)3 + ||∇Xn||∞||vn||L2(Ω)
≤ C(||vn||L2(Ω) + εn||∇vn||L2(Ω)3) −→
n→∞
0,
which gives
∀ϕ ∈ D(Ω), ϕ vnXn −→
n→∞
0 strongly in H10 (Ω). (2.4.13)
Let ϕ ∈ D(Ω). By the strong convergence (2.4.13), we have
ˆ
Ω
σn(h)∇un · ∇
(
ϕ vnXn
)
dx = 〈f, ϕ vnXn〉H−1(Ω),H10 (Ω) −→n→∞ 0. (2.4.14)
Let us decompose this integral which converges to 0, into the integral on the fibers
set Ωn and the integral on its complementary:
ˆ
Ω
σn(h)∇un · ∇
(
ϕ vnXn
)
dx =
ˆ
Ω\Ωn
(α1I3 + β1E (h))∇un · ∇
(
ϕ vnXn
)
dx (2.4.15a)
+
ˆ
Ωn
(α2,nI3 + β2,nE (h))∇un · ∇
(
ϕ vnXn
)
dx. (2.4.15b)
The expression (2.4.15a) converges to 0 since, by the Cauchy-Schwarz inequality, the
boundedness of un in H10 (Ω) and (2.4.13), we have∣∣∣∣ˆ
Ω\Ωn
(α1I3 + β1E (h))∇un · ∇
(
ϕ vnXn
)
dx
∣∣∣∣
≤ |α1I3 + β1E (h)| ||∇un||L2(Ω)3 ||ϕ vnXn||H10 (Ω) −→n→∞ 0.
(2.4.16)
Consequently, since vn = 1 and ∇Xn = λ on Ωn, by (2.4.14), (2.4.15a), (2.4.15b)
and (2.4.16), we have
ˆ
Ωn
σn(h)∇un · λ ϕ dx+
ˆ
Ωn
σn(h)∇un · ∇ϕ Xn dx −→
n→∞
0. (2.4.17)
85
Chapitre 2 - Homogenization of high-contrast two-phase conductivities perturbed by a
magnetic field. Comparison between dimension two and dimension three.
To prove the convergence to 0 of the right term, we now show that the current in
the fibers 1Ωn
(
α2,nI3 + β2,nE (h)
)∇un is bounded in L1(Ω)3. We have, by the Cauchy-
Schwarz inequality, (2.4.6) and the classical equivalent |Ωn| ∼
n→∞
|Ω| |ωn|,(ˆ
Ωn
∣∣(α2,nI3 + β2,nE (h))∇un∣∣ dx)2 ≤ ∣∣I3 + α−12,nβ2,nE (h)∣∣2 |Ωn|α2,n ˆ
Ωn
α2,n|∇un|2 dx
≤ C
ˆ
Ω
σn(h)∇un · ∇un dx
≤ C ||f ||H−1(Ω) ||un||H10 (Ω).
This combined with the boundedness of un in H10 (Ω) implies that the current in the
fibers 1Ωn
(
α2,nI3 + β2,nE (h)
)∇un is bounded in L1(Ω)3. This bound and the uniform
convergence to 0 of Xn (see (2.4.12)) imply the convergence to 0 of the right term
of (2.4.17), hence
ˆ
Ωn
(
α2,nI3 + β2,nE (h)
)∇un · λ ϕ dx −→
n→∞
0.
We rewrite this condition as
∀λ ⊥ e3, 1Ωn
(
α2,nI3 + β2,nE (h)
)∇un · λ −⇀ 0 weakly-∗ inM(Ω). (2.4.18)
Second step: Linear relations between weak-∗ limits of 1Ωn|ωn|
∂un
∂xi
.
Thanks to the Cauchy-Schwarz inequality, we have
∣∣∣∣∣∣∣∣1Ωn|ωn| ∂un∂xi
∣∣∣∣∣∣∣∣
L1(Ω)
≤ 1|ωn|
ˆ
Ωn
|∇un| dx ≤ 1√
α2,n|ωn|
√
|Ωn|
|ωn|
√ˆ
Ωn
α2,n|∇un|2 dx
which leads us, by (2.4.6) and the asymptotic behavior |Ωn| ∼
n→∞
|Ω| |ωn|, to∣∣∣∣∣∣∣∣1Ωn|ωn| ∂un∂xi
∣∣∣∣∣∣∣∣
L1(Ω)
≤ C√
α2,n|ωn|
ˆ
Ω
σn(h)∇un · ∇un dx ≤ C
∣∣∣〈f, un〉H−1(Ω),H10 (Ω)∣∣∣
which is bounded by the boundedness of un in H10 (Ω). This allows us to define, up to a
subsequence, the following limits
1Ωn
|ωn|
∂un
∂xi
⇀ ξi weakly-∗ inM(Ω), for i = 1, 2, 3. (2.4.19)
Then, by (2.4.18) we have the convergence in the weak-∗ sense of Radon measures(
α2,nI3+β2,nE (h)
)
1Ωn∇un ·λ =
(
α2,n|ωn|I3+β2,n|ωn|E (h)
)1Ωn
|ωn|∇un ·λ −⇀ 0 inM(Ω).
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Therefore, putting λ = e1, e2 in this limit and using condition (2.4.6), we obtain the
linear system {
α2ξ1 + β2h2ξ3 − β2h3ξ2 = 0
α2ξ2 + β2h3ξ1 − β2h1ξ3 = 0
inM(Ω),
which is equivalent to 
ξ1 =
β22h1h3 − α2β2h2
α22 + β
2
2h
2
3
ξ3
ξ2 =
β22h2h3 + α2β2h1
α22 + β
2
2h
2
3
ξ3
inM(Ω). (2.4.20)
Third step: Proof of ξ3 =
∂u
∂x3
.
We need the following result which is an extension of the estimate (3.13) of [21]. The
statement of this lemma is more general than necessary for our purpose but is linked to
Remark 2.4.1.
Lemma 2.4.1. Let Q be a non-empty connected open subset of the unit disk D. Then,
there exists a constant C > 0 such that any function U ∈ H1(Y ) satisfies the estimate∣∣∣∣∣ 1|rnQ|
ˆ
rnQ×(− 12 , 12)
U dy −
ˆ
Y
U dy
∣∣∣∣∣ ≤ C√| ln rn| ||∇U ||L2(Y )3 . (2.4.21)
Proof of Lemma 2.4.1. Let U ∈ H1(Y ). To prove Lemma 2.4.1, we compare the
average value of U on rnQ and rnD. Denoting y˜ = (y1, y2), we have, for any y3 ∈
(−1
2
, 1
2
)
,∣∣∣∣ 
rnQ
U(y˜, y3) dy˜ −
 
rnD
U(y˜, y3) dy˜
∣∣∣∣ = ∣∣∣∣ 
Q
U(rny˜, y3) dy˜ −
 
D
U(rny˜, y3) dy˜
∣∣∣∣
≤
 
Q
∣∣∣∣U(rny˜, y3)−  
D
U(rny˜, y3) dy˜
∣∣∣∣ dy˜,
and, since Q ⊂ D,∣∣∣∣ 
rnQ
U(y˜, y3) dy˜ −
 
rnD
U(y˜, y3) dy˜
∣∣∣∣ ≤ |D||Q|
 
D
∣∣∣∣U(rny˜, y3)−  
D
U(rny˜, y3) dy˜
∣∣∣∣ dy˜
≤ C
 
D
rn
(∣∣∣∣ ∂U∂x1
∣∣∣∣+ ∣∣∣∣ ∂U∂x2
∣∣∣∣) (rny˜, y3) dy˜
=
C
pirn
ˆ
rnD
(∣∣∣∣ ∂U∂x1
∣∣∣∣+ ∣∣∣∣ ∂U∂x2
∣∣∣∣) (y˜, y3) dy˜,
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the last inequality being a consequence of the Poincaré-Wirtinger inequality. Hence, in-
tegrating the previous inequality with respect to y3 ∈
(−1
2
, 1
2
)
and applying the Cauchy-
Schwarz inequality, we obtain that∣∣∣∣∣
 
rnQ×(− 12 , 12)
U(y) dy −
 
rnD×(− 12 , 12)
U(y) dy
∣∣∣∣∣ ≤ Cpirn
ˆ
rnD×(− 12 , 12)
|∇U | (y) dy
≤ C
√ˆ
rnD×(− 12 , 12)
|∇U |2(y) dy
≤ C||∇U ||L2(Y )3 .
This combined with the estimate (3.13) of [21], i.e. (2.4.21) for Q = D, and the fact
that
√| ln rn| diverges to ∞ give the thesis. 
Let ϕ ∈ D(Ω). A rescaling of (2.4.21) with Q = D implies the inequality∣∣∣∣ 1|ωn|
ˆ
Ωn
unϕ dx−
ˆ
Ω
unϕ dx
∣∣∣∣ ≤ Cεn√| ln rn| ||∇(unϕ)||L2(Ω)3 .
Combining this estimate and the first condition of (2.4.6) with
||∇(unϕ)||L2(Ω)3 ≤ ||∇un||L2(Ω)3 ||ϕ||∞ + ||un||L2(Ω) ||∇ϕ||∞ ≤ C,
it follows that
1Ωn
|ωn|un − un ⇀ 0 in D
′(Ω).
This convergence does not hold true when ε2n| ln rn| converges to some positive constant.
Under this critical regime, non-local effects appear (see Remark 2.4.4).
Finally, as 1Ωn does not depend on the x3 variable, we have
1Ωn
|ωn|
∂un
∂x3
=
∂
∂x3
1Ωn
|ωn|un =
∂
∂x3
(
1Ωn
|ωn|un − un
)
+
∂un
∂x3
⇀
∂u
∂x3
= ξ3 in D ′(Ω).
Fourth step: Derivation of the homogenized matrix.
We now study the limit of σn(h)∇un in order to obtain σ∗(h). We have
σn(h)∇un · e1 = 1Ω\Ωn
(
α1
∂un
∂x1
− β1h3∂un
∂x2
+ β1h2
∂un
∂x3
)
+α2,n|ωn|1Ωn|ωn|
∂un
∂x1
− β2,nh3|ωn|1Ωn|ωn|
∂un
∂x2
+ β2,nh2|ωn|1Ωn|ωn|
∂un
∂x3
.
(2.4.22)
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Hence, passing to the weak-∗ limit in M(Ω) this equality and using the linear sys-
tem (2.4.20), σn(h)∇un · e1 weakly-∗ converges inM(Ω) to(
α1
∂u
∂x1
− β1h3 ∂u
∂x2
+ β1h2
∂u
∂x3
)
+ α2ξ1 − β2h3ξ2 + β2h2ξ3
=
(
α1I3 + β1E (h)
)∇u · e1 + α2β22h1h3 − α2β2h2
α22 + β
2
2h
2
3
ξ3 − β2h3β
2
2h2h3 + α2β2h1
α22 + β
2
2h
2
3
ξ3 + β2h2ξ3
=
(
α1I3 + β1E (h)
)∇u · e1
+
α2(β
2
2h1h3 − α2β2h2)− β2h3(β22h2h3 + α2β2h1) + β2h2(α22 + β22h23)
α22 + β
2
2h
2
3︸ ︷︷ ︸
=0
ξ3,
that is
σn(h)∇un · e1 −⇀
(
α1I3 + β1E (h)
)∇u · e1 weakly-∗ inM(Ω). (2.4.23)
The same calculus leads us to
σn(h)∇un · e2 −⇀
(
α1I3 + β1E (h)
)∇u · e2 weakly-∗ inM(Ω). (2.4.24)
We have, for the last direction e3, the convergence in the weak-∗ sense of Radon measures
σn(h)∇un · e3 ⇀
(
α1
∂u
∂x3
− β1h2 ∂u
∂x1
+ β1h1
∂u
∂x2
)
+ α2ξ3 − β2h2ξ1 + β2h1ξ2 inM(Ω).
Hence, again with the linear system (2.4.20),(
α1
∂u
∂x3
− β1h2 ∂u
∂x1
+ β1h1
∂u
∂x2
)
+ α2ξ3 − β2h2ξ1 + β2h1ξ2
=
(
α1I3 + β1E (h)
)∇u · e3 + α2ξ3 − β2h2β22h1h3 − α2β2h2
α22 + β
2
2h
2
3
ξ3 + β2h1
β22h2h3 + α2β2h1
α22 + β
2
2h
2
3
ξ3.
Finally, by the previous equality, (2.4.23) and (2.4.24), we get that
σ∗(h) = α1I3 +
(
α32 + α2β
2
2 |h|2
α22 + β
2
2h
2
3
)
e3 ⊗ e3 + β1E (h).

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Chapitre 3
Homogenization of high-contrast and
non-symmetric conductivities for non
periodic columnar structures.
Joint work with Mohamed CAMAR-EDDINE
Abstract
In this paper we determine, in dimension three, the effective conductivities of non
periodic high-contrast two-phase cylindrical composites, placed in a constant magnetic
field, without any assumption on the geometry of their cross sections. Our method, in
the spirit of the H-convergence of Murat-Tartar, is based on a compactness result and
the cylindrical nature of the microstructure. The homogenized laws we obtain extend
those of the periodic fibre-reinforcing case of [17] to the case of periodic and non periodic
composites with more general transversal geometries.
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3.1 Introduction
At the end of the 19th century, it was discovered [24] that a constant magnetic field h
modifies the symmetric conductivity matrix σ of a conductor into a non symmetric ma-
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trix σ(h). This is know as the Hall effect. In the Maclaurin series of the perturbed
resistivity (σ(h))−1 the zeroth-order term coincides with the resistivity σ−1 in the ab-
sence of a magnetic field [27]. In dimension two, h is a scalar and the first-order term
is an antisymmetric matrix proportional to hJ , h ∈ R; the coefficient of proportional-
ity is called the Hall coefficient. In dimension three, h ∈ R3 and the first-order term,
in the Maclaurin series of (σ(h))−1, is of the form E (Rh) where E (ξ)j := ξ × j and R
is a 3× 3 matrix called the Hall matrix [16]. In this work, we consider the idealized
situation when the induced non symmetric part is proportional to the applied mag-
netic field σ(h) = αI3 + βE (h), where α and β are two constant real numbers. For a
given sequence of perturbed conductivities σn(h), it is of great interest, in electrody-
namics [27, 32], to understand the influence of the magnetic field h on the effective Hall
coefficient or the effective Hall matrix through the homogenization of σn(h).
Let us first review a few of the mathematical theory of homogenization of elliptic
partial differential equations of the form{
− div (σn∇un) = f in Ω,
un = 0 on ∂Ω,
(3.1.1)
where Ω is a bounded open subset of R3, σn is a sequence of matrix-valued functions
in L∞(Ω)3×3 and f is an element of H−1(Ω). This topic has been intensively studied
for the last four decades providing a wide literature [34, 30, 31, 2]. In the context of
conduction, when the conductivity matrices σn are uniformly bounded, Spagnolo [34]
with the G-convergence theory, Murat and Tartar [30, 31] with the H-convergence the-
ory showed that the solution un ∈ H10 (Ω) of the conductivity problem (3.1.1) strongly
converges in L2(Ω), up to a subsequence of n, to the solution of a limit conductivity
problem of the same nature. The case of high-contrast conductivities is very different
since non classical phenomena, such as non local terms, may appear in the limit problem
as shown, for instance, in [19, 25, 1, 18, 11, 26]. This does not happen in dimension
two if the sequence σn is uniformly bounded from below. Briane [10] and Casado-Días
& Briane [13] proved that in that case the class of equations (3.1.1) is always com-
pact in the sense that the limit equation of (3.1.1) is always of the same type. In [13]
they proved some extensions of the well-known div-curl lemma of Murat-Tartar [31] and
deduce several compactness results under the assumption of equi-coerciveness coupled
with the L1-boundedness of the sequence of conductivities.
In this paper we are interested in the homogenization of a class of three-dimensional
conductivity problems of the type{
− div (σn(h)∇un) = f in Ω,
un = 0 on ∂Ω,
(3.1.2)
where σn(h) is an equi-coercive sequence of high-contrast two-phase conductivities, per-
turbed by a constant magnetic field h ∈ R3. Precisely, the conductivities are given
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by σn(h) := (1− 1Ωn)σ1(h) + 1Ωnσ2,n(h) where σ2,n(h) is the unbounded perturbed con-
ductivity of the highly conducting phase Ωn and σ1(h) is the perturbed conductivity of
the phase surrounding Ωn.
In dimension two, for the case of low magnetic field, Bergman [3] was the first
author who came up with a general formula for the effective Hall coefficient of a periodic
composite material in terms of the local Hall coefficients and some local currents solving
the conductivity equations in the absence of a magnetic field. We refer also to the
works [28, 4, 15] for other two-dimensional composites, to [5, 7, 8, 20, 21] for composites
with microstructure independent of one coordinate (the so-called columnar composites)
and to [6, 9] for the case of strong magnetic field.
Recently, in dimension two, M. Briane and the second author [17] obtained the
effective perturbed conductivity σ∗(h) of a sequence of isotropic high-contrast two-phase
conductivities σn(h) in the case of strong magnetic field, i.e., when the symmetric part
and the antisymmetric part of the conductivity are of the same order. By extending a
duality principle from [14] and using a suitable Dykhne transformation, which (following
Milton [28, 29]) changes non symmetric matrices into symmetric ones, they proved that
the symmetric part of the effective perturbed conductivity σ∗(h) is given in terms of the
effective conductivity in the absence of a magnetic field. They subsequently compared
their two-dimensional results to a three-dimensional periodic one and showed that the
way a magnetic field perturbs the conductivity of a composite depends on the dimension.
In order to compute the explicit perturbation formula in dimension three, they restricted
themselves to a particular periodic fibre-reinforced structure, i.e., a structure completely
described by any two-dimensional cross section transversal to the fibres (first introduced
by Fenchenko, Khruslov [19] to derive a non local effect in homogenization). To our
knowledge, only few results are known on the homogenization of both high-contrast and
non symmetric conductivities in dimension three.
The aim of this paper is to determine the effective perturbed conductivity of (3.1.2)
for non periodic high-contrast two-phase cylindrical composites without any assumption
on the geometry of the transversal microstructure.
We first investigate the periodic case, that is, when the conductivity is of the
form σn(h)(·) = Σn(h)(·/εn) where Σn(h)(·) is a Y -periodic matrix-valued function and
the positive sequence εn → 0 represents the size of the heterogeneities in the composite.
In order to avoid non local effects in the limit problem, following Briane [12], we assume
the existence of a sequence of positive numbers cn such that ε2n cn tends to zero, as n
goes to infinity, and satisfying the weighted Poincaré-Wirtinger inequality
∀V ∈ H1(Y ),
ˆ
Y
|Σn(h)(y)|
∣∣∣∣V − ˆ
Y
V dy
∣∣∣∣2 dy ≤ cn ˆ
Y
Σn(y)∇V · ∇V dy. (3.1.3)
For a fixed positive integer n, using the theory of exact relations of Grabovsky, Milton,
Sage [20, 21, 22] (thanks to the independence of the microstructure of the variable x3),
we obtain the H-limit
(
σn
)
∗ associated with the periodic homogenization [2] of the
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oscillating sequence Σn(·/ε) as ε→ 0. Then, we show that the sequence of constant
conductivities
(
σn
)
∗ converges to some σ∗(h) which, according to [12], coincides with
the homogenized conductivity associated with the limit problem of (3.1.2). The ob-
tained effective conductivity σ∗(h) is explicitly computed in terms of the homogenized
conductivity σ˜∗(h) of the conduction problem posed in the (x1, x2)-plane transversal to
the columnar composite (see Proposition 3.2.1).
Most of the arguments and tools used in the periodic case crucially lie on the periodic
nature of the microstructure. Therefore, a fundamentally different approach is necessary
for the analysis of (3.1.2) when σn(h) is not periodic.
In order to study the asymptotic behavior of the problem (3.1.2) in the non periodic
case, using a method, in the spirit of the H-convergence of Murat-Tartar, we determine
the limit, in an appropriate sense, of the current σn(h)∇un. The key ingredient of this
approach is a fundamental compactness result (see Lemma 3.3.1) based on a control
of high conductivities in thin structures through weighted Poincaré-Wirtinger type in-
equalities. This compactness lemma, combined with the two-dimensional results of [17]
and the cylindrical structure of the composite allows us to obtain an explicit formula
of σ∗(h), once again, in terms of the transversal homogenized conductivity σ˜∗(h) and of
some bounded function θ which, in some sense, takes account of the distribution of the
highly conducting phase Ωn in Ω (see Theorem 3.3.1).
The structure of the paper is the following: In Section 3.1.1 we set up some general
notations. Section 3.2 deals with the periodic case. In Section 3.3 we extend the
periodic result of Section 3.2 to a non periodic framework. Section 3.4 is devoted to
some examples illustrating both the periodic and non periodic perturbation formulas.
Here, we give some general notations and definitions.
3.1.1 General notations and definitions
• Ω is a bounded open subset of R3 with a Lipschitz boundary. The unit cube
of R3, namely (−1
2
, 1
2
)3, is denoted by Y .
• For any subset ω of Ω, we denote by ω the closure of ω in R3.
• εn is a sequence of positive real numbers converging to zero as n goes infinity.
• For any matrix σ in Rd×d, σT denotes the transpose of the matrix σ while σs
denotes its symmetric part. For any invertible matrix σ in Rd×d, we write sim-
ply σ−T :=
(
σ−1
)T
=
(
σT
)−1.
• Id denotes the unit matrix in Rd×d and J := ( 0 −11 0 ).
• For any vector h ∈ R3, E (h) denotes the 3× 3 antisymmetric matrix defined
by E (h)x := h× x, for x ∈ R3.
• For any σ, η ∈ Rd×d, σ ≤ η means that for any ξ ∈ Rd, σξ · ξ ≤ ηξ · ξ.
• For any vector ξ ∈ R3, ξ˜ ∈ R2 denotes the vector of its first two components
ξ˜ := (ξ1, ξ2)
T. (3.1.4)
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• ∇· denotes the gradient operator in R3 with respect to the variables (x1, x2, x3)
while ∇˜· is the gradient operator in R2 with respect to the variables (x1, x2): for
any u ∈ H1(Ω), the function ∇˜u is defined on Ω˜ by
∇˜u :=
(
∂u
∂x1
,
∂u
∂x2
)T
,
where Ω˜ is the projection of Ω on the (x1, x2)-plane.
• For any 3× 3 matrix σ, we denote by σ˜ the 2× 2 matrix defined by
σ˜ :=
(
σ11 σ12
σ21 σ22
)
. (3.1.5)
• The scalar product of two vectors u and v of Rd is denoted by u · v.
• | · | denotes, the euclidean norm in Rd, the subordinate norm in Rd×d and the
Lebesgue measure.
• For a Borel subset ω ∈ Rd and a function u ∈ L1(ω) the average value of u over ω
is denoted by  
ω
u dx :=
1
|ω|
ˆ
ω
u dx.
When ω = Y , we simply denote this average value by 〈·〉.
• We denote by 1ω the characteristic function of the set ω.
• We denote by Cc(Ω) the set of continuous functions with compact support in Ω.
The subspace of Cc(Ω) of infinitely differentiable functions with compact support
in Ω is denoted by D(Ω).
• We denote by C0(Ω) the space of continuous functions on Ω vanishing on the
boundary ∂Ω of Ω endowed with the usual norm.
• For any locally compact subset X of Rd,M(X) denotes the set of Radon measures
defined on X.
• A sequence (µn) inM(Ω) is said to weakly-∗ converge to a measure µ if
ˆ
Ω
ϕµn(dx) −−−→
n→∞
ˆ
Ω
ϕµ(dx), for any ϕ ∈ C0(Ω).
• The space of Y -periodic functions which belong to Lploc(Rd) (resp. H1loc(Rd)) is
denoted by Lp#(Y ) (resp. H
1
#(Y )).
• Throughout the paper, the letter c denotes a positive constant the value of which
is not given explicitly and may vary from line to line.
In the sequel, we will use the following extension of H-convergence for two-dimensional
high-contrast conductivities introduced in [13] for the symmetric case and extended
in [14] to the non symmetric case:
Definition 3.1.1. Let Ω˜ be a bounded domain of R2 and let σ˜n ∈ L∞(Ω)2×2 be a sequence
of equi-coercive matrix-valued functions. The sequence σ˜n is said to H(M(Ω˜)2)-converge
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to a matrix-valued function σ˜∗ if for any distribution g in H−1(Ω˜), the solution un of
the problem {
div
(
σ˜n∇˜un
)
= g in Ω˜,
un = 0 on ∂Ω˜,
satisfies the convergences{
un −⇀ u in H10 (Ω˜),
σ˜n∇˜un −⇀ σ˜∗∇˜u weakly-∗ inM(Ω˜)2,
where u is the solution of the problem{
div
(
σ˜∗∇˜u
)
= g in Ω˜,
u = 0 on ∂Ω˜.
Let Ω˜ be a bounded open subset of R2 with a Lipschitz boundary and Ω˜n be a
sequence of open subsets of Ω˜. Let Ω be the bounded open cylinder Ω := Ω˜× (0, 1)
and Ωn the sequence of open cylinders Ωn := Ω˜n × (0, 1). Consider α1 > 0, β1 ∈ R and
two sequences α2,n ≥ α1 and β2,n ∈ R. Define, for any h ∈ R3, the two-phase isotropic
conductivity
σn(h) :=
{
σ1(h) := α1I3 + β1E (h) in Ω \ Ωn,
σ2,n(h) := α2,nI3 + β2,nE (h) in Ωn,
(3.1.6)
where
E (h) :=
(
0 −h3 h2
h3 0 −h1
−h2 h1 0
)
and h = (h1, h2, h3)T ∈ R3.
In the domain Ω, the matrix-valued function σn(h) does not depend on the variable x3
and model the conductivity of a columnar heterogeneous medium. The phase Ωn is the
one of high conductivity: α2,n and β2,n are unbounded. In order to ensure the L1(Ω)3×3-
boundedness of the conductivity, we assume that the volume fraction of the highly
conducting phase θn := |Ω|−1|Ωn| converges to zero and that the convergences{
θnα2,n −−−→
n→∞
α2 > 0,
θnβ2,n −−−→
n→∞
β2 ∈ R, (3.1.7)
hold. Assumption (3.1.7) can be rewritten
θnσ2,n(h) = θnα2,nI3 + θnβ2,nE (h) −−−→
n→∞
σ2(h) := α2I3 + β2E (h). (3.1.8)
Our aim is to study the homogenization of the Dirichlet problem, for f ∈ H−1(Ω),{ − div (σn(h)∇un) = f in Ω,
un = 0 on ∂Ω.
(3.1.9)
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On the one hand, we consider the case of a periodic cylindrical composite without
any assumption on the geometry of its cross section. This framework extends the one of
the three-dimensional result of [17] where the highly conducting zone is a set of circular
fibres. On the other hand, by the means of a compactness result (see Lemma 3.3.1), we
analyse the case of cylindrical but non periodic composites. In both cases, we impose
conditions, adapting [12], that prevent from the appearance of non local terms so that
the limit equation of (3.1.9) is a conductivity one.
In the sequel, we will omit the dependence on h of σ1(h), σ2,n(h) and σ2(h) denoting
simply σ1, σ2,n and σ2.
3.2 The periodic case
In this section, we study the influence of a constant magnetic field h ∈ R3 on the
effective conductivity of a composite material where the highly conducting phase is
periodically distributed but, contrary to [17], the cross section of which has a gen-
eral geometry. Consider a sequence ωn = ω˜n × (0, 1) where ω˜n is a sequence of subsets
of (0, 1)2 with |ωn| converging to 0, as n tends to infinity. Let Ωn be the sequence of
open subsets of Ω defined by
Ωn = Ω ∩
⋃
k∈Z3
εn
(
ωn + k
)
.
The conductivity of the heterogeneous medium occupying Ω is given by
σn(h)(x) = Σn(h)
(
x
εn
)
, ∀x ∈ Ω, (3.2.1)
where Σn(h)(·) is a Y -periodic function defined by
Σn(h) = anI3 + bnE (h) with
{
an := α11Y \ωn + α2,n1ωn ,
bn := β11Y \ωn + β2,n1ωn .
(3.2.2)
For a fixed n ∈ N∗, let (σn)∗(h) be the constant matrix defined by
∀λ ∈ R3, (σn)∗(h)λ =
〈
Σn(h)∇W λn
〉
, (3.2.3)
where, for any λ ∈ R3, W λn is the unique solution in H1] (Y ) of the auxiliary problem
div
(
Σn(h)∇W λn
)
= 0 in D ′(R3) and
〈
W λn − λ · y
〉
= 0, (3.2.4)
which is equivalent to the variational cell problem{ 〈
Σn(h)∇W λn · ∇Φ
〉
= 0, ∀Φ ∈ H1] (Y ),〈
W λn (y)− λ · y
〉
= 0.
(3.2.5)
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The matrix (σn)∗(h) is the homogenized conductivity of the oscillating sequence Σn(·/ε)
as ε→ 0 (see, for instance, [2] for more details).
The limit problem of the high-contrast three-dimensional equation (3.1.9) where σn(h)
is given by (3.2.1) may include non local effects. In order to avoid such effects, we as-
sume, following [12], that the weighted Poincaré-Wirtinger inequality
∀V ∈ H1(Y ),
ˆ
Y
an
∣∣∣∣V − ˆ
Y
V
∣∣∣∣2 ≤ Cn ˆ
Y
an|∇V |2, (3.2.6)
holds true with
ε2nCn −−−→
n→∞
0. (3.2.7)
Under the assumptions (3.2.6) and (3.2.7), it was shown in [12] that the sequence of
problems (3.1.9) converges to a conduction one with a homogenized conductivity σ∗(h).
The main contribution of Proposition 3.2.1 below is to provide a formula for the
effective conductivity σ∗(h) of a cylindrical periodic composite the cross section of which
has a general geometry.
Proposition 3.2.1. Consider the sequence of problems (3.1.9) where σn(h) is the con-
ductivity defined by (3.2.1)-(3.2.2). Assume that (3.1.7), (3.2.6) and (3.2.7) are satisfied.
Then, there exists a constant matrix σ∗(h) such that, up to a subsequence, the solution un
of (3.1.9) weakly converges in H10 (Ω) to the solution u of{ − div (σ∗(h)∇u) = f in Ω,
u = 0 on ∂Ω. (3.2.8)
Moreover, the homogenized matrix σ∗(h) is the limit of
(
σn
)
∗(h) (see (3.2.3)) and is
given by
σ∗(h) :=
(
σ˜∗ p∗
qT∗ α∗
)
, (3.2.9)
where 
p∗ = −
[
β1I2 + β2
(
σ˜∗ − σ˜1
)
σ˜−12
]
Jh˜,
q∗ =
[
β1I2 + β2 σ˜
−1
2
(
σ˜∗ − σ˜1
)]T
Jh˜,
α∗ = α1 + α2 + β22 σ˜
−1
2
(
σ˜1 + σ˜2 − σ˜∗
)
σ˜−12 Jh˜ · Jh˜,
(3.2.10)
and, for any i = 1, 2,
σ˜i :=
(
αi −βi h3
βi h3 αi
)
.
Remark 3.2.1. For the sake of simplicity, throughout the paper, the symmetric part
of σn(h) is supposed to be isotropic. However, the results we obtain can be extended to
composites the components of which have anisotropic conductivities.
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Remark 3.2.2. It was shown in [12] that, due to the L1(Y )3×3-boundedness of Σn(h)(·),
the sequence
(
σn
)
∗(h) is bounded. Thanks to (3.2.6) and (3.2.7), Theorem 2.1 of [12]
ensures that the limit σ∗(h) obtained in the following way
Σn(h)
(x
ε
) H−⇀
ε→0
(
σn
)
∗(h) −−−→n→∞ σ∗(h),
satisfies the convergence
σn(h)∇un −⇀ σ∗(h)∇u inM(Ω)3,
and then, coincides with the homogenized conductivity matrix in the problem (3.2.8).
Remark 3.2.3. Since Ωn has a columnar structure, the sequence σ˜n(h) given by
σ˜n(h) := σ˜n(h3) =
{
σ˜1(h3) = α1I2 + β1h3J in Ω˜ \ Ω˜n,
σ˜2,n(h3) = α2,nI2 + β2,nh3J in Ω˜n,
depends only on the transversal variable (x1, x2) and is then associated with the two-
dimensional problems, for any g ∈ H−1(Ω˜),{
− div (σ˜n(h3)∇˜vn) = g in Ω˜,
vn = 0 on ∂Ω˜.
(3.2.11)
Similarly to (3.2.3), we define the constant matrix
(
σ˜n
)
∗(h3). For any λ ⊥ e3, the
solution W λn of (3.2.4) does not depend on the variable y3 and then〈
W λn − λ˜ · y˜
〉
= 0 and div
(
Σ˜n(h3)∇˜W λn
)
= 0 in D ′(R2).
This equation and (3.2.4) imply that, for any λ, µ ⊥ e3,(
σn
)
∗(h)λ · µ =
〈
Σn(h)∇W λn
〉 · µ = 〈Σ˜n(h3)∇˜W λn 〉 · µ˜ = (σ˜n)∗(h3)λ˜ · µ˜.
Hence, by Remark 3.2.2,
(
σ˜n
)
∗(h3) converges to the 2× 2 matrix σ˜∗ involved in (3.2.9). A
two-dimensional perturbation formula in [17] gives the influence of the magnetic field h3
on σ˜∗:
σ˜∗ := σ˜∗(h3) = σ0∗
(
α1, α2 + α
−1
2 β
2
2h
2
3
)
+ h3β1J, (3.2.12)
where σ0∗ is a locally Lipschitz function defined on (0,∞)2, and for any positive num-
bers α1, α2, σ0∗(α1, α2) is the transversal homogenized conductivity in the absence of a
magnetic field. The independence of the microstructure of the variable x3 allows us to
obtain an explicit expression of σ∗(h) in terms of the transversal homogenized conduc-
tivity σ0∗ in the absence of a magnetic field.
Remark 3.2.4. In the case where the cross section of the fibres is circular, it was proved
in [17] that σ0∗(α1, α2) = α1I2 and the limit σ∗(h) in (3.2.9) reduces to
σ∗(h) = α1I3 +
[
α2 + β
2
2 σ˜
−1
2 Jh˜ · Jh˜
]
e3 ⊗ e3 + β1E (h).
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Now, let us proceed with the proof of Proposition 3.2.1.
Proof of Proposition 3.2.1. Thanks to Remarks 3.2.2 and 3.2.3, there exists a 3× 3
matrix σ∗(h) such that, up to a subsequence, we have the convergence of constant
matrices (
σn
)
∗(h) −−−→n→∞ σ∗(h) :=
(
σ˜∗ p∗
qT∗ α∗
)
, (3.2.13)
where σ˜∗ is given by (3.2.12) and where the constants q∗, p∗ ∈ R2, α∗ ∈ R have to be
determined. To this end, we divide the proof into two steps. We first apply Grabovsky
and Milton’s method [20, 21, 23] to link
(
σn
)
∗ to a more simple problem. Then, we
study the asymptotic behavior of the different coefficients of this new problem.
First step: A stable transformation under homogenization. For a fixed n ∈ N∗, fol-
lowing Grabovsky and Milton [23, 20], we consider two vectors p0,n, q0,n ∈ R2 and the
transformation
σ′n := Πn σn(h) Π̂n =
(
σ˜n p
′
n
q′Tn α
′
n
)
, (3.2.14)
where
Πn :=
(
I2 0
qT0,n 1
)
, Π̂n :=
(
I2 p0,n
0 1
)
, (3.2.15)
and
p′n =
{
σ˜1p0,n − β1Jh˜ in Ω \ Ωn,
σ˜2,np0,n − β2,nJh˜ in Ωn,
q′n =
{
σ˜T1 q0,n + β1Jh˜ in Ω \ Ωn,
σ˜T2,nq0,n + β2,nJh˜ in Ωn.
(3.2.16)
Let us choose the parameters p0,n and q0,n in such a way that p′n and q′n are constant.
To that aim, p0,n and q0,n have to satisfy the identities{
σ˜1p0,n − β1Jh˜ = σ˜2,np0,n − β2,nJh˜,
σ˜T1 q0,n + β1Jh˜ = σ˜
T
2,nq0,n + β2,nJh˜,
which implies that
p0,n = (β2,n − β1)
(
σ˜2,n − σ˜1
)−1
Jh˜ and q0,n = (β2,n − β1)
(
σ˜1 − σ˜2,n
)−T
Jh˜. (3.2.17)
The new matrix-valued function σ′n defined by (3.2.14) is periodic and can be rewritten
∀x ∈ Ω, σ′n(x) = Σ′n
(
x
εn
)
where Σ′n :=
(
Σ˜n p
′
n
q′Tn a
′
n
)
. (3.2.18)
Moreover, by (3.2.14), the coefficient a′n in (3.2.18) has the following explicit expression:
a′n = α
′
1,n1Y \ωn + α
′
2,n1ωn , (3.2.19)
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where  α
′
1,n = α1 + σ˜1p0,n · q0,n + β1 (p0,n − q0,n) · Jh˜,
α′2,n = α2,n + σ˜2,np0,n · q0,n + β2,n (p0,n − q0,n) · Jh˜.
(3.2.20)
Let us now study the homogenization of σ′n. Define
(
σ′n
)
∗ as in the formula (3.2.3).
The conductivity Σ′n does not depend on the variable y3. On the one hand, as in Re-
mark 3.2.3, if λ ⊥ e3, the solution W λn of the problem (3.2.5), with the conductivity Σ′n,
does not depend on the variable y3 and ∇W λn = (∇˜W λn , 0)T. Hence, since q′n is a con-
stant, and by Remark 3.2.3,(
σ′n
)
∗λ =
(〈Σ˜n∇˜W λn 〉, 〈q′n · ∇˜W λn 〉)T = ((σ˜n)∗λ˜, q′n · λ˜)T. (3.2.21)
On the other hand, it is clear that, for λ = e3, W e3n (y) = y3 satisfies (3.2.5) with the
conductivity Σ′n. Hence, since p′n is a constant, we have(
σ′n
)
∗e3 =
〈
(p′n, a
′
n)
T〉 = (p′n, 〈a′n〉)T. (3.2.22)
Then, by (3.2.19), (3.2.21), (3.2.22) and since |ωn| ∼
n→∞
θn, the matrix
(
σ′n
)
∗ has the
form (
σ′n
)
∗ =
((
σ˜n
)
∗ p
′
n
q′Tn 〈a′n〉
)
, (3.2.23)
where
〈a′n〉 =
[
α1 + σ˜1p0,n · q0,n + β1 (p0,n − q0,n) · Jh˜
]
,
+ θn
[
α2,n + σ˜2,np0,n · q0,n + β2,n (p0,n − q0,n) · Jh˜
]
+ o(1).
(3.2.24)
Second step: Application of the theory of exact relations and asymptotic behavior
of
(
σ′n
)
∗. By (3.1.7) and since the volume fraction θn converges to 0, we have p0,n = θn(β2,n − β1)
(
θn(σ˜2,n − σ˜1)
)−1
Jh˜ −−−→
n→∞
β2σ˜
−1
2 Jh˜
q0,n = θn(β2,n − β1)
(
θn(σ˜1 − σ˜2,n)
)−T
Jh˜ −−−→
n→∞
−β2σ˜−T2 Jh˜.
(3.2.25)
Then, by (3.1.7), (3.2.16), (3.2.24) and (3.2.25) we obtain the convergences
p′n −→
n→∞
p′∗ :=
[−β1I2 + β2σ˜1σ˜−12 ] Jh˜,
q′n −→
n→∞
q′∗ :=
[
β1I2 − β2σ˜T1 σ˜−T2
]
Jh˜,
〈a′n〉 −→
n→∞
α′∗ :=
2∑
i=1
[
αi − β22 σ˜−12 σ˜iσ˜−12 Jh˜ · Jh˜+ 2 β2 βi σ˜−12 Jh˜ · Jh˜
]
,
(3.2.26)
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Πn −−−→
n→∞
Π :=
(
I2 0
β2h˜
TJσ˜−12 1
)
and Π̂n −−−→
n→∞
Π̂ :=
(
I2 β2σ˜
−1
2 Jh˜
0 1
)
. (3.2.27)
Since the matrix transformation (3.2.14) preserves the H-limit in the periodic case (as
can be seen, for instance, in [20, 21, 29]), we have(
σ′n
)
∗ = Πn
(
σn
)
∗(h) Π̂n. (3.2.28)
Passing to the limit, as n goes to infinity, in relation (3.2.28), using successively the
equalities (3.2.13), (3.2.23), (3.2.26)-(3.2.27), we obtain(
σ˜∗ p′∗
q′T∗ α
′
∗
)
= Π σ∗ Π̂. (3.2.29)
Inverting the identity (3.2.29) and taking into account (3.2.26) and (3.2.27) leads to the
equality (3.2.10). The proof of Proposition 3.2.1 is completed. 
Now let us turn to the non periodic case.
3.3 The non periodic case
In this section, we study the homogenization of the problem (3.1.9) without any
periodicity assumption. The conductivity σn(h) is defined by
σn(h) := αnI3 + βnE (h) where
{
αn := 1Ω\Ωnα1 + 1Ωnα2,n,
βn := 1Ω\Ωnβ1 + 1Ωnβ2,n.
(3.3.1)
Consider the covering of R3 by the squares Qkn defined by
∀k ∈ Z3, Qkn = εn(Y + k). (3.3.2)
We assume that the conductivity coefficient αn defined by the equation (3.3.1) satisfies,
for any k ∈ Z3, n ∈ N∗, the following conditions:
(i) the weighted Poincaré-Wirtinger inequality
∀ v ∈ H1(Qkn),
ˆ
Qkn
αn
∣∣∣∣v −  
Qkn
v
∣∣∣∣2 dx ≤ cn ˆ
Qkn
αn|∇v|2 dx, (3.3.3)
where cn is a sequence of positive constants satisfying
cn −−−→
n→∞
0; (3.3.4)
(ii) there exists a positive constant c such that, for any k ∈ Z3 and n ∈ N∗,
 
Qkn
αn ≤ c. (3.3.5)
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Remark 3.3.1. Note that, in the periodic case, the hypothesis (3.2.6)-(3.2.7) is a rescal-
ing of (3.3.3)-(3.3.4) which, similarly to the periodic case, prevents from the appearance
of non local effects in the limit problem. Assumption (3.3.5) ensures that the microstruc-
ture does not concentrate on a lower dimension subset through the homogenization
process since it implies that (see in the proof of Lemma 3.3.1)
θ−1n 1Ωn −⇀ θ ∈ L∞(Ω) weakly-∗ inM(Ω). (3.3.6)
In the periodic case, (3.3.5) is clearly satisfied since
 
Qkn
αn dx = ‖an‖L1(Y ) ≤ c,
where an is defined by (3.2.2) and θ ≡ 1.
We have the following result:
Theorem 3.3.1. Assume that (3.1.7), (3.3.2)-(3.3.5) are satisfied. Then, there exist a
matrix-valued function σ∗(h) and a subsequence of n, still denoted by n, such that the
solution un of the problem (3.1.9) converges weakly in H10 (Ω) to the solution u of the
conductivity problem {− div (σ∗(h)∇u) = f in Ω,
u = 0 on ∂Ω. (3.3.7)
Moreover, the effective conductivity σ∗(h) in (3.3.7) is given by
σ∗(h) :=
(
σ˜∗ p∗
qT∗ α∗
)
, (3.3.8)
where σ˜∗ is the H(M(Ω˜)2)-limit of σ˜n(h) in the sense of Definition 3.1.1, θ ∈ L∞(Ω) is
the weak-∗ limit of θ−1n 1Ωn and
p∗ = −
[
β1I2 + β2
(
σ˜∗ − σ˜1
)
σ˜−12
]
Jh˜,
q∗ =
[
β1I2 + β2 σ˜
−1
2
(
σ˜∗ − σ˜1
)]T
Jh˜,
α∗ = α1 + θα2 + β22 σ˜
−1
2
(
σ˜1 + θσ˜2 − σ˜∗
)
σ˜−12 Jh˜ · Jh˜,
(3.3.9)
and, for any i = 1, 2,
σ˜i :=
(
αi −βi h3
βi h3 αi
)
.
Remark 3.3.2. The shape (3.3.2) of Qkn is purely technical and can be generalized into
any subset the diameter of which is of order εn.
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Remark 3.3.3. Since Ωn has a columnar structure, 1Ωn does not depend on the vari-
able x3. Therefore,
θ−1n 1Ω˜n −⇀ θ ∈ L∞(Ω˜) weakly-∗ inM(Ω˜). (3.3.10)
Hence, as in Remark 3.2.3, it was proved in [17] that there exists a function σ0∗ defined
on (0,∞)2 and a subsequence of n, such that, for any α1, α2 > 0, β1, β2 ∈ R,
σ˜n(h) = σ˜n(h3)
H(M(Ω˜)2)−⇀ σ˜∗(h) = σ0∗
(
α1, α2 + α
−1
2 β
2
2h
2
3
)
+ h3β1J.
We obtain, once again, an explicit expression of σ∗(h) in terms of the homogenized
perturbed conductivity in the (x1, x2)-plane, in the absence of a magnetic field.
A crucial ingredient of the proof of Theorem 3.3.1 is the following compactness result:
Lemma 3.3.1. Let αn be the sequence defined by (3.3.1) such that (3.1.7) and (3.3.3)-
(3.3.5) hold true. Consider two sequences ξn ∈ L1(Ω) and vn ∈ H1(Ω) satisfying
ξn −⇀ ξ weakly-∗ inM(Ω) and vn −⇀ v weakly in H1(Ω). (3.3.11)
We assume that ˆ
Ω
α−1n |ξn|2 dx+
ˆ
Ω
αn|∇vn|2 dx ≤ c. (3.3.12)
Then, ξ ∈ L2(Ω) and we have the convergence, in the sense of distributions
ξnvn −⇀ ξv in D ′(Ω). (3.3.13)
Remark 3.3.4. Note that Lemma 3.3.1 is false when the conditions (3.3.3)-(3.3.4)
do not hold. This can be seen by considering the classical model example of non lo-
cal effects in conduction due to Fenchenko-Khruslov [19] and presented, for instance,
in [13, 10]. For the reader’s convenience, we give the main steps of the counterex-
ample. Let Ω := (−1
2
, 1
2
)3 and Ωn be the 1n -periodic lattice of thin vertical cylinders
of radius n−1e−n2 . Let αn be the scalar conductivity defined by (3.3.1) with α1 := 1
and α2,n := pi−1 e2n
2 which satisfies (3.1.7) and (3.3.5). For a fixed f in L2(Ω), let un be
the solution, in H10 (Ω), of the equation
− div(αn∇un) = f in D ′(Ω).
For R ∈ (0, 1
2
), let Vn be the Y -periodic function defined on R3 by
Vn(y) :=

ln r + n2
lnR + n2
if r :=
√
y21 + y
2
2 ∈ (e−n2 , R),
0 if r ≤ e−n2 (region of high conductivity),
1 if r ≥ R.
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An easy computation shows that the sequences ξn := αn∇un · e3 and vn(x) := Vn(nx)
satisfy the assumption (3.3.12) and that vn weakly converges to the constant function 1
in H1(Ω). Moreover, Briane and Tchou [18] proved that
ξn = αn
∂un
∂x3
−⇀ ξ := ∂u
∂x3
+
∂v
∂x3
weakly-∗ inM(Ω),
where the weak limit u of un in H10 (Ω) and the weak-∗ limit v of 1Ωnpie−2n2 un in the sense
of Radon measures satisfy the coupled system
−∆u+ 2pi (u− v) = f in Ω,
−∂
2v
∂x23
+ v − u = 0 in Ω,
u = 0 on ∂Ω,
v(x′, 0) = v(x′, 1) = 0 if x′ ∈ (−1
2
, 1
2
)2.
(3.3.14)
Then, if f is non zero, u and v are two different functions. Therefore, the conver-
gence (3.3.13) does not hold true since, by the strong convergence, up to a subsequence,
of vn to 1 in L2(Ω) and the weak convergence of 1Ω\Ωn∇un to ∇u in L2(Ω), we have
ξnvn = 1Ω\Ωn
∂un
∂x3
vn −⇀ ∂u
∂x3
6= ξ × 1 = ∂u
∂x3
+
∂v
∂x3
in D ′(Ω).
Substituting the expression of v, in terms of u, in the first equation of (3.3.14) leads
to a non local term in the equation satisfied by u. The Poincaré-Wirtinger inequal-
ity (3.3.3) with the condition (3.3.4) is fundamental to avoid such effects. In this ex-
ample, (3.3.4) is false since (see [12] for more details) the optimal constant cn in (3.3.3)
satisfies cn ≥ c > 0.
Proof of Lemma 3.3.1. On the one hand, by (3.1.7), the sequence αn is bounded
in L1(Ω) and then, up to a subsequence, weakly-∗ converges to some a ∈M(Ω). More-
over, the Radon measure a belongs to L∞(Ω). Indeed, let ϕ ∈ C0(Ω) and denote again
by ϕ its extension to R3 by setting ϕ ≡ 0 on R3 \ Ω. There exists a finite subset In of Z3
such that
Ω ⊂
⋃
k∈In
Qkn,
where Qkn is defined by (3.3.2). As ϕ is a uniformly continuous function, we haveˆ
Ω
αnϕ dx =
∑
k∈In
ˆ
Qkn
αnϕ dx =
∑
k∈In
ϕ(εnk)
ˆ
Qkn
αn dx+ o(1). (3.3.15)
By (3.3.5), we have∑
k∈In
|ϕ(εnk)|
ˆ
Qkn
αn dx ≤ c
∑
k∈In
|Qkn||ϕ(εnk)| = c‖ϕ‖L1(Ω) + o(1). (3.3.16)
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The weak-∗ convergence of αn to a, combined with (3.3.15) and (3.3.16) yields∣∣∣∣ˆ
Ω
ϕa(dx)
∣∣∣∣ ≤ c‖ϕ‖L1(Ω),
which implies that the measure a is absolutely continuous with respect to the Lebesgue
measure and a ∈ L∞(Ω). From (3.1.7) and the convergence of αn to a, we have the
weak-∗ convergence in the sense of Radon measures
θ−1n 1Ωn = (θnα2,n)
−1(αn − α11Ω\Ωn) −⇀ θ := α−12 (a− α1) ∈ L∞(Ω), (3.3.17)
and then a = α1 + θα2.
On the other hand, by the Cauchy-Schwarz inequality combined with (3.3.11), (3.3.5)
and the convergence of αn to α1 + α2 θ, we have, for any ϕ ∈ C0(Ω),∣∣∣∣ˆ
Ω
ϕ ξ(dx)
∣∣∣∣2 = limn→∞
∣∣∣∣ˆ
Ω
ξnϕ dx
∣∣∣∣2 ≤ lim sup
n→∞
ˆ
Ω
α−1n ξ
2
n dx
ˆ
Ω
αnϕ
2 dx
≤ c
ˆ
Ω
(α1 + θα2)ϕ
2 dx ≤ c‖α1 + θα2‖∞ ‖ϕ‖2L2(Ω),
which implies that the limit measure ξ of ξn in (3.3.11) is actually an element of L2(Ω).
We now prove the convergence (3.3.13). Let ϕ ∈ D(Ω) and let In be a finite subset
of Z3 such that
suppϕ ⊂
⋃
k∈In
Q
k
n ⊂ Ω,
where suppϕ is the support of ϕ. For any w ∈ H1(Ω), define wεn the piecewise constant
function associated with the partition
(
Qkn
)
k∈In as follows:
wεn =
∑
k∈In
( 
Qkn
w
)
1Qkn . (3.3.18)
In order to study the convergence, in the sense of distributions, of (ξnvn − ξv) to 0, we
rewrite it as
ξnvn − ξv = ξn
(
vn − vnεn
)︸ ︷︷ ︸
:=pn
+ ξn
(
vn
εn − vεn)︸ ︷︷ ︸
:=qn
+ ξnv
εn − ξv︸ ︷︷ ︸
:=rn
(3.3.19)
and estimate each term of the identity (3.3.19) separately.
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Convergence of the term pn in (3.3.19). Thanks to the Cauchy-Schwarz inequality, we
have ∣∣∣∣ˆ
Ω
ξn
(
vn − vnεn
)
ϕ dx
∣∣∣∣2 ≤
(∑
k∈In
∣∣∣∣ˆ
Qkn
ξn
(
vn −
 
Qkn
vn
)
ϕ dx
∣∣∣∣
)2
≤ ‖ϕ‖2∞
(∑
k∈In
√ˆ
Qkn
α−1n |ξn|2 dx
√ˆ
Qkn
αn
∣∣∣∣vn −  
Qkn
vn
∣∣∣∣2 dx
)2
≤ ‖ϕ‖2∞
∑
k∈In
ˆ
Qkn
α−1n |ξn|2 dx
∑
k∈In
ˆ
Qkn
αn
∣∣∣∣vn −  
Qkn
vn
∣∣∣∣2 dx
≤ cn‖ϕ‖2∞
ˆ
Ω
α−1n |ξn|2 dx
ˆ
Ω
αn |∇vn|2 dx,
(3.3.20)
where the last inequality is a consequence of (3.3.3). Finally, the inequality (3.3.20)
combined with (3.3.12) and the convergence (3.3.4) yield∣∣∣∣ˆ
Ω
ξn
(
vn − vnεn
)
ϕ dx
∣∣∣∣ ≤ c√cn −−−→n→∞ 0. (3.3.21)
Convergence of the term qn in (3.3.19). By the Cauchy-Schwarz inequality and (3.3.5)
combined with (3.3.12), we have∣∣∣∣ˆ
Ω
ξn
(
vn
εn − vεn)ϕ dx∣∣∣∣2 ≤
(∑
k∈In
∣∣∣∣ˆ
Qkn
ξn ϕ dx
∣∣∣∣ ∣∣∣∣ 
Qkn
(vn − v) dx
∣∣∣∣
)2
≤ ‖ϕ‖2∞
(∑
k∈In
|Qkn|−1
√ˆ
Qkn
αn dx
√ˆ
Qkn
α−1n |ξn|2 dx
ˆ
Qkn
|vn − v| dx
)2
≤ ‖ϕ‖2∞
(∑
k∈In
√ 
Qkn
αn dx
√ˆ
Qkn
α−1n |ξn|2 dx
√ˆ
Qkn
(vn − v)2 dx
)2
≤ c‖ϕ‖2∞
∑
k∈In
ˆ
Qkn
α−1n |ξn|2 dx
∑
k∈In
ˆ
Qkn
(vn − v)2 dx
≤ c
ˆ
Ω
α−1n |ξn|2 dx
ˆ
Ω
(vn − v)2 dx
≤ c ‖vn − v‖2L2(Ω).
(3.3.22)
Since vn converges weakly to v in H10 (Ω), by Rellich’s theorem, up to a subsequence, vn
converges strongly to v in L2(Ω). Hence, (3.3.22) implies thatˆ
Ω
ξn
(
vn
εn − vεn)ϕ dx −−−→
n→∞
0. (3.3.23)
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Convergence of the term rn in (3.3.19). Consider, for any δ > 0, a regular approxima-
tion ψδ ∈ Cc(Ω) of v for the L2(Ω) norm, i.e.,
‖v − ψδ‖L2(Ω) = o(δ). (3.3.24)
The term rn in (3.3.19) writes
ξnv
εn − ξv = ξn
(
vεn − ψδεn
)
+ ξn
(
ψδ
εn − ψδ
)
+ (ξn − ξ)ψδ + ξ(ψδ − v). (3.3.25)
On the one hand, since ψδ
εn converges uniformly, as n goes to infinity, to ψδ ∈ Cc(Ω),
the convergence (3.3.11) of ξn to ξ implies that the second term and the third term in
the right hand side of the equality (3.3.25) converge to 0 in D ′(Ω). Moreover, by the
Cauchy-Schwarz inequality and the fact that ξ ∈ L2(Ω), we have∣∣∣∣ˆ
Ω
ξ(ψδ − v)ϕ dx
∣∣∣∣ ≤ ‖ϕ‖∞‖ξ‖L2(Ω)‖ψδ − v‖L2(Ω). (3.3.26)
On the other hand, following (3.3.22), we have∣∣∣∣ˆ
Ω
ξn
(
vεn − ψδεn
)
ϕ dx
∣∣∣∣ ≤ c ‖ϕ‖∞‖v − ψδ‖L2(Ω). (3.3.27)
Hence, by (3.3.24)-(3.3.27), we have
lim sup
n→∞
∣∣∣∣ˆ
Ω
(
ξnvn
εn − ξv)ϕ dx∣∣∣∣ ≤ c ‖ψδ − v‖L2(Ω) = o(δ), (3.3.28)
for arbitrary δ > 0.
Finally, putting together (3.3.19), (3.3.21), (3.3.23) and (3.3.28), we obtain that
lim sup
n→∞
∣∣∣∣ˆ
Ω
(ξnvn − ξv)ϕ dx
∣∣∣∣ = o(δ),
which concludes the proof of Lemma 3.3.1. 
In the sequel we apply Lemma 3.3.1 to sequences ξn of vector-valued functions in L1(Ω)2
or L1(Ω)3.
Proof of Theorem 3.3.1. Thanks to the equi-coerciveness σn ≥ α1I3, the solution un
of the problem (3.1.9) satisfies the convergence, up to a subsequence,
un −⇀ u weakly in H10 (Ω), (3.3.29)
for some u in H10 (Ω). Moreover, putting un as a test function in the equation (3.1.9),
we obtain thatˆ
Ω
αn|∇un|2 dx =
ˆ
Ω
σn∇un · ∇un dx = 〈f, un〉H−1(Ω),H10 (Ω) ≤ c. (3.3.30)
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Since α−12,nσ2,n = I3 + α
−1
2,n β2,nE (h), by (3.1.7) the sequence |α−12,nσ2,n| is bounded. Then,
as the sequence αn is bounded in L1(Ω), the Cauchy-Schwarz inequality and (3.3.30)
give (ˆ
Ω
|σn∇un| dx
)2
≤ c
ˆ
Ω
αn dx
ˆ
Ω
αn|∇un|2 dx ≤ c.
Hence, we have the convergence of the current σn∇un, up to a subsequence,
σn∇un −⇀ ξ0 weakly-∗ inM(Ω)3, (3.3.31)
for some ξ0 ∈M(Ω)3. Moreover, by the boundedness of |α−12,nσ2,n| and (3.3.30), we haveˆ
Ω
α−1n |σn∇un|2 dx ≤ c
ˆ
Ω
αn|∇un|2 dx ≤ c. (3.3.32)
Then, by Lemma 3.3.1 applied to ξn := σn∇un, the measure ξ0 is actually an element
of L2(Ω)3.
The rest of the proof, which is divided into three steps, is devoted to the deter-
mination of the form of the limit current ξ0. To that end, we use a method in the
spirit of H-convergence of Murat-Tartar which is based on the cylindrical nature of the
microstructure and the compactness result of Lemma 3.3.1 for sequences only bounded
in L2(Ω;σ−1/2n dx). In the first two steps, we compute the components ξ0 ·e1 and ξ0 ·e2 by
combining Lemma 3.3.1 with a corrector function associated with the transversal con-
ductivity σ˜n, the existence of which is ensured by the two-dimensional results of [14, 17].
Since the corrector function considered in the previous steps is independent of the vari-
able x3, the component ξ0 · e3 needs a different approach. This is the object of the last
step.
First step: Building a corrector. Thanks to Remark 3.3.3, up to a subsequence of n
still denoted by n, σ˜n H(M(Ω˜)2)-converges to some coercive matrix-valued function σ˜∗.
Then, the sequence σ˜Tn H(M(Ω˜)2)-converges to σ˜T∗ (see Theorem 2.1 of [14]). Let λ ∈ R3
with λ ⊥ e3. For λ˜ = (λ1, λ2)T ∈ R2, let vλ˜n be the solution of{
div
(
σ˜Tn ∇˜vλ˜n
)
= div
(
σ˜T∗ λ˜
)
in Ω˜
vλ˜n = 0 on ∂Ω˜.
(3.3.33)
By Definition 3.1.1, we have the convergences{
vλ˜n −⇀ λ˜ · x˜ = λ · x weakly in H1(Ω˜),
σ˜Tn ∇˜vλ˜n −⇀ σ˜T∗ λ˜ weakly-∗ inM(Ω˜)2.
(3.3.34)
Setting, for x ∈ Ω, vλn(x1, x2, x3) = vλ˜n(x1, x2), we have the convergences{
vλn −⇀ λ · x weakly in H1(Ω),
σ˜Tn ∇˜vλn −⇀ σ˜T∗ λ˜ weakly-∗ inM(Ω)2,
(3.3.35)
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and the energy inequality, as in (3.3.30),ˆ
Ω
αn
∣∣∇vλn∣∣2 dx = ˆ
Ω˜
σ˜n∇˜vλ˜n · ∇˜vλ˜n dx˜ ≤ c. (3.3.36)
Let ϕ ∈ D(Ω). By (3.3.31) and since vλn converges weakly to λ · x in H1(Ω), put-
ting vλnϕ as a test function in (3.1.9) yieldsˆ
Ω
σn∇un · ∇
(
vλnϕ
)
dx −−−→
n→∞
〈f, ϕ λ · x〉H−1(Ω),H10 (Ω) =
ˆ
Ω
ξ0 · ∇(ϕλ · x) dx. (3.3.37)
Since σn and vλn do not depend on the variable x3, we have the identity
σn∇un · ∇vλn = σ˜n∇˜un · ∇˜vλn − ∂3
(
βn∇˜vλn · Jh˜ un
)
. (3.3.38)
Then, by (3.3.38), an integration by parts givesˆ
Ω
σn∇un · ∇
(
vλnϕ
)
dx =
ˆ
Ω
σn∇un · ∇ϕ vλn dx (3.3.39)
+
ˆ
Ω
βn∇˜vλn · Jh˜ un
∂ϕ
∂x3
dx (3.3.40)
+
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜un ϕ dx. (3.3.41)
Step 2: Estimates of the terms in (3.3.39)-(3.3.41). The convergence of these terms are
consequences of Lemma 3.3.1 and the generalized two-dimensional div-curl lemma in a
high-contrast context of [13].
Convergence of the term on the right hand side of (3.3.39). On the one hand, by the
boundedness of α−1n σn and (3.3.30), we have the inequalityˆ
Ω
α−1n |σn∇un · ∇ϕ|2 dx ≤ c ‖∇ϕ‖2∞
ˆ
Ω
αn|∇un|2 ≤ c.
On the other hand, the convergence (3.3.31), the inequality (3.3.36), and the conver-
gence (3.3.35) of vλn to λ · x, show that the sequences ξn := σn∇un and vn := vλn satisfy
the assumptions of Lemma 3.3.1. Hence, we obtainˆ
Ω
σn∇un · ∇ϕ vλn dx −−−→
n→∞
ˆ
Ω
ξ0 · ∇ϕ λ · x dx. (3.3.42)
Convergence of the term in (3.3.40). We first compute the limit of βn∇˜vλn in the sense
of Radon measures. We have the identity
βn∇˜vλn = βn
(
∂vλn
∂x1
,
∂vλn
∂x2
)T
= 1Ω\Ωnβ1∇˜vλn + β2,nσ˜−T2,n
[
1Ωnσ˜
T
2,n∇˜vλn
]
(3.3.43)
= 1Ω\Ωnβ1∇˜vλn + β2,nσ˜−T2,n
[
σ˜Tn ∇˜vλn − 1Ω\Ωnσ˜T1 ∇˜vλn
]
,
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where
σ˜1 :=
(
α1 −β1 h3
β1 h3 α1
)
and σ˜2,n :=
(
α2,n −β2,n h3
β2,n h3 α2,n
)
. (3.3.44)
By (3.1.7), we have
β2,nσ˜
−T
2,n −−−→
n→∞
β2σ˜
−T
2 , where σ˜2 :=
(
α2 −β2 h3
β2 h3 α2
)
. (3.3.45)
Combining this convergence with the ones in (3.3.34), we obtain that
βn∇˜vλn −⇀ β1λ˜+ β2σ˜−T2
[
σ˜T∗ − σ˜T1
]
λ˜ weakly-∗ inM(Ω)2. (3.3.46)
By the boundedness of α−1n σn, (3.1.7) and (3.3.36), we haveˆ
Ω
α−1n |βn∇˜vλn|2 dx ≤ c
ˆ
Ω
αn|∇vλn|2 ≤ c.
This inequality together with (3.3.30), (3.3.46) and the weak convergence (3.3.29) of un
to u inH10 (Ω) show that the sequences ξn := βn∇˜vλn and vn := un satisfy the assumptions
of Lemma 3.3.1. Then,
ˆ
Ω
βn∇˜vλn · Jh˜ un
∂ϕ
∂x3
dx −−−→
n→∞
ˆ
Ω
(
β1I2 + β2 [σ˜∗ − σ˜1] σ˜−12
)
Jh˜ · λ˜ u ∂ϕ
∂x3
dx. (3.3.47)
Convergence of the term in (3.3.41). Integrating by parts in (3.3.41), we obtain that
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜un ϕ dx = −
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜ϕ un dx+
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜ (unϕ) dx. (3.3.48)
On the one hand, the boundedness of α−1n σn and (3.3.36) yieldsˆ
Ω
α−1n
∣∣σ˜Tn ∇˜vλn∣∣2 ≤ c ˆ
Ω
αn
∣∣∇˜vλn∣∣2 ≤ c. (3.3.49)
By the second convergence of (3.3.35), the weak convergence (3.3.29) of un to u in H10 (Ω)
and (3.3.30), the sequences ξn := σ˜Tn ∇˜vλn and vn := un satisfy the assumptions of Lem-
ma 3.3.1. Hence,
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜ϕ un dx −−−→
n→∞
ˆ
Ω
σ˜T∗ λ˜ · ∇˜ϕ u dx. (3.3.50)
On the other hand, since σ˜Tn ∇˜vλ˜n does not depend on the variable x3, the second term
on the right hand side of (3.3.48) can be rewritten under the form
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜ (unϕ) dx =
ˆ
Ω˜
σ˜Tn ∇˜vλ˜n(x′) · ∇˜
[ˆ 1
0
(unϕ) (x
′, x3) dx3
]
dx′ (3.3.51)
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where x′ = (x1, x2).
In order to study the asymptotic behavior of (3.3.51), we apply a two-dimensional
div-curl lemma of [17] which is an extension to the non symmetric case of [13]. Set, for
any x′ ∈ Ω,
ηn(x
′) := σ˜Tn ∇˜vλ˜n(x′) and vn(x′) :=
ˆ 1
0
(unϕ) (x
′, x3) dx3. (3.3.52)
Due to the convergences (3.3.34) and (3.3.29), we have
ηn −⇀ σ˜T∗ λ˜ weakly-∗ inM(Ω˜)2
vn(x
′) −⇀ v(x′) :=
ˆ 1
0
(uϕ) (x′, x3) dx3 weakly in H1(Ω˜).
(3.3.53)
The convergences (3.1.7) and (3.3.10), the definition (3.3.33) of the corrector vλ˜n, (3.3.34)-
(3.3.36) and (3.3.53) imply that the sequences ηn and vn defined in (3.3.52) satisfy the
assumptions of Lemma 2.1 in [17]. Then, we have the convergence in the sense of
distributions
σ˜Tn ∇˜vλ˜n(x′) · ∇˜
[ˆ 1
0
(unϕ) (x
′, x3) dx3
]
−⇀ σ˜T∗ λ˜ · ∇˜
[ˆ 1
0
(uϕ) (x′, x3) dx3
]
. (3.3.54)
Let ψ ∈ D(Ω˜) such that ψ ≡ 1 on the projection of the support of ϕ on the (x1, x2)-plane.
Taking ψ as a test function in (3.3.54), we obtain
ˆ
Ω˜
σ˜Tn ∇˜vλ˜n(x′) · ∇˜
[ˆ 1
0
(unϕ) (x
′, x3) dx3
]
dx′ −−−→
n→∞
ˆ
Ω
σT∗ λ˜ · ∇˜ (uϕ) .
Finally, this convergence combined with (3.3.48), (3.3.50) and (3.3.51) gives
ˆ
Ω
σ˜Tn ∇˜vλn · ∇˜un ϕ dx −−−→
n→∞
ˆ
Ω
σ˜T∗ λ˜ · ∇˜u ϕ dx. (3.3.55)
Putting together (3.3.42), (3.3.47) and (3.3.55) with the equality (3.3.39)-(3.3.41), we
obtain thatˆ
Ω
σn∇un · ∇
(
vλnϕ
)
dx −−−→
n→∞
ˆ
Ω
ξ0 · ∇ϕ λ · x dx+
ˆ
Ω
σ˜∗∇˜u · λ˜ ϕ dx
+
ˆ
Ω
(
β1I2 + β2 [σ˜∗ − σ˜1] σ˜−12
)
Jh˜ · λ˜ u ∂ϕ
∂x3
dx.
Since σ˜∗ depends only on the variable (x1, x2), this convergence, an integration by parts
and (3.3.37) give
ˆ
Ω
ξ0 · λ ϕ dx =
ˆ
Ω
[
σ˜∗∇˜u− ∂u
∂x3
(
β1I2 + β2 [σ˜∗ − σ˜1] σ˜−12
)
Jh˜
]
· λ˜ ϕ dx. (3.3.56)
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Finally, since the equation (3.3.56) holds for any ϕ ∈ D(Ω) and any λ ⊥ e3, we obtain
the first two components of ξ0
ξ˜0 = σ˜∗∇˜u− ∂u
∂x3
(
β1I2 + β2 [σ˜∗ − σ˜1] σ˜−12
)
Jh˜. (3.3.57)
Step 3: Computation of ξ0 · e3. By (3.3.31), we have the convergence
αn
∂un
∂x3
+ βn∇˜un · Jh˜ = σn∇un · e3 −⇀ ξ0 · e3 weakly-∗ inM(Ω). (3.3.58)
We first study the asymptotic behaviour of αn ∂3un (which also gives the limit
of βn ∂3un due to the fact that, by virtue of (3.1.7), α2,n and β2,n are of the same
order). On the one hand, since θn = |Ω|−1|Ωn|, by the convergence (3.1.7), we have
ˆ
Ω
α−1n |θ−1n 1Ωn|2 dx =
θ−1n |Ωn|
θnα2,n
=
|Ω|
θnα2,n
≤ c.
On the other hand, by (3.3.30), the weak convergence (3.3.29) of un to u in H10 (Ω)
and (3.3.6), the sequences ξn := θ−1n 1Ωn and vn := un satisfy, once again, the assumptions
of Lemma 3.3.1. Hence,
θ−1n 1Ωnun −⇀ θu in D ′(Ω).
Moreover, since 1Ωn does not depend on the variable x3, we have
θ−1n 1Ωn
∂un
∂x3
−⇀ θ ∂u
∂x3
in D ′(Ω). (3.3.59)
Finally, thanks to (3.3.59) and (3.1.7), we obtain the convergences, in the sense of Radon
measures,
αn
∂un
∂x3
= α11Ω\Ωn
∂un
∂x3
+ (θnα2,n)θ
−1
n 1Ωn
∂un
∂x3
−⇀ (α1 + θα2) ∂u
∂x3
,
βn
∂un
∂x3
= β11Ω\Ωn
∂un
∂x3
+ (θnβ2,n)θ
−1
n 1Ωn
∂un
∂x3
−⇀ (β1 + θβ2) ∂u
∂x3
.
(3.3.60)
Now, in order to obtain the limit of the term βn∇˜un in (3.3.58), which similarly
to (3.3.43)-(3.3.44), writes
βn∇˜un = β11Ω\Ωn∇˜un + β2,nσ˜−12,n
[
σ˜n∇˜un − 1Ω\Ωnσ˜1∇˜un
]
, (3.3.61)
it remains to estimate σ˜n∇˜un. Since ξ0 is the limit of the current σn∇un (3.3.31) and
since
∀λ ⊥ e3, σn∇un · λ = σ˜n∇˜un · λ˜− βn ∂un
∂x3
Jh˜ · λ˜,
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the equality (3.3.57) gives the weak-∗ convergence in the sense of Radon measures
σ˜n∇˜un − βn ∂un
∂x3
Jh˜ −⇀ σ˜∗∇˜u− ∂u
∂x3
(
β1I2 + β2 [σ˜∗ − σ˜1] σ˜−12
)
Jh˜. (3.3.62)
Then, combining this convergence with (3.3.60), we have
σ˜n∇˜un −⇀ σ˜∗∇˜u+ β2 ∂u
∂x3
(
[σ˜1 + θσ˜2 − σ˜∗] σ˜−12
)
Jh˜ weakly-∗ inM(Ω)2. (3.3.63)
Finally, passing to the limit in (3.3.61), taking into account (3.3.63) and (3.3.45), we
obtain the convergence, in the sense of Radon measures,
βn∇˜un −⇀
[
β1I2 + β2 σ˜
−1
2 (σ˜∗ − σ˜1)
] ∇˜u+ β22 ∂u∂x3 σ˜−12 (σ˜1 + θσ˜2 − σ˜∗)σ˜−12 Jh˜. (3.3.64)
Putting together (3.3.58), (3.3.60) and (3.3.64) yields
ξ0 · e3 =
[
β1I2 + β2σ˜
−1
2 (σ˜∗ − σ˜1)
]T
Jh˜ · ∇˜u
+
[
(α1 + α2θ) + β
2
2 σ˜
−1
2
(
σ˜1 + θσ˜2 − σ˜∗
)
σ˜−12 Jh˜ · Jh˜
] ∂u
∂x3
.
(3.3.65)
Finally, since the current σn∇un weakly-∗ converges to ξ0 in (3.3.31), we have the
limit equation
− div(ξ0) = f,
where, by (3.3.57) and (3.3.65),
ξ0 = (ξ˜0, ξ0 · e3)T = σ∗(h)∇u
which yields to the expression (3.3.8)-(3.3.9) of σ∗(h). Theorem 3.3.1 is proved. 
3.4 Two examples
In this section we present two examples where the perturbation formulas for the effec-
tive conductivities of non periodic high-contrast columnar composites are fully explicitly
computed.
3.4.1 Circular fibres with variable radius
Let ρ be a continuous function on Ω depending only on the variable x′ = (x1, x2)
satisfying
∃ c1, c2 > 0, c1 ≤ ρ(x′) ≤ c2, ∀x = (x′, x3) ∈ Ω, (3.4.1)
and let rn be a sequence of positive numbers converging to 0, as n goes to infinity. We
assume, without loss of generality, that 
Ω
ρ dx = 1. (3.4.2)
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Define, for any k ∈ Z3, the sequence (rn,k)n∈N∗ by
rn,k := rn
√
ρ(εnk).
We consider the case where Ωn is the set of circular fibres ωn,k = {y ∈ Y | y21 + y22 ≤ r2n,k}
as can be seen on Figure 3.4.1
Ωn = Ω ∩
⋃
k∈Z3
εn(ωn,k + k). (3.4.3)
Note that the fibres ωn,k do not have the same radius.
×εn
2 rn,k
Ω˜n
Ω˜ \ Ω˜n
Figure 3.4.1: The cross section of the non periodic microstructure
We have the following result:
Proposition 3.4.1. Let Ωn be the sequence of subsets of Ω defined by (3.4.3) and σn(h)
be the associated conductivity in the problem (3.1.9). Assume that
ε2n| ln rn| −−−→
n→∞
0. (3.4.4)
Then, there exist a matrix-valued function σ∗(h) and a subsequence of n, still denoted
by n, such that the solution un of the problem (3.1.9) converges weakly in H10 (Ω) to the
solution u of the conductivity problem{ − div (σ∗(h)∇u) = f in Ω,
u = 0 on ∂Ω, (3.4.5)
where σ∗(h) is given, for any x = (x′, x3) ∈ Ω, by
σ∗(h)(x) = α1I3 + ρ(x′)
(
α32 + α2β
2
2 |h|2
α22 + β
2
2h
2
3
)
e3 ⊗ e3 + β1E (h). (3.4.6)
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Remark 3.4.1. We can easily check that the homogenized conductivity σ˜∗(h) of the
two dimensional microstructure of the Figure 3.4.1 is given by
σ˜∗(h) = α1I2 + β1h3J = σ˜1(h).
This leads to the simple form (3.4.6) of σ∗(h).
Proof of Proposition 3.4.1 In order to apply Theorem 3.3.1, we need to check that the
conditions (3.3.3)-(3.3.5) hold true. On the one hand, the Poincaré-Wirtinger inequality
combined with (3.1.7) imply the existence, for any k ∈ Z3, of a sequence of positive
constants cn,k such that
∀ v ∈ H1(Qkn),
ˆ
Qkn
αn
∣∣∣∣v −  
Qkn
v
∣∣∣∣2 dx ≤ cn,k ˆ
Qkn
αn|∇v|2 dx, (3.4.7)
where Qkn = εn(Y + k). Using estimates derived in [12], one can show that the best
constant in the weighted Poincaré-Wirtinger inequality (3.4.7) satisfies
∀ k ∈ Z3, ∀n ∈ N∗, 0 < cn,k ≤ c ε2n
∣∣∣ln (rn√ρ(εnk))∣∣∣ ,
for some positive constant c. Therefore, by (3.4.1) and (3.4.4), we have
0 < cn,k ≤ c ε2n| ln rn|+ o(1) −−−→
n→∞
0,
uniformly with respect to k ∈ Z3. Conditions (3.3.3) and (3.3.4) of Theorem 3.3.1 are
satisfied. On the other hand, by the definition of Ωn and (3.4.2), we have the following
estimate for the volume fraction
θn =
|Ωn|
|Ω| ∼n→∞
1
|Ω|
∑
εnk∈Ω
ε2npir
2
nρ(εnk) ∼
n→∞
pir2n
 
Ω
ρ dx = pir2n, (3.4.8)
which, by (3.4.1), implies that for any n ∈ N∗ and k ∈ Z3, 
Qkn
αn dx = α1
(
1− pir2nρ(εnk)
)
+ α2,npir
2
nρ(εnk) ≤ c+ c θnα2,n ≤ c.
Then, condition (3.3.5) of Theorem 3.3.1 is satisfied. Theorem 3.3.1 and Remark 3.4.1
ensure the existence of an effective conductivity σ∗(h) which, after an easy computation,
writes
σ∗(h)(x) = α1I3 + θ(x′)
(
α32 + α2β
2
2 |h|2
α22 + β
2
2h
2
3
)
e3 ⊗ e3 + β1E (h) ∀x = (x′, x3) ∈ Ω˜× (0, 1),
(3.4.9)
where θ is the weak limit of θ−1n 1Ωn . The function θ in (3.4.9) coincides with ρ. Indeed,
since ρ is continuous, we obtain, for any ϕ ∈ C0(Ω) extended to R3 by setting ϕ ≡ 0
on R3 \ Ω,ˆ
Ω
θ−1n 1Ωnϕ dx =
1
pir2n
∑
k∈Z3
ˆ
ωn,k
ϕ dx+ o(1) =
1
pir2n
∑
εnk∈Ω
ε2npir
2
nρ(εnk)ϕ(εnk) + o(1)
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which implies that ˆ
Ω
θ−1n 1Ωnϕ dx =
ˆ
Ω
ρϕ dx+ o(1).
Finally θ−1n 1Ωn converges weakly-∗ to ρ inM(Ω) and, then, θ ≡ ρ. This concludes the
proof of Proposition 3.4.1. 
3.4.2 Thin squared grids
In this section, we consider the case of a columnar composite the cross section of
which is a highly conducting grid surrounded by another conducting medium (see Fig-
ure 3.4.2). Let tn be a positive sequence converging to 0 as n goes to infinity. Let ρ be
a continuous function on Ω, depending only on the variable x′ = (x1, x2) and satisfying
∃ c1, c2 > 0, c1 ≤ ρ(x′) ≤ c2, ∀x = (x′, x3) ∈ Ω. (3.4.10)
We assume, without loss of generality, that 
Ω
ρ dx = 1. (3.4.11)
Define, for any k in Z3, the sequence (tn,k)n∈N∗ by
tn,k := ρ(εnk) tn. (3.4.12)
Let Ωn be the set of non periodically distributed squared fibres
Ωn = Ω ∩
⋃
k∈Z3
εn(ωn,k + k) (3.4.13)
where
ωn,k :=
{
y ∈ Y | max(|y1|, |y2|) ≥ 12 − tn,k
}
.
Note that the case ρ ≡ 1 leads to a periodic distribution of the squared fibres in Ω.
tn
×εn
(a) Periodic case
Ω˜n
Ω˜ \ Ω˜n
(b) Non periodic case
Figure 3.4.2: The cross section of the structure
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We have the following result:
Proposition 3.4.2. Let Ωn be the sequence of subsets of Ω defined by (3.4.13) and σn(h)
be the associated conductivity in the problem (3.1.9). Assume that
4 tnα2,n −−−→
n→∞
α2 > 0 and 4 tnβ2,n −−−→
n→∞
β2 ∈ R. (3.4.14)
Then, there exist a matrix-valued function σ∗(h) and a subsequence of n, still denoted
by n, such that the solution un of the problem (3.1.9) converges weakly in H10 (Ω) to the
solution u of the conductivity problem{ − div (σ∗(h)∇u) = f in Ω,
u = 0 on ∂Ω, (3.4.15)
where σ∗(h) is given by
σ∗(h) :=
(
σ˜∗(h) p∗
qT∗ α∗
)
(3.4.16)
and, for any (x′, x3) ∈ Ω,
σ˜∗(h) =
(
α1 + ρ(x
′)
α22 + β
2
2h
2
3
2α2
)
I2 + β1h3J,
p∗ = −
[
β1 + ρ(x
′)
β2
2
]
Jh˜+ ρ(x′)
β22 h3
2α2
h˜,
q∗ =
[
β1 + ρ(x
′)
β2
2
]
Jh˜+ ρ(x′)
β22 h3
2α2
h˜,
α∗ = α1 + ρ(x′)α2 + ρ(x′)
β22
2α2
(h21 + h
2
2).
(3.4.17)
In formula (3.4.17), ρ ≡ 1 corresponds to the periodic case.
Proof of Proposition 3.4.2. Let us first consider the periodic case. In order to apply
Proposition 3.2.1, we need to check that (3.2.6) and (3.2.7) are satisfied. To this end, con-
sider V ∈ C 1(Y ) such that 〈V 〉 = 0. Define, for any n ∈ N∗, the subsetsKin, i = 1, 2, 3, 4,
of Y by
K1n :=
[−1
2
, 1
2
]× [1
2
− tn, 12
]× [−1
2
, 1
2
]
, K2n :=
[−1
2
, 1
2
]× [−1
2
+ tn,−12
]× [−1
2
, 1
2
]
,
K3n :=
[
1
2
− tn, 12
]× [−1
2
, 1
2
]× [−1
2
, 1
2
]
, K4n :=
[−1
2
+ tn,−12
]× [−1
2
, 1
2
]× [−1
2
, 1
2
]
.
For instance, the projection of K1n, in the (y1, y2)-plane, is the shaded zone in Fig-
ure 3.4.3.
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y1
y2
2 tn
y1
y2
Figure 3.4.3: The period cell of the cross section of the microstructure
By the definition (3.2.2) of an, we have
ˆ
Y
anV
2 dy ≤
ˆ
Y \ 4∪
i=1
Kin
anV
2 dy +
4∑
i=1
ˆ
Kin
anV
2 dy
≤ α1
ˆ
Y \ 4∪
i=1
Kin
V 2 dy + α2,n
4∑
i=1
ˆ
Kin
V 2 dy
≤ α1
ˆ
Y
V 2 dy + α2,n
4∑
i=1
ˆ
Kin
V 2 dy.
Since 〈V 〉 = 0, this inequality and the Poincaré-Wirtinger inequality in H1(Y ), yield
ˆ
Y
anV
2 dy ≤ α1
ˆ
Y
|∇V |2 dy + α2,n
4∑
i=1
ˆ
Kin
V 2 dy. (3.4.18)
We now estimate the second term of the right hand side of this inequality. On the one
hand, since K1n is convex, the Poincaré-Wirtinger constant in H1(K1n) is bounded from
above by the diameter of K1n divided by pi [33] and, thereforeˆ
K1n
V 2 dy ≤ 2
ˆ
K1n
∣∣∣V −  
K1n
V dy
∣∣∣2 + 2 |K1n| ∣∣∣  
K1n
V dy
∣∣∣2
≤ c
(ˆ
K1n
|∇V |2 dy + |K1n|
∣∣∣  
K1n
V dy
∣∣∣2) . (3.4.19)
On the other hand, for any −1
2
≤ r, s, t ≤ 1
2
, we have
V̂ (s)− V̂ (r) =
ˆ s
r
V̂ ′(t) dt, where V̂ (t) :=
ˆ 1
2
− 1
2
ˆ 1
2
− 1
2
V (y1, t, y3) dy1dy3. (3.4.20)
Integrating the first equality in (3.4.20) with respect to s ∈ [1
2
− tn, 12 ] and r ∈ [−12 , 12 ],
we have ∣∣∣∣ 
K1n
V dy −
 
Y
V dy
∣∣∣∣ ≤  12
1
2
−tn
 1
2
− 1
2
ˆ 1
2
− 1
2
|V̂ ′(t)| dt ≤
ˆ
Y
∣∣∣∣∂V∂y2
∣∣∣∣ dy,
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which, since 〈V 〉 = 0, implies that∣∣∣∣  
K1n
V dy
∣∣∣∣ ≤ ˆ
Y
|∇V | dy ≤ ‖∇V ‖L2(Y )3 . (3.4.21)
Then, combining (3.4.19) and (3.4.21) with the boundedness (3.4.14) of |K1n|α2,n = tnα2,n,
we obtain that
α2,n
ˆ
K1n
V 2 dy ≤ c
(
α2,n
ˆ
K1n
|∇V |2 dy + ‖∇V ‖2L2(Y )3
)
≤ c
ˆ
Y
an|∇V |2 dy. (3.4.22)
Similarly to (3.4.22), we have, for i = 2, 3, 4,
α2,n
ˆ
Kin
V 2 dy ≤ c
ˆ
Y
an|∇V |2 dy.
Finally, (3.4.18), (3.4.2) and (3.4.22) imply
ˆ
Y
anV
2 dy ≤ c
ˆ
Y
an|∇V |2 dy. (3.4.23)
By a density argument, (3.4.23) is satisfied for any V ∈ H1(Y ) with 〈V 〉 = 0. Since εn
converges to 0, the hypotheses (3.2.6) and (3.2.7) of Proposition 3.2.1 are satisfied. Then,
there exists a homogenized matrix which is given in terms of the transversal effective
conductivity σ˜∗ of the microstructure of Figure 3.4.2a. It remains to determine σ˜∗.
Since one can choose the cross-like shape of the Figure 3.4.3 as the period cell of the
transversal microstructure of the heterogeneous medium occupying Ω, Proposition 3.2
of [17] ensures that
σ˜∗ =
(
α1 +
α22 + β
2
2h
2
3
2α2
)
I2 + β1h3J, (3.4.24)
and formula (3.4.16)-(3.4.17) of σ∗(h) is a consequence of (3.2.9)-(3.2.10) where σ˜∗ is
given by (3.4.24). The periodic case is then proved.
The existence of σ∗(h) in the non periodic case is a consequence of Theorem 3.3.1.
Indeed, for any k ∈ Z3 and n ∈ N∗, a rescaling of (3.4.23) gives
∀ v ∈ H1(Qkn),
ˆ
Qkn
αn
∣∣∣∣v −  
Qkn
v
∣∣∣∣2 dx ≤ c ε2n ˆ
Qkn
αn|∇v|2 dx,
and, by (3.4.12),
 
Qkn
αn dx = α1
(
1− 4 tn,k(1− tn,k)
)
+ 4α2,n tn,k(1− tn,k) ≤ c+ c tnα2,n ≤ c.
The assumptions of Theorem 3.3.1 are satisfied. Then, there exist a matrix-valued
function σ∗(h) and a subsequence of n, still denoted by n, such that the solution un
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of the problem (3.1.9) converges weakly in H10 (Ω) to the solution u of the conductivity
problem (3.4.15). In view of the formulas (3.3.8) and (3.3.9), the expression of σ∗(h)
becomes explicit as soon as σ˜∗ and θ are identified.
On the one hand, it is easy to check, similarly to the proof of Proposition 3.4.1, that ρ
is the weak-∗ limit, in the sense of Radon measures, of the sequence θ−1n 1Ωn . Then, the
function θ in Theorem 3.3.1 turns out to be ρ. On the other hand, by Remark 3.3.3,
in order to compute σ˜∗, one has to determine σ0∗(α1, α2), which is the H(M(Ω˜)2)-limit,
in the sense of Definition 3.1.1, of the conductivity σ˜n(0), in the absence of a magnetic
field, given by, for any x′ ∈ Ω˜,
σ˜n(0) :=
{
α1I2 in Ω˜ \ Ω˜n,
α2,nI2 in Ω˜n.
(3.4.25)
Due to the local nature [13] of the H(M(Ω˜)2)-convergence, it is sufficient to com-
pute σ0∗(α1, α2) locally in Ω˜. To that aim, consider x′ ∈ Ω˜ and ε > 0 small enough
such that the closed disk D(x′, ε) ⊂ Ω˜. Since ρ is continuous, we have
c1,ε(x
′) := inf
z∈D(x′,ε)
ρ(z) ≤ ρ(x′) ≤ c2,ε(x′) := sup
z∈D(x′,ε)
ρ(z). (3.4.26)
D(x′, ε)
Ω˜1n
(a) Bound from below
Ω˜n
Ω˜ \ Ω˜n
Ω˜2n
(b) Bound from above
Figure 3.4.4: Bounds from below and above of σ˜n(0)
For i = 1, 2, let Ω˜in be the subset of D(x′, ε) defined by (see Figure 3.4.4)
Ω˜i,εn = D(x
′, ε) ∩
⋃
k∈Z2
εn
(
k +
{
y ∈ (−1
2
, 1
2
)2 | max(|y1|, |y2|) ≥ 12 − ci,ε(x′) tn
})
,
and let σ˜in be the periodic conductivity defined on D(x′, ε) by
σ˜i,εn :=
{
α1I2 in D(x′, ε) \ Ω˜i,εn ,
α2,nI2 in Ω˜i,εn .
(3.4.27)
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By the definitions (3.4.26) and (3.4.27), we have for any z ∈ D(x′, ε), the inequalities
σ˜1,εn (z) ≤ σ˜n(0)(z) ≤ σ˜2,εn (z). (3.4.28)
For the rest of the proof, we need the following result which is a consequence of the
two-dimensional div-curl lemma, in a high contrast context, of [13]:
Lemma 3.4.1. Let D be a bounded domain of R2 and, for i = 1, 2, let Ain ∈ L∞(D)2×2
be an equi-coercive sequence of symmetric matrix-valued functions bounded in L1(D)2×2
which H(M(D)2)-converges to Ai∗ in the sense of Definition 3.1.1. We assume that
∀n ∈ N∗, A1n ≤ A2n a.e. in D. (3.4.29)
Then, we have the inequality
A1∗ ≤ A2∗ a.e. in D. (3.4.30)
Proof of Lemma 3.4.1 Let λ ∈ R2. Consider, for i = 1, 2, the solution vλ,in of{
div
(
Ain∇˜vλ,in
)
= div
(
Ai∗λ
)
in D,
vλ,in = λ · x on ∂D.
(3.4.31)
By Definition 3.1.1, we have the convergences, for i = 1, 2,{
vλ,in −⇀ λ · x weakly in H1(D),
Ain∇˜vλ,in −⇀ Ai∗λ weakly-∗ inM(D)2.
(3.4.32)
On the one hand, by (3.4.29), we have the inequality, almost everywhere in D
2A1n∇˜vλ,1n · ∇˜vλ,2n − A1n∇˜vλ,1n · ∇˜vλ,1n ≤ A1n∇˜vλ,2n · ∇˜vλ,2n ≤ A2n∇˜vλ,2n · ∇˜vλ,2n . (3.4.33)
On the other hand, applying, for i, j = 1, 2, the generalised two-dimensional div-curl
lemma of [13] (Theorem 2.1) to ξn := Ain∇˜vλ,in and vn := vλ,jn , we have the convergences,
in the sense of distributions,
∀ i, j = 1, 2, ξn · ∇˜vn = Ain∇˜vλ,in · ∇˜vλ,jn −⇀ Ai∗λ · λ in D ′(D). (3.4.34)
Finally, combining (3.4.33) and (3.4.34), we obtain
2A1∗λ · λ− A1∗λ · λ ≤ A2∗λ · λ in D ′(D), (3.4.35)
which concludes the proof of Lemma 3.4.1. 
Since, for i = 1, 2, σ˜i,εn is an equi-coercive periodic sequence of matrix-valued functions
bounded in L1(D(x′, ε)), σ˜i,εn H(M(D)2)-converges to a constant matrix σ˜i,ε∗ . Then,
applying Lemma 3.4.1 with D = D(x′, ε) and (3.4.28), we have
σ˜1,ε∗ ≤ σ0∗(α1, α2)(z) ≤ σ˜2,ε∗ a.e. z ∈ D(x′, ε). (3.4.36)
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Moreover, due to the definition of Ω˜i,εn and the convergence (3.4.14), we have
|Ω˜i,εn | |Ω˜|−1α2,n = 4 tnα2,n ci,ε(x′) + o(1) −−−→
n→∞
α2 ci,ε(x
′) > 0. (3.4.37)
Then, substituting α2 ci,ε(x′) for α2 in (3.4.24) in the absence of a magnetic field (that
is, h3 = 0), we obtain, for any i = 1, 2,
σ˜i,ε∗ =
(
α1 + ci,ε(x
′)
α2
2
)
I2. (3.4.38)
By (3.4.26) and (3.4.38), taking the limit, as ε goes to 0, in the inequalities (3.4.36), we
obtain, for any Lebesgue point x′ of σ0∗(α1, α2) in Ω˜,
σ0∗(α1, α2) =
(
α1 + ρ(x
′)
α2
2
)
I2.
Therefore, by Remark 3.3.3, we have
σ˜∗ =
(
α1 + ρ(x
′)
α22 + β
2
2h
2
3
2α2
)
I2 + β1h3J. (3.4.39)
Finally, we apply the formula (3.3.8)-(3.3.9) for σ∗(h) in Theorem 3.3.1, with σ˜∗ given
by (3.4.39), to obtain (3.4.16)-(3.4.17). This concludes the proof of Proposition 3.4.2.
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Interprétation des résultats des chapitres 2 et 3 en termes de
magnétorésistance
Le chapitre 2 traite d’un modèle de conducteur isotrope bidimensionnel plongé dans
un champ magnétique dont la conductivité s’exprime sous la forme
σ(h) = αI2 + βhJ. (3.4.40)
Le paramètre h, lié au champ magnétique, caractérise la partie antisymétrique de la con-
ductivité pour ce modèle idéal. En particulier, les paramètres α et β peuvent dépendre
de h. L’écriture (3.4.40) est tout à fait générale et découle uniquement de l’hypothèse
d’isotropie et de la relation (cf. (1.1.11)), pour tout h,
σ(h) = σ(−h)T ou ρ(h) = σ(h)−1 = ρ(−h)T. (3.4.41)
Ainsi, 0 < α et β sont des fonctions paires de h. De plus, l’expression de la résistivité
est donnée par
ρ(h) = aI2 + bhJ, (3.4.42)
où 0 < a, b sont aussi des fonctions paires de h. Dans les chapitres 2 et 3, le même type
de considération conduit aux conductivité et résistivité perturbées en dimension 3
σ(h) = αI3 + βE (h) et ρ(h) = aI3 + bE (h), (3.4.43)
où E est défini par (2.4.4) et α, β, a et b peuvent dépendre de h.
Étudions à présent le cas où le champ magnétique est faible (h 1), qui constituera
l’hypothèse physique du chapitre 4. En dimension 2, dans le cadre isotrope de (3.4.41),
on obtient les développements à l’ordre 2 :
σ(h) = α0I2 + shJ + nh
2I2 + o(h
2) et ρ(h) = a0I2 + rhJ +mh2I2 + o(h2), (3.4.44)
où α0 = α(0) > 0 est la conductivité en l’absence de champ magnétique, a0 = α−10 , la
résistivité en l’absence de champ magnétique, r = b(0), le coefficient de Hall et m, la
magnétorésistance. En particulier, on a l’expression de la magnétorésistance
m = −α0r2 − a20n, (3.4.45)
qui peut être positive ou négative suivant la valeur de n. On obtient un résultat analogue
en dimension 3.
Les chapitres 2 et 3 donnent une expression complète de la matrice homogénéisée pour
des composites à deux phases isotropes et fortement contrastées. Il est ensuite possible
de calculer la magnétorésistance du composite lorsque la conductivité effective σ∗(h) est
explicite. Reprenons l’exemple de la Proposition 2.3.2 dans le cas isotrope, i.e., ` = 1.
La conductivité homogénéisée σ∗(h) est alors donnée par la formule
σ∗(h) =
(
α1 +
1
2
α22 + β
2
2h
2
α2
)
I2 + β1hJ. (3.4.46)
128
Interprétation des résultats des chapitres 2 et 3 en termes de magnétorésistance
Si αi, βi, i = 1, 2 ne dépendent pas de h, on obtient une magnétorésistance négative.
Ce n’est plus nécessairement le cas lorsque lorsque αi, βi, i = 1, 2 dépendent de h. On
obtient le même type de résultat en dimension 3.
Le chapitre 4 ne se place plus dans le cadre du fort contraste, les conductivités sont
désormais supposées équicoercives et équibornées (cf. (4.1.12)). En revanche, on ne fait
plus l’hypothèse d’isotropie. La conductivité σε(h) et la résistivité ρε(h) du matériau
fortement hétérogène admettent simplement des développements à l’ordre 2 de la forme
ρε(h) = σε(h)
−1 = ρε(0) +Rε(h) +Mε(h, h) + o(|h|2), (3.4.47)
oùMε(h, h) est la magnétorésistance qui est une matrice symétrique (par (3.4.41)) non
nécessairement isotrope. Sous certaines hypothèses de régularité (4.2.2), la conductivité
H-converge, pour tout h suffisamment petit, vers σ∗(h) et on a le développement
ρ∗(h) = σ∗(h)−1 = ρ∗(0) +R∗(h) +M∗(h, h) + o(|h|2), (3.4.48)
oùM∗(h, h) est la magnétorésistance du composite. Le but du chapitre 4 est de montrer
que l’énergie effective dissipée dans le composite est plus grande que la moyenne des
énergies dissipées dans chaque phase. Cette inégalité permet de montrer que la loi de
Köhler, valable pour des conducteurs parfaitement homogènes (métaux purs), s’étend
aux composites.
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Chapitre 4
Magneto-resistance in
three-dimensional composites.
Abstract
In this paper we study the magneto-resistance, i.e. the second-order term of the re-
sistivity perturbed by a low magnetic field, of a three-dimensional composite mate-
rial. Extending the two-dimensional periodic framework of [4], it is proved through a
H-convergence approach that the dissipation energy induced by the effective magneto-
resistance is greater or equal to the average of the dissipation energy induced by the
magneto-resistance in each phase of the composite. This inequality validates for a com-
posite material the Kohler law which is known for a homogeneous conductor. The case
of equality is shown to be very sensitive to the magnetic field orientation. We illustrate
the result with layered and columnar periodic structures.
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4.1 Introduction
In a conductor with a matrix-valued resistivity ρ, a low magnetic field h ∈ R3 induces
a perturbed resistivity ρ(h). Due to Onsager relations (see [14, 19]), the perturbed
resistivity satisfies
ρ(h) = ρ(−h)T. (4.1.1)
As a consequence, the perturbed resistivity admits the following second-order expan-
sion (see Section 4.2):
ρ(h) = ρ(0) +R(h) +M (h, h) + o(|h|2), (4.1.2)
where ρ(0),M (h, h) are symmetric matrices and R(h) is an antisymmetric matrix. On
the one hand, according to the Hall effect (see, e.g., [14]), the magnetic field induces a
transversal electric field Et(h) which balances the magnetic force acting on the charge
carrier and is perpendicular to the current j. It is given by
Et(h) = R(h) j⊥ j, (4.1.3)
where R(h) is the Hall tensor which reduces to r(j × h) in the isotropic case. On the
other hand, the so-called magneto-resistance M (h, h) measures the difference between
the perturbed dissipation energy and the unperturbed one, namely
ρ(h)j · j − ρ(0)j · j =M (h, h)j · j + o(|h|2), (4.1.4)
in which the Hall term plays no role (due to the antisymmetry of R(h)). Expan-
sion (4.1.4) has to be regarded in connection to the Kohler law [13] which states that
the symmetrized resistivity (without the Hall term) ρs(h) of a homogeneous conductor
satisfies the asymptotic
ρs(h)− ρ(0) ≈
h→0
m |h|2 with m > 0, (4.1.5)
which corresponds to an increase of the magneto-resistance.
When the conductor has a microstructure characterized by a scale ε, the resistiv-
ity ρε(h) depends on the two parameters ε, h. In the framework of the Murat Tartar
H-convergence theory (see Section 4.2 and [17, 18]), the conductivity σε(h) = ρε(h)−1
H-converges to the effective (or homogenized) conductivity σ∗(h). Under appropriate
regularity conditions for σε(h) (see (4.2.2)), the effective resistivity ρ∗(h) = σ∗(h)−1 also
satisfies equality (4.1.1) and the second-order expansion
ρ∗(h) = ρ∗(0) +R∗(h) +M∗(h, h) + o(|h|2), (4.1.6)
where R∗ is the effective Hall tensor andM∗ is the effective magneto-resistance tensor.
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In his seminal work [2], Bergman gave for a periodic composite material an ex-
pression of the effective Hall matrix in terms of the local Hall matrix and the local
current fields obtained in the absence of a magnetic field. Bergman’s approach was
extended in dimension two [7] and in dimension three [8] in the non-periodic framework
of H-convergence.
In dimension two, the conductor lies in a plane (e1, e2) embedded in a transversal
magnetic field h e3, so that the local/effective Hall coefficient rε/∗ and the local/effective
magneto-resistance matrix Mε/∗ are defined by
Rε/∗(h) = rε/∗ h ( 0 −11 0 ) and Mε/∗(h, h) = h
2Mε/∗. (4.1.7)
In the periodic case, i.e. when rε(x) = r(x/ε) and Mε(x) = M(x/ε) are oscillating
functions of the fast variable x/ε, it was proved in [4] that
M∗ 〈j〉 · 〈j〉 − 〈M j · j〉 ≥ 0, (4.1.8)
for any unperturbed current j, and that (4.1.8) is an equality if and only if the Hall
coefficient is a constant. By the Kohler law (4.1.5), the magneto-resistance in each phase
satisfies M = µ I2 with µ > 0, which implies the positivity of M∗ by (4.1.8). Then, the
positivity of m in (4.1.5) corresponds to the positivity of M∗ in (4.1.8). Therefore, the
inequality (4.1.8) extends the classical Kohler law (4.1.5) to anisotropic two-dimensional
composites (see [4], Remark 2.6).
This paper extends the results of [4] to three-dimensional composites. In dimension
three, the local/effective Hall tensor reads as
Rε/∗(h) = E (Rε/∗ h), with E (η) :=
( 0 −η3 η2
η3 0 −η1
−η2 η1 0
)
, (4.1.9)
where Rε/∗ is called the local/effective Hall matrix. First, we obtain a general expres-
sion (see Theorem 4.2.1) for the difference between the effective dissipation energy due to
the magneto-resistance and the average of the local dissipation energy. Then, extending
a classical duality principle (see Lemma 4.3.1), we prove that this difference is non-
negative (see Theorem 4.3.1), and equal to zero if and only if the Hall matrix satisfies
some compactness condition. In the periodic case, this reads as (see Corollary 4.3.1)
D(h, h) :=M∗(h, h) 〈j〉 · 〈j〉 − 〈M (h, h) j · j〉 ≥ 0, (4.1.10)
for any unperturbed current field j. Moreover, (4.1.10) is an equality if and only if
Curl (E (Rh)j) = 0 in D ′(R3). (4.1.11)
We also investigate the behaviour of higher even-order terms. We show that in-
equality (4.1.10) reverses when the magneto-resistance is replaced by the fourth-order
term and the Hall matrix is assumed to be zero (see Proposition (4.3.1)). However, the
equivalent of D(h, h) for even-order term higher or equal to 4 may have both a positive
and a negative eigenvalue, so that (4.1.10) cannot be extended (see Proposition 4.3.2).
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Then, the condition of equality (4.1.11) is discussed in the case of columnar compo-
sites. First, an explicit formula for the difference of dissipation energies D(h, h) (4.1.10)
is given (see Proposition 4.4.1) for a periodic material which is layered in some di-
rection ξ. Second, for a general columnar structure in the direction e3, the equal-
ity D(h, h) = 0 is shown to be very sensitive to the orientation of the magnetic field (see
Proposition 4.4.2). More precisely, the equality D(h, h) = 0 implies that σ(y1, y2) is
a tensor product of type f(h1y1 + h2y2) g(h2y1 − h1y2). For example, in the case of a
four-phase checkerboard α1, α2, α3, α4 (see figure 4.4.1 below), we obtain that for any
magnetic field h 6= 0 perpendicular to e3, D(h, h) 6= 0 if α1 α3 6= α2 α4 (see Proposi-
tion 4.4.3).
The paper is organized as follows. In Section 4.2, we recall results on the homoge-
nization of the Hall effect and the magneto-resistance in order to establish an asymptotic
formula for the effective magneto-resistance. In Section 4.3, we prove inequality (4.1.10)
and deal with the case of higher-order terms. Section 4.4 is devoted to the case of
equality for layered and columnar composites.
Notations
• | · | denotes the euclidean norm in Rd for any positive integer d and (e1, . . . , ed)
the canonic basis of Rd.
• × denotes the cross product and ⊗ the tensor product in R3.
• Rd×d denotes the set of the real-valued (d× d) matrices and Id denotes the unit
matrix of Rd×d.
• Rd×da (resp. Rd×ds ) is the set of the real-valued (d× d) antisymmetric matrices
(resp. symmetric matrices).
• As denotes the symmetric part of A, AT its transposed matrix, and Cof(A) its
cofactors matrix.
• Ω denotes a bounded open set of Rd.
• For α, β > 0, M(α, β; Ω) denotes the set of the invertible matrix-valued func-
tions A measurable in Ω and such that
∀ ξ ∈ Rd, A(x)ξ · ξ ≥ α|ξ|2 and A(x)−1ξ · ξ ≥ β−1|ξ|2, a.e. x ∈ Ω. (4.1.12)
• For a vector-valued function U : Ω −→ Rd,
DU :=
[
∂Uj
∂xi
]
1≤i,j≤d
, div (U) =
d∑
i=1
∂Ui
∂xi
and curl (U) =
(
∂Ui
∂xj
− ∂Uj
∂xi
)
1≤i,j≤d
.
• For a matrix-valued function Σ : Ω −→ Rd×d,
Div (Σ) =
(
d∑
i=1
∂Σi,j
∂xi
)
1≤j≤d
and Curl (Σ) =
(
∂Σi,k
∂xj
− ∂Σj,k
∂xi
)
1≤i,j,k≤d
.
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• If H is a vector space endowed with a norm ‖ · ‖, the equality gε(h) = oH(|h|n),
for n ∈ N, means that
lim
h→0
(
1
|h|n supε>0 ‖gε(h)‖
)
= 0. (4.1.13)
• For k ∈ N, C kc (Ω) denotes the space of k-continuously derivable functions with
compact support in Ω.
– For ν = (ν1, . . . , νd) ∈ Nd, we denote
|ν| = ν1 + · · ·+ νd and ∂
|ν|
∂xν
=
∂ν1
∂xν11
· · · ∂
νd
∂xνdd
.
• Y := (0, 1)3, and the Y -average is denoted 〈·〉.
• H](Y ;Z) denotes the space of the Y -periodic functions from R3 to Z which belong
to Hloc(Rd) for a generic function space H.
Remark 4.1.1. Consider a sequence gε(h) in H which satisfies the expansion of or-
der n ∈ N,
gε(h) = g
0
ε + g
1
ε(h) + · · ·+ gnε (h, . . . , h) + oH(|h|n), (4.1.14)
where for any k ≤ n, h 7→ gkε (h, . . . , h) are bounded sequences of k-linear symmetric
forms in H. In view of (4.1.13) each term gkε (h, . . . , h) of the expansion inherits of the
same (weak or strong) convergence of gε(h) in H.
Let us recall the definition of the H-convergence due to Murat, Tartar [18]:
Definition 4.1.1 (Murat, Tartar [18]). A sequence of matrix-valued functions Aε be-
longing to M(α, β; Ω) is said to H-converge to the matrix-valued function A∗ if for
any distribution f ∈ H−1(Ω), the solution uε ∈ H10 (Ω) of the equation div(Aε∇uε) = f
satisfies the convergences
uε ⇀ u∗ weakly in H10 (Ω) and Aε∇uε ⇀ A∗∇u∗ weakly in L2(Ω)2, (4.1.15)
where u∗ solves in H10 (Ω) the homogenized equation div(A∗∇u∗) = f .
Murat and Tartar [18] proved that for any sequence Aε inM(α, β; Ω), there exist A∗
inM(α, β; Ω) and a subsequence of Aε which H-converges to A∗.
4.2 The three-dimensional effective magneto-resistance
4.2.1 The three-dimensional Hall effect and magneto-resistance
Let α, β > 0, and let Ω be a regular bounded domain of R3. Consider a het-
erogeneous conductor in the domain Ω, with a symmetric matrix-valued conductiv-
ity σε ∈M(α, β; Ω) (see (4.1.12)), associated with the resistivity ρε := (σε)−1. Here, ε
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is a small positive parameter which represents the scale of the microstructure. In the
presence of a magnetic field h ∈ R3, it is known (see, e.g., [14]) that the perturbed
resistivity satisfies the property
ρε(−h) = ρε(h)T. (4.2.1)
Also assume that the conductivity satisfies the following regularity properties: there
exist an open ball O in R3 centered at 0 and b ∈ L∞(Ω) such that for any ε > 0 and any
multi-index |ν| ≤ 2,
σε(h) ∈M(α, β; Ω), ∀ h ∈ O,
h 7→ σε(h)(x) is of class C |ν| on O, ∀ x ∈ Ω,∣∣∣∣∂|ν|σε∂hν (h)(x)− ∂|ν|σε∂hν (k)(x)
∣∣∣∣ ≤ b(x) |h− k|, ∀ h, k ∈ O, a.e. x ∈ Ω.
(4.2.2)
As a consequence of (4.2.2), the resistivity ρε(h) satisfies the second-order expansion
ρε(h) = ρε +Rε(h) +Mε(h, h) + oL∞(Ω)3×3(|h|2), (4.2.3)
where Rε : R3 → L∞(Ω)3×3 and Mε : R3 × R3 → L∞(Ω)3×3 are sequences of linear op-
erators uniformly bounded with respect to ε. By virtue of (4.2.1), for any h in R3, ρε(0)
and Mε(h, h) are symmetric matrix-valued functions, while Rε(h) is an antisymmetric
matrix-valued function. The matrix-valued function defined by (see (4.1.9) and [8] for
more details)
Rεh := E
−1(Rε(h)), (4.2.4)
and the second-order term Mε(h, h) are respectively called the Hall matrix and the
magneto-resistance associated with the perturbed resistivity ρε(h), so that
ρε(h) = ρε + E (Rεh) +Mε(h, h) + oL∞(Ω)3×3(|h|2). (4.2.5)
Remark 4.2.1. Since by assumption Rε : R3 → L∞(Ω)3×3 is uniformly bounded with
respect to ε, Rε is a bounded sequence in L∞(Ω)3×3.
Similarly, we define the two sequences of linear operators on R3 Sε : R3 → L∞(Ω)3×3
and Nε : R3 × R3 → L∞(Ω)3×3 by
σε(h) = ρε(h)
−1 = σε + E (Sεh) +Nε(h, h) + oL∞(Ω)3×3(|h|2), (4.2.6)
which are uniformly bounded with respect to ε.
4.2.2 Homogenization of the magneto-resistance
Assume that σε(h) H-converges (see definition 4.1.1) to σ∗(h) for any h ∈ O. In fact
due to the compactness of H-convergence [18] this holds true for a subsequence of ε and
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a countable set of h. Then, by [9] (Theorem 2.5 in the symmetric case) and [3] (Theo-
rem 3.1 in the non symmetric case), the effective (or homogenized) conductivity σ∗(h)
satisfies σ∗(−h) = σ∗(h)T. By the regularity conditions (4.2.2) (see [5] and [9] for more
details), as in (4.2.6), we have the second-order expansion
σ∗(h) = σ∗ + E (S∗h) +N∗(h, h) + o(|h|2). (4.2.7)
Moreover, by taking the inverse of (4.2.7), the effective resistivity ρ∗(h) := σ∗(h)−1 also
expands as
ρ∗(h) = ρ∗ + E (R∗h) +M∗(h, h) + o(|h|2), (4.2.8)
where R∗ ∈ L∞(Ω)3×3 is the effective Hall matrix andM∗ : R3 × R3 → L∞(Ω)3×3 is the
effective magneto-resistance tensor of the composite. We have the following result:
Proposition 4.2.1. The following relations hold for any h ∈ O,
Sε = −Cof(σε)Rε and S∗ = −Cof(σ∗)R∗, (4.2.9)
Nε(h, h) = −σεMε(h, h)σε + E (Sεh)σ−1ε E (Sεh), (4.2.10)
N∗(h, h) = −σ∗M∗(h, h)σ∗ + E (S∗h)σ−1∗ E (S∗h). (4.2.11)
Proof. By the first-order expansions (4.2.5) and (4.2.6) we have, for any h ∈ O and
any t > 0 small enough,
0 = −I3 +
(
σε + E (tSεh) +Nε(th, th)
)(
ρε + E (tRεh) +Mε(th, th)
)
+ oL∞(Ω)3×3(t
2|h|2)
= t
(
E (Sεh)σ
−1
ε + σεE (Rεh)
)
+ t2
(
Nε(h, h)σ
−1
ε + E (Sεh)E (Rεh) + σεMε(h, h)
)
+ oL∞(Ω)3×3(t
2|h|2).
Then, dividing by t the previous equality and letting t tend to zero we obtain
E (Rεh) = −σ−1ε E (Sεh)σ−1ε . (4.2.12)
Hence, we get that
0 = t2
(
Nε(h, h) σ
−1
ε − E (Sεh) σ−1ε E (Sεh) σ−1ε + σε Mε(h, h)
)
+ oL∞(Ω)3×3(t
2|h|2).
We divide this equality by t2 and let t tend to 0 to get (4.2.10).
The first equality of (4.2.9) is a straightforward consequence of the following algebraic
lemma which is proved in [8] (Lemma 1):
∀ P ∈ R3×3, PTE (ξ)P = E (Cof(P )Tξ). (4.2.13)
Applying (4.2.13) to the equality (4.2.27), and using that σε is symmetric, we get that
for any h ∈ O,
E (Sεh) = −σεE (Rεh)σε = −σTε E (Rεh)σε = E
(− Cof(σε)TRεh) = E (− Cof(σε)Rεh),
which shows the first part of (4.2.9) due to the invertibility of E .
The proof for the homogenized quantities in (4.2.9) and (4.2.11) is quite similar. 
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4.2.2.1 The general case
We now give an analogous in dimension three of Theorem 2.2 of [4] in order to
give weak convergences of the effective Hall matrix and the magneto-resistance. All the
subsequences parametrized by h converge up to a subsequence of ε. Due to (4.2.2), the
linearity or the quadratic dependence in h, the convergences hold for any h. From now
on, we consider a subsequence still denoted by ε such that all the sequences converge
as ε tends to 0 and for any h in O.
First of all, we need to introduce a corrector Pε(h) (or electric field) in the sense of
Murat-Tartar (see [18]), which is the gradient of a vector-valued Uε(h) associated with
the unperturbed conductivity σε inM(α, β; Ω). To this end consider the solution Uε(h)
in H1(Ω)3 of the problem{
Div
(
σε(h)DUε(h)
)
= Div
(
σ∗(h)
)
in D ′(Ω),
Uε(h)(x)− x = 0 on ∂Ω.
(4.2.14)
Thanks to H-convergence and the Meyers estimate of [16], there exists a number p > 2
which only depends on α, β,Ω, such that the corrector Pε(h) := DUε(h) satisfies, for
any h ∈ O,
Pε(h) ⇀ I3 weakly in Lp(Ω)3×3. (4.2.15)
The knowledge of such a corrector combined with the div-curl lemma (see [17] and [20])
permits to derive the effective perturbed effective conductivity by the following conver-
gence
σε(h)Pε(h) ⇀ σ∗(h) weakly in Lp(Ω)3×3. (4.2.16)
By the regularity condition (4.2.2), the coercivity of σε(h) and the Meyers estimate [16],
the potential Uε(h) and the corrector Pε(h) admit the following second-order expansions
in h:
Uε(h) = U
0
ε + U
1
ε (h) + U
2
ε (h, h) + oW 1,p(Ω)3(|h|2), (4.2.17)
Pε(h) = P
0
ε + P
1
ε (h) + P
2
ε (h, h) + oLp(Ω)3×3(|h|2). (4.2.18)
We can now state the following result:
Theorem 4.2.1. Assume that the conditions (4.2.1)-(4.2.8) are satisfied, and that the
norms of the Hall matrix Rε and the local magneto-resistance tensor Mε are bounded
in L∞(Ω). Then, the effective Hall matrix R∗, the effective S-matrix S∗ and the effective
magneto-resistance are given by the following limits, for any h ∈ O,
S∗ = lim
w−L1(Ω)
Cof(P 0ε )
T Sε, Cof(σ∗)R∗ = lim
w−L1(Ω)
Cof(σεP
0
ε )
TRε, (4.2.19)
and
σ∗M∗(h, h)σ∗ = lim
w−L1(Ω)
(
σεP
0
ε
)T
Mε(h, h)
(
σεP
0
ε
)− E (S∗h)T σ−1∗ E (S∗h)
+ lim
w−L1(Ω)
(
E (Sεh)P 0ε + σεP
1
ε (h)
)T
σ−1ε
(
E (Sεh)P 0ε + σεP
1
ε (h)
)
,
(4.2.20)
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where w − L1(Ω) means that the convergence holds weakly in L1(Ω) and P 0ε , P 1ε (h) are
the matrix-valued gradient which satisfy (4.2.18).
Proof. The proof uses similar expansions as in [5] combined with algebraic specificities
of dimension 3. Taking into account the expansions (4.2.6) and (4.2.18), we have:
σε(h)Pε(h) = σεP
0
ε +
(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
+
(
σεP
2
ε (h, h) + E (Sεh)P
1
ε (h) +Nε(h, h)P
0
ε
)
+ oL2(Ω)3×3(|h|2). (4.2.21)
By virtue of Remark 4.1.1, using the properties (4.2.14)-(4.2.16) satisfied by the correc-
tor Pε(h) in the expansions (4.2.18), (4.2.21) and (4.2.7), we get that
P 0ε −⇀ I3 weakly in Lp(Ω)3×3,
P 1ε (h) −⇀ 0 weakly in Lp(Ω)3×3,
P 2ε (h, h) −⇀ 0 weakly in Lp(Ω)3×3,
(4.2.22)
and {
Div
(
σεP
0
ε
)
= Div
(
σ∗
)
,
Div
(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
= Div
(
E (S∗h)
) in D ′(Ω)3×3. (4.2.23)
Moreover, from the expansions (4.2.18), (4.2.21) and the symmetry of σε, we deduce
that
Pε(h)
Tσε(h)Pε(h) =
(
P 0ε )
TσεP
0
ε +
(
P 0ε )
TE (Sεh)P 0ε
+
(
P 0ε )
T
(
E (Sεh)P 1ε (h) +Nε(h, h)P
0
ε
)
+
(
σεP
0
ε )
TP 2ε (h, h) +
(
σεP
0
ε )
TP 1ε (h)
+
(
P 1ε (h)
)T
σε(h)Pε(h) +
(
P 2ε (h, h)
)T
σε(h)Pε(h)
+ oLp/2(Ω)3×3(|h|2).
(4.2.24)
Then, taking into account (4.2.15), (4.2.22), (4.2.23), the div-curl lemma implies that
the sequence Pε(h)Tσε(h)Pε(h) converges to σ∗(h) in Lp/2(Ω)3×3, and the three se-
quences
(
P 1ε (h)
)T
σε(h)Pε(h),
(
P 2ε (h, h)
)T
σε(h)Pε(h),
(
σεP
0
ε )
TP 2ε (h, h),
(
σεP
0
ε )
TP 1ε (h)
converge to 0 in Lp/2(Ω)3×3. Noting that
(
P 0ε
)T
E (Sεh)P 0ε = E
(
Cof(P 0ε )TSεh
)
by (4.2.13)
and passing to the limit in (4.2.24), we obtain
σ∗(h) = σ∗ + lim
w−L1(Ω)
E
(
Cof(P 0ε )TSεh
)
+ lim
w−L1(Ω)
[(
P 0ε
)T
E (Sεh)P 1ε (h) +
(
P 0ε
)T
Nε(h, h)P 0ε
]
+ oL1(Ω)3×3(|h|2).
Equating this expression with (4.2.7) it follows that
E
(
S∗h
)
= lim
w−L1(Ω)
E
(
Cof(P 0ε )
TSεh
)
, (4.2.25)
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and
N∗(h, h) = lim
w−L1(Ω)
[(
P 0ε
)T
E (Sεh)P
1
ε (h) +
(
P 0ε
)T
Nε(h, h)P
0
ε
]
. (4.2.26)
As E is an invertible linear mapping, we deduce from (4.2.25) and (4.2.9) the conver-
gences (4.2.19).
We have, as E (Sεh) is antisymmetric and σε symmetric,(
σεP
1
ε (h) + E (Sεh)P
0
ε
)T(
σε
)−1(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
= −(P 0ε )TE (Sεh)(σε)−1E (Sεh)P 0ε − (P 0ε )TE (Sεh)P 1ε (h)
+
(
P 1ε (h)
)T(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
.
(4.2.27)
Again, taking into account (4.2.15), (4.2.22), (4.2.23), the div-curl lemma implies that(
P 1ε (h)
)T(
σεP
1
ε (h) + E (Sεh)P
0
ε
) −⇀ 0 weakly in Lp(Ω)3×3. (4.2.28)
Hence, (4.2.27) implies that
lim
w−L1(Ω)
(
σεP
1
ε (h) + E (Sεh)P
0
ε
)T
σ−1ε
(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
= − lim
w−L1(Ω)
[(
P 0ε
)T
E (Sεh)σ
−1
ε E (Sεh)P
0
ε +
(
P 0ε
)T
E (Sεh)P
1
ε (h)
]
. (4.2.29)
Combining the equalities (4.2.10), (4.2.11) of Proposition 4.2.1 with (4.2.26), (4.2.29)
and the antisymmetry of E (Sεh) and E (S∗h), we obtain that
σ∗M∗(h, h)σ∗ − lim
w−L1(Ω)
(
σεP
0
ε
)T
Mε(h, h)
(
σεP
0
ε
)
= lim
w−L1(Ω)
[(
P 0ε
)T
Nε(h, h)P 0ε −
(
P 0ε
)T
E (Sεh)σ−1ε E (Sεh)P
0
ε
]
−N∗(h, h) + E (S∗h) σ−1∗ E (S∗h)
= − lim
w−L1(Ω)
[(
P 0ε
)T
E (Sεh)σ−1ε E (Sεh)P
0
ε +
(
P 0ε
)T
E (Sεh)P 1ε (h)
]
−E (S∗h)Tσ−1∗ E (S∗h)
= lim
w−L1(Ω)
[(
σεP
1
ε (h) + E (Sεh)P
0
ε
)T(
σε
)−1(
σεP
1
ε (h) + E (Sεh)P
0
ε
)]
−E (S∗h)Tσ−1∗ E (S∗h).
(4.2.30)
In fact, the convergences (4.2.19) and (4.2.20) hold in Lp/2(Ω)3×3. 
4.2.2.2 The periodic case
We now give a corollary of Theorem 4.2.1 for periodic media. To this end, we
set Y := (0, 1)3, and consider the εY -periodic conductivity
σε(h)(x) := σ(h)
(x
ε
)
, (4.2.31)
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where σ(h) is a Y -periodic matrix-valued function. We assume (4.2.1) and analogous
regularity conditions to (4.2.2): there exists an open ball O in R3 centered at 0 such
that {
σ(h) ∈M(α, β; Ω), ∀ h ∈ O,
h 7→ σ(h)(y) is of class C 2 on O, ∀ y ∈ Y. (4.2.32)
These conditions gives the expansions, like in (4.2.6) and (4.2.3)
σ(h) = σ + E (Sh) +N (h, h) + oL∞(Ω)3×3(|h|2), (4.2.33)
ρ(h) = σ(h)−1 = ρ+ E (Rh) +M (h, h) + oL∞(Ω)3×3(|h|2), (4.2.34)
where σ, ρ, S, R, N and M are Y -periodic functions bounded in Y . The cor-
rector Pε(h) := DUε(h) defined in (4.2.14) and (4.2.17) reads as Uε(h) := εU(h)
(
x
ε
)
,
where U(h) is the unique solution in H1loc(R3) (up to an additive constant) of the prob-
lem {
Div
(
σ(h)DU(h)
)
= 0 in D ′(R3),
y 7→ U(h)(y)− y = 0 is Y -periodic, (4.2.35)
and P (h) := DU(h) with
〈P (h)〉 = I3. (4.2.36)
We have the classical periodic homogenization formula (see, e.g., [18] for more de-
tails) σ∗(h) = 〈σ(h)DU(h)〉. By virtue of (4.2.32) we have expansions similar to the
expressions (4.2.7), (4.2.8) and (4.2.18)
σ∗(h) = σ∗ + E (S∗h) +N∗(h, h) + o(|h|2), (4.2.37)
ρ∗(h) = σ∗(h)−1 = ρ∗ + E (R∗h) +M∗(h, h) + o(|h|2), (4.2.38)
and
P (h) = P 0 + P 1(h) + P 2(h, h) + oL2(Ω)3×3(|h|2). (4.2.39)
We can state a corollary to Theorem 4.2.1:
Corollary 4.2.1. For a periodic conductor, the effective Hall matrix R∗, the effec-
tive S-matrix S∗ and the effective magneto-resistance tensor M∗ are given by the fol-
lowing relations, for any h ∈ O,
S∗ =
〈
Cof(P 0)TS
〉
, Cof(σ∗) R∗ =
〈
Cof(σεP
0)TR
〉
, (4.2.40)
and
σ∗M∗(h, h)σ∗ =
〈(
σP 0
)T
M (h, h)
(
σP 0
)〉− E (S∗h)Tσ−1∗ E (S∗h)
+
〈(
E (Sh)P 0 + σP 1(h)
)T
σ−1
(
E (Sh)P 0 + σP 1(h)
)〉
,
(4.2.41)
where P 0, P 1(h) are the matrix-valued gradient which satisfy (4.2.39).
141
Chapitre 4 - Magneto-resistance in three-dimensional composites
4.3 Comparison between the effective magneto-resis-
tance and the local magneto-resistance
4.3.1 The main result
We now give a generalization of the two-dimensional Theorem 2.4 of [4], and a
corollary in the periodic case with the notations of Section 4.2.2.2.
Theorem 4.3.1. Assume that the conditions (4.2.1)-(4.2.8) are satisfied, and that the
norm of the local Hall matrix Rε and the norm of the local magneto-resistance tensorMε
are bounded in L∞(Ω). Then, for any h ∈ O, we have
σ∗M∗(h, h)σ∗ ≥ lim
w−L1(Ω)
(
σεP
0
ε
)T
Mε(h, h)
(
σεP
0
ε
)
. (4.3.1)
Moreover, (4.3.1) is an equality if and only if
Curl
(
E (Rεh)σεP
0
ε
)
lies in a compact subset of H−1(Ω)3×3×3. (4.3.2)
Corollary 4.3.1. In the periodic case, the constant effective magneto-resistance ten-
sor M∗ and the constant effective conductivity σ∗ satisfy the inequality for any h ∈ O,
σ∗M∗(h, h)σ∗ ≥
〈(
σP 0
)T
M (h, h)
(
σP 0
)〉
, with σ∗ =
〈
σP 0
〉
, (4.3.3)
where σ(y) is the local conductivity and M (h, h)(y) is the local magneto-resistance.
Moreover, (4.3.3) is an equality if and only if
Curl
(
E (Rh) σ P 0
)
= 0 in D ′(R3)3×3×3. (4.3.4)
Remark 4.3.1. Then the inequality (4.3.3) can be written, for any h ∈ R3,
M∗(h, h)〈j〉 · 〈j〉 ≥
〈
M (h, h)j · j〉, with 〈j〉 = σ∗〈e〉, (4.3.5)
where e(y) = P 0(y)〈e〉 is the local electric field and j(y) = σ(y)e(y) is the local current
field. Inequality (4.3.5) means that the dissipation energy in a composite is greater than
or equal to the average of the dissipation energy in each of its phases.
The proof of Theorem 4.3.1 is based on the following result:
Lemma 4.3.1. Let Ω be a bounded open subset of Rd. Consider a sequence Aε of
symmetric matrix-valued functions in M(α, β; Ω) which H-converges to A∗, and a se-
quence ξε of L2(Ω)d which satisfies
ξε −⇀ ξ weakly in L2(Ω)d and div (ξε) −→ div (ξ) strongly in H−1(Ω). (4.3.6)
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Also assume that
A−1ε ξε · ξε −⇀ ζ weakly-∗ inM(Ω). (4.3.7)
Then, we have the inequality
ζ ≥ A−1∗ ξ · ξ inM(Ω). (4.3.8)
Moreover, the inequality (4.3.8) is an equality if and only if
curl
(
A−1ε ξε
)
lies in a compact subset of H−1loc (Ω)
d×d. (4.3.9)
Remark 4.3.2. Inequality (4.3.8) is a classical duality principle in the periodic case (see,
for instance, [12] pp.160–200). However, up our knowledge the non-periodic case and
the condition (4.3.9) of equality are less classical and deserve a proof.
Proof of Theorem 4.3.1. Taking into account the expansions (4.2.6) and (4.2.18), we
have as in (4.2.21):
σε(h)Pε(h) = σεP
0
ε +
(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
+ oLp(Ω)3×3(h). (4.3.10)
By virtue of Remark 4.1.1, using the properties (4.2.14)-(4.2.16) satisfied by the cor-
rector Pε(h) in the expansions (4.2.18), (4.2.21) and (4.2.7), we have, like in (4.2.22)
and (4.2.23):
P 0ε −⇀ I3 weakly in Lp(Ω)3×3,
P 1ε (h) −⇀ 0 weakly in Lp(Ω)3×3,
σεP
1
ε (h) + E (Sεh)P
0
ε −⇀ E (S∗h) weakly in Lp(Ω)3×3.
(4.3.11)
Let λ ∈ R3. We apply Lemma 4.3.1 with Aε := σε, ξε :=
(
σεP
1
ε (h) + E (Sεh)P
0
ε
)
λ
and the vector-valued functions ξ := E (S∗h)λ,
ζ := lim
w−L1(Ω)
(
E (Sεh)P
0
ε + σεP
1
ε (h)
)T
σ−1ε
(
E (Sεh)P
0
ε + σεP
1
ε (h)
)
λ · λ. (4.3.12)
It follows that for any λ ∈ R3,
lim
w−L1(Ω)
(
E (Sεh)P
0
ε +σεP
1
ε (h)
)T
σ−1ε
(
E (Sεh)P
0
ε +σεP
1
ε (h)
)
λ ·λ ≥ E (S∗h)Tσ−1∗ E (S∗h)λ ·λ.
Using the fact that P 1ε (h) is a gradient and (4.2.12), the above inequality is an equality
if and only if
Curl
(
A−1ε ξε
)
= Curl
(
σ−1ε E (Sεh)P
0
ε λ
)
= −Curl (E (Rεh)σεP 0ε λ) (4.3.13)
lies in a compact subset of H−1loc (Ω)
3×3. Due to the arbitrariness of λ, this can be
rewritten
lim
w−L1(Ω)
(
E (Sεh)P
0
ε + σεP
1
ε (h)
)T
σ−1ε
(
E (Sεh)P
0
ε + σεP
1
ε (h)
) ≥ E (S∗h)Tσ−1∗ E (S∗h),
143
Chapitre 4 - Magneto-resistance in three-dimensional composites
which is an equality if and only if
Curl
(
E (Rεh)σεP
0
ε
)
lies in a compact subset of H−1loc (Ω)
3×3×3. (4.3.14)
We conclude to (4.3.1) by (4.2.20) and (4.3.1), and to (4.3.2) by (4.3.14). 
Proof of Lemma 4.3.1.
Proof of inequality (4.3.8): Let ϕ be a non-negative function in C 0c (Ω). Let δ > 0, and
for i = 1, . . . , k, let λi ∈ Rd and let ωi be balls in Ω such that
suppϕ ⊂
k⋃
i=1
ωi and
k∑
i=1
ˆ
ωi
|A−1∗ ξ − λi|2 dx ≤ δ. (4.3.15)
We consider a partition of unity (ψi)1≤i≤k such that
∀ i = 1, . . . , k, ψi ∈ C∞c (ωi), 1 ≥ ψi ≥ 0,
k∑
i=1
ψi ≡ 1 in suppϕ, (4.3.16)
and a sequence of functions (ψ˜i)1≤i≤k such that
∀ i = 1, . . . , k, ψ˜i ∈ C∞c (ωi), ψ˜i ≡ 1 in suppψi. (4.3.17)
For i = 1, . . . , k, let viε be the unique solution of the problem{
div
(
Aε∇viε
)
= div
(
A∗∇(ψ˜iλi · x)
)
in D ′(Ω)
viε = 0 on ∂Ω.
(4.3.18)
Thanks to the H-convergence of Aε (see Definition 4.1.1) we have the convergence
∀ i = 1, . . . , k,
{
viε −⇀ vi = ψ˜iλi · x weakly in H10 (Ω),
∇vi ≡ λi in suppψi.
(4.3.19)
More generally, for any λ ∈ Rd, we consider the unique solution vλε of the problem{
div
(
Aε∇vε
)
= div
(
A∗λ
)
in D ′(Ω),
vε = λ · x on ∂Ω.
(4.3.20)
Again, by the H-convergence of Aε, we have the convergences{
vε −⇀ λ · x weakly in H10 (Ω),
Aε∇vε −⇀ A∗λ weakly in L2(Ω)d.
(4.3.21)
We have by (4.3.16)
ˆ
Ω
ζϕ dx = lim
ε→0
ˆ
Ω
A−1ε ξε · ξε ϕ dx =
k∑
i=1
lim
ε→0
ˆ
ωi
A−1ε ξε · ξε ψi ϕ dx. (4.3.22)
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Combining this inequality with, for i = 1, . . . , k,
A−1ε ξε · ξε − 2ξε · ∇viε + Aε∇viε · ∇viε = A−1ε
(
ξε − Aε∇viε
) · (ξε − Aε∇viε) ≥ 0, (4.3.23)
we obtain that
ˆ
Ω
ζϕ dx ≥
k∑
i=1
lim inf
ε→0
ˆ
ωi
(
2ξε · ∇viε − Aε∇viε · ∇viε
)
ψiϕ dx. (4.3.24)
By (4.3.18), (4.3.6) and (4.3.19), and by the classical div-curl lemma of [17, 18] we
have
ξε · ∇viε −⇀ ξ · ∇vi = ξ · λi and Aε∇viε · ∇viε −⇀ A∗∇vi · ∇vi = A∗λi · λi (4.3.25)
weakly-∗ inM(ωi). This combined with (4.3.24) and (4.3.16) yields
ˆ
Ω
ζϕ dx ≥
k∑
i=1
ˆ
ωi
(
2ξ · λi − A∗λi · λi
)
ψi ϕ dx
=
k∑
i=1
ˆ
ωi
A−1∗ ξ · ξ ψi ϕ dx−
k∑
i=1
ˆ
ωi
A∗
(
A−1∗ ξ − λi
) · (A−1∗ ξ − λi) ψi ϕ dx
=
ˆ
Ω
A−1∗ ξ · ξ ϕ dx−
k∑
i=1
ˆ
ωi
A∗
(
A−1∗ ξ − λi
) · (A−1∗ ξ − λi) ψi ϕ dx. (4.3.26)
Moreover, by the Cauchy-Schwarz inequality and since A∗ ∈M(α, β; Ω), we have for
any i = 1, . . . , k,
ˆ
ωi
A∗
(
A−1∗ ξ − λi
) · (A−1∗ ξ − λi) ψi ϕ dx ≤ β ‖ϕ‖∞ ˆ
ωi
|A−1∗ ξ − λi|2 dx. (4.3.27)
Summing these inequalities on i together with (4.3.26) and (4.3.15), we finally get that
ˆ
Ω
ζϕ dx ≥
ˆ
Ω
A−1∗ ξ · ξϕ dx− β δ ‖ϕ‖∞. (4.3.28)
We conclude to (4.3.1) since δ is arbitrary.
Proof of the case of equality: Let us now prove that the equality in (4.3.8) implies (4.3.9).
Consider a compact subset K of Ω, and a sequence Φε ∈ H10 (Ω)d×d such that
Φε −⇀ 0 weakly in H10 (Ω)d×d and supp Φε ⊂ K. (4.3.29)
By the definitions of the curl and the divergence, and by (4.3.29) we have〈
curl
(
A−1ε ξε
)
,Φε
〉
H−1(Ω)d×d,H10 (Ω)d×d
=
ˆ
K
A−1ε ξε ·Div
(
Φε − ΦTε
)
dx. (4.3.30)
145
Chapitre 4 - Magneto-resistance in three-dimensional composites
Consider a partition of unity (ψi)1≤i≤k such that
∀ i = 1, . . . , k, ψi ∈ C∞c (ωi), 0 ≤ ψi ≤ 1,
k∑
i=1
ψi ≡ 1 in K, (4.3.31)
the functions ψ˜i defined by (4.3.17), and the function viε by (4.3.18). We decompose the
equality (4.3.30) in two parts〈
curl
(
A−1ε ξε
)
,Φε
〉
H−1(Ω)d×d,H10 (Ω)d×d
= Iε + Jε, (4.3.32)
where
Iε :=
k∑
i=1
ˆ
ωi
(
A−1ε ξε −∇viε
) ·Div(Φε − ΦTε ) ψi dx, (4.3.33)
and
Jε :=
k∑
i=1
ˆ
ωi
∇viε ·Div
(
Φε − ΦTε
)
ψi dx. (4.3.34)
On the one hand, by the Cauchy-Schwarz inequality we have
|Iε|2 ≤
(
k∑
i=1
ˆ
ωi
|A−1ε ξε −∇viε|2ψi dx
)(
k∑
i=1
ˆ
ωi
∣∣Div(Φε − ΦTε )∣∣2 ψi dx
)
, (4.3.35)
that is
|Iε|2 ≤
∥∥Div(Φε − ΦTε )∥∥2L2(Ω)d k∑
i=1
ˆ
ωi
|A−1ε ξε −∇viε|2 ψi dx. (4.3.36)
Using successively (4.3.8), (4.3.25) and (4.3.7), we get that
lim sup
ε→0
k∑
i=1
ˆ
ωi
∣∣A−1ε ξε −∇viε∣∣2 ψi dx
= lim sup
ε→0
k∑
i=1
ˆ
ωi
(
A−1ε ξε · ξε − 2ξε · ∇viε + Aε∇viε · ∇viε
)
ψi dx
=
k∑
i=1
ˆ
ωi
(
A−1∗ ξ · ξ − 2ξ · ∇vi + A∗∇vi · ∇vi
)
ψi dx
=
k∑
i=1
ˆ
ωi
[
A∗
(
A−1∗ ξ − λi
) · (A−1∗ ξ − λi)]ψi dx ≤ β k∑
i=1
ˆ
ωi
|A−1∗ ξ − λi|2 dx ≤ βδ.
This combined with (4.3.29) and (4.3.36) implies that
|Iε| = O(
√
δ). (4.3.37)
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On the other hand, an integration by parts gives
Jε =
k∑
i=1
ˆ
ωi
∇viε ·Div
(
Φε − ΦTε
)
ψi dx
=
k∑
i=1
ˆ
ωi
∇viε ·Div
(
ψi(Φε − ΦTε )
)
dx−
k∑
i=1
ˆ
ωi
∇viε ·
(
ΦTε − Φε
)∇ψi dx. (4.3.38)
Since ψi(Φε − ΦTε ) is an antisymmetric matrix, we have for any i = 1, . . . , k,
ˆ
ωi
∇viε ·Div
(
ψi(Φε − ΦTε )
)
dx = −
d∑
k,l=1
〈
∂2viε
∂xk∂xl
, ψi(Φε − ΦTε )k,l
〉
C∞c (ωi),D(ωi)
= 0,
hence
Jε =
k∑
i=1
ˆ
ωi
∇viε ·
(
Φε − ΦTε
)∇ψi dx. (4.3.39)
The Cauchy-Schwarz inequality gives
|Jε|2 ≤ ‖Φε − ΦTε ‖2L2(Ω)d×d sup
1≤i≤k
‖∇ψi‖2∞
k∑
i=1
‖∇viε‖2L2(ωi). (4.3.40)
Then, since k and (ψi)1≤i≤k are independent of ε, there exists Cδ > 0 such that
|Jε| ≤ Cδ‖Φε − ΦTε ‖L2(Ω)d×d . (4.3.41)
Combining (4.3.37) and (4.3.41) with (4.3.32), we have, for any δ > 0,∣∣∣〈curl(A−1ε ξε),Φε〉H−1(Ω)d×d,H10 (Ω)d×d∣∣∣ ≤ Cδ ‖Φε − ΦTε ‖L2(Ω)d×d +O(√δ). (4.3.42)
Moreover, by the definition of Φε in (4.3.29) and Rellich’s theorem, Φε − ΦTε converges
strongly to 0 in L2(Ω)d×d. Therefore, we get that for any δ > 0,
lim sup
ε→0
∣∣∣〈curl(A−1ε ξε),Φε〉H−1(Ω)d×d,H10 (Ω)d×d∣∣∣ ≤ C√δ, (4.3.43)
which implies (4.3.9) due to the arbitrariness of δ > 0 and (4.3.29).
Finally, let us prove that (4.3.9) implies the equality in (4.3.8). As |A−1ε ξε| ≤ β|ξε|
is a bounded sequence in L2(Ω), the following convergence holds up to a subsequence
ηε := A
−1
ε ξε −⇀ η weakly in L2(Ω)d. (4.3.44)
By the div-curl lemma and (4.3.9), we have
ηε · ξε = A−1ε ξε · ξε −⇀ η · ξ in D ′(Ω), (4.3.45)
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ηε · Aε∇vλε −⇀ η · A∗λ in D ′(Ω). (4.3.46)
Moreover, since Aε is symmetric, we have
ηε · Aε∇vλε = ξε · ∇vλε −⇀ ξ · λ in D ′(Ω). (4.3.47)
From (4.3.46) and (4.3.47), we deduce that for any λ ∈ Rd,
η · A∗λ = A∗η · ξ = ξ · λ a.e. in Ω, (4.3.48)
which implies that
η = A−1∗ ξ a.e. in Ω. (4.3.49)
We conclude to the equality in (4.3.8) combining (4.3.49) with (4.3.45). 
4.3.2 Higher-order terms
In this section, we try to extend the inequality (4.3.1) when the magneto-resistance
is replaced by any term of even-order in the expansion of the perturbed resistivity. We
first establish an inequality (opposite to (4.3.1)) satisfied by the fourth-order term of
the resistivity assuming that the Hall matrix is zero. Then, we prove that the positivity
is not conserved for even-orders greater than two.
For the sake of simplicity, we lighten the notation of Remark 4.1.1: for any functional
space H, any integer k, any k-linear form gk : (R3)k → H and any h ∈ R3, the kth-
order gk(h, . . . , h) is symply denoted gk(h). Let n ≥ 4 be an integer. Assume that the
conductivity satisfies the regularity condition (4.2.2) for any multi-index |ν| ≤ n. As a
consequence, the conductivity σε(h), the resistivity ρε(h) = σε(h)−1 and the associated
homogenized quantities σ∗(h), ρ∗(h) satisfy the nth-order expansions in h
σε(h) = σε + · · ·+ σnε (h) + oL∞(Ω)3×3(|h|n),
ρε(h) = ρε + · · ·+ ρnε (h) + oL∞(Ω)3×3(|h|n),
σ∗(h) = σ∗ + · · ·+ σn∗ (h) + oL∞(Ω)3×3(|h|n),
ρ∗(h) = ρ∗ + · · ·+ ρn∗ (h) + oL∞(Ω)3×3(|h|n),
(4.3.50)
where for any h ∈ R3, the matrices σkε/∗(h), ρkε/∗(h) are symmetric for even k and anti-
symmetric for odd k. Note that with the notations of Section 4.2 we have{
σ1ε/∗(h) = E (Sε/∗h), ρ
1
ε/∗(h) = E (Rε/∗h),
σ2ε/∗(h) = Nε/∗(h, h), ρ
2
ε/∗(h) =Mε/∗(h, h).
(4.3.51)
Similarly to (4.2.17) and (4.2.18), by the above regularity condition, the coercivity
of σε(h) and the Meyers estimate [16], the potential Uε(h) and the corrector Pε(h)
admit the following nth-order expansions in h,
Uε(h) = U
0
ε + U
1
ε (h) + · · ·+ Unε (h) + oW 1,p(Ω)3(|h|n), (4.3.52)
Pε(h) = P
0
ε + P
1
ε (h) + · · ·+ P nε (h) + oLp(Ω)3×3(|h|n). (4.3.53)
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4.3.2.1 Fourth-order term with zero Hall matrix
We can now state the following result for the fourth-order term:
Proposition 4.3.1. Assume that (4.2.1) and (4.2.2) for |ν| ≤ 4 are satisfied and that
the norms of σ2ε , σ3ε and σ4ε are bounded in L∞(Ω). Then, in the absence of Hall ef-
fect (i.e. ρ1ε = 0), we have, for any h ∈ O,
σ∗ ρ4∗(h)σ∗ ≤ lim
w−L1(Ω)
(
σεP
0
ε
)T
ρ4ε(h)
(
σεP
0
ε
)
. (4.3.54)
Moreover, (4.3.54) is an equality if and only if
Curl
(
ρ2ε(h)σεP
0
ε
)
lies in a compact subset of H−1(Ω)3×3×3. (4.3.55)
Proof. The proof follows the framework of Section 4.2 and 4.3. We first establish like in
Theorem 4.2.1 a new expression of the difference of the two terms of (4.3.54) through
relations similar to Proposition 4.2.1. We then apply Lemma 4.3.1 to this new expres-
sion.
Let h ∈ O. As σ1ε = 0, by Proposition 4.2.1 and (4.3.51), we have
σ1∗ = ρ
1
ε = ρ
1
∗ = 0. (4.3.56)
Considering the expansion at the fourth-order of σε(h)ρε(h) = I3, we obtain similarly to
the proof of Proposition 4.2.1, for any h ∈ O,
σε ρ
4
ε(h) + σ
1
ε(h) ρ
3
ε(h) + σ
2
ε(h) ρ
2
ε(h) + σ
3
ε(h) ρ
1
ε(h) + σ
4
ε(h) ρε = 0, (4.3.57)
which gives, by (4.3.56),
σε ρ
4
ε(h)σε = −σ2ε(h) ρ2ε(h)σε − σ4ε(h). (4.3.58)
Using again (4.3.56) with (4.3.51), (4.2.10) can be rewritten, for any h ∈ O,
σ2ε(h) = σε ρ
2
ε(h)σε. (4.3.59)
Combining (4.3.58) with (4.3.59), we obtain
σε ρ
4
ε(h)σε = σ
2
ε(h)σ
−1
ε σ
2
ε(h)− σ4ε(h). (4.3.60)
Similarly, we have for the homogenized quantities
σ∗ ρ4∗(h)σ∗ = σ
2
∗(h)σ
−1
∗ σ
2
∗(h)− σ4∗(h). (4.3.61)
Taking into account the expansions (4.3.50) and (4.3.53), we have (writing only the
second and the fourth-order terms) like in (4.2.21)
σε(h)Pε(h) = · · ·+
(
σεP
2
ε (h) + σ
1
εP
1
ε (h) + σ
2
ε(h)P
0
ε
)
+ · · ·
+
(
σεP
4
ε (h) + σ
1
ε(h)P
3
ε (h) + σ
2
ε(h)P
2
ε (h) + σ
3
ε(h)P
1
ε (h) + σ
4
ε(h)P
0
ε
)
+ oLp(Ω)3×3(|h|4),
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that is by (4.3.56)
σε(h)Pε(h) = · · ·+
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)
+ · · · (4.3.62)
+
(
σεP
4
ε (h) + σ
2
ε(h)P
2
ε (h) + σ
3
ε(h)P
1
ε (h) + σ
4
ε(h)P
0
ε
)
+ oLp(Ω)3×3(|h|4).
By virtue of Remark 4.1.1, using the properties (4.2.14)-(4.2.16) satisfied by the correc-
tor Pε(h) in the expansions (4.3.53), (4.3.62) and (4.3.50), we get that
P 4ε (h) −⇀ 0,
σεP
2
ε (h) + σ
2
ε(h)P
0
ε −⇀ σ2∗(h),
σεP
4
ε (h) + σ
2
ε(h)P
2
ε (h) + σ
3
ε(h)P
1
ε (h) + σ
4
ε(h)P
0
ε −⇀ σ4∗(h).
(4.3.63)
weakly in Lp(Ω)3×3 and, in the distributions sense{
Div
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)
= Div
(
σ2∗(h)
)
,
Div
(
σεP
4
ε (h) + σ
2
ε(h)P
2
ε (h) + σ
3
ε(h)P
1
ε (h) + σ
4
ε(h)P
0
ε
)
= Div
(
σ4∗(h)
) . (4.3.64)
Moreover, from σ1ε = 0, (4.3.56) and (4.2.23) σεP 1ε (h) is a divergence free function. Then
the div-curl lemma implies that
(
σεP
1
ε (h)
)T
P 1ε (h) converges to 0 in Lp/2(Ω)3×3. This
combined with σε ∈M(α, β; Ω), we get that
P 1ε (h) −→ 0 strongly in Lp(Ω)3×3. (4.3.65)
Taking into account (4.2.22) and (4.3.64), the div-curl lemma implies the weak conver-
gence in Lp/2(Ω)3×3(
P 0ε
)T(
σεP
4
ε (h) + σ
2
ε(h)P
2
ε (h) + σ
3
ε(h)P
1
ε (h) + σ
4
ε(h)P
0
ε
) −⇀ σ4∗(h). (4.3.66)
Moreover by (4.2.22), (4.3.63), (4.2.23) and the symmetry of σε the div-curl lemma yields(
P 0ε
)T(
σεP
4
ε (h)
)
=
(
σεP
0
ε
)T
P 4ε (h) −⇀ 0 weakly in Lp(Ω)3×3. (4.3.67)
Hence, combining (4.3.65) and (4.3.67) in (4.3.66) we obtain
σ4∗(h) = lim
w−L1(Ω)
[(
P 0ε
)T
σ2ε(h)P
2
ε (h) +
(
P 0ε
)T
σ4ε(h)P
0
ε
]
. (4.3.68)
Taking into account (4.2.15), and (4.3.64) the div-curl lemma implies that(
P 2ε (h)
)T(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
) −⇀ 0 weakly in Lp/2(Ω)3×3, (4.3.69)
hence
lim
w−L1(Ω)
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)T
σ−1ε
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)
= lim
w−L1(Ω)
[(
P 0ε
)T
σ2ε(h)P
2
ε (h) +
(
P 0ε
)T
σ2ε(h)σ
−1
ε σ
2
ε(h)P
0
ε
]
. (4.3.70)
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Combining the equalities (4.3.60), (4.3.61) with (4.3.68), (4.3.70) and the symmetry
of σε and σ2ε(h), we obtain that
σ∗ ρ4∗(h)σ∗ − lim
w−L1(Ω)
(
σεP
0
ε
)T
ρ4ε(h)
(
σεP
0
ε
)
= σ2∗(h) (σ∗)
−1 σ2∗(h)− σ4∗(h)− lim
w−L1(Ω)
[(
P 0ε
)T
σ2ε(h)σ
−1
ε σ
2
ε(h)P
0
ε −
(
P 0ε
)T
σ4ε(h)P
0
ε
]
= σ2∗(h) (σ∗)
−1 σ2∗(h)− lim
w−L1(Ω)
[(
P 0ε
)T
σ2ε(h)σ
−1
ε σ
2
ε(h)P
0
ε +
(
P 0ε
)T
σ2ε(h)P
2
ε (h)
]
= σ2∗(h) (σ∗)
−1 σ2∗(h)− lim
w−L1(Ω)
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)T
σ−1ε
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)
.
Let λ ∈ R3. We apply Lemma 4.3.1 with Aε := σε, ξε :=
(
σεP
2
ε (h) + σ
2
ε(h)P
0
ε
)
λ which
has a compact divergence by (4.3.64) and converges weakly in Lp(Ω)3×3 to ξ := σ2∗(h)λ
by (4.3.63). Thus, with the notation of Lemma 4.3.1, we have
ζ = lim
w−L1(Ω)
(
σ2ε(h)P
0
ε + σεP
2
ε (h)
)T
σ−1ε
(
σ2ε(h)P
0
ε + σεP
2
ε (h)
)
λ · λ. (4.3.71)
As σ2∗(h) is symmetric, it follows that for any λ ∈ R3,
lim
w−L1(Ω)
(
σ2ε(h)P
0
ε + σεP
2
ε (h)
)T
σ−1ε
(
σ2ε(h)P
0
ε + σεP
2
ε (h)
)
λ · λ ≥ σ2∗(h)σ−1∗ σ2∗(h)λ · λ.
Using the fact that P 2ε (h) is a gradient and the equality (4.3.59), the inequality above
is an equality if and only if
curl
(
A−1ε ξε
)
= curl
(
σ−1ε σ
2
ε(h)P
0
ε λ
)
= − curl (ρ2ε(h)σεP 0ε λ) (4.3.72)
lies in a compact subset of H−1(Ω)3×3. This concludes the proof due to the arbitrariness
of λ. 
4.3.2.2 An example with changes of sign
In this section we build a rank-one laminate which shows that the inequality (4.3.1) (or
its inverse) cannot be extended to higher even-order terms.
Let p ∈ N∗. Define the perturbed conductivity
σ(h) := χσ1(h) + (1− χ)σ2(h), (4.3.73)
where χ is a characteristic function. For i = 1, 2, the conductivities σi(h) belong to the
setM(α, β; Ω) and the resistivities ρi(h) = σi(h)−1 satisfy the nth-order expansions in h
σi(h) = σi + · · ·+ σ2pi (h) + o(|h|2p), ρi(h) = ρi + · · ·+ ρ2pi (h) + o(|h|2p), (4.3.74)
where for any h ∈ R3, the matrices σki (h), ρki (h) are symmetric for even k and antisym-
metric for odd k.
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σ1(h)
σ2(h)
ξ
Figure 4.3.1: A three-dimensional rank-one laminate
We have the following result:
Proposition 4.3.2. For any integer p ≥ 2, there exists a rank-one laminate such that
for any h the matrix
D (2p)(h) := σ∗ρ(2p)∗ (h)σ∗ −
〈(
σP 0
)T
ρ(2p)(h)
(
σP 0
)〉
(4.3.75)
is neither non-positive, nor non-negative.
Proof. We consider the particular case of (4.3.73) where the magnetic field is h = h3 e3, χ
is a 1-periodic function only depending on x1, and
σ1(h) = θ
−1 I3 + θ−1 E (h), σ2(h) = α2 I3 + E (h), (4.3.76)
with θ := 〈χ〉 ∈ (0, 1), α2 > 0. The laminate corrector P (h) is explicitly given by (see,
e.g., [6])
P (h) = χP1(h) + (1− χ)P2(h), (4.3.77)
where for i = 1, 2,
Pi(h) = I3 +
(1− θ)(2−i) (−θ)i−1
1− θ + θ2α2
θ α2 − 1 (1− θ)h3 00 0 0
0 0 0
 . (4.3.78)
The homogenized conductivity is defined by
σ∗(h) =
〈
χσ1(h)P1(h) + (1− χ)σ2(h)P2(h)
〉
, (4.3.79)
which yields
σ∗(h) =

α2
1− θ + θ2 α2 −
1− θ + θ α2
1− θ + θ2 α2 h3 0
1− θ + θ α2
1− θ + θ2 α2 h3 1 + (1− θ)α2 +
(1− θ)3
1− θ + θ2 α2 h
2
3 0
0 0 1 + (1− θ)α2

.
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Inverting this matrix, we obtain the homogenized resistivity
ρ∗(h) =

b (1− θ + θ2 α2)2 + (1− θ)3 h23
b α2 + c h23
1− θ + θ α2
b α2 + c h23
0
−1− θ + θ α2
b α2 + c h23
α2
b α2 + c h23
0
0 0 b−1
 ,
where
b := 1 + (1− θ) and c := 1− θ + α2.
Expanding the quantities ρi(h) = σi(h)−1, we obtain the expressions
ρ
(2p)
1 (h) = (−1)p θ h2p3 K,
ρ
(2p)
2 (h) = (−1)p
h
(2p)
3
α2p+12
K,
where K =
(
1 0 0
0 1 0
0 0 0
)
. (4.3.80)
Using (4.3.76)-(4.3.80), we can compute D (2p)(h). All the coefficients in the constant
matrix D (2p)(h) are zero except the entries
D (2p)(h)1,1 =
(−1)p
(1− θ + θ2 α2)2
[
(1− θ + θα2)2 (1− θ + α2)p−1
αp−12
(
1 + (1− θ)α2
)p − 1− θ
α2p−12
− (θ α2)2
]
h2p3 ,
D (2p)(h)2,2 := (−1)p
[
(1− θ + α2)p
αp2
(
1 + (1− θ)α2
)p−1 − 1− 1− θα2p−12
]
h2p3 .
As p ≥ 2, passing to the limit in the expressions of D (2p)(h)1,1 and D (2p)(h)2,2 suc-
cessively when θ → 0 and α2 →∞, we obtain that
lim
θ→0
D (2p)(h) ∼
α2→∞
(−1)p h2p3

1
αp2
0 0
0 −1 0
0 0 0
 . (4.3.81)
Finally, when θ is small enough and α2 large enough, the matrix D (2p)(h) has a positive
eigenvalue, and a negative eigenvalue, which concludes the proof. 
Remark 4.3.3. The case p = 1 confirms Theorem 4.3.1. Indeed, we have
D (2)(h) = C
[(
1− θ
α2
+ θ
(
θα22
)) (
(1− θ)α2 + θ θ−1
)− (1− θ + θα2)2]h23 (e1 ⊗ e1),
where
C :=
(1 + (1− θ)α2)−1
(1− θ + θ2 α2)2 .
By the Cauchy-Schwarz inequality, D (2)(h) is positive. This formula is a particular case
of formula (4.4.6) below.
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4.4 Case of equality for a few periodic structures
In this section we consider various periodic microstructures in the case of equality
for (4.3.3). On the one hand, Section 4.4.1 provides an explicit expression of the dif-
ference between the two terms of (4.3.3) for layered structures and thus the different
cases of equality. On the other hand, Section 4.4.2 only provides the cases of equality
for columnar structures: condition (4.3.4) would have consequences on the Hall matrix
and the conductivity of the microstructure. We use the notations of Section 4.2.2.2.
More precisely, we study the consequences of D(h, h) = 0 in (4.1.10). For a given
averaged-value λ ∈ R3 of the electric field e = P 0λ in a composite conductor, we have the
relations for the local current and the averaged-value of the current (see Remark 4.3.1)
j = σe = σP 0λ, 〈j〉 = σ∗〈e〉 = σ∗λ. (4.4.1)
We set
D(h, h) := σ∗M∗(h, h)σ∗ −
〈(
σP 0
)T
M (h, h)
(
σP 0
)〉
, (4.4.2)
so that, by the symmetry of σ∗, it follows that
D(h, h) = D(h, h)λ · λ. (4.4.3)
4.4.1 Periodic layered structures
In this section, we establish for a periodic layered structure depending on a direc-
tion ξ ∈ R3, |ξ| = 1, an exact formula for the difference between the effective magneto-
resistance and the averaged local magneto-resistance.
Let σ(h) be a perturbed conductivity in M(α, β; Ω) only depending on ξ · y, and
satisfying the expansion
σ(h)(y) = a(ξ · y) I3 + s(ξ · y)E (h) +N (h, h)(ξ · y) + o(|h|2), for a.e. y ∈ Y, (4.4.4)
where a : R→ [α, β] and s : R→ R are 1-periodic functions. By Proposition 4.2.1, we
have
R = r I3 = − s
a2
I3. (4.4.5)
Considering the expansions (4.2.37)-(4.2.39), we can state a result precising Corol-
lary 4.3.1:
Proposition 4.4.1. Consider a conductivity σ(h) satisfying (4.4.4) and the matrix-
valued function D(h, h) defined by (4.4.2).
• When h is not parallel to ξ, we have
O(h)TD(h, h)O(h) =
 d1 |h× ξ|
2 d3 (h · ξ)|h× ξ| 0
d3 (h · ξ)|h× ξ| d2 (h · ξ)2 0
0 0 d2 (h · ξ)2
 , (4.4.6)
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where O(h) is the change-of-basis matrix from the canonical basis to
Bˆ =
(
ξ,
ξ × (ξ × h)
|h× ξ| ,
h× ξ
|h× ξ|
)
, and

d1 :=
〈
a−1
〉−2 [〈
a r2
〉− 〈a〉−1 〈a r〉2] ,
d2 :=
〈
a3 r2
〉− 〈a〉−1〈a2 r〉2,
d3 :=
〈
a−1
〉−1 [〈
a2 r2
〉− 〈a〉−1 〈a r〉 〈a2 r〉] .
• When h is parallel to ξ, we have
OTD(h, h)O = d2 (h · ξ)2
0 0 00 1 0
0 0 1
 , (4.4.7)
where O is the change-of-basis matrix from the canonical basis to an orthonormal
basis Bˆ = (ξ, u, v), for suitable u, v ∈ R3.
Moreover, D(h, h) = 0 if and only if one of the following conditions holds:
• h = 0;
• h 6= 0 is orthogonal to ξ, and r is a constant;
• h 6= 0 is parallel to ξ, and ar is a constant;
• h 6= 0 is neither parallel to ξ, nor orthogonal to ξ, and ar, r are constant.
Proof. t
First case: h 6= 0 is not parallel to ξ. By Corollary 4.2.1 we have
D(h, h)
=
〈(
E (Sh)P 0 + σP 1(h)
)T
σ−1
(
E (Sh)P 0 + σP 1(h)
)〉− E (S∗h)Tσ−1∗ E (S∗h). (4.4.8)
For the sake of simplicity denote O := O(h). Denoting by ·ˆ the quantities with
respect to the new basis Bˆ, we have the following change-of-basis formulas respectively
for the system of coordinates, the local conductivity, the zero and first-order terms in
the expansion of the corrector and the local S-matrix defined by (4.2.33):
yˆ = OTy, hˆ = OTh,
σˆ
(
hˆ
)
= OTσ(h)O, σˆ = OTσ O,
Sˆ = OTS O (as a consequence of (4.2.13)),
Pˆ 0 = OTP 0O, Pˆ 1
(
hˆ
)
= OTP 1(h)O,
(4.4.9)
where the last equality is a consequence of the relation, for any λ ∈ R3,
Pˆ
(
hˆ
)
λˆ = OTP (h)λ = OTP (h)OOTλ = OTP (h)O λˆ, with λˆ = OTλ. (4.4.10)
Due to Lemma 38 of [21] for the homogenized conductivity and to (4.2.13) for the
homogenized S-matrix defined by (4.2.37), we have
σˆ∗
(
hˆ
)
= OTσ∗(h)O, σˆ∗ = OTσ∗O and Sˆ∗ = OTS∗O. (4.4.11)
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From these relations and (4.4.8) it is easy to check that the difference term D(h, h)
defined by (4.4.2) satisfies the relation
Dˆ
(
hˆ, hˆ
)
= OTD(h, h)O, (4.4.12)
where
Dˆ
(
hˆ, hˆ
)
:= −E (Sˆ∗ hˆ)Tσˆ−1∗ E (Sˆ∗ hˆ)
+
〈(
E
(
Sˆ hˆ
)
Pˆ 0 + σˆPˆ 1
(
hˆ)
)T
σˆ−1
(
E
(
Sˆ hˆ
)
Pˆ 0 + σˆPˆ 1
(
hˆ
))〉
.
(4.4.13)
Let us now compute Dˆ
(
hˆ, hˆ
)
in (4.4.13). We have
hˆ = (h · ξ,−|h× ξ|, 0)T = (hˆ1, hˆ2, 0)T. (4.4.14)
By isotropy, we have σˆ = a I3 and Sˆ = s I3. By the uniqueness of the solution of prob-
lem (4.2.35)-(4.2.36), we have
Pˆ 0 =

〈
a−1
〉−1
a
0 0
0 1 0
0 0 1
 and Pˆ 1(hˆ) =
0 0 −
s− 〈a−1〉−1 〈s
a
〉
a
hˆ2
0 0 0
0 0 0
 . (4.4.15)
Hence, combining the equality (4.4.15) with the classical periodic homogenization for-
mula (see, e.g., [18] for more details)
σˆ∗ =
〈
σˆ Pˆ 0
〉
=
〈a−1〉−1 0 00 〈a〉 0
0 0 〈a〉
 . (4.4.16)
Moreover, we have
E
(
Sˆ hˆ
)
Pˆ 0 + σˆ Pˆ 1
(
hˆ
)
= sE
(
hˆ
)
Pˆ 0 + a Pˆ 1
(
hˆ
)
=

0 0
〈
σ−1
〉−1 〈s
a
〉
hˆ2
0 0 −s hˆ1
−〈σ−1〉−1 s
a
hˆ2 s hˆ1 0
 .
(4.4.17)
Also by Corollary 4.2.1, we obtain that
Sˆ∗ =
〈
Cof
(
Pˆ 0
)
Sˆ
〉
=

〈s〉 0 0
0 〈a−1〉−1
〈s
a
〉
0
0 0 〈a−1〉−1
〈s
a
〉
 , (4.4.18)
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and
E
(
Sˆ∗ hˆ
)
=

0 0
〈
a−1
〉−1 〈s
a
〉
hˆ2
0 0 −〈s〉 hˆ1
−〈a−1〉−1 〈s
a
〉
hˆ2 〈s〉 hˆ1 0
 . (4.4.19)
Putting (4.4.17)-(4.4.19) in (4.4.13), we get that
Dˆ
(
hˆ, hˆ
)
=

d1 hˆ
2
2 −d3 hˆ1 hˆ2 0
−d3 hˆ1 hˆ2 d2 hˆ21 0
0 0 d2 hˆ
2
1
 , (4.4.20)
where 
d1 :=
〈
a−1
〉−2 [〈s2
a3
〉
− 〈a〉−1
〈s
a
〉2]
,
d2 :=
〈
s2
a
〉
− 〈a〉−1〈s〉2,
d3 :=
〈
a−1
〉−1 [〈s2
a2
〉
− 〈a〉−1
〈s
a
〉
〈s〉
]
.
(4.4.21)
We deduce (4.4.6) from (4.4.5) and (4.4.14).
Second case: h 6= 0 is parallel to ξ. Then, we have P1
(
h
)
= 0, and the computations are
quite similar.
Cases of equality. When h 6= 0 is not parallel to ξ but orthogonal to ξ, by the expres-
sion (4.4.6), D(h, h) = 0 implies that d1 = 0. Thus, the equality〈
a r2
〉
= 〈a〉−1 〈a r〉2 (4.4.22)
can be regarded as the case of equality in the Cauchy-Schwarz inequality satisfied by
the functions
√
a and
√
a r in L2
(
[0, 1]
)
. Therefore,
√
a is proportional to
√
a r, hence r
is constant. The converse is immediate. The other cases are similar. 
4.4.2 Periodic columnar structures
4.4.2.1 The general case
In this section, we consider columnar isotropic structures in the direction y3. More
precisely, the Y -periodic conductivity σ(h) of (4.2.33) only depends on y′ = (y1, y2) with
σ(0) := σ(y′) I3, σ ∈ L∞]
(
(0, 1)2; [α, β]
)
,
S := s(y′) I3, s ∈ L∞]
(
(0, 1)2;R
)
,
N (h, h) := N (h, h)(y′), N (h, h) ∈ L∞]
(
(0, 1)2;R3×3s
)
.
(4.4.23)
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Consequently, by Proposition 4.2.1 the expansion (4.2.34) of ρ(h) satisfies
ρ = σ(y′)−1 I3,
R = r(y′) I3, with r = −σ−2 s,
M (h, h) :=M (h, h)(y′), M (h, h) ∈ L∞]
(
(0, 1)2;R3×3s
)
.
(4.4.24)
We have the following result:
Proposition 4.4.2. Consider a conductivity σ(h) satisfying (4.4.23) and set the vec-
tor h′ = (h1, h2). Assume that
r−1 ∈ L1(Y ) and 〈(σ r)−1〉 6= 0. (4.4.25)
Then, D(h, h) = 0 (see (4.4.2)) is an equality if and only if one of the following condi-
tions holds
– h = 0;
– h′ = 0, h3 6= 0, and the Hall coefficient r is constant;
– h′ 6= 0, h3 = 0 and there exist two positive functions f , g in L∞(R), with f−1, g−1
in L∞(R), which are hi-periodic for i = 1, 2, and a constant C such that
σ(y′) = f(h′ ·y′) g(Jh′ ·y′) and r(y′) = C
f(h′ · y′) a.e. y
′ ∈ (0, 1)2, (4.4.26)
where J := ( 0 −11 0 );
– h′ 6= 0, h3 6= 0, the Hall coefficient r is constant, and there exists a function g
in L∞(R) with g−1 in L∞(R) which is hi-periodic for i = 1, 2, such that
σ(y′) = g(Jh′ · y′) a.e. y′ ∈ (0, 1)2. (4.4.27)
Moreover, when h1h2 6= 0 and h1/h2 /∈ Q, σ and r are constant.
Remark 4.4.1. The case (h1, h2) = 0 corresponds to the two-dimensional case studied
in [5] (Theorem 2.4). In the case (h1, h2) 6= (0, 0), h3 = 0, f and g are not unique. For
example f and g can be chosen such that 〈f−1〉 = 1 to ensure the uniqueness.
Proof of Proposition 4.4.2. We work in the orthonormal basis (f1, f2, e3) defined by
(f1, f2) :=

(
h′
|h′| ,
Jh′
|h′|
)
if h′ 6= (0, 0),
(e1, e2) if h′ = (0, 0).
(4.4.28)
In the new basis, we have h = |h′|f1 + h3e3. The associated system of coordinates is
given by 
z1 :=
h1y1 + h2y2
|h′| ,
z2 :=
h1y2 − h2y1
|h′| ,
z3 := y3,
if h′ 6= 0, and z = y, if h′ = 0. (4.4.29)
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We denote for i = 1, 2, P 0fi := ∇ui, P 0e3 := ∇u3 and for i = 1, 2, 3, vi(z) = ui(y).
Since the gradient, the divergence and the curl are invariant by a change of orthonor-
mal right-handed basis, by (4.3.4) we have for any i = 1, 2, 3,
0 = curl ((σr)E (h)∇ui)
=
|h
′| ∂z2
(
(σr) ∂z2v
i
)− ∂z3((σr) (h3 ∂z1vi − |h′|∂z3vi))
−h3 ∂z3
(
(σr) ∂z2v
i
)− |h′| ∂z1((σr) ∂z2vi)
∂z1
(
(σr) (h3∂z1v
i − |h′|∂z3vi)
)
+ h3 ∂z2
(
(σr) ∂z2v
i
)
 . (4.4.30)
As vi, σ, r are independent of z3, (4.4.30) reads as |h
′| ∂z2
(
(σr) ∂z2v
i
)
|h′| ∂z1
(
(σr) ∂z2v
i
)
h3 ∂z1
(
(σr) ∂z1v
i
)
+ h3 ∂z2
(
(σr) ∂z2v
i
)
 = 0, for i = 1, 2. (4.4.31)
First case: h′ = 0 and h3 6= 0. We are led exactly to the two-dimensional case of [4]
with h = h3 e3. The key ingredient is the positivity of the determinant of the corrector P0
due to Alessandrini and Nesi [1].
Second case: h′ 6= 0 and h3 = 0. Without loss of generality, we can assume that |h′| = 1.
The two first equalities of (4.4.31) give the existence of a constant C such that
(σr) ∂z2v
1 = C. (4.4.32)
Since ∇u1 = ∂z1v1f1 + ∂z2v1f2 + ∂z3v1e3, we have by (4.2.36)
〈∂z2v1〉 = 〈∇u1〉 · f2 = f1 · f2 = 0. (4.4.33)
By (4.4.25), since 0 < α ≤ σ ≤ β and r−1 ∈ L1(Y ), (σr)−1 6= 0 almost everywhere in R2.
Combining (4.4.33) with (4.4.32), we get that
C
〈
(σr)−1
〉
= 0, (4.4.34)
hence, C = 0, which implies that v1 is a function of z1. On the other hand, the Alessan-
drini, Nesi [1] result combined with v1 = v1(z1) yields
det(P0) = ∂z1v
1∂z2v
2 − ∂z1v2 ∂z2v1︸ ︷︷ ︸
=0
= ∂z1v
1∂z2v
2 > 0 a.e. in Y. (4.4.35)
Moreover, by (4.2.35) we have
0 = div
(
σ∇v1) = ∂z1(σ ∂z1v1) in D ′(R3), (4.4.36)
which implies that σ ∂z1v1 is a function of z2. By (4.4.35), we may define the two
measurable functions f , g by
f(z1) :=
(
∂z1v
1
)−1 and g(z2) := σ ∂z1v1. (4.4.37)
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Therefore, we get that σ(y′) = f(z1) g(z2). In particular, f , g are hi-periodic for i = 1, 2.
Let us show that f , g, f−1, g−1 are bounded functions. Denote δ := max(|h1|, |h2|) > 0.
As α ≤ σ ≤ β, we have by (4.4.37),
β2 f−2(z1) ≥ σ2 f−2(z1) = g2(z2) ≥ α2 f−2(z1) > 0 a.e. in (z1, z2) ∈ (0, δ)2. (4.4.38)
Integrating (4.4.38) successively with respect to z1 and z2 on (0, δ), we get that{
α−2C1 ≥ f−2(z1) ≥ β−2C1,
β2 α−2C1 ≥ g2(z2) ≥ α2 β−2C1,
with C1 :=
 δ
0
g2(z2) dz2 > 0 (4.4.39)
that is f, g, f−1, g−1 are L∞(R) functions. Then, we can now integrate the inequal-
ity σ(y′) = f(z1) g(z2) ≥ α with respect to z2 on (0, δ), to obtain that
f(z1)
ˆ δ
0
g(z2) dz2 ≥ δ α > 0 a.e. z1 ∈ R, (4.4.40)
that is f has a constant sign. Moreover, like in (4.4.33) we have
〈f−1〉 = 〈∂z1v1〉 = 〈∇u1〉 · f1 = f1 · f1 = 1. (4.4.41)
Hence f is a positive function, so is g by (4.4.37). Then, by a uniqueness argument the
expression of σ implies that the potentials vi, i = 1, 2, 3, are given by
∂z1v
1 = f−1(z1), ∂z2v
1 = ∂z3v
1 = 0,
∂z2v
2 = 〈g−1〉−1 g−1(z2), ∂z1v2 = ∂z3v2 = 0,
v3 = z3.
(4.4.42)
The conditions (4.4.31) and (4.4.35) give the existence of a constant C such that
r(y′) =
C
σ ∂z2v
2
= C
〈g−1〉
f(z1)
. (4.4.43)
Using the expressions (4.4.29) and |h′| = 1, we obtain (4.4.26).
Conversely, if the conductivity and the Hall coefficient satisfy the condition (4.4.26)
with 〈f−1〉 = 1 (see Remark 4.4.1), the potentials vi, for i = 1, 2, 3, are given by (4.4.42).
Hence, it follows immediately (4.4.30) and thus the case of equality.
Third case: h′ 6= 0 and h3 6= 0. Considering the third equality of (4.4.31), the first case
shows that r is constant in Y . Moreover, taking into account the first and second
components of (4.4.31), σ, r takes the form (4.4.26) by the second case. Hence, f is
constant which gives (4.4.27). The converse is similar to the second case.
Case where h1h2 6= 0 and h1/h2 /∈ Q. As h1, h2 6= 0, we are in the second or third case
of the proof. Let i ∈ {1, 2}. We have proved that ui(y) = vi(z) is a function of zi.
Moreover, ϕ : y 7→ ui(y)− fi · y = vi(z)− zi is a function in H1] (Y ;R). The function ϕ
has a continuous representative and is hj-periodic for j = 1, 2. As h1/h2 /∈ Q, ϕ is
constant so is ∇vi. Therefore, by (4.4.42), f, g are also constant. Finally by (4.4.26), σ
and r are constant. 
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4.4.2.2 Four-phase checkerboard
In the section, we consider a four-phase checkerboard columnar structure. For
any i = 1, . . . , 4, let αi be positive numbers. Consider the Y -periodic conductivity only
depending on y′ = (y1, y2), defined on the unit square (−1/2, 1/2)2 by (see figure 4.4.1)
σ(y′) =

α1 in Q1 := (0, 1/2)2,
α2 in Q2 := (0, 1/2)× (−1/2, 0),
α3 in Q3 := (−1/2, 0)2,
α4 in Q4 := (−1/2, 0)× (0, 1/2).
(4.4.44)
α1
α2
α3
α4
Figure 4.4.1: Period cell of the four-phase checkerboard columnar structure
We now state the following result:
Proposition 4.4.3. Consider the conductivity defined by (4.4.44) and D(h, h) by (4.4.2)
and assume that (4.4.25) is satisfied. Then, D(h, h) = 0 if and only if one of the fol-
lowing conditions holds:
– h = 0;
– h 6= 0 is not parallel to ei for i = 1, 2, 3, and σ, r are constant.
– h = h3e3 6= 0, and the Hall coefficient r is constant;
– h = hiei 6= 0 for i = 1, 2, and there exists a constant C such that
α1 α3 = α2 α4, and r = C
(
α6−2i
α1
1{yi>0} + 1{yi<0}
)
. (4.4.45)
Remark 4.4.2. The case equality α1 α3 = α2 α4 corresponds to the case where the
conductivity of the four-phase checkerboard is a tensor product of functions (see [15]).
When α1 α3 6= α2 α4, Craster and Obnosov [10, 11] proved an intricate formula for
the corrector P 0. In this case, σ is not a tensor product of functions which is consistent
with Proposition 4.4.2.
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Proof of Proposition 4.4.3. The case (h1, h2) = (0, 0) and h3 = 0 is a direct consequence
of Proposition 4.4.2. Set, like in Proposition 4.4.2, h′ = (h1, h2).
First case: h is not parallel to ei for i = 1, 2, 3. Assume that, without loss of gener-
ality, |h′| = 1, hi > 0 for i = 1, 2. We apply Proposition 4.4.2. There exist two posi-
tive functions f and g in L∞(R) which are hi-periodic for i = 1, 2, and a constant C
such that (4.4.26) holds. Since σ(y′) = f(z1) g(z2) (with the new variables (4.4.29))
is a piecewise constant function, f(z1) and g(z2) are constant in each open square Qi
for i = 1, 2, 3, 4. Considering the particular case of Q1 and, for δ small enough, the
rectangle
Q1,δ :=
{
y′ ∈ Q1 : z1 ∈
(
h1
h2
δ,
h1 + h2
2
)
, z2 ∈ (−δ, δ)
}
⊂ Q1, (4.4.46)
we get successively that
f is constant on I :=
(
0,
h1 + h2
2
)
,
g is constant on J :=
(
−h1
2
,
h2
2
)
.
(4.4.47)
Hence, σ is constant in the rectangle (see figure 4.4.2)
Q :=
{
y′ ∈
(
−1
2
,
1
2
)
: (z1, z2) ∈ I × J
}
. (4.4.48)
h′
Q1
Q2Q3
Q4
y2
y1
z1
z2
Q
Q1,δ
Q
Figure 4.4.2: Cross-section of the period cell of the checkerboard in the (y1, y2)-plane
As Q intersects Q1, Q2, Q4, σ is constant in Q1 ∪Q2 ∪Q4, hence α1 = α2 = α4.
Repeating the same argument with Q3 in (4.4.47), we obtain that α1 = α2 = α3 = α4.
Therefore, σ, f , g are constant, so is r by (4.4.26).
162
References
Second case: h = h1e1 6= 0. Without loss of generality, assume that h1 = 1. We again
apply Proposition 4.4.2. There exist two positive functions f and g in L∞(R) which
are hi-periodic for i = 1, 2, and a constant C ′ such that
σ(y′) = f(y1) g(y2), and r(y′) =
C ′
f(y1)
a.e. y′ ∈ (−1/2, 1/2)2. (4.4.49)
Since σ is piecewise constant in the four-phase checkerboard and f , g are respectively
functions of the independent variables y1, y2, f , g are constant in each open square Qi,
for i = 1, 2, 3, 4. It follows immediately that there exist two positive constants C ′1 and C ′2
such that C ′1C ′2 = α
−1
1 and{
f(y1) = C
′
1
(
α11{y1>0} + α41{y1≤0}
)
,
g(y2) = C
′
2
(
α11{y2>0} + α21{y2≤0}
)
,
a.e. y′ ∈ (−1/2, 1/2)2. (4.4.50)
Finally, (4.4.50) and (4.4.49) imply that there exists a constant C such that
α1 α3 = α2 α4, and r(y′) = C
(
α4
α1
1{y1>0} + 1{y1<0}
)
. (4.4.51)
Conversely, if (4.4.51) is satisfied, we can define f and g as in (4.4.50) with C ′1C ′2 = α
−1
1 .
The case h = h2e2 6= 0 is quite similar. 
References
[1] G. Alessandrini and V. Nesi. Univalent σ-harmonic mappings. Arch. Rational
Mech. Anal., 158l(2001), 155 – 171.
[2] D. J. Bergman. Self-duality and the low field Hall effect in 2D and 3D metal-
insulator composites. Percolation Structures and Processes, Annals of the Israel
Physical Society, Vol. 5, G. Deutscher, R. Zallen, and J. Adler, eds., Israel Physical
Society, Jerusalem, 1983, 297 – 321.
[3] L. Boccardo and F. Murat. Homogénéisation de problèmes quasi-linéaires. Pro-
ceedings of the Workshop Studio dei Problemi dell’Analisi Funzionale Bressanone
sept. 7-8 1981, Pitagora ed., Bologna, (1982), 13 – 53.
[4] M. Briane. Homogenization of the magneto-resistance in dimension two. Math.
Mod. Met. Appl. Sci., 20l(7)l(2010), 1161-1177.
[5] M. Briane. Homogenization of the magneto-resistance in dimension two. Mathe-
matical Models and Methods in Applied Sciences, 20l(7)l(2010), 1161-1177.
[6] M. Briane. Corrector for the homogenization of a laminate. Adv. Math. Sci. Appl.,
4l(1994), 357 – 379.
[7] M. Briane, D. Manceau, and G. W. Milton. Homogenization of the two-dimensional
Hall effect. J. Math. Anal. Appl., 339l(2008), 1468 – 1484.
163
Chapitre 4 - Magneto-resistance in three-dimensional composites
[8] M. Briane and G. W. Milton. Homogenization of the three-dimensional Hall effect
and change of sign of the Hall coefficient. Arch. Ratio. Mech. Anal., 193l(2009),
715 – 736.
[9] F. Colombini and S. Spagnolo. Sur la convergence de solutions d’équations
paraboliques. J. Math. Pures et Appl., 56l(1977), 263-306.
[10] R.V. Craster. On effective resistivity and related parameters for periodic checker-
board composites. Proceedings of the Royal Society A: Mathematical, Physical and
Engineering Sciences, 456ll(2003)l(2000), 2741 – 2754.
[11] R.V. Craster and Yu. V. Obnosov. Four-phase checkerboard composites. SIAM
Journal on Applied Mathematics, 61ll(6)l(2001), 1839 – 1856.
[12] V. V. Jikov, S. M. Kozlov, and O. A. Oleinik. Homogenization of Differential
Operators and Integral Functionals. Springer-Verlag Telos, 1994.
[13] M. Kohler. Zur magnetischen widerstandsnderung reiner metalle. Ann. Phys.,
424l(1938), 211 – 218.
[14] L. Landau and E. Lifshitz. Électrodynamique des Milieux Continus. Éditions Mir,
Moscow, 1969.
[15] M. Marino and S. Spagnolo. Un tipo di approssimazione dell’operatore∑n
i,j=1 di(aij(x)dj) con operatori
∑n
j=1 dj(β(x)dj). Annali della Scuola Normale
Superiore di Pisa - Classe di Scienze, Sér. 3, 23ll(4)l(1969), 657 – 673.
[16] N.G. Meyers. An Lp-estimate for the gradient of solutions of second-order elliptic
divergence equations. Ann. Sc. Norm. Sup. Pisa, 17l(1963), 189 – 206.
[17] F. Murat. Compacité par compensation. Ann. Scuola. Norm. Sup. Pisa Ser. IV,
5l(1978), 489-507.
[18] F. Murat and L. Tartar. “H-convergence”, Topics in the Mathematical Modelling
of Composite Materials, A.V. Cherkaev and R.V. Kohn ed., Progress in Nonlinear
Differential Equations and their Applications. Birkhäuser, Boston 1998, 21 – 43.
[19] M. A. Omar. Elementary Solid State Physics: Principles and Applications. World
Student Series Edition, Addison – Wesley, Reading, MA, 1975.
[20] L. Tartar. Compensated compactness and applications to partial differential equa-
tions. Nonlinear Analysis and Mechanics, Research Notes in Mathematics, Vol. 39,
ed. R. J. Knops (Pitman), 5l(1979), 136-212.
[21] L. Tartar. An introduction to the homogenization method in optimal design. Optimal
Shape Design, Lecture Notes in Math. 1740, Springer-Verlag, Berlin, 2000.
164

Résumé
Les conducteurs composites sont constitués d'hétérogénéités microscopiques
mais apparaissent comme homogènes à l'échelle macroscopique. La description
de leur comportement nécessite l'homogénéisation des équations de conduction
régissant chacune de leurs phases. Cette thèse s'intéresse à certaines lois ef-
fectives pour les conducteurs composites en présence d'un champ magnétique
constant.
Dans le premier chapitre, on rappelle quelques résultats d'électrophysique (eﬀet
Hall, magnétorésistance) et de la théorie de l'homogénéisation (H-convergence)
ainsi que son extension à des problèmes à forte conductivité. Dans le chapitre
deux, on étudie l'eﬀet Hall dans des composites bidimensionnels à deux phases
très contrastées et on compare le résultat d'homogénéisation à celui obtenu
avec une structure ﬁbrée renforcée. Le troisième chapitre généralise ce cas par-
ticulier et étend la loi comportementale obtenue à des matériaux cylindriques
non périodiques sans hypothèse géométrique sur leur section. Les chapitres
deux et trois soulignent des diﬀérences importantes entre la dimension deux et
la dimension trois au niveau des problèmes de conduction à fort contraste. Un
quatrième chapitre est consacré à l'étude de la magnétorésistance en dimen-
sion trois et met en avant une forte interaction entre la direction du champ
magnétique et l'énergie dissipée dans le matériau complétant ainsi un résultat
antérieur en dimension deux.
Abstract
A composite conductor is composed of microscopic heterogeneities but appears
as a homogeneous medium on the macroscopic scale. Describing the behavior of
such materials requires the homogenization of the conduction equations which
rule each of their phases. In this PhD thesis, we study a few eﬀective laws for
composite conductors in the presence of a constant magnetic ﬁeld.
In the ﬁrst chapter, we recall a few results on electro-physics (Hall eﬀect,
magneto-resistance) and on the homogenization theory (H-convergence) as
well as its extension to high-conductivity problems. In the second chapter,
we study the Hall eﬀect in two-dimensional high-contrast two-phase compos-
ites and we compare the result to the one obtained with a three-dimensional
ﬁbre-reinforced structure. The third chapter generalizes this particular case
and extends the perturbation law to non-periodic cylindrical composites with-
out any geometrical assumption on their cross section. The chapters two and
three underline the gap between dimension two and dimension three in high-
conductivity problems. The fourth chapter analyses the magneto-resistance
in a three-dimensional composite medium and outlines a strong interaction
between the direction of the magnetic ﬁeld and the dissipated energy in the
material; this completes a previous work on the two-dimensional case.
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