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ABSTRACT
In this paper we focus on the analysis of peer reviews and reviewers
behavior in a number of different review processes. More specif-
ically, we report on the development, definition and rationale of a
theoretical model for peer review processes to support the identifi-
cation of appropriate metrics to assess the processes main proper-
ties. We then apply the proposed model and analysis framework to
data sets from conference evaluation processes and we discuss the
results implications and their eventual use toward improving the
analyzed peer review processes. A number of unexpected results
were found, in particular: (1) the low correlation between peer re-
view outcome and impact in time of the accepted contributions and
(2) the presence of an high level of randomness in the analyzed peer
review processes.
1. INTRODUCTION
Peer review is simultaneously one of the most established and
most controversial aspects of research assessment. Virtually every
active researcher has - at one time or another - gained great ben-
efit from a reviewer who helped to correct unnoticed (and some-
times serious) errors, suggested ways to clarify or improve results
and their description, or brought to the attention other related work
that was of great interest. At the same time most researchers have
also experienced some of their papers or research proposals being
blocked by reviews that seemed very superficial at the best and in
some cases even mendacious. As scientists, we live in fear of the
second kind of review and hoping to get the first. Yet the process
through which this happens is little known and investigated with a
scientific approach.
Since the role of the peer review process is fundamental for sci-
ence (to select quality contributions), for innovation (to select rel-
evant research proposals and patents) and for people (to provide
proper credits assignment as well as career advancement), we think
it is crucial to monitor it more closely and quantitatively. This in
order to provide to all involved stockholders (program chairs, re-
viewers, authors, funding institutions as well as the final users -
scientists) all relevant information in the most transparent way.
As a motivating example let’s take a look to the typical review
process that this paper is going through. The conference is a very
relevant, authoritative and competitive conference in a specific and
interdisciplinary domain. But little is known publicly in regard to:
• the specific peer review process model (i.e. whether it is a
single phase or a multiple phase process with discussion or
rebuttal; whether the number of reviews per paper is decided
a priori or it is adjusted during the process).
• monitoring of eventual reviewer’s biases (i.e. rating, affili-
ation, topic, country, gender, clique biases..); and if this is
done, what are the applied counter-measures and whether or
not they are transparently shared.
• the statistical accuracy of the current evaluation for a specific
contribution from its ideal evaluation (to be defined by the
the program chairs, but for instance where all the experts in
the program committee evaluate the contribution)
• known a-priori criteria that the program chairs have decided
to use as quality indicators to monitor the impact in the scien-
tific community of the conference contributions in time (i.e.
citations of accepted conference papers in time, number of
extended version of the papers published in Journals, etc.).
We think that all these information - as well as others - should be
considered in every scientific evaluation process in order to make it
more effective and transparent.
The focus of our work is to analyze and understand the charac-
teristics of current review processes in academia. In parallel, we
aim to highlight strengths and weaknesses of the processes and to
study quantitatively aspects potentially related to three core fea-
tures that should, in principle, characterize every evaluation sys-
tem: quality, fairness and efficiency. Once these aspects have been
sufficiently investigated and understood, there might be the possi-
bility to propose new models for the evaluation, that could provide
further metrics and algorithms for supporting the set up, the man-
agement and the improvement of the process. Specially, we aim
at a peer review process that allows the selection of high quality
papers and proposals, that is fair and efficient (in terms of minimiz-
ing the time spent by both authors and reviewers, efficient papers
distribution among reviewers and the statistical accuracy of the re-
view results). In the past these quantitative analysis were somehow
hinder by the manual and paper-based nature of the evaluation pro-
cedures. Nowadays, with the use of computer supported environ-
ment (e.g. Conference Management Systems) quantitative analysis
are feasible and - in our view - should be included in every review
process.
The main contributions of the paper are: (1) the definition of an
initial number of metrics capable to analyze quantitatively the three
core dimensions of the process: quality, fairness and efficiency;
(2) once the model and the analysis tools have been defined, we
have applied them to a number of data sets from conference papers
review processes. Moreover a number of interesting (and some
unexpected for us) aspects of the review system have been found.
In brief for the specific analyzed data sets:
• there is a significant degree of randomness in the analyzed
review processes, more marked than we initially expected;
the disagreement among reviewers is high and there is very
little correlation between the rankings of the review process
and the impact of the papers as measured by citations.
• it has been always possible to identify groups of reviewers
that consistently give higher (or lower) marks than the others
independently from the quality of the specific proposal they
have to assess. Moreover, we have shown that our proposed
unbiasing procedure can have a significant effect on the final
result. This information and proposed unbiasing tool could
be useful to the review chairs to improve the fairness of the
review process
• we have also focused on efficiency-related metrics and we
have shown that it is possible to device statistical approaches
to tune review process parameters to improve quality while
keeping the overall effort under control.
The results obtained from the application of the proposed anal-
ysis framework and related metrics are capable to characterize the
different review processes. Through the computed results we are
able make useful comparisons between the different processes and
to drawn some general remarks and lessons learned.
The paper is structured as follows. In Section 2 we provide a
brief description of the related work. Section 3 presents the di-
mension of our analysis, while the subsequent sections details the
proposed metrics, analysis and related results and lessons learned.
Conclusion and discussion of future work closes the paper.
2. RELATED WORK
Peer review has been widely studied in the last years, therefore
this section, due to lack of space, is far from being complete.
Even if the origins of peer review date back to the Greek time,
the first journal that introduced the peer review process as we know
it today has been the Medical Essays and Observations, first pub-
lished in 1731 [13].
Peer review is one of the most debatable topic, every scientist has
an opinion on it, and sometime opinions are not very positive. In-
deed, just to cite a few, peer review has been defined as a crude and
understudied, but indispensable process[6] or as a process “whose
effectiveness is a matter of faith rather than evidence” [12] These
arguments are mostly based on the assumption that reviewers some-
time are not completely objective, but are, instead, biased e.g. on
gender, affiliation, country, status, or, worst, they have malicious
intents against rival scientists they do not like [10].
Peer review has been analyzed and studied by several researchers,
however, we notice that such analysis are not straight comparable,
as they refer to review processes coming from different disciplines
and different journals. Indeed, sometime even analysis done in the
same field can lead to contradictory results [5].
Several issues related to peer review have been investigated by
scientists: (i) if peer review is really able to improve the quality
of a paper and corrects consistent errors, (ii) if the bias introduced
by reviewers could have a significant impact in the review process,
and (iii) if having open or double-blind review process could lead
to better (or worst) results. For what concern the first item a study
was conducted by Goodman et al. [4] who tried to measure the
quality of the papers submitted to the Annals of Internal Medicine
between March 1992 and March 1993 before and after the peer re-
view process. They did not find any substantial difference in the
manuscripts before and after publication. Indeed, they state that
peer review was able to detect only small flaws in the papers, such
as figures, statistics and description of the results. An interesting
study was carried out by Godlee et al. [3]: they introduced de-
liberate errors in papers already accepted by the British Medical
Journal(BMJ). Godlee et al. report that the mean number of major
errors detected was 2 out of a total of 8, while there were 16% of
reviewers that did not find any mistake, and 33% of reviewers went
for acceptance despite the introduced mistakes.
For what concern studies on bias, there are works that have found
affiliation bias (meaning that researchers from prominent institu-
tions are favored in peer review) [1], bias in favor of US-based
researchers [11], or gender bias against female researchers [15].
Finally, several studies have been done on open or double- blind
review process. For the former, there is the problem that less re-
searchers agree to review a paper if the review is not blind, but,
then, they spend more time in doing the review and are less harsh
and more courteous [14]. While, for double-blind review the main
problem is that it is really difficult to enforce this policy, as authors
always introduce (deliberately or by mistake) elements that help
reviewers to identify them [7].
In our work, as described in the subsequent section, we have de-
fined several metrics to study and understand the peer review pro-
cess. Furthermore, as we did these analysis on a set of conferences
from the computer science field, we do not claim that these results
are general, but we think that they can help to understand better this
process and maybe can give useful suggestions for future improve-
ments.
3. PEER REVIEW METRICS DIMENSIONS
We define a number of metrics for evaluating quantitatively peer
review processes. The purpose of such metrics is to help us un-
derstand and improve peer review process along three dimensions:
quality, fairness and efficiency. Briefly, quality is related to the fi-
nal result: a review process ensures quality if the best contributions
are chosen. Fairness, in our approach, is related to the monitoring
of the contributions assignment process to the reviewers: a process
is unfair if the acceptance of the contribution depends on the partic-
ular set of reviewers that review it. Efficiency is related to the time
spent in preparing and assessing the contributions and to the the
statistically accurate review results: a process is efficient if the best
proposals are accurately chosen with minimal time spent both by
authors in preparing the contribution and by reviewers in perform-
ing the reviews. Notice that in this document we disregard other
potential benefits of peer reviews, such as the actual content of the
feedback and the value it holds for authors. We focus on metrics
and therefore on what can be measured by looking only at quanti-
tative review data (e.g. marks) and not natural language comments.
In the following, we present results mainly from just one review
process, due to lack of space. However we have done analysis for
several anonymous review process data (at the moment six), which
differ in size (number of reviewers and papers), in the criteria used
and/or in the review process (one-phase or two-phases with discus-
sion among review). We present results from more then one process
when there are significance discrepancies in the results obtained for
different processes.
4. PROCESS QUALITY METRICS
In an ideal scenario, we would have an objective way to mea-
sure the quality of each contribution, to rank contributions or to,
at least, select "acceptable" contributions from others. If this was
the case, we could measure the quality of each peer review process
execution, and identify which processes are more likely to be of
high quality. Unfortunately (or fortunately, depending on how you
see it) it turns out that quality is subjective, and there are no ob-
jective or widely accepted ways to measure quality. Nevertheless,
we think it is possible to define metrics that are approximate indi-
cators of quality (or lack thereof) in a review process and use them
in place of the ideal "quality". In the next sub sections we explore
the rationale behind a number of proposed process quality-related
metrics.
4.1 Mark distribution
A very simple analysis is to look at the distributions of the marks
(following the experimental scientist motto: “always look at your
data"). Analyzing the distribution of marks in review processes
with different mark scales, we notice that the way reviewers give
marks can be influenced by the scale itself. In Figure 1 we plot
distribution of marks from processes where (1) marks range from
one to ten (no half-marks allowed); (2) from one to seven (no half
marks); (3) from zero to five with half-marks.
Figure 1: Examples of mark distributions in conferences with three
different scales
In case (3) we notice that reviewers tend not to give half marks,
indeed the curve has many oscillations; while if we consider almost
the same scale - that is the doubled scale with integer marks instead
of half marks, as in (1) - the mark distribution appears concentrated
around the middle of the ratings scale 1. Moreover, in case (2)
reviewers tend not to give the central mark (4 in this case), but to
give lower or higher marks (here the most frequent marks is 2). It
seems that such a scale “forces” the reviewer to take a decision,
avoiding the central marks which corresponds to a neutral mark.
4.2 Divergence
In this metric we do assume that, somehow, we have the “cor-
rect” or “ideal” ranking for the contributions. We assume that this
can be conceptually measured in some way. For example, the ideal
ranking could be the one each of us defines (in this case the com-
parison is subjective and so is the value for the metric), or we can
define it as the ranking that we would have obtained if all experts
reviewed all contributions (as opposed to only two or three review-
ers). In such a case we could try to assess how much the set of the
actual accepted contributions differs from the set of the contribu-
tions that should have been accepted according to the ideal ranking.
In the literature, the typical metric for measuring a difference be-
tween two rankings is the Kendall τ distance [8]. This metric, how-
ever, computes the difference in the exact position of the elements
between two ranks, while in the review process the main issue is
not to be in 3rd or 10th position, whether to be accepted versus to
be rejected. To better capture this specific property, we use a mea-
sure called divergence, in order to compute the distance between
the two rankings, i.e., the ideal ranking and the actual ranking (the
outcome of the review process). We next give the formal definition
of divergence following Krapivin et al. [9], adapted to our scenario.
1Please note that in the figure the scale is normalized
DEFINITION 1 (PHASE QUALITY DIVERGENCE). Let C be a
set of submitted contributions, n = |C| the number of submissions,
ρi and ρa, respectively, the ideal ranking and the actual ranking,
and t the number of accepted contributions according to the actual
ranking. We call divergence of the two rankings Divρi,ρa(t, n, C)
the number of elements ranked in the top t by ρi that are not among
the top t in ρa.
The normalized divergence NDivρi,ρa(t, n, C) is equal to
Divρi,ρa (t,n,C)
t
, and varies between 0 and 1.
Through this metric it is possible to assess how much the set of
the actual accepted contributions diverges from the set of contri-
butions ranked w.r.t. the ideal quality measure, and so how many
contributions are "rightly" in the set of the accepted contributions
and how many contributions are not. In Figure 2 are depicted three
different divergence curves resulting from the fact that (i) the two
rankings are correlated; (ii) they are uncorrelated i.e. independent
(the analytical results for this case is the straight line in the figure);
(iii) they are inversely correlated.
Figure 2: Examples of different divergence curves types
Divergence a posteriori. A program chair may decide that qual-
ity can be measured a posteriori (years after the completion of the
review process), by measuring for instance the impact that the pa-
per had e.g. by counting citations. Hence, we can compare this
ranking a posteriori with the one produced by the review process.
However, we can do this only for accepted papers, since for re-
jected ones we do not have a way to assess their impact (they have
not been published, or at least not in the same version as they were
submitted).
We can then apply the proposed divergence measure, using as
rankings the citation-based estimates and the actual ranking of
contributions, but restricting the analysis to the set of accepted con-
tributions A instead of C, as only for those we have the two rank-
ings.
We can examine the difference in the ranking in the top k contri-
butions, with k < t where in this case t = n with n is the number
of accepted contributions. In Figure 3 is depicted the divergence
between the ranking of the conference C1 and the ranking a pos-
teriori given by the citation counts2. From Figure 3 we can notice
that the two rankings are uncorrelated, that is the ranking of the
conference is not reflected at all by the citation-count one.
We have found a similar result for all our actual data sets. One
could argue that the peer review process is not good at predicting
which papers will have more citations in the subsequent years, and
then which papers will have more impact.
2The conference was held in 2003, so we were able to compute
citations received in the subsequent years using Google Scholar
Figure 3: Normalized divergence computed for accepted papers at
C1
On the other hand, one could say that the aim of peer review
process is not the selection of high-impact papers, but simply to
filter junk papers and accept only the ones above a certain quality
threshold.
In Figure 4 we plot the divergence for conference C3 between the
ranking before and after discussion among reviewers. We notice
that the discussion consistently changes the fate of the contributions
submitted, e.g. by looking at the 1/3 of the top papers in the two
rankings, 32% of these papers differ.
Figure 4: Normalized divergence computed for C3 after discussion
Divergence for robustness analysis. A mark variation sensitiv-
ity analysis is useful in order to assess if a slight modification on
the value of marks could bring a change in the final decision about
the acceptance or rejection of a contribution. The rationale behind
this metric is that we would like the review process to be robust
to minor variations in one of the marks. When reviewers need to
select within, say, a 1-10 score range for a criteria, often they are in
doubt and perhaps somewhat carelessly decide between a 7 or an 8
(not to mention the problem of different reviewers having different
scoring standards, see Section 5). With a robustness metric we try
to assess how much precision is important in the mark assignment
process. To this end, we apply a small positive/negative variation 
to each marks (typically multiple of the process’s mark granularity
e.g., ±0.5), and then rank the contributions with respect to these
new marks. Assuming that we accept the top t contributions, we
then compute the divergence among the two rankings in order to
discover how much the set of accepted contributions differs after
applying such a variation.
Intuitively, what we do with the mark variation is a naive way
to transform a mark into a random variable with a certain variance,
reflecting the indecision of a reviewer on a mark. The higher the
divergence, the lower the robustness.
This analysis is useful in order to assess the impact and the size
of a perturbation on the mark value. This computation will be used
both for the interpretation of the disagreement metric (how big is
the disagreement and what effect does it have, see Section 4.3), as
well as for the interpretation of the strength of a rating bias (how
big is a detected bias) and, if any, for the "unbiasing" procedure (if
eliminating the bias could lead to significant different results), see
Section 5.
Figure 5 presents results for Conference C1 (1-10 scale, no half
marks), the vertical line divides the accepted papers from the re-
jected ones. We firstly applied a perturbation of δ = 1 (meaning
that we randomly selected among three possible variations of the
marks: -1/0/1), then δ = 2 and finally δ = 3. The analysis of the
data suggests that is a quite robust process. Indeed, we can notice
that with δ = 1 the fate of only the 9% of the papers is affected
(meaning that 9% of the papers that were initially accepted change
their fate because of the perturbation) while with δ = 2 the per-
centage is 15% and with δ = 3 (a very large variationa) is 22%.
Figure 5: Example of a robust review process
In Table 1 we report results also for other conferences, ordered in
increasing divergence values for δ = . Obviously, the δ changes
depending on the mark granularity of the conference. We notice
that no other process is more robust than conference 1. For confer-
ence 2, when δ = 1 the fate of ca. 18% of the papers could change.
Looking at these results one could argue that probably having a
“shorter” scale (1-7 scale for conference 2) makes the process less
robust, as possible indecisions of reviewers between marks have
more impact on the final result of the review process. Also for
conference 3 and 4 the process is not as robust as one should have
expected. Indeed, even if their scale (0-5, with half marks) is, in
principle, comparable to the one of conference 1 (1-10, no half-
marks), because, as we noticed (see Figure 1), reviewers tend to not
use half marks, an indecision between near full marks, can have an
important impact on the fate of the contribution.
granularity () δ =  δ = 2 δ = 3
C1 1,0 0,088 0,150 0,219
C3 0,5 0,143 0,230 0,306
C2 1,0 0,178 0,319 0,444
C4 0,5 0,180 0,290 0,360
Table 1: Computation of robustness for different conferences.
Average standard error is ca. 0, 004
4.3 Disagreement
Here, we compute first how much the marks of a reviewer i differ
from the marks of the other rz−1 reviewers for a specific criterion
j and for a specific contribution z (Definition 2). Then we compute
for a specific criterion j the disagreement of a reviewer i with re-
spect to the others over the whole set of contributions (Definition
3), and, finally, over all the criteria (Definition 4).
DEFINITION 2. (Disagreement of a reviewer on a criterion and
on a contribution)
Let j be a criterion and M jiz be the mark set by the reviewer i for
the criterion j assigned to a contribution z. Then, a disagreement
φjiz among rz reviewers on a contribution z is the euclidean dis-
tance between the mark given by the reviewer i, and the average
µjiz of those given by the others rz − 1 reviewers:
φjiz =| Mjiz -µjiz | (1)
with:
µjiz =
1
rz-1
·
rzX
k 6=iz
Mjkz . (2)
DEFINITION 3. (Disagreement of a review phase on a crite-
rion) Let n be the number of the contributions and rz be the num-
ber of reviewers assigned to a contribution z, then the disagreement
over all contributions on a criterion j is the average disagreement:
Φj =
1
n
·
nX
z=1
· 1
rz
rzX
k=1
φjkz . (3)
DEFINITION 4. (Disagreement of a review phase) Let q be the
number of criteria in a review phase, then the disagreement over
all the criteria is:
Ψ =
1
q
·
qX
j=1
Φj . (4)
The rationale behind these metrics is that in a review process
we expect some kind of agreement between reviewers. While it
is natural that reviewers have different opinions on contributions,
however, if the marks given by reviewers are comparable to marks
given at random and have high disagreement, then the results of the
review process are also random, which defeats the purpose. The
reasons for having reviewers (and specifically for having the typi-
cal 3 reviewers per contribution) is to evaluate based on consensus
or majority opinion. Intuitively, we assume that the ideal ranking
is the one that we would obtain by having all experts review all
papers. Then we assigned each contribution to only 3 reviewers to
make the review load manageable. If the disagreement is high on
most or all contributions, we cannot hope that the opinion of 3 re-
viewers will be a reasonable approximation or estimate for the ideal
ranking. We will come back to this issue also when discussing the
quality vs effort trade-off in Section 6.
In Table 2 we collect in the first row the average normalized dis-
agreement of review phase for four conferences. We normalize the
disagreement value in order to make it comparable among different
conferences. Both for comparison and to assist in the interpreta-
tion of the results, we also report in the same table, the average
disagreement we have obtained in two simulations: (i) reshuffle
experiment: where we have randomly exchanged the actual marks
given by the reviewers; (ii) random experiment: where we have
generated a new random (flat) distribution of marks in the avail-
able range of marks unrelated with the actual marks distribution in
our data set. The reshuffle experiment mimics the case in which
one reviewer is marking a certain number of contributions, but her
marks are randomly given to other unrelated contributions, while
her reviewed proposals get the marks of other randomly selected
reviewers. So we are sampling from the correct marks distribution
function, i.e. the actual one of the analyzed review phase, but we
randomize the association between marks and contributions. We
would have expected these reshuffling disagreements to be signifi-
cantly higher than the actual one, since, again, we would have ex-
pected an higher correlation between the opinions of a team of ex-
perts, than a random one. However, this does not seem the case in
our data sets, especially for conferences 3 and 4. Indeed, it seems
that there is almost no difference between giving marks to specific
proposals and randomly distributing such marks over all the pro-
posals. On the other hand, the average disagreement is constantly
lower than the random one (from 50 % to 60 % lower). This is
expected since we would hope that a group of experts in a domain
would tend to agree better than a completely random process.
Conference 1 Conference2 Conference 3 Conference 4
Avg disagr. 0.276 0,306 0.260 0.219
Reshuffled 0.361 0,398 0.289 0.257
Random 0.434 0,488 0.436 0.449
Table 2: Average disagreement for all conferences.
Average standard error is ca. 0, 005.
Finally, we have tried to explore the behavior of the disagreement
as a function of the number of reviews per reviewers.
We expected that more papers reviewers read, the less disagree-
ment would be, as it is more easy for them to have an idea of the
overall quality of the papers submitted and thus to judge them more
appropriately. Figure 6 shows that indeed the average disagreement
slightly decreases, but there is no a clear trend, as we expected.
Figure 6: Average disagreement vs. number of reviews made
4.3.1 Band Agreement
Finally, we compute the band agreement. Our goal here is to
study the correlation in the decisions of reviewers on very good
and very bad papers. The approach is based on clustering confer-
ence marks in “bands” and measuring the probabilities of giving the
mark from a particular band in condition that a mark from another
“band” has already been given.
To this end, all marks were divided into non overlapping bands:
(i) strong reject;(ii) weak reject;(iii) borderline;(iv) weak accept;
(v) strong accept. We also computed the overall probability of a
paper to belong to each group.
We have analyze the behavior of reviewers in two different con-
ferences: conference 1 without threshold of marks for acceptance
and conference 3 where such a threshold is present. Results are
presented in Figure 7 and 8.
We note that for conference 1 (without threshold) if somebody
gave a mark from the strong reject band then other reviewers will
give a mark from the weak or strong reject “band” with higher prob-
ability (these probabilities are significantly bigger than the overall
probability also shown in the figure). The same can be said about
the “strong accept” band. So, in this case, we can say that reviewers
“strongly” agree on very good and very bad papers.
For conference 3 (with threshold) the situation is different: over-
all probability is biased in the direction of “weak accept” band.
Here, we could suggest that when there is a mark threshold review-
ers tend not to give very low marks since they know that even a
mark from a “borderline” band and under threshold will eventually
“kill” a contribution (they tend to be polite !). A more detailed anal-
ysis shows that if somebody gives a mark from the “strong reject”
band, this increases the probability of giving marks not only from
strong and weak reject bands (by 14% and 63% correspondingly)
but also from borderline band (by 11%). In the “strong accept" set
the probability of others giving a “weak accept” mark is 20% higher
than the overall probability. So we can say that we have marks bi-
ased towards the “weak accept” band but reviewers still agree on
very bad and very good contributions.
Figure 7: Band Agreement for Conference 1
Figure 8: Band Agreement for Conference 3
4.4 Quality: lessons learned
From the exploration of the quality dimension we can derive a
number of interesting findings:
• Monitoring mark distribution is useful since it is specific for
the particular review process and marks scale. It is thus con-
venient to design and adapt the scale for specific purposes.
• The divergence metric is a practical metric to compare the
actual ranking of the conference against various target rank-
ing. It is useful to test the robustness of the process and the
relevance of variation of the marks. The application of the
divergence metric has uncovered (for the available data sets)
that there is little correlation between the ranking of contri-
butions obtained in the review process and the actual impact
(citation counts) of the same contributions in the community.
• the measurement of the disagreement among reviewers is a
useful metric to check and monitor the degree of process’s
randomness. There are some indications that a proper sample
of reviews (in number) lower the disagreement. Moreover,
having a high disagreement value means, in some way, that
the judgment of the involved peers is not sufficient to state the
value of the contribution itself. So this metric could be useful
to improve the quality of the review process as could help to
decide, based on the disagreement value, if three reviewers
are enough to judge a contribution or if more reviewers are
needed in order to ensure the quality of the process.
5. FAIRNESS-RELATED METRICS
A property that, we argue, characterizes a “good” review pro-
cess, and specifically the assignment of contributions to reviewers,
is fairness. A review process is fair if and only if the acceptance
of a contribution does not depend on the particular set of review-
ers that assesses it among a given set of experts. In other words,
an assignment is unfair if the reviewers selected for contribution c
give marks which are different than what a randomly selected set
of reviewers (among the committee members) would give.
The problem with unfair assignments is that the assignment is
affecting or determining the fate of the paper: a different assign-
ment would have yielded a different result. To a certain extent,
this is normal, natural, and accepted: different reviewers do have
different opinions. The problem we are trying to uncover is when
reviewers are biased in various ways with respect to their peers.
For example, a common situation is the one in which a reviewer is
consistently giving lower marks with respect to the other review-
ers for the same contributions, perhaps because he or she demands
higher quality standards from the submission.
Our aim here is not to try to identify what is the appropriate qual-
ity standard for the specific review process or to state that reviewers
should or should not be tough. However, if different reviewers have
different quality standards, when a contribution has the “bad luck”
of being assigned to one such tough reviewer, the chances of accep-
tance diminish. This has nothing to do with the relative quality of
the paper with respect to the other submissions. It is merely a bias
introduced by the assignment process and by the nature of the re-
viewer, that is rating contributions using, de facto, a different scale
than the other reviewers. Fairness metrics aim to identify, measure,
and expose the most significant biases so that the review chairs can
decide if they indeed correspond to unfair review results that need
to be compensated before taking the final decision.
Different kinds of bias can be identified: rating, affiliation, topic,
country, gender, clique bias. Using the available datasets, we fo-
cused on rating bias, namely when reviewers are positively (nega-
tively) biased i.e. they consistently give higher (lower) marks than
their colleagues who are reviewing the same proposal. The way
to compute the bias value is very similar to that described for the
disagreement metric:
φji = M
j
i-µ
j
i . (5)
This time the sign of the equation is important in order to dis-
cover positive or negative biases. Indeed, if the value of φji is con-
stantly positive, this means the reviewer tends to give always higher
marks with respect to other reviewers; while if the value of φji is
constantly negative then the reviewer tends to give always more
negative marks than other reviewers. A variation on the rating bias
is the variance bias, which occurs when a reviewer always gives
marks that are very close to (or far from) the threshold for a given
criteria (e.g. 3 in an evaluation scale form 1 to 5). This is com-
puted by simply calculating the variance of the given mark for the
specific criteria. As for the disagreement metrics, there are several
scopes to which we can apply the bias metric. For example, we can
measure the bias for a single reviewer and for a particular criterion,
the bias over a review phase, and the bias over all the criteria.
Once biases are identified, a number of actions can be taken by
the review chairs. One could be to compensate for the specific
paper under review with additional reviews. Another action could
be to apply automatic or semi-automatic unbiasing algorithms: a
simple one could be to modify the marks by adding or removing
the bias values so that on average the overall bias of the most biased
reviewers is reduced. In particular, if we take all reviewers r that
have a bias greater than b and that have done a number of reviews
higher than nr , and subtract b from all marks of r (or from the top-
k biased reviewers), we can obtained a new debiased ranking. By
comparing the obtained debiased ranking with the original ranking
(for instance using the divergence metrics) we can assess the overall
impact of the unbiasing procedure on the particular review process.
5.1 Biases identification and effect of unbias-
ing procedure
Applying the proposed rating bias metric, we were able to iden-
tify on actual review data for four conferences groups of poten-
tially behavioral biased reviewers. These are all reviewers with
an accepting or rejecting behavior greater then the minimum mark
granularity. Table 3 reports for each analyzed conference (val-
ues here are not normalized in order to compare directly with the
mark granularity): (i) the top accepting bias value (ii) the top re-
jecting bias value (iii) the percentage of accepting biased reviewers
(iv) the percentage of rejecting biased reviewers (v) the mark gran-
ularity (vi) the number of reviewers
The table shows that even with simple metrics it is relatively easy
to detect rating biases. Moreover, following the simple unbiasing
algorithm outlined in the previous subsection, it is also possible to
measure the effect of the bias on the review process. The bottom
lines of Table 3 reports the percentage of affected papers.
C1 C2 C3 C4
top accepting 3,4 1,52 2,8 1,3
top rejecting -2,8 -2,06 -2 -2,6
> + |min bias| 5% 9% 4% 1%
< - |min bias| 4% 8% 2% 3%
mark granularity 1 1 0,5 0,5
no. Reviewers 943 103 151 382
Divergence at acceptance threshold 9% 11% 10% 6%
Table 3: Examples of computed accepting and rejecting biases in
four review processes
5.2 Fairness-related metrics: lessons learned
From the above analysis we derive a number of interesting lessons
or hints:
• the percentage of biased (accepting or rejecting behavior) is
an important parameter to monitor by the review chairs and it
is relatively easy to detect it through the application of simple
metrics;
• it is also possible to device simple and automatic unbiasing
procedures; they do not need to be applied as black boxes,
but together with the analysis of the divergence between the
actual ranking and the unbiased one. Divergence can provide
quantitative data about the effect of biases on the final review
process. Data that again can be used by the review chairs to
better characterized and monitor their evaluation processes.
Our future work in the dimension of fairness-related metrics in-
cludes identifying - with similar models - other types of biases
related to affiliation, topic, country, gender, clique bias and other
aspects rather than limiting the analysis to accepting or rejecting
biases. The challenge here is to collect and have access to the ap-
propriate specific metadata.
6. EFFICIENCY-RELATED METRICS
Here efficiency refers to the effort spent in determining which
contributions are accepted, and in particular the trade-off between
effort and quality of the review process. It considers both the effort
in writing contributions and in reviewing them.
The basic working assumption of this section is that the quality-
effort trade-off exists and that, in general, if a paper or proposal is
long, and is reviewed very carefully by a large number of reviewers
(all the ones the chairs consider to be experts), the selection is more
informed than the case in which, say, one page proposal is briefly
looked at by a couple of reviewers. Time is a precious resource,
so the challenge is how to reduce the time spent while maintaining
a “good” selection process that indeed selects the “best” propos-
als. A separate issue that we do not address (also as it is hard to
measure) is the fact that a process is affected by the quality of the
reviewers and the amount of discussion or the presence of a face
to face discussion. For now we limit to metrics that we can derive
from only raw review data (essentially marks).
In the following we identify metrics that can help us understand
if the review process is efficient. The reviewing effort of a review
phase is the total number of reviews NR multiplied by the average
time tr (e.g., measured in person-hours) spent per review in that
phase. Correspondingly, the contribution preparation effort is the
number of submissions NCmultiplied by the average time spent in
preparing each submission tw. Reviews and submissions can span
across NP phases. 3
In the ideal case from a quality perspective, all reviewers are
equally experts and read all contributions for as long as they need
to take a decision, and contributions are as long as they need to
be for the reviewers to fully grasp their value. With respect to the
review time and contribution length, we assume in particular that as
the review time and contribution length grow, the reviewer is able
to narrow down the uncertainty/error on the review marks he or she
wants to give. In other words, it will increase the confidence that
the correct mark for the contribution is within a given interval.
Our hypothesis here is that beyond a certain review time thresh-
old trx and contribution length threshold lx the mark uncertainty
remains constant. Reading a 10 pages paper for 4 hours or 4 days
is not likely to make a difference (if we are in doubt between giv-
ing a 6 and a 7 we will probably still be in doubt), but one minute
versus four hours does.
Essentially in all real cases (both conference, journal or project’s
proposals evaluation) the actual review process is far away from the
above ideal case. It is therefore of interest to have some analysis
and quantitative data and metrics to measure how far we are from
the ideal case.
Informally, making the review process efficient requires reduc-
ing the effort minimizing the quality degradation. In our current
work we have analyzed in some details the following parameters:
(i) the number of reviews per paper; and (ii) the number of papers
per reviewers;
6.1 Reducing the number of reviews
A line of investigation is around reducing the number of reviews
for submissions whose fate is clear. Assume that the review process
is structured in as many phases as the maximum number of review-
3For simplicity, in the above definitions and in this section we use
the average reviewing or writing time instead of considering the
time spent by each reviewer or author and the fact that different
phases may require different reviewing or writing effort per contri-
bution. We also assume that the set of experts is the same for all
phases. The extension of the reasoning done here to remove these
assumptions is straightforward.
ers per papers (say, we plan to have at most four reviews for a paper,
so at most four phases). The analysis we want to make is to under-
stand which is the earliest phase at which we can stop reviewing
a given paper, because we have a sufficiently good approximation
of the fate of the paper, which is the one we would get with the
four reviews. In particular, given the number T of submissions we
can accept (as long as they get marks above a minimal acceptance
threshold), we want to estimate the earliest point (i.e. the minimum
number of reviews) so that we can state whether a paper will or will
not be in the top T . As an example, if a paper has two strong reject
reviews and it is impossible for it to end up in the acceptance range,
so we can stop the review process for this paper after two reviews.
Stopping reviews for guaranteed acceptance is more complex as it
depends also on the marks of other papers (being above a threshold
is not enough as it is a competitive process) but essentially it al-
ways amounts to verify if there is a possible combination of marks
for the missing reviews that can change the ranking to the point that
the paper can end up in the reject bin.
In addition to the deterministic analysis mentioned above, which
is conservative, we can also us perform a statistical analysis relying
on the fact that reviewers’ marks exhibit some correlation (see our
analysis in Section 4). In general, after each phase, we can estimate
the probability of each paper ending up in the accept or reject bin,
and to do so we can also leverage our previous band disagreement
measures to help estimate the confidence associated to the estimate.
Notice that implementing the above process requires either a multi-
phase review, or requires to give to reviewers a priority on what
they should review so to increase the chances that the reviews they
would have to do later may not be needed because the fate of the
contributions has already been determined. The formal analysis of
such process is part of our current research work.
6.2 Effort-invariant choices
An additional line of investigation is around effort-invariant choices,
that is, varying review process parameters to improve quality while
keeping the effort constant. Here we investigate the efficiency of
the review process from the view of an efficient (“optimal” number
of papers per reviewer) review distribution among reviewers and
the statistical accuracy of the review results.
6.2.1 “Optimal” number of papers per reviewer
Our working hypothesis is that in all evaluation processes there
are different groups of contributions to evaluate, typically: imma-
ture, average, good and eventually excellent papers. We presume
that if a reviewer estimates contributions only from one group, her
evaluation scale will tend to expand, i.e. contributions from the
same group could end up with very diverse marks. If a reviewer
would have access to contributions belonging to different groups,
the scale could be more realistic and probably more correct. Con-
sequently, we would like to estimate how to distribute the papers
among reviewers in a way such that each reviewer will have at least
one paper from each group. The idea is to use statistical infor-
mation about the distribution of the average marks for individual
contributions (either an expected one or an historical one where
available) in order to identify typical clusters of contributions for a
given review process. Then use statistical approaches to compute
the needed number of papers per reviewer in order to maximize the
probability - with a specified confidence level - to have in the set of
reviews at least one paper from each cluster.
In order to show a possible implementation of this idea, we first
study a posteriori the distribution of the average marks for individ-
ual papers and for one criterion (for example for the most signif-
icant one among the marks of the conference). (Figure 9 shows
such average marks distribution for one of the analyzed confer-
ence). This information is used to evaluate the general behavior of
the sample as we use it as an estimation of the mean values density
function.
Figure 9: Histogram of the average marks for individual papers for
conference 3
On the basis of such distribution, we then determine appropriate
boundaries for papers clusters. In the following analysis, we chose
three clusters - immature, average and good/excellent papers - with
the following range [0, 2.7]; [2.7, 3.7]; [3.7, 5] correspondingly.
As initial parameters in our statistical approach we have: (1) es-
timate of average mark distribution; (2) user’s selection for cluster
boundaries; (3) user’s selection of desired confidence level (1−α).
The confidence level represents the probability that at least one pa-
per from the group with minimal probability (pmin) will be as-
signed to a reviewer (i.e. α is the probability that in the set of pa-
pers for each reviewer there will not be the paper from the minimal
probability group). Then if we provide that the reviewer reviews
at least one paper from this group with the probability 1 − α, the
papers from the others groups will appear with higher probabilities.
If n is the desired value for the number of papers per reviewer, than
- assuming that we have a large number of observations - we can
estimate n as: α = (1− pmin)n hence
n = log1−p(α). (6)
If the number of observations (N ) is not very large (i.e. the group
probability changes significantly if we pull one paper out) then we
can approximate the solution with the expansion:
α = (1− pmin)
„
1− pmin N
N − 1
«
·...·
„
1− pmin N
N − n+ 1
«
(7)
In this case, we can’t obtain an analytical expression for n, but
we can estimate it using the following approximated computation:
1. Set initial parameters: average mark distribution, cluster bound-
aries, 1− α.
2. Calculate the cluster distribution {p1, p2, ..., pk} , where k is
the number of paper cluster, pi = NiN , i = 1, ..., k, N - total
number of papers, Ni - number of papers in the ith group.
3. Find minimal pi , i = 1, ..., k. Define it as pmin.
4. Obtain n from equation 7.
This approach can be used to estimate the quality of the peer
review process dynamically (collecting and analyzing marks dis-
tribution from reviews as they are coming in during the evaluation
process) or a posteriori (to check within which confidence level the
initial assumption - each reviewer have had at least one paper from
each cluster - has been met).
Results from an a posteriori analysis are reported in Figure 10
with real data from two conferences. Review chairs could have
seen from the graphs that reviewers with a small number of papers
have had a small probability of reviewing the papers from all the
groups: for these conferences the probability of reviewing a paper
from the “immature" cluster ranges from 0.45 to 0.51 for confer-
ence 3 and from 0.47 to 0.38 for conference 1, if the reviewer has
received only 4 papers to review. In these conferences, in order to
have a confidence level around 0.8-0.9 that each reviewer has seen
a contribution from every cluster, each reviewer should have been
assigned around 9-12 contributions for conference 3 and 10-14 for
conference 1.
Figure 10: Number of papers per reviewer for different values of
1− α (0.99 ≤ 1− α ≤ 0.01)
6.2.2 Evaluation of the accuracy of a review
Another direction of investigation is the estimation of the accu-
racy of the marks obtained from the reviewers as a function of the
number of papers reviewed. The approach is based on the classical
Central Limit Theorem that states that for n (number of reviews)
that tends to infinity - the distribution of average mark per paper
approaches the normal distribution. So we can assume that the
average review marks for a contribution (xi, i = 1, 2, ..., n) be-
long to the normal distributionN(µ, σ). The sample mean µˆ(n) =
1
n
Pn
i=1 xi for each contribution is the estimation of the mathe-
matical expectation value µ of the mark (i.e. its “ideal value”) for
a particular contribution. Our goal here is to choose n so that the
error of estimation would be less then ε with probability (1− α):
P {|µ− µˆ(n)| < ε} = 1− α.
so that µ falls into confidence interval (µˆ(n)− ε, µˆ(n) + ε) with
confidence level (1− α).
If σ is known, then confidence interval for unknown mathemat-
ical expectation µ with confidence level (1 − α) can be computed
analytically as:
µˆ(n)− uα
2
· σ√
n
< µ < µˆ(n) + uα
2
· σ√
n
(8)
where uα
2
- quantile of the standardized normal distribution defined
by the confidence probability (1 − α), ε = uα
2
σ√
n
- accuracy
(limiting error) point estimate of mathematical expectation. The
most common values of the confidence probability (1−α) are 0.9,
0.95, 0.99, 0.999. An analysis of the formula 8 shows that:
1. larger n correlates with smaller confidence intervals, hence
the estimation is more accurate;
2. increasing the probability confidence (1−α) leads to increase
of the confidence interval length.
3. if we fix accuracy ε and confidence probability (1− α) then
from the formula ε = uα
2
σ√
n
we can obtain “optimal” (min-
imal) amount of sampling (i.e. nmin), that will provide the
desired accuracy.
Unfortunately, in real cases σ is not known and cannot be esti-
mated a priori. And even a posteriori, we only have estimates for σ,
since in all realistic cases the number of reviews is limited and far
from infinity! However, we can make use of such point estimates of
σ (standard deviation) obtained either a posteriori or dynamically
using current marks for a single contribution. This approximation
will not lead to analytically correct results (σ is supposed to be
known in the above method), but it allows to get an approximated
estimate of the accuracy behavior depending on n.
We carried out a number of analysis with actual data from con-
ference 1. Figure 11 shows the results we obtained using the com-
puted (a posteriori) average value for the sample standard deviation
σ=1.51.
Figure 11: Accuracy versus amount of sampling for σ = 1.51
In this realistic case (average value for σ) in order to have a con-
fidence level of 0.9 that the we have an accuracy around ±1 abso-
lute marks around the ’ideal’ mark we would need around 6 reviews
per paper. However, the figures clearly shows that improving this
accuracy is going to be hard since the accuracy curves level off
(decreases very slowly).
Another useful approach is to acknowledge that σ is unknown,
and use statistical approaches for obtaining the confidence interval
of an unknown mathematical expectation µ from a random variable
X with unknown normal distributionN(µ, σ) . Specifically we can
write [2]:
µˆ(n)− tα
2 ;n−1 ·
S√
n
< µ < µˆ(n) + tα
2 ;n−1 ·
S√
n
, (9)
where tα
2 ;n−1 - quantile of the Student’s distribution defined by
the confidence probability (1−α) and by the number of degrees of
freedom n−1; µˆ(n) and S - point unbiased estimates of the normal
distribution parameters; ε = tα
2 ;n−1
S√
n
- accuracy (limiting error)
point estimate of mathematical expectation.
Given a specific sample of actual marks, equation (9) can be used
to compute the confidence interval for µ while it cannot be used to
find directly the required amount of sampling. However, we sug-
gest, that it can be used to estimate (either in real-time or a posteri-
ori) whether the number of reviewers for given paper is/was enough
to determine µwith a defined accuracy, or if more reviews are/were
needed. We note here, that similar but informal procedures are
currently used in many review processes: for instance in the case
were there is a relevant disagreement in the opinions among experts
for a specific contribution, the review chairs can decide to include
other reviewers in the evaluation. Our statistical approach provides
a mathematical base for such procedures and adds a more quantita-
tive dimension with a detailed estimate of accuracy of the process
for a given confidence level.
As an example, in Figure 12 we show how the suggested statis-
tical approach could be used to estimate the accuracy "on-the-fly"
during a review process for a particular contribution and adding
more reviewers as a function of the desired target confidence level.
The data for specific example are based from a contribution from
conference 1 with 6 reviews and corresponding marks for the most
relevant criterion, equals to (5, 8, 7, 5, 4, 4). In the analysis we
sorted marks by review date and computed the accuracy of the es-
timation (depending on the confidence probability) for first k re-
views for k in the range (3, 4, 5, 6), as if dynamically adding new
reviewers (Figure 12).
Figure 12: Accuracy of estimation versus confidence probability
depending on the considered number of marks n. Marks sample =
(5, 8, 7, 5, 4, 4)
The accuracy curves show the increase of accuracy in the process
as a function of the confidence level (x-axis) and of the number of
reviews added (individual curves). For instance, for a confidence
level of 0.90 the accuracy in the estimate of the mark values im-
proves from ca. ±2.5 with three review to±1.2 when all 6 reviews
are considered.
6.3 Efficiency-related metrics: lessons learned
Our preliminary investigations along the efficiency dimension
has identify a number of statistical approaches able to provide in-
formation about a possible trade-off between effort and quality of
the review process. Briefly:
• it is possible to provide real-time feed-backs on the status of
submissions whose fate is clear
• it is possible to provide statistical indications on: (1) the “op-
timal” number of reviews per reviewer optimizing the overall
coverage of the quality of the sampled set of reviews; (2) the
accuracy of the evaluation process of a specific contribution
as a function of the number of reviews done and of the de-
sired confidence level.
7. CONCLUSIONS
In this work we have presented and discussed the results of the
analysis on three different dimensions (quality, fairness and effi-
ciency) of conference review process data. As already stated, we
do not claim that our results are general, but we think that they can
give useful hints in order to improve current peer review process. In
the near future we want to extend the analysis to more conferences,
also from fields different from computer science.
8. REFERENCES
[1] Ceci S.J., Peters D.P. Peer review: A study of reliability.
Change, 14(6):44–48, 1982.
[2] David Brink. Statistics. Ventus Publishing ApS, 2008.
[3] Godlee F., Gale C.R., Martyn C.N. Effect on the quality of
peer review of blinding reviewers and asking them to sign
their reports a randomized controlled trial. JAMA,
280(3):237–240, 1998.
[4] Goodman S.N., Berlin J., Fletcher S.W., Fletcher R.H.
Manuscript quality before and after peer review and editing
at annals of internal medicine. Annals of Internal Medicine,
121(1):11–21, 1994.
[5] T. Jefferson, P. Alderson, E. Wager, and F. Davidoff. Effects
of editorial peer review: a systematic review. JAMA,
287(21):2784–2786, 2002.
[6] Kassirer J.P.,Campion E.W. Peer review: Crude and
understudied, but indispensable. Journal of American
Medical Association, 272(2):96–97, 1994.
[7] Katz, D. S., Proto, A. V., and Olmsted, W. W. Incidence and
nature of unblinding by authors: our experience at two
radiology journals with double-blinded peer review policies.
Amer. J. Roentgenol., 179:1415–1417, 2002.
[8] Kendall M.G. A new measure of rank correlation.
Biometrika, 30(1-2):81–93, 1938.
[9] Krapivin M., Marchese M., Casati F. Exploring and
understanding citation-based scientific metrics. In J. Zhou,
editor, First International Conference Complex 2009,
Revised Papers, Part 2, pages 1550–1563, Shanghai, China,
February 23-25, 2009.
[10] Lawrence P.A. The politics of publication. Nature,
422(6929):259–261, 2003.
[11] Link A.M. Us and non-us submissions an analysis of
reviewer bias, 1998.
[12] Smith R. Peer review: a flawed process at the heart of
science and journals. JRSM, 99(4):178, 2006.
[13] Spier, R. The history of the peer-review process. Trends
Biotechnol., 20:357–358, 2002.
[14] Walsh, E., Rooney, M., Appleby, L., and Wilkinson, G. Open
peer review: a randomised controlled trial. Brit. J. Psychiat.,
176:47–51, 2000.
[15] Wenneras C.,Wold A. Nepotism and sexism in peer-review.
Nature, 387:341–343, 1997.
