Abstract A word u is called balanced if for any two factors v and w of u of equal length, we have ?1 jvj i ? jwj i 1 for each letter i, where jvj i denotes the number of occurrences of i in the factor v. The aim of this paper is to extend the notion of balance to multi-dimensional words. We rst characterise all balanced words on Z n . In particular we prove them to be fully periodic. We then give a quantitative measure of disorder for some words on Z 2 with irrational density, including two-dimensional Sturmian words.
Balanced words have been studied rst by Morse and Hedlund in their seminal papers 20], 21] published in 1938 and 1940. They studied balanced words from a two-letter alphabet with as possible domains the integers, the positive integers and a nite interval I. We call such words Z-words, Nwords and F-words, respectively. It is now known 12] that every balanced N-word and every balanced F-word is a subword of a balanced Z-word. A classi cation of all balanced Z-words therefore induces classi cations of balanced N-words and F-words. Morse and Hedlund showed that each letter of a balanced word has a density (=asymptotic frequency). They further Institut de Math ematiques de Luminy, CNRS-UPR 9016, Case 907, 163 avenue de Luminy, F-13288 Marseille Cedex 9, France; e-mail: berthe@iml.univ-mrs.fr y Mathematical Institute, Leiden University, Postbus 9512, 2300 RA Leiden, The Netherlands; e-mail: tijdeman@math.leidenuniv.nl proved that there are three subclasses of balanced Z-words: periodic, irrational and skew. The letters of irrational words have irrational densities, the others have rational densities. For the reader's convenience we give the complete classi cation in Section 3.1.
Balanced words have the remarkable property that they can be characterised in some seemingly independent ways (cf. 18]). For balanced Z-words and balanced N-words with letters 0 and 1 where the letter 1 has density we have as alternative de nitions: (a) the codings of a rotation of an (open, half-open or closed) interval of length 2 on the unit circle (so-called interval exchange) (b) in case is irrational, the words for which the number of distinct factors of length n is at most n + 1 for every positive integer n (low-complexity words). Balanced words with rational density have also such low complexity.
Moreover, the periodic and irrational balanced words with density > 0 are precisely (c) the words for which there is some real constant such that the symbol at place n equals b(n + 1) + c ? bn + c for all n (Beatty sequences) (d) the words for which there exists a real constant such that the letters 1 occur at the places bn ?1 + c for all n or at the places dn ?1 + e for all n.
The original de nition of balanced word makes the concept of interest for queueing theory. Because of (a) the balanced irrational N-words, often called
Sturmian words or Sturmian sequences, play an important role in ergodic theory. Characterisation (b) is more relevant for theoretical computer science and characterisations (c) and (d) for number theory. It is easy to create balanced words to more letter alphabets from balanced words to fewer letter alphabets by replacing one letter cyclicly by some other letters. By doing so, the two least frequent letters in the new word have the same densities. It is a classical open problem to characterise all balanced words to nite alphabets where the letters have distinct densities. For two-letter words this boils down to determining all balanced words of density 6 = 1=2: According to Fraenkel's conjecture, for every m > 2 there is essentially only one balanced word from m letters with distinct densities. This has been established for m = 3; 4; 5; 6 in 1, 26], cf. 14, 27] . Note that on the other hand we can reduce balanced words from m letters to balanced words from 2 letters by identifying all but one letters.
Some authors have generalised the notion of balance to C-balance by requiring ?C jvj i ?jwj i C for each letter i where C is some constant. It was believed that Arnoux-Rauzy sequences 2], and more generally Episturmian words to a 3-letter alphabet 8], would be 2-balanced. A counterexam-ple to this conjecture is given in 6] where an example of an Arnoux-Rauzy sequence is constructed which is not C-balanced for some C. As an application of this result, the authors of 6] deduce that there exist Arnoux-Rauzy sequences which are not natural codings of a rotation on the two-dimensional torus. Similar studies have been made for interval exchanges in 29] . We note that C-balancedness for C > 1 without further assumption seems to be uninteresting because of the following observation. The number of balanced words of length n is polynomial in n 17, 19] and being balanced is therefore rare. The number of C-balanced words of length n for C > 1 is exponential in n 17, 11] and therefore being C-balanced is relatively common. At the end of Section 3 we shall show a similar phenomenon for higher dimensions.
The aim of this paper is to extend the notion of balance to multidimensional words. Instead of intervals we require now that the number of occurrences of each letter in two equal (rectangular) blocks di er by at most 1. In Section 3 we shall characterise all balanced words on Z n . The following result is a consequence of our theorems.
Corollary Let f : Z n ! f0; 1g be balanced. Then f has a density . 
Balance properties
Let n be a positive integer. Letã;b 2 Z n ;ã = (a 1 ; :::; a n );b = (b 1 ; :::; b n ):
We writeã <b if a i < b i for i = 1; :::; n: By a block, we mean the set of the vectors (x 1 ; : : :; x n ) 2 Z n satisfying a i x i < b i for i = 1; : : :; n. We call I an (n-dimensional) interval if I is the Carthesian product I 1 I 2 : : : I n where I i is Zor N or some nite interval of integers for i = 1; 2; :::; n. In the sequel I is such an interval. If I is not a block, it is called an in nite interval.
We call f : I ! f0; 1g a balanced word if the numbers of vectorsx with f(x) = 1 in any two subblocks (=factors) ã;ã +c); b ;b +c) of I di er by at most 1.
Let A be a nite alphabet. We call a function f : I ! A balanced on the letter i 2 A if the numbers of vectorsx with f(x) = i in any two subblocks ã;ã +c); b ;b +c) of I di er by at most 1.
Let C > 0. We call f : I ! A C-balanced on the letter i 2 A if the numbers of vectorsx with f(x) = i in any two subblocks ã;ã +c); b ;b +c) of I di er by at most C.
A function f is uniformly balanced if there exists a constant C such that f is C-balanced for every letter from the alphabet A.
Density
We say that f : I ! f0; 1g has density if the quotient of the number of vectorsx with f(x) = 1 in ã;b) and the volume jã;bj tends to when ã;b) runs in any way through a non-decreasing sequence of blocks with union I.
We similarly de ne the density of the letter i 2 A in the word f : I ! A to be if the limit of the quotient of the number of vectorsx with f(x) = i in ã;b) and the volume jã;bj tends to when ã;b) runs in any way through a non-decreasing sequence of blocks with union I.
If f is C-balanced, then the number of letters 1 in some block ã;ã +c) is in some interval N; N + C], where N is an integer independent ofã. We denote the largest integer N with this property by Nc. Let See also 9] for a connected generalisation of the balance property in the case of a Sturmian dynamical system. We recall the following classical discrepancy result, which will be of some use in the sequel. The \if" part is due to Ostrowski 22] , the \only if" part to Kesten 15] .
Theorem 1 (Ostrowski, Kesten) Consider a rotation R of irrational angle on R=Z. Let 
A complete description of balanced functions
In this section we classify all balanced words f : I ! f0; 1g on in nite intervals I. We deal in subsequent subsections with dimension 1; 2; 3 and > 3.
Without further reference we shall use the following observations which classify all balanced functions of densities 0 and 1 and show that we can restrict our attention to density at most 1=2.
Suppose f is balanced and has density . Then 0 1. By interchanging all letters 0 and 1 if 1=2, we may restrict our attention to the case 0 1=2. If = 0, then there exist arbitrarily large blocks without 1's so that every arbitrarily large block has at most one 1. Therefore the letter 1 occurs at most once. Thus only the following balanced functions are possible for density 0:
f(x 0 ) = 1 for somex 0 2 Z n and f(x) = 0 forx 6 =x 0 :
The one-dimensional case
Let I = N or Z. Let f : I ! f0; 1g be balanced of density . If = 0 we consider the complementary word with = 1. Let S = (s i ) i2I be the sequence of increasing integers for which f(s i ) = 1. Below we shall classify all balanced words in terms of the sequence (s i ). The classi cation is due to Morse The remaining case is the skew case where s i assumes sometimes the high integer value and sometimes the low integer value. If a high integer value is followed by a low integer value, then we have the equality sign in the left inequality of Lemma 5. If it jumps from a low integer value to a high integer value, then we have the equality sign in the right inequality of Lemma 5. Since not both equality signs can occur, there can be only one such a jump. If the jump is from high to low, then we have the former skew case with = ?1 and = 0 . If the jump is from low to high at the same transition, then we have the latter skew case with = 1 and = 0 ? .
We call a word Sturmian if it corresponds with case (ii).
The two-dimensional case
The balanced words on two-dimensional in nite intervals split into two classes with totally di erent behaviour. The rst class of intervals has width 2 and is described in Theorem 3 and closely related to the one-dimensional case. The class of intervals with width > 2 is given in Theorem 4 and contains only fully periodic words with an exception when = 0; 1: We recall that all balanced functions with density = 0; 1 have been classied before and that by interchanging 0's and 1's if necessary we can secure that the density is at most 1=2. In particular, in the following theorem we may assume without loss of generality that there are no columns with two 1's.
Theorem 3 Let I be I 1 0; 1] with I 1 2 fN; Zg: Let f : I ! f0; 1g be balanced of positive density and such that f(x; 0) + f(x; 1) 1 for x 2 I 1 .
Then (F(x)) x2I 1 with F(x) := f(x; 0) + f(x; 1) is a balanced word on I 1 (as described in Theorem 2). Moreover, if F(x) = F(y) = 1; F(z) = 0 for x < z < y then either f(x; 0) = f(y; 1) = 1 or f(x; 1) = f(y; 0) = 1.
On the other hand, any function ff(x; y)jx 2 I 1 ; y 2 f0; 1gg which corresponds with some balanced function F : I ! f0; 1g in the above indicated way is balanced.
Proof. By the condition imposed on f, we have F : I 1 ! f0; 1g: Since f is balanced on m by 2 blocks, F has to be balanced on blocks of length m for every m. Thus F is a balanced word as described in Theorem 3.
On the other hand, suppose F : I 1 ! f0; 1g is a balanced word as described On the other hand, all the above functions are balanced on every interval I.
Note that it is not stated that the domain of g is I. In case (c1) we apply Lemma 10 to f(x ? a; 0) for some a with f(a; 0) = 1. In case (c2) we apply Lemma 12 to f(x ? a; 0) for some a with f(a; 0) = 1.
In case (c3) there is a situation with f(a; 0) = 1; f(a + 1; 0) = f(a + 4; 0) = 0; f(a + 5; 0) = 1 and either f(a + 2; 0) = 1; f(a + 3; 0) = 0 or f(a + 2; 0) = 0; f(a + 3; 0) = 1. In the former case we apply Lemma 11. A similar argument applies in the latter case.
In each subcase we nd that f is fully periodic and has one of the densities and corresponding period lattice bases as stated in the theorem.
It remains to prove that the found words f are balanced indeed. We can restrict ourselves to Z Z, since every restriction of a balanced word is balanced. We give the proof for one case. The other cases are similar or simpler. We prove that the word in case = 2 5 is balanced. It su ces to prove that for every block ã;b) the number of function values 1 is either b 2 5 jã;bjc or d 2 5 jã;bje: On using that every 5 by 1 block contains exactly two 1's we may assume thatb =ã +c withc = (c 1 ; c 2 ) satisfying 0 c 1 < 5, 0 c 2 < 5. If c 1 c 2 = 0, we are nished. By considering, the complement with respect to the 5 by 5 block if necessary, we may assume 1 c 1 2. By considering the complement with respect to the c 1 by 5 block if necessary, we may further restrict our attention to 1 c 2 2. Check that every block of size 2 contains at most one 1 and that every 2 by 2 block has one or two letters 1. This implies that f is balanced.
The three-dimensional case
In Theorem 5 we characterise all balanced words on in nite intervals I = I 1 I 2 I 3 . Without loss of generality we may assume that I 3 I 2 I 1 .
It will turn out that there are essentially only four such balanced words. We conclude that there are no other balanced words than described in Theorem 5.
The proof that the words in Theorem 5 are balanced is similar to the corresponding part of Theorem 4.
The case of dimension greater than three
Let n be a positive integer with n > 3. Suppose f : Z n ! f0; 1g is balanced. Then f(x; y; z; c 4 ; : : :; c n ) is balanced for every (c 4 ; : : :; c n ) 2 Z n?3 : It follows that essentially only the natural extensions of the four words from the previous section are balanced.
Theorem 6 Let I = I 1 ::: I n where I 1 2 fN; Zg, I n I n?1 ::: I 1 and I 2 ; :::; I n 2 fN; Z; Bg where B is the set of one-dimensional blocks containing at least two integers. Putx = fx 1 ; :::; x n g. Let f : I ! f0; 1g be balanced of density . Then 2 f0; , then g(x) = 1 if x 1 + ::: + x n is divisible by 3 and g(x) = 0 otherwise; if = 1 2 , then g(x) = 1 if x 1 + ::: + x n is even and g(x) = 0 otherwise. On the other hand, the above functions are balanced on every interval I.
Proof. Again we may assume without loss of generality that 1=2. If = 0, the statement follows from the considerations at the beginning of Section 3. If = 1 3 , then according to Theorem 5 every block of size 3 contains exactly one 1. By symmetry this implies periodicity as given in Theorem 6. If = -words with density p=q and uncountably many q n -balanced Z n -words with density p=q for any n > 1. The situation is unclear to us for irrational density. We present some results on such words in the next section.
Imbalances and irrational density
The purpose of this section is to consider the unbalancedness properties of some particular words on Z 2 of irrational density. We have seen that balancedness implies that the density is rational. It is then natural to ask whether a word on Z 2 of irrational density can be uniformly balanced. A good candidate for a word to be simultaneously uniformly balanced and of irrational density, could be a word on Z This word is periodic and corresponds to a Sturmian word shifted from row to row. We rst prove in Section 4.1 that this word cannot be uniformly balanced. We then consider in Section 4.2 the case of two-dimensional Sturmian words. Both types of two-dimensional words have the same quantitative behaviour with respect to imbalances. Hence it still remains an open problem whether uniform balance implies rational density. Let = 0; a 1 ; a 2 ; : : :] be the continued fraction expansion of with partial quotients a n and convergents p n =q n . For n 1, let n := jq n ? p n j. 
An application of Ostrowski's numeration system
Let us distinguish two cases according to the partial quotients in the continued fraction expansion of . Suppose that there are in nitely many partial quotients greater than or equal to 2. We can suppose without restriction that in nitely many of the indices of coe cients greater than or equal to 2 are even. Furthermore, as n tends to 0 and > 1, then there exists C such that n = C ?n : Note that AC < 1= , since n q n+1 < 1 for every n. Note that these words are non-periodic (i.e., there is no non-zero vector of periodicity with integer coe cients) and uniformly recurrent. For further properties, see 28, 3, 4] .
Recall that (classic) Sturmian words code the approximation of a line by a discrete line made of horizontal and vertical segments with integer vertices. Two-dimensional Sturmian words over a three-letter alphabet code discrete planes as follows. Consider the set of all unit cubes, with vertices at integer lattice points, which intersect a given plane. The discrete plane approximating this plane is the (upper or lower) surface of the union of these unit cubes. The discrete plane thus consists of three kinds of square faces, orientated according to the three coordinate planes. After projection, we obtain a tiling of the plane by three kinds of diamonds, being the projections of the square faces. This tiling is associated in a natural way with a Z 2 -lattice. We thus can code this tiling over a two dimensional sequence de ned on a three-letter alphabet. Now one de nes two-dimensional Sturmian sequences over a two-letter alphabet via a letter-to-letter projection p. With the notation in De nition 1, the projection p satis es: p(3) = 1, p(2) = p(1) = 0, with the addition of 1 ? to the parameter . Such sequences have many interesting combinatorial properties which allow us to consider them as a two-dimensional generalisation of Sturmian words. In particular, they are characterised among uniformly recurrent sequences by their rectangle complexity function P(m; n) = mn + n 4]. Here the rectangle complexity function P(m; n) counts the number of m by n rectangular factors.
Note that the words studied in the previous section correspond to the case = .
Theorem 9 Proof. Let f be a two-dimensional Sturmian word on the three-letter alphabet f1; 2; 3g, with parameters ; ; . Suppose that f is C-balanced on each letter. Fix an index j 2 Z. This implies in particular that the one-dimensional word (in row) f j : Z ! f1; 2; 3g de ned by: 8m 2 Z, f j (m) = f(m; j), is also C-balanced on the letter 2. We have 8m 2 Z; (f j (m) = 2 () m + (j + ) 2 ; + ) modulo 1): However as 1; ; are rationally independent, we get that f2g is not a bounded remainder set for f j , from Theorem 1, hence the contradiction. Note that we similarly prove that the word f is not uniformly balanced neither on the letter 1 nor on the letter 3 (by considering words in columns). The same reasoning applies to two-letter Sturmian words. (A + 24) log 3N. The case of a two-dimensional word on a three-letter alphabet can be handled exactly in the same way. One gets similar expressions for each of jP;Ñ +P j a , with a = 2; 3, which is enough to conclude to the required estimates.
