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Abstract 
Optimization problem is one of the most challenging problems that has received considerable attention over the last decade. 
Many metaheuristic methods have been proposed and successfully applied to find the optimal solution. Each technique has its 
good and bad points. A new optimization technique based on the natural behavior of the ant colonies is proposed in this paper. In 
this proposed algorithm, the foraging behavior of worker ants is employed for locally searching for better solution while the 
marriage, breeding, and feeding behaviors are used in reproduction of the new generation. The proposed algorithm has been 
evaluated on several benchmark problems. The experimental results demonstrate the effectiveness of the proposed algorithm. 
Keywords: Swarm Intelligence; Ant Colony; Optimization 
1. Introduction 
An optimization problem is the problem of finding the best solution from a set of feasible solutions. An 
optimization has been applied in many fields of science, such as engineering, economics, and logistics. Over the last 
decade, more and more researchers are interested in investigating ways to solve optimization problems. Many 
metaheuristic methods have been proposed and successfully applied to find the optimal solution. Swarm intelligence 
[1] is one of the most recent metaheuristic methods for solving optimization problems. Four of the most popular 
swarm intelligence algorithms are Particle swarm optimization (PSO)[2], Ant colony optimization (ACO)[3], 
Artificial bee colony (ABC)[4], and Marriage in honey-bee optimization (MBO)[5]. PSO is inspired by the group 
behavior of schools of fish and flocks of birds. ACO is inspired by the foraging behavior of a real ant in finding the 
shortest path between the nest and the food. ABC models the natural behavior of real honey-bees in food foraging. 
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Lastly, MBO attempts to model the marriage behavior of real honey-bees in a bee colony. This paper proposes the 
new swarm intelligence algorithm based on the natural behavior of the real ant colony. 
 The rest of the paper is organized as follows: section 2 introduces the natural behavior of the ant colonies. 
Section 3 describes the proposed model. The experimental results are given in section 4. Finally, section 5 is the 
conclusion. 
2. The Ant Colony 
2.1. Life cycle of an ant colony 
Ants are social insects living in colonies. Each colony consists of three castes: queens, males and workers. The 
queens and males are reproductive castes while workers are non-reproductive castes. The life cycle of an ant colony 
can be divided into 3 stages [6, 7]:  
(i) The founding stage: After the virgin queen leaves her mother  nest, she meets several males and is inseminated 
by those males. The males soon die after the mating while the queen finds a suitable nest site in order to 
construct her first nest. The first group of eggs hatches into workers. When they reach the adult stage, 
they take over the tasks of foraging, nest enlargement, and brood care. This allows the queen to concentrate on 
egg laying, which in turn causes the population of workers to increase.  
(ii) The ergonomic stage: All activities devotes to colony growth. After a period of time, which varies among 
species, the colony enters the next stage.  
(iii) The reproduction stage: During this stage, the colony begins to produce new queens and males. Soon after the 
reproductive castes are ready for m .  
 
 
Fig. 1. Three stages of the ant colony life cycle: the founding stage (F), the ergonomic stage (E), and the reproduction stage (R) [6]. 
2.2. Foraging behavior 
One of the interesting behavior of ants is an ingenious way of finding food and bringing the food back to the nest. 
In nature, ants initially wander randomly searching for food. After finding food, ants lay down pheromone trails as 
they return to their nest. When other ants find such a path, they are more likely to follow the trail. Subsequent ants, 
which follow an existing pheromone trail, are further reinforced by their own pheromone. A high pheromone 
concentration increases the probability that the path will be selected. 
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2.3. Mating behavior 
When the ant colony enters the reproduction stage, the colony begins to produce virgin queens and males. They 
grow in their  colony. After they become adults, virgin queens and males will take off flying into the air 
making a nuptial flight [8]. Typically, the virgin queens and males first scatter to ensure outcrossing. During the 
flight, the queens attract males by releasing pheromones. A queen usually mates with several males until her 
spermatheca is full. After mating, the queen sheds their wings and finds a suitable place to start a new colony while 
the males die. Next, the queen starts laying eggs and takes care of them. The queen controls the sex of her offspring. 
Fertilized eggs produce females, either workers or reproductive virgin queens. Unfertilized eggs develop into males. 
It should be noted that the first group of offspring is the workers. After the first set of workers takes over the 
tasks of foraging, nest enlargement, and brood care, the queen will confine herself to egg laying. 
3. The Proposed Algorithm 
The proposed algorithm is developed according to the concepts of the life cycle of an ant colony. The detail 
procedure of the proposed algorithm is explained as follows: 
3.1. Initialization 
The system parameters, including the number of nests, the number of population in each nest (N), the number of 
males in each nest (M), the number of workers in each nest (W), the number of larvae in each nest, the caste control 
parameter, and the size of the nest, are assigned the values by the user. In this research, each nest is ruled by only 
one queen. Subsequently, for each nest, the initial population of N chromosomes is randomly created. The fittest 
chromosome is selected as the queen of the nest. In the process of selecting the males, M chromosomes are picked 
from the remaining N-1 chromosomes using a roulette wheel selection. The roulette wheel used in this work consists 
of N-1 slots; each slot represents a chromosome in the remaining population. The slot size is proportional to the 
distance between the queen and each remaining chromosome. The size of each slot can be calculated by the 
following equation: 
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where di is the Euclidean distance between the queen and the chromosome i. The first chromosome is assigned to 
the first slot of the roulette wheel and so on until all chromosomes are allocated slots in the roulette wheel. Next, M 
chromosomes to be used as males are randomly chosen from the roulette wheel. The rest of the chromosomes are 
assigned as workers. 
3.2. Mating and breeding processes 
is full, the queen will start laying eggs. Before laying eggs, the queen has to determine in advance the caste of the 
offspring. The propose algorithm performs this operation by calculating the ratio of the average fitness value of the 
workers to the maximum fitness value of the workers. If the ratio is less than the caste control parameter, the eggs 
will develop into non-reproductive castes. Otherwise, the eggs will develop into reproductive castes. 
Next, , then followed 
by crossover the selected sperm with the queen to produce an offspring. The crossover operator used in this paper is 
an arithmetic crossover [9]. 
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where the queen is P1, the selected sperm is P2, and is a random value between [0,1]. 
In case that the larva develops into a reproductive caste, continue to section 3.3. However, if the larva develops 
into a non-reproductive caste, the current worker whose fitness value is lower than the fitness of the larva will be 
replaced by the larva.  
3.3. Feeding process 
One of the important tasks of workers is to take care of the larvae. This process is performed only when the 
offspring created in section 3.2 is a reproductive caste. 
 For each reproductive larva, a worker is selected from the worker pool by using the roulette wheel selection 
scheme. In this roulette wheel, the W workers in the population are mapped onto W slots on the wheel, where the 
size of each slot corresponds to the fitness of the worker.  The slot size can be calculated by the following 
equation: 
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where f(wj) is the fitness value of the jth worker. W is the total number of the workers. 
 The fitness value of each larva is compared with that of its corresponding worker. If the fitness value of the 
worker is greater than that of the larva : 
 
)ow(oo oldk
old
k
new
k      (4) 
 
where w is the worker who is selected by the larva.  is a random value between [0,1]. 
3.4. Foraging process 
Foraging process is very important to the survival of the colony. The workers are in charge of this process. In this 
proposed algorithm, the process of foraging begins with determining the fittest worker in each nest. Then each 
worker is updated its position according to the following equation: 
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where wJ is the worker with the highest fitness value.  is a random value between [0,1]. The fitness of the new 
positions is compared with that of the fittest worker. In case that the new position is better, the best position is 
replaced with this new position. Otherwise, the best position remains.  
3.5. Migration of the queen 
In this proposed algorithm, the queen always holds the best position in the colony. Therefore, if the best worker is 
fitter than the queen, the positions of the queen and the best worker will be swapped. 
3.6. Termination process 
If the number of iterations reaches the maximum designated by the user, stop the loop and return the best queen 
as the solution to the problem. Otherwise, go back to section 3.2. A pseudo code of the proposed algorithm is 
presented in Fig. 2. 
 
94   Jiraporn Kiatwuthiamorn and Arit Thammano /  Procedia Computer Science  20 ( 2013 )  90 – 95 
Define the initial parameters. 
Create the initial population for each nest. 
Assign the fittest chromosome to be the queen of the nest. 
Select the males by using Eq. (1).  
For a predefined number of iterations 
For each nest 
While a predefined number of larvae is not reached 
   Generate the larva by crossover the queen with the selected sperm. 
   If the larva is a reproductive caste 
    using Eqs. (3) and (4). 
   Else 
    If the larva is fitter than the current worker 
     Replace the current worker with the larva. 
    End if 
   End if 
   Update the position of each worker by using Eq. (5). 
   If the fittest worker is fitter than the queen 
    Swap the positions of the queen and the fittest worker. 
   End if   
  End while 
End for 
End for 
Return the best queen. 
Fig. 2. Pseudo code for the proposed algorithm. 
4. Experimental Results 
The performance of the proposed algorithm is evaluated and compared to that of the genetic algorithm (GA). To 
evaluate the performance, both algorithms are used to find the optimal solutions of five benchmark functions: F1 
( ), F2 (Sum of different power function), F3 (Six-hump camel back function), F4 
( ), and F5 (Goldstein- ). The equations of the above benchmark functions are 
shown in Table 1. 
Table 1. Equations of the benchmark functions. 
Functions Formula Domain range 
F1: Rastrigin 
20 2
1
( ) 10(20) 10cos 2i iif x x x  5.12, 5.12ix  
F2: Sum of different power 
20 1
1
( ) iiif x x  1,1ix  
F3: Six-hump camel back 
4
2 2 2 21
1 2 1 1 1 2 2 2( , ) (4 2.1 ) ( 4 4 )3
xf x x x x x x x x  
1 3.0, 3.0x  
2 2.0, 2.0x  
F4: Michalewicz 1 2 1 1 2 2( , ) 21.5 sin 4 sin 20f x x x x x x  
1 3.0,12.1x  
2 4.1, 5.8x  
F5: Goldstein-Price 
2 2 2
1 2 1 2 1 1 2 1 2 2( , ) 1 1 19 14 3 14 6 3f x x x x x x x x x x  
2 2 2
1 2 1 1 2 1 2 230 2 3 18 32 12 48 36 27x x x x x x x x  
1 2.0, 2.0x  
2 2.0, 2.0x  
 
The parameters of the proposed algorithm are set as follows: the number of nests is set to 3, the number of queens 
is set to 1, the number of males is set to 4, the number of workers is set to 5, the number of larvae is set to 5, the 
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maximum number of iterations is set to 10,000, the caste control parameter is varied to various values in order to get 
the best out of the proposed algorithm. 
The effectiveness of the algorithm is measured in terms of the closeness of the resulting solution to the global 
optimum. The experimental results are shown in Table 2. Both algorithms can achieve optimal solution for 
. For Sum of different power function, GA finds the global optimum while the proposed 
algorithm does not. For Six-hump camel back function, only the proposed algorithm attains the global minimum of  
-1.03160. For the other two functions, both algorithms are not able to achieve the global optimum. However, the 
obtained solutions of the proposed algorithm are closer to the global optimum than those of the GA. 
Table 2. Experimental results of the proposed algorithm. 
Functions Experimental results 
LB Proposed Algorithm GA 
F1: Rastrigin 0 0 0 
F2: Sum of different power 0 0.00825 0 
F3: Six-hump camel back -1.03160 -1.03160 -1.03151 
F4: Michalewicz 38.85030 38.8447 38.6672 
F5: Goldstein-Price 3 3.00143 3.01950 
5. Conclusion 
This paper presents a new optimization technique based on the natural behavior of the ant colonies. The 
performance of the proposed algorithm is examined on five benchmark functions. The experimental results show the 
effectiveness of the proposed algorithm. Our future work will try to increase the efficiency of the proposed 
algorithm by allowing the proposed algorithm to determine the number of queens automatically.   
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