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Abstract
Explicit schemes for integrating ODEs and time–dependent partial differen-
tial equations (in the method of lines–MoL–approach) are very well–known
to be stable as long as the maximum sizes of their timesteps remain below
a certain minimum value of the spatial grid spacing. This is the Courant–
Friedrich’s–Lewy (CFL) condition. These schemes are the ones traditionally
being used for performing simulations in Numerical Relativity (NR). How-
ever, due to the above restriction on the timestep, these schemes tend to be so
much inadequate for simulating some of the highly probable and astrophys-
ically interesting phenomenae. So, it is of interest this currernt moment to
seek or find integrating schemes that may help numerical relativists to some-
how circumvent the CFL restriction inherent in the use of explicit schemes.
In this quest, a more natural starting point appears to be implicit schemes.
These schemes possess a highly desireable stability property – they are un-
conditionally stable. There also exists a combination of implicit and explicit
(IMEX) schemes. Some researchers have already started exploring (since
2009, 2011) these for NR purposes.
We report on the implementation of two implicit schemes (implicit Euler,
and implicit midpoint rule) for Einstein’s evolution equations. For low com-
putational costs, we concentrated on spherical symmetry. The integration
schemes were successfully implemented and showed satisfactory second order
convergence patterns on the systems considered. In particular, the Implicit
Midpoint Rule proved to be a little superior to the implicit Euler scheme.
i
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However, even though stable over relatively long times, the chosen meth-
ods could not allow distinctively larger timesteps than those permitted for
the explicit RK4. But, it has been generally encouraging to observe clean
convergence of the constraints with the expected order–2– of the underlying
finite differencing scheme. Convergence of the constraints (to zero) is one of
the most important accuracy diagnostics in NR. Analytically, they have to
vanish. So, proper convergence to zero is the discrete version of that.
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Chapter 1
Introduction
1.1 Background on Numerical Relativity
The interplay between matter and spacetime is elegantly captured by Ein-
stein’s field equations through
Gµν ≡ Rµν − 1
2
gµνR =
8piG
c4
Tµν (1.1)
where µ, ν = {0, 1, 2, 3}, Gµν is the Einstein tensor, Rµν the Ricci tensor
and R its trace, gµν is the spacetime metric, and Tµν is the stress–energy–
momentum tensor. The constant G is the Newton constant while c is speed of
light. When expanded in some arbitrary coordinate system, these equations
form a coupled, quasi–linear, elliptic–hyperbolic system of partial differential
equations. To date, general analytical solutions to this PDE system are not
possible to find except in cases of high idealization. A classical example
of such solutions is the Schwarzschild solutions. Consequently, numerical
approaches to the solutions of these equations are inevitable. This is more
so for cases of key astrophysical interest that are modeled by the equations
in the non-linear regime. Such numerical approaches to this set of equations
are the main object of numerical relativity.
1
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1.2 Brief literature review & Motivation
One of the predictions of Einstein’s theory of gravitation is the production
of gravitational waves (GWs) by some astrophysical sources (or events) in
the universe (see e.g [13, 40]). Direct detection of these waves is being at-
tempted through a number of already ongoing international projects. These
include the ground based Laser Interferometry Garavitational wave Observa-
tory LIGO [36, 37], VIGO [38], and a planned space mission, Laser Interfer-
ometry Space Antenna (LISA) [39]. However, one of the greatest challenges
in this endevour is that the GWs are so weak that by the time they reach
the detectors they are so much masked in high noise. Hence, accurate grav-
itational wave detection requires developing a ’bank’ of accurate theoretical
templates of typical signals that are likely to come from the anticipated
sources.
Among the most probable sources for GWs are compact binaries. These
are two–body systems, e.g. black hole–black hole(BH–BH), neutron star–
neutron star (NS–NS) systems, where the two bodies come together and
merge or coalesce. Concentrating on the BH–BH merger, the merger pro-
cess occurs over three phases: inspiral, merger, and ringdown phase. One
great inspiration for this study is the inspiral phase. This phase occurs over
a very long physical time–scale compared to the dynamical time scales of
the individual black holes [15]. Thus, in the numerical simulation of this
merging process, there is a need to integrate over very long time periods for
the inspiral phase. The simulation of this phase (and the other two) is typ-
ically carried out using explicit integration methods. Only in 2009 [14] did
attempts at finding alternative but less restricted methods begin. But ex-
plicit integration schemes inherently come with a restriction on the maximum
size of the timestep through the Courant condition for stability. Therefore,
simulation of the inspiral phase using an explicit scheme would require an
2
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excessively large number of timesteps. The Courant restriction is said to
be even more severe when simulating binaries involving unequal mass black
holes (particularly high–mass–ratio binaries (e.g. [30]), and spinning black
holes [15].
On the opposite side of explicit methods is implicit methods. These are
generally known to be uncoditionally stable, i.e. they are stable without
having to obey such a restriction (CFL) as the one obeyed by explicit meth-
ods. This means that, in principle, it should be possible to select any size
of the timestep so as to cover long integration periods in a computation-
ally efficient number of timesteps. The only limiting factor to this choice
should be accuracy. Besides, provided that we have a well–posed system of
continuum equations (IVP) plus a consistent finite differencing scheme, Lax’s
equivalence theorem (for linear cases) provides that stability is necessary and
sufficient for convergence [10]. Thus, implicit integration schemes seem to be
a valid prospective means for circumventing the Courant restriction. Despite
all this, these schemes have not been extensively studied and explored for
numerical relativity simulations, like their explicit counterparts.
1.3 Brief summary of results
The implicit schemes such as Implicit Euler and Implicit Midpoint Rule were
successfully applied to a vacuum spacetime and a non–vacuum scalar field
spacetime. The methods were able to reproduce results already available
in literature [2] whereby either explicit second or fourth order Runge Kutta
methods were used. This has also been established by our own comparisons
with explicit RK2 and RK4 implementations. These implicit integration
schemes showed good second order convergence on both of the spacetimes
considered: i) a Schwarzschild vacuum spacetime (in Eddington–Finkelstein
coordinates) containing a black hole at its interior, and ii) a scalar field
3
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accreting onto the Schwarzschild blackhole.
1.4 Notation and Conventions
Following the conventions of Misner, Thorne and Wheeler [12], spacetime
indices will run from 0 to 3, with 0 chosen to represent the time coordinate
(without losing any generality, of course, in the choice of coordinate repre-
sentation). These four-dimensional spacetime indices shall be represented by
Greek indices (e.g. α, β, µ, ν, . . .). Three–dimensional spatial indicies are
designated by Latin letters (i, j, k, . . .) and these take values from 1 to 3.
Also, the Einstein summation notation is used: repeated “up–down” indices
are summed over all their possible values(4 for spacetime indices; 3 for spa-
tial indices). The signature of the spacetime metric shall be taken to be
(−,+,+,+).
The so–called geometric units are employed, in which c = G = 1, where c is
the speed of light andG the Newton’s gravitational constant. Furthermore, ∂i
is used for the spatial partial derivative operator ∂
∂xi
. For spacetime partial
derivatives, ∂µ shall have a similar interpretation. Following [12], we use
the abstract–index notation for vectors( and 1–forms) and tensors whereby
these are either represented with boldfaced letters (without indicies) and the
components are written with indices. Also, following [26], the 1–forms are
represented with underlined boldfaced letters. The same symbol ∇ has been
used for the 4D spacetime covariant derivative as well as for the 3–covariant
derivative. But the context is always clear which meaning is intended.
4
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1.5 Dissertation overview
Chapter 1 sets the scene for the study with some brief literature review and
some theoretical stability concepts. Chapter 2 lays down what can be viewed
as the physical (model), mathematical (governing continnum equations) and
numerical (discretisation) framework for the work ahead. After testing the
convergence of the central finite differencing scheme in Chapter 3, results of
numerical evolutions are presented in Chapter 4 Implicit Euler method) and
Chapter 5 (Implicit Midpoint Rule). A linearised Implicit Midpoint scheme
was also attempted during the study, but it gave very unstable results for
one to include them here. Chapter 6 covers another crucial part of the
study: performance (stability) and efficiency analysis of the implemented
implicit integration schemes versus some selected explicit schemes. General
conclusions are presented in Chapter 7 and possible directions for further
research also highlighted.
5
Chapter 2
Physical, mathematical and
numerical framework
2.1 Time integration in Numerical Relativity
As it will be seen in the next section, when cast as an initial value prob-
lem, the Einstein equations lead to a system of partial differential equations
(PDEs) that involve time derivatives (evolution equations) and those that do
not (constraint equations). The main area of concern for this study will be
the evolution equations: the time integration schemes used for these equa-
tions.
Current simulation codes typically use explicit time integration schemes, such
as the staggered leap–frog, Runge–Kutta methods, for evolving the equa-
tions [19, 27], with implicit schemes only occasionally attempted [19]. The
justification for this situation is the relatively easy implementation or low
computational costs of explicit schemes [5, 6, 19, 27] or, conversely, the extra
computational demand associated with implicit methods.
Implicit schemes on the one hand possess a highly desirable property for
which we can trade off the modest computational costs associated with ex-
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plicit schemes. They are unconditionally stable [5, 6, 27]. Press et. al. [6]
submit that the goal of a numerical scheme or code is to in some way converge
on the correct solution anywhere in time. On that note, stability becomes
an extremely useful or desirable property because, according to the Lax’s
theorem [10], it guarantees convergence of the scheme provided that the as-
sociated initial value problem is well–posed and the (finite difference) scheme
is consistent. Moreover, this theorem shows stability to be a very powerful
property: stability is a necessary and sufficient condition for convergence –
granted the consistency and well–posedness alluded to above.
The stability limit of numerical schemes is set in terms of the Courant–Fried
riech–Lewy (CFL) limit or number ρ = c∆t
∆x
≤ 1 and this limit places an upper
bound on the size of the allowed timestep ∆t[5] throught the smallest spatial
grid spacing ∆x. For implicit schemes, such a limit does not exist, while ex-
plicit schemes have to be subjected to such a limit for them to be stable. So,
implicit schemes are unconditionally stable while explicit schemes are not.
Hence explicit schemes come with strict limitations (upper bounds) on the
allowed timestep so that long–term evolutions are generally not possible. In
particular, this limitation tends to be severe for the physically probable case
of high mass ratio black hole binaries [30]. Here a high resolution (i.e. very
fine ∆x) is responsible for setting the time step [30]. Thus, the uncondition-
ally stable implicit numerical methods are a prospective alternative.
Hence, the focus in this study was on the integration schemes for the evolution
equations in spherical symmetry. Instead of the traditional explicit time
integration methods, implicit methods will be applied. Such methods, as
supported by the brief literature reviewed, are known for their unconditional
stability, a property that explicit schemes do not possess.
Only recently (2009 [14], & 2011 [15]) have we seen explorations of alternative
schemes aimed at somehow overcoming the Courant restricition. Another
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recent use of an implicit integration scheme appears in Montero and Cordero–
Carrio´n [16], where a partially implicit RK method is employed for time–
integration after a central finite differencing (for the spatial derivatives). On
the contrary, the motivation for implicit methods is that they do not have
to be subject to such restrictions for them to remain stable. This may (in
principle) allow one to evolve the solution for longer times without taking
excessive numbers of timesteps. Usually, for implicit schemes, conservative
Courant choices have to do with accuracy concerns.
So, our work is among the early attempts to studying and applying implicit
schemes to these numerical relativity problems.
2.2 The 3+1 ADM decomposition
The covariant nature of Einstein’s theory of general relativity means that
both space and time are simply coordinates that are on the same footing.
For numerical work, this in not convenient. The 3+1 formalism (or decom-
position) is some way of separting the roles of space (3D) and time (1D) in
order for one to bea able to cast the equations as an initial value problem.
References [26,27] were very helpful for this section. Sperhake [25] also served
as another good reference as well.
2.2.1 Spacetime foliation
Let M be a real smooth (i.e.C∞) 4-dimensional manifold endowed with a
Lorentzian metric g of signature (−,+,+,+). The 3 + 1 formalism of gen-
eral relativity (GR) begins with a spacetime (M, g) where M and g are as
described above.
It is necessary to assume that the spacetime (M, g) is globally hyperbolic,
by which we mean that the spacetime admits a Cauchy surface: a spacelike
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hypersurface Σ on M with the property that any causal (timelike or null)
curve with no endpoint intersects Σ once any and only once [26,27]. That is,
a globally hyperbolic spacetime does not have closed causal curves. There
also exist spacetimes that are not globally hyperbolic.
The spacetime can be sliced (foliated) into a series of 3-dimensional cuts,
called hypersurfaces Σt. Let (Σt)t∈R denote such a foliation of the spacetime
by a family of spacelike hypersurfaces. The basis of the 3 + 1 decompo-
sition rests on projecting the Einstein equations onto the hypersurface Σt
and orthogonally to Σt. The foliation is parametrised with the parameter
t = constant which serves to label each of the slices (hypersurfaces). This
parameter t is simply a coordinate time (or “universal tim” in the words of
Alcubierre [27]), not corresponding with the proper time of any observer.
2.2.2 The kinematics on a foliation
In this section we discuss concepts pertaining to some observers (the so–called
Eulerian observers) moving along certain directions (vectors) relative to the
foliation of hypersurfaces embedded in a spacetime. That is, we consider
kinematical issues on a given foliation.
The unit normal vector and lapse function
Let n be a timelike future pointing unit vector normal to the hypersurface
Σt such that
n = −α∇t (2.1)
with
α = (−∇t ·∇t)− 12 = (−〈dt,∇t〉)− 12 (2.2)
where dt is the gradient 1-form normal to Σt (i.e. for any vector v tangent
to Σt, 〈dt,v〉 = 0), the vector ∇t is the metric dual to dt and is also normal
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to Σt. The metric dual to dt has components ∇νt = gνµ∇µt = gνµ(dt)µ.
The value of the scalar function α, called the lapse function, is chosen to
keep n a unit vector, i.e. n · n = −1. The − sign on the dual form ∇t
in the definition of α is chosen to correspond with a spacelike hypersurface.
Furthermore, because the hypersurface is spacelike, ∇t is timelike. It is easy
to observe from Eq. (2.2) that the factor −α is also a proportionality constant
between the gradient 1-form dt and the 1-form n associated with the vector
n by the metric duality. Hence
n = −αdt (2.3)
The normal evolution vector
With the defined unit normal n, it turns out that
〈dt,n〉 = −α〈dt,∇t〉 =∇mt = 1
α
6= 1 (2.4)
Equation (2.4) means that the unit normal is not adapted to the scalar field
t. Consequently, it is not possible to obtain the hypersurface Σt+δt from a
neighbouring one Σt by an infinitesmal displacement δtn of each point of Σt.
If we adjusted this inner product by a multiplicative factor of α we achieve
α〈dt,n〉 = 1 = 〈dt, αn〉. So clearly, the vector αn is adapted to the scalar
field t. Hence define the vector m, normal to Σt, as the normal evolution
vector (for reasons to be clarified later):
m := αn (2.5)
With n being a unit vector, the scalar square of m is
〈m,m〉 =m ·m = −α2 (2.6)
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Having constructed the normal evolution vector this way, and with the help
of Eqs. (2.1) and (2.2), we clearly have
〈dt,m〉 =∇mt = mν∇νt = 1 (2.7)
Therefore, one can obtain the new hypersurface Σt+δt from a neighbouring
one Σt by an infinitesmal displacement δtm of each point p ∈ Σt. (See [26]
for a proof).
Interpretation of the lapse function
The timelike unit vector n , is normally undrestood to be the 4-velocity field
of some observer: the so–called Eulerian observer. Then, the worldlines of
the Eulerian observers are orthogonal to the hypersurfaces Σt. Consider two
close events p and p′ on the worldline of some Eulerian observer. Let t be
the “coordinate time” of the event p and t + δt (δt > 0) that of p′, in the
sense that p ∈ Σt and p′ ∈ Σt+δt . Then p′ = p + δtm. The proper time δτ
between the events p and p′, as measured by the Eulerian observer, is given
by the metric length of the vector linking p and p :
δτ =
√
−g(δtm, δtm) =
√
−g(m,m)δt =
√
−( −α2)δt (2.8)
Therefore (provided α > 0),
δτ = αδt (2.9)
Thus, the scalar function α relates the coordinate time t labelling the slices
of the foliation to the physical time τ measured by the Eulerian observer. In
other words, the lapse can be interpreted as the proper time measured by an
Eulerian observer (moving with 4-velocity n) [25].
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2.2.3 Intrinsic and Extrinsic curvature of hypersur-
faces
In dealing with spacelike hypersurfaces forming a foliation, it is necessary to
separate between two types of curvature of a hypersurface. One is the intrin-
sic curvature of the hypersurface Σt which comes from its internal geometry.
The other type, extrinsic curvature, results from the manner in which the
hypersurface is embedded in the four-dimensional spacetime (M, g).
The intrinsic geometry (and hence the intrinsic curvature) of a hypersurface
is completely characterised by the Riemann tensor Rijkl. Corresponding to
this tensor are its contraction, called the Ricci tensor Rij = R
k
ikj, and another
further contraction called the Ricci scalar (scalar curvature), denoted R with
R = γijRij. Thus the spatial metric γij completely describes the intrinsic
curvature (geometry) of a slice Σt.
Extrinsic curavture, as mentioned above, is due to the way the 3-dimensional
hypersurfaces are immersed in 4-dimensional spacetime. It is obtained by
following what happens to the unit normal n (nα) as we parallel–transport
it from one point in Σt to another. Hence the definition by Alcubirre [27]:
“The ‘extrinsic curvature tensor’ is a measure of the change in the [unit]
normal vector under parallel transport”.
To proceed with the definition of extrinsic curvature we introduce the pro-
jection operator ⊥αβ onto the spacelike hypersurfaces:
⊥αβ := δαβ + nαnβ (2.10)
where nα (n) is the unit normal vector. For a tensor of arbitrary rank, the
projection operator is defined by [25,27]
⊥ T λαβ :=⊥λµ⊥να⊥σβ T µνσ (2.11)
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From the definition of the projection operator (2.10), the 3-metric can be
written as the the projection of the spacetime metric g onto the hypersurface
Σt:
γ =⊥αβ g = g + n⊗ n (2.12)
which in terms of the components is
γαβ =⊥αβ gαβ := gαβ + nαnβ (2.13)
Then, the extrinsic curvature tensor is defined using the projection operator
by
Kαβ := − ⊥ ∇αnβ (2.14)
Another way of describing the extrinsic curvature of the slice involves the
3−metric γ under the context of the foliation kinematics (Sec.2.2.2). This
description relates to the evolution of the metric γ of the hypersurface Σt.
The evolution is given by the Lie derivative of γ along the normal evolution
vector m. We take a slight digression to briefly define the Lie derivative
of a tensor field along some vector field. See for example Gourgoulhon [26]
or Alcubierre [28] for an excellent construction of the Lie derivative concept
from first principles.
Let u be a vector field (the flow) on the manifold M, and let v be another
vector field on M, whose variation is sought. The flow u can be used to
parallel– transport the vector v from one point p to a neighbouring point
q, and then carefully define the variation of v as the difference between the
actual value of vector v at q and the transported value via q. Further details
are available in [26, 28]. Then the Lie derivative of the vector field v with
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respect to the vector field u is
£uv = [u,v]
α
= uµ∂µv
α − vµ∂µuα
= £uv
α
(2.15)
in an arbitrary coordinate system (xα). Generalizing to any tensor field T
of type

m
n

, the Lie derivative £uT is also a tensor field of the same type,
with the following components with respect to a coordinate system (xα):
£uT
α1...αm
β1...βn
= uµ∂µT
α1...αm
β1...βn
−
m∑
i=1
T α1...σ...αmβ1...βn ∂σu
αi
+
n∑
i=1
T α1...αmβ1...σ...βn ∂βiu
σ (2.16)
The partial derivatives in the above equation can be replaced by any torsion–
free connection, such as the Levi–Civita connection ∇ associated with the
metric g, giving
£uT
α1...αm
β1...βn
= uµ∇µT α1...αmβ1...βn −
m∑
i=1
T α1...σ...αmβ1...βn∇σuαi
+
n∑
i=1
T α1...αmβ1...σ...βn∇βiuσ (2.17)
In particular, for a type

0
2

 tensor,
£uTαβ = u
µ∂µTαβ + Tµβ ∂αu
µ + Tαµ ∂βu
µ
= uµ∇µTαβ + Tµβ∇αuµ + Tαµ∇βuµ
(2.18)
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We now return to the extrinsic curvature. It is connected to the evolution of
the 3−metric (i.e. the Lie derivative of the metric along the evolution vector
m ) by
£mγ = −2αK
In terms of components, this becomes
£mγαβ = −2αKαβ (2.19)
Evaluating the Lie derivative of the 3−metric along the unit normal n we
need only recall the relation m = αn. So
£mγαβ = £αnγαβ = α£nγαβ (2.20)
Substituting Eq. (2.20) into Eq. (2.19) and re-arranging yields
Kαβ = −1
2
£nγαβ (2.21)
Lastly, we mention without giving details that the final ingredient needed to
complete the 3+1 decomposition of the Einstein equations is the projections
of the Riemann tensor introduced in the previous section, Section 2.2.3 on
page 12.
After laying down all the details in the previous subsections, it is time to
project the Einstein equations encountered in Chapter 1 in the next subsec-
tion, Section 2.2.4. We notice that we have already arrived at an evolution
equation ( Eq. (2.19)) for the 3-metric without using the Einstein equations
(1.1) in any form. It is actually a culmination of the kinematic considerations
on a foliation. A true dynamical equation to result from the projections is the
one for the extrinsic curvature (also called in GR/NR the second fundamental
form, with the 3-metric called the first fundamental form).
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2.2.4 The 3+1 decomposition of the Einstein equations
a) The Einstein equations
When projecting the Einstein equations, they are normally used in the usual
form
Rαβ − 1
2
Rgαβ = 8piTαβ (2.22)
or in the equivalent form
Rαβ = 8pi
(
Tαβ − 1
2
Tgαβ
)
(2.23)
with T := gαβTαβ denoting the trace of the stress–energy tensor. The equiv-
alent form Eq. (2.23) is easily obtained by taking the trace of the usual form
Eq. (2.22) to get R = −8piT ; substituting this back to the equation and then
making the Ricci tensor Rαβ the subject.
b) The matter stress–energy tensor
In a standard way, we define the matter energy density ρ, the matter mo-
mentum density ji, and the matter stress tensor Sij :
ρ :=nαnβTαβ (2.24a)
ji := ⊥iβ
(
nαT
αβ
)
(2.24b)
Sij := ⊥ Tij (2.24c)
The trace of the stress tensor Sij with respect to the 3-metric γij (or equiv-
alently, with repsect to the spacetime metric) is denoted by S:
S := γijSij = g
αβSαβ (2.25)
c) Defining a coordinate system on the foliation
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It is not possible to fully describe the threading (through the concept of the
shift vector) of the hypersurfaces on a foliation in the absence of a coordinate
system adapted to the foliation. Also in order to be able to eventually write
down the evolution equations as a system of partial differential equations
(PDEs), a coordinate system needs to be introduced on the foliation. To this
end, introduce spatial coordinates (xi) = (x1, x2, x3) on each hypersurface Σt.
Provided this coordinate system varies smoothly between adjacent hypersur-
faces, the coordinates (xα) = (t, xi) = (t, x1, x2, x3) form a well–behaved
coordinate system on M.
Also, at each point p ∈ M, let (∂α) = (∂t,∂i) denote a decomposition of
the natural (coordinate) basis of the the tangent space associated with the
coordinates (xα). That is the set of vectors
∂t :=
∂
∂t
and ∂i :=
∂
∂xi
i ∈ {1, 2, 3} (2.26)
The family of hypersurfaces in the foliation are threaded together by a 3-
parameter family of curves of constant spatial coordinates, i.e. curves of M
such that xi = qi, i ∈ {1, 2, 3} where all the qi’s are constants [26] (see e.g.
Fig. 4.1 in [26] or Fig. 1 of [25]). The time vector ∂t should be tangent to
the xi = constant curves but nowhere tangent to the hypersurface Σt itself
(a necessary property for a proper threading). These considerations lead to
the introduction of the shift vector disccussed in the next point. A proper
threading of the slices further requires that the xi = constant curves do not
intersect each other [25].
d) The shift vector
We shall need the fact that the dual basis associated with (∂α) is the gradient
1-form basis (dxα), which is a basis of the space of linear forms such that
〈dxα,∂β〉 = δαβ (2.27)
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In particular,
〈dt,∂t〉 = 1 (2.28)
i.e the 1-form dt is dual to the vector ∂t. Even though the above relation
shows the time vector ∂t to obey the same property as the previously en-
countered normal evolution vector m (since 〈dt,m〉 = 1), the two vectors
generally differ. The difference between them is what is popularly known as
the shift vector, denoted by β:
∂t :=m+ β (2.29)
It also becomes helpful to re-write the equation relating the time vector and
the shift in terms of the unit normal vector (via m = αn):
∂t := αn+ β (2.30)
Since the shift vector β is tangent to the hypersurface Σt, we introduce
the components of β and the metric dual form with respect to the spatial
coordinates (xi) according to
β =: βi∂i and β =: βidx
i (2.31)
With these relations for the shift vector and recalling that n = ∂t/α − β/α
(from Eq. (2.30)), the components of the unit normal n with respect to the
natural basis ∂α are found in terms of (β
i) and α to be
nα =
(
nt, ni
)
=
(
1/α,−βi/α) = (1/α,−β1, β2, β3) (2.32)
Furthermore, we immediately find that the covariant components (i.e the
components of n with respect to the basis (dxα) ) from the relation
n = −αdt:
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nα =
(
nt, ni
)
= (−α, 0) = (−α, 0, 0, 0) (2.33)
Now we are in a position to decompose the spacetime metric and compute
its components in terms of the 3+1 quantities.
e) Components of the metric
Introduce the γij of the 3-metric γ with respect to the coordinates (x
i):
γ =: γijdx
i ⊗ dxj (2.34)
So, from the definition β =: βidx
i,
βi = γijβ
j (2.35)
The components gαβ of the 4-metric g with respect to the coordinates (x
i):
g =: gαβdx
α ⊗ dxβ (2.36)
One can always compute each component of gαβ from
gαβ = g (∂α,∂β) (2.37)
The results of the components computations give the following expression of
the components in terms of the 3+1 quantities:
gµν =

gtt gtj
git gij

 =

−α2 + βkβk βj
βi γij

 (2.38)
So the line element for an infinitesmal spatial displacement dxi (using that
βi = γijβ
j) takes the following 3+1 form:
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ds2 = gµνdx
µdxν ≡ −α2dt2 + γij
(
dxi + βidt
) (
dxj + βjdt
)
(2.39)
The components of the inverse metric are given by the matrix inverse of
(2.38):
gµν =

gtt gtj
git gij

 =

− 1α2 βjα2
βi
α2
γij − βiβj
α2

 (2.40)
It is worth highlighting that even though gij = γij, generally g
ij 6= γij. In
fact,
√−g = α√γ (2.41)
where g = det (gµν) and γ = det (γij) are the respective determinants for the
spacetime (4−)metric and the spatial (3−)metric.
f) Projections of the equations
To be able to write down the Einstein equations in 3+1 form, the projection
operators defined in Section 2.2.3 are used, together with the unit normal
vector, to project or separate Einstein equations into three groups as shown
below. In the first two projections (perpendicular or normal to the hypersur-
face Σt and mixed projection), the Equations are used in the usual form of
Eq. (2.22). The third projection (onto Σt) uses the equations in the equiva-
lent form of equation (2.22).
i) full projection perpendicular to Σt (1 Constraint equation):
nµnν
(
Rµν − 1
2
Rgµν = 8piTµν
)
(2.42)
ii) mixed projection – perpendicular to, and onto Σt (3 Constraint equa-
tions):
⊥
[
nµ
(
Rµν − 1
2
Rgµν = 8piTµν
)]
(2.43)
20
CHAPTER 2. PHYSICAL, MATHEMATICAL AND NUMERICAL
FRAMEWORK 21
iii) full projection onto Σt (6 Evolution equations):
⊥
[
Rµν = 8pi
(
Tµν − 1
2
Tgµν
)]
(2.44)
The three projections above, plus the projections of the stress energy tensor
(the right hand side of the Einstein equations) give 10 equations. In the
presence of a coordinate system adapted to the foliation, the equations can
be transformed from their tensorial form into a system of PDEs. We ommit
the long algebraic munipulations acompanying the projections above and
simply give the final results (3 + 1 equations).
Before presenting the resulting equations, we evaluate the Lie derivatives
along the normal evolution vectorm as partial derivatives. The Lie derivative
is introduced in the previous subsection 2.2.3 for a vector field and also
generalized to a tensor field parallel transported in the direction of a vector
field. We recall from Eq. (2.29) thatm = ∂t−β, so that for some tensor T ,
the Lie derivative of that tensor along the normal evolution vector becomes
£mT = £∂tT −£βT (2.45)
For tensor components with repsect to a coordinate system (xα) = (t, xi)
adapted to the foliation, the Lie derivative along ∂t simply becomes the
usual partial derivative with respect to the time coordinate t:
£∂tTij =
∂Tij
∂t
=: ∂tTij (2.46)
Constraint equations
From the normal projection and mixed projection, we obtain the Hamil-
tonian or energy constraints (1 equation) and the momentum constraints,
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respectively:
H ≡ (R−KijKij +K2)− (16piρ) = 0 (2.47)
Mi ≡ (∇jKij −∇iK)− (8piji) = 0 (2.48)
Evolution equations
The evolution equations for the extrinsic curvature result from a full projec-
tion of the Equaions onto Σt. The evolution equation for the spatial metric
comes from Eq. (2.19). The 12 (6 + 6) equations are:
∂tγij = − 2αKij +£βγij (2.49a)
∂tKij = −∇i∇jα + α(Rij − 2gklKikKjl +KKij)
+ 4piα((S − ρ)γij − 2Sij) +£βKij (2.49b)
The Lie derivatives terms are immediately found from Eq. (2.18) by sub-
stituting the tensor field there with the 3−metric and concentrating on the
spatial indices instead of the four spacetime indices:
£βγij = β
k∂kγij + γik∂jβ
k + γjk∂iβ
k
= βk∇kγij + γik∇jβk + γjk∇iβk (2.50a)
£βKij = β
k∂kKij +Kik∂jβ
k +Kjk∂iβ
k
= βk∇kKij +Kik∇jβk +Kij∇iβk (2.50b)
This is the set of equations which are canonically referred to as the standard
ADM equations in the numerical relativity community. They are so named
after the pioneering work of Arnowitt, Deser an Misner [29].
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2.3 Scalar field
The spacetimes treated in this dissertation also consist of a scalar field being
coupled to a some vacuum Schwarzschild spacetime. So a word about such
a scalar field is not out of place here. Precisely, since we basically adopted a
final form of the Einsten Evolution equations in spherical symmetry derived
by Thornburg [2], we also followed the very same scalar field phenomenology
as his (including the names of the auxilliary variables). The reference [2]
can be consulted for original and complete details on this. Here we only
capture major details which we believe will help the dissertation to be more
self-contained.
Some scalar field φ is introduced into the initial data set up of [1] to satisfy
the 4-scalar wave equation φ ≡ ∇a∇aφ = 0. This brings in two other 3+ 1
field variables P and Q defined in terms of the scalar field φ as follows:
Pi =∇iφ (2.51)
Q =
1
α
(∂tφ− βi∇iφ) (2.52)
Thornburg [2] then provides the following resulting 3+1 evolution equations
for the scalar field:
∂tPi =∇
(
αQ+ βkPk
)
(2.53)
∂tQ =∇i
(
αP i
)
+ αKQ+ βi∇iQ (2.54)
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where the 3+1 scalar field variables obey the following relations:
4piρ =
(
PkP
k +Q2
)
(2.55)
4piji =− PiQ (2.56)
4piSij =PiPj +
1
2
γij
(−PkP k +Q2) (2.57)
4piS =− 1
2
PkP
k +
3
2
Q2 (2.58)
where the matter energy density ρ, matter momentum density ji, the matter
stress tensor Sij and its trace S are introduced and defined in a general way
in the previous subsection, Section 2.2.4 on page 16.
2.4 Spherical symmetry and Initial data
Since we assume spherical symmetry of spacetime, the natural choice for rep-
resenting the spatial coordinates is spherical coordinates, i.e. xi = (r, θ, φ).
Following Thornburg [1], we begin with the following Ansatz for the 3 + 1
spatial tensors:
γij = diag(A, B, B sin
2 θ) (2.59a)
Kij = diag(X, Y, Y sin
2 θ) (2.59b)
βi = (βr, 0, 0) (2.59c)
Mi = (Mr, 0, 0) (2.59d)
Pi = (Pr, 0, 0) (2.59e)
where ”diag” means the diagonal of a matrix with the elements shown.
With all the above information on the spherical symmetry reductions and
the scalar field, the explicit evolution equations (PDE system) for the state
vector (A,B,X, Y, P,Q) are (see Eqns.(A1) of [2]):
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∂tA = − 2αX +£βA (2.60a)
∂tB = − 2αY +£βB (2.60b)
∂tX = − ∂rrα + 1
2
(∂rα)
∂rA
A
− α∂rrB
B
+
1
2
α
(
∂rB
B
)2
+
1
2
α
(∂rA) (∂rB)
AB
+ 2α
XY
B
− αX
2
A
− 2αP 2 +£βX (2.60c)
∂tY = − 1
2
(∂rα)
∂rB
A
− 1
2
α
∂rrB
A
+
1
4
α
(∂rA) (∂rB)
A2
+ α + α
XY
A
+£βY (2.60d)
∂tP = (∂rα)Q+ α∂rQ
+£βP (2.60e)
∂tQ = (∂rα)
P
A
− 1
2
α
(
∂rA
A
)
P
A
+ α
(
∂rB
B
)
P
A
+ α
∂rP
A
+ α
XQ
A
+ 2α
Y Q
B
+£βQ (2.60f)
with the Lie derivative terms computed via Eqs. (2.59), using Eq. (2.50) or
Eq. (2.18) for the tensor fields and Eq. (2.15) for the vector fields, to give
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the following components
£βA = β∂rA+ 2 (∂rβ)A (2.61a)
£βB = β∂rB (2.61b)
£βX = β∂rX + 2 (∂rβ)X (2.61c)
£βY = β∂rY (2.61d)
£βP = β∂rP + (∂rβ)P (2.61e)
£βQ = β∂rY (2.61f)
The initial data consists of a Schwarzschild slice in Eddington–Finkelstein
co-ordinates (r, θ, φ). In terms of these coordinates, the initial data (γij, Kij)
for a Schwarzschild slice of mass m is given by [1]
A := γrr = 1 +
2m
r
(2.62)
B := γθθ = r
2 (2.63)
X := Krr = −2m
r2
1 + m
r√
1 + 2m
r
(2.64)
Y := Kθθ = 2m
1√
1 + 2m
r
(2.65)
Gauge choice is addressed through some algebraic conditions which lead to a
pair of simultaneous equations for the lapse function α and the shift vector
β on each slice [2, 4]
From physical arguments to the continuum governing equations, Eqs. (2.49),
(2.47) and (2.48), what remains now is to describe our numerical ingre-
dients. These are necessary because for one to numerically solve a system
of differential equations, the equations must first be put in a form suitable
for implementation on a computer. The two key aspects of all this are the
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spatial discretization and the time integration in the context of the method
of lines. That is, we first apply centered finite differencing in the spatial
dimension, labelled by r, and then use an implicit ODE integrator for the
time dimension.
2.5 Numerical methods
2.5.1 Numerical grid and central finite differences
We apply the method of lines (MOL) (e.g. [5, 21]) with 2nd second order
centered finite differencing for most of the spatial derivatives. The spatial
coordinate r is discretized by choosing a fixed inner boundary position rmin >
0 and a fixed, uniform grid spacing ∆r. We consider a finite grid of N + 1
points ri = rmin + i∆r, i = 0, 1, 2, . . . , N , which span the range from the
inner boundary r = rmin to the outer boundary r = rmax = rmin + N∆r.
Using the usual notation ui ≡ u(r = ri) for some grid function u, we have:
(∂ru)i =
ui+1 − ui−1
2∆r
+O
(
(∆r)2
)
(2.66a)
(∂rru)i =
ui−1 − 2ui + ui+1
(∆r)2
+O
(
(∆r)2
)
(2.66b)
2.5.2 Boundary conditions
In order to use the above finite difference operators at the innermost and
outermost grid points (i = 0 and i = N , respectively), we use the following
extrapolation operators to determine (or extrapolate from the interior grid)
the field variables u at the respective “ghost points ”(i = −1 and i = N +1):
u−1 = 3u0 − 3u1 + u2 +O((∆r)3) (2.67a)
uN+1 = 3uN − 3uN−1 + uN−2 +O((∆r)3) (2.67b)
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We remark that we are able to retain order−2 accuracy at the inner–boundary
point i = 0, only if these extrapolations (2.67) are used with (2.66a). Oth-
erwise, the combination of (2.67) and (2.66b) at i = 0 gives no better than
order−1 accuracy [3].
The boundary conditions briefly discussed above basically deal with the finite
differencing issues at the endpoints of the numerical grid. They don’t point
anything about the Physics or well–posedness of the problem. The following
short section takes care of that aspect.
Outgoing radiation boundary conditions
The continuum problem is usually defined on an infinite domain in r, yet
for computational purposes the numerical grid only extends to a finite outer
radius rmax. This necessitates the use of outer boundary conditions at rmax
in order to ensure that the system of equations remains well–posed. Hence it
is desirable to choose outgoing radiation boundary conditions in such a man-
ner that the dynamics of the finite–domain system closely approximate the
dynamics of the corresponding region of an infinite–domain isolated system.
In principle, no signals should be allowed to enter the grid at r = rmax, and
any outgoing signals should propagate smoothly off the edge of the grid.
However, the non-linearity of Einsteins equations causes this to be a very
challenging task. It cannot be done exactly at any finite radius rmax, but there
are some ways to approximate it (see Thornburg [3]) for possible options).
In this dissertation we implemented the background subtraction method,
detailed in [2,3]. Let u denote any of the state–vector field variables, and let
ubg similarly denote the same field variable at the corresponding r−position in
some chose background slice. Then define δu ≡ u−ubg and assume δu/rm to
(approximately) satisfy a simple spactime scalar outgoing radiation boundary
condition
δu
rm
≈ (r − c+t)
rn
(at r = rmax) (2.68)
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for some (unspecified) function f , where c+ is the outgoing light–cone speed
(please refer to Thornburg [2]), and n is a constant parameter chosen based
on the expected asymptotic fall–off of outward–propagating perturbations in
δu
By differentiating Eq. (2.68) with respect time, taking the background field
variables to be independent of time, the following approximate scalar outgo-
ing radiation boundary condition results:
∂tδu ≈ −c+
[
∂rδu+
n−m
r
δu
]
(2.69)
The numerical spacetimes evolved in this dissertation implemented this outer–
boundary–condition with parameters values of n and m tabulated in Thorn-
burg [2] for each variable. The Eddington–Finkelstein slice introduced earlier
in Sec. 2.4 was used as the background slice.
On the inside, no boundary conditions are imposed. Instead we assume a
black hole to be located at the center of the computational grid, which (i.e.
the black hole) is excised by taking some r = rmin > 0.
2.5.3 Upwind finite differencing
Further, we use upwind finite differencing for the Lie derivative terms, Eq.(2.61),
depending on the sign of the shift vector β (details in Thornburg [3].).
2.5.4 Integration schemes
We used basic, well–know implicit integration schemes to evolve the solu-
tions in time. These are: a) the Implicit Euler (IE) scheme, b) the Implicit
Midpoint Rule (IMR).
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Consider an initial value problem (IVP), i.e. ODE system:
du
dt
= f(t,u) u(0) = u0, t ≥ 0 (2.70)
where u is the vector of unkown functions and f a vector of right-hand-side
function values. Starting with ui at time level ti, the IE scheme and IMR
determine the value ui+1 of u at the next time level ti+1 by
ui+1 = ui +∆tf (ti+1,ui+1) i = 0, 1, 2, · · · (2.71)
ui+1 = ui +∆tf (ti + 0.5∆t, 0.5(ui + ui+1)) i = 0, 1, 2, · · · (2.72)
The schemes were used in combination with a Newton–Raphson solver (in
which we used the Gauss–Seidel [8] algorithm for the associated linear sys-
tems). The implementation details of these with the Newton solver are almost
standard textbook material (e.g. see [7]).
The PDE system, Eq. (2.60) has the general form
∂tq = L (q, ∂rq, ∂rrq) (2.73)
where q is a state vector consisting of the state variables qi‘s and L is a
nonlinear differential operator for the RHS of the Einstein system. We men-
tion that the state variables depend on two variables: the spatial variable r
and the time coordinate t. Because of the MoL approach, we formally view
Eq. (2.73) as the ODE system of equation (2.70), with the state vector now
being u.
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2.5.5 Numerical code
All the codes used for the computations here were written in Fortran 90,
and compiled and run with the GNU gfortran compiler. While the RK4 and
all the implicit timestepping routines were developed by myself, the rest of
it is an adaptation of some template programs written by Thornburg for a
certain short course [3] in numerical relativity. It only uses second order
accurate finite differences , the implicit Euler and implicit midpoint rule for
time integration. We originally intended coding this problem in an algebra
system (CAS), such as Maple or Matlab. But due to the author’s interest to
learn a traditional programming language, Fortran 90 ended up being used.
But we do want to point out that the developed code can be implemented in a
general computer algebra system (CAS) such as Maple without encountering
any serious difficulties. In particular, Matlab may be more attractive for this
because it uses arrays as its intrinsic data structure.
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Chapter 3
Convergence of spatial
operators
In this chapter we consider the convergence of the spatial differencing oper-
ators on the right-hand-sides of the PDE system (2.60) in Chapter 2. This
is independent of the time integration scheme because we simply work with
data on the initial hypersurface just after carrying out the spatial discretiza-
tion. We start by describing the convergence testing procedure, in general,
and then follow with a presentation of the results for the two main space-
times that we consider throughout this dissertation. The convergence testing
framework laid down here also forms the basis for other tests performed in
subsequent parts of the dissertation.
3.1 Convergence testing procedure
We give a brief review of the basis of our convergence testing procedure,
which is very much in the spirit of Bona et al [18]. Thornburg [1], along with
Choptuik [20], and Cheney & Kincaid [9] also served as useful references.
Assuming a well behaved (i.e. analytic, in the mathematical sense) solu-
tion that admits a Taylor series expansion, for the relationship between the
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numerical solution u˜ and exact (analytical) solution u, [18] write:
u˜ = u+O ((∆r)σ) (3.1)
where ∆r is the grid spacing, and σ is called the convergence rate. For three
discretized solutions u˜(∆r), u˜(∆r/q), and u˜(∆r/q2), they define and find
that
d1 ≡ u˜(∆r/q)− u˜(∆r) = O ((∆r/q)σ − (∆r)σ) (3.2a)
d2 ≡ u˜(∆r/q2)− u˜(∆r/q) = O
(
(∆r/q2)σ − (∆r/q)σ) (3.2b)
where q is a constant by which the resolution is scaled in a simulation. It
can be shown – by dividing and cancelling (∆r/q)σ – that
d1
d2
=
q−σ − 1
q−2σ − q−σ = q
σ (3.3)
from which one can solve for the convergence rate σ to obtain
σ =
ln
(
d1
d2
)
ln(q)
(3.4)
as clearly shown by[18]. The quotient in equation (3.3) could be thought of
as the “convergence factor”of [20]. Equation (3.3) is simply a reciprocal of
equation(E2) in Ref. [1], with q = 2.
Just like [18], in our tests we use q = 2, that is, our grid spacing is halved
or doubled in a sequence of computations. However, we do not directly use
equation(3.4) to show second order convergence. Instead, we take σ = 2
because it is known in advance from the form of our finite difference scheme,
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so that equation (3.3) gives
d1
d2
= 4 or d1 = 4d2 (3.5)
Then, if we plot d1/d2 across the grid we must obtain a constant straight line
at y = 4 for order−2 convergence or plotting d1 and 4d2 (equivalently, d2 and
d1/4) on the same graph across the grid, the curves should coincide if the
convergence is of order−2. We note that using this technique, for order−1
convergence we would have the convergence factor being 2. Bona et al [18]
not only emphasize the importance of defining the “-”operator (as they call
it) for d1 and d2 above, but they also provide a general way doing it in a
general 3D set up. In our simulations we make the points of u˜(∆r/q) and
u˜(∆r) to coincide on the ∆r grid. So the operation is basically pointwise
subtraction, followed by taking the absolute value. That is,
u˜(∆r/q)− u˜(∆r) = |u˜(∆r/q)qk − u˜(∆r)k| (3.6)
We remark that we are dealing with a 1D case, hence we take the absolute
values. In 3D, a norm would have to be used [18].
In a few occasions we do know the exact solution or rather have foreknowl-
edge of what a quantity should converge to, for example, the vanishing of
the energy (Hamiltonian) constraint on each t = constant hypersurface. In
such cases, we could vary the test such that instead of explicitly defining
“-”operator, we consider plots of u˜(∆r) and u˜(∆r/2) across the ∆r grid.
For order−2 convergence, the curves u˜(∆r) and 4u˜(∆r/2) (or u˜(∆r/2) and
1
4
u˜(∆r)) should coincide. That is, the convergence factor must be 4. For
order−1 convergence, this test should give a factor equal to 2[20], so that the
curves of u˜(∆r) and u˜(∆r/2) should simply coincide.
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3.2 Numerical Implementation Results
Unless specified otherwise, the following parameter values were used for the
implementations shown in the results that follow: rmin = 1.5 ; rmax = 101.5 ;
N = 2000 ; 4000 ; 8000 ; so that ∆r = (rmax−rmin)/N = 0.5 ; 0.025 ; 0.0125,
respectively. Also, the courant factor was fixed at 0.25.
3.2.1 Schwarzschild vacuum spacetime
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Figure 3.1: Convergence test on ∂tA := ∂tγrr.
The plots in figures 3.1 – 3.4 show convergence tests on ∂t of the state vec-
tor for the vacuum Schwarzschild initial data. For the variables A and B,
∂t shows second order convergence to zero at all of the interior grid points,
as well as at the outer boundary grid point i = N . The same convergence
pattern was expected for the other variables, X and Y , except at the inner-
boundary grid point i = 0 where the 2nd order convergence should break
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Figure 3.2: Convergence test on ∂tB := ∂tγθθ.
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Figure 3.3: Convergence test on ∂tX := ∂tKrr.
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Figure 3.4: Convergence test on ∂tY := ∂tKθθ.
down to 1st order because of the presence of 2nd spatial derivatives in the X
and Y evolution equations, Eqs.(2.60c) and (2.60d), respectively [3]. How-
ever, ∂t forX and Y , as seen on figs. 3.3 and 3.4, shows 2nd order convergence
only up to about r = 20. From there on, the convergence order is less than
2. Unfortunately, we do not have a clear explanation for that yet.
3.2.2 Scalar field
We also show results of similar convergence tests on ∂t for the scalar field
variables P and Q (figs.3.5 and 3.6). The scalar field has a Gaussian profile
given by
f(r) = R exp
[
−0.5
(
r − rinit
σ
)2]
(3.7)
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where rinit is the mean (center), σ is the standard deviation, and R the
amplitude. Sometimes the Gaussian will be referred to shortly as Gaussian
(rinit, σ), a notation used by Thornburg[1]. Again, for the scalar field variables
P and Q, ∂t shows 2nd order convergence up to r = 60M (Fig.3.5 ).
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Figure 3.5: Convergence test on ∂tP .
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Figure 3.6: Convergence test on ∂tQ.
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Chapter 4
Numerical evolutions:Implicit
Euler
Unless specified otherwise, the following parameter values were used for the
implementations shown in the results that follow: rmin = 1.5 ; rmax = 101.5 ;
N = 2000 ; 4000 ; 8000 ; so that ∆r = (rmax−rmin)/N = 0.5 ; 0.025 ; 0.0125,
respectively. Also, the courant factor was fixed at 0.25.
4.1 Time Evolution of a Schwarzschild vac-
uum spacetime
The Schwarzschild solution (spacetime) is static, so time evolution of the
Schwarzschild initial data should not change the concerned field variables
(A, B, X and Y )≡ (γrr, γθθ, Krr and Kθθ). That is, as they are evolved
(forward) in time, these variables should converge to their initial analytic
values. If we define Eu as the difference between the analytical solution and
the computed solution, then on all the slices Eu should converge to zero as
the grid resolution is refined. The graphs in figs. 4.1–4.4 show the results
of Eu in time while figures4.5–4.7 show the convergence tests on the field
40
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variables at some selected times of the evolution for each variable.
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Figure 4.1: We show EA between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
From the convergence tests shown in figures4.5–4.13, we see that the field
variables generally converge to their initial analytic values (as expected).
The convergence rate is generally equal to 2. However, we notice some loss
of convergence near the outer boundary, which is perhaps due to bound-
ary effects from the outermost grid point or some numerical artefact on the
outgoing radiation boundary conditions (Chapter 2) used there.
In particular, the convergence plots on figs.4.5–4.13 show the convergence of
X to be getting better towards the outer boundary in time, while that of A
gradually breaks down from the outer boundary with time. The convergence
pattern of Y across the evolution is very close to the one of A. We remark
that ∂tB = 0 (due to one of the coordinate conditions used,see[3]) through
the evolution, so there isn’t much to be done about it except noting that it
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Figure 4.2: We show EB between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
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Figure 4.3: We show EX between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
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Figure 4.4: We show EY between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
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Figure 4.5: We show a convergence test on EA := Eγrr at t = 5M . The
numerical solution for A := γrr converges to its analytic value with 2nd
order. However, very close to the outer boundary, the convergence breaks
away.
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Figure 4.6: We show a convergence test on EA := Eγrr at t = 25M . The
numerical solution for A := γrr converges to its analytic value with 2nd order,
up to r ≈ 70M . The loss of convergence observed near the outer boundary
at t = 5M (fig.4.5) has travelled further inwards on the grid.
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Figure 4.7: We show a convergence test on EA := Eγrr at t = 50M . The
numerical solution for A := γrr converges to its analytic values with order−2
up to r ≈ 60M . Also, the loss of convergence observed near the outer
boundary at t = 5M and t = 25M (figs.4.5 & 4.6) has now travelled even
further inwards.
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Figure 4.8: We show a convergence test on EX := EKrr at t = 5M . The
numerical solution forX := Krr converges to its analytic values with order−2
up to r ≈ 30M . Beyond that point, the plot shows that some convergence
still occurs, though at a rate less than 2.
48
CHAPTER 4. NUMERICAL EVOLUTIONS:IMPLICIT EULER 49
1e-14
1e-12
1e-10
1e-08
1e-06
0.0001
0.01
1
0 20 40 60 80 100
E
X
fo
r
t
=
25
M
(l
og
sc
al
e)
r/M
∆r = 0.05
∆r = 0.025 (times 4)
∆r = 0.0125 (times 16)
Figure 4.9: We show a convergence test on EX := EKrr at t = 25M . The
numerical solution forX := Krr converges to its analytic values with order−2
up to r ≈ 40M , a point beyond which the plot still shows some convergence,
even though at a rate less than 2.
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Figure 4.10: We show a convergence test on EX := EKrr at t = 50M .
The numerical solution for X := Krr converges to its analytic values with
order−2 as far as r ≈ 60M . Beyond that point, the plot shows that some
convergence still occurs, though at a rate less than 2.
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does obey that condition (see fig.4.2).
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Figure 4.11: We show a convergence test on EY := EKθθ at t = 5M . The
numerical solution for Y := Kθθ converges to its analytic value with order−2.
However, very close to the outer boundary, convergence seems to break down
completely. The convergence pattern is very close to that of A in fig4.5.
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Figure 4.12: We show a convergence test on EY := EKθθ at t = 25M . The
numerical solution for Y := Kθθ converges to its analytic value with order−2,
up to r ≈ 70M . We notice that the loss of convergence observed near the
outer boundary at t = 5M (fig.4.5) has travelled further inwards on the grid.
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Figure 4.13: We show a convergence test on EY := EKθθ at t = 50M . The
numerical solution for Y := Kθθ converges to its analytic values with 2nd
order−2, up to r ≈ 60M . Again, we notice that the loss of convergence
observed near the outer boundary at t = 5M and t = 25M (figs.4.5 & 4.6)
travels even further inwards.
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Also, we monitor the energy (or Hamiltonian ) constraint H across the evolu-
tion. This constraint should converge to zero across the evolution, provided
it does so on the initial slice. In that way, the Hamiltonian constraint is an
important accuracy diagnostic.
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Figure 4.14: Energy or Hamiltonian H constraint during time evolution of
the Schwarzschild vacuum spacetime.
We show the constraint itself in Fig.4.14, and then investigate its convergence
in figs.4.16–4.19 , almost like in Bona et al [18]. On the initial slice, the
constraint appears to be well preserved. At t = 5M (pane 2 of Fig.4.14), it
seems to start drifting away from the inner–boundary. This becomes more
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Figure 4.15: Combined plot for the Hamiltonian constraint between t =
35M and t = 50M of the Schwarzschild spacetime evolution.
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pronounced as t progresses, especially at t = 30M . At t = 45M it goes up to
some maximum just around r = 5M . While there is not much we have to say
about this observed behaviour of the constraint yet, we note, of importance,
that the constraint actually converges (to zero) with order 2 at (hopefully)
all times as the spatial grid is refined (figs. 4.16–4.19). Towards the outer
boundary, though, the convergence is clearly lost. The convergence results
obtained for the Hamiltonian constraint on this vacuum spacetime are very
much in line with the results obtained when using the RK4 method.
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Figure 4.16: We show a convergence test for the Hamiltonian constraint
at t = 0M for the vacuum spacetime with ∆r = 0.05. Absolute values of
the constraint are plotted on a logarithmic scale. The constraint shows 2nd
order convergence up to r ≈ 30M , after which point the order is evidently
less that 2.
We have also used the implicit Euler (IE) method to evolve a thick scalar field
coupled to the Schwarzschild black hole. But we do not show the results from
that implementation here, for brevity. Results for such a spacetime evolution
56
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Figure 4.17: We show a convergence test for the Hamiltonian constraint
at t = 5M for the vacuum spacetime with ∆r = 0.05. Absolute values of
the constraint are plotted on a logarithmic scale. The constraint shows 2nd
order convergence up to r ≈ 30M , after which point the convergence pattern
seems to be slightly disturbed.
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Figure 4.18: We show a convergence test for the Hamiltonian constraint at
t = 25M for the vacuum spacetime with ∆r = 0.05. Absolute values of the
constraint are plotted on a logarithmic scale. The constraint shows 2nd order
convergence up almost throughout the grid for the first two resolutions. For
the finest resolution ∆r/4 = 0.0125, the order−2 convergence is maintained
only up to r ≈ 50M .
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Figure 4.19: We show a convergence test for the Hamiltonian constraint
at t = 50M for the vacuum spacetime with ∆r = 0.05. Absolute values of
the constraint are plotted on a logarithmic scale. The constraint shows 2nd
order convergence up to r ≈ 30M , after which point the convergence pattern
clearly breaks away.
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are show in the next chapter, 5 since the observations and conclusions are the
same. Besides, the implicit midpoint scheme showed better performance (in
terms of long–term stability and convergence of the linear algebra iterations
associated with each timestep) than the IE.
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Chapter 5
Numerical evolutions: Implicit
Midpoint Rule
Unless specified otherwise, the following parameter values were used for the
implementations shown in the results that follow: rmin = 1.5 ; rmax = 101.5 ;
N = 2000 ; 4000 ; 8000 ; so that ∆r = (rmax−rmin)/N = 0.5 ; 0.025 ; 0.0125,
respectively.
5.1 Time Evolution of a Schwarzschild vac-
uum spacetime
For the vacuum spacetime, the initial data (t = 0M) is a the Schwarzschild
slice in Eddington–Finkelstein coordinates (see equations in[3] or [1]). Since
the Schwarzschild spacetime is static (i.e. not dynamical), time evolution of
the Schwarzschild initial data should not change the concerned field variables
(A, B, X and Y ) ≡ (γrr, γθθ, Krr and Kθθ). That is, as they are evolved
(forward) in time, these variables should converge to their initial analytic
values. If we define Eu as the difference between the analytical solution and
the computed solution, then on all slices Eu should converge to zero as the
61
CHAPTER 5. NUMERICAL EVOLUTIONS: IMPLICIT MIDPOINT
RULE 62
grid resolution is refined. The graphs in figs.5.1–5.4 show the results of Eu in
time while figures5.5–5.13 show the convergence tests on the field variables
at some selected times of the evolution for each variable.
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Figure 5.1: We show EA between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
From the convergence tests shown in figures5.5–5.13, we see that the field
variables generally converge to their initial analytic values (as expected).
The convergence rate is 2. However, we notice some loss of convergence
near the outer boundary, which is perhaps due to boundary effects from the
outermost grid point or some sloppy programming of the outgoing radiation
boundary conditions used there.
In particular, the convergence plots on figs.5.5–5.13 show the convergence of
X to be getting better towards the outer boundary in time, while that of A
gradually breaks down from the outer boundary with time. The convergence
pattern of Y across the evolution is very close to the one of A. We remark
62
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Figure 5.2: We show EB between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
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Figure 5.3: We show EX between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
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Figure 5.4: We show EY between t = 0 and t = 50M in steps of 5M .
∆r = 0.0125.
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Figure 5.5: We show a convergence test on EA := Eγrr at t = 5M . We observe
that the numerically computed field A := γrr converges to its analytic value
with 2nd order. However, very close to the outer boundary, convergence
seems to be lost altogether.
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Figure 5.6: We show a convergence test on EA := Eγrr at t = 25M . We see
that the numerically computed field A := γrr converges to its analytic value
with 2nd order, up to r ≈ 70M . We also realise that the loss of convergence
observed near the outer boundary at t = 5M (fig.5.5) has travelled further
inwards on the grid. This is perhaps due to sloppy programming of the
outgoing radiation boundary conditions used or the conditions themselves.
The exact cause hasn’t been established yet.
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Figure 5.7: We show a convergence test on EA := Eγrr at t = 50M . We see
that the numerically computed field A := γrr converges to its analytic values
with 2nd order, up to r ≈ 60M . We also realise that the loss of convergence
observed near the outer boundary at t = 5M and t = 25M (figs.5.5 & 5.6)
travels even further inwards.
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Figure 5.8: We show a convergence test on EX := EKrr at t = 5M . The
numerically computed field X := Krr converges to its analytic values with
2nd order up to r ≈ 30M . Beyond that point, the plot shows that some
convergence still occurs, though at a rate less than 2.
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Figure 5.9: We show a convergence test on EX := EKrr at t = 25M . The
numerically computed field X := Krr converges to its analytic values with
2nd order up to r ≈ 40M . Beyond that point, the plot shows that some
convergence still occurs, though at a rate less than 2.
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Figure 5.10: We show a convergence test on EX := EKrr at t = 50M . The
numerically computed field X := Krr converges to its analytic values with
2nd for as far as r ≈ 60M . Beyond that point, the plot shows that some
convergence still occurs, though at a rate less than 2.
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that ∂tB = 0 (due to one of the coordinate conditions used,see[3]) through
the evolution, so there isn’t much to be done about it except noting that it
does obey that condition (see fig.5.2).
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Figure 5.11: We show a convergence test on EY := EKθθ at t = 5M . The
numerically computed field Y := Kθθ converges to its analytic value with 2nd
order. However, very close to the outer boundary, convergence seems to be
lost altogether. The convergence pattern is very close to that of A in fig5.5.
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Figure 5.12: We show a convergence test on EY := EKθθ at t = 25M . The
numerically computed field Y := Kθθconverges to its analytic value with 2nd
order, up to r ≈ 70M . We also realise that the loss of convergence observed
near the outer boundary at t = 5M (fig.5.5) has travelled further inwards on
the grid.
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Figure 5.13: We show a convergence test on EY := EKθθ at t = 50M . The
numerically computed field Y := Kθθconverges to its analytic values with
2nd order, up to r ≈ 60M . We also realise that the loss of convergence
observed near the outer boundary at t = 5M and t = 25M (figs.5.5 & 5.6)
travels even further inwards.
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Also, we monitor the energy (or Hamiltonian ) constraint H across the evolu-
tion. This constraint should converge to zero across the evolution, provided
it does so on the initial slice. In that way, the Hamiltonian constraint is an
important accuracy diagnostic.
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Figure 5.14: Hamiltonian or Energy constraint during time evolution of the
Schwarzschild vacuum spacetime H.
We show the constraint itself in Fig.5.14, and then investigate its convergence
in figs.5.16– 5.19 , like in Bona et al [18]. On the initial slice, the constraint
appears to be well preserved. At t = 5M (pane 2 of Fig.5.14), it seems to start
drifting away from the inner–boundary. This becomes more pronounced as t
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Figure 5.15: Combined plot for the Hamiltonian constraint between t = 35M
and t = 50M of the Schwarzschild spacetime evolution.
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progresses, especially at t = 30M . At t = 45M it goes up to some maximum
just around r = 5M . Similar behaviour of the energy constraint was obtained
when implementing the backward Euler scheme, and we are unsure if there
should be anything to be read into this observed behaviour. Of importance,
we notice that the constraint actually converges (to zero) with order 2 at
(hopefully) all times as the spatial grid is refined (figs5.16– 5.19). Towards
the outer boundary, though, the convergence is clearly lost. The convergence
results obtained for the Hamiltonian constraint on this vacuum spacetime are
exactly in accordance with the results found when using the RK4 method,
and also the backward Euler method.
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Figure 5.16: We show a convergence test for the Hamiltonian constraint at
t = 0M for the vacuum spacetime with ∆r = 0.05. Absolute values of the
constraint are plotted on a logarithmic scale. The constraint shows 2nd order
convergence up to r ≈ 30M , after which point the order is evidently less that
2.
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Figure 5.17: We show a convergence test for the Hamiltonian constraint at
t = 5M for the vacuum spacetime with ∆r = 0.05. Absolute values of the
constraint are plotted on a logarithmic scale. The constraint shows 2nd order
convergence up to r ≈ 30M , after which point the convergence pattern seems
to be slightly disturbed.
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Figure 5.18: We show a convergence test for the Hamiltonian constraint at
t = 25M for the vacuum spacetime with ∆r = 0.05. Absolute values of
the constraint are plotted on a logarithmic scale. The constraint shows 2nd
order convergence up to r ≈ 50M , after which point the convergence order
becomes less than 2.
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Figure 5.19: We show a convergence test for the Hamiltonian constraint at
t = 50M for the vacuum spacetime with ∆r = 0.05. Absolute values of
the constraint are plotted on a logarithmic scale. The constraint shows 2nd
order convergence up to r ≈ 30M , after which point the convergence pattern
seems to be lost.
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5.2 Time evolution of a scalar field spacetime
On the initial slice, the scalar field has a Gaussian profile previously described
in Chapter 3, Sec. 3.2.2, given by Eq. (3.7):
f(r) = R exp
[
−0.5
(
r − rinit
σ
)2]
where rinit is the mean (center), σ is the standard deviation, and R the
amplitude. Sometimes the Gaussian will be referred to in short as Gaussian
(rinit, σ), a notation used by Thornburg [1]. Using this notation, the specific
scalar field profile is described by:
P → P + 0.5×Gaussian (rinit = 20, σ = 5.0) (5.1)
where the Gaussian is given by (3.7). The graphs in Figs. 5.20 show some
early time results obtained for the evolution of this scalar field spacetime – an
accretion of a thick scalar field onto a black hole. Shown are the scalar field’s
radial 3–energy and momentum densities, 4piBρ and 4piBjr, respectively,
plus the normalised 4–Ricci scalar 1
2
B(4)R = 4piB(ρ− S), where :
4piρ =
1
2
(
P 2
A
+Q2
)
(5.2a)
4piS =
1
2
(
−P
2
A
+ 3Q2
)
(5.2b)
Consistent with the results of Thornburg [2, 3], the scalar field of the initial
slice turns out to be a superposition of two coincident shells. One shell
propagates inward (jr < 0), while the other propagates outward (jr > 0).
At the position r = 2M , we have the apparent horizon associated with a
Schwarzschild black hole. Also, Fig.5.20 shows that as the evolution proceeds,
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Figure 5.20: Radial energy density 4piBρ, radial momentum density 4piBjr,
and the normalalised 4–Ricci scalar 1
2
B(4)R for the time evolution of pqw5
initial data.
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especially from t = 20M , the scalar field shell propagates almost unaltered
(in shape) and evolution ’tails’ begin thereafter.
Like we did for the vacuum spacetime, we also observe the constraints (e.g.
the energy and/or Hamiltonian constraint) as the evolution preoceeds. Con-
vergence of these constraints is studied through some variants of the con-
vergence testing procedure desrcibed in section3.1. Figures5.21 – 5.23 show
two variants of the test on the Hamiltonian and the momentum constraints
at t = 50M .
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Figure 5.21: The graph shows a 3-point convergence test for the Hamilto-
nian constraint at t = 50M for the scalar field spacetime with ∆r = 0.05.
Logarithmic scales are used on both the vertical and horizontal axes. We see
that the errors in the Hamiltonian onstraint converge with second order (at
t = 50M) as we refine the mesh. The convergence pattern is only upset at
the outer boundary due to rounding–off and boundary effects.
We expect the the finite differencing (truncation) errors to dorminate the
errors in the numerical solution, so that the errors must converge away at
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Figure 5.22: The graphs shows a 3-point convergence test for the momentum
constraint at t = 50M for the scalar field spacetime with ∆r = 0.05. A
logarithmic scale has been used on both vertical and horizontal axes. We see
that the errors in the momentum constraint converge with second order (at
t = 50M) as we refine the mesh. The convergence pattern is only upset at
the outer boundary due to rounding–off and boundary effects.
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Figure 5.23: We show a convergence factor as a function of the spatial
coordinate r for the Hamiltonian and momentum constraints at t = 50M for
the scalar field spacetime with ∆r = 0.05. The convergence factor values are
computed from equation (3.4). The convergence order gets very close to 2 as
the numerical grid is refined.
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the same rate as the order (2 in our case here) of the underlying differenc-
ing scheme. The plots in figs. 5.21 – 5.23 are in line with the theoreti-
cal expecations. A variant of the convergence testing procedure Eq. (3.5))
shows in fig. 5.21 and fig 5.21 that both the Hamiltonian and the momen-
tum constraints converge with order 2. The convergence is only upset near
the boundary, most probably due to boundary effects and round–off effects.
These observations are also conveyed by fig. 5.23 because the convergence
rate (see Eq. (3.4)) clearly tends to 2 as the mesh is refined. Notice that the
convergence factor stays very close to 2 up to r > 80 with a few occassional
spikes (or kinks) in between. The spikes can be partly explained by realising
that there is sometimes a subtraction of very close values of the grid function
across different resolutions. This then results in values quite close to zero, yet
we need to take logarithms of these numbers according to the convergence
rate equation, Eq. (3.4).
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Chapter 6
Comparing implicit and explicit
evolutions
6.1 Introduction
Two implicit time stepping methods, Implicit Euler (IE), and Implicit Mid-
point Rule (IMR), were applied – in a method of lines (MoL) appraoch – to
evolve a Schwarzschild vacuum spacetimes in (1D–) spherical symmetry. An
investigative study of the performances of the implicit codes against two ex-
plicit methods (Explicit RK2, ERKS, and Explicit RK4, ERK) is presented
in this chapter. In particular, the performance was viewed in terms of effi-
ciency and stability in evolving a given spacetime over a very long time (call
it t∞). That is, in addition to the efficiency analysis– in terms of CPU time
– we also pursue the following questions: “For a fixed courant limit, how
long can we stably evolve a particular spacetime before the code crashes?”,
“Using a particular method (code), how much can we push (increase) the
Courant limit and still obtain stable, convergent evolutions?”.
88
CHAPTER 6. COMPARING IMPLICIT AND EXPLICIT EVOLUTIONS89
6.2 Efficiency analysis procedure
We describe our investigation and analysis procedure first. Unless indicated
otherwise, most of the simulations and analysis were performed with 0 ≤ t ≤
25, and 1.5 ≤ r ≤ 101.5. Firstly, for a fixed courant ρ = 0.25, we selected
a resolution ∆r; ran the simulations and then measured the CPU time. It
is important to add that the computer time measured here was basically
the time taken between the begining and the end of the time–integration
portion of any code. The reason is that we have structured our codes such
that at that point it is where they posses the major differences. So the
CPU time is not the time taken for the entire code. Further, the CPU times
were generally recorded for five different runs (trials) per simulation and the
average was then taken. The computational hardware consisted: an HP-
625 laptop computer, AMD Athlon(tm) II P320 Dual-Core Processor; speed
800MHz, and running on Linux Ubuntu 11.10.
Also, the Courant number was varied for some chosen values of the spatial
grid size ∆r and the CPU times measured.
6.3 Results
The results presented here are based on the ERK2 and ERK4 as explicit
schemes, and the already–mentioned IE and IMR as implicit schemes. The
IE method converges linearly, while the IMR converges with order above 1.
For the explicit methods, ERK2 is an order−2 method while ERK4 is of
order 4. Considering these facts, it would seem a bit inappropriate or unfair
to compare any of the implemented implicit methods with ERK4. However,
we ignored this and proceded to include it in the comparisons.
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6.3.1 CPU times
The following tables 6.1 – 6.4 summarise the results of the CPU times(in
seconds) for the vacuum spacetime. In Table 6.2, it can be observed that the
Implicit Midpoint Rule (IMR) generally took a shorter time compared to the
Implicit Euler (IE) method. This means that the IMR generally converges to
the solution quicker than the IE in a given time step. Given the convergence
properties of the two implicit methods, this observation is expected. The
IMR converges superlinearly and quadratically at the (time–) grid nodes,
while the convergence of the IE method is only linear. Furthermore, the
IMR code took almost four times the CPU time taken by the ERK2 code.
In Chapters 4 and 5 the IMR gave the same 2−order convergence for this
system as ERK2. Thus, the IMR seems to perform fairly well against the
ERK2. Against ERK4, the IMR takes roughly three times the CPU time.
Table 6.1: CPU times for the various integration methods. ∆r = 0.1M ,
ρ = 0.25, and the time step is ∆t = ρ∆r = 0.025.
CPU time(s) Remark
ERK2 15.41
ERK4 17.50
IE – Failed to converge(for t ≥ 20.825)
IMR 63.07
Table 6.2: CPU times for the various integration methods with resolution
∆r/2 = 0.05. ρ = 0.25, and the time step is ∆t = ρ∆r = 0.0125.
CPU time(s) Remark
ERK2 36.06
ERK4 45.08
IE 304.13
IMR 203.56
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The following tables 6.3 & 6.4 show CPU time results where instead of in-
cresing the resolution, the Courant factor was increased (twice).
Table 6.3: Efficiency investigation for resolution ∆r = 0.05M . The courant
is fixed at ρ = 0.3, and the time step is ∆t = ρ∆r = 0.015.
CPU time(s) Remark
ERK2 95.09
ERK4 102.81
IE – Fails to converge
IMR 184.42
Table 6.4: Efficiency investigation for resolution ∆r = 0.05. The courant is
fixed at ρ = 0.4, and the time step is ∆t = ρ∆r = 0.02.
CPU time(s) Remark
ERK2 71.42
ERK4 77.10 stable & converges
IE – Fails: violation of inner BCs
IMR 190.76
91
CHAPTER 6. COMPARING IMPLICIT AND EXPLICIT EVOLUTIONS92
6.3.2 Pushing the Courant (CFL) limit
Another aspect of this analysis involved the investigation of how the various
implicit and explicit methods(codes) behave when the courant number is
increased so as to enable longer timesteps; and hence make possible long–
term evolutions. The issue of long–term evolutions is specifically addressed
in the next section, Sec.6.4.
Table 6.5: Investigating the effect of increasing the courant number ρ for
a fixed spatial grid resolution ∆r = 0.05. The final time is tfinal = 25M .
A cross means that the code crashed (before tfinal), and a chekmark (tick)
means the simulation reached tfinal.
ρ ∆t = ρ∆r IE IMR ERK2 ERK4
0.25 0.0125 X X X X
0.3 0.015 × (no conv) X X X
0.4 0.02 × (no conv) X X X
0.45 0.025 × (Inner BC) X X X
0.5 0.025 × × × X
0.55 0.0275 × × × X
0.6 0.03 × × × X
0.65 0.0325 × × × X
0.7 0.035 × × × X
0.75 0.0375 × × × X
0.8 0.004 × × × X
0.85 0.0425 × × × X
0.875 0.04375 × × × X
0.9 0.045 × × × X
0.925 0.04625 × × × X
0.95 0.0475 × × × X
0.98 0.049 × × × X
The results on Table 6.5 indicate that among the implicit codes, the IMR
performs much better than the IE as the Courant factor is increased. That is,
the IMR can allow bigger timesteps and hence allow very long–term simula-
tions. Now, comparing the implicit with the explicit codes, it is interesting to
notice (from the tabulated results) that the IMR performs to the same level
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as the ERK2, which is of order−2. On the other hand, the ERK4 method
appears to remain stable through all the choices of ρ. The ERK4 code only
crashed when ρ = 1.0 was used.
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6.4 Long term evolutions
Results for long–term simulations using each of the codes are presented in
this section. For each code or method, we choose a ’large’ enoughρ not to
cause the code to crash only on the basis of it (the ρ). The simulation is set
on until such a time that it crashes (solely, we hope, as a reults of the long
evolution time). The value of the grid spacing used was ∆r = 0.05M .
Table 6.6: Longest simulationtion times with the various codes/methods.
∆r = 0.05.
ERK2 ERK4 IMR
ρ 0.4 0.98 0.4
t∞ 1348.9 3335 1573
Remark
Due to the long times needed for this investigation, we only collected re-
sults for the IMR and ERK4. The simulation with the IMR was stopped at
the time recorded in the table before crashing on its own. With ERK4, the
simulated crashed at the indicated time because of heavy (local disk) mem-
ory usage. Of interest to note is that this code accepted a relatively large
timestep. On the other hand, the IMR was stopped after t = 1573M , even
though this time was reached over very long simulation times compared to
the time taken by the ERK4.
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6.5 Conclusions
From the simple calculations of CPU, simulations using the explicit methods
took significantly less time than the ones that used implicit methods – as
would be expected, because the implicit methods involve solving or iterating
through some linear systems per time step. An anticipated advantage of the
implicit methods over the explicit ones was the prospect of being able to
increase the CFL number in a simulation with milder restricitions than in
the case of explicit methods. However, the explicit methods turned out to
perform almost better than the implicit ones. In particular, the explicit RK4
(ERK4) method allowed much larger time–steps than the IMR, which was
the better performer of the two implicit methods.
Compared to the ERK2, the IMR took almost four times the CPU time taken
by the ERK2 method for ∆r = 0.1 and ρ = 0.25. In some case the CPU time
take by the implicit codes was very long compared to the time taken by the
explicit codes. This seems to make a strong case for the so–called Implicit–
Explicit (IMEX) methods. Unlike fully implicit methods, these methods
bring about gains in efficiency by treating only stiff sectors (linear) of the
PDE/ODE system with the implicit method and using an explicit method
for the non–stiff (nonlinear) sector of the system.
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Chapter 7
Conclusions and directions for
further research
We conclude by summing up the general results from the numerical evolutions
implemented and also highlighting how much or how far our objectives were
satisfied. Ideas for possible extensions are briefly given after the summary of
concluding remarks.
7.1 Conclusions
Implicit schemes were applied to evolve two single blackhole spacetimes: a
Schwarzschild vacuum spacetime, and the same Schwarzschild spacetime with
some scalar field coupled to it. In terms of their general performance, the
studied implicit schemes did well because they were able to accurately repro-
duce results that are in the literature, while showing a fairly good order of
convergence to 2 for all spacetimes and scenarios addressed in the disserta-
tion.
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7.2 Directions for further research
We discuss and point to directions for further investigations on this 1D prob-
lem in terms of issues that can be viewed as being of immediate interest and
long term interest.
Our code showed good accuracy and adequate convergence on the spacetimes
treated. However, it could not clearly edge the explicit schemes that it was
compared against(especially the explicit classical RK4). So it could perhaps
be of immediate interest to optimise the code or find ways to modify it so
that it allows more flexible experimentation with the size of the time step
(or Courant factor). By more flexible we mean that the implicit code should
allow large enough timesteps to facilitate a more objective and clear compar-
ison of the stability (of results)between the explicit and implicit evolutions.
We also noticed that the intrinsic property of fully implicit schemes of imple-
mentation complexity came to the fore, an experience also reported by Lau et
al [15]. At the same time, recent works by Lau and coworkers [14] in 2009 and
another one in 2011 [15] have shown that implicit-explicit (so called IMEX
schemes) can bring the best of both different worlds. These researchers have
obtained for the first time (to our best knowledge) quite impressive and very
encouraging time step size (Courant factor) increases which were shown to
clearly edge those attainable with some representative explicit schemes they
used.
Inspired by this, we have already begun working on a code to try and interface
an implicit integration scheme with an explicit scheme for application to a
1D (spherically symmetric) numerical relativity problem. But we have now
switched onto the BSSN [22,23] formulation of Einstein equations as modified
(generalised) by Brown [24], and finally written out explicitly in spherical
symmetry by Alcubierre and Mendez [17]. The point behind this is to try
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and avoid the well-documented potential instabilities that usuaslly plague
the standard ADM equations(see, for instance, [17, 23, 28] ).
Lau and co–workers explored modern implicit-explicit (IMEX) ordinary dif-
ferential equation (ODE) solvers from deferred correction (DC) methods (by
Layton and Minion [34]); spectral deferred correction methods, SDC, (see
Dutt [31]); and semi-implicit deferred correction methods, SIDC, (by Min-
ion [32]); to additive Runge–Kutta, ARK, methods (by Kennedy and Car-
penter [33]). In our case, we envisage a term-splitting (into stiff and non–stiff
terms) of the ODE system that will allow central finite differencing for the
spatial discretization. For the temporary part we are looking at an explicit
embedded 5th(4th) order Runge–Kutta formula (adaptive or non-adaptive)
such the Cash–Karp RK5(4) scheme [35] for the non-stiff parts and perhaps
one from the implicit Euler; implicit midpoint rule and/or Adams–Moulton
formula [11] for the stiff part. Such a kind of splitting is actually the basis
for most IMEX schemes.
If positive results are obtained, it might be even more interesting to learn how
the code could be expanded to handle some known 3D numerical relativity
problems accurately and adequately.
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