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In this paper we analyze the second expansion of the unique solution near the boundary
to the singular Dirichlet problem −u = b(x)g(u), u > 0, x ∈ Ω , u|∂Ω = 0, where Ω is a
bounded domain with smooth boundary in RN , g ∈ C1((0,∞), (0,∞)), g is decreasing on
(0,∞) with lims→0+ g(s) = ∞ and g is normalised regularly varying at zero with index
−γ (γ > 1), b ∈ Cα(Ω¯), is positive in Ω , may be vanishing on the boundary.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and the main results
In this paper, we consider the second expansion of the unique solution near the boundary to the following singular
boundary value problem
−u = b(x)g(u), u > 0, x ∈ Ω, u|∂Ω = 0, (1.1)
where Ω is a bounded domain with smooth boundary in RN , b satisﬁes
(b1) b ∈ Cα(Ω¯) for some α ∈ (0,1), is positive in Ω;
(b2) there exist k ∈ Λ and B0 ∈R such that
b(x) = k2(d(x))(1+ B0 d(x)+ o(d(x))) near ∂Ω,
where d(x) = dist(x, ∂Ω), Λ denotes the set of all positive non-decreasing functions in C2(0, δ0) which satisfy
lim
t→0+
d
dt
(
K (t)
k(t)
)
:= Dk ∈ (0,1], K (t) =
t∫
0
k(s)ds,
and g satisﬁes
(g1) g ∈ C1((0,∞), (0,∞)), lims→0+ g(s) = ∞ and g is decreasing on (0,∞);
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−g′(s)s
g(s)
:= γ + f (s) with lim
s→0+
f (s) = 0, s ∈ (0,a1],
i.e.,
g(s) = c0s−γ exp
( a1∫
s
f (τ )
τ
dτ
)
, s ∈ (0,a1], c0 > 0;
(g3) lims→0+ f
′(s)s
f (s) = 0 and there exist β > 0 and σ ∈R such that
lim
s→0+
(− ln s)β f (s) = σ .
The problem (1.1) arises in the study of non-Newtonian ﬂuids, boundary layer phenomena for viscous ﬂuids, chemical
heterogeneous catalysts, as well as in the theory of heat conduction in electrical materials (see [1–5]) and has been discussed
and extended by many authors in many contexts, for instance, the existence, uniqueness, regularity and boundary behavior
of solutions, see [1–29] and the references therein.
For b ≡ 1 in Ω and g satisfying (g1), Fulks and Maybee [1], Stuart [2], Crandall et al. [3] derived that problem (1.1)
has a unique solution u ∈ C2+α(Ω) ∩ C(Ω¯). Moreover, Theorems 2.2 and 2.5 in [3] established the following result: if
φ1 ∈ C[0, δ0] ∩ C2(0, δ0] is the local solution to the problem
−φ′′1 (t) = g
(
φ1(t)
)
, φ1(t) > 0, 0< t < δ0, φ1(0) = 0, (1.2)
then there exist positive constants c1 and c2 such that
c1φ1
(
d(x)
)
 u(x) c2φ1
(
d(x)
)
near ∂Ω. (1.3)
In particular, when g(u) = u−γ , γ > 1, u has the property
c1
(
d(x)
)2/(1+γ )  u(x) c2(d(x))2/(1+γ ) near ∂Ω. (1.4)
Giarrusso and Porru [6], Berhanu et al. [7], Berhanu et al. [8], McKenna and Reichel [9], Anedda [10], Ghergu and
Raˇdulescu [11] analyzed the ﬁrst and second expansions of the solution near the boundary. Speciﬁcally, when the func-
tion g : (0,∞) → (0,∞) is locally Lipschitz continuous and decreasing, Giarrusso and Porru [6] proved that if g satisﬁes the
following conditions
(g01)
∫ 1
0 g(s)ds = ∞,
∫∞
1 g(s)ds< ∞, G1(t) :=
∫∞
t g(s)ds, t > 0;
(g02) there exist positive constants δ and M with M > 1 such that
G1(t) < MG1(2t), ∀t ∈ (0, δ),
then for the unique solution u of problem (1.1)∣∣u(x)− φ2(d(x))∣∣< c0d(x) near ∂Ω, (1.5)
where c0 is a suitable positive constant and φ2 ∈ C[0,∞)∩ C2(0,∞) is the unique solution of
φ2(t)∫
0
dτ√
2G1(τ )
= t, t > 0. (1.6)
Next, for b ≡ 1 on Ω , g(u) = u−γ with γ > 0, Berhanu et al. [7] showed the following result for γ > 1
(i) ∣∣∣∣ u(x)(d(x))2/(1+γ ) −
(
(1+ γ )2
2(γ − 1)
)1/(1+γ )∣∣∣∣< c2(d(x))(γ−1)/(1+γ ) near ∂Ω.
Then, Berhanu et al. [8] obtained the following results on a suﬃciently small neighborhood of ∂Ω:
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u(x) = φ1
(
d(x)
)(
1+ A(x)(− ln(d(x)))−β) near ∂Ω,
where φ1 is the solution of problem (1.2) with γ = 1, φ1(t) ≈ t
√−2 ln t near t = 0, β ∈ (0,1/2) and A is bounded;
(iii) for γ ∈ (1,3),
u(x) =
(
(1+ γ )2
2(γ − 1)
)1/(1+γ )(
d(x)
)2/(1+γ )(
1+ A(x)(d(x))2(γ−1)/(1+γ )) near ∂Ω;
(iv) for γ = 3,
u(x) =√2d(x)(1− A(x)d(x) ln(d(x))) near ∂Ω.
For γ > 3, McKenna and Reichel [9] proved that∣∣∣∣ u(x)(d(x))2/(1+γ ) −
(
(1+ γ )2
2(γ − 1)
)1/(1+γ )∣∣∣∣< c2(d(x))(γ+3)/(1+γ ) near ∂Ω.
On the other hand, Cîrstea and Raˇdulescu [30–32] ﬁrst introduced the Karamata regular variation theory to study the
boundary behavior and uniqueness of solutions for boundary blow-up elliptic problems and obtained a series of very rich
signiﬁcant information about the qualitative behavior of the boundary blow-up solutions in a general framework that re-
moves previous restrictions in the literature.
Inspired by the above works, we prove that the two-term asymptotic expansion of the unique solution u near ∂Ω only
depends on the distance function d(x) and the chosen subclass for k ∈ Λ.
We deﬁne
Λ1 =
{
k ∈ Λ, lim
t→0+
t−1
(
d
dt
(
K (t)
k(t)
)
− Dk
)
= E1k ∈R
}
,
Λ2 =
{
k ∈ Λ, β > 0, lim
t→0+
(− ln t)β
(
d
dt
(
K (t)
k(t)
)
− Dk
)
= E2k ∈R
}
,
where β is in (g3).
Our main results are summarized as the following.
Theorem 1.1. Let g satisfy (g1)–(g3), and b satisfy (b1) and (b2).
(i) Suppose k ∈ Λ1 and
Dk(1+ γ ) > 2, (1.7)
then for the unique solution u of problem (1.1)
u(x) = ξ0ψ
(
K
(
d(x)
))(
1+ C1
(− ln(d(x)))−β + o((− ln(d(x)))−β)), (1.8)
where, for all x in a neighborhood of ∂Ω , ψ ∈ C[0,a] ∩ C2(0,a] (a ∈ (0,b)) is the unique solution of
ψ(t)∫
0
ds√
2G(s)
= t, G(t) =
b∫
t
g(s)ds, b > 0, t ∈ (0,b), (1.9)
and
ξ0 =
(
γ − 1
Dk(1+ γ )− 2
)1/(1+γ )
, C1 = − C2(γ − 1)
(Dk(1+ γ )− 2)(1+ γ ) , (1.10)
C2 = 2−β
(
Dk(1+ γ )
)β(2(1− Dk)
(γ − 1)2 + σξ
−(γ+1)
0 ln ξ0
)
. (1.11)
(ii) Suppose k ∈ Λ2 and (1.7) holds, then (i) still holds, where,
C1 = − C3(γ − 1)
(Dk(1+ γ )− 2)(1+ γ ) with C3 = C2 +
γ + 1
γ − 1 E2k. (1.12)
Remark 1.1. When
∫∞ g(s)ds < ∞, b can equal to ∞.1
Z. Zhang / J. Math. Anal. Appl. 381 (2011) 922–934 925Remark 1.2. When we substitute (b2) for the condition that (b3) b(x) = k2(d(x))(1 + B0(− ln(d(x)))−β + o((− ln(d(x)))−β))
near ∂Ω , Theorem 1.1 continues to hold, where C2, C3 are in Theorem 1.1 and
(i) when k ∈ Λ1, C1 = (B0−C2)(γ−1)(Dk(1+γ )−2)(1+γ ) ;
(ii) when k ∈ Λ2, C1 = (B0−C3)(γ−1)(Dk(1+γ )−2)(1+γ ) .
Remark 1.3. (See Existence, [25], Theorem 4.1.) Let b ∈ Cαloc(Ω) for some α ∈ (0,1), be nonnegative and nontrivial on Ω . If g
satisﬁes (g1), then problem (1.1) has a unique solution u ∈ C2+α(Ω) ∩ C(Ω¯) if and only if the linear problem −w = b(x),
w > 0, x ∈ Ω , w|∂Ω = 0 has a unique solution w0 ∈ C2+α(Ω)∩ C(Ω¯).
The outline of this paper is as follows. In Section 2 we need some preparation. The proof of Theorem 1.1 will be given
in Section 3.
2. Preparation
Our approach relies on Karamata regular variation theory established by Karamata in 1930 which is a basic tool in
stochastic process (see Seneta [33], Bingham et al. [34], Resnick [35], Maric [36] and the references therein). In this section,
we present some bases of Karamata regular variation theory which come from Seneta [33], Preliminaries in Resnick [35],
Introductions and Appendix in Maric [36].
Deﬁnition 2.1. A positive measurable function g deﬁned on (0,a), for some a > 0, is called regularly varying at zero with
index ρ , written as g ∈ RV Zρ , if for each ξ > 0 and some ρ ∈R,
lim
t→0+
g(ξt)
g(t)
= ξρ. (2.1)
In particular, when ρ = 0, g is called slowly varying at zero.
Clearly, if g ∈ RV Zρ , then H(t) := g(t)/tρ is slowly varying at zero.
Some basic examples of slowly varying functions at zero are
(i) every measurable function on (0,a) which has a positive limit at zero;
(ii) (− ln t)p and (ln(− ln t))p , p ∈R;
(iii) e(− ln t)p , 0< p < 1.
Proposition 2.1 (Uniform convergence theorem). If g ∈ RV Zρ , then (2.1) holds uniformly for ξ ∈ [c1, c2] with 0< c1 < c2 < a.
Proposition 2.2 (Representation theorem). A function H is slowly varying at zero if and only if it may be written in the form
H(t) = y(τ )exp
( a1∫
t
f (τ )
τ
dτ
)
, t ∈ (0,a1), (2.2)
for some a1 ∈ (0,a), where the functions f and y are measurable and for t → 0+ , f (t) → 0 and y(t) → c0 , with c0 > 0.
We call that
Hˆ(t) = exp
( a1∫
t
f (τ )
τ
dτ
)
, t ∈ (0,a1), (2.3)
is normalized slowly varying at zero and
g(t) = c0tρ Hˆ(t), t ∈ (0,a1), (2.4)
is normalized regularly varying at zero with index ρ (and written g ∈ NRV Zρ ).
A function g ∈ RV Zρ belongs to NRV Zρ if and only if
g ∈ C1(0,a1) for some a1 > 0 and lim
t→0+
tg′(t)
g(t)
= ρ. (2.5)
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(i) Hp (for every p ∈ R), c1H + c2H1 (c1  0, c2  0 with c1 + c2 > 0), H ◦ H1 (if H1(t) → 0 as t → 0+), are also slowly varying
at zero.
(ii) For every p > 0 and t → 0+ ,
t p H(t) → 0, t−pH(t) → ∞.
(iii) For p ∈R and t → 0+ , ln(H(t))/ln t → 0 and ln(t pH(t))/ln t → p.
Proposition 2.4. If g1 ∈ RV Zρ1 , g2 ∈ RV Zρ2 with limt→0+ g2(t) = 0, then g1 ◦ g2 ∈ RVρ1ρ2 .
Proposition 2.5 (Asymptotic behavior). If a function H is slowly varying at zero, then for a > 0 and t → 0+ ,
(i)
t∫
0
spH(s)ds ∼= (p + 1)−1t1+pH(t), for p > −1;
(ii)
a∫
t
sp H(s)ds ∼= (−p − 1)−1t1+p H(t), for p < −1.
Our results in the section are summarized as the following.
Lemma 2.1. Let k ∈ Λ. Then
(i)
lim
t→0+
K (t)
k(t)
= 0, lim
t→0+
tk(t)
K (t)
= D−1k , i.e., K ∈ NRV ZD−1k ;
lim
t→0+
ln t
ln(K (t))
= Dk;
(ii)
lim
t→0+
tk′(t)
k(t)
= 1− Dk
Dk
, i.e., k ∈ NRV Z(1−Dk)/Dk ;
lim
t→0+
K (t)k′(t)
k2(t)
= 1− Dk;
(iii) When k ∈ Λ1 ,
lim
t→0+
t−1
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
= −E1k.
Proof. (i) By the deﬁnition of Λ and l’Hospital’s rule, we have
lim
t→0+
K (t)
k(t)
= 0 and lim
t→0+
K (t)
tk(t)
= lim
t→0+
K (t)
k(t)
t
= lim
t→0+
d
dt
(
K (t)
k(t)
)
= Dk.
It follows by Proposition 2.3(iii) that limt→0+ ln(K (t))ln t = D−1k .
(ii)–(iii) Since
d
dt
(
K (t)
k(t)
)
= 1− K (t)k
′(t)
k2(t)
,
we see that
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t→0+
tk′(t)
k(t)
= lim
t→0+
K (t)k′(t)
k2(t)
lim
t→0+
tk(t)
K (t)
= 1− Dk
Dk
and, when k ∈ Λ1,
lim
t→0+
t−1
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
= − lim
t→0+
d
dt (
K (t)
k(t) )− Dk
t
= −E1k. 
Denote
Θ(t) =
t∫
0
dτ√
2G(τ )
, t ∈ (0,b). (2.6)
Then
Θ ′(t) = 1√
2G(t)
, t ∈ (0,b). (2.7)
Lemma 2.2. If g satisﬁes (g1) and g ∈ NRV Z−γ with γ > 1, then
(i)
G(t) < ∞, t ∈ (0,b) and G(0) := lim
t→0+
G(t) =
b∫
0
g(s)ds = ∞;
(ii)
lim
t→0+
tg′(t)
g(t)
= −γ , lim
t→0+
tg(t)
G(t)
= γ − 1;
(iii) Θ ∈ NRV (γ+1)/2 , i.e.,
lim
t→0+
tΘ ′(t)
Θ(t)
= lim
t→0+
t
Θ(t)
√
2G(t)
= γ + 1
2
;
(iv)
lim
t→0+
√
2G(t)
g(t)Θ(t)
= γ + 1
γ − 1 .
Proof. (i) By g ∈ NRV−γ with γ > 1, we see that g(t) = c0t−γ Hˆ(t), t ∈ (0,a1), where Hˆ is normalized slowly varying at
zero and c0 > 0. Let γ1 ∈ (1, γ ). It follows by Proposition 2.3(ii) that
lim
t→0+
t−(γ−γ1) Hˆ(t) = +∞.
Then there exists t1 ∈ (0,a1) such that
c0t
−(γ−γ1) Hˆ(t) > 1, ∀t ∈ (0, t1)
i.e.,
g(t) t−γ1 , ∀t ∈ (0, t1)
and there exists t2 ∈ (0, t1) such that
G(t) t
−(γ1−1)
2(γ1 − 1) , ∀t ∈ (0, t2).
So, (i) holds.
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G(t) ∼= c0t
−(γ−1)
γ − 1 Hˆ(t),
(
2G(t)
)1/2 ∼= (2c0t−(γ−1)
γ − 1 Hˆ(t)
)1/2
,
(
2G(t)
)−1/2 ∼= (2c0t−(γ−1)
γ − 1 Hˆ(t)
)−1/2
, Θ(t) ∼=
(
c0(γ + 1)2t−(γ+1)
2(γ − 1) Hˆ(t)
)−1/2
.
Thus (ii)–(iv) hold. 
Lemma 2.3. If g satisﬁes (g1)–(g3), then
(i)
lim
t→0+
(− ln t)β
(
tg′(t)
g(t)
+ γ
)
= −σ ;
(ii)
lim
t→0+
(− ln t)β
(
G(t)
tg(t)
− 1
γ − 1
)
= − σ
(γ − 1)2 ;
(iii)
lim
t→0+
(− ln t)β
( √
2G(t)
g(t)Θ(t)
− γ + 1
γ − 1
)
= − 2σ
(γ − 1)2 ;
(iv)
lim
t→0+
(− ln t)β
(
g(ξ0t)
ξ0g(t)
− ξ−(γ+1)0
)
= −σξ−(γ+1)0 ln ξ0.
Proof. (i) By tg
′(t)
g(t) + γ = − f (t) and the hypothesis (g3), we see that (i) holds.
(ii) By
−sg′(s) = γ g(s)+ g(s) f (s), s ∈ (0,a1].
Integrate it from t to a1 and integrate by parts, we obtain that
tg(t) = (γ − 1)G(t)+
a1∫
t
g(s) f (s)ds + c, t ∈ (0,a1],
i.e.,
G(t)
tg(t)
− 1
γ − 1 = −
f (t)
γ − 1
∫ a1
t g(s) f (s)ds
tg(t) f (t)
− c
(γ − 1)tg(t) , t ∈ (0,a1] (2.8)
where c is a constant.
Since γ > 1, g ∈ NRV−γ , f ∈ NRV0, we obtain by Propositions 2.5 and 2.3(ii) that tg(t) belongs to NRV1−γ and
lim
t→0+
∫ a1
t g(s) f (s)ds
tg(t) f (t)
= 1
γ − 1 , limt→0+ tg(t)(− ln t)
−β = ∞.
Thus
lim
t→0+
(− ln t)β
(
G(t)
tg(t)
− 1
γ − 1
)
= − 1
γ − 1 limt→0+(− ln t)
β f (t) lim
t→0+
∫ a1
t g(s) f (s)ds
tg(t) f (t)
− c
γ − 1 limt→0+
1
tg(t)(− ln t)−β = −
σ
(γ − 1)2 .
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lim
t→0+
(− ln t)β
( √
2G(t)
g(t)Θ(t)
− γ + 1
γ − 1
)
= lim
t→0+
√
2G(t)
g(t) − γ+1γ−1Θ(t)
(− ln t)−βΘ(t)
= − lim
t→0+
1+ 2G(t)g′(t)
g2(t)
+ γ+1γ−1
(− ln t)−β(1+ β √2G(t)Θ(t)t (− ln t)−1)
= −2 lim
t→0+
(− ln t)β
((
G(t)
tg(t)
− 1
γ − 1
)(
tg′(t)
g(t)
+ γ
)
+ 1
γ − 1
(
tg′(t)
g(t)
+ γ
)
− γ
(
G(t)
tg(t)
− 1
γ − 1
))
= − 2σ
(γ − 1)2 .
(iv) When ξ0 = 1, the result is obvious. Now let ξ0 = 1. By (g2), we see that
g(ξ0t)
ξ0g(t)
− ξ−(γ+1)0 = ξ−(γ+1)0
(
exp
( t∫
ξ0t
f (τ )
τ
dτ
)
− 1
)
.
Note that
lim
t→0+
f (ts)
s
= 0 and lim
t→0+
f (ts)
f (t)s
= s−1
uniformly with respect to s ∈ [1, ξ0] or s ∈ [ξ0,1].
So,
lim
t→0+
t∫
ξ0t
f (τ )
τ
dτ = lim
t→0+
1∫
ξ0
f (ts)
s
ds = 0
and
lim
t→0+
1∫
ξ0
f (ts)
f (t)s
ds =
1∫
ξ0
s−1 ds = − ln ξ0.
Since er − 1 ∼= r as r → 0, which leads to
lim
t→0+
(− ln t)β
(
g(ξ0t)
ξ0g(t)
− ξ−(γ+1)0
)
= ξ−(γ+1)0 lim
t→0+
(− ln t)β f (t) lim
t→0+
1∫
ξ0
f (ts)
f (t)s
ds = −σξ−(γ+1)0 ln ξ0. 
Lemma 2.4. Under the hypotheses in Theorem 1.1. Let ψ be the solution to the problem
ψ(t)∫
0
ds√
2G(s)
= t, G(t) =
b∫
t
g(s)ds, ∀b > 0, ∀t ∈ (0,b).
Then
(1) ψ ′(t) = √2G(ψ(t)), ψ(t) > 0, ψ(0) = 0, −ψ ′′(t) = g(ψ(t)), t ∈ (0,b);
(2) limt→0+ tψ
′(t)
ψ(t) = 2γ+1 , i.e., ψ ∈ NRV Z2/(γ+1);
(3) limt→0+ ψ
′(t)
tψ ′′(t) = − γ+1γ−1 , i.e., −ψ ′ ∈ NRV Z−(γ−1)/(γ+1);
(4) limt→0+ ψ(t)t2ψ ′′(t) = −
(γ+1)2
2(γ−1) ;
(5) when k ∈ Λ, limt→0+ (− ln(ψ(K (t))))β( ψ
′(K (t))
K (t)ψ ′′(K (t)) + γ+1γ−1 ) = 2σ(γ−1)2 ;
(6) when k ∈ Λ, limt→0+ ln tln(ψ(K (t))) = Dk(1+γ )2 ;
(7) when k ∈ Λ and Dk(γ + 1) > 2, limt→0+ (− ln t)β t = 0;ψ(K (t))
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lim
t→0+
(− ln t)β
(
1+ ψ
′(K (t))
K (t)ψ ′′(K (t))
K (t)k′(t)
k2(t)
− g(ξ0ψ(K (t)))
ξ0g(ψ(K (t)))
)
= C2;
(9) when k ∈ Λ2 ,
lim
t→0+
(− ln t)β
(
1+ ψ
′(K (t))
K (t)ψ ′′(K (t))
K (t)k′(t)
k2(t)
− g(ξ0ψ(K (t)))
ξ0g(ψ(K (t)))
)
= C3,
where C2 and C3 are in Theorem 1.1.
Proof. (1) By the deﬁnition of ψ and a direct calculation, we can show (1).
(2)–(5) Let u = ψ(t), we see by the l’Hospital’s rule and Lemma 2.2 that
lim
t→0+
tψ ′(t)
ψ(t)
= lim
t→0+
t
√
2G(ψ(t))
ψ(t)
= lim
u→0+
√
2G(u)Θ(u)
u
= 2
γ + 1 ;
lim
t→0+
ψ ′(t)
tψ ′′(t)
= − lim
t→0+
√
2G(ψ(t))
tg(ψ(t))
= − lim
u→0+
√
2G(u)
g(u)Θ(u)
= −γ + 1
γ − 1 ;
lim
t→0+
ψ(t)
t2ψ ′′(t)
= lim
t→0+
ψ(t)
tψ ′(t)
lim
t→0+
ψ ′(t)
tψ ′′(t)
= − (γ + 1)
2
2(γ − 1) ;
lim
t→0+
(− ln(ψ(K (t))))β( ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)
= − lim
t→0+
(− ln(ψ(K (t))))β( √2G(ψ(K (t)))
K (t)g(ψ(K (t)))
− γ + 1
γ − 1
)
= − lim
u→0+
(− lnu)β
( √
2G(u)
Θ(u)g(u)
− γ + 1
γ − 1
)
= 2σ
(γ − 1)2 .
(6) Since K ∈ NRV ZD−1k and ψ ∈ NRV Z2/(γ+1) , we see by Proposition 2.3(iii) that (6) holds.
(7) By (6) and Propositions 2.4, ψ ◦ K ∈ NRV Z2/Dk(γ+1) and tψ(K (t)) belongs to NRV Z Dk (γ+1)−2
Dk(γ+1)
. Since Dk(γ + 1) > 2,
(7) follows by Propositions 2.3(ii).
(8) When k ∈ Λ1. Note that
1− γ + 1
γ − 1 (1− Dk) = ξ
−γ−1
0 ; lim
t→0+
t(− ln t)β = 0.
By (5), Lemmas 2.1 and 2.3, we obtain
lim
t→0+
(− ln t)β
(
1+ ψ
′(K (t))
K (t)ψ ′′(K (t))
K (t)k′(t)
k2(t)
− g(ξ0ψ(K (t)))
ξ0g(ψ(K (t)))
)
= lim
t→0+
(− ln t)β
((
ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)(
K (t)k′(t)
k2(t)
− (1− Dk)
)
+ (1− Dk)
(
ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)
− γ + 1
γ − 1
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
+ ξ−γ−10 −
g(ξ0ψ(K (t)))
ξ0g(ψ(K (t)))
)
= lim
t→0+
t(− ln t)β lim
t→0+
(
ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)
lim
t→0+
t−1
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
+ (1− Dk) lim
t→0+
(
ln t
ln(ψ(K (t)))
)β
lim
t→0+
(− ln(ψ(K (t))))β( ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)
− γ + 1
γ − 1 limt→0+ t(− ln t)
β lim
t→0+
t−1
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
+ lim
t→0+
(
ln t
ln(ψ(K (t)))
)β
lim
t→0+
(− ln(ψ(K (t))))β(ξ−1−γ0 − g(ξ0ψ(K (t)))ξ0g(ψ(K (t)))
)
= C2.
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lim
t→0+
(− ln t)β
(
1+ ψ
′(K (t))
K (t)ψ ′′(K (t))
K (t)k′(t)
k2(t)
− g(ξ0ψ(K (t)))
ξ0g(ψ(K (t)))
)
= lim
t→0+
(
ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)
lim
t→0+
(− ln t)β
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
+ (1− Dk) lim
t→0+
(
ln t
ln(ψ(K (t)))
)β
lim
t→0+
(− ln(ψ(K (t))))β( ψ ′(K (t))
K (t)ψ ′′(K (t))
+ γ + 1
γ − 1
)
− γ + 1
γ − 1 limt→0+(− ln t)
β
(
K (t)k′(t)
k2(t)
− (1− Dk)
)
+ lim
t→0+
(
ln t
ln(ψ(K (t)))
)β
lim
t→0+
(− ln(ψ(K (t))))β(ξ−1−γ0 − g(ξ0ψ(K (t)))ξ0g(ψ(K (t)))
)
= C3. 
3. The second expansions of solutions
In this section, we prove Theorem 1.1.
First ﬁx ε > 0. For any δ > 0, we deﬁne Ωδ = {x ∈ Ω: 0< d(x) < δ}. Since Ω is C2-smooth, choose δ1 ∈ (0, δ0) such that
d ∈ C2(Ωδ1 ) and∣∣∇d(x)∣∣= 1, d(x) = −(N − 1)H(x¯)+ o(1), ∀x ∈ Ωδ1 . (3.1)
Let
w± = ξ0ψ
(
K
(
d(x)
))(
1+ (C1 ± ε)
(− ln(d(x)))−β), x ∈ Ωδ1 .
By the Lagrange mean value theorem, we obtain that there exists λ± ∈ (0,1) and
Ψ±
(
d(x)
)= ξ0ψ(K (d(x)))(1+ λ±(C1 ± ε)(− ln(d(x)))−β)
such that for x ∈ Ωδ1
g
(
w±(x)
)= g(ξ0ψ(K (d(x))))+ ξ0(C1 ± ε)ψ(K (d(x)))g′(Ψ±(d(x)))(− lnd(x))−β .
Since g ∈ NRV Z−γ , by Proposition 2.1 we obtain
lim
d(x)→0
g(ξ0ψ(K (d(x))))
g(Ψ±(d(x)))
= lim
d(x)→0
g′(ξ0ψ(K (d(x))))
g′(Ψ±(d(x)))
= 1.
Deﬁne r = d(x) and
I1(r) = (− ln r)β
(
1+ ψ
′(K (r))
K (r)ψ ′′(K (r))
K (r)k′(r)
k2(r)
− g(ξ0ψ(K (r)))
ξ0g(ψ(K (r)))
)
;
I2±(r) = (C1 ± ε)
(
1+ ψ
′(K (r))
K (r)ψ ′′(K (r))
K (r)k′(r)
k2(r)
− g
′(Ψ±(K (r)))
g′(ψ(K (r)))
ψ(K (r))g′(ψ(K (r)))
g(ψ(K (r)))
)
;
I3±(x) = ψ
′(K (r))
K (r)ψ ′′(K (r))
K (r)
k(r)
(− ln r)β(1+ (C1 ± ε)(− ln r)−β)d(x)
+ 2β(C1 + ε) ψ
′(K (r))
K (r)ψ ′′(K (r))
K (r)
rk(r)
(− ln r)−1 + β(C1 + ε) ψ(K (r))
K 2(r)ψ ′′(K (r))
(
K (r)
rk(r)
)2
(− ln r)−1
× ((1+ β)(− ln r)−1 − 1+ rd(x))− (B0 ± ε)r(− ln r)β
(
g(ξ0ψ(K (r)))
ξ0g(ψ(K (r)))
+ (C1 ± ε) g
′(Ψ±(K (r)))
g′(ψ(K (r)))
ψ(K (r))g′(ψ(K (r)))
g(ψ(K (r)))
(− ln r)−β
)
.
By Lemmas 2.1 and 2.4, combining with the choices of ξ0, C1 in Theorem 1.1, we see that
Lemma 3.1. Under the hypotheses in Theorem 1.1,
(i) when k ∈ Λ1 , limr→0 I1(r) = C2;
(ii) when k ∈ Λ2 , limr→0 I1(r) = C3;
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(v) limd(x)→0 I±3(x) = 0;
(iv) limd(x)→0(I1(r)+ I2±(r)+ I±3(x)) = ±ε (Dk(γ+1)−2)(1+γ )γ−1 .
Proof of Theorem 1.1. Let v ∈ C2+α(Ω)∩ C1(Ω¯) be the unique solution of the problem
−v = 1, v > 0, x ∈ Ω, v|∂Ω = 0. (3.2)
By the Höpf the maximum principle in [37], we see that
∇v(x) = 0, ∀x ∈ ∂Ω and c1d(x) v(x) c2d(x), ∀x ∈ Ω, (3.3)
where c1, c2 are positive constants.
By (b1), (b2), Lemma 3.1 and K ∈ C[0, δ0) with K (0) = 0, we see that there are δ1ε, δ2ε ∈ (0,min{1, δ1}) (which is corre-
sponding to ε) suﬃciently small such that
(1) 0 K (r) δ1ε , r ∈ (0, δ2ε);
(2) k2(d(x))(1+ (B0 − ε)d(x)) b(x) k2(d(x))(1+ (B0 + ε)d(x)), x ∈ Ωδ1ε ;
(3) I1(r)+ I2+(r)+ I3(x) 0, ∀(x, r) ∈ Ωδ1ε × (0, δ2ε);
(4) I1(r)+ I2−(r)+ I3(x) 0, ∀(x, r) ∈ Ωδ1ε × (0, δ2ε).
Now we deﬁne
u¯ε = ξ0ψ
(
K
(
d(x)
))(
1+ (C1 + ε)
(− lnd(x))−β), x ∈ Ωδ1ε . (3.4)
Then for x ∈ Ωδ1ε
g
(
u¯ε(x)
)= g(ξ0ψ(K (d(x))))+ ξ0(C1 + ε)ψ(K (d(x)))g′(Ψ+(d(x)))(− lnd(x))−β,
where λ+ ∈ (0,1) and
Ψ+
(
d(x)
)= ξ0ψ(K (d(x)))(1+ λ+(C1 + ε)(− lnd(x))−β), x ∈ Ωδ1ε .
By Lemma 3.1 and a direct calculation, we see that for x ∈ Ωδ1ε
u¯ε(x)+ k2
(
d(x)
)(
1+ (B0 + ε)d(x)
)
g
(
u¯ε(x)
)
= ξ0ψ ′′
(
K
(
d(x)
))
k2
(
d(x)
)(
1+ (C1 + ε)
(− ln(d(x)))−β)+ ξ0ψ ′(K (d(x)))k′(d(x))(1+ (C1 + ε)(− ln(d(x)))−β)
+ ξ0ψ ′
(
K
(
d(x)
))
k
(
d(x)
)(
1+ (C1 + ε)
(− ln(d(x)))−β)d(x)
+ 2ξ0β(C1 + ε)ψ ′
(
K
(
d(x)
))
k
(
d(x)
)(− ln(d(x)))−β−1(d(x))−1
+ ξ0β(C1 + ε)ψ
(
d(x)
)(
(1+ β)(− ln(d(x)))−β−2(d(x))−2
− (− ln(d(x)))−β−1(d(x))−2 + (− ln(d(x)))−β−1(d(x))−1d(x))
+ k2(d(x))(1+ (B0 + ε)d(x))(g(ξ0ψ(K (d(x))))
+ ξ0(C1 + ε)ψ
(
K
(
d(x)
))
g′
(
Ψ+
(
d(x)
))(− ln(d(x)))−β)
= −ξ0g
(
K
(
d(x)
))
k2
(
d(x)
)(− ln(d(x)))−β(I1(r)+ I2+(r)+ I3(x)) 0,
where r = d(x), i.e., u¯ε is a supersolution of Eq. (1.1) in Ωδ1ε .
In a similar way, we can show that
uε = ξ0ψ
(
K
(
d(x)
))(
1+ (C1 − ε)
(− ln(d(x)))−β), x ∈ Ωδ1ε , (3.5)
is a subsolution of Eq. (1.1) in Ωδ1ε .
Let u ∈ C(Ω¯)∩ C2+α(Ω) be the unique solution to problem (1.1). We assert that there exists M large enough such that
u(x) Mv(x)+ u¯ε(x), uε(x) u(x)+ Mv(x), x ∈ Ωδ1ε , (3.6)
where v is the solution of problem (3.2).
In fact, we can choose M large enough such that
u  u¯ε(x)+ Mv(x) and uε(x) u(x)+ Mv(x) on
{
x ∈ Ω: d(x) = δ1ε
}
.
Z. Zhang / J. Math. Anal. Appl. 381 (2011) 922–934 933We see by (g1) that u¯ε + Mv and u(x) + Mv(x) are also supersolutions of Eq. (1.1) in Ωδ1ε . Since u = u¯ε + Mv = u + Mv =
uε = 0 on ∂Ω , (3.6) follows by (g1) and the comparison principle [37, Theorem 2.2]. Hence, for x ∈ Ωδ1ε
C1 − ε − Mv(x)(− ln(d(x)))
β
ξ0ψ(K (d(x)))

(− ln(d(x)))β( u(x)
ξ0ψ(K (d(x)))
− 1
)
and
(− ln(d(x)))β( u(x)
ξ0ψ(K (d(x)))
− 1
)
 C1 + ε + Mv(x)(− ln(d(x)))
β
ξ0ψ(K (d(x)))
.
Consequently, by (3.3) and Lemma 2.4(7),
C1 − ε  lim
d(x)→0
inf
(− ln(d(x)))β( u(x)
ξ0ψ(K (d(x)))
− 1
)
;
lim
d(x)→0
sup
(− ln(d(x)))β( u(x)
ξ0ψ(K (d(x)))
− 1
)
 C1 + ε.
Thus letting ε → 0, we obtain (1.8). The proof is ﬁnished. 
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