Abstract. Kashin-Beck disease (KBd) is a degenerative osteoarticular disease of unknown etiology. The management of KBD would benefit from the identification of the biomarkers related to this disease. in this study, mass spectrometry (MS)-based proteomic profiling was used to identify potential biomarkers of the disease. one hundred and sixteen serum samples of KBd cases and healthy controls were collected and analyzed. a framework for data analysis was implemented, which included normalization, denoising using undecimated discrete wavelet transforms, baseline subtraction, peak detection and alignment, non-parametric testing and classification by support vector machine. The method identified correlative mass points and obtained a discriminative pattern with 90.91% sensitivity and 82.61% specificity. The results of this study, although preliminary, suggest that further proteomics study may be useful with a larger number of appropriate specimens, careful experiment manipulation and improved MS techniques.
Introduction
Kashin-Beck disease (KBd) is a degenerative osteoarticular disease involving growth and joint cartilage that constitutes a significant human and socio-economic burden in affected areas. The disease is mainly distributed in a diagonal belt with low selenium from the northeast to the southwest of china, in which over 2.50 million patients are affected with KBd and 30 million people are at risk (1, 2) . The management of the disease would benefit from the identification of biomarkers related to this disease.
in this study, a mass spectrometry (MS)-based proteomic profiling technique was used to identify potential biomarkers for KBD. In recent years, MS-based proteomic profiling has increasingly been used to locate disease-related proteomic patterns in complex mixtures of proteins derived from biological fluids, such as serum or urine. The methods used to study several types of diseases, including lung, ovarian and prostate cancer, have resulted in promising findings (3, 4) . In all these studies, high sensitivity and specificity were obtained from the discriminative pattern. Generally, a typical MS dataset contains tens or hundreds of spectra, with each spectrum containing tens of thousands of mass to charge (m/z) intensity. From a modeling viewpoint, these spectra are considered complex functional data, in which the key features of scientific interest are peaks. on the other hand, MS data are inherently noisy, representing a complex signal consisting of electronic and chemical noise with a varying baseline caused by matrixassociated chemical noise or ion overload. From a biological perspective, peaks constitute the most important features of the spectrum. In MS-based proteomic profiling studies, the aim should be to identify peaks related to specific outcomes of different diseases or specific clinical responses.
Typically, the data analytic approach includes two steps focused on the peaks. The first step involves feature extraction and quantification, in which the peak locations and quantification of each peak in each spectrum is identified, including baseline correction, normalization and denoising. after properly pre-processing a set of spectra, assuming that p peaks from n spectra are found, a p x n matrix of 'protein expression levels' is yielded. The second step consists of using this matrix to search for proteins that may be differentially expressed between different conditions or correlated with clinical outcomes by performing discrimination and classification.
The purpose of the present study was to investigate changes in serum proteome and to identify potential biomarkers for KBd. a spectra process algorithm was developed to process the MS spectra data of KBD cases and controls. A workflow that combined denoising with undecimated discrete wavelet transforms, baseline subtraction, peak detection and alignment, and finally support vector machine classification, was used to locate the discriminative pattern.
Materials and methods
Serum proteomic mass spectral data. a total of 116 sera samples (38 from KBd patients and 78 from controls) were Mass spectrometry-based proteomic analysis of Kashin-Beck disease used for further data analysis after outlier screening. The KBd cases are from the disease areas of yong-Shou county, Shaanxi, China. There were no significant differences in terms of age or gender among the groups. Peripheral blood samples (5 ml) were collected by a trained phlebotomist from the veins of the upper arm in the morning from each KBd case or control according to a standard protocol. each sample was allowed to clot and centrifuged at 3,000 rpm for 20 min within 30 min of collection to remove cellular components. aliquots of sera for the mass spectrometric analysis were frozen at -80˚C until use; measurements were performed on samples of second-time thawed serum. all subjects provided their informed consent prior to participation in the study, and the study protocols were approved by the ethics committee of Xi'an Jiaotong university. Samples were analyzed using a Seldi-ToF mass spectrometer interfaced with a cM10 protein array (ciphergen Biosystems) (5).
Outlier screening. Several successive analyses were applied to pre-process the raw MS data. First was outlier screening, where spectra whose data distribution substantially deviated from others were manually removed by examining the average Pearson's correlation coefficient of each spectrum against all other spectra within the dataset. This step was performed using Specalign software version 2.4 (6).
Intensity normalization. When comparing mass specta, raw data cannot be used directly, since the amounts of the unknown may differ due for various physical and chemical reasons, leading to different total ion currents. Therefore, comparisons can usually only be performed after the normalization of the ion currents. normalization reduces variations in signal intensity between the spectra. a commonly used normalization method for mass spectrometric data is rescaling each spectrum by its total ion current (7); we found that this method worked well with our data. in addition, the spectra were scaled to have an overall maximum intensity of 100. normalization was performed using the msnorm function of Matlab.
Denoising using undecimated discrete wavelet transform.
Wavelet transform has been successfully used in various applications to remove noise and recover the true signal. discrete wavelet transform (dWT) is the most commonly used wavelet algorithm for scientific application, but the classical DWT is not a time-invariant transform. in order to obtain more complete characteristics of an analyzed signal and to restore the translation invariance -a desirable property lost with classical dWT -we used an undecimated discrete wavelet transform (udWT). in udWT, decimators are removed so that signals are no longer decimated after filtering and approximation and detail signals are of a size that is the same as that of the analyzed signal. compared to dWT, udWT provides much more precise information. in our study, each individual spectrum was denoised using udWT, as implemented in version 2.4 of the rice wavelet toolbox (http://dsp.rice.edu/ software/rice-wavelet-toolbox), also adopted by Morris et al (8, 9) . Denoising works by computing the wavelet coefficients for the MS signal, then performing hard thresholding.
Coefficients less than the threshold value are set to zero, while coefficients greater than the threshold remain unchanged. The threshold is the product of a thresholding parameter η and a robust estimation of the noise, the median absolute deviation divided by 0.67. our previous study found that the choice of wavelet basis does not strongly impact denoising performance. Mean square error (MSe) was used to evaluate the denoising performance. a lower value for MSe indicates less error and the best denoising performance.
Baseline subtraction. a baseline is a systematic artifact commonly observed in MS data. a drifting baseline results in serious distortion of ion intensities without adequate correction. in our study, the low-frequency baseline of each spectrum was estimated using multiple shifted windows of 200 bins. Spline approximation was used to regress the varying baseline. The regressed baseline was subtracted from the spectrum, yielding a baseline corrected spectrum. in the present study, this process was implemented utilizing the 'msbackadj' function of Matlab software.
Peak detection. Peak detection deals with the selection of m/z values that display a reasonable intensity compared to those that display noise. after the spectrums were denoised and the baseline corrected and normalized, coombers's (7,8) methods were adopted to identify peaks. First, all local maxima in the average spectrum and the associated peak endpoints of the spectrum were identified. Then, the signal-to-noise ratio (S/N) at each local maximum was computed by comparing the ratio of the intensity at the maximum to the estimation of local noise. local maxima with a S/n greater than the threshold were considered peaks. of only those peaks, the individual peaks were labeled by the m/z value of the local maximum in the mean spectrum. The identified peaks were quantified in the individual spectra; a total of 961 peaks were identified using this method.
Statistical analysis. The Kolmogorov-Smirnov test was used to select peaks discriminating the two classes significantly. As these data are non-Gaussian distributed, a non-parametric test best suits the purpose. Fifty-nine peaks were retained after Kolmogorov-Smirnov testing with the significance level set to 0.05. The data from these peaks were used for classification in the classification step.
Classification by support vector machine. Support vector machine (SVM) (10) is a statistical learning method that separates labeled data points into their respective classes. a separating hyperplane that yields the best expected separation on new data is fitted. By using an implicit transformation into high-dimensional feature space, datasets which are not linearly separable can be tackled. in this study, the SVM implementation libSVM by chang and lin was used (11), following the proposed procedure for performing SVM classification. First, data were converted to the format of the libSVM package, and then data scaling was conducting. only the radial basis function kernel was considered; cross-validation was used to obtained the best parameter. This parameter was used to train a model from the training dataset. Finally, this model was used to predict the class label of each sample in the testing dataset.
The 116 peaks data were randomly split into training and testing datasets. The training dataset consisted of 82 samples (27 KBd cases and 55 controls), while the testing dataset included 34 samples (11 KBd cases and 23 controls).
Results
Pre-process. in the pre-process step, Pearson's correlation coefficient was first used to pick out the outlier data. Spectra whose data distribution substantially deviated from others were manually removed (data not shown), then the data were denoised using udWT. MSe was used to quantitively evaluate the denoising performance. The MSe of the MS data of KBd cases and controls are illustrated in Fig. 1 . The mean value of the MSe was <0.005, indicating that most information in the MS data was retained after denoising. denoising using udWT was therefore efficient and appropriate in this circumstance. In the following steps, after normalization and baseline subtraction, the bias and artifact of MS data were eventually removed, allowing for the intensity value to be quantified and compared. Additionally, peaks were detected, aligned and quantified. lastly, the Kolmogorov-Smirnov test was performed to select peaks significantly discriminating between the two classes, since the peak data were non-Gaussian distributed. a total of 56 peaks were obtained. The distribution of the P-value of these peaks is illustrated in Fig. 2 . Sixteen of the peaks had a P-value <0.01. Table i lists the m/z, P-values, mean, standard deviation and coefficient of variation of the 16 peaks.
Classification. another key issue examined in the study was the choice of classification procedure. Various classification methods have been proposed; we found SVM to be more robust and efficient. SVM can be trained very efficiently using supervised learning. The peaks retained after the test were used for SVM classification. The data were randomly divided into training and testing; the former were used to train a model, while the latter were used to test the performance of the model. Finally, in the test dataset, 10 KBd cases and 19 controls were correctly classified. The sensitivity was 90.91% (10/11), the specificity 82.61% (19/23) and the accuracy 85.29% (29/34).
Discussion
We believe that the careful pre-processing of mass spectra is crucial to developing a successful classification procedure of proteomics data. With this as our basis, we initially used raw data and applied methods that aimed to remove the various nuisance effects and additional errors present within the spectral data. in this study, we presented a successive data analysis scheme for MS data that combines outlier screening, normalization, denoising using udWT, baseline subtraction, peak detection and classification by SVM, and demonstrated that the proposed approaches may be used to select mass points from the MS dataset. For the KBd dataset presented in this study, 59 peaks were selected, yielding up to 90.91% sensitivity and 82.61% specificity in distinguishing cases from controls. The final selected peaks are more likely to represent identifiable proteins, protein fragments or peptides, which is crucial for the ultimate goal of identifying proteins or peptides that distinguish cases from controls. once the proteins are identified, focus may turn to their validation through other sample-sets and analytical platforms. However, there are too many peaks in the final discriminative model; it is probably impractical to test each peak, so other methods should be used to reduce the number of peaks.
The use of computational methods alone may not provide a final solution to the analysis of proteomic MS data. The model in this paper was developed based on peaks with small P-values. However, sometimes a single P-value does not tell the whole story, and significant results with small P-values may be obtained by chance. Besides advanced computational methods capable of extracting useful information from this high dimensional and complex data, careful experiment manipulation and improved mass spectrometry are required.
