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SUMMARY
This thesis contains two components of research: studies of supercontinuum pulses
generated in the novel microstructure fiber, and research on spatio-temporal coupling in
ultrafast laser beams.
One of the most exciting developments in optics in recent years has been the invention
of the microstructure optical fiber. By controlling the structural parameters of these novel
fibers in design and manufacturing, their dispersion profile can be freely tailored, opening
up a huge application base. One particularly interesting effect in the microstructure fiber is
the generation of ultrabroadband supercontinuum with only nJ-level Ti:sapphire oscillator
pulse pump. This supercontinuum is arguably the most complicated ultrafast pulse ever
generated, with its huge time-bandwidth product (> 1000 from a 16-cm-long fiber). Al-
though many applications have been demonstrated or envisioned with this continuum, its
generation is a very complicated process that is poorly understood, and the characteristics
of the continuum pulses are not clearly known. In this work, we make a full-intensity-
and-phase measurement of the continuum pulses using cross-correlation frequency-resolved
optical gating (XFROG). The results reveal surprising unstable fine spectral structure in
the continuum pulses, which is confirmed by single-shot measurements. Our study on the
coherence of the continuum, on the other hand, shows that the spectral phase of the super-
continuum is fairly stable. Numerical simulations are carried out whose results are in good
agreement with experiments.
The second component of this thesis is the study of spatio-temporal coupling in ultrafast
beams. We propose two definitions of spatial chirp, point out their respective physical
meanings, and derive their relationship. On the common perception of the equivalence
between pulse-front tilt and angular dispersion, we show that the equivalence only holds
for plane waves. We establish a generalized theory of ultrafast laser beams with first-order
spatio-temporal couplings, and discover a new pulse-front tilt effect associated with the
ix
combination of spatial chirp and temporal chirp. For the measurement of spatio-temporal
distortions, the effects of such distortions in the input beam to a GRENOUILLE trace are
carefully studied. An algorithm is proposed and tested to retrieve information about the





The impact of the optical fiber on the modern world can hardly be overstated. What
began as some basic research experiments in the 1960s has evolved into a ubiquitous global
technological foundation, which the world increasingly relies on.
Optical fibers are cylindrical dielectric waveguides, made of low-loss materials such as
silica glass. Owing to advances in fabrication, loss in optical fibers can be made as low as
∼ 0.15 dB/km, making optical fibers the blessed transmission medium for electromagnetic
waves. Indeed, the loss is so low that, if the ocean were made of optical fiber glass, we
would have no trouble at all seeing the bottom of the Mariana Trench, the deepest point
in the world (10,924 meters below sea level), because the round-trip loss between there and
the ocean surface would only be ∼ 3.3 dB (44%).
An optical fiber consists of a central core of refractive index n1, in which the light is
guided, surrounded by an outer cladding of slightly lower refractive index n2. Those light
rays within the core that are incident on the core-cladding interface at angles greater than
the critical angle θc = sin−1 (n2/n1) undergo total internal reflection, and thus are guided
without refraction loss into the cladding. Guided modes consists of these rays.
Conditions for the guided eigenmodes are quantized due to the boundary conditions on
the core-cladding interface. Full analysis of the mode characteristics was given in many
excellent papers in the 1970s and can be found in numerous textbooks [17, 96].
To present these results in an elegant way, we would define a set of normalized param-
eters:
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)1/2 = ak0 (n21 − n22)1/2 (2)
where k0 = ω/c is the wavenumber in vacuum, β = kz is the z-component of the wavevector,
or the propagation constant, and a is the radius of the core.
Using these normalized parameters, a complete set of eigenmodes can be derived.
The V parameter is an especially important and useful parameter in practical appli-
cations, because it determines the cutoff condition and the number of modes that can
propagate in the fiber. If the V number of the fiber is less than 2.405, only the fundamental
mode is allowed to propagate, in which case the fiber is called a single-mode fiber. A single-
mode fiber is preferred in pulse applications, while multi-mode fibers are more suitable for
power-delivery applications.
For telecommunication applications, dispersion in an optical fiber, apart from absorp-
tion, is the most important issue. Information is usually encoded onto a sequence of optical
pulses, which is transmitted through the fiber to the other end. The accuracy of the trans-
mission depends on the fidelity of pulse shape at the receiver’s end. However, the faster the
transmission rate is, the shorter the optical pulses need to be; and the shorter an optical
pulse is, the more bandwidth, or frequency components, it contains. The major problem is
that these frequency components, or colors, do not propagate at the same group velocity
in the fiber. As a result, what comes into the fiber as a short optical pulse becomes longer
and longer as it propagates, as different frequency components separate in time. Eventually,
pulses representing different bits run into each other, causing inter-symbol interference (ISI)
which ultimately undermines communication. This effect is minimized at the wavelength




The total dispersion of a fiber consists of three contributions: material dispersion, which
is intrinsic to the material itself; waveguide dispersion, which is due to the waveguide
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characteristics of the fiber design; and modal dispersion, which results from the group-
velocity differences between different guided modes in a multi-mode fiber.
For a single-mode fiber, modal dispersion does not exist, and the total dispersion consists
of only the material and waveguide dispersion terms. The first term is determined by nature.
Zero group-velocity dispersion occurs at around 1.3 µm for fiber silica, and doping hardly
changes it at all. The second term, however, depends on the design of the fiber. Choosing
different core size and/or index contrast can significantly modify the waveguide dispersion
term, and even more interestingly, graded index profiles can be designed and fabricated,
which allows fiber designers greater freedom to customize and fine-tune the dispersion curve.
However, these designs all have fair limitations, with zero-dispersion wavelengths usually
between 1.3 and 1.55 µm.
Pulses propagating in an optical fiber not only experience dispersion, but also induce
nonlinear effects. Silica is an isotropic material, so second-harmonic generation cannot
happen in a fiber as required by symmetry. However, other nonlinear optical effects, such
as self-phase modulation, Raman scattering and Brillouin scattering do occur [2]. The
magnitude of an nonlinear optical effect is directly related to the peak power of the pulse.
In most fiber applications the nonlinear effects are usually modest, but become significant in
state-of-the-art long-haul fiber communication systems, where dispersion can be very well
compensated, but nonlinear effects cannot.
Nonlinear optical effects can interact with dispersion in an optical fiber, causing one
peculiar and very useful effect—soliton. In the anomalous dispersion regime, self-phase
modulation, the most important third-order nonlinear effect, can be balanced by the neg-
ative dispersion provided the pulse peak power is high enough. In that case, the pulse
propagates either intact through the fiber without any shape change, which case is referred
to as a fundamental soliton, or undergoes periodical pulse shape evolution in the case of a










where n′2 is the nonlinear refractive index, P0 is the peak power of the pulse, Aeff is the
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effective area of the fiber, and T is the pulse length.
If the peak power of the input pulse is very high, self-phase modulation can occur on a
grand scale, significantly broadening the pulse spectrum. At the same time, the high power
and broadened spectrum will trigger a variety of other nonlinear effects. These nonlinear
effects along with dispersion interact in a very complicated manner, resulting in a very
broad and continuous spectrum, which is called supercontinuum. Supercontinuum genera-
tion is a well-known effect in bulk materials with amplified ultrashort laser pulses, usually
accompanied by undesired side effects such as small-scale self focusing and laser beam fil-
amentation [15]. In optical fibers, supercontinuum generation can also be achieved with
high power ultrashort pulses. In Chapter 6, we will discuss the supercontinuum generation
in a dispersion-shifted fiber pumped by a 1.55-µm fiber laser, and the measurement of the
continuum pulse.
Ultrafast optics is the study of ultrashort pulses, pulses that have lengths on the order
of femtoseconds (10−15 s). To generate an ultrashort pulse, one needs a broad spectrum,
and, the broader the spectrum is, the shorter a pulse can be potentially made. Such broad
spectrum can be provided by supercontinuum generation. Besides making short pulses,
supercontinuum has many other uses as well, some of which we will cover in Section 1.3.
Conventional fibers are ill-suited for supercontinuum generation. The most important
issue is the mismatch between the fiber’s zero-dispersion wavelength and the ultrafast laser’s
operating wavelength. The field of ultrafast optics predominantly uses the Ti:sapphire
laser, which generates pulses ranging from a few to several hundred femtoseconds, with
pulse energy typically on the order of nJ for an oscillator to mJ for an amplifier. The
Ti:sapphire laser lases around 800 nm, a wavelength where an optical fiber has significant
normal dispersion. At this wavelength, material dispersion of silica is so large (∼ 100
ps/nm-km) that the waveguide dispersion of the fiber can essentially be neglected. Because
of the massive dispersion, an ultrashort pulse entering the fiber quickly lengthens, and the
peak power drops dramatically, before it has any chance of triggering significant nonlinear
optical effects.
All of that would change with the invention of the microstructure fiber.
4
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Fig. 3. (a) Autocorrelation (i) and spectrum (ii) of an
initial 100-fs pulse after it propagates through a 20-m
section of microstructure fiber. The input pulse spectrum
is shown by the dashed curve. (b) Spectrum generated in
a 10-cm section of microstructure fiber by use of 100-fs,
770-nm input pulses with peak powers of 20 W (iii), 220 W
(iv), and 1.6 kW (v).
Fig. 4. Optical spectrum of the continuum generated in a
75-cm section of microstructure fiber. The dashed curve
shows the spectrum of the initial 100-fs pulse.
of the pulse and the possible formation of an optical
shock.11 The spectrum broadens to more than 500 nm
in width as the input peak power is further increased to
1.6 kW. From the calibrated spectral measurements
we calculate the mean photon energy of the transmit-
ted pulse. In all cases the mean photon energy re-
mains the same as the input, indicating a negligible
contribution of Raman scattering to the process. The
generated light is measured to be single mode and lin-
early polarized. By injecting pulses of 100-fs dura-
tion, 800-pJ energy, and a center wavelength of 790 nm
into a 75-cm section of fiber, we can generate an ultra-
broadband continuum extending from 390 to 1600 nm
(Fig 4). Here the combined effects of self-phase modu-
lation and Raman scattering in the long length of fiber
produce a broad, f lat spectrum.
In conclusion, we have presented what is to our
knowledge the first experimental demonstration of
a silica optical fiber with anomalous dispersion at
visible wavelengths. Our fiber, which is based on an
air–silica microstructure design, exhibits a signif icant
waveguide contribution to the fiber dispersion because
of a large core–cladding refractive-index difference.
Only a single transverse mode can be excited in the
fiber for wavelengths from 500 to 1600 nm, and the
fiber is insensitive to bend loss for wavelengths less
than 1600 nm. As a result of the novel dispersion
characteristics and small effective area of the mi-
crostructure fiber, we observe a number of dramatic
nonlinear optical effects at 800 nm that were not
previously possible or have been severely limited.
These effects include pulse compression, soliton propa-
gation, efficient four-wave mixing, and broadband
continuum generation. By injecting 100-fs-duration
pulses with only 8 kW of peak power (0.8-nJ energy)
into a 75-cm length of microstructure fiber near the
zero-GVD wavelength, we can generate an ultrabroad-
band continuum extending from the violet to the in-
frared. Previous work in continuum generation has
required pulses with megawatt peak powers or micro-
joules of energy for generation of similar spectra.12
The authors thank David DiGiovanni, William Reed,
Geoff Burdge, Winfried Denk, Fritjof Helmchen, and
Gadi Lenz for their help. J. K. Ranka’s e-mail address
is ranka@lucent.com.
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Figure 1: Supercontinuum spectrum generated from a 75-cm section of microstructure
fiber, excerpted from Ref. [102].
1.2 Microstructure Fiber
A postdeadline talk at CLEO 1999 by Jinendra Ranka et al. [103] from Lucent Technologies
set off a shockwave in the optics community. In this talk, Ranka et al. showed results of
ultrabroadband supercontinuum generation in a special “microstructure fiber,” with nJ-level
Ti:sapphire oscillator pump pulses. The generated supercontinuum spanned from 400 nm to
1600 nm, coveri g almost two octaves (Figure 1), and the supercontinuum appeared single-
mode, smooth, stable and flat (of which we will come to question in Chapter 3). Following
the first demonstrations of the microstructure fiber by the Lucent group [102, 104] and the
University of Bath group [77, 12] simulta ously, this nov l fiber and the supercontinuum
generation in it has become one of the hottest topics in the optics community. Today, a
casual search on the key words “microstructure fiber” on the ISI Web of Science R© website
would yield more than 200 hits of journal papers, almost all written in the past three years,
demonstrating the remarkable appeal of this new fiber to researchers.
The frenzy about the microstructure fiber is not at all unjustified. These novel fibers
offer such abundant new possibilities that a whole field of research has emerged and numer-
ous applications have resulted. One of the highest-profile applications is the construction of
the world’s most accurate optical clock in NIST [32, 33], with accuracy 1–2 orders of mag-
nitude better than the world’s current time standard, the Cs atomic clock. In this work, a
5
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Visible continuum generation in air–silica microstructure
optical fibers with anomalous dispersion at 800 nm
Jinendra K. Ranka, Robert S. Windeler, and Andrew J. Stentz
Bell Laboratories, Lucent Technologies, 700 Mountain Avenue, Murray Hill, New Jersey 070974
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We demonstrate experimentally for what is to our knowledge the first time that air–silica microstructure
optical f ibers can exhibit anomalous dispersion at visible wavelengths. We exploit this feature to generate
an optical continuum 550 THz in width, extending from the violet to the infrared, by propagating pulses of
100-fs duration and kilowatt peak powers through a microstructure f iber near the zero-dispersion wavelength.
 2000 Optical Society of America
OCIS codes: 060.0060, 190.0190, 320.0320.
Although fused silica possesses a relatively low non-
linear susceptibility, single-mode silica optical fibers
are excellent nonlinear media because of their low
loss and small effective areas. A myriad of nonlinear
interactions, including spectral broadening and con-
tinuum generation, stimulated Raman and Brillouin
scattering, and parametric amplif ication,1 have been
eff iciently demonstrated in optical fibers. However,
the strength of these nonlinear interactions is often
limited by the chromatic dispersion of the fiber.1,2
Since conventional single-mode optical fibers can ex-
hibit only high normal group-velocity dispersion (GVD)
at visible wavelengths, the breadth and strength of the
nonlinear interactions observed in this spectral region
are greatly diminished. In this Letter we experi-
mentally demonstrate that air–silica microstructure
fibers can possess dramatically altered dispersive
characteristics because of the large waveguide con-
tribution to their dispersion. We demonstrate here
what is to the best of our knowledge the first silica
optical fiber with anomalous dispersion at visible
wavelengths. As a result of this novel dispersion
characteristic, we demonstrate a number of nonlinear
optical effects at visible wavelengths that were not
previously possible or have been severely limited
in conventional silica optical fibers. These effects
include soliton propagation, pulse compression, and
the generation of an ultrabroadband continuum with a
spectral width exceeding 550 THz, extending from the
violet to the infrared.
Recently there has been a renewed interest in fiber
structures that incorporate numerous air holes sur-
rounding a solid silica core. These air–silica mi-
crostructure fibers, similar to earlier single-material
optical fibers,3 guide light within the core as a result
of the index difference between the silica core and the
air cladding.4 In additional work, researchers exam-
ined photonic crystal fibers5 in which light is guided
by a photonic bandgap created by a periodic arrange-
ment of the air holes. Microstructure fibers can differ
signif icantly from conventional optical fibers, allow-
ing for properties that cannot be realized in standard
fibers. Honeycomb microstructure fibers have been
shown to exhibit single-mode operation with negligible
bend loss over broad spectral ranges,4,6 and theoretical
calculations have shown that the fundamental modes of
photonic crystal fibers and honeycomb microstructure
fibers can exhibit anomalous GVD at wavelengths be-
low 1.28 mm.7 In these calculations, however, fibers
with relatively small air holes were primarily consid-
ered, and the properties of microstructure fibers with
large air-f ill fractions have not been examined.
Our microstructure fiber consists of an 1.7-mm-
diameter silica core surrounded by an array of
1.3-mm-diameter air holes in a hexagonal close-packed
arrangement [Fig. 1(a)]. A small ellipticity in the
fiber core results in a polarization-maintaining bire-
fringence. Several kilometers of fiber are drawn from
a single preform. The background loss of the fiber is
measured to be 50 dBkm at 1 mm. Experimentally
the fiber appears to be single mode at 530 nm and
insensitive to bend loss at wavelengths up to 1600 nm.
The single-mode nature of the fiber is determined by
performance of a spatial interference measurement
between the output mode of the microstructure fiber
with the output of a standard single-mode fiber. In
Fig. 1(b) we show an example of spatial interference
fringe pattern formed with 633-nm light. The clear
Fig. 1. (a) Electron micrograph image of the inner
cladding and core of the air–silica microstructure fiber.
(b) Spatial interference pattern formed by interfering the
collimated output of the microstructure fiber with the
output of a single-mode fiber. The clear fringe pattern
indicates that only a single transverse mode is excited in
the microstructure fiber.
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Figure 2: Cross-section electron micrograph of a microstructure fiber, excerpted from Ref.
[104].
microstructure fiber generating an octave-spanning supercontinuum is the key component
to its success.
Microstructure fibers, some of which are also known as photonic crystal fibers (PCFs), or
holey fibers, are a class of fibers with microstructure, or a regular two-dimensional pattern
of air holes (sometimes filled with dielectrics) fabricated (using a stack-and-draw method)
in the fiber cross section (Figure 2). A defect, often just a missing hole, but occasionally a
larger hole or even an extra hole in the microstructure array, forms a cor in which light is
guided.
In photonic crystal fibers, the regular air hole pattern forms a photonic crystal [71], a
term indicative of the analogy between electrons in the periodic potential of a semiconductor
crystal and photons in a periodic index profile. The mathematical treatments of the two
cases are very similar, producing similar effects. In the semiconductor crystal, the key
consequence of the well-known Bloch Theorem is the electronic bandgap between the valence
band and the conduction band. In the bandgap, no electron energy levels are allowed. In the
photonic crystal formed by the periodic index profile, the same Bloch Theorem also applies,
mandating a photonic bandgap, in which no light propagation modes are allowed. Light
having frequency or wavenumber in this bandgap is strongly confined and propagates only
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in the core, because it cannot escape into the photonic crystal cladding as its propagation
is forbidden there [79]. This concept made a new family of fibers possible, which were
inconceivable by the conventional design principles five years ago. For example, light can be
guided in the air core of a hollow-core photonic-crystal fiber without experiencing refraction
loss into the cladding [26].
Not all two-dimensional periodic index structures exhibit photonic bandgap effects. It
is worth pointing out that even without a photonic bandgap cladding, some microstructure
fibers still guide light. Such fibers usually have a solid core, and the light guiding mechanism
can be understood as follows: The microstructure cladding, being a mixture of silica and air,
has a lower effective index than the solid core [78]. Total internal reflection, therefore, can
still happen on the not-so-clearly-defined interface of the core and microstructure cladding,
guiding light in the same principle as in ordinary fibers. It is often found that for such
fibers, the full array of air holes are not really necessary for light guidance. If the fiber
has only one or two innermost rings of air holes, the fiber would still function the same
way. This effective index model and total internal reflection theory have proven quite
satisfying for crude intuitive descriptions of such microstructure fibers, which are in very
wide use today, especially for the purpose of supercontinuum generation. However, this
first-order model is inadequate for the calculation of some important parameters such as
dispersion. Full theoretical treatment of the microstructure fiber requires rigorous field
analysis using the exact boundary conditions of the microstructure configuration. Such
analysis applies regardless of the specifics of the light guiding mechanism or the complexity
of the microstructure configuration. Several methods exist for the analysis, including the
scalar beam propagation method [108, 75], the vectorial plane-wave expansion method [72,
66], the multipole method [125, 83], the finite-element method [28, 129], the radial scattering
decomposition method [47], etc.
Numerical calculations using these methods are very successful, and are responsible for
the huge number of new microstructure fiber designs that exhibit novel attractive properties
and are becoming widely employed in all kinds of applications. These novel fibers include
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the endless single-mode PCF [12], cobweb fiber [45], highly birefringent PCF [74], single-
polarization single-mode PCF [106], polymer microstructure fiber [118], etc. Indeed, the
types of microstructure fibers are so many that we cannot attempt to list them all here.
Microstructure fibers are interesting not only in their peculiar linear-optical wave-
guiding properties. They are much more interesting because of the significant nonlinear
effects that happen in them. In fact, the efficiency of the nonlinear optical effects is directly
related to the linear optical properties of the microstructure fiber, which we will discuss in
detail in the next section. Many different nonlinear processes have been observed in the
microstructure fiber, including self-phase modulation, third-harmonic generation, paramet-
ric four-wave mixing, stimulated Raman scattering, etc. Essentially, all nonlinear optical
processes that can happen in an optical fiber have been seen in the microstructure fiber, and
these processes happen on a grand scale. Most commonly, these nonlinear processes happen
at the same time, working in concert to create an amazing ultrabroadband supercontinuum.
As Ranka et al. showed in their CLEO postdeadline talk [103], the supercontinuum gen-
erated in their microstructure fiber had a bandwidth of over 1200 nm! Supercontinuum
generation is no doubt the most talked-about property of the microstructure fiber. Numer-
ous papers have been written on this subject which comprise a large part of the body of the
microstructure fiber literature, and many applications are demonstrated or envisioned for
this amazing supercontinuum. The large number of publications about the supercontinuum
generation is also due to the complexity of the process. Understanding the supercontinuum
generation has only been possible very recently, with significant advances in the numerical
simulation techniques and experimental characterization work such as the research we did,
which is the subject of Chapters 3–6. In the following section, we will show the theoreti-
cal origin of the supercontinuum generation, summarize the current understanding of the
process, and present some examples of its practical applications.
1.3 Supercontinuum Generation in Microstructure Fiber
The microstructure fiber that has been shown to exhibit spectacular supercontinuum gen-
eration has a hexagonal air hole configuration as shown in Figure 2. The light is guided in
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the solid core region by total internal reflection. The ratio of hole radius and microstructure
array pitch is on the order of 1. Studies show that the electric field is tightly confined within
the few innermost rings of air holes.
The efficient supercontinuum generation in the microstructure fiber can be attributed to
two properties of the fiber. The first is quite obvious. The microstructure fiber has a core
size of 1–2 µm, significantly smaller than that of conventional single-mode fibers. Because
the guided mode is much more confined, the power density is much higher, so that the
effective nonlinearity is enhanced.
The second and more important reason for the efficient supercontinuum generation
is dispersion. Conventional fibers have very high normal dispersion at the Ti:sapphire
wavelength of 800 nm. An ultrashort pulse entering the fiber quickly lengthens due to
dispersion, diminishing any possibility for significant nonlinear effects to grow.
In a microstructure fiber, dispersion is remarkably modified by the microstructure con-
figuration. Indeed, by choosing the proper fiber parameters such as air hole size and pitch,
one can easily tailor the dispersion characteristics of the fiber, and shift the zero-GVD wave-
length to 800 nm or even lower [76]. This remarkable dispersion customizability is largely
due to the small core size, and the high index contrast between the solid core and the
microstructure cladding, which is two orders of magnitude higher than the index contrast
in conventional fibers.
Because of the low dispersion around 800 nm in the microstructure fiber, the input
ultrashort pulse maintains its short duration and high peak power while it propagates in
the first few millimeters. Consequently, the pulse spectrum is quickly broadened to an ul-
trabroadband supercontinuum by the many nonlinear optical processes that are triggered
in the propagation. It is clear that the ultrabroadband supercontinuum is not the result of
one or few individual nonlinear processes, but rather a complex interplay between the many
nonlinear processes and the dispersion properties of the fiber. However, the dynamics of the
supercontinuum generation process, including the role each nonlinear optical effect plays in
the different stages of supercontinuum generation, and their effects on the characteristics of
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the resulting supercontinuum, were not well understood. There were prevalent misconcep-
tions about the continuum, which would have profound implications on its potential use.
For example, since Ranka et al.’s first presentation, the supercontinuum spectrum had been
perceived as smooth, stable and flat. Our characterization of the intensity and phase of the
continuum pulse has shown that this perception is not true [60]. A detailed discussion on
this issue is contained in Chapter 3.
Numerical simulation techniques for supercontinuum generation in the microstructure
fiber have advanced tremendously in recent years. With the help of experimental mea-
surements, the results of these theoretical calculations [39, 54] based on the nonlinear
Schrödinger equation have helped people understand the process of supercontinuum gener-
ation much better, and have predicted properties of the supercontinuum which are nicely
confirmed by experiments. It is worth pointing out that supercontinuum generation in the
microstructure fiber is in principle no different from that in conventional fibers. The pro-
cesses that happen in fibers have been known for many years in the fiber community. The
only complexity is that the spectrum broadening is so fast and dramatic in the microstruc-
ture fiber, that the various terms of nonlinear interaction and dispersion quickly get mingled
together, making the evolution of the pulse extremely complicated and hard to interpret.
To correctly calculate the evolution of the supercontinuum pulse which has over 1000 nm of
bandwidth, a huge number of data points need to be computed at very small propagation
steps using the split-step Fourier transform method. Such numerical simulations have only
been possible recently with improvements both in the numerical models and the computer
technology.
Following the first publication of supercontinuum generation in the microstructure fiber
[102], there have been intense debates in the community on the theoretical interpretation and
the roles played by various nonlinear optical processes. Now, years later, with the results
of rigorous numerical simulations and experimental evidence, the community appears to
have reached a consensus. The current understanding can be summarized in the following
manner:
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It has become clear that the evolution of supercontinuum is closely related to the for-
mation and evolution of solitons. If the input pulse is in the anomalous dispersion regime of
the microstructure fiber, a higher-order soliton will form due to self-phase modulation, with
the soliton order number N determined by Eq. (3). With a nJ-level ultrashort Ti:sapphire
oscillator pulse, N can be greater than 10.
If the fiber had only linear dispersion (with no higher-order dispersion terms) and no
other nonlinear processes, the N th-order soliton would only propagate with periodic con-
traction and expansion, as is stated in the textbooks. However, group-velocity dispersion
being low also means that the effect of higher-order dispersion cannot be neglected. It has
been shown that the perturbation of higher-order dispersion would cause the splitting of
the N th-order soliton into N fundamental solitons, similar to the splitting of degenerate
energy levels due to perturbation in quantum mechanics [67, 65]. Therefore, instead of the
behavior of a non-perturbed higher-order soliton, which experiences periodical breakup and
recombination, in the perturbed case, the higher-order soliton breaks up into a series of
fundamental soliton pulses but these pulses never recombine completely.
If that were the whole story, the N fundamental solitons would separate in time, but
they would still be at the same wavelength, so that the continuum spectrum would not be
as broad as it is. However, as the spectrum gets broader due to self-phase modulation and
the bandwidth becomes comparable to the Raman frequency shift, a phenomenon called the
soliton self-frequency shift occurs [92, 24, 85]. This is an effect that, due to the preferential
gain in the Stokes wave of the stimulated Raman scattering, energy in the blue side of the
soliton spectrum gets downconverted to the red side, causing the solitons to continuously
shift toward longer wavelengths. As a result, as a series of fundamental solitons are shed
one by one from the input pulse, they also move toward longer wavelengths, resulting in a
considerable spectral expansion into the red.
The interpretation of the development of the blue end of the supercontinuum, on the
other hand, is less clear. There are still debates on the mechanisms responsible for the
generation of the blue spectral components, and it appears that certain mechanisms are
more important in some fibers than others. One major mechanism that has been recognized
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for the blue component generation is the non-solitonic radiation, in which a soliton pulse,
perturbed by higher-order dispersion, transfers energy into a phase-matched blue dispersive
wave component satisfying a resonance condition [67, 65, 27]. This radiation process is
mathematically equivalent to the Cherenkov radiation of electrons, and therefore, is often
referred to by scientists as the Cherenkov radiation in optical fibers [3]. Owing to this
process, as the fundamental solitons that are formed in soliton splitting move to longer
wavelengths, corresponding blue dispersive wave components are developed and amplified.
Consequently, an ultrabroadband supercontinuum is generated toward both ends of the
spectrum. Experimental measurements strongly support this theory, with clear evidence
of phase-matching relationship between the blue non-solitonic wavelengths and the soliton
wavelengths, in good agreement with theoretical predictions.
Other processes have been suggested for the generation of blue spectral components
in some microstructure fibers, including parametric four-wave mixing [1, 4, 22, 68, 109],
third-harmonic generation [97, 43], and others. Their presence has also been supported by
a number of experiments.
If the pump wavelength is in the normal dispersion regime of the microstructure fiber, a
soliton is not formed immediately at the input. However, high peak power of the input pulse
still induces significant self-phase modulation which broadens the pulse spectrum over into
the anomalous dispersion regime, while the fiber’s low dispersion keeps the peak intensity
high. Afterwards, processes similar to those described above happen, and a narrower and
less structured supercontinuum usually results.
It should be noted that the supercontinuum is generated in a short distance in the
microstructure fiber. As is shown both by numerical simulations and experiments [18, 41],
the full spectral width of the supercontinuum is typically achieved in the first few millimeters
of the fiber. Afterwards, while no new frequencies are created, the individual solitons
and their dispersive wave components keep separating in time as they propagate, causing
increasingly fine interference features in the continuum spectrum [60, 58], which tend to vary
from shot to shot. The unstable fine spectral structure is a problem in many applications.
Using a very short microstructure fiber (< 1 cm) and/or careful choice of fiber or pump
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pulse parameters may minimize the problem.
The microstructure fiber is not the only fiber that can generate supercontinuum with
nJ-level Ti:sapphire pulses. In recent years, tapered glass fibers have also been fabricated.
They have been demonstrated to generate supercontinuum in much the same way as micro-
structure fibers [11]. The tapered fiber is a conventional single-mode fiber adiabatically
tapered to a radius of . 1 µm. In the tapered section, the original cladding and core
collapse into one region, where light is guided, among a “cladding” of air. This fiber has
similar properties as the microstructure fiber, for the index contrast is also high, and the
core is small. Although the tapered fiber is easier to fabricate than the microstructure fiber,
it is also extremely fragile and difficult to use. The practical applications of the tapered
fiber are yet to be seen.
Supercontinuum generation in microstructure fibers has many applications. Most im-
portantly, it is the most easily made ultrabroadband supercontinuum, with nice spatial and
spectral coherence. After all, to generate the supercontinuum, one only needs a Ti:sapphire
oscillator and a short piece of the microstructure fiber, and the quality of the generated
supercontinuum is much better than the one generated in bulk media with amplifier pulses.
The most publicized application is probably the construction of the NIST optical clock.
Using the over-an-octave supercontinuum generated in the microstructure fiber, NIST sci-
entists were able to lock the carrier-envelope phase of their laser system by locking the phase
drift between the blue end of the supercontinuum spectrum and the second harmonic of the
red end of the spectrum. Using the phase-locked laser, an optical clock of record precision
was demonstrated. Other demonstrated applications of supercontinuum generation and
nonlinear effects in the microstructure fiber in general include ultra-high-precision optical
coherence tomography (OCT) [61, 121], quantum optics [48], optical switching [110], etc.
The study of the microstructure fiber and the supercontinuum generation therein still
remains one of the hottest topics in the field. Many questions have yet to be answered or
clarified. Future years will hopefully see a better understanding and wider application of




Ultrashort laser pulses are the shortest events mankind has ever created. Pulses on the
order of femtoseconds are now routinely generated in labs, and are widely used in fields like
physics, chemistry and biology. It is very important to measure these pulses well.
To measure such short pulses is not easy. Indeed, to measure an event in time, you
normally need a shorter event. But how do you measure the shortest event ever created?
The answer is, you will have to use the pulse itself. Early on, techniques that use
this concept, such as the intensity autocorrelation [107, 126], were invented, which can
give a crude, very unreliable estimation of the pulse length, but nothing more than that.
Particularly, it is not only important to know how long the pulse is, or what colors are in
the pulse, but it is also very important to know at what time a color occurs in a pulse, or
equivalently, what colors are present at a certain time. That sort of information is crucial
for the generation, manipulation and application of ultrashort laser pulses, but can only be
obtained by using a full-intensity-and-phase pulse characterization technique.
Several such full characterization techniques were invented in the early 1990s, and their
applications have truly revolutionized the field of ultrafast optics. Among these pulse mea-
surement techniques, frequency-resolved optical gating (FROG) [115, 116] and spectral
phase interferometry for direct electric-field reconstruction (SPIDER) [69] are the two most
well-known and trusted techniques.
FROG is a technique based on the concept of spectrogram, a description of a complex
pulse in the joint time-frequency domain [23]. A FROG trace completely determines the
intensity and phase of a complex pulse, aside from a few trivial ambiguities that some
implementations of the technique have but are easy to deal with. Retrieval of the pulse
intensity and phase relies on an iterative algorithm, which is extremely robust against noise
or system errors. Indeed, using this technique, one not only gets the pulse intensity and
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phase, but also finds how reliable that information is.
SPIDER, on the other hand, uses the spectral interferogram of two frequency-upconverted
copies of the pulse—each with a different time (and hence also spectral) slice of a linearly
chirp pulse—to obtain information about the pulse’s spectral phase. SPIDER requires a
more complicated interferometer-based device, hence is difficult to align, but its pulse re-
trieval algorithm uses a direct inversion procedure, which is fast and easy. The greatest
drawback of SPIDER is its lack of independent checks. In other words, while you always
get a result with a SPIDER measurement, you are not guaranteed its correctness. The
experimental apparatus is so complicated that the result can easily be corrupted by slight
misalignment or inadequate device capability or anything else, and it’s very hard to assess
the quality of the measurement.
The supercontinuum generated from the microstructure fiber, as stated in the previous
section, is arguably the most complicated pulse ever created. Its measurement is a great
challenge for all pulse measurement techniques. It is virtually impossible to make such a
measurement with SPIDER, let alone a convincing one. To accomplish this task, we have
chosen FROG, particularly, a variation of FROG called cross-correlation FROG (XFROG)
[84] in our effort. A couple of clever innovations were used to make this measurement
possible, and the rather surprising results of this measurement are shown in Chapter 3.
In this chapter, we will cover the basics of the FROG and XFROG theory. Interested
readers are referred to the FROG book authored by Rick Trebino [116].
2.1 Autocorrelation
To understand FROG, we will first consider its historical predecessor, the autocorrelation.
The invention of using autocorrelation to measure the pulse length was a very important
development in the art of generating and manipulating ultrashort pulses [107, 126]. It had
been the main technique of the field until being replaced by more sophisticated techniques
such as FROG or SPIDER. Even as we speak today, many people still use autocorrelation
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Figure 3: Schematic diagram of an SHG autocorrelator
In an autocorrelator, we need to create two copies of the pulse to be measured, either
with a beamsplitter or a mirror. The two pulses, variably delayed with respect to one
another, cross in a properly chosen nonlinear optical medium. A nonlinear optical signal
will be generated when the two pulses overlap in space and time, and the magnitude of
the signal depends on the extent of overlap. Normally in an autocorrelator, optimal spatial
overlap is maintained throughout the measurement. The signal intensity is mapped out as
a function of relative delay, from which an “autocorrelation width” is obtained. Assuming a
certain pulse shape, the actual pulse width can be inferred from the autocorrelation width.




|E (t)E (t− τ)|2 dt (4)
The major problem of autocorrelation is that it does not uniquely determine the pulse
characteristics. It cannot even accurately determine the pulse length, as to do that requires
a priori information about the pulse shape, which in fact is impossible to obtain.
The deficiency of autocorrelation is fundamentally rooted in the fact that the amount
of information contained in an autocorrelation trace is much less than the information in
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Figure 4: Schematic diagram of an SHG FROG apparatus
phase, need to be given. An autocorrelation trace only contains N data points—less inputs
than the outputs, meaning the problem is quite underdetermined! Even with additional
measurements such as the spectrum [100], autocorrelation still almost always fails. Recently,
a very good analysis was given in Ref. [20] that showed pulses of vastly different shapes
and lengths can produce very similar autocorrelation traces and power spectra.
Second-order intensity autocorrelation is not the only autocorrelation technique in use.
There are some other autocorrelation techniques such as third-order autocorrelation [44],
interferometric autocorrelation [34], etc. However, they all suffer from the same problem,
and none are accepted ways of characterizing an ultrashort laser pulse.
2.2 FROG
Frequency-resolved optical gating, or FROG, was the first technique able to fully charac-
terize a pulse, yielding not only its intensity, but also its phase [73].
From the experimental point of view, a FROG apparatus is only an autocorrelator fol-
lowed by a spectrometer. Therefore, instead of just measuring the intensity of the nonlinear
optical signal generated by the two variably delayed pulses, the nonlinear optical signal is
now spectrally resolved into a delay-dependent spectrum. The resulting data is then a two-
dimensional trace. If we use second-harmonic generation (SHG) as the nonlinear optical
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process, the FROG trace is:
IFROG (τ, ω) =
∣∣∣∣∫ E (t)E (t− τ) e−iωtdt∣∣∣∣2 (5)
Can the intensity and phase of a pulse be uniquely determined by its FROG trace?
The answer is yes (save a few trivial ambiguities), and very interestingly, the proof is
ultimately based on the Fundamental Theorem of Algebra, one of the most basic theorems
of mathematics.
The problem of pulse characterization can be viewed as a phase retrieval problem, a
well studied problem in the field of image processing. Using autocorrelation to determine
a pulse is equivalent to retrieving the intensity and phase of a one-dimensional vector from
the magnitude of its Fourier transform. Using a FROG trace to determine a pulse, on the
other hand, is equivalent to retrieving the intensity and phase of a two-dimensional matrix
from the magnitude of its two-dimensional Fourier transform.
What had been shown earlier in image processing is that with certain common con-
straints such as finite support, one-dimensional phase retrieval is fundamentally impossible,
whereas two-dimensional phase retrieval is almost always possible [16]. The reason is, curi-
ously, that for a one-variable polynomial, there exists the Fundamental Theorem of Algebra,
but the same theorem does not hold for a two-variable polynomial. The full discussion of
this interesting issue and its implication on phase retrieval is beyond the scope of this thesis.
Detailed discussions can be found in Ref. [116].
Even though a FROG trace uniquely determines a pulse, the correspondence between a
pulse’s intensity and phase and its FROG trace is quite indirect and complicated. No direct
inversion methods exist for retrieving a pulse from its FROG trace. Fortunately, numerical
iterative algorithms work very well for this problem. Since its invention, FROG and its
pulse retrieval algorithms have been used in many different labs and applications, whose
success has testified the strength and reliability of the technique.
Not only can we uniquely determine the pulse from its FROG trace (save a few trivial
ambiguities), we can do it extremely robustly. By making a FROG measurement, we obtain
N2 data points in the two-dimensional trace, but we only need to solve for 2N points for
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the pulse intensity and phase. The problem has now moved from being underdetermined
as in the case of autocorrelation to being overdetermined.
This data redundancy is a special strength of FROG, and indeed, the key to FROG’s
remarkable robustness. It is worth emphasizing that while every pulse corresponds to a
unique FROG trace, not every two-dimensional trace corresponds to a physical pulse. The
two-dimensional matrix space is so much larger than the one-dimensional complex-valued
vector space, that it is only sparsely occupied by the FROG traces corresponding to possible
physical pulses. When given an experimental FROG trace, which may be contaminated by
noise or systematic error, the iterative retrieval algorithm always seeks to find the closest
“physical” FROG trace to the experimental trace, and, by doing this, not only does it yield
the best result, but also yields the accuracy of the measurement, which can be evaluated
using the degree of resemblance between the experimental trace and the retrieved trace.
The data redundancy is not just a safety feature. At times, it yields information that is
apparently missing from the original measurement, but is in fact still encoded in a different
way in the FROG trace. A classic example is the FROG characterization of mode-locked
semiconductor diode laser by Peter Delfyett et al. [29]. In that experiment, fine temporal
structure in the FROG measurement was washed out due to insufficient temporal resolu-
tion. However, spectral bands in the trace contained adequate information for the iterative
algorithm to retrieve the lost temporal structure. Subsequent finer-resolution measure-
ments confirmed the existence of the retrieved temporal structure. In our measurement of
the microstructure-fiber supercontinuum [60], we encountered a similar problem, and the
redundant information in the measured trace also helped retrieve missing fine structure.
Discussions on this interesting issue are in Chapter 3.
There are many variants of FROG, and they are all very useful. For example, we may
use a variety of nonlinear optical processes in FROG, including second-harmonic generation
[30], polarization gating [117], self diffraction [21], transient grating [112], etc. Also, both
single-shot [126] and multi-shot versions of FROG are commonly used.
19
2.3 XFROG
FROG allows us to measure a pulse without a shorter reference pulse. Sometimes, however,
a well-characterized reference pulse is available, often measured by FROG. In this case, we
have the option to use the known reference pulse, which may greatly help our measurement.
One way to use a well-characterized reference pulse is spectral interferometry [53], which
is a linear optical technique, and hence very sensitive. In combination with FROG, spectral
interferometry (called TADPOLE [49] in this form) has measured pulses as weak as 42 zJ
(1 zJ = 10−21 J), a record yet to beat. However, a key requirement to use spectral interfer-
ometry is that the reference pulse has to have equal or larger bandwidth than the pulse we
want to measure, since spectral fringes only appear in the overlapped region of the spectra
of the two pulses.
Obviously, spectral interferometry cannot be used to measure the microstructure-fiber
supercontinuum. The continuum is so broadband that no reference pulse is available for its
measurement. On the other hand, if we can characterize the continuum, it is conceivable
to use it to characterize almost any other ultrafast pulses using spectral interferometry. In
this sense, the microstructure-fiber supercontinuum can be regarded as a generic reference
pulse, a truly exciting prospect. However, the hope of this use of the continuum was
severely damaged when we revealed to the community its surprising fine and unstable
spectral structure, which will be detailed in Chapter 3. The prospect is still not entirely
dead, but we will at least need to resort to an extremely short microstructure fiber, which
produces a more stable and less structured continuum. Such experiments can be a future
direction of research.
The well-characterized reference pulse can also be used in the framework of FROG.
This technique is known as the cross-correlation FROG, or XFROG [84]. In XFROG,
rather than create two replicas of the unknown pulse, we take the unknown pulse and the
reference pulse, and cross them in the nonlinear optical medium. The produced trace will
then be a true spectrogram. Only minor modifications to the FROG algorithm are required
to retrieve the pulse intensity and phase from the XFROG trace, while retaining all the
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Figure 5: Schematic diagram of an SFG/DFG XFROG apparatus
XFROG is especially helpful when the unknown pulse is very weak. A weak pulse pro-
duces a much weaker nonlinear signal in FROG, even with the most sensitive nonlinear
optical process—second-harmonic generation (SHG). The generated signal strength is pro-
portional to the square of the unknown pulse |EFROG| ∝ |Eunk|2. With XFROG, we have
access to a reference pulse, which can be quite stronger. The same second-order nonlin-
ear optical process, now known as sum-frequency generation (SFG) or difference-frequency
generation (DFG), yields a nonlinear signal that is proportional to both the unknown pulse
and the reference pulse |EXFROG| ∝ |EunkEref |.
Another advantage of XFROG comes from easy access to inconvenient wavelengths. For
example, UV pulses with energies less than nJ levels are too weak to be measured with a
third-order nonlinearity FROG technique. SHG FROG cannot be used either because SHG
crystals are absorptive at the second harmonic wavelength of such pulses. Using XFROG,
one can gate the UV pulse with a visible or infrared reference pulse, and the DFG process
produces a signal pulse easy to measure at its wavelength.
Last but not least, an XFROG trace is also easier to interpret than a FROG trace. A
FROG trace is produced by gating the pulse with itself. Both interacting pulses are, by
definition, equally complicated. Although it’s quite possible to read pulse information such
as chirp directly from a FROG trace of a simple pulse, it is usually not straightforward
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with a complicated pulse. And, because the two pulses are the same, SHG-FROG and
other even-order FROG techniques suffer from a direction-of-time ambiguity, by which a
positive and a negative chirp cannot be differentiated. An XFROG trace, on the other
hand, is produced by gating the unknown pulse, with a known reference or gate pulse.
The produced trace is a true spectrogram. If the reference pulse is short and simple, as is
almost always the case, the XFROG trace can simply be read as a plot of frequency vs.
time. A positively chirped pulse and a negatively chirped pulse have opposite slopes in
their XFROG traces. The results of the XFROG retrieval algorithm—pulse intensity and
phase—of course contain the full information of the pulse, and are more useful in numerical
calculations. Nevertheless, one often finds that the XFROG trace itself is very intuitive
and easy to interpret, which makes it an ideal tool for the representation and analysis of
complicated pulses.
The microstructure-fiber supercontinuum is the most complicated pulse ever generated.
Requiring only an oscillator pump, its pulse energy is on the order of nJ, and its bandwidth
is huge! To use FROG to measure the continuum, an extremely thin SHG crystal has to be
used, which would produce minuscule amount of signal. Although it’s not entirely impossi-
ble, and may still be the only possible method to use in certain cases such as to measure a
few-cycle continuum pulse after compression, using FROG to measure the microstructure-
fiber continuum will be very difficult. XFROG, in comparison, is a better choice. In the
next chapter, we will discuss the challenges we face in making the XFROG measurement of
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3.1 Introduction
It has recently become possible to generate an ultrabroadband white-light continuum with
a TEM00 spatial mode and a reportedly smooth and stable spectrum extending throughout
the entire visible and near-IR regions of the spectrum by propagating sub-nanojoule 800-nm
pulses through microstructure fiber [102].
As numerous far-reaching applications for this light are envisioned, it is crucial to mea-
sure the continuum as well as possible, especially its intensity and phase versus time. Such
a measurement involves many complications, however. First, a multi-shot measurement re-
quires that all the continuum pulses in the train be identical. Second, the nonlinear-optical
process used to make the measurement must have a massive phase-matching bandwidth that
exceeds that of the continuum. Third, while the precise time-bandwidth product (TBP)
of the continuum is unknown, our measurements indicate that it is very large (∼ 1000),
making it the most complex ultrashort laser pulse ever generated. The most complex pulse
ever measured previously had a TBP of about 10 [40].
In this chapter, we report preliminary multishot cross-correlation frequency-resolved-
optical-gating (XFROG) measurements [84] of the continuum using a dithered-crystal tech-
nique. We find that the retrieved spectrum is not smooth or stable but instead contains fine
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structure on a ∼ 1-nm scale, in disagreement with previous direct spectral measurements.
Ordinarily such a discrepancy in retrieval would imply inadequacies in the more complex
measurement, which in our case is the XFROG measurement. However, we performed
single-shot measurements of the continuum spectrum, which also reveal ∼1-nm structure,
in excellent qualitative agreement with the XFROG measurements. We also found that
the continuum spectrum varies significantly from shot to shot, becoming smooth only in
averages over several shots. While our multi-shot measurements of the continuum are
thus inherently non-quantitative, they nevertheless provide much useful information, such
as the continuum pulse length, approximate spectral phase, and the clue that the spec-
trum is in fact highly structured. Finally, it is interesting to speculate why our XFROG
measurements—performed using more than 1011 shots—were able to see the spectral struc-
ture when simple spectral averages over as few as 100 pulses did not.
3.2 XFROG Measurement
We first discuss the phase-matching bandwidth, which scales inversely with the crystal
thickness, while signal strength scales with the square of the thickness. In previous work,
Baltuska et al. [8] measured 4.5-fs pulses with spectrum ranging from 600 to 1000 nm using
second-harmonic-generation (SHG) FROG [115] with an extremely thin (10-µm-thick) β-
barium borate (BBO) crystal. Thus, crystals considerably thinner than 10 µm would seem
to be required to measure the much broader microstructure-fiber continuum. Such crystals
are not available and, even if they were, would yield insufficient signal strength to actually
make this measurement.
An SHG-based measurement of a pulse with wavelengths from 400 to 1600 nm gen-
erates wavelengths from 200 to 800 nm. Because crystal dispersion increases drastically
near 200 nm, phased-matching these short wavelengths is especially problematic. This
difficulty can be significantly reduced by performing XFROG, which uses sum-frequency
generation (SFG) with a known potentially narrower-band gate pulse (here a ∼ 30-fs, 50-
nm-bandwidth, 800-nm-wavelength pulse directly from a Ti:sapphire oscillator). SFG in-




Fig. 1.  (a) Normalized SHG phase-matching efficiency of a 10-µm-thick BBO for angles 
ranging from 0° to 90°; (b) phase-matching angle tuning curve for SHG and SFG with an 800-
nm gate pulse. 
Figure 6: (a) Normalized SHG phase-matching efficiency of a 10-µm-thick BBO crystal
for angles ranging from 0◦ to 90◦; (b) phase-matching angle tuning curve for SHG and SFG
with an 800-nm gate pulse.
to ∼ 550 nm, a considerably reduced signal-light bandwidth, which is, in fact, the more
important quantity. Indeed, the required range of crystal phase-matching angles is much
less (see Figure 6).
The use of XFROG helps, but, by itself, is not sufficient for performing this measure-
ment. Fortunately, in recent work [98] we showed that, in a multi-shot measurement, it
is in fact not necessary for the crystal phase-matching to achieve the full pulse bandwidth
on every pulse; instead it is sufficient to do so over the measurement period—a much less
strict condition. Because the crystal phase-matching angle varies with wavelength, angle-
dithering a relatively thick crystal will increase the bandwidth of an (autocorrelator or)
FROG.
We combined the dithered-crystal technique with XFROG to measure the continuum
generated by sending ∼ 1 nJ of energy through 16 cm of microstructure fiber. We butt-
coupled the microstructure fiber to a 3.4-µm-mode-field-diameter standard step-index fiber,
reducing the full divergence angle of the continuum from ∼60◦ to ∼12◦. Using a 40×
reflective Cassegrain objective slightly off-axis, we achieved good-quality collimation.
Our apparatus is shown in Figure 7. We used a 1-mm-thick BBO crystal (whose group-
velocity-dispersion-induced chirp is small compared to that of the continuum) that was
rapidly angle-dithered by sim20◦. The beam crossing angle was 2◦, the delay increment
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Fig. 2.  Schematic diagram of the multi-shot XFROG measurement apparatus.  BS, beam-















Figure 7: Schematic diagram of the multi-shot XFROG measurement apparatus. BS,
beam-splitter; µ-s, microstructure fiber; b-c, butt-coupling fiber.
was 3 fs, the wavelength increment was 1 nm, and the wavelength resolution was less
than 1 nm. Our measured trace had dimensions 3000 × 1024, which we interpolated and
expanded to 8192×8192 for retrieval. We corrected traces for the wavelength dependence of
phase-matching efficiency, taking into account such effects as phase-mismatch, nonlinearity
dispersion, the ω-factor in Maxwell’s equations, our crystal-angle dithering, and efficiency
of the grating-camera system.
The measured XFROG trace is shown in Figure 8. The retrieved spectral phase was
therefore mainly cubic, in agreement with the trace’s parabolic shape. Although the re-
trieved spectrum has the same gross shape as the independently measured spectrum, we
observe much fine-scale structure in the retrieved trace and spectrum that we did not see
in the measured quantities, a clear indication that something is amiss.
3.3 Evidence of Unstable Fine Spectral Structure
In previous work measuring other light sources [29], retrieved FROG traces showed structure
not present in measured traces, which was later revealed by subsequent measurements with
improved resolution. With this knowledge, we have retaken XFROG measurements many






Fig. 3.  XFROG measurement of the microstructure-fiber continuum with an 800-nm 30-fs pre-
characterized reference pulse:  (a) measured trace, (b) retrieved trace, (c) retrieved temporal 
intensity (solid) and phase (dash), (d) retrieved spectral intensity (solid) and phase (dash), and (e) 
independently measured spectrum.  The XFROG error was 0.012.  The insets in plots (a) and (b) 















Figure 8: XFROG measurement of the microstructure-fiber continuum with an 800-nm
30-fs pre-characterized ref rence pulse: (a) measured t ace, (b) retrieved trace, (c) retrieved
temporal intensity (solid) and phase (dash), (d) retrieved spectral intensity (solid) and phase
(d sh), (e) ind pendently measured spectrum. The XFROG error was 0.012. The insets in
plots (a) and (b) are higher-resolution sections in the traces. Both traces are 8096 × 8096
in dimension. SF, sum frequency.
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culminating in the measurements reported here, and we continue to observe fine-scale (∼
1 nm) structure in the retrieved trace and retrieved spectrum.
A possible explanation for these observations is that variations in the continuum pulse
from shot to shot wash out the structure in directly measured spectra and in measured
XFROG traces. That the information on the spectral structure remains in the multi-shot
XFROG trace is possible because FROG traces contain much redundancy, and information
washed out in one domain may remain in the other. Specifically, fine-scale frequency infor-
mation is also present in the trace in the form of slow oscillations in delay, which are less
likely to wash out. Specifically, fine-scale frequency information is also present in the trace
in the form of slow oscillations in delay, which are less likely to wash out.
To test this hypothesis, we performed the first single-shot spectral measurements of
the microstructure-fiber continuum. The output pulse from a Ti:sapphire oscillator was
amplified by an adjustable-repetition-rate regenerative amplifier to ∼ 100 µJ per pulse,
which was then attenuated to ∼ 1 nJ for input into 152 cm of 2-µm-diameter microstructure
fiber from OFS Fitel Laboratories. Using different amplifier repetition rates and camera
exposure times, we could vary the number of shots in a measurement (see Figure 9).
Figure 9 shows a 120-nm section of the continuum from 490 to 610 nm, with resolution of
about 1 nm. Note that the fewer shots, the more spectral structure. Finally, the single-shot
spectrum exhibits deep and fine oscillations, and each single-shot spectrum is different. If
we manually take an average of just four successive single-shot spectra [Figure 9(e)], the
oscillation amplitude decreases greatly, and the spectrum approaches those averaged over
many shots. Shot-to-shot energy jitter in our amplified pulses was about 1%.
Theoretical simulations also confirmed our hypothesis (see Figure 10). Using a cubic
spectral phase and a smooth super-Gaussian spectrum, we generated a smooth parabolic
XFROG trace [Figures 10(a)–10(c)]. Imposing 100% multiplicative random noise on the
spectrum, however, yielded a pulse with much structure in its trace [Figures 10(d)–10(h)].
The XFROG algorithm retrieves both the smooth and the structured spectra from their
respective traces. Averaging 100 such structured traces washed out the structure and gener-




Fig. 4. (a) Entire spectrum of the continuum, averaged over 10,000 pulses, (b) a spectral section 
of the continuum exposed for 10,000 shots, (c) exposed for 100 shots, (d) exposed for a single 
shot, (e) numerical average of single-shot measurements taken successively, where the dashed 
and dotted lines are two single-shot spectra taken seconds apart, and the solid line is the average 
of four single-shot spectra.  Our measured single-shot spectra contained ~2 × 105 photons per 
Figure 9: Continuum spectrum with various number of shots: Entire spectrum of the
continuum (a) averaged over 10,000 pulses, and spectral sections of the continuum exposed
for (b) 10,000 shots, (c) 100 shots, and (d) a single shot. (e) Numerical average of single-
shot measurements taken successively; dashed and dotted curves are two single-shot spectra
taken seconds apart, and the solid curve is the average of four single-shot spectra. Our
measured single-shot spectra contained ∼ 2 × 105 photons per pixel, so shot noise was









Figure 10: Simulations: (a) Theoretically generated, (b) retrieved XFROG traces, and
(c) retrieved spectral intensity and phase of a pulse of a smooth super-Gaussian spectrum
and cubic spectral phase, XFROG error 0.00015. (d) Theoretically generated, (e) retrieved
XFROG traces, and (f) retrieved spectral intensity and phase of a pulse with a structured
spectrum and cubic spectral phase, XFROG error 0.00031. (i) Average of 100 such struc-
tured traces, (j) retrieved XFROG trace, and (k) retrieved spectral intensity and phase from
trace (i), XFROG error 0.0027. Plots (g), (h), (l) and (m) are higher-resolution sections in
traces (d), (e), (i) and (j) respectively. All the traces are 1024× 1024 in dimension.
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[Figures 10(i) and 10(l)]. Retrieval on the smoothed-out trace not only preserved the gross
shape of the trace, but also placed the fine structure back into the spectrum and the trace
[Figures 10(j), 10(k), and 10(m)]. Also interesting to note is that the spectral phase was
well retrieved, whether we started from a smooth, a structured or an artificially smoothed
trace. This simulation imitates the real experiment and strongly supports our hypothesis.
Theoretical simulations of continuum generation have also predicted a deep and fine
structure in the continuum spectrum [54, 39]. These simulations also predict large varia-
tions from very small fractional input power changes, also in agreement with our XFROG
measurements.
We conclude that, because any single continuum pulse spectrum is highly structured, any
measured smooth multi-shot spectrum—from even the most stable unamplified oscillator—
must have involved averaging over widely different highly structured individual spectra.
However, the retrieved spectral phase appears to be relatively stable, consistent with the
coherence measurements of Bellini and Hänsch on bulk-media continuum generation [10].
It will be interesting to see the implications of these variations on continuum applications.
This research was supported by a Georgia Tech start-up grant from the Georgia Research
Alliance and by National Science Foundation grant 9988706.
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4.1 Introduction
Supercontinuum (SC) generation in microstructure fiber has now been reported under a
variety of experimental conditions, and has found particularly important applications in
optical frequency metrology [31]. Although SC generation is complex, several studies have
now identified the dominant spectral broadening mechanisms, providing insight into the
stability (or the lack thereof) of the generated SC [67, 54, 38]. Numerical simulations, in
particular, have shown that SC generation can exhibit extreme sensitivity to input pulse
noise, leading to both shot-to-shot intensity fluctuations which can wash out spectral fine
structure and shot-to-shot phase fluctuations that degrade the SC coherence [54, 38]. These
predictions were confirmed experimentally by frequency-resolved optical gating (FROG) and
single-shot spectral measurements [60], and by using RF noise analysis to measure both the
relative intensity noise [52, 25] and the long-term carrier-envelope phase coherence [51].
The SC coherence can also be conveniently quantified by interfering together indepen-
dently generated SC in a Young’s two source type experiment. This technique, first reported
by Bellini and Hänsch in the context of SC generation in bulk media [10], has also recently
been used to quantify the relative coherence of independently seeded optical parametric
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amplifiers [9]. In this paper, we report the first use of this method to characterize the
coherence of microstructure fiber SC by interfering together two SC generated in differ-
ent fiber segments, and in particular, we carry out a quantitative analysis of the resulting
interferogram that allows the wavelength dependence of the mutual degree of coherence
to be determined. A comparison with stochastic nonlinear Schrödinger equation (NLSE)
simulations shows that the observed coherence degradation is consistent with fluctuations
in the injected peak power significantly higher than the quantum limit. The significance
of measuring the mutual coherence function is that it is the most natural measure of the
phase coherence of light, and that experiments sensitive to phase stability will, in general,
depend on it in some way. For SC generation, it provides an extremely useful measure
of the sensitivity of the spectral broadening processes to input pulse noise, allowing the
optimization of experimental design to ensure coherent SC generation.
Our experiments used a 90 MHz repetition rate KM Labs Ti:sapphire laser generating
transform-limited 60 fs pulses at 800 nm. The pulses were injected into Lucent Technologies
microstructure fiber with zero-dispersion wavelength ∼ 770 nm [102]. Before using the
Bellini-Hänsch technique for coherence measurements, a preliminary study of the SC phase
stability was performed using a straightforward spectral interference experiment between a
typical microstructure-fiber-generated SC, and a picked-off fraction of the laser pump pulses.
Figure 11 shows these results for an 18-cm fiber length and an injected pulse energy of 1 nJ.
Distinct interference fringes are observed in the overlap region of the two spectra, suggesting
that some coherence with the pump pulses is maintained during the SC generation process.
The presence of this residual pump-SC coherence is a priori surprising, as both numerical
simulations of SC generation and spectral broadening in both microstructure fiber [54, 38]
and standard fibers [93] have shown strong coherence degradation due to the amplification
of input pulse noise. Moreover, cross-correlation FROG measurements of microstructure
fiber SC generation have also shown strong shot-to-shot instabilities [60]. In this context,
however, we note that the numerical studies in Refs. [54, 38, 25] have shown that the
robustness of the SC generation process to input pulse noise (and hence the output SC
coherence) depends strongly on the input pulse parameters, and the use of sub-100 fs pulses
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Supercontinuum (SC) generation in microstructure fiber has now been reported under a 
variety of experimental conditions, and has found particularly important applications in 
optical frequency metrology [1].  Although SC generation is complex, several studies have 
now identified the dominant spectral broadening mechanisms, providing insight into the 
stability (or the lack thereof) of the generated SC [2-4].  Numerical simulations, in particular, 
have shown that SC generation can exhibit extreme sensitivity to input pulse noise, leading to 
both shot-to-shot intensity fluctuations which can wash out spectral fine structure and shot-to-
shot phase fluctuations that degrade the SC coherence [3, 4].  These predictions were 
confirmed experimentally by frequency-resolved optical gating (FROG) and single-shot 
spectral measurements [5], and by using RF noise analysis to measure both the relative 
intensity noise [6, 7] and the long-term carrier-envelope phase coherence [8]. 
The SC coherence can also be conveniently quantified by interfering together 
independently generated SC in a Young’s two source type experiment.  This technique, first 
reported by Bellini and Hänsch in the context of SC generation in bulk media [9], has also 
recently been used to quantify the relative coherence of independently seeded optical 
parametric amplifiers [10].  In this Letter, we report the first use of this method to characterize 
the coherence of microstructure fiber SC by interfering together two SC generated in different 
fiber segments.  Analysis of the resulting interferogram allows the wavelength dependent 
mutual degree of coherence to be determined, and a comparison with stochastic nonlinear 
Schrödinger equation (NLSE) simulations shows that the observed coherence degradation is 
consistent with fluctuations in the injected peak power.  The significance of measuring the 
mutual coherence function is that it is the most natural measure of the phase coherence of 
light, and that experiments sensitive to phase stability will, in general, depend on it in some 
way.  For SC generation, it provides an extremely useful measure of the sensitivity of the 
spectral broadening processes to input pulse noise, allowing the optimization of experimental 
design to ensure coherent SC generation. 
Fig. 1. Spectral interference of a generated SC with the Ti:Sapphire pump pulse.  Shown in 
the plot are the spectra of: the microstructure-fiber SC (green line), the Ti:Sapphire output 
(blue line), and the interference spectrum of the two (black line).  The inset shows an 
expanded section of the interference spectrum around 795 nm. 
Figure 11: Spectral interf renc of a generat d SC with the Ti:sapphire pump pulse.
Shown in the plot are the spectra of: the microstructure-fiber SC (dotted line), the
Ti:sapphire output (dashed line), and the interference spectrum of the two (solid line).
The inset shows an expanded section of the interference spectrum around 795 nm.
would be expected to preserve some degree of spectral phase coherence even in the presence
of significant spectral broadening. The residual coherence measured here using 60-fs pulses
is consistent with these numerical results.
As has been discussed in detail in Refs. [38, 25], the dependence of the supercontinuum
coherence on the input pulse duration can be understood physically in terms of the interplay
between the spectral broadening processes associated with soliton fission [65] and modula-
tional instability or four wave mixing [82]. With pulses injected in the anomalous dispersion
regime, the initial pulse is viewed as a higher-order soliton that splits into individual funda-
mental solitons at different center wavelengths. However, because modulational instability
gain amplifies any fluctuations present on the input pulse envelope, this process is extremely
sensitive to the presence of any input pulse noise. The degree of sensitivity depends on the
distance scale over which soliton fission occurs: for shorter pulses where fission occurs over a
shorter propagation distance, modulational instability gain (which scales as the product of
peak power and length) does not play as significant a role in perturbing the pulse break-up
process and thus the resulting broadband spectrum exhibits higher intensity stability and
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Our experiments used a 90 MHz repetition rate KM Labs Ti:Sapphire laser generating 
transform-limited 60 fs pulses at 800 nm.  The pulses were injected into Lucent Technologies 
microstructure fiber with zero-dispersion wavelength ≈ 770 nm [11].  Before using the 
Bellini-Hänsch technique for coherence measurements, a preliminary study of the SC phase 
stability was performed using a straightforward spectral interference experiment between a 
typical microstructure-fiber-generated SC, and a picked-off fraction of the laser pump pulses.  
Fig. 1 shows these results for an 18 cm fiber length and an injected pulse energy of 1 nJ.  
Distinct interference fringes are observed in the overlap region of the two spectra, suggesting 
that some coherence with the pump pulses is maintained during the SC generation process. 
The presence of this residual pump-SC coherence is a priori surprising, as both numerical 
simulations of SC generation and spectral broadening in both microstructure fiber [3, 4] and 
standard fibers [12] have shown strong coherence degradation due to the amplification of 
input pulse noise.  Moreover, cross-correlation FROG measurements of microstructure fiber 
SC generation have also shown strong shot-to-shot instabilities [5].  In this context, however, 
we note that the numerical studies in References [3, 4] have shown that the robustness of the 
SC generation process to input pulse noise (and hence the output SC coherence) depends 
strongly on the input pulse parameters, and the use of sub-100 fs pulses would be expected to 
preserve some degree of spectral phase coherence even in the presence of significant spectral 
broadening, as in that regime, the more stable self-phase modulation process dominates over 
modulational instability, which is the main source of decoherence in supercontinuum 
generation. The residual coherence measured here using 60-fs pulses is consistent with these 
numerical results.  
To study the SC coherence more quantitatively, the Bellini-Hänsch technique was 
implemented using the setup in Fig. 2.  The Ti:Sapphire output was split into two pulse trains 
which were injected along parallel polarization eigen-axes of two separate 18-cm fiber 
segments to yield independently generated SC with similar characteristics.  The fiber output 
ends were secured next to each other in the same mounting slot of a fiber chuck.  The SC were 
then collimated by a microscope objective and passed through a linear polarizer. (Although 
the SC was > 80% linearly polarized, the use of a polarizer facilitates optimal comparison 
with the scalar simulations described below.)  The objective was adjusted so that the beams 
expanded and overlapped at the entrance slit of a spectrometer. A slice of the overlapped 
beams entered the spectrometer, and the spectra at all points along the slit were recorded by a 
two-dimensional camera at the spectrometer exit plane, which averaged for 20 ms (1.8 × 106 
pulses).  The two beams were aligned so that the interference fringes were across the direction 
of the slit, parallel to the direction of spectral dispersion, and readily observable on the 






Fig. 2.  Schematic diagram of the Young’s double-slit-type setup.  In the diagram: λ/2-wp, 
half-waveplates; MS 1 and MS 2, microstructure fiber segments. Figure 12: Schematic diagram of the Young’s double-slit-type setup.
phase coherence. This can also be understood by considering that, for injected pulses with
the same energy but different durations, shorter input pulses are associated with a lower
soliton number so that the degree of soliton fission and hence the sensitivity to input pulse
noise is lower.
4.2 Bellini-Hänsch-Type Experiment
To study the SC coherence more quantitatively, the Bellini-Hänsch technique was imple-
mented using the setup in Figure 12. The Ti:sapphire output was split into two pulse trains
which were injected along parallel polarization eigen-axes of two separate 18-cm fiber seg-
ments to yield independently generated SC with similar characteristics. The fiber output
ends were secured next to each other in the same mounting slot of a fiber chuck. The
SC were then collimated by a microscope objective and passed through a linear polarizer.
(Although the SC was > 80% linearly polarized, the use of a polarizer facilitates optimal
comparison with the scalar simulations described below.) The objective was adjusted so
that the beams expanded and overlapped at the entrance slit of a spectrometer. A slice of
the overlapped beams entered the spectrometer, and the spectra at all points along the slit
were recorded by a two-dimensional camera at the spectrometer exit plane, which averaged
for 20 ms (1.8 × 106 pulses). The two beams were aligned so that the interference fringes
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camera.  The relative delay was minimized.  Because of the large SC bandwidth, it was 
necessary to record separate interferograms over wavelength ranges 350 – 850 nm and 800 – 
1500 nm, and these results are presented separately in Fig. 3(a) and (b).  Well-defined 
interference fringes are clearly seen in the overlapped region of the two beams, indicating 
coherence over a wide range of wavelengths.   The wavelength-dependent fringe visibility 
V(λ) can be easily extracted from the interferograms and, together with the measured 
individual SC spectra I1(λ) and I2(λ), one can calculate the magnitude of the degree of first 
order mutual coherence as a function of wavelength using: ( ) ( )
( ) ( ) ( )













Note that the calculation of  ( ) ( )112g λ  naturally includes differences in the interfering SC 
intensities, relaxing the (in-practice difficult) experimental constraint of equal injected pulse 
energies.  Here, and elsewhere in this paper, all coherence and visibility measurements are 
calculated at zero relative delay between the two fields.  Also note that, although the visibility 
was measured over 570 – 1020 nm, calculations of the coherence were restricted to the range 
630 – 910 nm where the individual SC intensities were sufficiently above the measurement 
noise floor that unphysical artifacts could be avoided. 
(b) (a) 
Fig. 3.  Measured spatially resolved interferograms for (a) shorter- and (b) longer- 
wavelength sections of the SC. 
Fig. 4(a) shows the results of this analysis.  Here, the top two panels show the visibility 
and the corresponding calculated degree of coherence, and the bottom panel shows the 
independently measured SC spectra.  The solid and dashed lines correspond to measurements 
over the shorter and longer wavelength ranges of the SC as shown in Figs. 3(a) and (b) 
respectively.  The visibility and degree of coherence are both high (~0.8) in the vicinity of the 
pump wavelength, confirming the spectral interference experiments described above. Away 
from the pump wavelength, however, a complicated wavelength dependent structure is present 
in both curves, and both the visibility and the coherence clearly decrease.  We have found it 
useful to quantify these results in terms of the median visibility and degree of coherence, 
which we calculate to be 0.30 and 0.56 respectively.  Significantly, the fact that the median 
degree of coherence is higher than the median visibility suggests that it is not only the loss of 
phase coherence which contributes to the loss of visibility, but also the fact that we were 
unable to generate identical SC spectra in our experiments (which was expected, in view of 
the spectrum’s extreme dependence on the various system parameters), so that there are 
differences in the interfering intensities at each wavelength.  From a practical viewpoint, the 
median degree of coherence can be interpreted physically as providing a measure of the 
suitability of the SC generated under different conditions for metrology or stabilization 
purposes.   
Figure 13: Measured spa ially resolved interferograms for (a) shorter- and (b) longer-
wavelength sections of the SC.
were across the direction of the slit, parallel to the direction of spectral dispersion, and
readily observable on the camera. The relative delay was minimized. Because of the large
SC bandwidth, it was necessary to record separate interferograms over wavelength ranges
350–850 nm and 800–1500 nm, and these results are presented separately in Figure 13(a)
and 13(b). Well-defined interference fringes are clearly seen in the overlapped region of
the two beams, indicating coherence over a wide range of wavelengths. The wavelength-
dependent fringe visibility V (λ) can be easily extracted from the interferograms and, to-
gether with the measured individual SC spectra I1(λ) and I2(λ), one can calculate the
mag itude of the degre of first order mutual coherence as a function of w velength using:∣∣∣g(1)12 (λ)∣∣∣ = V (λ) [I1 (λ) + I2 (λ)]
2 [I1 (λ) I2 (λ)]
1/2
. Note that the calculation of
∣∣∣g(1)12 (λ)∣∣∣ naturally includes
differences in the interfering SC intensities, relaxing the (in-practice difficult) experimental
constraint of equal injected pulse energies. Here, and elsewhere in this paper, all coherence
and visibility measurements are calculated at zero relative delay between the two fields.
Also note that, although the visibility was measured over 570–1020 nm, calculations of the
coherence were restricted to the range 630–910 nm where the individual SC intensities were
sufficiently above the measurement noise floor that unphysical artifacts could be avoided.
Figure 14(a) shows the results of this analysis. Here, the top two panels show the vis-













Figure 14: Coherence measurement and simulation results (a): experimentally measured
SC spectra from each fiber (bottom), the visibility extracted from the interferogram between
the two SC (middle) and the corresponding calculated degree of coherence (top). (b):
corresponding results from simulations.
37
the independently measured SC spectra. The solid and dashed lines correspond to mea-
surements over the shorter and longer wavelength ranges of the SC as shown in Figures
13(a) and 13(b) respectively. The visibility and degree of coherence are both high (∼ 0.8)
in the vicinity of the pump wavelength, confirming the spectral interference experiments
described above. Away from the pump wavelength, however, a complicated wavelength de-
pendent structure is present in both curves, and both the visibility and the coherence clearly
decrease. We have found it useful to quantify these results in terms of the median visibility
and degree of coherence, which we calculate to be 0.30 and 0.56 respectively. Significantly,
the fact that the median degree of coherence is higher than the median visibility suggests
that it is not only the loss of phase coherence which contributes to the loss of visibility,
but also the fact that we were unable to generate identical SC spectra in our experiments
(which was expected, in view of the spectrum’s extreme dependence on the various system
parameters), so that there are differences in the interfering intensities at each wavelength.
From a practical viewpoint, the median degree of coherence can be interpreted physically
as providing a measure of the suitability of the SC generated under different conditions for
metrology or stabilization purposes.
4.3 Numerical Simulations
To interpret the experiments further, we used a stochastic NLSE model which rigorously























∣∣E(z, t− t′)∣∣2 dt′ + iΓR(z, t)
 (6)
Here E(z, t) is the pulse envelope in a co-moving frame, the βk’s describe the fiber
dispersion over 300–2000 nm, and the nonlinear coefficient γ = 85 W−1km−1 at 800 nm.
The function R (t) = (1− fR) δ (t) + fRhR (t) includes instantaneous and delayed Raman
contributions with the fractional Raman contribution fR = 0.18. For hR, we used the
measured Raman response of silica. Spontaneous Raman noise appears as the stochastic
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variable ΓR which has frequency domain correlations given by:
∣∣〈ΓR (Ω, z) Γ∗R (Ω′, z′)〉∣∣ = 2fR~ω0γ |ImhR (Ω)| [nth (|Ω|) + U (−Ω)] δ (z − z′) δ (Ω− Ω′)
(7)
where the thermal Bose distribution nth (|Ω|) = [exp (~Ω/kBT )− 1]−1 and U is the Heav-
iside step function. The initial conditions are those of the measured pulse duration and
chirp, with the addition of quantum-limited shot noise and technical noise as described
below. The input pulse duration was 60 fs, and the injected pulse energies were 0.25
nJ for fiber 1 and 0.58 nJ for fiber 2, corresponding to experiments. The simulations
were used to generate an ensemble of independent SC pairs [E1(λ), E2(λ)] with different








〉]1/2 as well as the corresponding fringe visibility (taking
into account the different mean intensities).
Assuming shot-noise-limited input pulses in each fiber, no significant coherence degra-
dation was observed in the simulations, with
∣∣∣g(1)12 (λ)∣∣∣ ≈ 1 at all wavelengths. This is
consistent with earlier simulations [54, 38], and suggests that the observed coherence degra-
dation in our experiments arises from other noise sources. The level of this additional noise
was estimated from simulations using a simple numerical noise model based on injected
peak power fluctuations, and adjusting the noise magnitude so that coherence degradation
comparable to that in experiments was observed. Figure 14(b) shows simulation results
assuming an input pulse noise level of 2%. Firstly, we note that the simulated mean spectra
are in qualitative agreement with experiment, reproducing well the overall spectral width
and the major spectral peaks at both extremes of the SC. Secondly, we see that the addition
of this additional noise leads to significant coherence degradation, with median visibility
and coherence of 0.35 and 0.64 respectively (calculated over the same wavelength ranges as
in experiment). These results are in good agreement with experiment. Although no detailed
studies were carried out to study the physical origin of this noise in more detail, additional
experiments measured the level of technical injection noise at typically 0.4%. This suggests
that other noise effects, possibly due to polarization instabilities also play an important role
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in the coherence degradation. A quantitative study of these effects, however, will require
the development of a fully vectorial stochastic NLSE.
In conclusion, we have shown that the Bellini-Hänsch technique has successfully allowed
the first quantitative measurement of the wavelength-dependent spectral phase coherence of
SC generated in microstructure fiber. Although shot-noise-limited 60-fs input pulses would
be expected to yield a high degree of coherence across the entire SC spectrum, we experimen-
tally observe significantly higher coherence degradation which exhibits strong wavelength
dependence. Additional simulations allow us to estimate the magnitude of the additional
noise present in the experiments as being consistent with 2% intensity fluctuations. Sub-
sequently, we have been able to show that injection instabilties alone do not account for
this level of fluctuation, suggesting that the decoherence effects most likely arise from a
propagation-related instability. Since our numerical model is based on a scalar nonlinear
Schrödinger equation, this suggests polarization-related effects as the most likely source of
instability. Further investigations of such noise sources and their influence on the coherence
will require a systematic study using the same Bellini-Hänsch method employed in this pa-
per, under a variety of conditions, including different fiber lengths, pump power levels, fiber
orientations and input polarizations. Nevertheless, the stochastic NLSE simulations have
reproduced well the measured mutual degree of coherence assuming 2% fluctuations in the
injected peak power, and these results suggest that the generation of coherent SC will re-
quire particular care in the stabilization of the pump laser and the mechanical fiber injection
conditions. With the assumption of stabilized shot-noise-limited input pulses, additional
numerical studies suggest that highly coherent SC (median degree of coherence > 0.95) can
be readily obtained using pulses of duration 50 fs or less, and indeed we note that this is the
pulse duration range which has been used successfully for stabilization purposes [52, 51].
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CHAPTER 5
STUDIES OF FINE SPECTRAL STRUCTURE IN
MICROSTRUCTURE-FIBER SUPERCONTINUUM
This chapter originally appeared as a conference paper by the author :
Xun Gu, Faisal Ahmad, Alexander L. Gaeta, Rick Trebino, and Robert S. Windeler, Fine
spectral features in single-shot microstructure-fiber continuum, presented at the Conference
on Laser and Eletro-Optics (CLEO), Baltimore, MD, June 1–6, 2003. [58]
Supercontinuum generation in newly developed microstructure fibers [102] is exciting
and is finding many applications. It was recently discovered [60, 54] that the spectrum
of the ultrabroadband light is neither smooth nor stable, as was believed from previous
measurements. Indeed, the supercontinuum spectrum is full of deep fine features, which are
extremely sensitive to pump conditions. Very small shot-to-shot input pulse variations cause
the fine spectral features to shift, and over many shots (typically > 106 with a Ti:sapphire
oscillator), they average out, leaving only a smooth envelope.
These unstable fine spectral features have many implications for applications of the
microstructure-fiber continuum. In our experiments that first revealed these spectral fea-
tures, the spectrometer had a resolution of ∼ 1 nm, the same scale as the observed spectral
structure [60]. Whether there is finer structure, what the structure is at different wave-
lengths, how stable it is, and how the structure evolves in the microstructure fiber are the
subject of this study.
We used a regenerative Ti:sapphire amplifier system and attenuated its output to pump
the microstructure fiber and generate white-light continuum. The repetition rate of the
amplifier output was reduced so that single-shot spectra could be measured. A half-meter
spectrometer with a 1200 groove/mm grating was used, yielding a resolution of 0.09 nm.
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It is interesting to note that significant and complex differences exist in the fine spectral features of the 
continua generated with the three different lengths, although the widths of all the spectra are similar.  At the 
blue end of the spectrum (500 and 600 nm), all three continua have unstable spectral features, and it is clear 
that the features get finer as the continuum pulse propagates along the fiber.  From 500 to 700 nm, the scale 
of spectral features increases in 52-mm-fiber and 115-mm-fiber continua, and in the 8-mm-fiber 
continuum, there are also deeper 1-nm-scale modulations on top of the envelope.  At 900 and 950 nm, the 
8-mm-fiber continuum contains similar fine-scale features, although the intensity varies.  In the 52-mm-
fiber and the 120-mm-fiber continua, greater shot-to-shot variations are seen.  
These varying features clearly indicate that although the envelope of the continuum reaches its full 
width after only a few millimeters of propagation in the microstructure fiber, additional processes other 
than dispersion are responsible for the fine structure of the continuum.  Our numerical simulations indicate 
that it is due to the generation of multiple solitons at different wavelengths which, as a result of third-order 
dispersion, travel with different group velocities down the fiber.  The separation in time between the pulses  
increases with propagation distance and results in finer and finer structure in the spectral domain (see 
Figure 1).  Not surprisingly, for relatively long propagation distances this temporal separation is extremely 
sensitive to input pulse energy resulting in the highly sensitive nature of the spectral sub-structure.  These 
























Figure 1  (a) Theoretically predicted continuum spectrum near 500 nm for (a) 1 cm  and (b) 10 cm interaction lengths. 
Figure 15: (a) Theoretically predicted continuum spectrum near 500 nm for (a) 1 cm and
(b) 10 cm interaction lengths.
Three lengths of microstructure fiber were used in this study: 8 mm, 52 mm and 115
mm, and the results are shown in Table 1.
It is interesting to note that significant and complex differences exist in the fine spectral
features of the continua generated with the three different lengths, although the widths
of all the spectra are similar. At the blue end of the spectrum (500 and 600 nm), all
three continua have unstable spectral features, and it is clear that the features get finer
as the continuum pulse propagates along the fiber. From 500 to 700 nm, the scale of
spectral features increases in 52-mm-fiber and 115-mm-fiber continua, and in the 8-mm-
fiber continuum, there are also deeper 1-nm-scale modulations on top of the envelope. At
900 and 950 nm, the 8-mm-fiber continuum contains similar fine-scale features, although the
intensity varies. In the 52-mm-fiber and the 120-mm-fiber continua, greater shot-to-shot
variations are seen.
These varying features clearly indicate that although the envelope of the continuum
reaches its full width after only a few millimeters of propagation in the microstructure
fiber, additional processes other than dispersion are responsible for the fine structure of
the continuum. Our numerical simulations indicate that it is due to the generation of
multiple solitons at different wavelengths which, as a result of third-order dispersion, travel
with different group velocities down the fiber. The separation in time between the pulses
increases with propagation distance and results in finer and finer structure in the spectral
domain (see Figure 15). Not surprisingly, for relatively long propagation distances this
temporal separation is extremely sensitive to input pulse energy resulting in the highly
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Table 1: Single-shot spectra of supercontinuum generated in microstructure fibers of
lengths 8 mm, 52 mm and 115 mm respectively. Plotted in each figure are ten single-shot
spectra measured consecutively from the microstructure fiber of given length.







sensitive nature of the spectral sub-structure. These results argue for the use of shorter
fiber for better-controlled experiments. Future single-shot FROG measurements should
even better elucidate the physics of this complex light and the processes that create it.
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CHAPTER 6
XFROG MEASUREMENT OF INFRARED
SUPERCONTINUUM GENERATED IN
CONVENTIONAL FIBER
This chapter originally appeared as a conference paper by the author :
Lin Xu, Xun Gu, Mark Kimmel, Patrick O’Shea, Rick Trebino, and Almantas Gal-
vanauskas, “Ultra-broadband IR continuum generation and its phase measurement us-
ing cross-correlation FROG,” presented at the Conference on Lasers and Electro-Optics
(CLEO), Baltimore, MD, May 6–11, 2001. [127]
Ultrashort laser pulse technology plays an important role in the fields of physics, chem-
istry, biology, etc. The shorter the pulse, the faster the time scales that become accessible.
More importantly, the broad bandwidths of such pulses, whether the pulses are short or
not, are useful for many applications, including communication, coherent control of chemical
reaction, ultrahigh-spatial-resolution optical coherence tomography, and optical metrology.
Various approaches have been used to generate such broadband light, and continuum gen-
eration has been particularly successful, currently holding the record for the shortest event
ever created in the visible–near IR spectral region [8]. In this paper, we report fairly flat-
spectrum ultra-broadband IR continuum generation extending from 880 to 2400 nm using
a high-energy 1550 nm pulse from a fiber oscillator/amplifier system [46], coupled into a
standard fiber for continuum generation. Using cross-correlation frequency-resolved opti-
cal gating (XFROG) with an angle-dithered nonlinear crystal, we measured the continuum
intensity and phase.
Like the continuum from microstructure optical fiber, this continuum is also single
transverse mode and more than an octave in spectral width. But the IR continuum has
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Ultrashort laser pulse technology plays an important role in the fields of physics, chemistry, biology, etc. 
The shorter the pulse, the faster the time scales that become accessible. More importantly, the broad 
bandwidths of such pulses, whether the pulses are short or not, are useful for many applications, including 
communication, coherent control of chemical reaction, ultrahigh-spatial-resolution optical coherence 
tomography, and optical metrology. Various approaches have been used to generate such broadband light, 
and continuum generation has been particularly successful, currently holding the record for the shortest 
event ever created in the visible-near IR spectral region [1]. In this paper, we report fairly flat-spectrum 
ultra-broadband IR continuum generation extending from 880 to 2400 nm using a high-energy 1550 nm 
pulse from a fiber oscillator/amplifier system [2], coupled into a standard fiber for continuum generation. 
Using cross-correlation frequency-resolved optical gating (XFROG) with an angle-dithered nonlinear 
crystal, we measured the continuum intensity and phase.  
Like the continuum from microstructure optical fiber, this continuum is also single transverse mode and 
more than an octave in spectral width.  But the IR continuum has advantages over the visible continuum:  it 
is easier to collimate and propagate due to lower material dispersion at IR wavelengths, and it should be 
easier to compress due to the availability of periodically poled lithium niobate (PPLN) [3,4], which can 
simultaneously frequency double and compress this light, potentially to a single cycle without the need for 












Fig.1. Layout of fiber oscillator/amplifier system for producing IR continuum and XFROG for continuum 
















igure 16: Layout of fiber oscillator/a plifier system for producing IR continuum and
XFROG measurement
advantages over the visible continuum: it is easier to collimate and propagate due to lower
material dispersion at IR wavelengths, and it should be easier to compress due to the
availability of periodically poled lithium niobate (PPLN) [7, 70], which can simultaneously
frequency double and compress this light, potentially to a single cycle without the need for
pulse compressors that cause spatial distortions in the beam.
Our experimental layout is shown in Figure 16. The fiber oscillator/amplifier system
consists of a diode-pumped Er-fiber oscillator operating at ∼ 1550 nm, a diffraction-grating
stretcher, an Er-fiber chirped-pulse amplifier (CPA) and a diffraction-grating compressor
[46]. It can deliver ∼ 600-fs optical pulses with energies of hundreds of nJ at a variable
repetition rate of 40–500 KHz. The high-energy output pulse is coupled into a 41-cm-long
standard silica fiber for broad-spectrum generation. When the coupled energy is about 250
nJ (at a 40 KHz repetition rate), an ultra-broadband continuum is produced as shown in
Figure 17 (measured with a spectrum analyzer). The spectral fall-off at 1750 nm is due to
the weak response of the detector at and above this wavelength. Additional measurements
(not shown) using sum-frequency generation show that the continuum extends to 2400 nm.
The narrowband spike at the input-pulse wavelength is due to the amplified spontaneous
emission of the fiber amplifier, which has small energy.
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Our experimental layout is shown in Figure 1. The fiber oscillator/amplifier system consists of a diode-
pumped Er-fiber oscillator operating at ~1550 nm, a diffraction-grating stretcher, an Er-fiber chirped-pulse 
amplifier (CPA) and a diffraction-grating compressor [2]. It can deliver  ~600-fs optical pulses with 
energies of hundreds of nJ at a variable repetition rate of 40-500 KHz. The high-energy output pulse is 
coupled into a 41-cm-long standard silica fiber for broad-spectrum generation. When the coupled energy is 
about 250 nJ (at a 40 KHz repetition rate), an ultra-broadband continuum is produced as shown in Figure 2 
(measured with a spectrum analyzer). The spectral fall-off at 1750 nm is due to the weak response of the 
detector at and above this wavelength. Additional measurements (not shown) using sum-frequency 
generation show that the continuum extends to 2400 nm. The narrowband spike at the input-pulse 
wavelength is due to the amplified spontaneous emission of the fiber amplifier, which has small energy.  
 FROG is a very reliable technique for measuring the time-dependent intensity and phase of ultrashort 
laser pulses [5]. Baltuska, et al. have measured 4.5 fs pulses with spectra from 600 to 1000 nm using SHG-
FROG with a 10-µm-thick second-harmonic-generation (SHG) crystal [1]. But no known SHG medium 
achieves the huge bandwidth required to measure this continuum, even in the IR. Fortunately, we recently 
showed that dithering the crystal angle during FROG measurement significantly increases the phase-
matching bandwidth [6], and that a cross-correlation FROG technique based on sum-frequency generation 
allows the complete measurement of an ultra-broad continuum [7] produced in a microstructure fiber [8]. 
           
       
Fig. 2 Upper left: The measured continuum spectrum using a spectrum analyzer whose detector 
response falls off at 1700 nm. Additional measurement using sum-frequency generation shows the 
continuum extends 2.4 um. The narrowband spike at the input-pulse wavelength is due to the ASE 
of the fiber amplifier. Upper right: Measured XFROG trace of the IR continuum.  Lower left: 
Retrieved intensity and phase (dashed line) vs. time.  Lower right: Retrieved intensity and phase 
(dashed line) vs. wavelength for the ultra-broadband continuum. The retrieved continuum ranges 
from 880 to 2400 nm.    
 
Figure 17: Up er left: The measured contin um spectrum using a spectrum analyzer
whose det ctor response falls off at 1700 nm. Additional measur ment using sum-fr quency
generation shows the continuum extends 2.4 µm. The narrowband spike at the input-pulse
wavelength is due to the ASE of the fiber amplifier. Upper right: Measured XFROG trace of
the IR continuum. Lower l ft: Retri ved intensity a d phase (dashed line) vs. tim . Lower
right: Retrieved intensity and phase (dashed line) vs. wavelength for the ultra-broadband
continuum. The retrieved continuum ranges from 880 to 2400 nm.
FROG is a very reliable technique for measuring the time-dependent intensity and phase
of ultrashort laser pulses [115]. Baltuska et al. have measured 4.5 fs pulses with spectra from
600 to 1000 nm using SHG-FROG with a 10-µm-thick second-harmonic-generation (SHG)
crystal [8]. But no known SHG medium achieves the huge bandwidth required to measure
this continuum, even in the IR. Fortunately, we recently showed that dithering the crystal
angle during FROG measurement significantly increases the phase-matching bandwidth [98],
and that a cross-correlation FROG technique based on sum-frequency generation allows the
complete measurement of an ultra-broad continuum [128] produced in a microstructure fiber
[102].
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We have combined the dithered-crystal technique with the XFROG technique to measure
our IR continuum phase. XFROG involves gating the unknown pulse (here the continuum)
with a shorter, known reference pulse. For the reference pulse in these XFROG measure-
ments, we use a small fraction of the output pulse energy from the fiber oscillator/amplifier.
This pulse was easily characterized using SHG FROG (see Figure 16). The IR continuum
and the reference pulse were then focused into an angle-dithered 1-mm-thick BBO crystal to
generate sum-frequency. The delay of the reference pulse was controlled by a stepper-motor.
We have found that a 1-mm-thick BBO dithered by about 10 degrees is able to phase match
the whole range of our IR continuum. The measured XFROG trace is shown in Figure 17.
This trace shows that the continuum exhibits very strong cubic spectral phase (quadratic
chirp), which is probably due to residual linear group delay dispersion (GDD) around 1300–
1500 nm in the fiber. The retrieved intensity and phase vs. time and wavelength are also
shown in Figure 17. While this pulse is extremely complex, all that is important for the
purpose of compression is the spectral phase, which is well behaved. And this measured
spectral phase provides useful information for PPNL crystal design, and a shorter optical
pulse is expected by PPNL compression in the near future.
In summary, we have demonstrated an 880-2400 nm continuum generation by coupling
a 600-fs, 250-nJ optical pulse, centered at 1550 nm, into a 41-cm-long silica fiber. The con-
tinuum phase has been measured by using the angle-dithered FROG (XFROG) technique.
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CHAPTER 7
SPATIAL CHIRP IN ULTRAFAST LASER BEAMS
7.1 Introduction
Spatial chirp, a phenomenon that different frequency components in a broad-bandwidth
beam separate in space, is a very common and often undesirable spatio-temporal distortion
in ultrafast optics. It can be introduced by many routine operations in laser labs. For ex-
ample, a beam going through a dispersive element such as a prism or a grating experiences
angular dispersion. After some propagation, angular dispersion naturally results in spatial
chirp. Ultrafast laser scientists often use identical anti-parallel prism/grating pairs to gener-
ate negative group-delay dispersion [90]. The output beam coming out of the prism/grating
pair contains significant spatial chirp. Although using the prism/grating pair in a double-
pass setup can eliminate spatial chirp in the output beam, small misalignment often leaves
some amount of residual spatial chirp in the beam [Figure 18(a)]. Other common practices
in a lab, such as propagating beam through a tilted substrate [Figure 18(b)], also introduces
spatial chirp.
In some other situations, we need to deliberately separate different frequency compo-
nents spatially, so that we can discriminatively operate on these frequency components. A
common example is the Fourier-synthesis pulse shaping [64, 124]. In this technique, a lens
(or curved mirror) is placed one focal length away from a grating (or prism) in a telecentric
configuration, mapping frequencies to positions, i.e., creating spatial chirp, on its focal plane
[Figure 18(c)]. Therefore, transmission of the beam through an amplitude/phase modulator
on the focal plane permits imposition of spatial modulation, which, because of spatial chirp,
is also spectral modulation on the pulse. This allows one to generate a pulse with arbitrary
spectral intensity or phase. The accuracy of the pulse shaping obviously depends on the
degree of spatial chirp on the focal plane, on which extensive studies have been carried out











Fig. 1. Generation of spatial chirp in a (a) prism pair, (b) tilted substrate, (c) ƒ-ƒ 
Fourier-synthesis pulse shaper. 
 12
Figure 18: Generation of spatial chirp in a (a) prism pair, (b) tilted substrate, (c) f -f
Fourier-synthesis pulse shaper.
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longitudinal mode competition [19, 91], etc.
The twenty-first century has seen intensified interest in the spatio-temporal analysis of
ultrafast-pulse beams. Numerous methods have been proposed to measure beams’ spatio-
temporal characteristics [105, 35, 36, 55, 113, 5, 6, 101], which has recently evolved into a
new front of ultrafast optics. To study these spatio-temporal effects, clear and unambigu-
ous definitions of the various coupling parameters are undoubtedly needed. Particularly,
discussions on spatial chirp, one of the most common spatio-temporal coupling effects, have
in the past been mostly confined to specific devices [123, 122, 91, 86, 87, 114, 42, 95], and its
definition has been somewhat arbitrary and vague in literature and has not been sufficiently
clarified. It is in this context that a proper universal device-independent definition of spatial
chirp needs to be established. In this chapter, we establish two definitions of spatial chirp,
and explore their relationship. The relationship between the two spatial-chirp parameters
is found to be analogous to that between the parameters describing temporal chirp in time
and frequency domains.
7.2 Definitions of Spatial Chirp
We start with the case where no spatial chirp is present. In this case, the amplitude of
the electric field at position x and frequency ω (defined as frequency offset from the center
frequency of the beam) can be written in the form:
E (x, ω) = Ex (x)Eω (ω) (8)
where the spatial amplitude Ex (x) and the spectral amplitude Eω (ω) are completely sep-
arate functions.
In the presence of spatial chirp (here we would assume it exists in one transverse spatial
dimension x only), E (x, ω) becomes an inseparable two-variable function, whose spatial
and spectral dependences are coupled. We can easily measure the spatio-spectral intensity
profile of the spatially chirped beam by sending the beam into an imaging spectrometer
with a two-dimensional camera on its output image plane, as depicted in Figure 19. Fields
sampled at different points along the entrance slit of the spectrometer are spectrally resolved










Spatially chirped beam 
CCD 
Fig. 2. Measuring spatial chirp using an imaging spectrometer. 
 
Figure 19: Measuring spatial chirp using an imaging s ectro eter.
linear spatial chirp, the spatio-spectral intensity profile will appear tilted. Figure 20(a)
shows a typical x-ω intensity plot of an experimental beam.
Obviously, the degree of spatial chirp can be characterized by measuring the slope of
the x-ω trace. However, there is one subtlety in this measurement, namely, there are
two intuitive but different ways of measuring the tilt of the x-ω trace. The first involves
measuring the center frequencies of all the spatial slices, which yields a ω0 (x) function. The
slope of the ω0 (x) function, υ ≡ dω0/dx, might be considered a natural measure of spatial
chirp, which we will call frequency gradient. An alternative definition would be to measure
the beam center positions of all the frequency components, which gives us a x0 (ω) function.
Its slope ζ ≡ dx0/dω is also a good measure of spatial chirp, which we will call spatial
dispersion. Both parameters characterize the spatial chirp, and more importantly, they are
not trivial reciprocals of one another. As can be seen in Figure 20(a), the lines of triangles
and circles do not overlap. Some researchers have been aware of this subtlety of spatial
chirp parameterization. For example, Ohmae et al. have noted the difference between
the x-ω0 and ω-x0 curves in their analysis of a Martinez-type multipass pulse stretcher,






Fig. 3.  (a) Measured spatio-temporal intensity profile of an experimental spatially chirped 
beam.  The triangles indicate the 0 -xω  function, which determines frequency gradient, and 
the circles indicate the 0 -x ω  function, which determines spatial dispersion.  (b) Plot of 
frequency gradient vs. spatial dispersion, with the same experimental conditions for the 
measurement in plot (a). 
Figure 20: (a) Measured spatio-temporal intensity profile of an experimental spatially
chirped beam. The triangles indicate the ω0-x function, which determines frequency gradi-
ent υ , and the circles indicate the x0-ω function, which determines spatial dispersion ζ. (b)
Plot of frequency gradient υ vs. spatial dispersion ζ, with the same experimental conditions
for the measurement in plot (a).
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been no previous work published on the general relationship between the two spatial-chirp
parameters, which is necessary background for the increasingly important research of spatio-
temporal distortions. We will devote the rest of the chapter on this issue, and will draw an
analogy between spatial chirp and temporal chirp at the end.
Before the discussion, we would like to point out that in most cases spatial chirp is in-
troduced through angular dispersion; therefore, spatial dispersion is often the more funda-
mental of the two definitions. When a beam with angular dispersion β = dθ/dω propagates
through a distance L, the induced change in spatial dispersion is
∆ζ = Lβ (9)
which is completely determined by the optical system itself. Frequency gradient, on the
other hand, is affected indirectly. As can be seen later, the change of frequency gradient
depends not only on the optical system, but on the parameters of the input beam and pulse
as well. It is in this sense that spatial dispersion is a more fundamental parameter of spatial
chirp in its generation, manipulation and removal than frequency gradient. Frequency
gradient, on the other hand, is often more useful in the intended application of spatial
chirp.
The relationship between frequency gradient and spatial dispersion is in general com-
plicated, in that it depends on the spatial mode profiles of all the constituent frequency
components, and the shape of spectrum. A common assumption is to assign all the fre-
quency components the same spatial mode profile, which we will write as Ex (x). We will
also write the complex spectral amplitude of the beam as Eω (ω). Then the field expression
at position x and frequency ω in the beam can be written in terms of spatial dispersion ζ
as:
E (x, ω) = Eω (ω)Ex (x− ζω) (10)
We will focus on the simplest possible case, which is a Gaussian spectrum and a Gaussian
spatial profile for all the frequency components. Namely,














where ∆ω is the frequency bandwidth of the beam (1/e amplitude half width, as are for all
widths defined so forth); ∆x is the beam width of a particular frequency component.
The spatio-spectral field amplitude is then














We may reorganize the two exponential functions, and write the field in terms of fre-
quency gradient υ. The expression becomes






























is the locally reduced frequency bandwidth due to (14b)









is the increased overall beam width due to spatial (14c)
chirp.
Eq. (14a) describes the relationship between the frequency gradient υ and the spatial
dispersion ζ . Note that they are not reciprocals of one another. In fact, they are asymp-
totically reciprocals only when spatial dispersion ζ ≡ dx0/dω is much larger than ∆x/∆ω.
If spatial dispersion ζ is very small, on the other extreme, the two parameters are pro-
portional. For a given beam width ∆x and frequency bandwidth ∆ω, frequency gradient
υ reaches its maximum achievable value ∆ω/2∆x when ζ ≡ dx0/dω = ∆x/∆ω. Figure
20(b) shows the relationship of frequency gradient and spatial chirp with ∆x = 1.0 mm and
∆ω = 0.094 rad/fs, the conditions for the experimental trace in Figure 20(a), with stated
Gaussian approximations.
7.3 Analogy to Temporal Chirp
The distinction between the two definitions of spatial chirp is quite analogous to that be-
tween the definitions of temporal chirp in time and frequency domains. For a linearly
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chirped Gaussian pulse, we can write it either in the time domain,















or equivalently in the frequency domain,
Ẽ (ω) =










The two expressions are a Fourier transform pair.
The physical significance of chirp parameters φ2 and ϕ2 can be viewed as such: In the
time domain, −φ2 is the derivative of instantaneous (angular) frequency ω0 ≡ −dφ(t)/dt =
−φ2t with respect to t. On the other hand, in the frequency domain, ϕ2 (often called group-
delay dispersion) is the derivative of group delay t0 ≡ dϕ(ω)/dω = ϕ2ω with respect to ω.
Parameters φ2 = −dω0/dt and ϕ2 = dt0/dω are two different but equivalent parameters
describing temporal (spectral) chirp in the time/frequency domains, just as parameters
ζ = dx0/dω and υ = dω0/dx are the parameters describing spatio-temporal chirp in the









which follows from the Fourier transform, is remarkably similar to the relationship between
ζ and υ [Eq. (14a)] for the case of spatial chirp.
7.4 Conclusion
To understand the difference and relationship of spatial dispersion and frequency gradient,
the two definitions of spatial chirp, is important. Many uses of spatial chirp require a careful
control of one parameter or the other. For example, in pulse shaping, frequency gradient
determines the mapping of spatial modulation to spectral modulation. From our definition,
we can see that the two parameters are related in a complicated way, involving both the
beam width and the frequency bandwidth. Indeed, there is a maximum frequency gradient
value one can achieve with given pulse and beam parameters. Knowing their relationship
can help researchers achieve better control of their experiment conditions involving spatial
chirp.
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To conclude, we have proposed and compared two definitions of spatial chirp, namely,
spatial dispersion and frequency gradient. The relationship between the two parameters has
been derived, and we find it analogous to that between the two quadratic-phase parameters
(φ2 and ϕ2) characterizing temporal chirp in the time/frequency domains.
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CHAPTER 8
ZEEK’S PARADOX: PULSE-FRONT TILT WITHOUT
ANGULAR DISPERSION
8.1 Introduction
The space and time dependencies of an ultrashort pulse’s electric field are often assumed
to be separable into independent functions. This assumption fails when coupling occurs
between the pulse electric field’s space and time dependencies, which is referred to as a
spatio-temporal distortion. Spatio-temporal distortions are common in ultrafast optics be-
cause the generation, amplification, and manipulation of ultrashort pulses all involve the
deliberate introduction and removal of massive spatio-temporal distortions. While it is
generally desired that the resulting pulse be free of such distortions, improper alignment is
common, and as a result, ultrashort pulses utilized in applications are often contaminated
with spatio-temporal distortions. Indeed, the broadband nature of ultrashort pulses makes
them particularly vulnerable to these distortions.
The most common such distortion is angular dispersion (AD), which is caused by the
use of a dispersive element such as a prism or grating. Once it was realized that an-
gular dispersion yields negative group-velocity dispersion in the mid 1980’s [50, 56, 90],
researchers have widely adopted prism/grating pairs as pulse compressors/stretchers. Pulse
compressors/stretchers are designed so that, at the output, there is no angular dispersion.
Unfortunately, these devices have strict alignment requirements, and, as a result, some
residual angular dispersion often remains in the output pulse. Although the effect of an-
gular dispersion may be initially very small, the pulse’s constituent frequency components
become increasingly separated as the pulse propagates, resulting in another spatio-temporal





Some other previous work has considered pulse-front tilt.  Geometrical optical modeling of angular 
dispersion in ultrashort pulses was performed using plane waves [6].  Bor and Racz [7] showed that 
position-dependent delays of the pulse front occur at the output of a two-prism pulse compressor, but they 
did not note the violation of the AD/PFT equivalence.  The most comprehensive work on spatio-temporal 
distortions with dispersive elements is that of Martinez [8], who considered pulse-front tilt in an angularly 
dispersed beam with finite beam size.  Martinez derived the modified expression of pulse-front tilt in this 
case, but did not realize that his finite-beam correction is indeed due to the combined effect of the temporal 
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2. Spatio-temporal distortions in case of finite beam size 
We begin with an expression for the electric field of a pulse with linear spatial chirp and angular dispersion.  
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where d is the position of the beam waist and w is the spot size.  The spatial chirp and angular dispersion 
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the beam and 0θ  is the propagation angle of this component. 
 
Throughout this work, we concentrate on spatio-temporal distortions in x-direction only and therefore 
neglect the beam’s y-dependence.  Generalization to both x and y dependences is straightforward.  
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Figure 21: Two sources of pulse-front tilt: (a) Angular dispersion; (b) combination of
spatial and temporal chirp.
Angular dispersion also yields another spatio-temporal distortion—pulse-front tilt (PFT)
[see Figure 21(a)]. In fact, it is generally thought that angular dispersion and pulse-front
tilt are equivalent phenomena. This is due to a well-known simple Fourier transform result
given by Bor et al. [14] and Hebling [62]. Specifically, a beam with pulse-front tilt is given
by:
E(x, z, t) = E0(x, z, t− γx) (18)
where we ave suppr ssed the y-dependence. Simply Fouri -transforming from the x-t
domain to the k-ω domain, and using two applications of the shift theorem, we have:
ˆ̃E (kx, kz, ω) =
ˆ̃E0 (kx − γω, kz, ω) (19)
which is a beam with angular dispersion.
While the above proof seems quite fundamental, we show in this work that angular
dispersion and pulse-front tilt are not equivalent, and provide an additional (and rather
common!) source of pulse-front tilt, in which no angular dispersion occurs. We point out
that the above derivation of the AD/PFT equivalence only holds for plane waves, and our
counter-example incorporates a finite-size beam. In fact, due to their infinite size, plane
waves also cannot be used to describe spatial chirp, which is the key to this effect.
Specifically, to see how pulse-front tilt can easily occur in the absence of angular disper-
sion, consider an initially transform-limited, but spatially chirped, finite-size be m—with
no angular dispersion—passing through a dispersive medium [see Figure 21(b)]. Due to
the group-velocity dispersion in the medium, the redder side of the beam emerges from the
medium earlier than the bluer side, resulting in pulse-front tilt in the output beam. Because
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no angular dispersion exists, this obviously violates the well-known AD/PFT equivalence.
This paradoxical case concerning the AD/PFT equivalence was first put forward by a former
postdoc in our group Erik Zeek. In the rest of this chapter, we will establish a generalized
ultrashort-pulse beam theory to resolve this paradox.
Some other previous work has considered pulse-front tilt. Geometrical optical modeling
of angular dispersion in ultrashort pulses was performed using plane waves [81]. Bor and
Racz [13] showed that position-dependent delays of the pulse front occur at the output of a
two-prism pulse compressor, but they did not note the violation of the AD/PFT equivalence.
The most comprehensive work on spatio-temporal distortions with dispersive elements is
that of Martinez [87], who considered pulse-front tilt in an angularly dispersed beam with
finite beam size. Martinez derived the modified expression of pulse-front tilt in this case,
but did not realize that his finite-beam correction is indeed due to the combined effect of the
temporal chirp and spatial chirp, both results of beam propagation with angular dispersion.
8.2 Spatio-Temporal Distortions in the Case of Finite Beam
Size
We begin with an expression for the electric field of a pulse with linear spatial chirp and
angular dispersion.







where ω is the offset from the center angular frequency, and q is the complex q parameter
of a Gaussian beam:
q (z) = (z + d) + i
πw2
λ




where d is the position of the beam waist and w is the spot size. The spatial chirp and
angular dispersion are parameterized by ζ ≡ dx0/dω and β ≡ dθ0/dω, where x0 is the
beam center position of the ω-component of the beam and θ0 is the propagation angle of
this component.
Throughout this work, we concentrate on spatio-temporal distortions in x-direction only
and therefore neglect the beam’s y-dependence. Generalization to both x and y dependences
is straightforward.
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We assume a Gaussian pulse with linear chirp:














For a well collimated beam, we can write:




Using these, Eq. (20) becomes




















Here, we would like to point out, as shown in Chapter 7, there are two different but
related definitions of spatial chirp. We can either define spatial chirp as spatial dispersion
ζ ≡ dx0/dω, where x0 is the beam center position of the ω-component, or equivalently
define it as frequency gradient υ ≡ dω0/dx , where ω0 is the mean frequency at position x.







Using frequency gradient υ, Eq. (24) may be rewritten as





























is the overall beam width, increased from w due to spatial






is the local transform-limited pulse width, increased from τ0 due
to the reduced locally available bandwidth.
After some reorganizing,









































The frequency dependence in Eq. (27) is familiar, namely a linearly chirped pulse, and
can be easily inversely Fourier-transformed into the time domain:












































































We identify t0 as the pulse-front (maximum intensity contour) arrival time, and the




The pulse-front tilt angle ψ, the angle between the pulse front and the propagation
direction z, is then given by
tanψ = pc (31)
From Eq. (29b), it is easy to see that, for an ultrashort-pulse beam with Gaussian
spectrum and Gaussian spatial profile, the pulse-front tilt is
p = pAD + pSC+TC (32)
where
pAD = kβ (33a)
pSC+TC = ϕ(2)υ (33b)
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This is the key result of this paper. Pulse-front tilt, in general, consists of two terms.
The first term pAD is the well-known angular-dispersion term, being the same form as
derived by Bor et al. [14] and Hebling [62] for plane waves. The second term pSC+TC is a
pulse-front tilt effect caused by the combination of spatial chirp, which is characterized by
frequency gradient υ, and temporal chirp, which is characterized by group-delay dispersion
ϕ(2). This new pulse-front tilt effect is clearly the cause of the pulse-front tilt in the scenario
shown in Figure 21(b), in which no angular dispersion exists.
It is also important to note that these two sources of pulse-front tilt have subtle phys-
ical effects on the pulse, beyond simply tilting the pulse front. Angular dispersion causes
different frequency components to propagate at different angles, resulting in tilt in both the
pulse fronts (contours of equal intensity) and the phase fronts (contours of equal phase).
On the other hand, simultaneous spatial and temporal chirp tilts the pulse front, while
leaving phase fronts of constituent frequencies untilted. This point is very important in the
measurement of the two effects.
8.3 Propagation of Ultrashort-Pulse Beams with First-Order
Spatio-Temporal Coupling
Eqs. (27) and (28) give the expressions of the electric field in frequency and time domains at
a particular longitudinal position z0. In this section, we propagate the field to an arbitrary
position z, and discuss how the spatial-temporal coupling parameters, including spatial
chirp and pulse-front tilt, evolve. To accomplish this, the Fresnel-Kirchoff integral formula
[63] is used:
















We start from an initial field at z0 = 0,






























Substituting Eq. (35) in Eq. (34), we obtain:
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Eq. (36) then simplifies to:



































Note that this is exactly in the form of Eq. (24), with the spatial dispersion and group-
delay dispersion parameters substituted by the z-evolved values:
ζ (z) = ζ0 + βz (39)
ϕ(2) (z) = ϕ(2)0 − kβ
2z (40)
The physical meanings of these results are obvious. Eq. (39) describes the increase of
spatial dispersion with propagation due to angular dispersion. As the pulse propagates,
different colors in the pulse become increasingly spatially separated from each other. Eq.
(40) describes the introduction of negative group-delay dispersion (GDD) due to angular
dispersion, which is the theoretical basis of pulse compressors. Using the evolved values of
spatial dispersion and group-delay dispersion, the results in previous section can be applied
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to obtain the evolution of other spatial-temporal coupling parameters, including frequency
gradient υ and pulse-front tilt p.
The generalized theory of spatio-temporal coupling in ultrafast-pulse beams can also be
derived analogously using the matrix formalism introduced by A. G. Kostenbauder [80] (see
Appendix B).
8.4 Experiment
In the previous sections, we showed that simultaneous spatial and temporal chirps cause
pulse-front tilt, even in the absence of angular dispersion. In this section, we describe our
experimental demonstration of these theoretical results. Our experimental setup is shown
in Figure 22. We used a prism pair to introduce spatial chirp in the beam. Identical prisms
aligned in an anti-parallel Brewster-angle configuration were used to ensure that angular
dispersion was eliminated after the second prism. The beam then entered an imaging spec-
trometer with the direction of the spatial chirp along the entrance slit. A CCD camera on
the exit plane of the spectrometer measured the spatio-spectral intensity profile of the beam.
From this trace, we can either measure the slope of the beam center position vs. frequency,
which yields spatial dispersion ζ, or the slope of the center frequency vs. position, which
yields frequency gradient υ. The same beam was also sent to a GRENOUILLE [99, 116],
which measured both the GDD and the PFT with high sensitivity [5]. (GRENOUILLE
also reveals spatial chirp [6], but a spatially resolved spectrometer measurement has higher
sensitivity.) Other sensitive methods of measuring pulse-front tilt have also been demon-
strated [119, 120], but they in fact measure angular dispersion. As a result, they could not
be used for our purposes. Since the separation between the two prisms was fixed, our setup
(see Figure 22) introduced constant spatial chirp with no angular dispersion. Translating
one of the prisms in and out of the beam adjusted the temporal chirp in the usual manner.
GRENOUILLE measures the pulse-front tilt as a shift of the center of the trace along
the delay axis [5]. Therefore, by translating the prism in and out of the beam (adding
and removing material and hence adjusting the temporal chirp of the output pulse), we
expect to see a change in the shift of the center of the trace. Figure 23 shows some of
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Fig. 2.  Apparatus to introduce constant spatial chirp, variable temporal chirp and no angular dispersion. 
 
GRENOUILLE measures the pulse-front tilt as a shift of the center of the trace along the delay axis 
[14].  Therefore, by translating the prism in and out of the beam (adding and removing material and hence 
adjusting the temporal chirp of the output beam), we expect to see a change in the shift of the center of the 
trace.  Fig. 3 shows some of the experimental GRENOUILLE traces for different values of temporal chirp.  
These traces clearly show that, although no angular dispersion is present, the beam possesses a significant 





Fig. 3 GRENOUILLE traces of a beam that has a constant spatial chirp and variable temporal chirp. 











Figure 22: Apparatus to generate constant spatial chirp, variable temporal chirp with no
angular dispersion
the experimental GRENOUILLE traces for different values of temporal c irp. These traces
clearly show that, although no angular dispersion is present, the beam possesses a significant
amount of pulse-front tilt that results from spatial and temporal chirp. This qualitatively
demonstrates our theory.
More quantitatively, Eq. (33b) shows that the slope of pulse-front tilt ϕ(2) vs. group-
delay dispersion ϕ(2) should yield frequency gradient υ. Figure 24 shows such a plot. We
measured the slope of this plot to be 8.78× 10−3 (rad-fs−1)/mm (dλ0/dx = 2.98 nm/mm).
The value of frequency gradient measured by the imaging spectrometer is 8.87× 10−3 (rad-
fs−1)/mm (dλ0/dx = 3.01 nm/mm), in excellent agreement with the other measurement.
8.5 Conclusion
In conclusion, we have shown that, the equivalence of pulse-front tilt and angular dispersion
is valid only for plane waves, whereas, for finite-size Gaussian beams, simultaneous spatial
and temporal chirp also causes pulse-front tilt. We have derived analytical expressions for
ultrashort-pulse beams that possess angular dispersion, spatial chirp and temporal chirp.
We verified our theoretical results experimentally using GRENOUILLE.
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Figure 23: GRENOUILLE traces of a beam that has constant spatial chirp and variable
temporal chirp. Note that the amount of shift of the center (a measure of pulse-front tilt)
increases with increasing temporal chirp.
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More quantitatively, Eq. (15) shows that the slope of pulse-front tilt p  vs. group-delay dispersion ( )2ϕ  
yields frequency gradient υ .  Figure 4 shows such a plot.  We measured the slope of this plot to be 
( )3 -18.78 10  rad fs mm−× ⋅  ( 0d 2.98 nm mm
dx
λ
= ).  The value of frequency gradient measured by the 
spectrometer is ( )3 -18.87 10  rad fs mm−× ⋅  ( 0d 3.01 nm mm
dx
λ
= ), in excellent agreement with the other 
measurement.  
Fig. 4.  Experimental measurements (plus sign symbols) of pulse-front tilt for different amounts of 
GDD.  The red line shows the linear fit. 
 
5. Conclusion 
In conclusion, we have shown that, the equivalence of pulse-front tilt and angular dispersion is valid only 
for plane waves, whereas, for finite-size Gaussian beams, simultaneous spatial and temporal chirp also 
causes pulse-front tilt.  We have derived analytical expressions for pulses that possess angular dispersion, 
spatial chirp and temporal chirp.  We verified our theoretical results experimentally using GRENOUILLE.      
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Appendix  
We have shown above that simultaneous temporal and spatial chirp cause pulse front tilt even in the 
absence of angular dispersion.  Here, we provide an alternative derivation using the matrix formalism 
introduced by Martinez [18, 19] and extended by Kostenbauder [11]. 
 An optical system that introduces spatial and temporal chirp can be described in terms of a 4×4 ray-




0 1 0 00
1 0 2 1 2









  = =    − π π
  
    
 (A1) 
where ζ  is spatial dispersion and ( )2ϕ  is group-delay dispersion. 
Figure 24: Experimental measurements (plus sign symbols) of pulse-front tilt for different
amounts of GDD. The red line shows the linear fit.






Most pulse characterization techniques work on the assumption that the input ultrafast
laser beam is free of spatio-temporal distortions. If that is the case, the measurement
results depend only on the temporal dependence of the pulse, while the spatial dependence
plays no role, and therefore can be ignored.
When spatio-temporal distortions do exist, such distortions in the input beam would
usually cause the measurement results to be distorted. If the distortion is not accounted
for in data processing, errors could propagate into the end result.
Spatio-temporal distortions are fairly common in ultrafast laser beams. As is shown in
Chapters 7 and 8, many common setups in ultrafast experiments cause spatio-temporal dis-
tortions, whose complete removal depends on careful and sensitive alignment subsequently.
Not only are spatio-temporal distortions difficult to eliminate, information about their pres-
ence and values is also vitally important for the design and adjustment of optical systems.
In some cases, spatio-temporal couplings are even intentionally introduced and used to
achieve certain goals, such as in the case of noncollinear OPA phase-matching [111], and
pulse shaping [64, 122, 123]. Careful manipulation of spatio-temporal couplings in ultrafast
laser beams requires good measurement techniques.
Many ultrafast pulse characterization techniques can be extended to measure additional
information of spatio-temporal couplings. For example, SPIDER is a pulse characteriza-
tion technique, whose raw outputs (spectrum and interferogram) are all one-dimensional
vectors. It is conceivable to use the second dimension of an imaging spectrometer, and
measure spatio-temporal distortions with it. This idea was demonstrated by Dorrer et al.
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[35], when they extended the shearing interferometry that SPIDER uses for retrieving the
pulse’s spectral phase to the spatial dimension, by performing a separate spatial shearing
interferometry measurement. Using the two resulting two-dimensional interferograms, they
were able to reconstruct the spatio-spectral phase ϕ (x, ω).
A FROG trace, on the the hand, is a two-dimensional matrix. Adding an extra spatial
dimension to it is not as straightforward. However, having two dimensions in a FROG
trace is in fact a special forte of the technique, for the two-dimensional trace contains a lot
of redundant information about the pulse, which in practice works as a safeguard feature
against noise and systematic errors. Discussions on this issue have been given in Chapter
2. Due to the far greater complexity in a two-dimensional trace than a one-dimensional
complex-valued pulse, the changes in a FROG trace induced by spatio-temporal distortions
are usually distinguishable from the changes induced by temporal variations. This allows
the possibility of using the FROG trace to measure extra information on spatio-temporal
distortions. The advantage in using a FROG technique is clear: the extra spatio-temporal
information comes for free. The measurement apparatus is exactly the same, requiring no
modifications to the already very simple device. Meanwhile, all the great features of FROG
are preserved, such as informative feedback.
Analysis of the effects of spatio-temporal distortions to a FROG trace of course depends
on the specific apparatus geometry. In this chapter, we will focus on a very compact and
simple single-shot SHG-FROG device—GRENOUILLE. GRENOUILLE has been shown to
be able to measure two of the most common spatio-temporal distortions: spatial chirp and
pulse-front tilt. In particular, spatial chirp causes a shear in the GRENOUILLE trace, and
pulse-front tilt causes the GRENOUILLE trace to shift in the delay axis—both distinctly not
producible in a standard SHG-FROG trace due to delay symmetry. Intuitive explanations
can be found in Refs [6] and [5] (Figure 26), where we show the physical origins of the effects.
However, the mathematical results drawn from these theories rely on certain simple and
näıve assumptions that are in reality questionable with a complicated temporal pulse form
and/or spatial profile. In this chapter, we will derive a rigorous theory of GRENOUILLE
applicable to an arbitrary input of one-dimensional spatio-temporal field, discuss the effects
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operations in a single thick SHG crystal. As
usual, the SHG crystal performs the self-
gating process: the two pulses cross in the
crystal with variable delay. But, in addi-
tion, the thick crystal has a relatively small
phase-matching bandwidth, so the phase-
matched wavelength produced by it varies
with angle (see Fig. 4). Thus, the thick
crystal also acts as a spectrometer. Al-
though it was discovered many years ago
that a thick nonlinear optical medium
could act as a low-resolution spectrome-
ter,4,5 pulses then were longer and more
narrowband, so “rediscovery” of this abil-
ity for use in the context of pulse meas-
urement had to wait until pulse band-
widths increased and pulse lengths signif-
icantly decreased.
Two additional cylindrical lenses com-
plete the device. The first cylindrical lens
must focus the beam into the thick crystal
tightly enough to yield a range of crystal
incidence (and hence exit) angles large
enough to include the entire spectrum of
the pulse. After the crystal, a cylindrical
lens maps the crystal exit angle onto posi-
tion at the camera, with wavelength a
near-linear function of (vertical) position.
GRENOUILLE has many advantages.
First, because it has few elements, it is both
inexpensive and compact; it operates sin-
gle-shot; it is considerably more sensitive
than current devices. Furthermore, since
GRENOUILLE produces (in real-time, di-
rectly on a camera) traces identical to
those of SHG FROG, it yields the full pulse
intensity and phase (except the direction
of time). In addition, several feedback
mechanisms on the measurement accura-
cy already present in the FROG technique
work with GRENOUILLE, allowing con-
firmation of—and confidence in—the
measurement. Best of all, GRENOUILLE
is extremely simple to set up and align: it
involves no beam-splitting, no beam-re-
combining, and no scanning of the delay,
and so has zero sensitive alignment degrees
of freedom!
The use of a thick crystal as a frequency
filter in SHG FROG has been simultane-
ously demonstrated by O’Shea, Kimmel,
Gu, and Trebino of Georgia Tech2 and by
Radzewicz, Wasylczyk, and Krasinski.6
GRENOUILLE is clearly an idea whose
time has come.
The key issue in GRENOUILLE is the
crystal thickness. Ordinarily, achieving
sufficient phase-matching bandwidth re-
quires minimizing the group-velocity mis-
match, GVM: the fundamental and the
second harmonic must overlap for the en-
tire SHG crystal length, L. If p is the pulse
length, GVM  1/vg(0/2) – 1/vg(0), vg()
is the group velocity at wavelength , and
0 is the fundamental wavelength, this
condition is: GVM • L  <<  p.
For GRENOUILLE, however, the op-
posite is true; to resolve the spectrum, the
phase-matching bandwidth must be much
less than that of the pulse:
GVM • L  >>  p (1)
which ensures that the fundamental and
the second harmonic cease to overlap well
before exiting the crystal, which then acts
as a frequency filter. Interestingly, in con-
trast to all other pulse-measurement de-
vices, GRENOUILLE operates best with a
highly dispersive crystal.
On the other hand, the crystal must not
be too thick, or group-velocity dispersion
(GVD) will cause the pulse to spread in
time, distorting it:
GVD • L  << c (2)
where GVD  1/vg(0 – /2) – 1/vg(0 +
/2),  is the pulse bandwidth, and c is
the pulse coherence time (~ the reciprocal
bandwidth, 1/), a measure of the small-
est temporal feature of the pulse. Since
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Figure 4.Thin and thick SHG crystals illuminated by converging broad-band light and polar plots of the
generated colors vs. crystal exit angle. Note that the very thin crystal (ordinarily required in pulse-meas-
urement techniques) generates the second harmonic of all colors in the forward direction.The very thick
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Figure 3. Side and top views of the GRENOUILLE beam geometry of Fig. 2. Here, convenient focal
lengths are shown for the two final cylindrical lenses (f and f/2). Note that the beam becomes a vertical
line just before the camera, a convenient place for a slit to filter out any extraneous beams, ensuring good
signal-to-noise ratio.
Figure 25: Side and top views of the GRENOUILLE beam geometry
of first-order spatio-temporal distortions to a GRENOUILLE trace, and demonstrate a
simple algorithm to retrieve spatio-temporal distortions from a GRENOUILLE trace.
9.2 Rigorous GRENOUILLE Theory with Spatio-Temporal
Distortions
The key innovations in GRENOUILLE are the use of two unconventional elements: a Fresnel
biprism and a thick SHG crystal (Figure 25).
The Fresnel biprism divides the input beam spatially into two half beamlets, and crosses
them in the SHG crystal at a half crossing angle θ = sin−1 (n sinα)−α, where n is the index
of refraction of glass, and π − 2α is the apex angle of the Fresnel biprism. This one single
element replaces the entire delay generation line in a FROG device, making the device much
simpler.
The other innovation is the use of a thick SHG crystal instead of a thin one. Nor-
mally, to correctly measure an ultrashort pulse, one needs a nonlinear optical crystal thin
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Figure 26: Spatial chirp shears the trace (top), and pulse-front tilt translates the trace
(bottom) in GRENOUILLE measurements. This allows GRENOUILLE to measure these
distortions easily and without modification to the apparatus.
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enough to possess a phase-matching bandwidth larger than that of the pulse to be mea-
sured. GRENOUILLE intentionally uses a very thick (several mm) SHG crystal. The
thick crystal only phase-matches a small spectral portion of the pulse bandwidth about
the crystal’s phase-matching wavelength, and the value of the phase-matching wavelength
depends on the crystal angle in a nearly linear fashion. In GRENOUILLE, a focused beam
which contains a range of input angles is brought into the SHG crystal, generating a fan
of second-harmonic (SH) beams whose wavelengths depend on the angles. A subsequent
Fourier-transform lens maps angle onto position on the CCD camera. Thereby, the thick
crystal not only achieves the phase-matching bandwidth for the pulse measurement, but
also replaces the spectrometer in a FROG device.
Delay generation by the Fresnel biprism and spectral resolution by the thick SHG crystal
are in two independent orthogonal dimensions. Because delay is generated spatially as is in
all single-shot techniques, it is conceivable that spatio-temporal distortion in the dimension
of the Fresnel biprism operation will impart its effect onto the resultant trace, which then
can in turn be used to measure the distortion. In the following work, we will assume that the
input beam contains spatio-temporal distortion in the Fresnel biprism operation dimension
x only, while the orthogonal dimension is distortion-free. The function of the think SHG
crystal can be modeled as an ideal Fourier transformer.
If we write the input spatio-temporal electric field as Ein(x, ω), the electric field after
the Fresnel biprism is:
EFres(x, ω) =

E+Fres(x, ω) = Ein(x, ω) exp(−ikθx) for x < 0;
E−Fres(x, ω) = Ein(x, ω) exp(ikθx) for x > 0.
(41)
Beamlets on both sides of the biprism cross the z axis at angle θ, in opposite directions.
After propagating distance of L to the SHG crystal, both beamlets shift laterally by Lθ,
in opposite directions (neglecting any hard-edge diffraction effects) (Figure 27),
E−(x, ω) = E(x− Lθ, ω) exp(−ikθx) for x < Lθ;
E+(x, ω) = E(x+ Lθ, ω) exp(ikθx) for x > −Lθ.
(42)
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Figure 27: Schematic diagram of rigorous GRENOUILLE theory with arbitrary input
spatio-temporal field
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where E(x, ω) is the spatio-temporal field at the crystal location (if the Fresnel biprism were
non-existent). GRENOUILLE measures the spatio-temporal distortion in E(x, ω) at the
crystal location. As has been shown in the previous chapter, spatio-temporal parameters
evolve with propagation, but the evolution is easy to model and calculate. Therefore, it is
sufficient to measure the spatio-temporal parameters at any longitudinal position. Calcu-
lating the parameters at positions other than the crystal involves only simple mathematics.
Eq. (42) is an expression of the electric field in the x-ω domain. To write the field in the
x-t domain, we first need to write out the ω-dependence of the wavenumber k explicitly:




where k0 = ω0/c is the wavenumber corresponding to the center frequency of the beam, and
ω is the shift from the center frequency, as is the convention we have used in the previous
two chapters.
Substituting Eq. (43) into Eq. (42), we obtain
E−(x, ω) = E(x− Lθ, ω) exp(−ik0θx) exp(−iωθx/c) for x < Lθ;
E+(x, ω) = E(x+ Lθ, ω) exp(ik0θx) exp(iωθx/c) for x > −Lθ.
(44)
Invoking the shift theorem, we may inversely Fourier-transform Eq. (44) into the x-t
domain, 
E−(x, t) = E (x− Lθ, t− θx/c) exp(−ik0θx) for x < Lθ;
E+(x, t) = E (x+ Lθ, t+ θx/c) exp(ik0θx) for x > −Lθ.
(45)
The second-harmonic GRENOUILLE signal is generated in the SHG crystal only in
the region where the two beamlets overlap (−Lθ < x < Lθ). The signal is spectrally
resolved by the combined action of the thick SHG crystal and the Fourier-transform lens.
The GRENOUILLE trace—image directly captured on the CCD camera—can therefore be
represented as:
G(x, ω) =
∣∣∣∣∫ E+(x, t)E−(x, t) exp(−iωt)dt∣∣∣∣2
=
∣∣∣∣∫ E (x− Lθ, t− θx/c)E (x+ Lθ, t+ θx/c) exp(−iωt)dt∣∣∣∣2
(46)
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Eq. (46) is the main result of our rigorous theory. It applies to an arbitrary input one-
dimensional spatio-temporal field, with no assumptions being made about the pulse shape
or spatial profile.
9.3 Effects of Spatio-Temporal Distortions to GRENOUILLE
Traces
In this section, we will apply our rigorous theory to study how the GRENOUILLE trace is
affected by the spatio-temporal distortions in the input beam.
We start with the simplest case ever—no spatio-temporal distortions. In this case, spa-
tial and temporal dependences can be separated: E(x, t) = f(x)E(t). The GRENOUILLE
trace is then
G(x, ω) =






















F (x) = f(x− Lθ)f(x+ Lθ) (48)
and IFROG(τ, ω) =
∣∣∫ E(t)E(t− τ) exp(−iωt)dt∣∣2 (Eq. 5) is the standard SHG-FROG
trace.
Therefore, a GRENOUILLE trace in the ideal spatio-temporal-distortion-free case is a
standard SHG-FROG trace with delay τ = 2θx/c, its intensity weighted by the input beam
spatial profile.
Adding spatio-temporal distortion to the input beam distorts the GRENOUILLE trace,
according to Eq. (46). We shall first consider a simple case: the GRENOUILLE trace of
a linearly chirped Gaussian pulse, with a Gaussian spatial profile, under first-order spatio-
temporal distortions.
The input field can be written in the x-ω domain as





















As is shown in Chapter 8, the expression of the field in the x-t domain is [Eq. (28)]:






















































































t− px− pLθ + θx
c
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is the pulse locally measured at the center of the beam.
Substituting Eq. (51) into Eq. (46), we obtain the GRENOUILLE trace under spatio-
temporal distortion
G(x, ω) =
∣∣∣∣∫ E(t− θxc )E(t+ θxc ) exp(−iωt)dt
∣∣∣∣2
=




t− px− pLθ + θx
c
)
exp [i2υx(t− px)] dt
∣∣∣∣2
= |F (x)|2













− 2pLθ, ω − 2υx
)
(53)
where I ′FROG(τ, ω) =
∣∣∫ E′(t)E′(t− τ) exp(−iωt)dt∣∣2 is the standard SHG-FROG trace of
the local pulse E′(t).
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G(x, ω) = |F (x)|2 I ′FROG
(





Eq. (54) shows that under spatio-temporal distortions, the GRENOUILLE trace un-
dergoes two transformations from an SHG-FROG trace of the local pulse:
1. Shear in the frequency axis due to spatial chirp. The shear value is determined by







2. Shift in the delay axis due to pulse-front tilt. The amount of shift is:
∆τ = 2pLθ (56)
These results are in perfect agreement with the intuitive physical explanations from
Refs. [6] and [5].
9.4 Algorithm for Retrieving Spatio-Temporal Distortions
from GRENOUILLE Trace
In the previous section, we have shown that under spatial chirp and pulse-front tilt, a
GRENOUILLE trace undergoes a transformation characterized by Eq. (46). Such a trans-
formation does not obey the delay-axis symmetry of a standard SHG-FROG trace, and
hence can in principal be used to measure the value of spatio-temporal distortions.
If the input pulse-beam is a linearly chirped Gaussian pulse, or more generally, if the
input beam can be written in the x-t domain using first-order frequency gradient υ and
pulse-front tilt p as:
E(x, t) = f(x)E′(t− px) exp[iυx(t− px)] (57)
where E′(t) is the pulse locally measured at the center of the beam, it is easy to show that
the GRENOUILLE trace under distortion is
G(x, ω) = |F (x)|2 I ′FROG
(






where I ′FROG(τ, ω) =




x. Namely, the transformation can be described as a frequency-axis shear due to
spatial chirp and a delay-axis shift due to pulse-front tilt.
Frequency-axis shear and delay-axis shift in a SHG-FROG trace are easy to measure
and quantify. Their use in measuring spatial chirp and pulse-front tilt has already been
demonstrated ([6] and [5]). In addition, the GRENOUILLE measurement of pulse-front tilt
has been shown to be the most sensitive technique to date.
Eq. (57) may seem quite general, but in fact, it cannot describe many common experi-
mental beams. The key problem is that in writing Eq. (57), we assume that the temporal
pulse form is invariant across the beam (so the trace transformation starts from the FROG
trace of a local invariant pulse), except for a position-linear frequency shift described by
the frequency gradient parameter υ. Fourier transform of Eq. (57) yields
E (x, ω) = f (x) Ẽ′ (ω − υx) exp (−ipωx) (59)
in the x-ω domain.
In experimental laser beams, spatial chirp is almost always generated via angular dis-
persion, so the field should be written in the x-ω domain as
E(x, ω) = E(ω)f(x− ζω) exp (−ikβωx) (60)
Eqs. (59) and (60) are both special cases of the general spatio-spectral field E(x, ω), but
it should be noted that they imply different assumptions about the beam. The key issue
is that, with a complicated pulse form, the two equations are not compatible, and whereas
Eq. (60) is a reasonable assumption to make for experimental beams, Eq. (59) is not.
It is very important to note that we always discuss spatio-temporal distortions in the
context of a well-collimated beam. If the physics of rapid convergence or divergence were
included, the spatio-temporal analysis would be unnecessarily much more complicated. If
all the frequency components are well collimated in the beam, their phase fronts are all
considered to be flat. Therefore, aside from a linear spatial phase factor exp (−ikβωx)
which characterizes angular dispersion, the phase of the spatio-spectral field E(x, ω) should
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be x-independent. Eq. (60) satisfies this important assumption. Indeed, with f(x) being
real and ignoring angular dispersion, arg{E(x, ω)} = arg{E(ω)} is independent of x.
Eq. (59), on the other hand, is not compatible with the assumption of a well-collimated
beam. This can be seen in that if Ẽ′(ω) has a complicated phase, again ignoring linear spatial
phase, arg{E(x, ω)} = arg{f (x)} + arg{Ẽ′ (ω − υx)} will always have an x-dependence,
mandating that its frequency components be not collimated. What’s more discomforting
is that the complexity of the phase fronts of constituent frequencies would be affected by
the complexity of the pulse’s spectral phase, a totally unacceptable assumption. A similar
problem also exists for the intensity. If the intensity of Ẽ′(ω) is not Gaussian, the conversion
of |E(ω)f(x− ζω)| to |f (x) Ẽ′ (ω − υx) | is also problematic.
In view of these problems, it is necessary to use Eq. (60) instead of Eq. (59) to
describe an experimental beam with spatio-temporal distortions. This is important for
the interpretation of a spatio-temporally distorted GRENOUILLE trace experimentally, as
GRENOUILLE, being a pulse characterization device, is designed to measure complicated
pulses. Using Eq. (59), as we have shown before, the distortion of a GRENOUILLE trace
would only be a frequency-axis shear under spatial chirp, and the shear value would be
entirely determined by spatial chirp, as predicted by the simple theory in Ref. [6]. In an
experimental beam, this is often not the case. For example, the existence of cubic spectral
phase in a spatially chirped Gaussian pulse-beam causes the GRENOUILLE trace to exhibit
an apparent delay-axis shear (Figure 28), whose value also depends on the cubic-phase
coefficient.
Clearly, to measure spatio-temporal distortion reliably for all pulse shapes and phases,
one needs to resort to the rigorous GRENOUILLE theory described in Section 9.2, where
no assumptions about the pulse or beam characteristics are made, and use Eq. (60) as
the form of the input spatio-spectral field. However, that also means that the current
FROG algorithm cannot be used for the purpose of temporal domain pulse retrieval, as
the spatio-temporal distortion parameters are buried deep in the kernel, and to retrieve
them or the temporal/spectral pulse characteristics now requires a complete overhaul of






Figure 28: Results of retrieving spatial chirp from a GRENOUILLE trace under spatio-
temporal distortion: (a) Temporal and (b) spectral intensity and phase of a cubic-spectral-
phase pulse. (c) Simulated GRENOUILLE trace of the pulse with spatial dispersion
ζ = dx/dω = 30 mm/(fs · rad−1). Additive 1% Gaussian noise has been imposed. Note
that the trace has an apparent delay-axis shear, which is inconsistent with the simple the-
ory’s prediction of frequency-axis shear. (d) Reconstructed GRENOUILLE trace using the
algorithm described in the text and the simulated noisy trace as input. Retrieved spatial
dispersion value is ζ = 29.9 mm/(fs · rad−1). The Levenberg-Marquardt method is used for
the one-dimensional minimization of ζ.
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upon its completion, will be an important development in the field of spatio-temporal field
characterization.
If the spatio-temporal distortion is small, there may be simpler approximate approaches
that could still work fairly well for the measurement of spatio-temporal distortions. One
such algorithm can be described as follows:
When the distortion is small, the GRENOUILLE trace under distortion must still be
quite similar to an ideal distortion-free trace. Running the commercial FROG algorithm on
this distorted trace (or a symmetrized version of it) will most likely return a pretty good
estimation of the temporal pulse form, locally at the center of the beam. Using that ap-
proximate retrieval result as an input to Eqs. (60) and (46), a few-dimensional optimization
routine can be used to retrieve the spatio-temporal coupling parameters. Although such an
approach is only approximate in nature, tests show that its performance is quite good, even
with a moderate level of noise (Figure 28). Its major advantage is, of course, minimal code
development and superior speed. Because this method only requires a fast few-dimensional
optimization step after the normal FROG retrieval procedure, this implementation of spatio-
temporal characterization is a very simple adaptation of the current well-tested FROG code,
while capable of offering users additional outputs of spatio-temporal distortion in a wide
array of cases.
Spatio-temporal dynamics of ultrafast laser beams is a fast growing field, which is gaining
increasing attention in recent years. There will no doubt be new developments in the
characterization techniques in the future. Hopefully, theoretical and experimental results





This appendix originally appeared as a conference paper by the author :
Xun Gu, Lin Xu, Mark Kimmel, Patrick O’Shea, Rick Trebino, Robert S. Windeler,
Charles Kerbage, and Benjamin J. Eggleton, “The problem of collimating ultra-broadband
continuum from microstructure fiber,” presented at the Conference on Lasers and Electro-
Optics (CLEO), Baltimore, MD, May 6–11, 2001. [59]
Ultrashort laser pulse technology plays an important role in the fields of physics, chem-
istry, biology, etc. Ultrashort pulses allow the study of incredibly fast time scales. More
importantly, the broad bandwidths of such pulses, whether the pulses are short or not,
are useful for many applications, including communication, coherent control of chemical
reaction, ultrahigh-spatial-resolution optical coherence tomography, and optical metrology.
Recently, ultra-broadband continuum has been obtained from microstructure fibers [102].
As interesting as the potential applications of the supercontinuum are, the huge bandwidth
also implies great intrinsic complexity in maneuvering and even simply collimating the
beam. Hardly any optical components are designed to deal with such a broad bandwidth,
and reflective optics also have their limitations. The problem is still to be solved, and we
will discuss the pros and cons of several different methods in the following section.
Microstructure fibers are fabricated so that different wavelengths expand differently
into the cladding (air). As the usual diffraction angle depends linearly on wavelength and
inversely on waist size, one would speculate that the divergence of different wavelengths
at the fiber output face would be different—and different from that of common fibers.
Knowledge of the frequency dependence of divergence will certainly aid us in our effort to
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Ultrashort laser pulse technology plays an important role in the fields of physics, chemistry, biology, etc. 
Ultrashort pulses allow the study of incredibly fast time scales. More importantly, the broad bandwidths of 
such pulses, whether the pulses are short or not, are useful for many applications, including 
communication, coherent control of chemical reaction, ultrahigh-spatial-resolution optical coherence 
tomography, and optical metrology.  Recently, ultra-broadband continuum has been obtained from 
microstructure fibers. [1] As interesting as the potential applications of the supercontinuum are, the huge 
bandwidth also implies great intrinsic complexity in maneuvering and even simply collimating the beam.  
Hardly any optical components are designed to deal with such a broad bandwidth, and reflective optics also 
have their limitations.  The problem is still to be solved, and we will discuss the pros and cons of several 
different methods in the following section. 
 Microstructure fibers are fabricated so that dif- 
ferent wavelengths expand differently into the cladding 
(air).  As the usual diffraction angle depends linearly on 
wavelength and inversely on waist size, one would 
speculate that the divergence of different wavelengths at 
the fiber output face would be different—and different 
from that of common fibers.  Knowledge of the 
frequency dependence of divergence will certainly aid 
us in our effort to collimate the beam.  We measured the 
spectrum at a series of points across a plane at a certain 
distance away from the output face.  The result (Fig. 1) 
reveals nearly identical spectra, which means that 
different frequency components diverge at essentially 
the same angle from the fiber.   
Unfortunately, the divergence angle is as large 
as 60 degrees, which causes difficulties in 
coupling and collimating the output light. 
In order to collimate the output beam, there are 
several known options available. One choice is a 
reflective (Cassegrain) microscopic objective. Widely used in optical applications, it is composed of two 
spherical mirrors face to face.  Focused by the first mirror, the light is collimated by the second small 
mirror placed in the center, and sent out through the hole that is cut in the center of the large mirror.  The 
major pitfall of this setup is though that, the majority of the output energy (the center) is blocked by the 
small mirror sitting in the center, disqualifying the beam from further utilization. 
Alternatively, we turn to using the reflective microscopic objective off axis.  The idea is to project the 
output light on one side of the large mirror only, to avoid the blockage by the small mirror.  However, 
strong astigmatism results from this abnormal use of the optic, giving an unacceptable spatial mode in the 
far field, as is shown in Figure 2. 
A third option is the off-axis paraboloid, which is a standard technique in collimation of fiber outputs.  
However, because the microstructure fiber has a core diameter of merely ~1.5 µm, the divergence angle of 
the output light is as large as ~60 degrees, which requires the use of an off-axis paraboloid of very short 
focal length.  Off-axis paraboloids of such a size are very hard to fabricate with the precision necessary to 
maintain a good beam profile in the far field.  Mechanical engineerability becomes the main limiting factor 
 
 Fig. 1.   The spectra measured at three different locations 
from the output of the fiber.  The curves agree well, which 
demonstrates little “divergence chirp.” 
Fi ure 29: The spectra measured at three different locations from the output of the fiber.
The curves agree well, which demonstrates little “divergence chirp.”
collimate the beam. We measured the spectrum at a series of points across a plane at a
certain distance away from the output face. The result (Figure 29) reveals nearly identical
spectra, which means that different frequency components diverge at essentially the same
angle from the fiber.
Unfortunately, the divergence angle is as large as 60 degrees, which causes difficulties in
coupling and collimating the output light.
In order to collimate the output beam, there are several known options available. One
choice is a reflective (Cassegrain) microscopic objective. Widely used in optical applications,
it is composed of two spherical mirrors face to face. Focused by the first mirror, the light is
collimated by the second small mirror placed in the center, and sent out through the hole
that is cut in the center of the large mirror. The major pitfall of this setup is though that,
the majority of the output energy (the cente ) is blocked by the small mirror sitting in the
center, disqualifying the beam from further utilization.
Alternatively, we turn to using the reflective microscopic objective off axis. The idea is
to project the output light on one side of the large mirror only, to avoid the blockage by
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in this case, and we have found the results of such an optic highly unsatisfactory (the beam assumes a 
cross-shape a meter away).   
Having exhausted the common reflective optical methods, we considered using refractive optics to deal 
with our continuum.  We have considered triplet lenses and refractive microscopic objectives.  Although 
they do give good beam shape, as shown in Figure 2, there exists a huge problem of using them to deal with 
the supercontinuum—chromatic aberration.  Most lenses are designed for one or several wavelengths only; 
never are they intended to operate with such a huge bandwidth that we have.  Therefore, chromatic 
aberration is expected, and is observed in our measurement.  In Figure 3, we show the spectra measured at 
several locations in the beam.  Obviously, the weight of different frequency components changes as we 
move our detector across the beam, which implies that those components propagate in different manners in 
space.  This is a severe problem in the far field, as the colors begin to separate significantly, causing great 
difficulty in phase-matching, or any other operation involving theis light. 
We have gone to great lengths looking for solutions, but a perfect answer has yet to be found.  As the 
applications of the supercontinuum begin to attract more and more people’s attention, we feel that it may be 
helpful to point out the existing difficulties in dealing with the light, and we hope they might get addressed 
in the near future.  Indeed, the solution may be Lucent’s newly developed tapered-core microstructure 
fiber, whose core increases gradually to as much as 8 µm at the output.  This will decrease the divergence 




Fig. 2.  Far-field spatial modes from a reflective microscopic objective in the off-axis configuration (left), a triplet lens 
(center), and a 60x refractive microscopic objective (right). 
 
Fig. 3.  Spectra measured at three different locations in the beam as we try to collimate using a triplet (left) and a 60x 
refractive microscopic objective (right).  The solid line is the measured spectrum in the center of the beam, while the 
two other curves are measured on the sides.  It can be easily seen that chromatic aberration exists in both scenarios. 
Figure 30: Far-field spatial modes f om a reflective microscopic objective in the off-
axis configuration (left), a triplet lens (center), and a 60× refractive microscopic objective
(right).
the small mirror. However, strong astigmatism results from this abnormal use of the optic,
giving an unacceptable spatial mode in the far field, as is shown in Figure A.
A third option is the off-axis paraboloid, which is a standard technique in collimation
of fiber outputs. However, because the microstructure fiber has a core diameter of merely
∼ 1.5 µm, the divergence angle of the output light is as large as ∼ 60 degrees, which requires
the use of an off-axis paraboloid of very short focal length. Off-axis paraboloids of such a
size are very hard to fabricate with the precision necessary to maintain a good beam profile
in the far field. Mechanical engineerability becomes the main limiting factor in this case,
and we have found the results of such an optic highly unsatisfactory (the beam assumes a
cross-shape a meter away).
Having exhausted the common reflective optical methods, we considered using refractive
optics to deal with our continuum. We have considered triplet lens s and refractive micro-
scopic objectives. Alth ugh they do give good be m shape, as shown in Figure A, there
exists a huge problem of using them to deal with the supercontinuum—chromatic aberra-
tion. Most lenses are designed for one or several wavelengths only; never are they intended
to operate with such a huge bandwidth that we have. Therefore, chromatic aberration is
expected, and is observed in our measurem nt. I Figure 31, we show the spectra mea ured
t s veral lo ations in the beam. Obviously, the wei ht of different frequency omponents
changes as we move our detector across the beam, which implies that those components
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in this case, and we have found the results of such an optic highly unsatisfactory (the beam assumes a 
cross-shape a meter away).   
Having exhausted the common reflective optical methods, we considered using refractive optics to deal 
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the supercontinuum—chromatic aberration.  Most lenses are designed for one or several wavelengths only; 
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aberration is expected, and is observed in our measurement.  In Figure 3, we show the spectra measured at 
several locations in the beam.  Obviously, the weight of different frequency components changes as we 
move our detector across the beam, which implies that those components propagate in different manners in 
space.  This is a severe problem in the far field, as the colors begin to separate significantly, causing great 
difficulty in phase-matching, or any other operation involving theis light. 
We have gone to great lengths looking for solutions, but a perfect answer has yet to be found.  As the 
applications of the supercontinuum begin to attract more and more people’s attention, we feel that it may be 
helpful to point out the existing difficulties in dealing with the light, and we hope they might get addressed 
in the near future.  Indeed, the solution may be Lucent’s newly developed tapered-core microstructure 
fiber, whose core increases gradually to as much as 8 µm at the output.  This will decrease the divergence 




Fig. 2.  Far-field spatial modes from a reflective microscopic objective in the off-axis configuration (left), a triplet lens 
(center), and a 60x refractive microscopic objective (right). 
 
Fig. 3.  Spectra measured at three different locations in the beam as we try to collimate using a triplet (left) and a 60x 
refractive microscopic objective (right).  The solid line is the measured spectrum in the center of the beam, while the 
two other curves are measured on the sides.  It can be easily seen that chromatic aberration exists in both scenarios. 
Figur 31: Spe tra measured at three different locations in the beam as we try to collimate
using a triplet (left) and a 60× refractive microscopic objective (right). The solid line is
the measured spectrum in the center of the beam, while the two other curves are measured
on the sides. It can be easily seen that chromatic aberration exists in both scenarios.
propagate in different manners in space. This is a severe problem in the far field, as the
colors begin t separat significantly, cau ing great difficulty in has -matching, or any
other operation involving theis light. We have gone to great lengths looking for solutions,
but a perfect answer has yet to be found. As the applications of the supercontinuum begin
to attract more and more people’s attention, we feel that it may be helpful to point out
the existing difficulties in dealing with the light, and we hope they might get addressed in
the near future. Indeed, the solution may be Lucent’s newly developed tapered-core micro-
structure fiber, whose core increases gradually to as much as 8 µm at the output. This
will decrease the divergence angle of the continuum from about 60 degrees to ∼ 10 degrees,




We have shown above that simultaneous temporal and spatial chirp cause pulse-front tilt
even in the absence of angular dispersion. Here, we provide an alternative derivation using
the matrix formalism introduced by Martinez [89, 88] and extended by Kostenbauder [80].
An optical system that introduces spatial and temporal chirp can be described in terms
of a 4×4 ray-pulse matrix as:
K =

A B 0 E
C D 0 F
G H 1 I




1 L 0 2πζ
0 1 0 0
0 −2πζ/λ0 1 2πϕ(2)
0 0 0 1

(61)
where ζ is spatial dispersion and ϕ(2) is group-delay dispersion.
Matrix K can be obtained either by calculating the system ray-pulse matrix for a two-
prism pulse compressor separated by L or for a fictitious system that introduces only spa-
tial chirp followed by a dispersive slab of thickness nL (where n = n(ω) is the index of
refraction). In both cases, GDD is the total GDD due to both the material and angular
dispersions. Note that this approach describes only rays or plane waves, so the matrix
shows no pulse-front tilt (K31 =
∂t
∂x
= 0), as we expect.
In order to apply the ray-pulse matrix to a finite-size Gaussian beam, we must use the
complex Q matrix, as illustrated by Kostenbauder in Ref. [11]. Using this approach, the
spatio-temporal electric field is expressed as:


























The off-diagonal elements of the matrix Q−1 indicate spatial-temporal coupling. We
may write the electric-field magnitude in terms of local pulse length and pulse-front tilt as


















































































Substituting the elements of K from Eq. (61) into (68), we obtain:
Qout =













































For a well collimated beam, we can approximate:























4ζ2 + w2τ20 + i2ϕ(2)w2
 (72)
Using Eqs. (64) and (65), we find
τ =

















which are identical to the results we obtained in Chapter 8.
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