This paper investigates a change-point estimation problem in the context of highdimensional Markov Random Field models. Change-points represent a key feature in many dynamically evolving network structures. The change-point estimate is obtained by maximizing a profile penalized pseudo-likelihood function under a sparsity assumption. We also derive a tight bound for the estimate, up to a logarithmic factor, even in settings where the number of possible edges in the network far exceeds the sample size. The performance of the proposed estimator is evaluated on synthetic data sets and is also used to explore voting patterns in the US Senate in the 1979-2012 period.
Introduction
Networks are capable of capturing dependence relationships and have been extensively employed in diverse scientific fields including biology, economics and the social sciences.
A rich literature has been developed for static networks leveraging advances in estimating sparse graphical models. However, increasing availability of data sets that evolve over time has accentuated the need for developing models for time varying networks. Examples of such data sets include time course gene expression data, voting records of legislative bodies, etc.
In this work, we consider modeling the underlying network through a Markov random field (MRF) that exhibits a change in its structure at some point in time. Specifically, suppose we have T observations X (t) , 1 ≤ t ≤ T over p-variables with X (t) = X (t) 1 , . . . , X (t) p and X (t) j ∈ X, for some finite set X. Further, we assume that there exists a time point 1 ≤ τ < T such that X (t) , 1 ≤ t ≤ τ is an independent and identically distributed sequence from a distribution g θ (1) (·) parametrized by a real symmetric matrix θ (1) , while the remaining observations X (t) , τ + 1 ≤ t ≤ T forms also an independent and identically distributed sequence from a distribution g θ (2) (·) parameterized by another real symmetric matrix θ (2) . We assume that the two distributions g θ (1) (·), g θ (2) (·) belong to a parametric family of Markov random field distributions given by
for a function B 0 : X → R, and a symmetric function B : X × X → R which encodes the interactions between the nodes. The term Z (θ) is the corresponding normalizing constant.
Thus, the observations over time come from a MRF that exhibits a change in its structure at time τ and the matrices θ (1) and θ (2) encode the dependence between the p random variables respectively before and after the change-point.
The objective is to estimate the change-point τ , as well as the network structures θ (1) and θ (2) . Although the problem of identifying a change point has a long history in statistics (see Bai (2010) , Carlstein (1988) , Hinkley (1970) , Loader (1996) , Lan, Banerjee and Michailidis (2009), Muller (1992) , Raimondo (1998) and references therein), its use in a high-dimensional network problem is novel and motivated by the US Senate voting record application discussed in Section 6. Further, the methodology developed in this paper is useful in other areas, where similar problems occur. Examples include biological settings, where a gene regulatory network may exhibit a significant change at a particular dose of a drug treatment, or in finance where major economic announcements may disrupt financial networks.
Estimation of time invariant networks from independent and identically distributed data based on the MRF model has been a very active research area (see e.g. Banerjee et al. (2008) ; Höfling and Tibshirani (2009) ; Ravikumar et al. (2010) ; Xue et al. (2012); Guo et al. (2010) and references therein). Sparsity (an often realistic assumption) plays an important role in this literature, and allows the recovery of the underlying network with relatively few observations ; Guo et al. (2010) ).
On the other hand, there is significant less work on time varying networks (see Zhou et al. (2010) , Kolar et al. (2010) , Kolar and Xing (2012) etc.) . The closest setting to the current paper is the work in Kolar and Xing (2012) , which considers Gaussian graphical models where each node can exhibit multiple change points. In contrast, this paper focuses on a single change-point impacting the global network structure of the underlying Markov random field. In general, which setting is more appropriate depends on the application.
In biological applications where the focus is on particular biomolecules (e.g. genes, proteins, metabolites), nodewise change-point analysis would typically be preferred, whereas is many social network applications (such as the political network example considered below), global structural changes in the network are of primary interest. Further, note that node-level changes detected at multiple nodes can be inconsistent, noisy and difficult to reconcile to extract global structural changes.
Another key difference between these two papers is the modeling framework employed.
Specifically, in Kolar and Xing (2012) the number of nodes in the Gaussian graphical model is fixed and smaller than the available sample size. The high-dimensional challenge comes from the possible presence of multiple change-points per node, which leads to a large number of parameters to be estimated. To overcome this issue, a total variation penalty is introduced, a strategy that has worked well in regression modeling where the number of parameters is the same as the number of observations. On the other hand, this paper assumes a high-dimensional framework where the number of nodes (and hence the number of parameters of interest, namely the edges) grow with the number of time points and focuses on estimating a single change-point in a general Markov random field model.
To avoid the intractable normalizing constant issue in estimating the network structures, we employ a pseudo-likelihood framework. As customary in the analysis of changepoint problems (Bai (2010) ; Lan, Banerjee and Michailidis (2009)), we employ a profile pseudo-likelihood function to obtain the estimateτ of the true change-point τ . Under a sparsity assumption, and some regularity conditions that allow the number of parameters p(p + 1) to be much larger than the sample size T , we establish that with high
In classical change-point problems with a fixed-magnitude change, it is well-known that the maximum likelihood estimator of the change-point satisfies |τ − τ | = O p (1) (see e.g. Bai (2010) Moody and Mucha (2013) ).
The remainder of the paper is organized as follows. Modeling assumptions and the estimation framework are presented in Section 2, while Section 3 establishes the key technical results. Section 4 discusses computational issues and Section 5 evaluates the performance of the estimation procedure using synthetic data. Section 6 illustrates the procedure on the US Senate voting record. Finally, proofs are deferred to the Appendix.
Methodology
Let {X (t) , 1 ≤ t ≤ T } be a sequence of independent random vector, where
j takes values in a finite set X. We assume that there exists a time point (change point) τ ∈ {1, . . . , T − 1} and symmetric matrices θ (1) , θ (2) ∈ R p×p , such that for all x ∈ X p ,
where g θ is the Markov random field distribution given in (1). The likelihood function of the observations {X (t) , 1 ≤ t ≤ T } is then given by
We write E to denote the expectation operator with respect to P. For a symmetric matrix θ ∈ R p×p , we write P θ to denote the probability distribution on X p with probability mass function g θ and E θ its expectation operator.
We are interested in estimating both the change point τ , as well as the parameters ) . Let M p be the space of all p × p real symmetric matrices. We equip M p with the Frobenius inner product θ, ϑ F def = k≤j θ jk ϑ jk , and the associated norm θ F def = θ, θ . This is equivalent to identifying M p with the Euclidean space R p(p+1)/2 , and this identification prevails whenever we define gradients and Hessians of functions f :
for some d ≥ 1, and A is an ordered subset of {1, . . . , d}, we define u A def = (u j , j ∈ A), and u −j is a shortcut for u {1,...,d}\{j} .
To avoid some of the computational difficulties in dealing with the normalizing constant of g θ , we take a pseudo-likelihood approach. For θ ∈ M p and j ∈ {1, 2, . . . , p}, define
, for u ∈ X, and x ∈ X p . From the expression of the joint distribution g θ in (1), we have
where
The normalizing constant Z
θ (x) defined in (4) is actually a summation over X, but for notational convenience we write it as an integral against the counting measure on X. Next, we introduce
The negative log-pseudo-likelihood of the model (divided by T ) is given by
We propose to estimate the change point τ using a profile pseudo-likelihood approach.
More precisely our estimatorτ is defined as
for a search domain T ⊂ {1, . . . , T } of the form {k l , k l + 1, . . . , T − k u }, where for each τ ∈ T , θ 1,τ and θ 2,τ are defined as
and
for some positive penalty parameters λ 1,τ , λ 2,τ . Since the network estimation errors at the boundaries of the time-line {1, . . . , T } are typically large, a restriction on the search domain is needed to guarantee the consistency of the method. This motivates the introduction of T . We give more details on T below.
Theoretical Results
The recovery of τ rests upon the ability of the estimatorsθ j,τ to correctly estimate θ (j) , j ∈ {1, 2}. Estimators for the static version of the problem where one has i.i.d.
observations from a single Markov Random Field have been extensively studied; see Guo et al. (2010) , Höfling and Tibshirani (2009) , Bühlmann (2006), Ravikumar et al. (2010) and references therein for computational and theoretical details. However, in the present setting one of the estimatorsθ j,τ , j ∈ {1, 2} is derived from a misspecified model. Hence, to establish the error bound for θ j,τ −θ
2 , we borrow from the approach in Atchadé (2011) . For penalty terms λ j,τ as in (8) and under some regularity assumptions, we derive a bound on the estimator errors θ j,τ − θ
2 , for all τ ∈ T . We then use this result to show that the profile pseudo-log-likelihood estimatorτ is an approximate minimizer of τ → T (τ ; θ (1) , θ (2) ) and this allows us to establish a bound on the distance betweenτ and the true change point τ .
We assume that the penalty parameters take the following specific form.
where d def = p(p + 1)/2, and
which serves as (an upper bound on the) standard deviation of the random variables
where a 1 , a 2 are chosen from the data by an analogue of the Bayesian Information Criterion (Schwarz (1978) ).
ik = 0 , with s j = |A j | denoting the cardinality (and hence the sparsity) of the true model parameters. We also define
used next in the definition of the restricted strong convexity assumption.
Remark 1. Assumption H1 is a restricted strong convexity assumption on the negative log-pseudo-likelihood function φ(θ, x). This can be seen by noting that (11) can also be written as
These restricted strong convexity assumptions of objective functions are more pertinent in high-dimensional problems and appear in one form or another in the analysis of highdimensional statistical methods (see e.g. Neghaban et al. (2010) and references therein).
We impose the following condition on the change point and the sample size.
. Further, we assume that there exists α ∈ (0, 1) such that τ = α T , and the sample size T satisfies
where ρ 1 , and ρ 2 are as in H1.
Remark 2. Note that the constants 2 11 and 48 2 × 16 2 required in H2 will typically yield a very conservative bound on the sample size T . We believe these large constants are mostly artifacts of our techniques, and can be improved. The key point of H2 is the fact that we require the sample T to increase as a linear function of max(s 2 1 , s 2 2 ) log(p). This is in agreement with other results in high-dimensional sparse recovery.
The ability to detect the change-point requires that the change from θ (1) to θ (2) be identifiable. Define
, and there also exists > 0 that does not depend on p, T such that
Remark 3. Obviously H3 is stronger than a mere identifiability condition κ 0 > 0. In the case where θ (1) and θ (2) have similar sparsity patterns, Assumption (3) can be shown to hold provided that most of the individual differences |θ
,ij | are sufficiently large. To see this, notice that by a Taylor expansion one can show that
where c 0 is as in (9). Hence, if the restricted strong convexity assumption H1 holds and θ (1) and θ (2) have similar sparsity structures, in the sense that θ (1) − θ (2) ∈ C 2 , then using (11), we see that
.
In this case (13) holds if the term θ
1 remains bounded away from zero as p → ∞, which in turn holds true for instance if most of the differences |θ
,ij | are sufficiently large.
Finally, we define the search domain as the set
where T + is defined as the set of all time-points τ ∈ {τ + 1, . . . , T } such that
, and 64c
and T − is defined as the set of all time-point τ ∈ {1, . . . , τ } such that
Remark 4. Notice that T is of the form {k l , k l + 1, . . . , τ , τ + 1, . . . , T − k u }, since for τ close to τ both (15) and (16) hold provided that T is large enough.
We can then establish the key result of this paper.
Theorem 1. Under assumptions H1-H3, with α as in H2, for the model posited in (2), and for the estimator defined in (7), we have that with probability tending to one as p → ∞,
where M =
, and the notation a b means that a ≤ cb for some universal constant c.
Remark 5. Theorem 1 gives a theoretical guarantee that even for large p and for large enough sample size T , |τ − τ | = O(log(pT )) with high-probability. For fixed-parameter change-point problems, the maximum likelihood estimator of the change-point is known to Bai (2010) ). It is unclear whether the additional term log(pT ) in the Theorem above is a fundamental feature of high-dimensional problems when p is growing with the sample size, or simply the result of our methods of proof. This question requires further investigation.
Another nice feature of Theorem 1 is the fact that the constant 1 + 
Algorithm and Implementation Issues
The key steps of the algorithm to compute the estimates τ ,θ 1,τ ,θ 2,τ based on a sequence of observed p-dimensional vectors {x (t) , 1 ≤ t ≤ T } are described in the following algorithm.
Algorithm 1 (Basic Algorithm). Input: a sequence of observed p-dimensional vectors {x (t) , 1 ≤ t ≤ T }, and T ⊆ {1, . . . , T } the search domain.
1. For each τ ∈ T , estimateθ 1,τ ,θ 2,τ using for instance the algorithm in Höfling and Tibshirani (2009) to obtain sparse estimates of the underlying network structures.
2. For each τ ∈ T , plug-in the estimatesθ 1,τ ,θ 2,τ in (6) and obtain the profile (negative)
3. Identifyτ that achieves the minimum of P (τ ) over the grid T , and useθ 1,τ ,θ 2,τ as the estimates of θ (1) and θ (2) , respectively.
In our implementation of the Basic Algorithm, we choose the set T in such a way that we could avoid the large estimation errors at the boundaries. More specifically, we choose the search domain as T = {k l , k l + 1, . . . , T − k l } where k l is much larger than 1. Thus we ensure that the errors of estimation remain small by staying sufficiently away from both boundaries. For example, for a particular implementation with T = 700, we choose k l = 60 as described in detail in section 5.
Note that to identify the change-pointτ the algorithm requires a full scan of all the time points in the set T , which can be expensive in the presence of a large number of them. To that end, we discuss a fast implementation that operates in two stages. In the first stage, a coarser grid T 1 ⊂ T of time points is used and steps (a) and (b) of the Basic
Algorithm are used to obtain T (τ ;θ 1,τ ,θ 2,τ ), τ ∈ T 1 . Subsequently, the profile likelihood function T is smoothed using a Nadaraya-Watson kernel (Nadaraya (1965) ). Based on this smoothed version of the profile likelihood, an initial estimate of the change-point is obtained. In the second stage, a new fine-resolution grid T 2 is formed around the first stage estimate ofτ . Then, the Basic Algorithm is used for the grid points in T 2 to obtain the final estimate. This leads to a more practical algorithm summarized next.
Algorithm 2 (Fast Implementation Algorithm). Input: a sequence of observed pdimensional vectors {x (t) , 1 ≤ t ≤ T }, and T ⊆ {1, . . . , T } the search domain.
1. Find a coarser grid T 1 of time points.
2. For each τ ∈ T 1 , use steps (a) and (b) of the Basic Algorithm to obtain P T (τ ), τ ∈ T 1 .
3. Compute the profile negative pseudo-log-likelihood over the interval [1, T ] by NadarayaWatson kernel smoothing:
The first stage change-point estimate is then obtained as
4. Form a second stage grid T 2 around the first stage estimateτ and for each τ ∈ T 2 , estimate θ 1,τ and θ 2,τ using steps (a) and (b) of the Basic Algorithm.
5. Construct the second stage smoothed profile pseudo-likelihood
The final change-point estimate is then given by
5 Performance Assessment
Comparing Algorithm 1 and Algorithm 2
We start by examining the relative performance of both the Basic (Algorithm 1) and the Fast Implementation Algorithms (Algorithm 2). We use the so called Ising model; i.e.
when (1) has B 0 (x j ) = x j , B (x j , x k ) = x j x k and X ≡ {0, 1}. In all simulation setting the sample size is set to T = 700, and the true change-point is at τ = 350, while the network size p varies from 40-100. All the simulation results reported below are based on 30 replications of Algorithm 1 and Algorithm 2.
The data are generated as follows. We first generate two p × p symmetric adjacency matrices each having density 10%; i.e. only ∼10% of the entries are different than zero.
Each off-diagonal element of θ
if there is an edge between nodes j and k, otherwise θ (i) jk = 0. All the diagonal entries are set to zero. Given the two matrices θ (1) and θ (2) , we generate the data
by Gibbs sampling.
Different "signal strenghts" are considered, by setting the degree of similarity between θ (1) and θ (2) to 0%, 20% and 40%. The degree of similarity is the proportion of equal offdiagonal elements between θ (1) and θ (2) . Thus, the difference θ (2) −θ
1 becomes smaller for higher degree of similarity and as can be seen from Assumption H3, the estimation problem becomes harder in such cases.
The choice of the tuning parameters λ 1,τ and λ 2,τ were made based on Bayesian Information Criterion (BIC) where we search λ 1,τ and λ 2,τ over a grid Λ and for each penalty parameter the λ value that minimizes the BIC score (defined below) over Λ is selected. If we define λ BIC 1 and λ BIC 2 as the selected λ values for λ 1 and λ 2 by BIC we have
For the fast algorithm (Algorithm 2), the first stage grid employed had a step size of 10 and ranged from 60 to 640, while the second stage grid was chosen in the interval [τ − 30,τ + 30] with a step-size of 3.
We present the results for Algorithm 1 in Table 1 for the case p = 40. It can be seen that Algorithm 1 performs very well for stronger signals (0% and 20% similarity), while there is a small degradation for the 40% similarity setting. The results on the specificity, sensitivity and the relative error of the estimated network structures are given in Table   2 . The results for Algorithm 2 for p = 40, 60 and p = 100, for the change-point estimates are given in Table 4 , while the specificity, sensitivity and relative error of the estimated network structures are given in Table 5 . These results show that Algorithm 2 has about 20% higher mean-squared error (MSE) compared to Algorithm 1. However as pointed out in Section 4, Algorithm 2 is significantly faster. In fact in this particular simulation setting, Algorithm 2 is almost 5 times faster in a standard computing environment with 4 cpu cores. See also the results in Table 3 which reports the ratio of the run-time of a single iteration of Algorithm 1 and Algorithm 2.
Further, selected plots of the profile smoothed pseudo-log-likelihood functions P 1s (τ ) and P 2s (τ ) from the first and second stage of Algorithm 2 are given in Figure 1 . of size p = 50 that are more sparsely connected before the change-point, but exhibit fairly strong negative association between their members after the change-point. Further, the within community connections are increased for one of them and decreased for the other after the occurrence of the change-point. We keep the density of the two matrices encoding the network structure before and after the true change-point at 10%. In the pre changepoint regime, 40% of the non-zero entries are attributed to within group connections in community 1 (see Table 6 ), and 50% to community 2 (see Table 6 ), while the remaining 10% non-zeros represent between group connections and are negative. Note that the within group connections are all positive. In the post change-point regime, the community 1 within group connections slightly increase to 42% of the non-zero entries, whereas those of community 2 decrease to 17% of the non-zero entries. The between group connections increase to 41% of the non-zero entries in the post change-point regime. As before, each off-diagonal element θ 
Application to Roll Call Data of the US Senate
The data examined correspond to voting records of the US Senate covering the period 1979 (96th Congress) to 2012 (112th Congress) and were obtained from the website www.voteview.com. Specifically, for each of the 12129 votes cast during this period, the following information is recorded: the date that the vote occurred and the response to the bill/resolution under consideration -yes/no, or abstain-of the 100 Senate members.
Due to the length of the time period under consideration, there was significant turnover of Senate members due to retirements, loss of re-election bids, appointments to cabinet or had often managed to control Congressional outcomes since the "New Deal" era. Note that other analyses based on fairly ad hoc methods (e.g. Moody and Mucha (2013) ) also point to a significant change occurring after the November 1994 election.
Next, we examine more closely the pre and post change-point network structures, shown in the form of heatmaps of the adjacency matrices in Figure 4 . To obtain stable estimates of the respective network structures, stability selection (Meinshausen and Bühlmann (2010) ) was employed with edges retained if they were present in more than 90% of the 50 networks estimated from bootstrapped data. To aid interpretation, the 100
Senate seats were assigned to three categories: Democrat (blue), mixed (yellow) and Republican (red). Specifically, a seat was assigned to the Democrat or Republican categories if it were held for more than 70% of the time by the corresponding party within the pre or post change-point periods; otherwise, it was assigned to the mixed one. This means that if a seat was held for more than 5 out of the 8 Congresses in the pre change-point period and similarly 6 out of 9 Congresses in the post period by the Democrats, then it is assigned to that category and similarly for Republican assignments; otherwise, it is categorized as mixed.
In the depicted heatmaps, the ordering of the Senate seats in the pre and post changepoint regimes are kept as similar as possible, since some of the seats changed their category membership completely across periods. Further, the green dots represent positive edge weights, mostly corresponding to within categories interactions, while black dots represent negative edge weights, mostly between category interactions. It can be clearly seen an emergence of a significant number of black dots in the post change-point regimes, indicative of sharper disagreements between political parties and thus increased polarization.
Further, it can be seen that in the post change-point regime the mixed group becomes more prominent, indicating that it contributes to the emergence of a change-point.
To further explore the reasons behind the presence of a change-point, we provide some network statistics in Table 7 . Specifically, the Table gives the number of positive and negative edges, before and after the estimated change-point using three different methods for selecting the penalty tuning parameters; an analogue of the Bayesian Information
Criterion and threshold 0.9 and 0.8 for the stability selection method respectively. The patterns shown across the Table for the three different methods are very similar-many positive edges within groups and very few or no negative edges within the "republican" or "democrat" groups in both pre and post-change-point periods. Further, there are quite a few negative edges between "republican" and "democrat" groups, which tend to increase in the post regime. One noticeable fact is that the number of positive edges within the "republican" and "democrat" groups increases from pre to post change-point regime under BIC, whereas they remain almost the same or decrease using the stability selection method.
Since the employed Bayesian Information Criterion represents a rough approximation, the results based on the stability selection method should be viewed as more reliable. It can also be observed that the "mixed" and the "democrat" groups exhibit a large number of positive edges between them in the pre regime, as gleaned from their overlap in the corresponding heatmap.
We also present some other network statistics, such as average degree, centrality scores and average clustering coefficients for the three groups "republican", "democrat" and "mixed" in Table 8 . We observe that in terms of centrality scores the "democrat" group is more influential than the "republican" one, in both the pre and post change-point network structures, whereas in terms of clustering coefficient values the "republican" group is ahead of the "democrat" one and the gap increases from pre to post change-point regime, also reflected in the finding that the number of edges within the "republican" group mostly remains the same from pre to post regimes, whereas for the democrats it decreases. These results suggest that the Republicans form a tight cluster, whereas the Democrats not to the same extent. Table 7 : Positive and negative edges for network structures before and after the estimated change-point for BIC, stability selection with threshold=0.9 and with threshold=0. We organize the proofs as follows. We start with some preliminary lemmas in Section 7.1. In particular under assumptions H1-H2, we derive a bound on the estimation errors
2 and this yields a control on the term max τ | T (τ,θ 1,τ ,θ 2,τ ) − T (τ, θ (1) , θ (2) )|, which allows us to conclude thatτ is an approximate minimizer of τ → T (τ, θ (1) , θ (2) ).
Using these results we establish Theorem 1 in Section 7.2. The proofs of the preliminary lemmas are postponed to Section 7.3-7.5.
We recall some of the notation defined above. The following properties of the conditional distribution (3) will be used below. It is well known (and easy to prove using Fisher's identity) that the function θ → φ(θ, x) is Lispchitz and
where c 0 is as in (9).
From the expression (3) of the conditional densities, using straightforward algebra, it is easy to show that the negative log-pseudo-likelihood function φ(θ, x) satisfies the following.
For all θ, ∆ ∈ M p , and x ∈ X p ,
Furthermore by Taylor expansion, we have
Preliminary results
We introduce
Var θ
which is the sample version of the left hand side of (11). Similarly we define
and G
For τ > 1, ρ > 0, λ > 0, and for j = 1, 2 we work with the event
The following key lemma is a straightforward variant of Lemma 2.2 of Atchadé (2011) , which itself follows closely Neghaban et al. (2010) . For brevity we omit the details here.
Lemma 1. Fix τ ∈ {1, 2, . . . , T − 1}. Suppose that there existsρ 1,τ > 0 andρ 2,τ > 0 such that the event E 1 τ (ρ 1,τ , λ 1,τ ) ∩ E 2 τ (ρ 2,τ , λ 2,τ ) holds, where λ 1,τ and λ 2,τ are as in equation (8). Suppose also that τ Tρ 1,τ ≥ 48λ 1,τ s 1 and
Thenθ j,τ − θ (j) ∈ C j , (j = 1, 2), where C j is defined in (10), and
The next result follows easily.
Lemma 2. Fix τ ∈ {1, 2, . . . , T − 1}. Under the assumptions of Lemma 1,
Proof. See Section 7.3.
The next two lemmas imply that under H1 and H2, the event
holds with high probability. This is explicitly stated in the following corollary.
Lemma 3. Assume H1 and H2, and T = ∅. With λ 1,τ , λ 2,τ as in equation (8),
, and P max
Proof. See Section 7.4.
Lemma 4. Assume H1 and H2, and T = ∅. With probability at least 1 − 4 d the following holds: for all τ ∈ T , for all ∆ (1) ∈ C 1 , and for all ∆ (2) ∈ C 2 ,
Proof. See Section 7.5.
We combine the last two lemmas to obtain the following.
Corollary 1. Assume H1 and H2, and T = ∅. Let λ 1,τ and λ 2,τ as in equation (8).
holds with probability at least 1 − 8 d .
Proof of Theorem 1
Proof. We use T (τ ) instead of T τ ;θ 1,τ ,θ 2,τ for notational convenience, and we define
It is straightforward to check that
Recall that κ 0 is defined in H3 as
We then define and (24) becomes
We conclude from Lemma 2 that on the event
for some universal constant C, and where M is as defined in the statement of Theorem 1.
log (dT ). Notice that the event
Equation (26) implies that on the event τ ∈T E 1 τ (ρ 1 , λ 1,τ ) ∩ E 2 τ (ρ 2 , λ 2,τ ) , and for τ + B + j ∈ T , the event {τ = τ + B + j} is also a subset of
However by Corollary 1, the event ∩ τ ∈T E 1 τ (ρ 1 , λ 1,τ ) ∩ E 2 τ (ρ 2 , λ 2,τ ) occurs with probability at least 1 − 8/d. This, together with (26) and (27) imply that
We set
, where c 0 is as in (9). Using (19), Hoeffding's inequality and the inequality
Using H3, the monotonicity of x → ax/(bx + c) for ac > 0, and log(dT ) ≥ 1, we write
CM . Using again the fact that x → ax/(bx + c) is increasing for ac > 0, and log(dT ) ≥ 1, we get
We also use the fact that for a, b, c > 0,
to deduce that
A similar bound holds for P [τ < τ − B]. Thus we conclude that with a probability tending to one as p → ∞, |τ − τ | ≤ 1 +
. A similar bound holds for the second term
, and the lemma follows.
Proof of Lemma 3
Proof. We carry the details for the first bound. The second is done similarly. For τ ∈ T + , we calculate that for 1 ≤ j ≤ i ≤ p,
In the above display the notation E θ
is defined as the function z →
Fix a pair of nodes j < i (the argument is similar for i = j). Set
B(X i , X j )|X
B(X i , X j )|X (t) −j , and
so that E V The important point to notice is that for t ≤ τ , µ (t) ij = 0. For t > τ , we can bound µ (t) ij by comparing the conditional expectation of B(X i , X j ) under g θ (1) and g θ (2) . To this end, we use Lemma 5 which gives that for t > τ ,
,ij − θ A similar bound holds when i = j, and for τ ∈ T − . We conclude by a union-sum inequality that P * max
Proof of Lemma 4
Proof. We prove the first bound, the second bound is similar, if not simpler since there is no misspecification. We define Using H1, we deduce that
By the comparison Lemma 5
Var θ But on the other hand, using the fact that ∆ ∈ C 1 , Therefore if there exists a non-zero ∆ ∈ C 1 and τ ≥ τ * such that equation (34) 
