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Abstract
Continuous casting is an industrial process where molten metal is so-
lidified into products, such as bars, billets, blooms and slabs. The oc-
currence of oscillation marks and air gaps in steel casting are casting
phenomena that can be modelled as free-boundary problems.
Oscillation marks are small, undesirable defects that occur on the surface
of continuously cast steel. These marks are, in general, evenly spaced
indentations on the steel surface that are no more than a few millime-
tres deep. We use mathematical modelling and asymptotic reductions
to develop a model which helps further our understanding of oscillation-
mark formation and the factors that influence their depth. A model is
developed and non-dimensionalised before simplifications are made on
the basis of the smallness of the dimensionless parameters. The model
is compared with a previous model and with experimentally measured
oscillation marks. The model is extended and an unexpected hysteresis-
like phenomenon is observed.
During the continuous casting process, the solidified steel can sever its
contact with the mould wall due to thermal contraction, allowing air
to infiltrate the space vacated by the steel. This causes a significant
reduction in the heat transfer from the mould due to the thermally in-
sulating properties of air. An asymptotic, thermomechanical model is
developed. The model is described and non-dimensionalised and reduc-
tions are made. The reduced model is solved using numerical methods.
Finally, the model is compared to a previous finite element model and
experimental measurements.
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A free-boundary problem or a moving-boundary problem is a partial differential
equation where both the solution and the domain are unknown. Stefan problems
are a subset of moving-boundary problems which consider the interface between
phase changes to be moving with time. The classic textbook example of a Stefan
problem is the melting of ice, whereby the domain is split into two: liquid water
and solid ice. A boundary condition, known as the Stefan condition, is imposed at
the interface between the water and ice. The temperature in both the ice and water
along with the position of the moving phase boundary are all determined together
as part of the solution. Similarly, the solidification of metals can be considered
a Stefan problem. In this thesis, we examine the continuous casting of steel and
apply mathematical modelling techniques to two casting phenomena, treating them
as free-boundary problems.
Figure 1.1: Steel ingot.
Casting is a manufacturing process where
a liquid material is placed into a mould. The
liquid fills the mould, solidifies and is removed,
taking the shape of the mould. There are two
main processes in the casting of steel world-
wide: conventional or ingot casting and con-
tinuous casting.
Ingot casting involves transporting molten
metal into a fully enclosed mould where the
metal is cooled. When the metal has com-
pletely solidified, the mould is removed and the metal is then taken to be re-heated
and shaped into various semi-finished products, such as slabs or blooms. An exam-
ple of a steel ingot is shown in Figure 1.1. Due to the fact that the metal must cool
1
1. INTRODUCTION
Figure 1.2: Round billets of steel.
fully before it is removed from the cast, conventional casting is a time-consuming
process.
Continuous casting was developed in the 1950s as a quicker alternative to con-
ventional casting. Converting from ingot casting to continuous casting of steel is
said to have improved yield and thermal efficiency and has increased the availability
of higher quality steels [25]. The process involves the transfer of molten metal into
a mould that is open at the top and bottom and is enclosed on the sides by the
mould wall. The molten metal solidifies in the mould and solid metal is removed
from the bottom of the mould continuously as the liquid metal is added at the
top. The majority of the world’s steel is produced in this way, with copper and
aluminium also being continuously cast. For the purposes of this thesis, we are
considering the continuous casting of steel in an attempt to model associated mould
region phenomena.
1.1 Background to the continuous casting of steel
Continuous casting has been developed industrially worldwide as a high-throughput
method for producing, amongst other things, metal billets, blooms and slabs. For
examples see Figures 1.2-1.4, respectively. It is reported that more than 90% of the
world’s steel is produced by continuous casting [34], amounting globally to more
than one billion tonnes of steel cast per year.
Continuous casting of steel involves pouring molten steel that is just above its
melting point into a mould which is open at the bottom. The steel solidifies due
to cooling at the mould wall and forms a solid shell. This shell contains the still
Figure 1.3: Square blooms of steel.
2
1.1 Background to the continuous casting of steel
Figure 1.4: Slabs of steel.
molten steel in the centre of the cast. The steel shell is withdrawn at a constant
velocity, allowing more steel to be cast, before it is cut off at some point when it has
fully solidified. Thus, it is a continuous process, from which it derives its name. A
schematic of the process in continuous operation can be seen in Figure 1.5. In order
to begin the process, a starter brick is placed in the mould and is drawn out until
the solidified steel can support the liquid steel entering the cast from above.
Figure 1.5: Schematic of the continuous casting process.
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Figure 1.6: Oscillation marks.
1.2 Mould phenomena
Continuous casting is well-studied [57], but many of the aspects of the process
associated with the mould are still poorly understood. The work in this thesis seeks
to investigate two such problems, the formation of small defects known as oscillation
marks on the surface of continuously cast steel and the formation of air gaps.
1.2.1 Oscillation marks
Oscillation marks are surface defects that occur in the continuous casting of steel.
The defects are small indentations spaced more or less evenly along the surface of the
steel. The typical depth of oscillation marks can be up to the order of millimetres.
A sample of a steel slab with oscillation marks can be seen in Figure 1.6, whilst
Figure 1.7 shows oscillation marks from a side profile.
The primary reason attributed to the formation of oscillation marks in the con-
tinuous casting process is, as their name suggests, the oscillation of the mould wall.
In general, one full oscillation of the mould wall corresponds to one oscillation mark
on the steel surface. The oscillation of the mould wall allows the melted “flux pow-
der” to be drawn into the mould, separating the mould wall from the molten-solid
steel. The primary function of the molten flux (also referred to as slag) is to provide
lubrication between the steel and the mould wall [4]. This allows the steel shell to be
withdrawn at a constant velocity from the mould, where it is cooled and then cut.
If no lubricant were used in continuous casting, the steel would stick to the mould





Figure 1.7: Oscillation marks.
between the mould wall and the steel, the flux powder aids in preventing oxidation
of the steel at the top surface of the mould. The flux helps transfer heat from the
steel to the mould wall and it absorbs inhomogeneous particles known as inclusions
that can rise to the surface of the steel [3, 9, 34].
The flux powder is added to the surface of the mould, on top of the liquid steel
where it melts and rests. Then, it is drawn into the mould by the oscillation of the
mould wall. The molten flux also re-solidifies against the mould wall and sticks to
the mould wall [33]. This solidified flux then oscillates with the mould wall. Figure
1.8 shows the physical process. The oscillation of the mould is typically sinusoidal,

















































Figure 1.8: Interaction between the liquid steel, solid steel, liquid flux, solid flux











Figure 1.9: Mould tapers are defined by the radius at the top and bottom of the
mould, rw(0) and rw(L) respectively, and the length of the mould L.
1.2.2 Air-gap formation and mould tapering
Air-gap formation is thought to occur when, as the solid metal is moving down
through the mould, the steel shell becomes strong enough to withstand the metal-
lostatic pressure from the liquid steel within. When this strength is reached, the
shell recedes due to thermal contraction of the cooling solid steel shell. As the steel
is being drawn out of the mould, it cools and shrinks, allowing space between the
steel shell and the mould wall to propagate. This allows air to infiltrate in between
the steel shell and the mould wall. This has a profound negative effect on metal
casting efficiency, since the air acts as an insulator and significantly reduces the
cooling to the mould wall. This can cause problems in steel casting since complete
solidification of the steel does not occur until after the steel has left the mould and
thus, the shell needs to be thick enough to prevent a breakout of the inner molten
metal [13]. This is in contrast to the casting of copper, for example, where the metal
fully solidifies before leaving the mould despite the presence of air gaps [12, 13, 55].
In an attempt to reduce the size of these air-gaps or, ideally, to prevent their
formation altogether, moulds are designed such that the interior wall is tapered.
Tapers are typically described by a parameter, which we denote X , which has units
6
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where L is the length of the mould in the vertical z direction and rw(z) is the radius
of the tapered mould in the radial direction r. This geometry is shown in Figure 1.9.
Small linear tapers, typically of the order of 2 %/m, are used [25], while piecewise
linear and non-linear tapers are also found in the continuous casting industry [5].
1.3 Thesis outline
This thesis has the following structure:
 A review of the literature is conducted in Chapter 2. The review is split into
two sections, a section for oscillation marks and one for air gaps.
The oscillation-mark review is divided into three parts. The first deals with
experimental work beginning with Tomono [52] who first postulates the two
classifications of oscillation marks and the mechanisms for their formation.
Next, the work of Takeuchi & Brimacombe [51] is introduced, who also develop
a mathematical model outlining the importance of flux viscosity in oscillation-
mark depth. The mould simulator developed by Badri et al. [1, 2] is mentioned
before finally looking at recent experimental work by Saleem & collaborators
[43, 44, 59], which shows detailed micro-structure sub-surface analysis from
steel samples.
Next, the modelling literature is reviewed, beginning with a model by Bland
[3] for the behaviour of flux in continuous casting. Whilst the model itself
has little to do with oscillation-mark formation, it serves as the foundation for
subsequent oscillation-mark models. Next, we turn to Fowkes et al. [14, 15]
who further develop the understanding of flux flow in continuous casting. The
work carried out by Hill et al. [20], a model for oscillation-mark formation, is
also described. This model serves as the basis for the oscillation-mark model
developed in Chapters 3 and 4. Alternative models from King et al. [29] and
Steinruck & Rudischer [50] are then discussed, before the work of Vynnycky &
Zambrano [60], which looks to build a model based on the meniscus between
the molten flux and molten steel, is considered. Computational models are
then briefly discussed.
The next section details the literature surrounding air-gap formation in contin-
uous casting. Early models from Richmond & Tien [42] and Kelly et al. [25] are
discussed. Next, the model from Schwerdtfeger et al. [45] and its importance
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is introduced and further numerical models are mentioned [28, 31, 61, 67].
A series of asymptotic models by Vynnycky [53–55] for continuous casting of
copper is then described, along with models from Florio et al. [12, 13] who
built on Vynnycky’s work.
 Chapter 3 introduces a model that aims to predict the formation of oscilla-
tion marks. The model builds on the work of Hill [20] but does not make
assumptions ad hoc. Instead, a systematic non-dimensionalisation is carried
out, which results in a non-dimensional model with twelve dimensionless pa-
rameters.
 Chapter 4 begins by reducing the dimensionless model due to the size of the
dimensionless parameters and to allow for analytic tractability.
The reduced model is then split into two sections: the thermal model is first
considered and then the flow of flux is analysed. These are then combined to
obtain solutions for oscillation marks on the surface of the steel, along with
the solid/liquid flux interface and the solid/liquid steel interface.
Results are presented for two sets of data, one from Hill et al. [20] and the
other from Saleem [43]. Comparisons are made with the results from Hill
et al. [20]. Finally, the model is verified against experimentally measured
oscillation marks from Saleem [43].
 The dimensionless model is extended in Chapter 5 to examine the effect of
a temperature-dependent viscosity of the liquid flux. The importance of the
heat transfer coefficient and the thermal contact resistance at the boundary
located at the inner surface of the mould is examined.
The momentum analysis from Chapter 4 is then adapted to include temperature-
dependent viscosity. Analytic solutions for the maximum depth of oscillation
marks are found for two commonly-used flux viscosity profiles in the litera-
ture. An unexpected hysteresis phenomenon is presented. Oscillation marks
are produced for a viscosity profile that appears in the literature and are also
compared to the experimental marks found in Saleem [43].
 Chapter 6 begins by introducing the problem of air-gap formation in continu-
ous casting. A thermal boundary condition at the surface of the steel which
takes into account water cooling in the mould region is derived. A model
is described for air-gap formation which makes use of solid mechanics and
thermal effects. The model is non-dimensionalised and reductions are made
taking advantage of small parameters. The thermal and mechanical models
are decoupled from each other and solutions to the problem are found using
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numerical methods, along with an asymptotic solution for the position of air-
gap formation in the mould. Results are compared to those found in Kelly et
al. [25] for both a finite element model and some experimental measurements.
The width of the coolant channel and the speed of the flowing coolant are
varied to examine their effect on air-gap size and temperature profiles in the
mould wall. The effect of the size of a small linear mould taper is investigated,
and a theoretical ideal taper is then constructed.
 Finally, Chapter 7 summarises the analysis completed in this body of work
and goes on to describe its originality and significance. Potential future work






In this chapter, we review some of the literature surrounding the two problems
considered in this thesis. The review is split into two sections, the first examining
oscillation-mark formation and the second examining modelling of air-gap phenom-
ena in continuous casting.
2.1 Oscillation marks
Oscillation-mark formation has been the subject of research for more than three
decades. The literature is extensive and the phenomenon has been analysed in
multiple ways. Experimentalists have looked into oscillation-mark formation by ex-
amining steel samples, while others have turned to mathematical modelling and
computational fluid dynamics (CFD) to understand the problem. In this section,
we split the review of literature for oscillation-mark formation into two parts: ex-
(a) (b)
Figure 2.1: Diagram from Tomono [52] showing formation of (a) hook-type oscilla-
tion marks and (b) fold-type oscillation marks.
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perimental work and mathematical modelling.
2.1.1 Experimental
One of the earliest experimental investigations into oscillation marks is by Tomono
[52] who finds that oscillation-mark formation corresponds with the oscillation of
the mould wall. Tomono [52] classifies oscillation marks that are formed by two
distinct mechanisms: overflow-type or hook-type oscillation marks and fold-type or
bending oscillation marks.
Hook-type oscillation marks occur when the steel shell is sufficiently rigid. As
the shell is drawn down the cast the liquid steel flows over the steel shell, forming
a hook. This overflown liquid steel is now in contact with the flux, cooling occurs
and the steel solidifies. This creates a new steel shell, as shown in Figure 2.1 (a),
and the process repeats as the steel shell moves through the mould, creating a series
of oscillation marks. For fold-type oscillation marks, the steel shell is less rigid and
is susceptible to bending. In this case, the liquid flux bends the steel shell inwards
and then the liquid steel bends it back towards the mould wall, as can be seen in
Figure 2.1 (b). Tomono [52] concludes that a force is produced by the liquid slag
and it is enough to bend a newly-formed steel shell.
Figure 2.2: The effect of flux vis-
cosity on pressure in the liquid-flux
region from Takeuchi & Brimacombe
[51].
A two-pronged approach is taken by
Takeuchi & Brimacombe [51], where a met-
allurgical examination of slab samples con-
taining oscillation marks is undertaken and
a model to describe them is also developed.
Two distinct kinds of oscillation marks are
reported: those with hooks in the subsur-
face micro-structure and those without. The
carbon content of the steel being cast is at-
tributed as the reason for the different type
of marks found. A model based on heat-
flow and a lubrication approximation in the
liquid-flux region is then developed. Pressure
in the liquid-flux region is found to cause the
formation of oscillation marks, as postulated
by Tomono [52], and the rigidity of the steel
shell is said to determine which classification
of oscillation mark is formed. A final point to note from Takeuchi & Brimacombe
[51] is the role that flux viscosity plays in the pressure generated in the liquid-flux
region, as shown in Figure 2.2, and that this pressure change will also change the
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depth of oscillation marks.
Figure 2.3: Heat flux measure-
ments predict oscillation-mark forma-
tion from Badri et al. [2].
Badri et al. [1, 2] construct a mould simu-
lator to investigate heat-transfer phenomena
in solidification and their role in the forma-
tion of oscillation marks. A periodic rise in
heat flux correlates with locations of oscil-
lation marks on the steel surface as shown
in Figure 2.3. Badri et al. [2] also remark
that the type of oscillation mark formed, ei-
ther hook-type or fold-type, depends on the
strength of the frozen meniscus of the liquid
steel. A strong frozen meniscus is said to
correlate to the overflow of liquid steel lead-
ing to hook-type oscillation marks, while a
meniscus lacking in strength is forced back
towards the mould wall by the liquid steel
forming a fold-type defect.
Recent experimental work carried out in Saleem [43], Saleem et al. [44], and
Vynnycky et al. [59] gives far greater detail than previous metallurgical analysis.
In particular, detailed descriptions and figures of the microstructure beneath the
steel surface surrounding the oscillation marks are presented. Examples can be seen
in Figures 2.4 and 2.5. Figure 2.4 shows the depth of oscillation marks, length
of oscillation marks and distance between oscillation marks (pitch), while Figure
2.5 gives examples of the sub-surface microstructure of hook-type oscillation marks
in (a) and (b) and of fold-type marks in (c) and (d). An important point made
in Saleem [43] is that, although on average the oscillation-mark pitch agrees well
with the theoretical value 2πVcast/ω, where Vcast is the cast velocity and ω is the
frequency of oscillation of the mould wall, there is variation in the pitch for each
mark, indicating that other factors play a role in the mark formation. This could be
attributed to effects such as turbulent flow in the liquid steel region and meniscus
height. This distribution can be seen in Figure 2.6.
Figure 2.4: Two oscillation marks with depth, pitch, span and sub-surface mi-
crostructure, taken from Vynnycky et al. [59].
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Figure 2.5: Oscillation mark sub-surface microstructure for hook-type marks (a)
and (b) and fold-type marks (c) and (d), where CD denotes casting direction, taken
from Saleem [43].
2.1.2 Modelling
Oscillation-mark formation has been the subject of mathematical modelling for more
than three decades. Bland [3] develops a model that analyses how flux behaves in
continuous casting. The main result of this work is the prediction of consumption
rates of flux which agrees with the lower end of the observed range from plant
data. While Bland [3] does look to form a model for flux behaviour, it does not
take into account the formation of oscillation marks and the role of flux in this
process. Nonetheless, Bland [3] does provide the framework from which a model for
the formation of oscillation marks can be formulated and is thus a landmark paper
in the literature for oscillation-mark formation. A thermal model is formed and an
expression for the width of the flux channel is determined. Flow of the liquid flux is
then considered and a lubrication approximation is used to determine the pressure
field. The viscosity of the flux is treated as a function of temperature and Reynolds’
law is employed.
Fowkes et al. [14, 15] build on the work of Bland [3] to postulate a mechanism for
Figure 2.6: Distribution of fold-type oscillation-mark pitch with the dashed line












Figure 2.7: Negative strip time (NST) occurs when the mould velocity exceeds the
cast velocity.
the transportation of flux from the surface of the mould, into the area in between the
solidifying steel and the mould. Fowkes et al. [14, 15] propose that flux is transported
into this area via a pumping-like mechanism when the downward velocity of the
oscillating mould wall exceeds that of the cast velocity and is likened to the so-
called “slider problem” of lubrication theory. This period of time in the mould
oscillation cycle, when the flux is drawn into the mould region, is referred to in the
literature as the negative strip time (NST) and is shown in Figure 2.7.
Like Bland [3], Fowkes & Woods [14] take flux viscosity into account, using
Reynolds’ law for viscosity. Although this work builds on that of Bland [3] by now
determining the width of the flux channel, oscillation-mark formation is also not
considered.
Hill et al. [20] build on the work by Bland [3] and Fowkes et al. [14, 15] to develop
a model that incorporates the thermal problem, the lubrication approximation of
the flow of liquid flux and the formation of oscillation marks. This model is able to
predict the formation of oscillation marks, along with their depth, width, pitch and
shape, through an iterative numerical procedure.
Hill et al. [20] match the “flux of flux” in the zones above and below the solidifi-
cation of the steel in the mould, denoted the upper and lower zones respectively, to
form an expression for solving the width of the liquid-flux region and consequently
the oscillation marks on the steel surface. This expression is then coupled with the
thermal model which extends the work by Hill & Wu [19] in order to find the solu-
tion to the oscillation mark-profile. These oscillation-mark profiles can be seen in
Figure 2.8. A restriction is that many of the assumptions in Hill et al. [20] are made
in an ad hoc fashion and a systematic non-dimensionalisation is not performed; this
leads to the necessity of the numerical procedure.
15
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Figure 2.8: Oscillation-mark profile
produced by Hill et al. [20].
Some modellers have taken a different ap-
proach in their work. King et al. [29] consider
the solid steel shell as a viscous beam. They
only investigate the behaviour of continuous
casting in the absence of mould oscillations
and so their model fails to capture the for-
mation of oscillation marks.
Steinruck & Rudischer [50] develop a
model by considering meniscus behaviour.
The temperature field is prescribed and the
model couples fluid flow in the liquid-flux
region with mechanical deformations of the
solid steel shell. A mathematical expression is determined for the shape of the
meniscus of the liquid steel/liquid flux interface by identifying the capillary number
in the Navier Stokes equations as a small parameter. Oscillation-mark formation is
found in the model and flux consumption agrees qualitatively with measurements
from casts. However, the absence of a thermal element to the model is a drawback.
Vynnycky & Zambrano [60] seeks to combine the approaches of the coupled ther-
mal and momentum models featured in Hill et al. [20] and the meniscus phenomena
approach of Steinruck & Rudischer [50]. In Vynnycky & Zambrano [60] the thermal
and momentum model is based on that which is described in Chapters 3 & 4 and
featured in Vynnycky et al. [59].
Vynnycky & Zambrano [60] take the reduced model as described in Chapter 4
for the liquid flux zone below the so-called “triple point” where the solid steel, liquid
steel and liquid flux meet, i.e. the point at which the steel shell starts to form. This
is then coupled to a reduced model above this triple point which is based around a
regular perturbation of the Navier Stokes equations in terms of the capillary number,
as in Steinruck & Rudischer [50]. The problem is then solved using the finite element
solver COMSOL Multiphysics. The model produces oscillation marks that agree well
with the depth of oscillation marks where the triple point is “not too far” from the
top of the meniscus. For oscillation marks where the solidification point lies lower
down the mould, the marks produced were much deeper than those observed in
practice. However, the temperature of the triple point is not determined in the
model, and this could explain the higher than expected depth of oscillation mark
formed. Flux viscosity is also taken to be constant in this model.
Other researchers have turned to CFD in an attempt to model oscillation-mark
formation [40]. The use of CFD has proven successful in producing results for the
formation of oscillation marks along with the solidification of the solid steel shell.
The downside of CFD is the computational expense, given that simulations can take
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up to 120 hours [23]. Therefore, an analytic/semi-analytic approach is desirable in
order to provide more insight on the casting parameters which play an important
role in the formation of the marks, as well as being computationally favourable.
2.2 Air gaps and mould tapers
One of the first models for air-gap formation in the literature was a thermomechan-
ical model developed by Richmond & Tien [42] for air-gap formation. Their model
includes a temperature-dependent Young’s modulus and considers viscoelastic ef-
fects. They define the time of air-gap formation to be when the lateral stress in
the solid shell reaches zero and are able to determine this time. While they can
predict the formation of an air gap, they are not able to determine its trajectory
once it is formed. Solutions to the thermomechanical model are found using linear
perturbations.
Kelly et al. [25] develop a mathematical model which considers both thermal
and mechanical effects to find temperature profiles and air-gap size in the mould
region for steel casting. Finite element methods are used to compute the temper-
ature distributions and the air gap. Three mould geometries are considered: two
cylindrical and one rectangular. For the cylindrical system, comparisons are made
with experiments for the temperature distribution of the “hot face” of the so-called
“Mannesmann” mould, first described by Dubendorff et al. [11], as shown in Figure
2.9 (a). An air gap is also computed and is shown in Figure 2.9 (b). Temperature
profiles are examined and compared with experiments for the second cylindrical
(a) (b)
Figure 2.9: Figures taken from Kelly et al. [25] showing (a) the comparison of
temperature distribution with experiments and (b) a computed air-gap profile, both
for a cylindrical mould geometry.
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mould and a square mould. Air gaps are also determined for the rectangular mould.
Schwerdtfeger et al. [45] develop a model for the mechanical behaviour of metal
being continuously cast in a cylindrical geometry. The long thin geometry of the
round cast is exploited and thus the plane strain approximation is used. A key
aspect of this work is the note that it is more convenient to discuss the stress of the
body translating in the direction of casting. A drawback of this model is the fact
that the thermal model is not coupled with the mechanical model.
The theme of computational models continues in the literature. Kim [28] devel-
ops a thermomechanical model with finite element computation for the formation of
air gaps in aluminium plate casting. Thermal deformation was considered for both
the mould and the metal being cast and air gaps were found to form. Li & Thomas
[31] develop a finite-element thermomechanical model for the continuous casting of
steel billets. A Lagrangian generalised plane strain approximation is used for the
stress model of the solid steel and a linearly tapered mould is implemented. Air gaps
are found to form and the thermal predictions agree well with plant measurements
of temperature in the mould. Zhu & Kumar [67] develop a numerical model for steel
shrinkage in high-speed continuous casting and look to optimise taper design. Wang
et al. [61] build a thermoelastic-viscoplastic finite element model for continuously
cast steel in a square domain. It is suggested that mould tapers should be designed
depending on the history of steel shell shrinkage in continuous casting.
A series of papers by Vynnycky [53–55] first introduces asymptotic modelling to
the air-gap problem, the first of which, [53], considers the casting of copper in a
rectangular mould. The model is split into two parts, thermal and mechanical, that
are coupled together. The slender geometry of the cast is considered in the thermal
model by neglecting vertical heat conduction and for the mechanical model, the
generalised plane strain approximation is used. The boundary condition for the
cooling at the mould wall is set by supposing a predetermined temperature profile
on the outside of the mould wall and by considering the effect of the onset of an air
gap. An asymptotic reduction of the model leads to the decoupling of the thermal
model from the mechanical model through algebraic manipulation and numerical
methods are used to determine profiles for the air gap and the solid-liquid metal
solidification front. This model is then revisited by Vynnycky [54] where the effect
of superheat (the temperature of molten metal entering the mould exceeding its
melting temperature) is taken into account. It is seen that, counter-intuitively,
increasing the casting temperature can lead to quicker solidification. This is due to
the fact that a higher casting temperature leads to a reduction in the width of the
air gap, which has the overall effect of improved cooling due to the dominant role
the air gap plays in insulating the steel.
Vynnycky [55] takes the model described in [53] and extends it to a cylindrical
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geometry. When the cylindrical model is considered, the coupling between the
thermal model and the mechanical model does not occur in the same fashion as
it does for the rectangular geometry. Instead, through analysis it is found that
the evolution of the air gap can be described by an integro-differential boundary
condition for the cooling in the thermal problem, thus decoupling the models. Again,
numerical methods are used to produce results and the effect of varying the casting
speed is examined.
This leads to the introduction of mould tapering by Florio et al. [12]. A small
linear taper is introduced to the cylindrical model described in Vynnycky [55]. The
effect of the tapering is examined and it is found that by introducing a taper that
has the same size of the air gap that forms without mould tapering, an air gap still
forms and propagates through the mould. A theoretical ideal taper, one where no
air gap is formed, is also computed. The ideal taper has an initially steep gradient
before becoming more shallow which is consistent with multi-tapered and variable
tapered moulds [5]. Florio et al. [13] later extend this model by including superheat.
The temperature of the incoming molten metal is suggested as a possible control
for the onset and size of the air-gap formation. Numerical methods are employed in






In this chapter, we revisit the model for oscillation-mark formation developed by
Hill et al. [20]. The modelling of the casting region is discussed and the model
equations are outlined, along with boundary conditions. A systematic scaling and
non-dimensionalisation is carried out and certain differences between this model and
that of Hill et al. [20] are outlined.
3.1 Introduction
The model developed by Hill et al. [20], which built on earlier work by Bland [3] and
Fowkes et al. [14, 15], uses lubrication theory coupled to heat conduction to predict
solid and liquid slag thickness and oscillation-mark shape. However, while the model
of Hill et al. [20] is a good starting point for oscillation-mark modelling, it is apparent
that it needs to be reanalysed first since a number of unquantified assumptions were
made in the course of its derivation, and neither was it non-dimensionalised in any
systematic way. In summary, the purpose of this chapter is to systematically derive
and non-dimensionalise the model of Hill et al. [20], so that we have a suitable
framework to model oscillation-mark formation which can be extended further.
3.2 Dimensional model
3.2.1 Model overview
For the oscillation-mark model, we consider a rectangular mould design. The domain
to be modelled is the whole length of the oscillating mould and, due to symmetry,
half the width. A schematic of the region is shown in Figure 3.1 (a). We have
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a mould wall of length L oscillating in the z-direction. The process is assumed to
have already started and is in continuous operation. Hence, the interior of the mould
is composed of the already formed steel shell and molten steel core, with the flux
occupying the space in between the steel and the mould wall. Features present in
Figure 3.1 (a) are the meniscus, i.e. the curved interface between the liquid steel and
liquid flux, the re-solidified flux that oscillates with the mould wall and the steel
shell moving with a constant velocity, Vcast. Figure 3.1 (b) shows how our model
treats the process. We can see in both (a) and (b) that the domain is split into four
regions; solid flux, liquid flux, solid steel and liquid steel. A boundary condition is
imposed at the inner surface of the mould which takes into account the heat transfer
from the mould. The boundaries between the four mentioned regions are treated
as free boundaries and are to be determined. Between the solid flux and liquid
flux we have s(z, t), between the liquid flux and solid steel we have s(z, t) + h(z, t),
with h(z, t) being the width of the liquid flux channel, and between the solid steel
and liquid steel we have s(z, t) + h(z, t) + f(z, t), with f(z, t) being the width of
the solid steel shell, as shown in Figure 3.1 (b), where t is time. Thus, at the
boundaries s(z, t) and s(z, t) + h(z, t) + f(z, t), we will have Stefan conditions. The
free boundary s(z, t) + h(z, t) is the location of the surface of the steel and is where
the oscillation marks form. The key difference in (b) is the presence of the point
z0(t), the so-called triple point, where the liquid flux, solid steel and liquid steel all
meet. It is also referred to as the point of initial solidification of the steel shell. The
flow of flux above and below this point in the mould are considered separately, since
the boundary conditions at the liquid flux/liquid steel interface (z < z0(t)) and the
liquid flux/solid steel interface (z > z0(t)) differ. The meniscus is neglected and its
shape is not taken into account by the model. Thus, the marks formed using this
model occur when the steel solidifies lower down in the mould and are fold-type.
3.2.2 Model equations
A 2-D time-dependent formulation of the heat equation is considered. For x < 0
the mould wall is cooled through a system of water pipes, which are located at
some point x < 0, where we consider the bulk temperature of the water to be
a constant given by Tw. This mould wall oscillates vertically along the z-plane
with velocity V (t). The molten flux which is resting on top of the molten steel
is drawn into the mould between the steel and the mould wall. The molten flux
solidifies against the mould wall due to the cooling effect. The region occupied by
this solidified flux is 0 < x < s(z, t). Only a small amount of the flux solidifies,
the remaining liquid flux acts as a lubricant between the mould wall and the steel




Figure 3.1: (a) Schematic diagram showing the process of oscillation-mark formation;
(b) Schematic diagram for the modelling of fold-type oscillation-mark formation.
mould solidifies due to cooling, forming a solid steel shell. The steel shell occupies
s(z, t)+h(z, t) < x < s(z, t)+h(z, t)+f(z, t). This leaves x > s(z, t)+h(z, t)+f(z, t)
representing the molten steel. The steel shell is withdrawn from the mould vertically,
parallel to the mould wall, at a constant speed, Vcast, known as the casting speed.
Conservation of energy in a moving body results in the advection-diffusion equa-
tion for heat. Since the solid flux is moving with the mould wall, it is appropriate
























where T is the temperature and ρ
(s)
f is the density, c
(s)
f is the specific heat capacity
and k
(s)
f is the thermal conductivity of the solid flux. The solid flux moves with the
mould wall which has velocity
V (t) = V0 cosωt, (3.2.2)
where ω is the frequency of mould oscillation and V0 is the maximum speed at
which the mould wall moves. The solid flux does not move in the x-direction and
so we do not have any ∂T
∂x
term in the left-hand side of (3.2.1). For the liquid flux
region, s(z, t) < x < s(z, t)+h(z, t), conservation of mass assuming constant density,
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momentum in the z and x directions and heat, in the form of the advection-diffusion

















































































































f are the density of liquid flux, the specific heat capacity of
liquid flux and the thermal conductivity of liquid flux respectively. The velocity of
the molten flux is given by the components ux and uz, in the x and z directions
respectively. The pressure in the liquid flux region is p, the flux viscosity is µf and
g is acceleration due to gravity. The stress tensor for the momentum equation is
given by the Newtonian constitutive relation for stress









where x1 = x, x2 = z, u1 = ux, u2 = uz and δij is the Kronecker delta. For the solid



























s are, respectively, the density of solid steel, the specific heat
capacity of solid steel and the thermal conductivity of solid steel.
3.2.3 Boundary conditions
Now we turn to the boundary conditions for the four boundaries in our model; at
the mould wall (x = 0), at the solid flux-liquid flux interface (x = s), at the liquid
flux-solid steel interface (x = s + h) and at the solid steel-liquid steel interface
(x = s+ h+ f). Consideration must be given to what boundary conditions we use
at each boundary.


















Figure 3.2: Schematic of a water-cooled mould taken from Badri et al. [1].
steel casters, a series of water cooled pipes provide the cooling at the exterior of the
mould wall [1, 16, 32, 46]. Figure 3.2 shows a 3-D representation from Badri et
al. [1]. A closer look at modelling mould cooling is taken in Chapter 6. Here we
simply impose a boundary condition at x = 0.
There are three cases which need to be considered for this boundary. The most
straightforward occurrence is when the molten flux is present between the steel and
the mould wall but has not solidified against the mould wall. In this case, because
the flux is in a molten state, there is perfect contact between the flux and the mould




= m(T − Tw), (3.2.8)
where m is the heat transfer coefficient that describes the heat flow between the
water in the cooling channels and the surface of the mould wall and Tw is the
temperature of the cooling water.
The next case to consider is when the temperature in the flux channel reduces
such that the molten flux solidifies against the mould wall. In this situation the
contact between the solid flux and the mould wall is not perfect and a resistance
term must be added to the boundary condition. This is known as thermal con-
tact resistance and can be considered analogous to electrical resistance. In electric









































Figure 3.3: Heat transfer across the mould wall when (a) flux has solidified, (b) the
flux has not solidified and (c) when there is no flux present.
resistance Relec. The three are related by Ohm’s law,
Velec = RelecIelec.
This relation is analogous to (3.2.8) where Velec ≡ (T − Tw), Relec ≡ 1/m and
Ielec ≡ klf ∂T∂x . When adding a resistance term for thermal contact resistance, it is
the equivalent of adding resistors in series in an electrical circuit. For resistors in
series, the total resistance is additive and is given by
RT = R1 +R2 +R3 + ....+RN ,
for N resistors. Thus, for our boundary condition with thermal contact resistance







where Rmf is the thermal contact resistance between the solid flux and the mould
wall. Therefore, the boundary condition at the mould wall when there is solid flux







(T − Tw). (3.2.9)
A third case is also possible where there is no flux in between the mould wall
and the solid steel shell. Again in this scenario, due to the contact between the
solid steel and the mould wall, there is imperfect heat transfer and the boundary
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(T − Tw), (3.2.10)
where Rms is the thermal contact resistance between the solid steel and the mould
wall. Figure 3.3 shows the heat transfer across the mould wall for each of the
three cases. For the sake of simplicity and a lack of experimental data, we shall set
Rmf = Rms = R.
At x = s(z, t), the boundary between solid flux and molten flux, we have


































where ()± denotes the value of the function as x tends from above and below, in this
case to the boundary x = s, Tm,f is the melting temperature of flux and ∆Hf is the
latent heat of flux. Physically, the boundary conditions respectively are: no slip,
the x-component of velocity is zero, the temperature at the interface being equal
to the melting temperature of the flux and the loss in heat due to the latent heat
released during the phase change at the interface, otherwise known as the Stefan
condition. The Stefan condition in solidification problems describes the speed at
which the free boundary moves in relation to the difference in heat flux at either
side of the phase-change interface.
At the liquid flux/solid steel interface, where x = s(z, t) + h(z, t), we have
























which respectively are: a no-slip condition on the steel shell meaning that the z-
component of the velocity moves at the cast velocity down the shell, the x-component
of the velocity is zero, the temperature is continuous over the boundary and there
is a continuity of heat flux.
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At the steel solidification front, x = s(z, t) + h(z, t) + f(z, t), we have,























which physically represents the temperature being at the melting temperature of
steel and the heat flux differences being balanced with the latent heat released due
to the phase change. This is a second Stefan condition in the model. Using (3.2.15)






















We note that we will not solve for (∂T
∂x
)+ in (3.2.21) and so we set







This is different to the approach of [20], where the temperature field in the molten
steel is calculated. This is discussed further in the next chapter.
In the molten-flux region, we will consider conditions on the pressure p. At z = 0
and z = L, we have that the stress in the z-direction is given by




where pa is the atmospheric pressure. This states physically that since the mould
wall is open at both ends, and the liquid flux leaves the mould at z = L, it must
be at atmospheric pressure. One should note that if an air gap is formed due
to the shrinkage of the steel shell (which we are not considering for oscillation-
mark formation), then this condition would inherently be valid, but not at z = L.
However, the length at which this would occur is O(L) [63]. Therefore, we use L
since it can be prescribed. At z = z0(t), with z0 being the point in space where
solidification of the steel shell initially takes place, we have
σz = −p+ 2µf
∂uz
∂z
= −pa − ρ(l)f gz0 (3.2.24)
where we assume that the normal stress is continuous in the fluid. This condition
comes from the fact that at z = z0 the molten flux and molten steel are in contact
and hence there is a continuity of pressure at this point [3]. This pressure condition
is equivalent to hydrostatic pressure and for steel, it is sometimes referred to as
28












s 670 J kg−1K−1
k
(l)








s 30∗∗ W m−1K−1
g 9.81 m s−2
L 0.298, 0.7∗ m
m 104, 8.5× 103∗ W m−2K−1






















s 7800 kg m−3
ω 4π/3, 19π/6∗ rad s−1
Table 3.1: Model parameters from Hill et al. [20] (*alternative values from Saleem
[43]; **Mills et al. [35]).
metallostatic or ferrostatic pressure.
We can also note at this point that the interfacial conditions (3.2.11), (3.2.12),











uz (s+ ζ, t) dζ
)
, (3.2.25)
and thus, integrating with respect to z, as in [20],
V s− Vcast (s+ h) +
∫ h(z,t)
0
uz (s+ ζ, t) dζ = QR (t) , (3.2.26)
where QR is a function of time that will have to be determined at a later stage.
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3.3 Scaling and dimensionless model
The next step in the modelling process is to find suitable scales and to non-dimensionalise






































, Q = Q
[Q]
.
Many of our scales need to be determined, in particular our two length scales, [x]
and [z], along with the time scale, [t]. It is typical of casting problems to scale using
the length of the mould, L and width of the mould, W [53–55]. However, while
this might be a tempting place to start, it would be inappropriate to simply set
[z] = L as it is not believed that the length of the mould plays an important role in
the formation of oscillation marks. Thus, we seek to extract sensible length scales









































































is the period of one oscillation of the mould wall. By matching terms












, [z] = Vcast[t], (3.3.4)
noting that the length scale in the z-direction is the distance travelled by the steel
shell in one oscillation of the mould wall, i.e. the distance between successive oscil-
lation marks. On using parameter values given in Table 3.1, [x] ≈ 0.5 mm which is





































f and Vcast from Table 3.1, we find ε
2 ≈ 0.03  1. A similar analysis can be
performed on (3.2.6) and (3.2.7) and so we can drop the ∂
2θ
∂Z2
terms for these in









































































































































, respectively, to get unity in front of the






































































































































































































































which is used in [20] and is first described in detail in [3], with the dimensionless
pressure in the liquid flux region being independent of X. This leads us to say that
p∗ = pa+ρ(l)s gz0, since the pressure part of the normal stress is much larger than the
viscous part. Thus p∗ represents the fluid static pressure due to the interior liquid
steel and is sometimes referred to as ferrostatic pressure.
Now that we have resolved our scales and derived the heat and lubrication ap-
proximations used in [20] we can write down our dimensionless model. So, for










V = V0 cos 2πτ, (3.3.15)
with V0 = V0/Vcast. For S (Z, τ) < X < S (Z, τ) + H (Z, τ) , equations (3.2.15)-
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. In addition to the above, equation (3.2.26) transforms to
(V − 1)S +
∫ H(Z,τ)
0
UZ (S + ζ, τ) dζ −H = Q∗R (τ) , (3.3.20)
where Q∗R (τ) = QR (τ) /Vcast [x] .
We now consider our non-dimensionalisation on the boundary conditions. At




where Bims is the Biot number and is given by Bims = m [x] /k
(s)
f (1 +Rm) . If liquid









f and Biml = m [x] /k
(s)





















Table 3.2: Dimensionless parameters.




s . At X = S (Z, τ) ,








































At X = S (Z, τ) +H (Z, τ) , we have






(S +H) = 0, (3.3.29)












At X = S (Z, τ) +H (Z, τ) + F (Z, τ) , we have































For the dimensionless pressure, P , we have
ΣZ = −P + 2ε2µ̄f
∂UZ
∂Z
= −ΓZ0 at Z = Z0 (τ) , (3.3.34)
ΣZ = −P + 2ε2µ̄f
∂UZ
∂Z










Again, we exploit the smallness of ε2 to get for the dimensionless pressure
P = ΓZ0 at Z = Z0 (τ) , (3.3.36)
P = 0 at Z = 0 and Z = ZL, (3.3.37)
For simplicity we take Biml = Bims = Bi. We note that our dimensionless model
now has twelve dimensionless parameters
Bi,Kf,s, K, Sts, V0, ZL, αf , αs, Γ, κ, Λ, θm,f .
The values of the dimensionless parameters are given in Table 3.2.
The twelve dimensionless parameters can be interpreted as follows. Bi is the Biot
number and describes the heat transfer coefficient, the thermal contact resistance
at the surface of a body and the thermal conductivity within. Kfs is the ratio of
the thermal conductivity of liquid flux to the thermal conductivity of solid steel.
Another ratio of thermal conductivities, κ, appears in the model. This is the ratio
of the thermal conductivity of liquid flux to solid flux. K is the heat flux scale
times the length scale in the x-direction divided by the thermal conductivity of steel
and the temperature scale. The size of K determines the effect of superheat from
the incoming liquid steel. Two dimensionless parameters that appear are αf and
αs. These numbers are ratios of thermal diffusivity. Thermal diffusivity is given
by k
ρc
, where k is thermal conductivity, ρ is density and c is specific heat. Thermal
diffusivity is a measure of the rate of heat transfer in a material. The Stefan number











and is considered to be a modified Stefan number. The ratio between the maximum
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Source ∆Hf (J kg
−1) Stf
Yanke et al. [66] 4.45× 105 4.2
Kelkar et al. [24] 4.3× 105 4.3
Kharicha et al. [27] 4.5× 105 4.1
Kharicha et al. [26] 1.5× 104 123.7
Table 3.3: Data for latent heat of fusion of ESR slag.
speed of the oscillating mould wall and the cast velocity is given by V0. The ratio of
the length of the mould to the distance between successive oscillation marks is given
by ZL. Two dimensionless pressure terms appear in the model, Γ and Λ. These
terms represent the dimensionless pressure exerted by liquid flux and liquid steel
respectively. The dimensionless melting temperature of the flux is given by θmf .
We observe the omission of the Stefan number for the solidification of the flux,
Stf . The effect of the latent heat released as the flux solidifies against the mould
wall is thought to be small [20] and is therefore seldom included in the literature. A
value for the latent heat released could not be found in the literature and the absence
of any latent heat data, or even discussion, from Mills & Däcker [34] is conspicuous.
However, values for the slag used in electroslag remelting (ESR), a refining process
for steel manufacturing, can be found [24, 26, 27, 66] and are shown in Table 3.3,
along with their respective Stefan numbers. The latent heat ranges from as high as
4.5× 105 J kg−1 to as low as 1.5× 104 J kg−1 with the Stefan numbers ranging from
4.1 to 123.7 respectively. With the possibility of the Stefan number for flux being
O(100), its omission is justified. Moreover, there is little reason to believe that the
latent heat released by flux in continuous casting is the same as the slag in ESR.
For example, we can compare the chemical composition of continuous casting fluxes
with that of slags from ESR. Continuous casting flux is made up of roughly 40%
SiO2, 35% CaO and just 5% Al2O3 [23], while ESR slags are composed of 45% CaO
and 45% Al2O3 [38].
3.4 Conclusions
In this chapter, we have taken a model by Hill et al. [20] and written down model
equations and boundary conditions in an attempt to understand further the forma-
tion of oscillation marks in the continuous casting process.
We have systematically non-dimensionalised our model by a combination of
choosing suitable model parameters as scales and matching to find length and time
scales. We can now proceed to Chapter 4 to simplify our model before finding
solutions to oscillation-mark profiles.
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CHAPTER 4
A MODEL FOR OSCILLATION-MARK
FORMATION
In this chapter, we reduce the model derived in Chapter 3 by examining the sizes of
the dimensionless parameters. We then perform our analysis in two stages. Firstly,
we look at the thermal problem and find that the temperature can be expressed
in terms of the moving boundaries S and H. We then consider the momentum
equations to obtain a profile for S, H and F , the solid flux/liquid flux interface, the
liquid flux/solid steel interface and the solid steel/liquid steel interface. Results are
found for the simple constant flux viscosity case, before the varying viscosity case is
considered in Chapter 5. We consider two sets of parameters values taken from Hill
et al. [20] and then Saleem [43].
4.1 Reduced model
We now look at the dimensionless model derived in Chapter 3. The values calculated
in Table 3.2 allow us to make the following simplifications:
Kfs, αs  1, Sts, ZL  1.
We also note that
Bi,V0, αf ,Γ, κ,Λ, θm,f ∼ O(1),
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In addition to the above, equation (3.3.20) remains unchanged.













respectively; although Kfs  1, we will retain that term in (4.1.8) because of the
existence of a large parameter, Sts, which we will discuss later in this chapter. At
X = S (Z, τ) ,




















At X = S (Z, τ) +H (Z, τ) ,






(S +H) = 0, (4.1.14)














At X = S (Z, τ) +H (Z, τ) + F (Z, τ) ,















In Sections 4.2 and 4.3 we proceed by analysing the heat and momentum equations
respectively. The analytical forms found for the temperature and velocity field are
then used, in Section 4.4, to find solutions for the actual oscillation-mark profile.
4.2 Thermal analysis
Considering the solid steel region (S + H < X < S + H + F ), the equations there







= 0 at X = S (Z, τ) +H (Z, τ) , (4.2.2)





= KQ (Z, τ) at X = S (Z, τ) +H (Z, τ) + F (Z, τ) . (4.2.4)
If there is no or little superheat, the right-hand side of equation (4.2.4) can be set
to zero, meaning we have no heat flux from the molten steel. Then, all we have is
θ ≡ 1 as the solution at leading order, that is, the solid steel will be at the melting
temperature.
Since StsKfs ∼ O (1) , it is appropriate to consider a regular perturbation ex-
pansion for θ in the solid steel region of the form





















at X = S (Z, τ) +H (Z, τ) , (4.2.7)













at X = S (Z, τ) +H (Z, τ) + F (Z, τ) ,
(4.2.9)
where λ = 1/StsKfs, ϕ = K/Kfs ∼ O (1) and Q = Q/ [Q] ; note that the idea of
combining two dimensionless parameters, one of which is large (1/Kfs) and the other
is small (1/Sts) , but whose product is O (1), into one O (1) parameter was used in
a similar way recently in an asymptotic model for phase change in pharmaceutical
lyophilization [56]. Furthermore, for consistency, we should also expand all of the
other dependent variables in terms of Kfs, but we suppress the superscript notation,
( ), used in (4.2.5), on the understanding that we are finding the leading order
solution for F,H, S and θ in the solid and molten flux region. So, we have
θ(1) = A (Z, τ) {X − S (Z, τ)−H (Z, τ)− F (Z, τ)} , (4.2.10)
where








+ ϕQ (Z, τ) . (4.2.11)
Thus, we have eliminated the solid steel region, in the sense that θ there can be
found after S, F and H have been determined. Moreover, the remaining problem is
now posed on just 0 < X < S (Z, τ) + H (Z, τ) , with the boundary conditions at
X = S (Z, τ) +H (Z, τ) being











+ ϕQ (Z, τ) . (4.2.13)
Next we are left to consider the molten flux region. Despite the fact that αf = 0.667,
in order to make analytical progress we will consider the case where αf  1. This
leads to, in the molten flux region,










+ ϕQ (Z, τ)
}
(X − S −H) . (4.2.14)
Moreover, if we assume that we can neglect the left-hand side in (4.1.1), we obtain





















+ ϕQ (Z, τ)
}
H, (4.2.16)













+ ϕQ (Z, τ)
}
. (4.2.17)
Thus, combining (4.2.16) and (4.2.17), we find
Biθm,f

















Hence, once we have found S, we will automatically have H and F. Combining
(4.2.14) with (4.2.18), we can determine the temperature across the molten flux






(X − S −H). (4.2.20)
We also need the corresponding result when there is no solid flux, i.e. S = 0. Again
we solve (4.1.4) which is now posed over 0 ≤ x ≤ H(Z, τ). It is subject to boundary















) , where C = θm,f
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above which solid flux will form on the surface of the mould wall. Also, instead of











+ ϕQ (Z, τ) . (4.2.23)




= Bi at X = 0, (4.2.24)






























+ ϕQ (Z, τ) . (4.2.28)








For S < X < S +H,










+ ϕQ (Z, τ)
}
(X − S −H) , (4.2.30)
and finally, for the solid steel region, S +H < X < S +H + F ,
θ = 1 +Kfs (A (Z, τ) {X − S (Z, τ)−H (Z, τ)− F (Z, τ)}) , (4.2.31)
where








+ ϕQ (Z, τ) . (4.2.32)
The above heat analysis does not change with flux viscosity. It will serve as the
basis for the general viscosity momentum analysis in Chapter 5.
We look at the lubrication approximation above and below the point Z0(τ),
termed the upper and lower zones respectively. We find the so-called “flux of flux”
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both above and below the point at which the steel starts to solidify and by matching
the fluxes we are able to solve for H(Z, τ).
4.3 Momentum
We proceed to analyse the momentum equation of the liquid flux region. Flux vis-
cosity varies significantly with temperature. In fact, according to measurements
taken by [43], the flux viscosity changes by an order of magnitude over the temper-
ature range the liquid flux experiences. For now, we shall ignore this change in flux
viscosity and assume a constant flux viscosity µ = [µ], as given in Table 3.1.
4.3.1 Lower zone







where we have defined P̄ = P −ΛZ. Since the right-hand side of (4.3.1) is a function




Π (Z, τ)X2 + F L1 (Z, τ)X + F
L
2 (Z, τ) , (4.3.2)




UZ (ξ, τ) dξ.

















F L1 (Z, τ) (σ
2 − S2)
2




where F L1 and F
L
2 are defined as








(σ − S)F L2 (Z, τ) = Vσ − S +
σS
2
Π (Z, τ) (σ − S) . (4.3.6)
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Hence,
































H3Π (Z, τ) = Q∗R (τ) . (4.3.9)
The function Q∗R (τ) can be determined from boundary conditions (3.3.36) and
(3.3.37). We find∫ ZL
Z0(τ)

















− ΓZ0 (τ)− Λ (ZL − Z0 (τ)) =
















Note that Z0 (τ) ≤ 1, ZL  1, and Γ ∼ Λ, indicating that equation (5.2.8) can be
reduced to
















so that we can say
Q∗R (τ) =
















i.e., the unknown Z0 (τ) is eliminated. Although Q
L
l is given by (4.3.8), it is not in
a convenient form, since Π (Z, τ) is not known. However, since
(V − 1)S +QLl −H = Q∗R (τ) ,
we have
QLl =















+H − (V − 1)S, (4.3.12)
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so that Π would be given by






































P = 0 at Z = 0, (4.3.15)





(Γ− Λ)X2 + FU1 (Z, τ)X + FU2 (Z, τ) , (4.3.17)
where
UZ = V at X = S, (4.3.18)
∂UZ
∂X
= 0 at X = S +H. (4.3.19)
So,
FU1 = − (Γ− Λ)σ, FU2 = V +
1
2
(Γ− Λ)S (2σ − S) , (4.3.20)
giving











(Γ− Λ)H3 − (V − 1) (S +H) +

















Also, in view of (4.3.3), we must have
S (Z, τ) +H (Z, τ) = S0 (τ − Z) +H0 (τ − Z) ,
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and (4.2.19) implies that
S (Z, τ) = S0 (τ − Z) , H (Z, τ) = H0 (τ − Z) .
So, we can write (4.3.23) as
1
3
(Γ− Λ)H30 − (V − 1) (S0 +H0) +
























if H0 > Hcrit
, (4.3.25)
where Hcrit = κ (1− θm,f ) /Biθm,f = 1/Bi (C − 1/2) , we see that (4.3.24) can be
formulated just in terms of H0.
4.4 Solutions











and the only possibility is that H0 = 0 for that value of τ, which we denote as τ
∗.
However, we see that H0 must also have vanished at τ = τ
∗ − 1, τ ∗ − 2, ... So, when
V 6= 1, the integrals in (4.3.24) will be singular. Since the most singular terms in the
integrands in the numerator and denominator of the last term of (4.3.24) behave as
1/H20 and 1/H
3
0 , respectively, this suggests that the entire term can be neglected.
We are left considering
1
3
(Γ− Λ)H30 − (V − 1) (S0 +H0) = 0, (4.4.1)








if H0 ≤ Hcrit, (4.4.2)
and H0 = H∗ if H0 > Hcrit, where H∗ satisfies
1
3























we use the well-known triple-angle identity,


























where n is an integer. The three roots can then be obtained by setting n = 0, 1, 2;
it turns out that n = 1 gives the negative root, and n = 0, 2 give the positive roots,
with n = 0 giving the positive root for which H∗ > Hcrit.
































BiH0 (τ − Z) + κ
. (4.4.5)
Setting
G (τ − Z) =

Biθm,f
BiS0(τ−Z)+1 if S0 > 0,
κBi
BiH0(τ−Z)+κ if S0 = 0, H0 > 0













+ ϕQ (Z, τ)
}
= G (τ − Z) . (4.4.6)
By defining







+ ϕQ (ζ, τ̂)
}
= G (ζ) , (4.4.8)
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and, in general, it would be necessary to know Q (ζ, τ̂) to make further analytical
progress.
A preliminary estimate for [Q] would be, on considering a conductive heat flux
scale,
[Q] = k(l)s (Tin − Tm,s) /l, (4.4.9)
where Tin is the input temperature and l is a characteristic distance from the nozzle
that delivers molten steel, which would be located on the right of Figure 3.1 (a) and
(b). With l ∼ 0.1 m and Tin − Tm,s ∼ 30 K, we obtain [Q] ∼ 1.4 × 104 W m−2,
giving K ∼ 10−4. However, this estimate would certainly be too low, since the flow
of the molten steel is turbulent, and the usual way to account for this is to use an
effective value for the molten steel thermal conductivity that is several times that
of the value of k
(l)
s ; for example, Hill et al. [20] take the factor to be seven. Even
so, we find that K  1, meaning that the contribution in (4.1.18) from the molten
steel can be safely neglected.
Setting the second term on the left-hand side of (4.4.8) to zero, we can integrate
once with respect to τ̂ to give




G (ζ) τ̂ + F̃ (ζ)
)
, (4.4.10)
where F̃ is a function to be determined, subject to
F = 0 at Z = 0. (4.4.11)
Applying this condition, we find
F̃ (τ̂) = −τ̂G (τ̂) . (4.4.12)
Substituting (4.4.12) back into (4.4.10), we have
F (τ̂ , ζ) =
1
κλ
(G (ζ) τ̂ − ζG(ζ)) . (4.4.13)
Recalling (4.4.7), we then deduce
F (Z, τ) =
Z
κλ
G (τ − Z) . (4.4.14)
Finally, we note that, although it was stated at the outset in equation (3.2.2)
that the mould velocity is a cosine function of time, the analysis has been carried
out without this fact having been used; consequently, the results obtained are also
valid for non-sinusoidal mould oscillations.
48
4.5 Results




















Figure 4.1: Part (a) showing solid/liquid flux interface, liquid flux/solid steel inter-
face and solid/liquid steel interface and part (b) showing the oscillation-mark profile
computed compared to that from Hill et al. [20].
4.5 Results
In this section, we present the results from our reduced model. We first use the
casting parameters provided by Hill et al. [20] in order to compare the two models.
We will then produce results using the data from Saleem [43].
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4.5.1 Data from Hill et al. [20]
Profiles for the dimensional free boundaries s, s+ h and s+ h+ f are shown using
the parameters from Hill et al. [20] in Figure 4.1 (a). We see a series of oscillation
marks occurring regularly at a pitch 2πVcast/ω. In Figure 4.1 (b), we compare
the oscillation marks produced by our model with that of Hill et al. [20]. We see
qualitative agreement with the two models. Marks are occurring at the same pitch
and have the same span. However, the marks produced by the reduced model
described in this chapter are significantly deeper. Despite this disagreement, the
marks from this model are still within the observed range of 0.5-2 mm as reported
in [20].
We can write down an expression for the maximum depth of an oscillation mark
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2Bi(C + 1/2)3/2(V0 − 1)1/2
))
.
Figure 4.2 (a) and (b) show blow-ups of oscillation marks from Figure 4.1 (a). Here,
we can get a closer look at the three free boundaries. In both figures, we see that s
and s + h are identical. The steel solidification interface, s + h + f , increases from
Figure 4.2 (a) to (b) as z increases, showing the steel shell becoming thicker moving
down the mould as one would expect.
Next, we turn to Figure 4.3 (a) which shows an increase in heat flux when the
oscillation at the point where the oscillation mark forms; this is consistent with the
findings of Badri et al. [2]. Likewise, we see a decrease in the temperature in Figure
4.4 (a) at the same points.
4.5.2 Data from Saleem [43]
Figure 4.5 shows the oscillation-mark profile and the steel shell. We can see that
just as for the Hill data, we get oscillation marks forming at regular intervals on
the steel surface showing qualitative agreement. The marks are significantly smaller
than those from the Hill data. Interestingly, for the Saleem parameter values, solid
flux does not form at all. This is analytically advantageous as it turns out that
we can express the maximum depth of oscillation mark when no solid flux forms in
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Figure 4.2: Blow-up of two oscillation marks shown in Figure 4.1 with (a) being
high in the mould and (b) being lower in the mould.
dimensional form as (
3[µf ](V0 − Vcast)
(ρs − ρf )g
)1/2
, (4.5.2)
which is far less cumbersome than the equivalent result when solid flux forms. A
point to note is the absence of parameters R and m from this formula indicating
that these are not particularly important parameters for oscillation marks that are
sufficiently shallow. As was the case for the Hill data parameters, we can determine
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Figure 4.3: Heat flux profiles for data from (a) Hill et al. [20] and (b) Saleem [43].
the flux and temperature at the mould wall, where we see an increase in heat flux
and decrease in temperature in Figures 4.3 (b) and 4.4 (b), respectively.
Finally, we compare the marks produced by our model with experimentally ob-
served oscillation marks from Saleem [43] in Figure 4.6. We see excellent agree-
ment with our model and the actual oscillation-mark depth indicating that equation
(4.5.2) captures the correct dependence of oscillation-mark depth on casting param-
eters. We see good agreement for the oscillation-mark pitch, while we also notice a
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Figure 4.4: Temperature profiles for data from (a) Hill et al. [20] and (b) Saleem
[43].
clear difference in the shape of the marks, and not the irregularity of the observed
oscillation-mark shape.
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Figure 4.5: Calculated geometries of s, s+ h and s+ h+ f for data from [43] in (a)
and the oscillation-mark profile on its own in (b).
4.6 Conclusions
In this chapter, we have taken a non-dimensionalised model for the formation of os-
cillation marks, as described in Chapter 3, and made reductions based on the sizes
of the dimensionless parameters, as well as making assumptions in order to preserve
analytic tractability. We have subsequently derived a quasi-analytic periodic solu-
tion to the model. The results presented in this chapter are particularly of benefit
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Figure 4.6: Comparison between marks from model and those measured experimen-
tally by Saleem [43].
as they do not require time-consuming numerical methods to produce them, and
thus provide more insight into the formation of oscillation marks.
We have found two closed-form analytic expressions for the maximum oscillation-
mark depth, one for when solid flux forms on the steel surface and one when the flux
does not solidify. This appears to be the first analytic expression for oscillation-mark
depth to be produced. The expression for when flux does not solidify is relatively
simple when compared to the cumbersome expression when flux does solidify and
gives an idea of the key parameters that affect oscillation-mark depth. Moreover,
the result for when flux does not solidify was compared to experimentally examined
steel samples in Saleem [43] and good quantitative agreement was found.
We note that although we supposed that the mould wall oscillated sinusoidally,
the model and results did not depend on this assumption. Thus, this model could
easily be adapted to non-sinusoidal oscillation, which is of interest to the casting
industry [47].
This model can now be used as a framework for extensions, the majority of which
will be discussed in Chapter 7. One of the key parameters for oscillation-mark depth
was the flux viscosity. In this chapter, viscosity was considered to be constant and
thus the natural extension to consider a temperature-dependent viscosity is analysed
in the next chapter.
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CHAPTER 5
A FURTHER MODEL FOR
OSCILLATION-MARK FORMATION
This chapter aims to re-visit the model derived in Chapters 3 and 4 and consider the
impact of three key quantities: the heat transfer coefficient m, the thermal contact
resistance R and the viscosity of the melted flux powder as a function of temperature.
We compare results found with experimentally examined steel samples. A hysteresis-
like phenomenon is found for a commonly used viscosity profile in the literature [23],
which is consistent with temperature-dependent viscosity models in other contexts.
5.1 Introduction
Most of the model parameters used in Chapter 3 are reasonably well known, and
are given in Table 3.1, apart from µf (T ) , m and R. We give the background to
these in turn.
5.1.1 Flux viscosity
As discussed in the literature review, a temperature-dependent flux viscosity is of-
ten included in models for oscillation-mark formation since the viscosity varies sig-
nificantly with temperature. This variation of viscosity can be seen in Figure 5.1.
Moreover, there is much debate in the literature about which viscosity profile should
be used when considering a temperature-dependent viscosity. Unfortunately, due to
the nature of the casting industry, there is much secrecy about the properties and
composition of fluxes, although a recent book by Mills & Däcker [34] has helped to
shine some light on the subject.
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Figure 5.1: Reynolds Law approximations for the two most extreme flux viscosity
profiles in Riboud et al. [41] and the power-law profile in Jonayat & Thomas [23].
The primary function of mould fluxes in continuous casting is to provide good
lubrication between the steel and the mould wall. When continuous casting was
developed initially in the 1960s, rapeseed oil was used as the lubricant. Mould
powders had been used as early as 1958 for bottom-fed ingot casting and it was
not until 1963 before flux powders were used in continuous casting. These mould
powders were derived from a waste product of power stations known as fly ash,
to which minerals such as Na2O and B2O3 were added. Over time, and as more
about the role of flux powders was understood, the development of synthetic fluxes
began. Flux powders for continuous casting are now predominantly synthetic and
are derived from minerals such as silica, bauxite and lime, although fly ash fluxes are
still used in ingot casting [34]. It should be noted that there is no one formula for flux
powders, although a few general rules for recipes exist: uniform melting is achieved
by using compounds with similar melting points, the number of constituents in the
recipe is minimised and the number of minerals that pose potential health hazards
are also minimised. Fluxes today are typically composed of a vast array of oxides,
although SiO2 and CaO are predominantly featured [23].
Different flux powders are chosen based on different criteria required in the cast-
ing process. In general, mould fluxes are chosen to optimise lubrication and heat
flux to the cooling mould wall. It is important to understand the viscosity as it is
related to the lubrication capacity of the liquid flux [4].
Viscosity in mould fluxes is typically measured by three different techniques;
the rotating cylinder method, the oscillating method and the inclined plane test.
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Figure 5.2: Approximating two Riboud model viscosities with Reynolds law.
The rotating cylinder method involves an outer cylindrical crucible and an inner
cylindrical bob. The molten flux is put in the crucible and surrounds the bob.
Either the bob or crucible is rotated and the torque applied at various temperatures
is used to determine the viscosity at that temperature. The rotating cylinder method
is the most widely used for mould fluxes [4] and is used by Riboud et al. [41].
Various models for flux viscosity according to literature differ significantly [3, 20,
23, 51], as shown in Figure 5.1. Takeuchi and Brimacombe [51] use the Arrhenius
profile of the form






where AA and BA are constant parameters and T is temperature. Reynolds law for
viscosity is used in Bland [3], Fowkes et al. [14, 15] and Hill et al. [19]. Reynolds
law is of the form
µf (T ) = ARe
−BRT , (5.1.2)
where AR, BR > 0 are constant parameters. Experimental attempts, such as those
of Riboud et al. [41], measure and predict flux viscosity. Riboud et al. [41] use the
Frenkel relation for flux viscosity given by






where AF , BF > 0 are constant parameters. Riboud et al. [41] attempt to define
AF and BF based on the chemical composition of the particular flux. An example
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Symbol Value Unit Law
A∗high 6.83× 108 kg m−1s−1 Reynolds high




B∗high 3.3× 10−3 K−1 Reynolds high
n 1.8 - power
Tfsol 1373 K power
T0 1573 K power
µ0 0.55 kg m
−1s−1 power
Table 5.1: Parameters for viscosity profiles.
of definitions is given by the relations
log (AF ) = −19.81 + 1.73 (XCaO +XMnO +XMgO +XFeO)
+ 5.82XCaF2 − 7.02 (XNa2O +XK2O)− 35.76XAl2O, (5.1.4)
BF = 31140− 23896 (XCaO +XMnO +XMgO +XFeO)
− 46356XCaF2 − 39519 (XNa2O +XK2O) + 68833XAl2O,
(5.1.5)
where Xi denotes the molar fraction of the i
th compound. This model is used by
Jonayat & Thomas [23], who refer to it as the “Riboud model”. The Riboud model,
however, has significant analytical drawbacks. The analysis conducted in this chap-
ter requires the expression for viscosity to be integrable. Since
∫
T ′ exp(1/T ′)dT ′
does not have a closed-form solution, we approximate the Riboud model to Reynolds






−BRT . This is reminiscent of the Frank-
Kamenetskii approximation [30, 58], where exp(B/T ) is replaced by exp(−BT ).
Even though (5.1.3) contains T as a pre-multiplicative factor, it turns out that
(5.1.2) fits well with (5.1.3), as can be seen in Figure 5.2. Further details on this
fitting can be found in Appendix A.
A limitation on using Reynolds law and the Riboud model is that it does not
include an abrupt increase in viscosity at a temperature close to the melting point of
the flux, known as the break-temperature. This sudden increase in viscosity occurs
in crystalline mould fluxes, but not in glassy mould fluxes where the viscosity change
with temperature is smooth [4]. To overcome this, an empirical power-law relation
is often used, which takes the form








Figure 5.3: Water channels and fins aligned along the z axis provide the cooling to
the mould, taken from Meng & Thomas [32].
where Tfsol is the temperature where the viscosity is said to be infinite (typically
the melting temperature of the flux), µ0 is a reference viscosity at temperature T0
and n > 0 is chosen to fit data. This form of temperature-dependent viscosity is
found in [23, 33].
5.1.2 Heat transfer coefficient, m, and thermal contact re-
sistance, R
The use of a heat transfer coefficient and thermal contact resistance for the boundary
condition at the interior mould wall was discussed in Chapter 3. Here, we will briefly
discuss the range of values for m and R from the literature.
For m, literature values vary between around 1×104 and 4.5×104 W m−2 K−1 [20,
23], and it is a difficult quantity to specify for a number of reasons. It is a reflection of
the heat transfer across the mould and a thermal boundary layer, possibly turbulent,
at the mould surface in the water channels. Moreover, the channels are separated
by fins that are aligned along the z-direction; the structure can be in Figure 5.3.
Consequently, m is unlikely to be constant, although we follow common practice
and assume this henceforth.
The value of Rmf is difficult to gauge since solid mould slags can exist as glassy or
crystalline phases or as mixtures of the two, i.e. slag films, and the properties for the
various phases can vary considerably. Since the crystalline phase has a higher density
than the glassy phase within the film, crystallization is accompanied by shrinkage,
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which produces pores near the crystals and loss of contact with the mould, creating
a thermal resistance, as noted by [4, 21, 34] . Values for Rmf as high as 6×10−4 m2
K−1 W−1 have been suggested [39], in contrast to a resistance as low as 0.2×10−4
m2 K−1 W−1 found in [17]. Moreover, a recent experimental study into the effect
that the mould oscillation frequency has on the thermal contact resistance between
the solid flux and the mould wall showed that increasing the oscillation frequency
from 1 Hz to 2 Hz led to a 10% decrease in thermal contact resistance [62].
5.2 Momentum
In this section, we re-do the momentum analysis from Chapter 3 for a general flux
viscosity µf (T ) before looking at results using both the aforementioned empirical
power law and a Reynolds law approximation of the Riboud model for flux viscosity.
5.2.1 Lower zone





















X + F L1 (Z, τ) , (5.2.2)
where F L1 is a function to be determined. In view of (4.2.15) and (4.2.21), µ̄f =
µ̄f (X, τ). Further details on this can be found in Appendix B for Reynolds Law and
Appendix C for a power law. Thus, equation (5.2.2) can be integrated with respect
to X to give
UZ = Π (Z, τ) f1 (X,Z, τ) + F
L
1 (Z, τ) f2 (X,Z, τ) + F
L
2 (Z, τ) , (5.2.3)
with Π := ∂P̄ /∂Z and




µ̄f (X ′, τ)




µ̄f (X ′, τ)
. (5.2.4)
From (3.3.24) and (3.3.28), we have that F L1 and F
L
2 satisfy




Π (Z, τ) f1 (S +H,Z, τ) + f2 (S +H, z, τ)F
L
1 (Z, τ) + F
L
2 (Z, τ) = 1,
where the (Z, τ) notation is suppressed on S and H when they appear in the limits
of the integrals or as arguments of f1 and f2, whence
F L1 (Z, τ) =
1− V (τ)− Π(Z, τ)f1 (S +H,Z, τ)
f2 (S +H,H, τ)
.
Hence,






′, Z, τ) dX ′
)




F̂ L1 (Z, τ) =
1− V (τ)
f2 (S +H,Z, τ)
, (5.2.5)
F̂ L2 (Z, τ) = V (τ) , (5.2.6)




′, Z, τ) dX ′ − f1 (S +H,Z, τ)




′, Z, τ) dX ′.
(5.2.7)
On using the nondimensional form of (3.2.26) and integrating with respect to Z, we
have




′, Z, τ) dX ′
)
F̂ L1 (Z, τ)
+
(
F̂ L2 (Z, τ)− 1
)
H(Z, τ) = Q∗R (τ) ,
where Q∗R (τ) can be determined from boundary conditions (3.2.23) and (3.2.24).
We find ∫ ZL
Z0(τ)









I (Z ′, τ) dZ ′,
where
I (Z, τ) = 1




H (Z, τ)− (V (τ)− 1)
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leading to









I (Z ′, τ) dZ ′. (5.2.8)
Note that Z0 (τ) ≤ 1 and ZL  1, and that Γ ∼ Λ, indicating that equation (5.2.8)
can be reduced to∫ ZL
0








Q∗R (τ) = −






i.e. the unknown Z0 (τ) is removed form this part of the model, as it has negligible
impact on the integrals in (5.2.8), since ZL  Z0(τ). The implication is that, for
this fold-type oscillation-mark model, there is no need to determine Z0(τ), as the
interface between the molten flux and molten steel above the solidification point has
been assumed to be planar, as shown in Figure 3.1 (b). A model that takes the
curved interface into account would need to solve for Z0(τ). Finally, we arrive at
QLl (Z, τ) = H (Z, τ)− (V (τ)− 1)S (Z, τ)−




















P = 0 at Z = 0, (5.2.12)
P = ΓZ0 at Z = Z0 (τ) , (5.2.13)
leading to




UZ = V (τ) at X = S, (5.2.15)
∂UZ
∂X
= 0 at X = S +H. (5.2.16)
So,
FU1 = − (Γ− Λ) (S +H) , (5.2.17)
FU2 = V (τ) , (5.2.18)
giving









′, Z, τ) dX ′
}
. (5.2.19)
Now, we once again balance the upper and lower zone mass flux of flux due to
the expectation of continuity between the upper and lower zones, i.e.
QLl = Q
U
l at Z = Z0 (τ) . (5.2.20)
Also, we recall that in view of (4.1.14), we must have
S (Z, τ) +H (Z, τ) = S0 (τ − Z) +H0 (τ − Z) ,
whence (4.2.19) implies that
S (Z, τ) = S0 (τ − Z) , H (Z, τ) = H0 (τ − Z) .
So, equation (5.2.20) gives
− (V − 1) (S0 +H0)−
{∫ ZL
0












′, H0, τ) dX









By analogy with section 4.4, it becomes clear how (5.2.21) will simplify even when
µf is not constant. The key point is whether or not F̂
L
3 (Z, τ) ever vanishes. We see
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that when V = 1, which clearly occurs when τ = τ ∗ where















, n = 1, 2, ...
we will have F̂ L1 = 0 and F̂
L












′, H∗0 , τ) dX
′




′, H∗0 , τ) dX
)
. (5.2.22)
where S∗0 = S0(τ
∗) and H∗0 = H0(τ
∗). It is evident that the only possibility is that
H0 = 0, which we proceed to demonstrate.

















we note that Γ > Λ and the task reduces to showing that∫ S∗0+H∗0
S∗0
f1 (X










have the same sign. If they do, the only solution for H0 to (5.2.23) at τ = τ
∗ will
be H0 = 0. First, we see that∫ S0+H0
S0
f1 (X, 0, τ) dX − (S0 +H0)
∫ S0+H0
S0






(X ′ − S0 −H0)
µ̄f (X ′, τ)
dX ′dX,







ξ − f1 (S0 +H0, 0, τ)





and it is not as easy to show that the double integral will be negative, since the
integrand is not negative over the limits of integration. However, instead we note



















′, Z, τ) dX ′, (5.2.24)























′, Z, τ) dX ′ > 0,
we are left with considering the sign of [Xf2 − f1]X=S0+H0 ; since this can be written
as ∫ S0+H0
S0
(S0 +H0 −X ′) dX ′
µ̄f
,
it is clear that it will be positive, so that, overall, dF̂ L3 /dH0 < 0 for H0 > 0, and
hence that F̂ L3 < 0 for H0 > 0, which was the required result.
This in turn implies that F̂ L3 (Z, τ) vanishes, which means that (5.2.2) can be
simplified to just
P = 0, (5.2.25)
where













′, 0, τ) dX ′. (5.2.26)
5.3 Results
To proceed further, we focus on whether m,R and µf (T ) can be chosen so that the
model can reproduce the oscillation-mark profile that was obtained experimentally
in [43, 59]; we recall that this was achieved in Chapter 4, but with the drawback
that the model did not predict the formation of solid flux. In fact, this can be done
by considering m and R first, and then considering µf (T ) .
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Figure 5.4: hcrit vs. m.
5.3.1 Effect of heat transfer coefficient, m, and interface
thermal contact resistance, R




where dexpmax denotes the greatest depth of the experimentally obtained oscillation













In effect, this gives an inequality that m and R must satisfy to ensure that any solid
flux forms at all. This is shown in Figure 5.4, which gives hcrit as a function of m for
different values of R, where we have taken dexpmax = 0.33 mm from Figure 4.6. Hence,
for each value of R, there is clearly a critical value of m, which we shall call mcr,
below which hcrit > d
exp
max; thus, Figure 5.5 shows mcr as a function of R. Moreover,
solutions are not possible for all values of R, but only for
R <
dmax (Tm,f − Tw)
k
(l)
f (Tm,s − Tm,f )
,
which, for the current parameter set, corresponds to 3.7×10−4 m2K W−1. A further
subtlety is that if hcrit  dexpmax, the theoretical profile is more likely to resemble
the experimental profile. The reason for this is that it is inevitable that the solu-













Figure 5.5: mcr vs. R.
point where H0 = Hcrit, as seen in Figure 4.6. The original experimental result
did not display any discernible kink, and the best way to reproduce this situation
theoretically would be if the transition is close to the location where the oscillation
mark begins and ends. This is achieved by having m and R so that dexpmax − hcrit is
maximized. From Figure 5.4, this appears to be when R = 0 and m is as great as
possible. Note that these requirements are independent of the viscosity profile being
used, and we now proceed to consider these in turn, with a view to reconstructing
the experimental oscillation-mark profile.
5.3.2 Effect of temperature-dependent mould flux viscosity,
µf (T )
We split our analysis of the flux viscosity into two parts; firstly when solid flux forms
on the mould wall, i.e. H0 > Hcrit in (5.2.25), and then when H0 < Hcrit for the
scenario where no solid flux forms.
5.3.2.1 H0 > Hcrit
Considering when H0 > Hcrit, a somewhat surprising result is that, independent of
the viscosity profile used, the equation for H0, i.e. (5.2.25), takes the form
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where β̄2, γ̂2 and β3 are all defined in Appendices B and C. The reason this happens is
because µf is assumed to be a function of the temperature alone and we are applying
constant temperature boundary conditions at the solid flux-molten flux and solid
steel-molten flux interfaces, i.e. (4.1.11) and (4.2.12), respectively. It should be
observed that (4.2.12) arose because Kfs  1, i.e. the thermal conductivity of the
flux is much smaller than that of the steel, which renders the steel to be at constant
temperature at leading order.
In fact, since (5.3.1) is a depressed cubic, it is straightforward to determine the
number of real roots. Writing (5.3.1) as
AH30 + CH0 +D = 0, (5.3.3)
there are three distinct real roots if
Φ := −4AC3 − 27A2D2 > 0,
and only one distinct real root and two non-real complex conjugate roots if Φ < 0.
Now, with






, D = V − 1
Bi
,
we can note that A,D > 0, C < 0; thus, Φ > 0 if







Furthermore, the fact that C < 0 and D > 0 indicates that there can only be zero
or two positive roots. If there are no positive roots, then the only real root will be
negative, which clearly cannot satisfy H0 > Hcrit; thus the formulation can only be
self-consistent if Φ > 0. (5.3.4) can now be narrowed down further: the formulation
is self-consistent only if



















Figure 5.6: m vs. R for three viscosity profiles, for which the theoretical oscillation-
mark depth is the same as the experimental.
where Vcrit := {V : H0 = Hcrit} .
To find the three real roots for H0 when this inequality is satisfied, we can use
the well-known triple-angle identity,
cos 3χ = 4 cos3 χ− 3 cosχ,



































where n is an integer. The three roots can then be obtained by setting n = 0, 1, 2,
although it is not clear which two of these will correspond to the positive roots, or
whether one or both of these will be greater than Hcrit.
Moreover, setting V = V0 in (5.3.6), we obtain the theoretical maximum oscilla-
tion mark depth; requiring this to be equal to the experimental value, we arrive in
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Figure 5.7: P vs. H0 for different values of V for constant viscosity.
turn at a relation between m and R, which both appear in Bi. This relation is given
graphically in Figure 5.6 for each of the viscosity profiles. Comparing these with the
curve in Figure 5.5 indicates that only the curve labelled “Reynolds law (low)” lies
above it, meaning that only in this case is the theoretical thickness of the solid flux
layer less than the experimentally measured oscillation-mark depth; hence, of the
three viscosity profiles, only the lower version of Reynolds law would be capable of
producing the oscillation-mark profile. However, whilst we will only consider that
case when we compare the model and experimental results later in Figure 5.11, we
will include the other two cases in the ongoing discussion.
5.3.2.2 H0 < Hcrit
It remains to construct H0 for H0 < Hcrit, which will require the numerical solution
to P (H0, τ) = 0, with P being given by (B10) for the Reynolds-law viscosity and
(C9) for the power-law viscosity; the corresponding form for P when the viscosity


































Figure 5.8: P vs. H0 for different values of V for power-law viscosity.
and consider the behaviour of P for τ > τ0; thus, τ = τ0 is the start of what is known
as the negative strip time, during which the mould moves downwards faster than
the solidified steel. Moreover, we denote by τcrit the value of τ at which H0 = Hcrit.
The key point can now be illustrated by comparing the behaviour of P for the
constant and power-law cases as τ varies; this is done in Figs. 5.7 and 5.8, where
we have arbitrarily set Hcrit = 0.5, although its exact value will in general depend
on Bi, as will the exact form of P , rendering what happens in an actual case even
more delicate. In Figure 5.7, the behaviour is comparatively straightforward: as
τ increases from τ0 to τcrit, the curve moves down, but with P (Hcrit, τ) > 0 for
τ < τcrit. It is evident that, for τ < τcrit, there is a unique root for H0, such that
H0 < Hcrit. Furthermore, for τcrit < τ < 1, there is a unique root for H0, such
that H0 > Hcrit. However, for Figure 5.8 the situation is surprisingly different. For
τ = τcrit, we see that P has two roots for H0 ≤ Hcrit. Moreover, when τ > τcrit, it
seems that there would be a further time interval, τcrit < τ < τ2 say, during which
there would be two possible roots for H0 < Hcrit and one root for H0 > Hcrit. In
particular, this leads to the situation where H0 cannot be a continuous function of
τ, although the discontinuity can manifest itself in one of two ways:
(I) at τ = τcrit, i.e. at the earliest possible opportunity, the solution jumps up to
Hcrit from the lower strictly positive root of P (H0, τ) = 0;
(II) even after τ = τcrit, one continues to use P as defined for H0 < Hcrit to compute
the root, meaning that H0 would be continuous at τ = τcrit, but the solution
would have to jump to the root for which H0 > Hcrit some time later instead,
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Figure 5.9: An oscillation mark, as computed using modes I and II.
i.e. at the latest possible opportunity.
The prediction of an oscillation-mark profile is shown in Figures 5.9 and 5.10.
These results have been generated using R = 0,m = 3994 W m−2 K−1, which give
hcrit = 0.21 mm, and equation (5.1.6), but with µ0 = 0.02 kg m
−1 s−1 instead of
the value given in Table 3.1. A lower value for µ0 is used in order to make the
discontinuity more distinct on a plot; in fact, the discontinuity is present for all
values of µ0, but is much less visible for the value given in Table 3.1. Figure 5.9
shows the possible mark profiles, depending on whether mode I or II is adopted, with
Figure 5.10 showing blow-ups of the regions where a discontinuity can occur. While
the discontinuity is scarcely discernible in the z-direction, it constitutes around 20%
of the maximum mark depth in the x-direction.
It is worth exploring what is causing this behaviour, how it might be avoided and
whether it is in some way inherent in the power-law profile, since it can clearly cannot
occur for the constant viscosity case. In fact, in the context of heat conduction
problems in fluids having temperature-dependent viscosity, this behaviour is not
surprising and is akin to the hysteresis phenomenon considered by Skul’skiy et al. [48]
and Costa & Macedonio [6]. This is explored further in section 5.3.4, where it is
shown that whether the behaviour occurs or not depends on the value of θm,f and
can even occur for a Reynolds-law viscosity profile. On another tack, however, we
can observe that this also appears to be a non-obvious consequence of reducing
the model to its current form, and in particular neglecting the terms on the left-
hand sides of (4.1.1) and (4.1.4). Had these been retained, the model would have
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Figure 5.10: A blow-up of the regions in Figure 5.9 where discontinuities occur.
been analytically intractable, requiring these equations to be solved numerically, but
would not have introduced discontinuities.
5.3.3 Oscillation-mark profiles
Having explored the different ways that the model can behave, we finally turn to
whether it can predict an oscillation-mark profile that agrees with the experimentally
obtained one focused on in Chapter 3. We proceed as indicated earlier by:
 ensuring that solid flux is formed and that the maximum depths agree;
 any kink that appears in the profile is restricted to the opening and closing
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of the mark, meaning that, for most of the negative strip time, solid flux is
present.
The first of these means that (m,R) lies on the curve labelled “Reynolds law
(low)” in Figure 5.6, whilst the second implies that we should take R = 0. Figure
5.11 compares the profile generated this way with the experimentally obtained profile
from [59], as well as the theoretical result from Chapter 4, while an enlargement
of the two oscillation-mark profiles is shown in Figure 5.12. As is evident, the
agreement between the new model result and the experimental profile is reasonable,
but with the advantage over the old model result that the current model predicts
the formation of solid flux.
5.3.4 Hysteresis
While modelling with different flux profiles, in particular the power law profile, it
becomes apparent that a problem arises when solid flux does not form. We get a

























Figure 5.8 suggests that the problem seems to begin to occur if P(H0) = P ′(H0) = 0.
Thus we seek to investigate this situation. By differentiating both sides of (5.3.8)





Figure 5.11: Comparison of oscillation-mark profiles.
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Figure 5.12: Zoomed in look at the oscillation-mark model comparison in Figure
5.11.
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Since P(H0) is continuous for 0 ≤ H0 ≤ Hcrit and P(Hcrit) = 0 then we can say
that if dP(Hcrit)
dH0
< 0 there must be at least one root to (5.3.8) for 0 < H0 < Hcrit.
Firstly, we shall examine when the viscosity was assumed to be constant from
Chapter 3 where no issue of multiple solutions was found to occur. Note that when



























It should be noted that having a positive slope will not guarantee that there will
only be one root H = H0.
For the power law case we find that
dP(Hcrit)
dH0
= −aH2crit (3θm,f − 2) , (5.3.11)




the slope will always be negative and thus we will always have multiple
roots to choose from, leading to a discontinuity in the solution. Figure 5.13 shows the
effect of varying θm,f . When θm,f < 2/3, we clearly see only one root to P(Hcrit).
For θm,f > 2/3, we have non-uniqueness of solution and thus a hysteresis effect
occurs, as shown in Figure 5.10.
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Figure 5.13: For the power law case, as θm,f increases we see multiple solutions to
P(Hcrit) = 0. The non-uniqueness occurs when θm,f = 2/3.
The slope will be negative if
(
θm,f (1− θm,f )3β̄3 + (3θm,f − 2)(1− θm,f )2β̄2
+2(3θm,f − 2)(1− θm,f )β̄ + 2(3θm,f − 2)
)
eβ̄θm,f − 2(3θm,f − 2)eβ̄ < 0. (5.3.13)
If we let θm,f = 2/3 we are guaranteed a positive slope. The slope turns negative
for some θm,f depending on β̄. We note that β̄ does not depend on Bi.
A similar analysis was conducted by Skul’skiy et al. [48] who found that the
appearance of multiple roots depended on the difference in temperature between
the two ends of the channel, i.e. in our case the size of the dimensionless θm,f .
Their study looks at hysteresis effects in temperature-dependent fluid viscosities
for channel flows of non-Newtonian fluids. It is found that the non-uniqueness of
solution is characteristic of both Newtonian and non-Newtonian fluids. The work
is significant in two parts; an expression for the hysteresis criterion is derived in
a similar way to the above analysis and they verify this condition by experiment.
Figure 5.14, taken from Skul’skiy et al. [48], shows that the hysteresis effect they
find is validated. On the y-axis, Q̄ denotes dimensionless flow rate and P̄0 is the
dimensionless pressure on the x-axis. The solid line shows the theoretical curve
developed by Skul’skiy et al. [48] while the dashed line shows the experimentally
measured results. The arrows indicate the pressure history in the experiments.
The hysteresis phenomenon is well studied, with non-unique solutions for the
flow being observed by Pearson et al. [37] in 1973 and is seen in the study of rapidly
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Figure 5.14: Experimental validation of hysteresis in pressure driven flow for varying
viscosity fluids, taken from Skul’skiy et al. [48].
cooling magma flow in thin fissures [6, 18, 65].
5.4 Conclusions
This chapter has investigated the different possible behaviours of the asymptotic
model for oscillation-mark formation in the continuous casting of steel developed in
Chapters 3 and 4, with particular focus on how the results obtained vary when the
heat transfer coefficient, m, the thermal resistance, R, and the dependence of the
viscosity of the flux powder as a function of temperature, µf (T ) , are changed. We
find that three different outcomes are possible:
(a) the flux remains in a molten state and no solid flux ever forms;
(b) both molten and flux are present, and the profile of the oscillation mark is
continuous with respect to the space variable in the casting direction;
(c) both molten and flux are present, and the profile of the oscillation mark is
discontinuous with respect to the space variable in the casting direction.
Although alternative (a) gave good agreement with experimental data featured
in Chapter 4, it suffered the drawback that solid flux is typically observed during
continuous casting; this has been rectified in this work via alternative (b). On the
other hand, alternative (c) is found to arise when the flux viscosity profile used, which
has a power-law dependence on the temperature and contains a break temperature
at which the viscosity becomes infinite, and is one that is frequently advocated in
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the literature, [23]; subsequently, it was found that it may also arise for Reynolds-
law profiles, although not if the viscosity is assumed constant. Moreover, behaviour
(c) appears to be related to the hysteresis-type phenomenon encountered in other
flows that involve temperature-dependent viscosity, although in the present case it
appears to be a consequence of neglecting heat accumulation and convection terms
in the energy equation for the flux (4.1.4); this warrants further investigation.
Lastly, we note that whilst it may always prove difficult to obtain values for
m and R for a particular industrial casting process, it is evident that the quality
of the model will improve if both µf (T ) and the final oscillation-mark profiles are
available; unusually, here we had access to the latter, but unfortunately not to the
former.
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CHAPTER 6
A MODEL FOR AIR-GAP FORMATION
We now look to model the problem of the formation of a small air gap between
the mould and the steel in continuous casting. We begin by introducing the air-gap
problem, before describing a thermomechanical model to describe air-gap formation.
The model is non-dimensionalised and reduced. An asymptotic solution for the point
at which the air gap forms is found. Subsequently, the reduced model is solved
numerically and validated against experimental results, along with a finite element
model. The results are presented, featuring an examination into some important
casting parameters and their effect on air-gap formation.
6.1 Introduction
In the continuous casting process, as the solidified shell moves down vertically
through the mould, it cools. This inevitably causes thermal contraction of the
steel shell. An air gap is formed when the thermal contraction of the steel shell
overcomes the “ferrostatic” or “metallostatic” pressure of the molten steel within
the shell. The steel shell then moves from the mould wall, allowing air to enter
in between the mould wall and the steel shell [45]. Many modelling attempts have
been numerical in nature [25, 28, 31, 45, 61, 67] and, while successful, do not pro-
vide the insight one can glean from an asymptotically reduced modelling approach.
A simplified mathematical model will significantly reduce computation time allow-
ing for parameter studies to be undertaken quickly and without the need to use
time-consuming computation. Thus, an asymptotic approach to reduce model com-
plexity, which will identify the key model components that effect air-gap formation,
is desirable.
Recent asymptotic approaches examine the formation of air gaps and look into
83
6. A MODEL FOR AIR-GAP FORMATION
Figure 6.1: Water cooling in a cylindrical mould with width of water channel DE ,
from [16].
the effects of mould tapering and superheat in both round casters and rectangular
casters for copper [12, 13, 53–55]. The work in this chapter looks to build on this
series of models by taking into account the cooling water channel at the surface of
the mould wall and deriving the thermal boundary conditions that were previously
prescribed. The results from this chapter will differ significantly from [12, 13] since
we work with data for steel rather than copper. For example, in copper casting,
cooling occurs much more rapidly and in fact, the metal is generally fully solidified
by the time it leaves the mould. This is not the case for steel since the cooling occurs
much more slowly. A further limitation on previous asymptotic models is the use
of a fictitious mould geometry, as well as an unrealistic thermal boundary condition
for the mould cooling. In this work, we use a mould geometry first described by
Dubendorf et al. [11] while also deriving a more realistic boundary condition to
describe how the mould is cooled. We also validate our model by comparing the
results with those from Kelly et al. [25], who use the same mould geometry as in
[11]. We make this comparison despite the work of Kelly et al. [25] being over 30
years old, as it is the only work found by the author on air-gap formation in the
literature that provides great detail on air-gap propagation for steel casting.
6.2 Thermomechanical dimensional model
We consider radially symmetric heat flow in a cylindrical mould as in [12]. Our
model supposes that the liquid steel enters the mould at the melting temperature of
steel. Unlike previous models with cylindrical geometry [12, 13], the temperature at
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Figure 6.2: Schematic of continuous casting with linearly tapered mould walls.
the outside of the mould wall is not prescribed. Instead, we seek to include the water
channel that provides the cooling to the mould, as shown in Figure 6.1, while also
recalling Figure 3.2 which shows a water cooling channel for a rectangular mould.
A schematic is presented in Figure 6.2 which shows the liquid steel, solid steel being
drawn out with constant velocity Vcast, a linearly tapered mould, the cooling water
channel and an air gap forming at z = zgap. The steel is fed into the mould via
a submerged entry nozzle. The distance from the centre of the mould to the steel
solidification front, the mould wall, the solid steel surface and the outer surface of
the mould wall are given by rm(z), rw(z), ra(z) and WM respectively. The radius
of the mould at the top of the mould wall, or in the absence of a mould taper, is
given by W and the width of the water channel is DE. We should acknowledge
that although mould oscillation and the presence of a lubricating flux powder are
key elements to the continuous casting process, these are rarely, if ever, included in
air-gap modelling. We elect to neglect these effects in the work in this chapter, as
to include them would currently be beyond the scope of air-gap modelling.
We first introduce the thermal model, then the structure mechanics equations,
along with boundary conditions, before non-dimensionalising.
85
6. A MODEL FOR AIR-GAP FORMATION
6.2.1 Thermal model and boundary condition derivation
For
0 < z < zgap, rm(z) < r < rw(z),
zgap < z < L, rm(z) < r < ra(z).
}















where ρ is the density of solid steel, cps is the specific heat capacity of solid steel,
Vcast is the cast velocity, i.e. the constant velocity of the solid steel being withdrawn
from the mould and ks is the thermal conductivity of the solid steel. For r < rm(z),
we just have liquid steel, which is at a constant temperature Tmelt. At r = rm(z),
the temperature of the solid steel is at the melting temperature,
Ts = Tmelt. (6.2.2)
We consider the Stefan condition for continuity of energy at the solid/liquid-steel








where ∆Hs is the latent heat of fusion of steel. When solid steel is touching the
mould wall, for boundary conditions we will consider heat flow in the mould wall.











for rw(z) < r < WM . This is subject to, at r = rw(z),











= −hC(TM − Tw), (6.2.6)
where hC is the heat transfer coefficient between the outer surface of the mould wall
and the flowing water in the channel, which has bulk temperature Tw. The heat
transfer coefficient is to be prescribed and will be discussed. Meanwhile, this system
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has solution











Thus, we say that






We now rearrange to give




So, we can now write









Now, we apply (6.2.5) to get




































at r = rw(z). On combining (6.2.12) and (6.2.14), we find the temperature in the
mould is then
TM = Tw +















At z = zgap, the air gap has formed and so for zgap < z < L we must include its
presence in our analysis. Again, we assume conduction only in the mould wall with
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boundary conditions






, at r = rw(z). (6.2.17)
Thus, we find




























with boundary conditions (6.2.17) and






, at r = ra(z). (6.2.21)
Solving using the first condition of (6.2.21) leads to
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Figure 6.3: Comparison of Nusselt numbers given by the Dittus-Boelter correlation
[64] and given by Sleicher & Rouse [49].




























)) at r = ra(z),
(6.2.28)
































Next we need to choose hC . The heat transfer coefficient can be described in terms





where kw is the thermal conductivity of water and DE is the width of the water
channel. The Dittus-Boelter correlation, first described by Dittus & Boelter [10], is
an empirical relation for determining the Nusselt number for a fluid being heated
or cooled in turbulent flow in pipes. The dimensionless form of the Dittus-Boelter
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correlation for a fluid being heated in a pipe is given by
Nu = 0.023Re0.8Pr0.4 (6.2.32)
where Re and Pr are Reynolds and Prandtl numbers respectively [64]. The Reynolds




, P r =
cpwµw
kw
where ρw is the density of water, Vw is the water velocity, µw is the viscosity of
water, cpw is the specific heat capacity of water and kw is the thermal conductivity
of water.
Another empirical relationship for the Nusselt number is given by Sleicher &
Rouse [49], who find that
Nu = 5 + 0.0015Rec1Prc2 (6.2.33)
where c1 = 0.88−0.24/(4 +Pr) and c2 = 1/3 + 0.5e−0.6Pr. The latter relationship is
said to be more accurate and is used in modelling water cooling flow in steel casting
[32].
The two relations are compared in Figure 6.3 for varying values of the Reynolds
number. For lower Reynolds numbers, the two relations agree well and we can see
a difference as the Reynolds number increases. However, this difference is not large
and as a result, is unlikely to significantly alter the results presented in Section 6.5.
These relationships, while relatively simple, allow us to examine the effects of
the width of the water channel and the water velocity. The effects of water velocity
are of particular importance, as the velocity can be adjusted by operators during
the casting process in order to change the heat flux into the water channel from the
mould wall [46]. The effect of the channel diameter is important when considering
the design of the mould.
We should note that the Dittus-Boelter correlation is only valid for Re ≥ 104 and
0.6 ≤ Pr ≤ 160, while the Sleicher-Rouse correlation is valid for 104 ≤ Re ≤ 106
and 0.1 ≤ Pr ≤ 104. Using data from Table 6.1, we find that Pr = 9.4 and will
not vary in our model. However, the Reynolds number will vary considerably with
variation of Vw and DE. Thus, we look to Figure 6.4 to ensure that both of the
correlations are valid for combinations of water velocity and water channel width
chosen in the model.
To re-cap, our thermal model is described by (6.2.1) for rm(z) < r < rw(z). The
inner boundary condition at r = rm(z) is given by the Stefan condition (6.2.3) for
0 < z < L. The outer boundary condition on r = rw(z) is given by (6.2.15) for
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Figure 6.4: Values of DE and Vw where the Reynolds number is 1×104 and 1×106.
z < zgap and then (6.2.28) for z > zgap.
Since z is a time-like variable, we need conditions on z = 0 for Ts, rm and rw,
which we refer to as initial conditions. These are given by
Ts = Tmelt,
rm = rw = W
}
on z = 0. (6.2.34)
Finally, we need a condition on the air gap
ra = rw, (6.2.35)
on z = zgap, i.e. the width of the air gap is zero.
6.2.2 Structure mechanics model
We now move on to the structural model. In cylindrical co-ordinates, by balancing










































+ ρg = 0, (6.2.38)
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where σr, σθ, σz, τrθ, τrθ, τrz, τθz are components of the Cauchy stress tensor with
τrθ = τθr, τrz = τzr, τθz = τzθ, (6.2.39)
and g is gravity. By exploiting the slender geometry of the cast, we invoke the
approximation of generalised plane strain, allowing us to neglect derivatives in the
z-direction. We exclude bending, as do other continuous casting models [45], to say
that τrθ = 0 and due to the axisymmetry of the problem we can neglect derivatives













Further details of this simplification can be found in Appendix D. We note that
we are allowing axial stress in our model, i.e. σz 6= 0. It is more convenient to
consider a body translating in the z-direction as this resolves an issue where the
conventional definition of displacement cannot be applied. In stress theory, the
displacement is defined as the distance travelled by an atom from its position when
the whole body is stress free. This state does not exist in a solidifying body. Instead,
the displacement is defined as the distance travelled by an atom from the location














where the dot notation denotes differentiation with respect to z.







(1 + ν)(1− 2ν)
1− ν ν νν 1− ν ν








where E is Young’s modulus and ν is Poisson’s ratio. Despite the high temperatures
and fast cooling nature of continuous casting, it can be seen in Vynnycky [53] that
plasticity plays no role in the size of an air gap at leading order for a rectangular
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mould geometry. However, this is not necessarily the case for a cylindrical mould
geometry [55]. Vynnycky [55] goes as far as to set up a framework for the inclusion
of plasticity, however we acknowledge that it is beyond the scope of this body of
work. Thus, in order to reduce model complexity, we neglect inelastic strains. We
then assume that the thermal strains and elastic strains occur simultaneously and





j , j = r, θ, z. (6.2.47)
We finally assume that the steel is isotropic with respect to thermal elasticity to








 1(1 + ν)
1− ν ν νν 1− ν ν









The strain components are related to the radial and vertical displacements u and v











and thus the thermal and mechanical problems are coupled by thermal contraction.
As a result of the generalised plane strain approximation the change of strain in the
z direction is independent of the radial direction r, hence,
ε̇z = ε̇z(z). (6.2.50)
Since the location of the air-solid steel interface is dependent on the displacement
of the outer surface of the solid cast, we say
ra(z) = W + (u)r=rw(z) , for zgap < z < L, (6.2.51)
and hence the mechanical model couples back into the thermal problem, via (6.2.28).
It will later become apparent that we need three conditions in order to fully spec-
ify the structure-mechanical model. These consist of an inner boundary condition
at r = rm(z), outer boundary conditions when r = rw(z) and r = ra(z) for z < zgap
and z > zgap respectively, and a global constraint on the stress in the z direction
[45].
At r = rm(z), we have
σr = σθ = σz = −p(z), (6.2.52)
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where p(z) = p0 +ρgz, with p0 being the atmospheric pressure and ρgz representing
the metallostatic pressure from the liquid metal, along with
τrz = 0, (6.2.53)
where (6.2.53) is a shear-free boundary condition. We then differentiate with respect









Then, using both (6.2.40) and (6.2.52), (6.2.54) becomes
σ̇r = −ṗ(z) = −ρg, (6.2.56)
on r = rm(z).
The outer boundary will be at r = rw(z) for 0 < z < zgap where we set the
displacement by the mould taper to be







, on r = rw(z). (6.2.58)
Once the air-gap has formed, z > zgap, the outer boundary is now between the sur-
face of the steel shell and the air gap, i.e. r = ra(z). The choice of what condition
to impose here has been the subject of much discussion in the literature [55]. Schw-
erdtfeger et al. [45] state that the stress normal to the mould is equal to atmospheric
pressure, i.e.
σr = −pa. (6.2.59)
Richmond & Tien [42], however, state that there should be no lateral stress when
there is an air gap, i.e.
σθ = 0 on r = ra(z). (6.2.60)
Differences between the use of conditions (6.2.59) and (6.2.60) are investigated in
Florio et al. [12]. It can be seen that there is little difference to the results between
the use of the two conditions. Hence, we make the choice to take (6.2.60) as the
boundary condition in order to simplify the problem. We examine the validity and
some of the consequences of this choice in Appendix E. By choosing (6.2.60), we
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define zgap as the depth where the lateral stress is zero, i.e.
σθ(r = rw, z = zgap) = 0. (6.2.61)
Moreover, this boundary is shear-free, so we also have






Then, on using equations (6.2.42) and (6.2.53), we are simply left with τrz = 0,
which is consistent with [22].
Finally, in order to determine ε̇z(z), we need to prescribe a global condition. To
do so we use a global force balance. The vertical stress, σz, must be compensated












′ if z > zgap.
(6.2.64)
Schwerdtfeger et al. [45] discuss the different assumptions that can be made to obtain
Fz. The assumption we make, following [12, 55], is that Fz is equal to the sum of
the weight of the molten steel above the cross-sectional area of the shell provided









′)− r2m(z))dz′ if z ≤ zgap,














with r−1m (r) being the inverse function of rm(z). Figure 6.5 shows the column of steel
above the cross-sectional area, with part (a) representing the first case and part (b)
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Figure 6.5: The liquid steel column, shown by the red shaded region, above the cross
sectional area of the solid shell at depth z when (a) z < zgap and (b) z > zgap.
the second case in the right-hand side of (6.2.65). We then differentiate with respect
to z using Leibniz’s rule for integrals and equate (6.2.64) and (6.2.65), along with
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using the condition (6.2.52), to get∫ rw(z)
rm(z)
r′σ̇zdr




′ = −ra(z)ṙa(z) (p0 + ρgza(z)) if zgap < z < L.
(6.2.67)
6.3 Non-dimensionalisation and simplifications




















































where ∆T = Tmelt − Tw is the difference between the melting temperature of steel
and the temperature of the cooling water. We then implement our scaling to derive
the dimensionless model. Equation (6.2.51) becomes
Ra(Z) = 1− δ%a(Z),
where δ = α∆T is a small parameter, as we will see later on, and %a(Z) is an O(1)
function. We can then define the dimensionless width of the mould as
Rw(Z) = 1− δ%w(Z), (6.3.2)
where %w(Z) is an O(1) function.
6.3.1 Thermal model






















is the Péclet number. The Stefan condition (6.2.3) is
now at R = Rm(Z) and is given by
∂Θs
∂R
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where the Stefan number is St = cps∆T
∆Hs
. We also have on the liquid-solid steel
interface that
Θs = 0. (6.3.5)
At the mould wall, R = Rw(Z), and before the air gap has formed, 0 < Z < Zgap,














Θs = ΘM . (6.3.7)























Θs = Θa. (6.3.9)
We now take advantage of the smallness of δ by performing a first-order Taylor
expansion of the log functions in eqs. (6.3.6) and (6.3.8) about δ = 0 to give
∂Θs
∂R
= − κs(Θs − 1)




= − γκs(Θs − 1)






























The initial-like conditions become
Θs = 0, (6.3.13)
RM = Rw = 1, on Z = 0, (6.3.14)
and the condition on the air gap is
Ra = Rw, on Z = Zgap. (6.3.15)
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6.3.2 Structure mechanics model











 1(1 + ν)
1− ν ν νν 1− ν ν









where the dot notation now denotes differentiation with respect to Z. The dimen-
sionless strain components are related to the radial and vertical displacements, U











The boundary condition on R = Rm(Z) now becomes
Σ̇R = −Ṗ (Z), (6.3.19)















for 0 < Z < Zgap and
Σ̇θ = 0, (6.3.21)
for Z > Zgap. The dimensionless global condition is then∫ (1−δ%w(Z))
Rm(Z)
R′Σ̇ZdR
′ = δ (1− δ%w(Z)) q̇w(Z) (P0 + P1Zw(Z) + ΣZ(R = Rw, Z)) ,
(6.3.22)
if 0 < Z < Zgap and∫ (1−δ%a(Z))
Rm(z)
R′Σ̇ZdR
′ = δ (1− δ%a(Z)) q̇A(Z) (P0 + P1ZA(Z)) , (6.3.23)
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if Zgap < Z < 1.
6.3.3 Simplifications
We seek to find small terms in our model in order to make simplifications. To do
this we determine values of dimensionless parameters using data taken from Kelly et
al. [25]. We will later compare the results from this chapter against the experimental
and model results from Kelly et al. [25]. Parameter values are given in Table 6.1
and lead to the following dimensionless parameters:
κs = 61.6, χ = 0.264, γ = 9.97× 10−3, P̃ es = 32.3, P0 = 1.55× 10−5,
P1 = 8.28× 10−6, St = 3.79, δ = 3.26× 10−2, β = 2.48.
We observe that δ  1, as we assumed earlier. Thus we can make simplifications
to the model by setting δ = 0. We also note that γ  1, but is retained since
γκs, which appears in the boundary condition (6.3.11), is order one. Since γ is
small we see that the size of the air gap is dominant in the denominator of (6.3.11),
demonstrating the insulating effect of the air gap. We also see clearly from (6.3.11)
that if the air gap is non-existent, the boundary condition is identically (6.3.10).
On setting δ = 0, the thermal boundary conditions (6.3.10) and (6.3.11) become
∂Θs
∂R
= − κs(Θs − 1)
1 + β + χ%w(Z)
, on R = 1, (6.3.24)
∂Θs
∂R
= − γκs(Θs − 1)
γ (1 + β + χ%w(Z)) + %a(Z)− %w(Z)
, on R = 1, (6.3.25)
respectively. In the mechanical model, (6.3.20) and (6.3.21) become
U̇ = −%w(Z), for Z < Zgap, (6.3.26)
Σ̇θ = 0, for Z > Zgap, (6.3.27)
on R = 1, respectively. The global condition, described by equations (6.3.22) and
(6.3.23), can also be simplified to be∫ 1
Rm(Z)
R′Σ̇ZdR
′ = 0, (6.3.28)
for 0 < Z < 1.
We now have a simplified non-dimensional model, where the thermal and me-
































X 1.7 ∗ % m−1
Table 6.1: Parameters used for this chapter, where ∗ is taken directly from Kelly et
al. [25], † is estimated from data from Kelly et al. [25], ∗∗ two values are supplied by
Kelly et al. [25] and otherwise the data was assumed.
6.4 Analysis
We begin looking at the mechanical model in an attempt to decouple it from the
thermal model.
6.4.1 Decoupling the mechanical and thermal models
We take the dimensionless plane-strain approximation, equation (6.3.16), and the
stress-strain relationship (6.3.18) to give us
∂
∂R
{(1− ν)ε̇R + νε̇θ + νε̇Z + (1 + ν)Θs}+
1− 2ν
R
(ε̇R − ε̇θ) = 0. (6.4.1)
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= −(1 + ν)∂Θ̇s
∂R
. (6.4.3)






= −(1 + ν)RΘ̇s + f1(Z)R, (6.4.4)
whence on using (6.3.3) and then integrating with respect to R once again, we are
left with














where f1(Z) and f2(Z) are functions of Z to be determined from boundary condi-
tions. Using equations (6.3.18) and (6.4.5) we can write



































(1− 2ν)(1 + ν)
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We now use equations (6.3.19) and (6.3.26)-(6.3.28) to get
f1(Z) =
2(1− ν2)






































































































m + 1) q̇w(Z)





as this will be used later to determine Zgap.
For Z > Zgap we have
f1(Z) =




























































− ((1 + ν)R
2
m + 1− ν) Θ̇s
(1− ν) (1 +R2m)
. (6.4.16)
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′ − %w(Zgap). (6.4.17)
Thus, by saying that %a(Z) = − (U)R=1, the boundary condition at R = 1 after the
air gap is formed becomes
∂Θs
∂R
= − γκs(Θs − 1)
γ (1 + β + χ%w(Z))−
∫ Z
Zgap
(U̇)R=1dZ ′ + %w(Zgap)− %w(Z)
. (6.4.18)
Hence, the thermal and mechanical problems are decoupled from each other in the
sense that we can rewrite (6.4.18) solely in terms of Θs without any mechanical
quantities.
6.4.2 Numerical formulation
We now look to solve our reduced, decoupled model numerically. For Stefan prob-
lems, it is convenient to transform the moving domain to a fixed domain via the tech-
nique known as boundary immobilisation, first applied to finite difference schemes
by Crank [7]. The transformation is given by
































We first solve the problem for Z < Zgap. The boundary condition (6.3.24) is now
given by
Fη =
κs ((1−Rm)F − 1)
1 + β + χ%w(Z)
, on η = 0, for Z < Zgap, (6.4.21)
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Ṙm, with F = 0, on η = 1. (6.4.22)
The initial condition at Z = 0, (6.3.13), is automatically satisfied due to (6.3.14).
What remains is to specify a condition for F at Z = 0. To do this, we consider the
limit as Z → 0. Following [55], we consider the asymptotic expansion
F = F0(η) + F1(η)Z + · · ·, (6.4.23)
Rm(Z) = 1− λ1Z − λ2Z2 + · · ·, (6.4.24)
where λ1 > 0 and λ2 are constants to be determined. At O(Z0) (6.4.20) becomes,









λ1, F0 = 0, on η = 1. (6.4.27)
We find that λ1 =
κsSt
P̃ es(1+β)










at Z = 0.
For Z < Zgap, we make the further transformation Z = ZgapZ, which is a recent
technique used in finding numerical solutions to casting problems where the solution
















The boundary condition (6.4.21) at η = 0 remains the same, while the Stefan con-
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, with F = 0, on η = 1. (6.4.31)





dZ ′ = P0, (6.4.32)







dZ ′ = P0. (6.4.33)
Now we proceed to solve our transformed reduced model numerically using the
finite difference method. The heat equation and (6.4.30) is discretised using central
differencing in the η direction and backward differencing in the Z direction. The
moving boundary Rm is discretised explicitly, and so the method is said to be semi-
implicit.
























































where i = 1, 2, 3, ..., I − 1 is the index in the η-direction, with I being the number
of steps discretised in the η-direction, ∆η = 1
I
is the step size in the spatial domain,
n = 1, 2, 3, ..., N − 1 is the index in the Z-direction, with N being the number of
steps from 0 to 1 in the Z-direction and ∆Z = 1
N
is the step size in time. The
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boundary condition (6.4.21) is discretised to give, on η = 0,





(1−Rnm)F n+1i+1 − 1
)
1 + β + χ%nw
, (6.4.36)







3F ni−2 − 4F ni−1 + F ni
2∆η
, (6.4.37)
where i = I, for n = 0, 1, 2, ..., N − 1. We use a three-point discretisation based on
the interior points close to the boundary for the ∂F
∂η
terms. The moving boundary














for i = 0, 1, 2, ..., I. The numerical system is now a full tridiagonal scheme and can
be solved as a system of linear equations. In order to determine the unknown Zgap,
the non-linear solver fzero is used in MATLAB. A suitable guess for Zgap is chosen,







dZ ′ = P0, (6.4.40)

























− ((1 + ν)R
2
m + 1− ν) Θ̇s
(1− ν) (1 +R2m)
, (6.4.41)





γ (1 + β + χ%w(Z))−
∫ Z
Zgap
(U̇)R=1dZ ′ + %w(Zgap)− %w(Z)
, (6.4.42)
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for Z > Zgap. The Stefan condition remains the same as when Z < Zgap and the
initial values for F and Rm are simply the final values for F and Rm for Z < Zgap.
When Z > Zgap, we solve using the same numerical procedure for Z < Zgap. The
discretisation is as follows. The left-hand side of (6.4.20) undergoes the discretisation
(1−Rm) ˜Pes
(











































where i = 1, 2, 3, ..., I − 1 is the index in the η-direction, n = 0, 1, 2, ..., N − 1 is
the index in the Z-direction, ∆η = 1
I
and ∆Z = 1−Zgap
N
. The boundary condition
(6.4.42) is discretised to give, on η = 0,





(1−Rnm)F n+1i+1 − 1
)




for i = 0, n = 0, 1, 2, ..., N − 1. The Stefan condition (6.4.22) is discretised to give
St
P̃ es
3F ni−2 − 4F ni−1 + F ni
2∆η
= Ṙnm, on η = 1, (6.4.46)
for i = I, n = 0, 1, 2, ..., N−1, where we again use a three-point discretisation based
on the interior points close to the boundary for the ∂F
∂η
terms. The moving boundary






The air gap %a is updated at each time step by solving (6.4.17) numerically using
the integral calculator function trapz.
Uniform meshes are used to discretise in η, for Z and for Z, where the same
number of steps are taken from 0 < Z < 1 and Zgap < Z < 1. The effect that
mesh refinement has on results is shown in Figure 6.6 for Z > Zgap, where we
see the temperature at the steel surface. The differences in solution are scarcely
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Figure 6.6: Mesh refinement for solutions to the temperature at the steel surface.
Part (a) shows the complete profile, with part (b) showing a blow-up of the rectangular
region in part (a).
discernible in part (a), so part (b) shows a zoomed-in picture of the rectangular
region highlighted in part (a). The values of I and N are doubled, halving both
∆η and ∆Z. As the mesh is refined, the solutions approach each other, which
demonstrates the results are mesh independent.
6.4.3 Small Z approximation in the thermal model
In models on air-gap formation for continuous casting, air gaps form for small values
of Z [12, 13, 53–55]. As we will see from the numerical computations in section
6.5, this is also the case for the model described in this chapter. Therefore, we
can consider a small Z expansion in order to arrive at an analytic expression for
Zgap. This will also provide a suitable guess for determining Zgap in our numerical
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procedure.
We recall from the previous section equations (6.4.23) to (6.4.28). We next return
to the expression for Σθ
∣∣
R=1


















which contains λ2 and F1η
∣∣
η=0
. In order to evaluate these, we must solve (6.4.20)












, on η = 0, (6.4.50)
F1 = 0, F1η =
2P̃ es
St
λ2, on η = 1. (6.4.51)
Using the solution to the O(1) problem, we get
κ2sSt










P̃ es(1 + β)3











































(η − 1) . (6.4.56)






(1 + β)2P̃ es
− νP1 − %̇w(0), (6.4.57)
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(1 + β)2P̃ es
− νP1 − %̇w(0)
)
Z, (6.4.58)




(1 + β)2P̃ es
− νP1 − %̇w(0)
)−1
. (6.4.59)
From the model, it turns out that zgap ∼ 10−6 m. However, in writing (6.2.1),
we have automatically neglected second order derivatives in the z-direction before
non-dimensionalisation. The inclusion of this terms would mean an O(W 2
L2
) second
derivative in the Z-direction in (6.3.3). The neglected term has a leading order effect
up to z ∼ W = 0.0914 m >> 10−6 m.
These terms would need to brought back in for z < 10−1 m. This combines to
suggest that the air gap forms on a z length scale that is shorter than that on which
the second z-derivative may be neglected. Thus, a more accurate way to compute
zgap would be to include this derivative, which would also mean not being able to
use the generalized plane strain approximation and solving and solving an elliptic
heat equation which is a computationally much harder problem.
However, practical experience suggests that air gaps normally form very close to
the top of the mould, at a distance that is considerably less than the length of the
mould. So the current model at least gives results that are in line with experience,
without having to do excessive numerics. Furthermore, the fact that zgap being
small leads to good agreement with the temperature measurements, compared to
the case where an air gap does not form, where the temperature in the mould wall
is hundreds of Kelvin higher then measured, suggests that zgap is indeed small.
On another tack, since we are only solving for heat in the solid steel, W is not
the correct scale to choose. A more accurate scale would be to choose the width of
the steel shell at z = L, i.e. ra(L) − rm(L). This width would be approximately of
the order of about 0.01 m. Moreover, this scale would still be an overestimate since
the width of the steel shell is smaller still when approaching the top of the mould.
In fact, numerical calculations suggest that the width of the shell at z = zgap is
O(10−8 m).
6.5 Results
In this section, results are presented from first examining the small Z approximation,
before determining numerical solutions to the reduced model. We investigate the
effect of water velocity, water channel width and mould taper size. We also construct
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Figure 6.7: The effect of water velocity (a) and water channel width (b) on the point
at which the air gap forms in the mould.
an ideal mould taper to remove air-gap formation altogether. Unless stated, the
model parameters we use are the model parameters given in Table 6.1.
What remains is to specify the mould taper. We recall the definition of a linear


















In dimensionless form, this becomes
Rw(Z) = 1− δMZ, (6.5.2)
where M = XL
100δ
. Thus, we have
%w(Z) = MZ. (6.5.3)
6.5.1 Small Z approximation
Applying the parameter values from Table 6.1 to (6.4.59), we find that zgap =
O(10−6) m. This indicates that the air gap is forming almost immediately. We can
investigate the effect that the cooling water velocity Vw has on the position of Zgap.
Figure 6.7 (a) shows that an increase in water velocity causes the air gap to form
higher in the mould. This is unsurprising since a higher water velocity leads to more
heat being transferred to the cooling pipe. We see in (b) that an increase in water
channel width leads to gap formation further down the mould wall. This is again
unsurprising due to the fact that an increase in DE leads to an overall decrease in
hC .
6.5.2 Comparison with measurements and the finite ele-
ment model from Kelly et al. [25]
We now turn to the solutions to the numerical formulation of the reduced model.
We look to compare the results from our model to the experimental results from
Kelly et al. [25] for the temperature in the copper mould, as shown in Figure 2.9
(a), along with the results of the finite element simulations shown in Figures 2.9 (a)
and (b).
There are a few points about the data appearing in Table 6.1 that should be
addressed. Many of the casting and material parameters are given directly in Kelly
et al. [25] and are denoted by ∗. The one exception is the casting velocity, Vcast,
where two values are given but it is not made clear which one is used in order to
produce Figures 2.9 (a) and (b). Other parameters are taken to be temperature
dependent in Kelly et al. [25], which we assume to be constant. For these values, we
estimate their value based on the data given in Kelly et al. [25], and denote them
with †.
A further point to note is that in Kelly et al. [25] the medium of the gap formed is
assumed to be an 80% air and 20% hydrogen mixture. This is in order to account for
the presence of a rapeseed oil-based lubricant. Finally, some parameter values are
not given. Where the parameters are physical constants, the values were taken from
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Figure 6.8: Computed air-gap size for Vcast = 0.025, 0.05 m s
−1 in black compared
to the air gap computed by the finite element model in Kelly et al. [25] in blue.
data sheets available online. The obvious exception is the width of the water channel,
DE. There is very little data about the width of this channel in the literature and its
size is also absent in Dubendorff et al. [11], who first describe this mould geometry.
Thus we vary this parameter to investigate its effect on the results, using a range of
values that seemed sensible from Fredriksson & Åkerlind [16] and Meng & Thomas
[32].
We compare our determined air gap to that computed by Kelly et al. [25] in
Figure 6.8, where a value of 50 mm was used for the width of the cooling water
channel. We note that the air gap from Kelly et al. [25] is shifted 51 mm along the
left of the z axis from its position in Figure 2.9 (b) so that the air gaps begin at the
same point in z. We see excellent agreement between the air gap for Vcast = 0.025
m s−1, where the difference between the maximum air-gap width is approximately
5 µm. When the casting velocity is 0.05 m s−1, we get good qualitative agreement.
For both air-gap profiles produced by our model, we see a sharp increase in air-gap
width before reducing in size. This is consistent with the finite element model shown
in the blue solid line. However, we do notice that the reduction of the size of the air
gap is not as sharp as Kelly et al. [25] predict. The absence of superheat from our
model could be a reason for this difference between the two models as one moves
further down the mould. An increase in casting speed decreases the size of the air
gap formed, which is consistent with [67]. When we vary DE, the width of the air
gap does not significantly change, so we do not present this result.
Next, we determine temperature profiles at two positions in the mould, one at
2.75 mm from the inner surface of the mould and the other at 8.75 mm, as previously
shown in Figure 2.9 (a). Figure 6.9 compares the result of our model with that of
the finite element model and the experimentally measured maximum and minimum
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Figure 6.9: Temperature profiles 2.75 mm (a) and 8.75 mm (b) from the mould wall
with the finite element model from Kelly et al. [25] in red and blue respectively, and
the crosses denote maximum and minimum experimental measurements.
temperature values from Kelly et al. [25], where once again we have shifted the data
from Kelly et al. [25] to the left of the z-axis by 51 mm, so that the air gap begins
at the same point. For Vcast = 0.025 m s
−1 in both Figures 6.9 (a) and (b), we
see good agreement between our model and both the finite element model and the
experimental data. After z = 400 mm, the Kelly et al. [25] temperature data begins
to increase, which is also captured by our model. When Vcast = 0.05 m s
−1 the
profiles do not agree quantitatively, but do take the same qualitative shape.
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Figure 6.10: Temperature profiles, with varying water channel width DE , 2.75 mm
(a) and 8.75 mm (b) from the mould wall with the finite element model from Kelly et
al. [25] in red and blue respectively, and the crosses denote maximum and minimum
experimental measurements.
6.5.3 The effect of water channel width, DE, and water ve-
locity, Vw
The width of the water channel is an important quantity when it comes to mould
design. In order to understand its effect, we vary DE in our model and set Vcast =
0.025 m s−1.
We present the effect of the width of the water channel on the temperature in
the mould in Figure 6.10. We see that as the size of the water channel increases, the
temperature in the mould increases. We also see that we still get good agreement
between the model and the experimentally measured temperature values in the
mould. Varying the width of the water channel did not have a significant impact on
any other aspect of the model and so results are not presented here.
Likewise, the speed of the water in the cooling channel is an important parameter
to understand, as it can be varied by operators whilst continuous casting is in
operation. We set Vcast = 0.025 m s
−1 and vary Vw in our model. Figures 6.11 (a)
and (b) show an increase in temperature in the copper mould. This is as a result
of a decrease in hC , which leads to less cooling from the mould and therefore a
higher temperature in the mould. In Figure 6.12, we see that the air-gap width can
be reduced by decreasing the speed of the flowing water. This is again due to a
decrease in cooling causing less thermal contraction of the steel shell. There is no






















Figure 6.11: Temperature profiles, with varying water speed, Vw, 2.75 mm (a) and
8.75 mm (b) from the mould wall.
6.5.4 The effect of mould tapering and the ideal taper
We now look to investigate the effect of mould tapering on steel casting for the
Mannesmann mould [11], i.e. we use the parameter values in Table 6.1 with DE =
0.05 m and Vcast = 0.025 m s
−1 while varying the slope of the taper X . We can
also determine the theoretical ideal taper in dimensionless form, %w(Z) = %̄w(Z),
and in dimensional form, rw(z) = r̄w(z), i.e. a non-linear taper such that the air gap
does not form at all. To construct this ideal taper we simply set %nw = %
n
a at each
time step in the numerical procedure. This ensures that the air gap is zero and the
boundary condition (6.3.27) at R = 1 for Z > Zgap is identically (6.3.26).
We present the ideal taper in Figure 6.13 (a), compared to two small linear
mould tapers, one used in Kelly et al. [25] and the other half that size. In part










Figure 6.12: Air-gap profiles for varying water channel speed, Vw.
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Figure 6.13: The ideal taper, W − r̄w, along with two linear tapers in part (a) and
with the width of the air gap when there is no taper in part (b).
(b), we compare the ideal taper size with the width of the air gap when there is
no mould tapering. We see that the mould taper is approximately greater than the
maximum width of the air gap by a factor of ten, implying that a mould taper needs
to be much larger than the size of an air gap to mitigate air-gap formation. We also
note the large initial gradient of W − r̄m(z) is required to remove air-gap formation.
Thus, in the case of a piecewise linear mould taper, a large initial mould taper is
conducive to reducing air-gap width.
In Figure 6.14, we see a significant decrease in temperature at the surface of the
steel as the mould taper is increased. We can see a decrease of over 300 K at the
surface of the steel by an introduction of a linear taper of gradient just 1.7 % m−1.
This is due to the significant decrease in the air gap, as shown in Figure 6.15, where
the maximum width of the air gap has roughly decreased by a factor of four going
from the no taper case to the X = 1.7 % m−1 case. We also see from Figure 6.15









Figure 6.14: Surface temperature of the solid steel as the mould taper varies.
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Figure 6.15: Effect of the mould taper on the air-gap width, ag.
that, when there is no mould taper, the width of the air gap continuously increases
as the steel travels down the mould. When X = 0.85 % m−1 the air gap rapidly
forms and reaches a near steady width. Then, as X increases to 1.7 % m−1 we see
the air gap decrease in size after its initial rapid increase. This is consistent with
the model results from Kelly et al. [25].
When we consider the ideal taper, the temperature at the surface of the steel
decreases much more rapidly in Figure 6.14. This is a result of there being no
insulating air gap, leading to greater heat transfer from the steel to the cooling water
channel. This is shown in Figure 6.16, where the effective heat transfer coefficient,
h, is relatively constant for the ideal taper case. When an air gap forms for X =
0, 0.85, 1.7 % m−1 we see a sharp decrease in h. A greater mould taper gradient
leads to an increase in the heat transfer. Figure 6.17 shows an increase in the heat
flux across the mould wall to the flowing water as the taper gradient increases along





Figure 6.16: Effective heat transfer coefficient h as the mould taper varies.
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, as the mould
taper varies.
with a large increase in heat flux for the ideal taper case.
We can also see the effect of mould tapering on the rate of solidification of the
steel. Figure 6.18 shows that as the mould taper increases, the steel is thicker as
it leaves the mould, with the steel shell almost double the width with a 1.7 % m−1
taper than with no taper, while the ideal taper scenario leads to a shell thickness
increased by a factor of four compared to when there is no taper.
Finally, we can examine the temperature within the copper mould as shown
in Figure 6.19. The temperature in the mould is higher with a mould taper than
without, due to the higher transfer of heat from the steel to the mould in the presence
of a mould taper, and is much larger in the ideal taper case.








Figure 6.18: Effect of the mould taper on the solid/liquid steel interface.
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Figure 6.19: Temperature 2.75 mm from the inner surface of the mould.
6.6 Conclusions
In this chapter, we have extended earlier thermomechanical models for air-gap for-
mation in vertical continuous casting in cylindrical moulds. We have included the
flowing water channel replacing a prescribed temperature profile at the exterior of
the mould from earlier work [12, 13, 53–55].
We have applied our model to the casting of steel and have compared our results
with experimental measurements and an earlier finite element model for a particular
mould geometry [25]. This comparison shows good validation of the model both in
a qualitative and quantitative sense.
We have investigated the effect of certain parameters on the formation and prop-
agation of air gaps, namely, the width of the cooling water channel, the velocity of
the cooling water and the gradient of a linear mould taper. We have also constructed
a theoretical ideal taper, where no air gap forms, which could aid mould designers
in constructing non-linear and piecewise-linear tapers.
The model is not computationally expensive, taking only a few minutes to run
on a machine with moderate specifications (Intel Core i5-8500 CPU @ 3 GHz, 15.8
GB usable RAM), and it clearly shows the effect of water channel width and coolant
velocity on the size of the air gap produced and the temperature within the mould.
This is important for considering mould design and how the casting process is con-
trolled by operators in a steel mill.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
In this thesis, we have investigated two free-boundary problems that occur in the
mould region of the continuous casting of steel, namely, the formation of oscillation
marks and air gaps. Mathematical modelling techniques have been applied to predict
and model the occurrence of these two phenomena. In this chapter, we summarise
what was achieved in this thesis, both the originality and significance of the work
are discussed and potential future work and model extensions are outlined.
7.1 Summary
In Chapter 1 a background to steel casting was given along with an introduction to
oscillation marks and air gaps. A review of the literature was presented in Chapter
2.
In Chapter 3 an earlier mathematical model for oscillation-mark formation [20]
was revisited. A model was described taking conservation of mass, momentum and
heat. Subsequently, a systematic non-dimensionalisation was carried out, producing
a model with twelve dimensionless parameters. This model was then reduced in
Chapter 4. Periodic solutions describing fold-type oscillation marks were found,
along with analytic expressions for the maximum depth of oscillation marks. For
one particular case, we found a convenient expression for oscillation-mark depth
given by (
3[µf ](V0 − Vcast)
(ρs − ρf )g
)1/2
.
Results were compared to those of an earlier model [20] and to recent experimental
measurements [43], where good, quantitative agreement was found.
This model was extended to include a temperature-dependent flux viscosity in
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Chapter 5, whilst also closely considering the effects of key modelling parameters,
the heat transfer coefficient and the thermal contact resistance. This further model
was also compared with recent experimentally measured oscillation marks [43] where
good agreement was found using flux viscosity profiles from the literature [23, 41].
While solving the varying viscosity model, an unexpected hysteresis phenomenon
was encountered, which is common for temperature-dependent viscosity models in
thin films [6, 18, 65]. A simple criterion for the onset of this hysteresis behaviour
was outlined for two kinds of flux viscosity profiles.
Lastly, Chapter 6 considered the air-gap problem. A thermomechanical model
was derived to describe the displacement of the steel from the tapered mould wall due
to thermoelastic effects, where the cooling of the mould was provided by modelling
the flow of water in a channel at the outside of the tapered mould. A systematic
non-dimensionalisation was performed, leading to a model with nine dimensionless
parameters. The model was then reduced. By assuming that the position at which
the air gap forms is situated high in the mould, i.e. the air gap forms for small Z,




(1 + β)2P̃ es
− νP1 − %̇w(0)
)−1
.
The model was solved numerically and was validated using a comparison with re-
sults of an earlier finite element model and temperature measurements within the
mould wall [25]. The model results compared quantitatively well with the finite
element model results for the size of the air gap and the temperature profiles, also
displayed good agreement with the minimum and maximum values of the tempera-
ture recorded experimentally. The effect of casting parameters, water channel width,
water velocity and mould taper gradient, were investigated. Finally, a theoretical
ideal taper, such that no air gap forms, was computed.
7.2 Originality
The work in this thesis displays originality in several ways. The results from Chap-
ter 4 have been peer-reviewed and published [59], strengthening their novelty and
credibility. The depth of analysis of the heat transfer coefficient, thermal contact
resistance and temperature-dependent viscosity is an original contribution in the
mathematical modelling of oscillation marks. The appearance of hysteresis-like phe-
nomena is the first of its kind in the context of oscillation marks. At the time of
writing this thesis, a manuscript containing the results from Chapter 5 has been
accepted and is awaiting publication [8].
The comparison of the results from the air-gap model to experimental measure-
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ments and finite element modelling is a novel achievement as it is the first validation
of an asymptotic model for the formation of air gaps. The comparison with a finite
element model is also an original contribution. The inclusion of the cooling wa-
ter channel is the first of its kind. An asymptotically reduced model has not been
applied to the formation of air gaps in steel casting before.
7.3 Significance
There exists an extensive literature in the field of oscillation-mark modelling. How-
ever, much of this modelling involves intensive CFD simulation. Our mathematical
modelling approach, providing analytic solutions to oscillation-mark profiles and
simple expressions for the maximum oscillation-mark depth, is certainly a signifi-
cant contribution. Our model is also the first asymptotic approach that is validated
with experimental comparison. The simple expression for the oscillation-mark depth
gives insight into the key parameters in the oscillation-mark problem.
The effect of the water channel width and mould taper can give insight to mould
designers in order to reduce the effect of the air gap. The shape of the ideal taper
is significant, as it can aid mould designers in optimising the implementation multi-
linear and non-linear mould tapers in industry. The analysis of the water channel
speed gives insight to casting operators, as it is a physical parameter that can be
changed during the casting process.
7.4 Further work
The mathematical models developed in this thesis can be used as a suitable frame-
work for numerous extensions. For the oscillation-mark model, the convective terms
in the heat equation for both the solid and molten flux are omitted, even though the
analysis suggests they should be retained. However, including the convective terms
would involve extensive numerical modelling. This could lead to the removal of the
hysteresis behaviour from the model. The oscillation-mark model suggests that the
flux channel is being closed completely, which is perhaps unrealistic, thus improve-
ments could be made to the so-called “flux of flux” equations (5.2.10) and (5.2.19).
If the flux channel never closes, there is the possibility of a feedback mechanism
where flux is transported from the lower zone to the upper zone. This could explain
how, in practice, oscillation marks are not identical in shape. This difference in
shape between oscillation marks is often attributed to the fact that the flow of steel
in the liquid steel region is turbulent. This thesis does not consider flow in the liquid
steel, nor does it consider the superheat of the liquid steel. The inclusion of both
would extend the model and perhaps could explain how oscillation-mark frequency
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has a variance, as shown in Figure 2.6. The oscillation-mark model provides a de-
tailed yet simple framework that could also be used as a basis for the investigation
of other defects associated with oscillation marks, in particular, macrosegregation
and cracks. Such an extension would require the inclusion of a further mushy region
which is typical in the modelling of phase change in alloys.
As discussed in Chapter 3, the absence of data for the latent heat of fusion of
the flux is conspicuous. In this thesis, given the lack of available data and the
approach taken in the literature, we assumed that the Stefan number for flux was
large. However, if this assumption is later deemed to be invalid then a PDE for the
solid/liquid flux interface would need to be solved.
The model of oscillation-mark formation in this thesis does not take into account
the meniscus of the liquid steel and thus the marks produced are of fold type. The
recent model by Vynnycky & Zambrano [60] does consider the meniscus shape, by
taking a modelling approach first outlined by Steinruch et al. [50], but without
determining the temperature at the triple point. Their model also does not predict
hook-type oscillation marks. Thus an obvious goal for future asymptotic models
for oscillation-mark formation should ideally be a hybrid approach, taking both
thermal effects and the meniscus shape into account. One would hope that this
approach will lead to a model that is capable of solving for both fold-type and hook-
type oscillation marks, or even the development of a criterion that would allow for
classification of oscillation marks as fold-type or hook-type based on the casting and
material parameters.
For air-gap modelling, the first natural extension would be the inclusion of super-
heat in the model. The framework for this extension is well known and is outlined in
[13, 54]. The model involves solving two PDEs for the steel, one in the solid region
and one in the liquid region, together along with solving for the position of the solid-
ification front. The inclusion of superheat provides another casting parameter, the
casting temperature, that can be varied, without changing the design of the mould,
in order to control the formation of air gaps. Another natural extension would be
the inclusion of the mushy region, rather than modelling the steel as a pure metal.
In addition to the thermal contraction of the steel shell, the copper mould wall
would also be subject to deformation due to thermal elasticity which would affect
the size of the air gap. This is rarely included in air-gap modelling and could be
a potential avenue for future work. To model the cooling by the flowing-water
channel, the empirical relations of Dittus and Boelter and Sleicher and Rousse are
utilised. However, as noted by Meng & Thomas [32], this water can become too
hot, causing boiling and a subsequent build-up of scale on interior of the pipe. The
boiling and scaling adversely affect the heat transfer from the mould. In an attempt
to investigate this issue, a simple energy balance can be used to determine ∆Tw, the
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Even in the theoretical case of the ideal taper where the heat flux from the mould
to the water is maximised, the change in temperature is only of the order of a few
Kelvin. This is surprising due to the observation of boiling in industry and suggests
greater care could be given to the modelling of the water channel in future models.
The air-gap model also does not consider the oscillation of the mould wall and the
presence of the lubricating flux (although the value for ka taken from Kelly et al. [25]
does attempt to model a rapeseed oil-based lubricant in the mould region). Future
models should strive to include these elements that occur in industrial casting.
Moreover, we note that while modelling the oscillation-mark problem we ne-
glected air gaps and the thermal contraction of the steel, and for air-gap formation,
we neglected the presence of oscillation marks. While we considered both prob-
lems independently, and obtained good experimental validation in doing so, future
mathematical models should seek to include both phenomena.
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RIBOUD MODEL FOR FLUX
VISCOSITIES
Riboud et al. [41] compare viscosity measurements and computed viscosities for 22
fluxes found in industry. We recall from Chapter 5 the use of the Frenkel relation
for viscosity,






where AF and BF are constants given by
log (AF ) = −19.81 + 1.73 (XCaO +XMnO +XMgO +XFeO)
+ 5.82XCaF2 − 7.02 (XNa2O +XK2O)− 35.76XAl2O, (A2)
BF = 31140− 23896 (XCaO +XMnO +XMgO +XFeO)
− 46356XCaF2 − 39519 (XNa2O +XK2O) + 68833XAl2O,
(A3)
where Xi is the molar fraction of the i
th compound. Figure A.1 shows the calculated
fluxes using the data given in [41] and the Riboud model. We see a wide range of
maximum and minimum values for fluxes in the given temperature range.
As mentioned in Chapter 5, the Frenkel relation does not leave room for analyt-
ical progress. Thus, we look to fit the Frenkel relation to Reynolds law for viscosity.
Three ways are considered to approximate the Frenkel relation in the form
A exp(−BT ).
(a) we choose two points on both the Riboud model and Reynolds’ law, set them
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Figure A.1: Plots of 22 flux viscosity profiles from the Riboud model [41] labelled
1-15,20-26.
to be equal and solve for A and B.
(b) we use the MATLAB function fit to approximate an exponential fit to the func-
tion calculated from Riboud et al. [41].
(c) we set one point in the two models and the derivative of the two models at that
point to be equal and solve for A and B.
As we can see from Figure A.2, two of the three methods give good agreement
with the Riboud model, while method (c) seems to be the least accurate. We
use method (b) as it looks to be the most accurate approximation to the Frenkel
relation. The advantage of Reynolds law is the ability to proceed analytically with
the momentum analysis in Chapter 5.
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Figure A.2: Fitting the Riboud model [41] using Reynolds Law; the black dashed line
shows the Riboud model with the three solid lines showing different approximations
in the same form as Reynolds Law.
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APPENDIX B
P (H0, τ ) , WITH REYNOLDS LAW
FOR FLUX VISCOSITY
Starting with equation (5.1.2), we take [µf ] = A
∗e−B
∗Tm,s , leading to
µ̄f = γ̄2e
−β̄2θ, (B1)
where γ̄2 = A
∗eB
∗(Tm,s−Tw), β̄2 = B









(X − S) , H0 > Hcrit
, (B2)
we can write it in the form
θ = A (Z, τ) (X − S (Z, τ)) +B (Z, τ) , (B3)
where




, H0 ≤ Hcrit
1−θm,f
H0
, H0 > Hcrit
, (B4)




, H0 ≤ Hcrit






γ̂2 (Z, τ) = e
−β̄2B(Z,τ), β̂2 (Z, τ) = β̄2A (Z, τ) , (B7)
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leading to
f1 (X,Z, τ) =
β̂2Xe
β̂(X−S0) − eβ̂2(X−S0) − S0β̂2 + 1
γ̂2β̂22
, (B8)





P (H0, τ) =




(H0 + S0) , (B10)
For the case when H0 > Hcrit we find that (B10) becomes
P (H0, τ) =





(H0 + S0) , (B11)
hence arriving at (5.3.2).
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note that β3 > 0, γ3 < 0. Then,
µ̄f =
1(
γ̄3 + β̄3 (X − S)
)n , (C5)
where
γ̄3 (Z, τ) = γ3 + β3B (Z, τ) , β̄3 (Z, τ) = β3A (Z, τ) . (C6)
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C. P (H0, τ) , WITH A POWER LAW FOR FLUX VISCOSITY
Observe that γ̄3 = 0 for H0 > Hcrit. However, in general,

















so, with µ−1f (X) = γ̄3 + β̄3 (X − S) ,
f1 (X,Z, τ) =
(
((n+ 1)X + S0) β̄3 − γ̄3
) (
(X − S0) β̄3 + γ̄3
)n+1




S0 (n+ 2) β̄3 − γ̄3
)
β̄23 (n+ 1) (n+ 2)
, (C7)




γ̄3 + β̄3 (X − S)
)n+1 − γ̄n+13 } . (C8)
This time,




)n+3 −H02β̄23 (n+ 3) (n+ 2) γ̄n+13
β̄33 (n+ 1) (n+ 2) (n+ 3)





β̄33 (n+ 1) (n+ 2) (n+ 3)
− V(τ)− 1
Γ− Λ
(H0 + S0) , (C9)
and in the case of H0 > Hcrit, due to the fact that γ̄3 = 0, we see clearly that (C9)
reduces to
P (H0, τ) =
2βn3 (1− θm,f )
n




(H0 + S0) , (C10)






In Chapter 6, the justification for the simplification of equations (6.2.36)-(6.2.38)
to (6.2.40)-(6.2.42) is not obvious, nor is it made clear in the literature of air-gap
models for cylindrical mould geometries [12, 13, 55]. In order to demonstrate that
the simplification is reasonable, we apply the non-dimensionalisation given by (6.3.1)
to equations (6.2.36)-(6.2.38).










































+ ρg = 0. (D3)

















































































+ ρg = 0. (D6)
Next, we multiply by W
Eα∆T














































where ε̄ = W
L
. This is consistent with a similar analysis performed in [22]. Using
the data from Table 6.1, we find that ε̄ ≈ 0.12 and Wρg
Eα∆T
= O(10−7), and so we are
free to neglect the derivatives with respect to z and the gravity term in (6.2.36)-
(6.2.38). By excluding any bending, we set TRθ = 0. We then use the fact that the
problem is axisymmetric to neglect derivatives in the θ-direction, whence we reach






















FOR THE STEEL SHELL ONCE AN
AIR GAP HAS FORMED
There exists much debate in the literature on the appropriate outer boundary con-
dition to impose on the steel shell for the mechanical model once the air gap is
formed, i.e. Z > Zgap, [55]. Schwerdtfeger et al. [45] state that the stress normal to
the mould is equal to atmospheric pressure, which is given by (6.2.59). On the other
hand, Richmond & Tien [42] state that there should be no lateral stress when there
is an air gap, which is given by (6.2.60). Due to the analysis by [12], we elect to
impose (6.2.60) in our model, and this is the condition used to determine the results
in Chapter 6. Here, we briefly consider the validity of this choice.
By instead choosing (6.2.59), we will have a new definition for Zgap. Since ΣR =
−P0 at Z = 0, we can now define Zgap as the point at which
∫ Zgap
0
Σ̇R = 0. For our




Σ̇RdZ ′ = 0. (E1)
On implementing this new definition, we find that zgap = O(10−6) m and the value
for zgap is scarcely discernible from the value when using (6.2.60).









E. OUTER BOUNDARY CONDITION FOR THE STEEL SHELL ONCE AN
AIR GAP HAS FORMED
at z = L. This indicates that, despite the fact that the analysis in Florio et al. [12]
suggests that the choice of boundary condition matters little, there is a significant
impact on the stress at the boundary.
We will now determine f1(Z), f2(Z), ε̇(Z) and U̇ for Z > Zgap by using (6.2.59).
The condition (6.3.27) is replaced by
Σ̇R = 0, (E2)
















































in place of (6.4.16).










Figure E.1: Comparison of air-gap profiles using different outer mechanical boundary
conditions, along with the computed air gap from Kelly et al. [25].
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We now determine the air-gap profile numerically using equations (E3)-(E6),
which we call Model II. We compare this to using (6.4.13)-(6.4.16) which we call
Model I. The result is shown in Figure E.1. We see that there is little difference
in the air-gap profile. Next we can determine the temperature profiles within the
mould wall in Figure E.2 and again we see little difference in the temperature in the
mould wall.






















Figure E.2: Temperature profiles 2.75 mm (a) and 8.75 mm (b) from the mould
wall for models I and II along with experimental measurements and the finite element
model in Kelly et al. [25].
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[16] H. Fredriksson and U. Åkerlind. Materials processing during casting, volume
210. Wiley Online Library, 2006. xiii, 25, 84, 114
[17] M. Hanao and M. Kawamoto. Flux film in the mold of high speed continuous
casting. ISIJ international, 48(2):180–185, 2008. 62
[18] K. R. Helfrich. Thermo-viscous fingering of flow in a thin gap: a model of




[19] J. M. Hill and Y. H. Wu. On a nonlinear Stefan problem arising in the contin-
uous casting of steel. Acta Mechanica, 107(1-4):183–198, 1994. 15, 59
[20] J. M. Hill, Y. H. Wu, and B. Wiwatanapataphee. Analysis of flux flow and the
formation of oscillation marks in the continuous caster. Journal of Engineering
Mathematics, 36(4):311–326, 1999. viii, xii, xv, 7, 8, 15, 16, 21, 28, 29, 32, 34,
36, 37, 48, 49, 50, 52, 53, 59, 61, 123
[21] J. F. Holzhauser, K. H. Spitzer, and K. Schwerdtfeger. Laboratory study of
heat transfer through thin layers of casting slag: minimization of the slag/probe
contact resistance. Steel Research, 70(10):430–436, 1999. 62
[22] R. E. Johnson and H. P. Cherukuri. Vertical continuous casting of bars. Pro-
ceedings of the Royal Society of London. Series A: Mathematical, Physical and
Engineering Sciences, 455(1981):227–244, 1999. 95, 140
[23] A. S. M. Jonayat and B. G. Thomas. Transient thermo-fluid model of meniscus
behavior and slag consumption in steel continuous casting. Metallurgical and
Materials Transactions B, 45(5):1842–1864, 2014. xii, 17, 36, 57, 58, 59, 60, 61,
81, 124
[24] K. M. Kelkar, S. V. Patankar, S. K. Srivatsa, R. S. Minisandram, D. G. Evans,
J. J. deBarbadillo, R. H. Smith, R. C. Helmink, A. Mitchell, and H. A. Sizek.
Computational modeling of electroslag remelting (ESR) process used for the
production of high-performance alloys. In Proceedings of the 2013 International
Symposium on Liquid Metal Processing & Casting, pages 3–12. Springer, 2013.
36
[25] J. E. Kelly, K. P. Michalek, T. G. O’Connor, B. G. Thomas, and J. A. Dantzig.
Initial development of thermal and stress fields in continuously cast steel billets.
Metallurgical Transactions A, 19(10):2589–2602, 1988. ix, xii, xiii, xiv, xv, 2,
7, 9, 17, 83, 84, 100, 101, 113, 114, 115, 116, 117, 119, 121, 124, 127, 142, 143
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[34] K. C. Mills and C.-Å. Däcker. The casting powders book. Springer, Charm,
Switzerland, 2017. 2, 5, 36, 57, 58, 62
[35] K. C. Mills, S. Karagadde, P. D. Lee, L. Yuan, and F. Shahbazian. Calculation
of physical properties for use in models of continuous casting process-part 2:
Steels. ISIJ International, 56(2):274–281, 2016. xv, 29
[36] S. L. Mitchell and M. Vynnycky. Verified reduction of a model for a continuous
casting process. Applied Mathematical Modelling, 48:476–490, 2017. 105
[37] J. R. A. Pearson, Y. T. Shah, and E. S. A. Vieira. Stability of non-isothermal
flow in channels—I. Temperature dependent Newtonian fluid without heat gen-
eration. Chemical Engineering Science, 28(11):2079–2088, 1973. 79
[38] S. Radwitz, H. Scholz, and B. Friedrich. Investigation of slag compositions and
pressure ranges suitable for electroslag remelting under vacuum conditions. In
Proceedings of the 2013 International Symposium on Liquid Metal Processing
& Casting, pages 87–93. Springer, 2013. 36
[39] P. E. Ramirez-Lopez, P. D. Lee, K. C. Mills, and B. Santillana. A new approach
for modelling slag infiltration and solidification in a continuous casting mould.
ISIJ international, 50(12):1797–1804, 2010. 62
148
BIBLIOGRAPHY
[40] P. E. Ramirez-Lopez, K. C. Mills, P. D. Lee, and B. Santillana. A unified
mechanism for the formation of oscillation marks. Metallurgical and Materials
Transactions B, 43(1):109–122, 2012. 16
[41] P. V. Riboud, Y. Roux, L. D. Lucas, and H. Gaye. Improvement of con-
tinuous casting powders. Fachberichte Huttenpraxis Metallweiterverarbeitung,
19(8):859–869, 1981. xii, xiv, 58, 59, 124, 131, 132, 133
[42] O. Richmond and R. H. Tien. Theory of thermal stresses and air-gap formation
during the early stages of solidification in a rectangular mold. Journal of the
Mechanics and Physics of Solids, 19(5):273–284, 1971. 7, 17, 94, 141
[43] S. Saleem. On the surface quality of continuously cast steels and phosphor
bronzes. PhD thesis, KTH Royal Institute of Technology, 2016. viii, xi, xii, xv,
7, 8, 13, 14, 29, 34, 37, 43, 49, 50, 52, 53, 54, 55, 67, 123, 124
[44] S. Saleem, M. Vynnycky, and H. Fredriksson. A study of the oscillation marks’
characteristics of continuously cast incoloy alloy 825 blooms. Metallurgical and
Materials Transactions A, 47(8):4068–4079, 2016. 7, 13
[45] K. Schwerdtfeger, M. Sato, and K.-H. Tacke. Stress formation in solidifying
bodies. solidification in a round continuous casting mold. Metallurgical and
Materials Transactions B, 29(5):1057–1068, 1998. 7, 18, 83, 92, 93, 94, 95, 141
[46] J. Sengupta, B. G. Thomas, and M. A. Wells. The use of water cooling during
the continuous casting of steel and aluminum alloys. Metallurgical and Materials
Transactions A, 36(1):187–204, 2005. 25, 90
[47] H. Shin, G. Lee, W. Choi, S. Kang, S. Kim, J. Park, and B. G. Thomas. Effect
of mold oscillation on powder consumption and hook formation in ultra low
carbon steel slabs. Iron and Steel Technology, 2(9):56, 2005. 5, 55
[48] O. I. Skul’skiy, Y. V. Slavnov, and N. V. Shakirov. The hysteresis phenomenon
in nonisothermal channel flow of a non-Newtonian liquid. Journal of Non-
Newtonian Fluid Mechanics, 81(1-2):17–26, 1999. xiii, 74, 79, 80
[49] C. A. Sleicher and M. W. Rouse. A convenient correlation for heat transfer
to constant and variable property fluids in turbulent pipe flow. International
Journal of Heat and Mass Transfer, 18(5):677–683, 1975. xiii, 89, 90
[50] H. Steinrück, C. Rudischer, and W. Schneider. Modelling of continuous casting
processes. Nonlinear Analysis: Theory, Methods & Applications, 30(8):4915–
4925, 1997. 7, 16, 126
149
BIBLIOGRAPHY
[51] E. Takeuchi and J. K. Brimacombe. The formation of oscillation marks in the
continuous casting of steel slabs. Metallurgical and Materials Transactions B,
15(3):493–509, 1984. xi, 7, 12, 59
[52] H. Tomono. Elements of oscillation mark formation and their effect on trans-
verse fine cracks in continuous casting of steel. PhD thesis, EPFL École poly-
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