ABSTRACT In this paper, we propose a convolutional neural network for thermal image enhancement by incorporating the brightness domain with a residual-learning technique, which improves the performance of enhancement and speed of convergence. Typically, the training domain uses the same domain as that of the target image; however, we evaluated several domains to determine the most suitable one for the network. In the analyses, we first compared the performance of networks that were trained by the corresponding regions of color-based and aligned infrared-based images, respectively, including thermal, far, and near spectra. Then, four RGB-based domains, namely, gray, lightness, intensity, and brightness were evaluated. Finally, the proposed network architecture was determined by considering the residual and brightness domains. The results of the analyses indicated that the brightness domain was the best training domain for enhancing the thermal images. The experimental results confirm that the proposed network, which can be trained in approximately one hour, outperforms the conventional learning-based approaches for thermal image enhancement, in terms of several image quality metrics and a qualitative evaluation. Furthermore, the results demonstrate that the brightness domain is effective as the training domain and can be used to increase the performance of existing networks.
I. INTRODUCTION
Accurate and high-quality (HQ) thermal infrared images are required in a wide variety of applications, including pedestrian detection [1] , [2] , surveillance [3] , military [4] , fire detection [5] , visual odometry [6] , and gas detection [7] . Although various computer vision technologies have been developed based on RGB cameras, they suffer from challenging problems, such as changes in illumination and dark environments. To address these challenges in grayscale or color images, thermal images have been introduced. The thermal images are robust in the presence of illumination changes and can take advantage of the thermal information about the object. This is because thermal cameras are able to capture temperature information using mid-wavelength infrared (MWIR) (3-8µm) and long-wavelength infrared (LWIR) (8-15µm ) spectra in indoor and outdoor environments, regardless of the illumination or textural complexity.
Thermal sensors that can be used for capturing HQ thermal images are expensive, whereas low-cost commercial thermal sensors are limited by low signal-to-noise ratios, blurring, and halo effects, and are therefore difficult to use in practical applications.
To overcome these challenges, a number of approaches have recently been proposed to enhance low-quality (LQ) thermal images. Previously, most of the approaches were generalized by using the spatial and frequency domains [8] , which include histogram equalization, contrast adjustment, transformation, empirical mode decomposition, etc. Histogram equalization-based methods were introduced to increase the global contrast by distributing the histogram of the thermal image approximately equally [9] , [10] . Shao et al. [11] proposed a new approach to enhance the global and local contrast of an infrared image based on a combination of plateau histogram equalization and discrete stationary wavelets. Ni et al. [12] proposed an algorithm to enhance and preserve the edges of infrared images based on wavelet diffusion while reducing the noise. Bai et al. [13] suggested a method of contrast enhancement by adopting a multiscale new top-hat transform. A bi-dimensional empirical mode decomposition method was proposed in [8] that first decomposed the thermal image into several intrinsic mode functions. Then, these functions were expanded and fused with the residue at each decomposed level. A variational infrared enhancement technique [14] was introduced to enhance the edge details and to prevent over-enhancement using a gradient field equalization technique with adaptive dual thresholds, which was obtained using histogram equalization. Yuan et al. [15] presented a multifaceted approach involving the enhancement of both the image contrast and subtle image details by adaptively manipulating the contrast, sharpness, and intensity of the image. It should be noted that these approaches were heuristically designed to adjust the thermal information, and therefore cannot account for various thermal images, restricting their applications as a consequence.
More recently, convolutional neural network (CNN) based methods have achieved record breaking performance compared to previous hand-crafted feature based methods in various vision tasks, such as object detection [16] , [17] , image recognition [18] , [19] , and super-resolution images [20] - [22] . One of the first CNN based approaches for enhancing thermal images was suggested by Choi et al. [23] , who designed a relatively shallow CNN inspired by the proposal in [20] . CNNs have been successful not only in enhancing the thermal image quality, but also in verifying the performance improvements in a variety of applications, including pedestrian detection, visual odometry, and image registration, on the basis of enhanced thermal images.
In this paper, we propose a residual learning [21] based thermal image enhancement convolutional neural network (TIECNN) 1 that was motivated by [22] . Since the input LQ and output HQ images are highly correlated, it is sufficient to train only the high-frequency components using residual learning. In addition, this method can solve the vanishing/ exploding gradients problem [24] . In the case of a supervised learning based CNN, the choice of training images significantly impacts the performance of the network. For super-resolution color images, Dong et al. [20] explored the performance on different channels and experimentally showed differences in the network accuracy depending on the training domain. They demonstrated that a Y only channel (luma)-based network achieved credible results. However, due to the range difference between luma and thermal images, networks intended for use with thermal images cannot be trained by or based on the luma channel. Choi et al. [23] compared the performance of a network based on gray and MWIR images using different datasets. Although they found that the gray-based network provided better performance than the MWIR-based network, we believe that their comparisons are unfair because they employed datasets that contained completely different scenes and patterns. For example, the dataset [25] they used for their gray-based network has been widely used in various CNN methods [20] - [23] , [26] , whereas the LWIR dataset [27] has not. This difference can cause biased results due to the learning of poor parameters during training.
Thus, to ensure a fair comparison, we investigated the results of training each network to the corresponding regions of color and aligned IR images in the same dataset. In addition, we evaluated the performance with the same experimental conditions for the four domains, which were converted from a color image and then applied to a thermal image. We empirically verified that a brightness domain based network achieves better performance than other domain networks, and this can also be applied to existing networks.
In summary, in the proposed network, an HQ thermal image is generated by pixel-wise summing the LQ thermal image as the input and the brightness based residuals as the output. The experimental results show that our proposed network outperforms conventional learning-based approaches, as measured by various image quality metrics: 1) full-reference quality assessment: the peak signal-tonoise ratio (PSNR), structural similarity (SSIM) [28] , and information fidelity criterion (IFC) [29] ; and 2) the noreference quality assessment: the naturalness image quality evaluator (NIQE) [30] , no-reference perceptual blur metric (NPBM) [31] , contour volume (CV) [32] , and uniform intensity-distribution (UID) [32] .
The contributions of this paper are as follows. First, to the best of our knowledge, our approach is the first attempt to design a residual learning CNN trained using the brightness domain for enhancing thermal images, which improves the speed of convergence and performance of enhancement. Second, we explored several public thermal datasets to collect high-quality thermal images with which to evaluate the performance of our network for general purposes, while considering various environments and situations. Third, we compared the performance of various domains as training data and validated that the brightness domain based network achieved the best accuracy by way of two experimental studies, namely: 1) evaluate the networks trained by the corresponding regions of a grayscale and aligned IR (either thermal-, far-, or near-) image pair in the same dataset; and 2) conduct experiments with the four training domains that can be converted from an RGB image to the range of the thermal image, i.e., the gray, lightness, intensity, and brightness domains. Finally, we present a comparative study with state-of-the-art methods, based on a number of metrics.
The remainder of this paper is organized as follows. Section II describes the architecture of the proposed network. The experimental results and discussion are presented in Section III. Finally, the conclusions from this research are stated in Section IV.
II. PROPOSED NETWORK
In this section, we describe the proposed network and its training strategy for thermal image enhancement. The network is composed of multiple layers for feature extraction and mapping, and a single layer for image reconstruction. This network is trained by the brightness domain and predicts a residual image. A high-quality thermal image is generated by summing an input low-quality thermal image and the output residuals.
Our network architecture is illustrated in Fig. 1 . The network adopts residual learning and only learns the high-frequency information between the LQ and HQ images, and is trained by the brightness image instead of the thermal image. In other words, the LQ and ground truth HQ images of the brightness domain are used in the training stage. In the test stage, the residual image is added to the input LQ thermal image to recover the HQ thermal image.
The network consists of three blocks: feature extraction, mapping, and image reconstruction. The convolution layers in each block are denoted n×Conv (s, d) , where the variables n, s, and d indicate the number of layers, size of the filter, and feature dimensions, respectively. These variables are important factors that determine the network performance.
The analysis of each variable for the optimal network is described in Section III, and the details of the network design are explained in the following subsections.
A. ARCHITECTURE 1) FEATURE EXTRACTION
To extract the features of the high-frequency information, a set of feature maps are extracted from the input (LQ) image by way of a convolution. A high-dimensional vector is used to represent image patches extracted from the input image. These vectors are composed of a set of feature maps, and through the network, the feature map of the image patch is learned from the training data.
The feature extraction block consists of n f convolutional layers with a kernel size s f which outputs d f features as follows: n f ×Conv(s f , d f ). Each variable should be determined in consideration of the following: n f represents the low-level features, such as edges or corners, that can be extracted at the lower level of the layer, and more complex features, such as textures, can be extracted at the higher level [33] ; s f indicates that a large size convolutional kernel can be replaced with multiple stages of a small size kernel to reduce both the number of parameters and the computational cost while maintaining the same receptive field [34] ; d represents the number of LQ feature dimensions, which is a factor that influences the performance. Therefore, it is important to determine optimal values of all variables.
2) MAPPING
The features extracted from the previous block are nonlinearly mapped by this block, which consists of three modules: shrinking, non-linear mapping, and expansion. The authors in [22] show that these modules reduce the number of parameters and achieve better performance than a single convolution layer.
The shrinking module is meant to reduce the number of [35] that acts as a linear combination on the LQ features, which can be represented as Conv (1, d m ). By doing a 1×1 convolution, the features with similar properties from multiple feature-maps can be grouped, which affects the following non-linear mapping module. This reduces the computational cost, allows the nonlinear mapping module to be deeper, and has the advantage of providing additional non-linearity by the activation function of the deeper modules.
The non-linear mapping is the most important module in terms of enhancing the LQ thermal image, which determines the accuracy and complexity. Since the number of layers and feature dimensions affect this performance, the values of these variables should be carefully determined. This module is composed of n m layers with the same kernel size 3 and feature dimensions d m , which can be represented as n m ×Conv(3, d m ).
In the expansion modules, the mapped features are expanded to the same size as the feature dimensions d f of the feature extraction block. This layer acts like an inverse operation of the shrinking module. By expanding the feature dimension, the amount of information required for highquality reconstruction is increased. To maintain consistency with the shrinking module, a convolution layer with a 1×1 filter is employed, which can be expressed as Conv (1, d f ) .
In summary, the mapping block is structured as
3) IMAGE RECONSTRUCTION
This block aggregates the detailed information and predicts a high-frequency (residuals) image. CNNs for image enhancement generally learn using the targeted image domain, which means that the domain of the training image is equal to the domain of the test image.
However, the thermal image was not used in the training stage of our network because we found that reconstruction guided by the brightness domain outperform networks trained using other domains, as will be discussed in the following section. Therefore, the image reconstruction block predicts the residuals trained by the brightness domain.
A convolution layer with a 3×3 convolution is employed to reconstruct the detailed information, Conv (3, 1) . The training of the network is learned by the brightness domain, and in the test, the residuals resulting from the input thermal image and the input image are element-wisely combined to produce a high-quality output image. Therefore, the image predicted by the network is expected to be similar to the differences (residuals) between the HQ and LQ images.
B. TRAINING 1) ZERO PADDING
We employed zero padding on all layers to avoid reducing the output size by the convolution of each layer so that the input and output feature maps have the same size.
2) PReLU
Each convolutional layer, except for the last layer (the image reconstruction block), is followed by an activation function. We employed a parametric rectified linear unit (PReLU) [36] instead of the more commonly used rectified linear unit (ReLU) as the activation function. In the ReLU, the negative part is zero, whereas the PReLU differs in that it has a learn-able parameter that adjusts the slope of the negative part during the learning process, which improves the accuracy at a negligible extra computational cost. Therefore, the PReLU is robust to the weakness of ReLU that may occur when the input value is less than zero.
3) RESIDUAL LEARNING
The LQ and HQ images are highly correlated except for the image details, and the difference between the details is very small. This means that it is sufficient to predict only the highfrequency components for HQ image generation. Therefore, we designed our network to predict the residuals. In addition, we achieve better performance with faster convergence by residual learning based on the brightness domain rather than other domains, including infrared (thermal-, far-, near-) and color-based (gray, lightness, intensity) images. This is discussed in detail in the next section.
4) LOSS FUNCTION
The training process of the network aims to minimize the loss between the predicted images and the corresponding highquality images (ground truth). The HQ image is composed of a pixel-wise summation of the LQ and residual images, and thus the parameter learned in the network are the residuals R between the input LQ image X and the ground truth Y , R = Y − X . We used the Euclidean loss, which calculates the sum of squares of differences between its two inputs, as an objective function:
where is a set of learned parameters using N training samples, andŶ andR i are the predicted HQ and predicted residual images, respectively. The LQ image X is generated by downsampling the ground truth HR image and then upsampling to the original size by a scale factor using the bicubic algorithm.
The loss is minimized by using a gradient-based optimization method known as adaptive moment estimation (Adam) [37] . We initialized the weights of the convolutional filters activated by PReLU using the method [36] , and the weights of the last layer without the activation function were initialized by randomly selecting a value from a Gaussian distribution with zero mean and standard deviation 0.001.
III. EXPERIMENTS
To learn the network structure for enhancing a thermal image, it is necessary to use a large number of high-quality thermal images that have a variety of patterns as a ground truth. In this section, we determine the optimum domain to use for training, and experimentally verify that a brightnessbased network provides the best performance. Subsequently, we analyze the optimal design of the network using this domain to maximize the performance of our network. We then compare our TIECNN to state-of-the-art algorithms based on quantitative and qualitative evaluations.
We carefully collected a total of 26 high-quality thermal images from various datasets to create a test dataset for thermal image enhancement that considers various situations, environments, and applications. This test set (TIRSet26) was collected from the LTIR Dataset version 1.0 (LTIR) [38] , Trimodal Dataset (TMD) [39] , Thermal Infrared Dataset (TID) [40] , and Morris Dataset (Morris) [41] . We removed the top 24 rows (black regions) of the TMD [39] and the bottom 2 rows (white regions) of the Morris [41] in our experiments. Detailed information regarding the experiments, such as the sensor and image resolution, is presented in Table 1 , and Fig. 2 shows examples of the test set.
For an objective comparison, we conducted all experiments for the analysis of training domain and network architecture using the TIRSet26 with a scale factor of two and an average PSNR of 40.936. Unless specified otherwise, the experimental conditions were fixed: n f = 2, s f = 3, d f = 56, n m = 2, d m = 12 for our model, as listed in Table 2 . The size of VOLUME 5, 2017 sub-images was set to 32 × 32 with no overlap, and the stride to 32 with batches of size 128. The learning rate was initialized to 1e − 3 for all layers (except the last layer) and decreased by a factor of 10 for every 50 epochs until 200 epochs had passed with momentum 0.9 and weight decay 1e − 4. Since it is important for the network convergence to have a smaller learning rate at the last layer [20] , the learning rate of the last layer was initialized to 1e − 4, which is 0.1 times smaller than that of the other layers.
The numerical results were evaluated in terms of the peak signal-to-noise ratio (PSNR) in decibels (dB) vs. the ground truth.
A. TRAINING DOMAIN
In this section, we compare the performance across domains to determine which domain achieves the highest accuracy. Since CNNs learn optimal parameters through training using the ground truth and low-quality images generated by the ground truth, choosing the pertinent domain is a very important factor in CNNs.
The thermal image datasets [40] , [42] - [44] have relatively low quality limited environments and patterns, compared to color image datasets [22] , [25] , [45] - [47] . This implies that parameters learned from the thermal image have limitations in quality enhancement. Thus, it may be reasonable to utilize a sufficient number of color images as a training dataset for thermal image enhancement, as an alternative to thermal images.
To validate this alternative, we evaluated the predicted results learned by each domain using a multi-modal dataset [48] , [49] that had similar color quality and aligned thermal images. In this comparison, a gray scale image converted from a color image was used. Furthermore, to identify the possibility of higher performance in other domains, the FIR [50] and NIR [51] - [53] datasets were employed.
After analyzing the results trained by the gray scale and IR images, we investigated to determine the optimal colorbased single domain that could be transformed from the color image and was applicable to the thermal image.
1) INFRARED VS. GRAYSCALE
The Multimodal Stereo Dataset 2 (MSD2) [48] , [49] , Visible-FIR Day-Night Pedestrian Sequence Dataset (VFD) [50] , and IVRL Dataset (IVRLD) [51] - [53] were used for the comparisons of thermal, FIR, and NIR, respectively. Each dataset consists of color and aligned IR images, and we converted the color image to the grayscale image, according to the following equation:
where R, G, and B are the values of the red, green, and blue channels in a color image, respectively, and are scaled between 0 and 1. Instead of using all regions of the image as training data, we cropped the region of interest to contain various patterns for the training, as shown in Fig. 3 . The sampling has the corresponding position and same size in the gray and IR images, and the number of sample images and sub-images were 112, 4096 in MDS2, 81, 1496 in VFD, and 56, 3072 in IVRLD, respectively.
It can be seen that the quality of the output image improved with respect to the quality of the input image in all domains. In detail, in the results of the MSD2 and VFD, the network that learned using the gray domain had better image enhancement performance than the IR (thermal-and far-) domains, as shown in (a-b) of Table 3 , respectively. Surprisingly, in the IVRLD, we observed that the output accuracy of the network that learned using the NIR domain was better than that of the gray model, which is unlike the previous ones, as shown in (c) of Table 3 . 
2) DOMAINS CONVERTED FROM RGB SPACE
In order to find the domain that can maximize the learning effect when using a color image dataset, we compared the domains that could be converted from RGB space to the range of the thermal image without loss of information. Accordingly, to train the network, we converted the RGB space into the gray, lightness (L in HSL), intensity (I in HSI), and brightness (V in HSV) domains. The gray domain was converted by using (2) , and the other domains were converted as per the following equations:
In the experiments, the 91-image dataset [25] was used, and examples of the converted domain are shown in Fig. 4 . A total of 17,152 sub-images were used to train the network. As shown in Fig. 5 and Table 4 , the network trained by the gray outperformed the one that used the lightness and intensity domains, but the networks based on the brightness domain provided better performance compared to the gray-based network.
We now study the performance of the networks trained by the gray and brightness domains in detail. First, the brightness-based network was more accurate than the gray-based network and showed similar performance to the NIR-based network, as shown in Fig. 6 in which all models were trained using the IVRLD related to Table 3 (c). Second, we compared the performance by adopting data augmentation to the two domains, i.e., the brightness and gray domains. We augmented the data in three ways: rotation, scaling, and flipping. Each image was rotated by 90 • , 180 • , and 270 • , and downscaled by factors of 0.5 to 1.0 by 0.1, and flipped vertically. A total of 463,744 sub-images were used for the training, and the learning rate of all layers was initialized to 1e−3 (set to 1e−4 for the last layer) and decreased by a factor of 10 for every 20 epochs until 80 epochs had passed. In Table 5 , it can be seen that the performance of networks trained by the brightness domain was superior to that of the gray, and at the same time, the data argumentation improved the network performance. To summarize, although a one-to-one comparison between the gray-based and IR-based networks shows that the NIRbased model provided slightly higher performance than that of the gray-based model (see Table 3 (c)), we observed that the brightness domain converted from the 91-image dataset was the best (see Table 4 ). Therefore, we concluded the best choice was to convert color images into brightness images based on the public database, and then to use this domain when training the network parameters for thermal image enhancement.
B. NETWORK ARCHITECTURE
To determine the optimal structure for the proposed network, we studied the residual learning and the variables of the image extraction and mapping block using the 91-images as a training dataset, which were converted to the brightness domain in consideration of the above experiments.
1) RESIDUAL LEARNING
The network architecture and experimental conditions were the same as those described earlier. Fig. 7 shows the convergence curves in terms of the average PSNR on the test dataset. The performance of the non-residual network fluctuated significantly. On the other hand, the residual network was stable, converged rapidly, and outperformed the nonresidual network. Therefore, it can be seen that even though the network was trained from a different domain, it can still be used to enhance the thermal image. 
2) FEATURE EXTRACTION BLOCK
The feature extraction block of the network consists of multiple convolutional layers. Considering the number of parameters, the convolutional kernel size and number of layers of this block were compared experimentally with different combinations of n f = 1, 2, 3, 4, and s f = 3, 5, 7, 9, as shown in Table 6 . Depending on these two variables, the receptive field and non-linearity can be increased, but the number of parameters can also increase, and hence these variables should be set carefully.
In Table 6 , the experimental results show that the performance depends on the configuration. Three and four layers with 3×3 convolution provides a higher performance in terms of the PSNR compared to the others. Thus, we set n f = 3 and s f = 3, which achieves comparable result with a smaller number of parameters than n f = 4 and s f = 3. An analysis of the results in Table 7 shows that the number of parameters increased significantly with increasing d f , but the performance improvement was insufficient. However, as n m and d m became larger, the parameters increased slightly, but we can observe that the performance generally improved. Based on these results, the most optimal structure was determined to be n m = 5, d m = 16, and d f = 48, considering both the performance and the number of parameters.
To summarize, the parameters of the proposed network were set to n f = 3, s f = 3, d f = 48, n m = 5, d m = 16 for thermal image enhancement, as described in Table 8 .
To validate our proposed network, we compared it with state-of-the-art algorithms: the super-resolution convolutional neural network (SRCNN-Ex) [20] and the thermal image enhancement using the convolutional neural network (TEN) [23] . Although SRCNN-Ex was originally proposed for super-resolution images, a low-quality image with the same output size was used as the input. In other words, it can be utilized for image enhancement.
Our implementation of SRCNN-Ex is based on its released source code, and we implemented TEN by ourselves. We trained a specific network for each scaling factor ∈ {2, 3, 4} according to [20] , [23] , [54] . To ensure a fair comparison of the enhancement quality of a thermal image, all methods were implemented in Caffe [55] using a single NVIDIA 1080 Ti graphics card and trained using the augmented 91-image dataset. The strategy of the data argumentation was identical to that described above. During training, 48 × 48 subimages and batches of size 128 were applied. We trained the SRCNN-Ex optimized by two versions of Stochastic Gradient Descent (SGD) [56] and Adam until 1000 epochs had passed, respectively, and TEN optimized by Adam until 100 epochs had passed. The training of the SRCNN-Ex with VOLUME 5, 2017 For training the proposed network, the learning rate was initialized to 1e − 4 for the last layer and 1e − 3 for the other layers, and decreased by a factor of 10 for every 20 epochs with a momentum parameter 0.9 and weight decay 5.0 × 1e − 4. Training with 50 epochs was sufficient and took approximately one hour.
To objectively evaluate the thermal image enhancement performance, seven image quality metrics were used: the PSNR, SSIM [28] , and IFC [29] for full-reference quality assessment using the TIRset26; NIQE [30] , NPBM [31] , CV [32] , and UID [32] for no-reference quality assessment using the KAIST Dataset [42] . Table 9 presents the quantitative results of our fullreference quality assessment using the TIRset26. Our method outperforms the other methods for all metrics and scale factors. In addition, to verify the effect of the brightness domain, we also conducted an experiment using the gray and brightness domains on SRCNN-Ex and TEN, respectively. The experimental results of the gray and brightness based networks show that the performance in terms of the PSNR and SSIM is improved by only changing the training domain from gray to brightness in the compared algorithms. Thus, training based on the brightness domain is an effective means of improving the performance of CNNs for thermal image enhancement.
The following describes the performance evaluation by no-reference quality assessment with a scale factor of four on the KAIST dataset. This dataset provides a total of 95,324 low-quality thermal images, and is composed of 50,184 training and 45,140 test sets. We evaluated each of these two sets. The results obtained using the proposed network are compared to those for SRCNN-Ex and TEN, which were trained using the brightness domain and optimized by the Adam algorithm. Table 10 shows that the proposed method outperforms the compared methods for all quality metrics.
Qualitative comparisons are shown in Figs. 8 and 9 , and it can be seen that the results of the proposed method are perceptually better. Thus, the proposed method provides the best performance among all compared methods for both the quantitative and qualitative evaluations.
IV. CONCLUSION
The primary objective of this study was to enhance the quality of thermal images. To achieve this, we explored various domains, including RGB-based and multiple infrared images, and conducted a number of experiments to determine the most relevant training domain and the structure of the proposed network. Through experimental analyses, we determined that training the network based on the brightness domain, which is a transformation of the RGB dataset containing various patterns, was the most effective. The brightness domain was then applied to thermal image enhancement through residual learning. In particular, the use of the brightness domain was an important factor that improved the performance not only in our network but also in the previous method. To validate our proposed method, a test dataset based on high-quality thermal images was carefully selected from public datasets while considering various situations, environments, and sensors.
The results of comparative experiments demonstrated that our network outperformed all other approaches in terms of both quantitative and qualitative evaluations. We believe that our approach shows good potential in thermal image-based applications. In our future work, we will include a single network to handle the multi-scale and multi-spectral images.
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