We show that a weak concentration property for quadratic forms of isotropic random vectors x is necessary and sufficient for the validity of the MarchenkoPastur theorem for sample covariance matrices of random vectors having the form Cx, where C is any rectangular matrix with orthonormal rows. We also obtain some general conditions guaranteeing the weak concentration property.
Introduction
The Marchenko-Pastur (MP) theorem [12] is one of the key results in the random matrix theory. It states that, with probability one, the empirical spectral distribution of a sample covariance matrix
x pk x ⊤ pk (1) weakly converges to the MP law with parameter ρ > 0 as n → ∞ if p = p(n) satisfies p/n → ρ and, for each p, {x pk } n k=1 are i.i.d. copies of an isotropic R p -valued random vector x p satisfying certain assumptions (for definitions, see Section 2).
In the classical case, entries of x p are assumed to be i.i.d. copies of some random variable with mean zero and unit variance (e.g., see Theorem 3.6 in [2] ). In general,
entries of x p = (X p1 , . . . , X pp ) can be any independent random variables that have mean zero and unit variance and satisfy the Lindeberg condition
(see [18] ). The independence assumption can be relaxed in a number of ways. E.g.,
in [17] , the MP theorem is proven for isotropic random vectors x p with a centred log-concave distribution.
All mentioned assumptions imply that quadratic forms x ⊤ p A p x p concentrate near their expectations up to an error term o(p) with probability 1 − o(1) when A p is any p × p real matrix with the spectral norm A p = O(1). In fact, this condition is sufficient for the Marchenko-Pastur theorem (see [3] , [8] , [17] , Theorem 19.1.8 in [19] , and [21] ). Recently, it was also proved in [6] that extreme eigenvalues of Σ n converge in probability to the edges of the support of the limiting Marchenko-Pastur law if a form of the concentration property for quadratic forms holds (for details, see [6] ).
However, as noted in [1] , the above concentration property for quadratic forms is not necessary in general. Namely, take p = 2q for q = q(n) and consider
where z q is a standard normal vector in R q , ξ is a random variable independent of z q , and P(ξ = 0) = P(ξ = 1) = 1/2. Then Σ n is a 2-block-diagonal matrix such that each block satisfies the MP theorem. It can be directly checked that ( Σ n ) ∞ n=1 also satisfy the MP theorem and each x p is an isotropic random vector for which the above concentration property doesn't hold.
There are many results related to the MP theorem, where some other dependence assumptions are considered. E.g., see [1] , [4] , [5] , [9] , [13] , [14] , [15] , [16] , [21] .
In the present paper we consider the case when not only x p but also C q x p satisfies the MP theorem for each sequence (C q ) ∞ p=1 , where q = q(p) p and C q is a q × p matrix with C q C ⊤ q = I q for the q × q identity matrix I q . We prove that the weak concentration property for quadratic forms is a necessary and sufficient assumption in this case. In addition, we derive this property under quite general assumptions recently studied in [13] . We also show that this property implies some other results in the random matrix theory beyond the MP theorem.
The paper is structured as follows. Section 2 contains some preliminaries, main assumptions, and notation. Main results are presented in Section 3. Section 4 deals with proofs. Some additional results are given in Appendices.
Preliminaries and notation
We now introduce assumptions and notation that will be used throughout the paper.
For each p 1, let x p be a random vector in R p . We call x p isotropic if Ex p x ⊤ p = I p for the p ×p identity matrix I p . Let also X pn be a p ×n matrix with columns {x pk } n k=1 that are i.i.d. copies of x p , unless otherwise stated. Then, for Σ n given in (1),
Define also the MP law µ ρ with parameter ρ > 0 by
where δ c is a Dirac function with mass at c, a = (1 − √ ρ) 2 , and b = (1 + √ ρ) 2 . Set also C + = {z ∈ C : Im(z) > 0}.
For a real symmetric p × p matrix A with eigenvalues λ 1 , . . . , λ p , its empirical spectral distribution is defined by
If, in addition, A is positive semi-definite, then A 1/2 will be the principal square root of A. If A is a complex rectangular matrix, then A will be the spectral norm of A,
, where A * = A ⊤ and λ max denotes the maximal eigenvalue.
All matrices below will be real, unless otherwise stated. Let also v be the Euclidean
Consider the following assumptions.
(A0) p = p(n) satisfies p/n → ρ for some ρ > 0 as n → ∞.
positive semi-definite p ×p matrices A p with uniformly bounded spectral norms A p .
Assumption (A1) is a form of the weak law of large numbers for quadratic forms.
Stronger forms of (A1) (with convergence in L 2 instead of convergence in probability) studied in the papers [3] , [17] , and in the book of [19] (see Chapter 19) . In the special case of isotropic
It is proved in [22] (see also Lemma 4.3 in Section 4) that if each x p has independent entries with mean zero and unit variance, then (A1) is equivalent to the Lindeberg condition (2) .
For general isotropic x p , we can equivalently reformulate (A1) as follows (for a proof, see Appendix A).
Proposition 2.1. If x p , p 1, are isotropic, then (A1) holds iff (A1 * ) holds, where
orthogonal projection matrices matrices Π p .
We will also need a more general form of (A1) designed for non-isotropic x p (namely, when E(
ric positive semi-definite matrix Σ p . Consider the following assumptions.
The next proposition shows that (A2) and (A3) are equivalent in the Gaussian case (for a proof, see Appendix A). We now give a particular and quite general example of x p , p 1, satisfying (A2).
Proposition 2.3. For each p 1, let x p = (X p1 , . . . , X pp ) be a random vector with mean zero and variance Σ p . Suppose there is a nonincreasing sequence
for all 1 k l p and j = 0, . . . , k, where F p l = σ(X pk , k l), l 1, and F p 0 is the trivial σ-algebra. If (2) holds, then (A2) holds. Proposition 2.3 is closely related to Theorem 5 in [13] , where the same dependence conditions are considered, but another result is proven. We will prove Proposition 2.3 using Lindeberg's method and Bernstein's block technique as in the proof of Theorem 5 in [13] (see Appendix A).
Let us also give other versions of (A2) and (A3) allowing some dependence and heterogeneity in x pk over k. For R p -valued random vectors {x pk } n k=1 , let F p 0 be the trivial σ-algebra and
, introduce the following assumption. (A2 * ) For all ε > 0 and every stochastic array {A pk , p k 1} with symmetric positive semi-definite symmetric
pk ) → 0 as p, n → ∞. In fact, (A2 * ) and (A3 * ) are average versions of (A2) and (A3), respectively. In particular, if x pk has independent centred entries and variance Σ pk for all p, k, then (A2 * ) follows from (A3 * ) and the (second) Lindeberg condition
as p, n → ∞, where X kj = X kj (p), j = 1, . . . , p, are entries of x pk . The latter can be checked directly as in the proof of Proposition 2.1 in [22] .
Finally, we introduce the key limit property for a sequence of random matrices.
Let p = p(n) be such that p/n → ρ > 0 and, for each n, let M n be a symmetric positive semi-definite p × p matrix. We say that (M n ) ∞ n=1 satisfies (MP) if, with probability one, µ CqMnC ⊤ q weakly converges to µ ρ 1 as n → ∞ for all
sequence of matrices such that the size of C q is q × p and C q C ⊤ q = I q .
Main results
First, we derive necessary and sufficient conditions in the classical setting.
Theorem 3.1. For each p 1, let x p be isotropic and have centred independent entries. If p = p(n) satisfies (A0), then µ Σn weakly converges to µ ρ almost surely as
This result is not new. As far as we know, it was initially established by Girko via a different and less transparent method (e.g., see Theorem 4.1 in [7] ). In our proof of Theorem 3.1, the necessity part follows from the lemma below.
Lemma 3.2. Let (A0) hold and x p be isotropic for all p = p(n). If, with probability one, µ Σn weakly converges to µ ρ as n → ∞, then, for given p = p(n),
The classical independence setting differs a lot from the general case of isotropic distributions. Namely, when entries of each x p are independent and orthonormal, (4) is equivalent to (A1) (see the proof of Theorem 3.1). In general, (4) doesn't imply (A1) as in the counterexample from the Introduction. To get (A1), we need more than convergence of µ Σn , e.g., (MP).
We now state the main result of this paper.
Theorem 3.3. Let (A0) hold and Σ n , n 1, be as in (1) .
satisfies (MP). Conversely, if the latter holds and x p is isotropic for all p = p(n), then (A1) holds for given p = p(n).
The proof of the necessity part in Theorem 3.3 follows from Lemma 3.2. The sufficiency part can be proved directly as in [21] , but we prefer to derive it from a more general result.
Lemma 3.4. Let (A2) and (A3) hold for some Σ p , p 1. If (A0) holds for some
with probability one, where, for each n 1,
where A is a symmetric p × p matrix. Therefore, by the Stieltjes continuity theorem (e.g., see Exercise 2.4.10 in [20] ), (5) implies that if µ Σn with Σ n = n −1 Z pn Z ⊤ pn + B p weakly converges to some measure µ a.s., then µ Σn with Σ n = n −1 X pn X ⊤ pn +B p weakly converges to the same measure µ a.s.
We now consider a generalization of Lemma 3.4 allowing some dependence and heterogeneity in x pk over k. Let X pn be a p×n random matrix with columns {x pk } n k=1 .
Let also {Σ pk } n k=1 be symmetric positive semi-definite p × p matrices and Z pn be a p × n Gaussian random matrix whose k-th column z pk , k = 1, . . . , n, has mean zero and variance Σ pk . Assume also that Z pn and X pn are independent. Lemma 3.6. Let (A2 * ), (A3 * ), and (A0) hold for some p = p(n). Then, for all z ∈ C + , (5) with convergence in probability holds, where B p , C pn , X pn , and Z pn are as in Lemma 3.4.
Proofs
Proof of Theorem 3.1. By (3), the Lindeberg method (2) is equivalent to (A1) (see also Lemma 4.3 below). However, the proof of this proposition is still valid without the assumption that x p has mean zero. Now, if (A1) holds, then µ Σn weakly converges to µ ρ almost surely as n → ∞ by Theorem 3.3.
Suppose µ Σn weakly converges to µ ρ a.s. We need to prove (2) . By Lemma 3.2, (4) holds. By the Gnedenko-Kolmogorov necessary and sufficient conditions for relative stability (see (A) and (B) in [10] ), (2) is equivalent to (4) . This finishes the proof of the theorem. Q.e.d.
Proof of Lemma 3.2. We will proceed as in [22] . Let x p = x p,n+1 be independent of the matrix X pn and distributed as its columns {x pk } n k=1 . Define also
Fix ε > 0. The matrix B n + εnI p is non-degenerate and
Taking expectations and using the exchangeability of {x pk } n+1 k=1 ,
Define f n (ε) = tr(A n + εnI p ) −1 . By Facts 5 and 7 in Appendix C,
Thus,
Let now Z pn be a p × n matrix with i.i.d. N (0, 1) entries. By the MP theorem, µ Σn weakly converges to µ ρ a.s., where Σ n = n −1 C n and C n = Z pn Z ⊤ pn . Therefore, by the Stieltjes continuity theorem (see Theorem B.9 in [2]),
where S n (z) and s n (z) are the Stieltjes transforms defined by
By Fact 8 in Appendix C and p/n → ρ > 0, the latter implies that
Therefore, by the dominated convergence theorem,
In addition, arguing as above, we derive
where
C n . Subtracting (7) from (9), we get
By Fact 7 in Appendix C and (30) (see Appendix B),
Since z p and C n are independent, E(Z n |C n ) = tr(C n + εnI p ) −1 , and
By (8) and the dominated convergence theorem,
Combining the above relations with Fact 7 in Appendix C yields
Additionally, E(x
by the independence of x p and A n .
Lemma 4.1. For each n 1, let Z n be a random variable such that Z n 0 a.s. and EZ n is bounded over n. If Y n , n 1, are such random elements that
The proof of Lemma 4.1 is given in Appendix B. Using Lemma 4.1, we conclude
Multiplying by ε and n/p, we finally arrive at
where Σ n = A n /n is independent of x p . Thus, we can find ε n that slowly tend to infinity and are such that
We know that µ Σn weakly converges to µ ρ a.s. The support of µ ρ is bounded.
Hence, writing ε
n → 0 and K > 0 is large enough. In addition,
where 
Finally, we conclude that (x
Proof of Theorem 3.3. Let (A1) hold. Fix some q = q(n) such that q p and Let now ( Σ n ) ∞ n=1 satisfies (MP) and let x p be isotropic for each p = p(n). We need to show that (A1) holds for given p = p(n). By Proposition 2.1, (A1) is equivalent to (A1 * ). Let us verify (A1 * ). Fix any sequence of orthogonal projectors
such that the size of Π p is p × p. We need to show that
The latter is equivalent to the fact that
for any subsequence Π p k such that tr(Π p k )/p k has a limit as k → ∞. If this limit is zero, then, obviously, the above convergence holds.
Assume further w.l.o.g. that q/n (or, equivalently, q/p) has a positive limit, where
where C p is a p × p orthogonal matrix and D p is a diagonal matrix whose diagonal entries are 1, . . . , 1, 0, . . . , 0 with q (= tr(Π p )) ones. Let C qp is the q × p upper block
Lemma 3.2, we get
This proves that (A1 * ) holds. Q.e.d.
Proof of Lemma 3.4. Fix z ∈ C + . Assume w.l.o.g. that B p is positive semidefinite (we can always replace B p by B p + mI p for m = sup p B p and change z to z + m). First we proceed as in Step 1 of the proof of Theorem 1.1 in [3] (see also the proof of (4.5.6) on page 83 in [2] ) to show that
Similar arguments yield that s n (z) − Es n (z) → 0 a.s. as n → ∞, where
Hence, we only need to show that ES n (z) − Es n (z) → 0.
First, we consider the case when all entries of C pn are zeros, i.e. X pn = X pn .
Let X pn and Z pn be independent. We will use Lindeberg's method as in the proof of Theorem 6.1 in [8] . Recall that
where {x pk } n k=1 and {z pk } n k=1 are columns of X pn and Z pn , respectively. If z p is a centred Gaussian vector with variance Σ p that is independent of x p , then {(x k , z k )} n k=1
are i.i.d. copies of (x p , z p ). In what follows, we omit the index p and, for example, write (x k , z k ) instead of (x pk , z pk ).
Let us now prove that
Using this representation, we derive that
/n, and
By Fact 7 in Appendix C,
for any real p × p matrix C and w ∈ R p . Adding and subtracting tr(
The latter implies that E|S n (z) − s n (z)| → 0.
Fix some k ∈ {1, . . . , n}. For notational simplicity, we will further write
and use the following properties: C + B p is a real symmetric positive semi-definite
Fix any ε > 0 and let further v = Im(z) (> 0). Take By the law of iterated mathematical expectations and Fact 4 in Appendix C,
where A p is any p × p complex symmetric matrix with
To estimate E|∆|I(D) we need the following technical lemma that is proved in Appendix B.
and |1+w 2 | δ for some δ, M > 0 and γ ∈ (0, δ/2), then, for some C = C(δ, M) > 0,
Cγ.
Since
Take γ = εp/n,
for small enough ε > 0 and large enough p (since p/n → ρ > 0).
Using Lemma 4.2, we derive
Combining all above estimates together yields
for each k = 1, . . . , n and
Note also that
Taking ε small enough and then p large enough, we can make the right-hand side of (13) arbitrarily small by the following lemma (that also holds for z p instead of x p by (A3) and Proposition 2.2).
where the supremum is taken over all complex p × p matrices A p with A p M.
The proof of Lemma 4.3 can be found in Appendix B. Finally, we conclude that
This finishes the proof in the case when all entries of C pn are zeros.
Consider now the case with nonzero C pn . Let c k = c k (n), 1 k n, be columns
We also have
are i.i.d. copies of (x p , z p )). Arguing as above, we conclude that (13) holds with
Recalling that A p is symmetric, we derive
In addition,
and the same inequality holds for z p instead of x p , where
as well as
Combining these estimates, Lemma 4.3, (A2), (A3), and Proposition 2.2, we get
for all fixed ε > 0. Now, we can finish the proof as in the case with zero C pn . Q.e.d.
Proof of Lemma 3.6. As in the proof of Lemma 3.4, we can assume that B p is positive definite and, first, consider the case with null C pn . Write further x k and z k instead of x pk and z pk and note that (A2 * ) implies that, for all ε, M > 0,
where the k-th supremum is taken over all F 
P(|x
replaced by
C k is defined (11).
Each C k can be written as the sum of two matrices C k1 and C k2 such that C k1 is
are mutually independent and independent from everything else,
where the k-th supremum is taken over all F p k−1 -measurable complex p × p random matrices A pk having A pk M a.s. Thus, it follows from (14), (16) 
where A p as above. We conclude that (A1) holds. Q.e.d.
Proof of Proposition 2.2. Suppose (A3) holds. Let us show that (A2) holds. The latter will follow from the inequality
valid for any ε > 0 and any p × p symmetric positive semi-definite matrix A p . By
. As a result, we need to verify that
We have x 
we get (18) .
Assume now that (A2) holds. Let us show that (A3) holds. Take A p = I p . Hence,
where z p is as above and D p is a diagonal matrix whose diagonal entries {λ k } p k=1 are Σ p 's eigenvalues arranged in descending order, i.e. Σ p = λ 1 . . . λ p 0 and
and Σ p /p → 0. As a result, 
Let further y p = (Y p1 , . . . , Y pp ) and z p = (Z p1 , . . . , Z pp ) be centred Gaussian random vectors in R p with variances A p and Σ p , respectively. Suppose also x p , y p , and z p are mutually independent.
We have
(recall that Γ j → 0, j → ∞). Thus, (A3) holds and, by Proposition 2.2,
We need a technical lemma proved in Appendix B.
Lemma 4.4. For each n 1, let Z n be a random variable such that Z n 0 a.s. If
Note that tr(Σ p )/p Γ 0 and, by Fact 1 in Appendix C, tr( showing that
It follows from the independence y p and (x p , z p ) that
where we have used that
s. Now, we will proceed in the same way as in the proof of Theorem 5 in [13] . Fix some q, j ∈ N and assume w.l.o.g. that m = p/(q + j) is integer (we can always add no more than q + j zeros to x p , y p , z p ). Let
for the null vector 0 j in R j , where entries of X r (1 r m) are X pl for l = l r−1 + 1, . . . , l r−1 + q and l r−1 = (r − 1)(q + j).
Put also ∆x p = (0 q , ∆X 1 , . . . , 0 q , ∆X m ), where entries of ∆X r are X pl for
Define y p , z p , ∆y p , and ∆z p (with Y r , Z r , ∆Y r , ∆Z r ) similarly.
we have
and, by the independence of ∆x p and ∆y p ,
where V p = Var(∆y p ) and, obviously, V p Var(y p ) = A p . We can bound
√ p} in the same way. Combining these estimates with m/p 1/q, we arrive at
Fix some ε > 0 and set x p = ( X 1 , 0 j , . . . , X m , 0 j ) for X r having entries
where entries of Z r are
Here
, l 1, and the trivial σ-algebra G p 0 . Obviously, E * l Z pk is a linear function in Z ps , s l (because z p is a Gaussian vector) and, as a result, z p is a Gaussian vector. Also,
for s, t = l r−1 + 1, . . . , l r−1 + q, and, as a result,
with E r is a vector with entries E *
Let us estimate the first term in the right-hand side of the last inequality. Arguing as in (22), we infer that, for
Additionally, by (a + b + c)
where, by (2), EX pl = 0 for all (p, l),
and Jensen's inequality, we have has no more than p terms.
Hence,
and
Using similar arguments, we see that
with as in (24). Since x p and z p have the same covariance structure and z p is Gaussian, then
(see Lemma 14 in [13] ). Thus, p
Combining these estimates, we deduce that
where, for r = 1, . . . , m,
and the sum over the empty set is zero.
Expanding exp{i(C r + x)} in Taylor's series around x = 0, we derive
and |E exp{i(
, we see that
First, we will show that R 1 = 0. Note that, by the definition of x p , E X 1 = 0 q and, for r > 1, E[ X r | X r−1 , . . . , X 1 ] = 0 q a.s. In addition, by the definition of z p , Z r and Z s are uncorrelated when r = s. Thus, Z 1 , . . . , Z m are mutually independent Gaussian vectors with mean zero. Since x p , y p , z p are also mutually independent, then, with probability one,
where r = 1, . . . , m and Z m+1 = X 0 = 0 q . As a result, R 1 = 0.
Let us prove that
for an absolute constant C 0 > 0 and each r = 1, . . . , m. Using the fact that entries of X r are bounded by 2ε √ p and the estimate
and recalling that mq p, we obtain
In addition, as Z r is a centred Gaussian vector whose entries have variance not greater than Γ 0 and
for C 0 > 0 as above. Hence, arguing as above, we infer
This proves that
To finish the proof, we need a good bound on R 2 = m r=1 R r2 . First, note that, by the independence of Z r from everything else,
In addition, by (23), Fact 1 in Appendix C, and (26),
Hence, recalling that mq p and Var( Z r ) = Var( X r ), we get
Fix some integer a > 1 and let
where the sum over the empty set is zero. Since all entries of X j , j 1, are bounded by 2ε √ p, we have
where C 1 > 0 is an absolute constant,
and the supremum is taken over all 1 k, s, t p.
In addition, we have
and, by the Cauchy-Schwartz inequality and the independence of ( X r , X r ) and Y r ,
where V r = Var( Y r ) has V r Var(y p ) A p . Summing over r and using (25) (as well as (28)), we arrive at
Combining bounds after (29) (and using mq p), we conclude that
. Again, the mutual independence of
Hence, as
we conclude that
The latter (with mq p) implies that
It follows follows from (27) and obtained bounds on R 1 , R 2 , R 3 that, for a sufficiently
Tending ε → 0, we see that
Finally, taking q, j → ∞ and j/q → 0, we get ∆ ′′ → 0. This finishes the proof of the proposition. Q.e.d.
Finally, we conclude that |I| γ(2/δ 2 + M/δ + 4/ min{δ 2 , 2δ}). Q.e.d.
Define now I 2 (ε, M) similarly to I 0 (ε, M) in (31) with the supremum taken over all complex p × p matrices A p with A p M. Every such A p can be written as Suppose now Ee −Zn − e −EZn → 0. By Jensen's inequality,
Note also that EZ n is bounded. Therefore, there is c > 0 such that e 
Appendix C
In this section we list a few useful well-known facts from linear algebra. Write
Let B and C be real p × p matrices, A be a complex p × p matrix, and z ∈ C + . Fact 5. If w ∈ R p and C is symmetric, then
If, in addition, C is positive definite, then Combining these relations and using the inequality |tr(A)| p A , we get the desired bound. Q.e.d.
