Asymptotic expansions for second-order linear difference equations  by Wong, R. & Li, H.
Journal of Computational and Applied Mathematics 41 (1992) 65-94 
North-Holland 
65 
CAM 1158 
Asymptotic expansions for second-order 
linear difference equations * 
R. Wong and H. Li 
Department of Applied Mathematics, University of Manitoba, Wknipeg, Manitoba, Canada 
In memory of Max Wyman 
Received 17 January 1991 
Revised 7 August 1991 
Abstract 
Wong, R. and H. Li, Asymptotic expansions for second-order linear difference equations, Journal of 
Computational and Applied Mathematics 41 (1992) 65-94. 
Formal series solutions are obtained for the difference equation 
y(n+2)+a(n)y(n+l)+b(n)y(n)=O, 
where a(n) and b(n) have asymptotic expansions of the form 
a(n)- i a, 
S=0 ns 
and b(n)- i \, 
s=o n 
for large values of n, and b, # 0. These solutions are characterized by the roots of the characteristic equation 
p’+a,p+ b,= 0. Our discussion is divided into three cases, according to whether the roots are distinct, or 
equal and do not satisfy the auxiliary equation alp + 6, = 0, or equal and do satisfy the auxiliary equation. The 
last case is further divided into three subcases, according to whether the roots of the indicial equation 
a(a - l)p2 +(a,a + a,)p + 6, = 0 do not differ by a nonnegative integer, or differ by a positive integer, or are 
equal. In all cases, the fcrma! series solutions will be shown to be asymptotic. Our approach is based on the 
method of successive approximations. 
Keywords: Asymptotic expansion; linear difference equation; method of successive approximations. 
1. Introduction 
Many special functions of mathematical physics and, in particular, orthogonal polynomials 
satisfy a three-term recurrence relation, which is a second-order linear difference equation. 
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n a second-order linear differential equation is discretized, one obtains a corresponding 
rence equation. Many sequences that occur in enumerative combinatorics also satisfy a 
second-order linear difference equation. Thus, such equations arise frequently in many branches 
of mathematics. While the asymptotic theory for second-order linear differential equations has 
been satisfactorily developed, and can be found in many books (see, e.g., [7,10,12,13]), the 
corresponding theory for second-order linear difference equations is still not widely known. A 
probable explanation is that there does not seem to be an elementary method for verifying the 
a ptotic nature of formal series solutions to even the simplest and most familiar difference 
equation 
y(n+2)+a(n)y(n+ l)+b(n)y(n)=O, (1 1) . 
where cl(n) and b(n) have asymptotic expansions of the form 
(1 2) . 
for large values of n, and b, + 0. 
B\symptotic solutions to (1.1) are classified by the roots of the characteristic equation 
p’+a,p+b,=O. (13) . 
Two possible values of p are 
l/2 
PI? P2= -$a,+($~-b,) . (14) . 
If p1 f pzY i.e., 0; f 46,, then Birkhoff [4] showed that (1.1) has two linearly independent 
solutions, both of the form 
y(n) wpnna e 2, n + m. 
s=o n 
(15) . 
Motivated by the terminologies in differential equation theory 112, p.2301, we shall call series of 
the form (1.5) normal series or normal solutions. If p1 = p2 but their common value p = - ia, is 
not a root of the auxiliary equation 
a,p+b,=O, (1 6) . 
i.e., 26, f aoal, then Adams [l] showed that two linearly independent solutions of (1.1) are of 
the form 
X 
CS 
y(n) w pn eYv%P C ~s/z? 
s=o 
(17) . 
which we shall call subnormal solutions (cf. [12, p.2311). 
The papers of both Birkhoff and Adams are very long and complicated, and they are not 
easily understood even by most of the specialists in asymptotics. Adams also studied the case 
when the double root of (1.3) sarisfies the auxiliary equation (1.6), i.e., when 2 b, = a,,al, but his 
analysis was incomplete, as pointed out by Birkhoff [5, p.2061. A powerful asymptotic theory for 
difference equations was later given in [5,6], but these two papers are even lengthier and more 
difficult to read than the earlier ones [1,4]. For a short summary and some more recent 
comments on this massive work, see [14, Appendix] and 191, respectively. In recent years, desires 
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to make the asymptotic theory of difference equations more accessible have been expressed in 
[2, p.5111, [8,15,16], and the purpose of this paper is to make a first attempt in this direction. 
Here we shall give explicit formulas for the constants y and ar in (1.5) and (1.7), derive 
recurrence relations for the coefficients c, in these expansions, and provide a new and 
elementary proof of these results, based on the method of successive approximations which is 
customarily used in the differential equation theory [12, pp. 229-2351. 
Furthermore, we shall discuss in detail the exceptional case in which the double root of (1.3) 
satisfies the auxiliary equation (1.6). Our discussim will be divided into three groups according 
as the zeros cy ,, cy2 (Re cy2 2 Re cyI) of the indicial polynomial 
S(Q) = a(cw - l)p2 + (alar + a,)p + b, (1 8) . 
satisfy 
0 i cy2 -CY~ #O, 1, 2 ,..., (ii) cy2 -a+ = 1, 2 ,..., (iii) cy2 -cyl = 0. (1.9) 
In case (i), it will be shown that (1.1) has two linearly independent asymptotic solutions of the 
form 
Oc cs 
y(n) w p”na C 7, 
s=o n 
(1.10) 
where p is the double root of the characteristic equation (1.3) satisfying (1.6), and Q! = ai, 
i = 1, 2. The possibility that subnormal solutions may reduce to normal solutions in this case 
was also pointec! out in [l, p.5101. In the other two cases, one of the two linearly independent 
solutions, say $n), is given by (1.10) with (Y =a),; the other solution involves a 
term. More precisely, we shall show that in case (ii), a second solution is given by 
Yz(n) =2(n) + c(log n)Gn), 
where c is a constant which may happen to be zero, and 
x d 
z(n) wpf’naZ C +. 
s=o n 
In the final case (iii), the second solution is again of the form 
y,(n) =z(n) + c(log n)y@), 
but here c is a nonzero constant, 
m d 
z(n) wp”nal-Q+2 C <, 
s=o n 
and Q is an integer > 3 and is specified by (7.16) below. From (1.101, (1.11) and 
(1.14) 
(,l.l3), it is 
evident that the exceptional case, in which 2 b 1 = a,a,, corresponds to the case of regular 
singularity at infinity in the differential equation theory; cf. [12, p.2311. Explicit formulas will be 
given for the constant c in (1.11) and (1.13), and recurrence relations will be derived for the 
coefficients c, and d, in (l.lO), (1.12) and (1.14). In all three cases listed in (1.9), the validity of 
the asymptotic solutions will be established again by the successive approximation method 
mentioned above. 
logarithmic 
(1.11) 
(1.12) 
(1.13) 
It should be emphasized that it is the method, more than the result, that is important. We 
expect that this method will eventually lead us to the construction of error bounds associated 
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with the various asymptotic soiutions to (1.1). We also expect that this method will enable us to 
prove the validity of uniform asymptotic expansions for the solutions when the coefficient 
ctions a(n) and 6(n) in (1.1) depend on an additional parameter X, for instance, in the case 
of three-term recurrence relations satisfied by orthogonal polynomials. It should also be noted 
that it is precisely the idea behind our current method that was used by Olver and enabled him 
to develop a complete and satisfactory asymptotic theory for second-order linear differential 
uations; see [12, Chapters 7, 10-121. 
In a subsequent paper [17], we shall consider the more general equation 
y(n + 2) +n*a(n)y(n + 1) +n*b(n)y(n) = 3, (1.15) 
where p and 4 are integers, and a(n) and b(n) are as given in (1.2) with the leading 
ients a, and b, both being nonzero. This will cover the case (1.1) when p < 0 and 4 = 0. 
If Q = 2p, then (1.15) can be reduced to (1.1) by making the transformation 
x(n) = [(n - 2)l]“v(n), (1.16) 
with p= -p. If 2p <q and 2p -q is even, then (1.15) can also be reduced to (l.l), by 
choosing ~1 = - $9. However, not all cases can be reduced to (l.l), since the leading coefficient 
B, in (1.2) is required to be nonzero. 
2. rural and subnormal solutions: formal theory 
To show that the infinite series in (1.5) is indeed a formal solution of (1.11, we substitute it 
into (1.1) and make use of the formula 
(n + &-’ =nQ i (akS)pkn-(r+k), p = 1,2. 
k=O 
Comparing coefficients in the resulting expression, we obtain 
(2 1) . 
en s = 0, (2.1) reduces to the characteristic equation (1.3). When s = 1 in (2.1), it can be 
shown by using (1.3) that 
alp +b, “1P +b, 
a= - 2p2+pa, = a,p + 26,. (2 2) . 
Since we are dealing with the case of distinct characteristic roots, the denominator in (2.2) is 
not zero. Now observe that the coefficient of c, in (2.1) vanishes on account of (1.3). Therefore, 
(2.1) becomes 
(2 3) . 
for s=2,3,... . The coefficients c, in (1.5) are now determined recursively by (2.3). Without 
loss of generality, one may assume that c0 = 1. 
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In the case of subnormal solution (1.7), we make use of the formula 
eY_ = eYfi e G,‘p)( y)n-S/2, p = 1, 2, 
s=o 
where 
G,c@)(y) = 
(2 4) . 
(2 5) . 
the summation being taken over all multi-indices 1, = (l,, . . . , lp> with l,, # 0 for p > 1 and such 
that 
U(l,)=l,+31,+ “* +(2p-1)1,=S. (2 6) . 
Elementary computation gives 
G’b’(y) = 1, Gb2’(y) =1, 
WY) = :r, G2'(Y) = Y, 
G:“(y) = iy2, Gi2'(y) = tr', 
G:"(y) = fy3 - iy, Gy’(y) = iy’ - iy, 
WY) = $Y” - &y’, G12'(y) = hy4 - +y’m 
For convenience, we also introduce the notation 
Fs’qa!) = f: $(l + (- l)s-k)/L(S-k)‘2 
k=O 
By the binomial expansion, we have 
X 
C c,(n + p)a-s’2 =n” c Fs(~)(a)nwsi2, p = 1, 2. 
(2 7) . 
(2 8) . 
(2.9) 
s=o s=o 
To show that the infinite series (1.7) is indeed a formal power series solution of (l.l), we 
substitute (1.2) and (1.7) in (1.1) and make use of (2.9). Equating coefficients of n -s/2 to zero 
gives 
p2 i G,‘?‘,(y)F;I’)(cy) + p i a: 2 G,cfli(y)Fi(l)k(CY) + f: bF_kC, ~0, 1 (2.10) k=O k=O j=k k=O 
where at = a,/, and b$ = bk,2 when k is a nonnegative even integer, and otherwise they are 
zero. Inserting (2.8) in (2.10), we have 
i p2 ” +(I + (_ l)k)2W GEL(Y) 
I=0 k=O 
S-l s-l-k 
+P C a; C $(l + (-1)‘) Gs(l_)l_k_j(Y) + b:t (2.11) 
k=O j=O 
Since Gb’)(y) = Gal(y) = 1, (2.11) reduces to (1.3) if s = 0. Similarly, since p is a double root of 
(1.3) and p = - ia, in this case, by using (2.7) it is easily seen that the coefficients of co and c1 
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11) are both zero if s = 1. Therefore, we may restrict ourselves to s 2 2 in (2.11). By the 
reasoning, it can be shown that the coefficients of c, and c,_ , in (2.11) are zero and, 
consequently, the equation becomes 
s-l-k 
I 
i( 1 + ( - 1)s-l)p~2iS-W2 
( ii!;,) +wL +K+f+~ = 0. (2.12) 
ow, we set s = 2 in (2.12). In view of (2.7) and the fact that p = - ;a,,, we have 
$p2y2 +pa, + b, = 0. 
Next, we set s = 3 in (2.121. By the same argument, and using (2.131, we now have 
p(+y’+ar-+)+ia,=O. 
The last two equations determine y and a! in (1.7). More explicitly, since 
p E - $a, and pz = b,, 
we have 
(2.13) 
(2.14) 
(2.15) 
(2.16) v=+2 
aOa, - 2b, 
. 
WI 
and 
1 6, 
Ly= 
4+-* 2b” 
Finally. we note that the coefficients of c,_~ and c, _3 in (2.12) are, respectively, 
+y’p’+pa, + b, and p~[p(&~ - i +LY) + +a,] - fp2y(s - 3). 
In view of (2.13) and (2.141, these are in turn equal to I) and - $p2y( s - 3), respectively. 
(2.17) 
Therefore, (2.12) can be written as 
2 
C 
s-3 = fs - 3)p2Y 
;( 1 + (- l)k)p22k/Z ( 
s-l-k 
+pat C +(l + (A)‘) 
j=O 
( a i") ci",-*- j f Y)] 
r 11 
+ pa:-, + bS*_, q. 
(2.18) 
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The coefficients c 1, c2, . . . 
particular, we have 
in (1.7) are now determined recursively by (2.18) with c0 = 1. In 
1 
Cl 24b;y 
= - aiaf - 24a,a,b, + 8a,a,b, - 24a,a,b, - 9bi - 326: ( 
As an illustration of 
recurrence relation 
+24b,b, -I- 48b,b,). (2.19) 
the case of subnormal solutions (1.7), we consider the three-term 
nyAp’(x) + (x - 2n -/3 + l)yAp_‘l(x) + (n +p - l)y~P,(x) = 0, (2.20) 
satisfied by the Eaguerre polynomiai L\P)(~). Writing (2.20) in the form (1 .l), we have 
Y!%(X) +a(n)y~8+',(x)+b(n)y~P'(x) = 0, (2.21) 
where 
a(n) = 
x-2n-P-3 
= -2+ 
x-p+1 
- 
n+2 
2(x-P+l) + 
n n2 --* 
and 
n+P+l 
b(n)= n+2 = 1+ p-1 _ 2(“,; l) + . . . . n 
The characteristic equation here is 
P2- 2p+l=O, 
which has a double root p1 = p2 = 1 not satisfying the auxiliary equation (1.6) when x f 0. Thus 
equation (2.21) has two subnormal solutions of the form (1.7) with 
Y = *2&i and CI=$-& 
Substituting (2.22) in (1.7) gives 
(2.22) 
m c(+) 
y!fi(x) h, e*2@inB/2-1/4 C *, 
s=o 
where cb*) = 1 and 
i 
,y1= T 
48~5 (4 x2 - 12p2 - 24xp - 24x -I- 3). 
From (2118) it is readily seen that Y,~ + (p)(x) and y$!( x) are complex conjugates of each other. In 
view of the one-term expansion [ll, ‘p.2451 
Lip)(x) = r-l/2 eX/2x-P/‘2-1/4ylP/2-1/4 cos(2& - _!!T _ $T) + 0(n8/2-3/4), 
we have 
;If)(x) = +- l/2 eX/2x-P/2- 1/4(e-(P~/2+~/4)iyIsp! (x) + e(P~/2+~/4)iy~~~ (x)). 
9 
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n simplification, we obtain 
L’,BI(_x) = v- r/2 e-t/2_y-B/1- I/*,/3/Z- l/J 
(2.23) 
where A&xt = 1, A,(x) = 0, B,(s) = 0 and 
1 
B,(x) = =(4x’ - 12p2 - 24x/3 - 24x + 3). 
e 
3. Normal SQlutions: proof, I 
aracteristic equation ( 1.3) has two distinct nonzero roots pr and p2, then, as we have 
shown in Section 2, equation (1.1) has two formal series solutions cf the form 
* cs, 
yj(n) =p~rP~ x --$-, i = k2, 
s=Q 
(3 ) .I‘ 
where the exponent CY, is determined by (2.2) with p replaced by pi and the coefficients cs,;, 
Q’ = 1,2, are determined recursively by (2.3) with cO,i = 1. In this and the following section, it will 
be proved that these formal solutions are indeed asymptotic. 
Throughout this paper, we shall assume that 1 pz 1 a I p1 I. First, we consider the case of y,(n). 
Following the argument in [12, p.2331, we set 
y1(n) = L$yn) + #(r2), (3 2) . 
with 
(3 3) . 
Elementary calculation shows that the coefficients of @Pl-‘, s = 0, I,. . . , IV, in the formal 
series of 
Lc’(n -I- 2) + a(n jLgj(n + 1) + b(n)L$)(n) 
are all zero, on account of ( 1.3) and (2.3). Consequently, 
Ls’(n + 2) + a(n)L$(n + 1) t b(n)L$?(n) = p;n*iRj$)(n), 
where 
R!)(n) = O(n-N-l), as n -+ m. 
Substituting (3.2) in (1.11, we obtain from (3.41, 
#(n + 2) + a(N)@(c + 1) + b(n)&‘(n) = -pyn”lRg.J(n). 
(3 4) . 
(3 5) . 
(3 6) . 
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We shall show that (3.6) has a solution satisfying 
Q(n) = O(p;naJwN), as n --) 00. 
To do this, we rewrite (3.6) in the form 
$I( n + 2) + a,@( n + 1) + b&(n) 
73 
(3 71 . 
= -p;n”lR$)(n) - (b(n) -b&$)(n) - (a(n) - a,)#(n + l), (3 8) . 
i.e., we retain on the left-hand side of (3.6) only the leading terms in the expansion of a(n) and 
b(n), and transfer the rest to the right-hand side. Using the method of variation of parameters 
[3, p.491 (watch out for a minor error there), one can formally derive from (3.8) the equation 
e;)(n) = 2 K(n, k)(pfkalR$$)(k) + [b(k) -b&#)(k) + [a(k) -a&$)(k+ l)), 
k=n 
(3 9) . 
where 
n-&-l 
K(n,k)= p2 
n-k-l 
-” . 
P2-Pl 
(3.10) 
It can be verified by straightforward calculation that every solution of (3.9) is a solution of (3.8). 
Equation (3.91 will be solved by the method of successive approximations. Define the 
sequent [A,(n )} by h,(n) = 0 and 
h,+,(n) = g K(n, k)(pfk*lR$)(k) + [b(k) -b,]h,(k) -I- [a(k) -a,]h,(k + 1)). 
k=n 
(3.11) 
We shall show that the series 
e:)(n) = i (h,+!(n) -h,(z)) 
s=o 
(3.12) 
is absolutely and uniformly convergent in n, and that its sum E:)(M) is a solution to (3.9) 
satisfying (3.7). 
Let nir be sufficiently large so that 
&(n)kBNn-N-l, (3.13) 
for SOme Constant &, and for all It 2 no; See (3.5). Since 1 p2 I>, 1 PI I, a simple estimatkn gives 
IK(n, k)k lP2~P~,lP,l”k-‘. 
From (3.11) it follows that 
(3.14) 
for n 2 n,, where m, = Re (Ye. If p > 0 and n is sufficientl; large, then 
(3.15) 
k=n P 
( n - 1)’ < -nmp. 
P 
(3.16) 
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out 10s~ of generality, we may assume that (3.16) holds for n 2 tzO. Coupling (3.15) and 
), we obtain 
> a. From (3.11) we also have 
h,(n) -h,(n) = i K(n, k)([ b(k) -b&(k) + [a(k) - Q&,(k + 1)). 
k=?Z 
App~~g (3.14) and (3.17) to the last equation gives 
h*(n) -h,(n) I< 23BN B 
ipz-pJ2 W-4 
1 p, I”-* i k-(N-‘nl+‘), 
k=fZ 
where 
b(k)-b&la(k)-a,I(p,$ k&l)= 
From (3.16), it then follows that 
(3.17) 
(3.18) 
k(n) --h,(n)! 4 
z4BN@ 
IP2-PJ2(~-~,) 
2 1 p1 I”-*~ -W-y 
& induction, it can be proved that 
L I(@ --h,(n) I g 
23”’ i)BN,S 
Ip2-p,lS+*(N-MI)S+1 
I PI I”-” 
-In-(N-m,’ 
7 (3.19) 
for s = 0, I, 2, . . . . It is now evident that the series in (3.12) is uniformly convergent in n, if we 
oose N to satisfy lp,(p2 -p,)l(N-m,)> 4p. Summation of (3.19) gives 
&‘(n) = o(@PQ-“1. (3.20) 
Since (3.12) can also be written as 
E$“(!J) = lim ft,( n), (3.21) 
s--r= 
by taking s 3 00 in (3.11) we have established that E$)( n) is a solution to (3.9), and therefore to 
WG, satisfying (3.7). Consequently, for all sufficiently large N, equation (1.1) has a solution 
&&?) with the property 
N-l c 
c + + o(n-“) 
s=o n 
as n --) =. The fact that Y,~ Jn) is independent of N will be proved in the next section. . 
4. M~rmal sohtions: proof, II 
(3.22) 
We next show that the formal series y,(n) in (3.1) is also asymptotic. The argument here is 
trite different from, and is in fact considerably more difficult than, that for second-order 
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differential equations [12, pp. 233-2351. If I p2 I = 1 p, 1, then the analysis in Section 3 can be 
repeated with only the roles played by p1 and p2 being interchanged. However, if I p2 I > I p1 I, 
then this argument fails, and an alternative method must be sought. A natural attempt is to use 
the method of variation of parameters (also known as the method of reduction of order [3, 
p.43]), by setting y,(n) = v(n)y,(n) and showing that the difference w(n) = v(n + 1) - v(n) 
satisfies the first-order equation 
y,(n + 2)w(~ + 1) - b(n)y,(n)w(n) = 0. 
From (4.1) one readily obtains (see [3, pp. 38-391) 
(4 1) . 
(4 2) . 
but the behaviour of y2(n) is difficult to derive from (4.2). Therefore, we make the following 
alterations. Set v(n) = K,(n) + 6,,,(n) so that 
Y2w = [&(‘I) + wn)] Y*(n), (4 3) . 
where 
and the coefficients d, are 
c s,2 
= Cd A-*.1 
t=O 
Note that this can always 
sufficec: to show 
s=o rl 
determined by 
be done. To demonstrate that (3.1) is asymptotic when i = 2, it 
i I 
n 
s,(n) = p2 
Pl 
na2-a10(n-N). (4 4) . 
As in (3.2) and (3.3). we set 
y,(n) =L!$(n) + e%)(n), 
N-l c 
with L’s)(n) =pyna2 c 2. 
SC0 ns 
It is easily shown that 
and 
Ls)(n + 2) + a(n)Lz)(n + 1) + b(n)L$)(n) =p~na20(n-N-1); 
cf. (3.4) and (3.5). From these and the fact that p2 satisfies the characteristic equation (1.31, it 
readily follows that &(n)]$n) satisfies the equation 
KN(n + 2)y,(jr + 2) + @)&(n + I)y,(n + I) i- b(n)&(n)yl(n) 
=k;na20(n-N-‘). (4 ) $5 
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y?(n) is a solution of ( 1.11, by coupling (4.3) and (4.9, we have 
_v,(n + 2)6&z + 2) ++)y,(n + l)&,,(n + 1) +b(n)y,(n)&(n) 
= p~n”~O(n-“- “). (4 6) . 
ermore, since y Jn) is also a solution of (1.0, it can be verified from (4.6) that the 
AN(n) = S,(n + 1) - s,(n) 
satisfies the first-order equation 
(4 7) . 
yl(n + 2) A,(R + 1) - b(n)y,(n) AN(n) =p;na~O(n-N-l). 
From (1.2) and (3.1) with i = 1, we have 
(4 8) . 
yl(n + 2) =p~+W[ 1 + u,(n)] and b(n)y,(n)=p;nQl[b,+q(n)], 
where 
o,(n) = Cl@-“) and o,(n) = O(n-‘). 
ow define &&z) by 
n 
tNb)= 
(4 9) . 
(4.10) 
terms of &hJ, equation (4.8) becomes 
pIpz[l +@I(n)]&(n + I)- [bo+o,(n)]&,,(n)=na~-“:O(n-N-l). 
Since pIpz = b;, the last equation can be rewritten as 
&(n + l)-~,y(n)=na~-*‘E~(n)-a,(n)~N(n + l)+o,*(n)&(n), 
where o,“(n) = o,h)/b, and 
(4.11) 
(4.12) 
eing some constant independent of n. Treating (4.11) as a first-order linear equation with 
the right-hand side being the nonhomogeneous term, one can formally derive the equation 
&(n)= i [ -k”‘-“I 
k=n 
EN(k) +“,(k)S,(k + l) -a,*(k)5,(k)]* (4.13) 
every solution of (4.13) is a solution of (4.11). We shall show that (4.13) has a 
solution satisfying 
and 
&(n) = n”: GG(t2+). (4.14) 
lish (4.141, we again use the method of successive approximations. Define g,(n) E 0 
g,,,(n) = i [ -kaZmal 
k=n 
E;,(k) + q(k)g,(k + 1) - 4vkKh(k)] 9 (4.15) 
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for s = 0, 1, 2,. . . . Put m = Re(cY, - CY,) and choose N > m. From (4.15), (4.12) and (3.16), it 
follows that 
K, 
1 gl(n) 1 <K, i kmvNsl < G(n - l)m-Ng - 
k=n 
(4.16) 
Let n,(N) be sufficiently large so that (n - ljrnmN G 2nmBN for all n 3 n,(N). Consequently, 
2KN 
Ig,(n)k KnmeN, nan,(N). - 
From (4.16), we also have 
KN 2KN 
1 g,(n + 1) I < ~dnsN < ~n”-N~ - - 
By the same argument, it can be established by induction that 
s+l 
Is,+I(n)-s,(n)19 Ig,+,(n+1)-g,(n+1)1~ nmeN, 
(4.17) 
(4.18) 
(4.19) 
for n>n&N), s=O, 1, 2 ,..., where 
p=sup(k[ lo,(k)l+lo,*(k)l]: bl). 
Let N be larger than m + 2p so that the series 
tN@) = i [gs+dn) -&@)I 
s=o 
(4.20) 
(4.21) 
is absolutely and uniformly convergent in n. (We first fix N and then choose the integer n&N 1 
in (4.17).) Since (N(n) can also be written in the form 
e&) = lim g,@), (4.22) s+= 
by taking the limit as s + 00 in (4.15) we conclude that &,(n) is a sohrtion to (4.13). From (4.20 
and (4.19), it is evident that (N(n) satisfies (4.14). 
By definition (4.71, we can rewrite (4.10) as 
6,(n + 1) -s,(n) = 
Solving this first-order equation, we obtain 
%Vjn) =&I(O) + &dk)- 
Since 
for any positive integer p and any real number p E (0, l), we have from (4.141, 
(4.23) 
(4.24) 
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Recalling the fact that 1 pz I> 1 p, I, the required result (4.4) now follows from (4.23) and (4.24). 
erefore, for all sufficiently large N, equation (1.1) has a solution y,,,(n) satisfying 
N-l 
y&n) = py-’ 
cs.2 
C 7 +O(n-“) ; 
s=o n 1 
(4.25) 
3.22). 
It now remains to show that y,., and y,_, are independent of N. Let both A$ and IV.. be 
le values of IV. Since yN,., and yN,,* are linearly independent, there exist constants A 
, in view of (3.22) and (4.251, can be written as 
1 ( 
N*--1 
-No) +Bprna2 C % +O(nmNI) . 
s=o n i 
(4.26) 
(4.27) 
Divide both sides of this equation by p;Inaz. If 1 pz I > I p1 I, then, by letting n + m, one readily 
sees that B must be zero and consequently A is equal to 1. Similarly, if we express 
YN 2 .2@) =AYN,.l(n) +&N,.2(n)9 (4.28) 
en we have 
Nz-1 
c Cs.2 7 + O(nmNz) 
s=o n 
(4.29) 
Letting n + =, one immediately sees that B = 1. Therefore, (4.28) becomes 
YN&) -%&d =AYN&+ 
Without loss of generality, we may assume that A$ > N1. Suppose that A is not zero. Then it 
follows from (4.29) that 
n 
PS - n 
P1 
n;-alO(n-Nl) =,4 
e above derivation depends on the fact that A multiplied by 0(nmN9 is not zero.] As n + 00, 
he left-hand side becomes unbounded, while the right-hand side approaches A. This is 
impossible, and therefore A = 0. 
then we may assume, without loss of generality, that Re cy2 >, Re cyl and 
- ar,). Divide both sides of (4.26) and (4.28) by p;naz, and let n tend to infinity. If 
Re cyz > Rg cy,, then, by using similar arguments as in the case when 1 p2 I > 1 p1 1, one can show 
that B = 0 and A = 1 in (4.261, and that B = 1 and A = 0 in (4.28). 
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If 1 p2 I = 1 p1 I and Re cy2 = Re CY,, then we divide both sides of (4.27) by pyn”’ and obtain 
&--I c 
c +O(n-N2) 
s=O n 
4-l c 
n az-cY1 c s,2 +O(n-Nl) 
s=o ns 
As n + 00, the left-hand side tends to cO,i and the first term on the right tends to A+ but the 
second term does not have a limit if B z 0. Therefore, B must be zero and A is equal to 1. 
Similarly, we conclude from (4.29) that A = 0 and B = 1 in (4.28). 
5. Subnormal solutions: proof, I 
Here the roots of the characteristic equation (1.3) are equal, and their common value is given 
by (2.15). In Section 2, we have shown that two formal series solutions of (1.1) are both of the 
form 
y(n) = p” eyfina e csn-s/2, (5 1) . 
s=o 
where y and Q! are determined by (2.16) and (2.171, and the coefficients c, are determined 
recursively by (2.18). To shcw that these formal series solutions are asymptotic, we first observe 
that by writing y(n) = p”z(n), it is easily seen that we may assume without loss of generality 
that p = 1 or, equivalently a, = -2 and b, = 1; cf. (2.15). 
As in (3.2), we now set 
y(n) = LN(n) +&v(n), (5 2) . 
with 
N-l 
h&(n) = eYdFna c c,n-“‘2. (5 3) . 
s=o 
Since the coefficients of cs, c+ l and c, _ 2 in (2.11) are all zero (see (2.18)), it is easily verified 
that 
L& + 2) + a(n)LN(fl + 1) + b(n)&&) = eyfina&,,(n), (5 4) . 
where 
R,(n) = 0(,-(N+3)‘2). 
Substituting (5.2) in (l.l), we obtain from (5.41, 
E,(n + 2) + a(n)E,(n + 1) + b(n)E&) = -eYfinaRN(n). 
Write 
E,(n) = e ‘&“,&). 
Then EN(n) satisfies the equation 
(5 5) . 
(5 6) . 
j 
(5 7, . 
EN(n + 2) +a*(&0 + 1) + b*(n)q&) = R:(n), (5.8) 
80 R Wang, H. Li / Asymptotic expansions for diffeperence equations 
where 
a*(n) = e ?qGzL-~~ ( n+1y n+2) a(n), 
a 
b*(,*) = eWkh= b(n) 
(5 9) . 
(5.10) 
(5.11) 
Recall that we have assumed p = 1 p or equivalently a, = - 2 and b, = 1. Simple computation 
shows that 
and 
a*(n) = -2+yn-‘/L+(a,-~y2+2a)n-‘+(-~al-f+-i?jy2-~)yn-3/2 
*R,(n) (5.12) 
b*(n) = 1 - yn -‘/’ -I- (b, + $y’- 2a)n-’ + (f - iy2 + 2a! - bl)yn-3/2 
+ Rim (5.13) 
where 
R,(n), R,(n) = 0(ne2), as n --, m. (5.14) 
Furthermore, 
R:(n) = 0(n-(N+3)‘2), as n + a. (5.15) 
Since a0 = - 2 and h, = 1, we have from (2.16) and (2.17), 
yL -4(a, + tl), n=$+& (5.16) 
Insertion of (5.12) and (5.13) in (5.8) then yields 
+(n + 2) + f -2 + yn-1/2 + (+ + 2a, + 2b,)n-* - (1 + $a, + fbl)yn-3/2]q&2 + 1) 
+[l -yr~-*~~- (5 + 2a, + 2b,)n-’ + (I+ $a1 + $bl)yn-3/2]e,(n) 
= R:(n) - R,(n)r,(n + 1) - R,(n)q&$ (5.17) 
which can also be written as 
A+(n + 1) - [1 - yn-‘/2 - (4 + 2a, + 2b,)n-’ + (1 + $a, + fb,)yn-3/2] A+(n) 
=&C(n) - R,(n)q& + 1) - R,(n)q&), (5.18) 
with Ae_&d = qJn + 1) - q,,(n). For convenience, we introduce the notations 
e(n) = I- yn-‘I2 - (i + 2a, + 2b,)n-’ + (1 + fa, + fb,)yn-3/2 (5.19) 
and 
q(q& + l), q&t), n) =R;E(n) -R,(+,&I + 1) -R&t)q&). (5.20) 
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Equation (5.18) then becomes 
A+(n + 1) - 0(n) A+(n) =q(+(n + I), EN(n), n). (5.21) 
To show that the formal series solution (5.1) is asymptotic, it suffices to prove that (5.1’7), or 
equivalently (5.21), has a solution Q,(IZ) satisfying 
EN(n) = O(n-N/2), as n + 00. (5.22) 
Considering (5.21) as a first-order linear nonhomogeneous equation, one can formally derive 
the equations 
EN(n) = i i ti-‘(i)fl-‘(i + 1) l l l 6-‘( j)q(+( j + 1) 9 dj)9 j), 
i=n j=i 
(5.23) 
where K’(j) = l/@(j), and 
= i-l 
q&+ - c c e(i - l)e(i - 2) l l l e(.i + I)+& + I), e,(i), i), 
i=n j=l 
(5.24) 
where it is understood that 0(i - l)e(i - 2) - - l e( j + 1 j = 1 when j = i - 1. It is easily verified 
that every solution of (5.23) and every solution of (5.24) is a solution of (5.21). Now recall that 
the constant y in (5.1) has two possible values which are given in (2.16). We shall show that 
when Re y < 0, then (5.23) has a solution satisfying (5.22), and that when Re y > 0: then (5.24) 
has such a solution. This will complete our investigation of subnormal solutions. 
In this secticp, we are concerned only with the case Re y < 0. Before proceeding, we first 
record some preliminary results. 
Lemma 1. For positiue integers j 2 i > 1, the function i3( n! in (5.19) satisfies 
eml(i)e-l(i + 1) . . . e-l(j) = e2Y(fi_fi) J- f [l + O(i-‘/‘)], i-+00. (5 025) 
where the O-term is uniform with respect o j. 
Proof. First we recall the well-known asymptotic formulas [12, p.2921 
nilkz-l(-Z)=s -t-O(n'), n+m, z# -1, 
k=l 
and 
n-l 1 
c 
k=l 
k =logn+C+O(n-‘), n+m, 
where l(z) is the Riemann Zeta function and C denotes the Euler constant. Since 
log(l-x)= -x-+2+o(x3), x+0, 
we have from (5.19), 
loge(k) = -yk-l/2- +-* +O(k-3/2), k +00, 
(5.26) 
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Here we have made use of the first equation in (5.16). Upon summation, we obtain 
- ~log8(k)=2y(&vY)+tlog f +O(i-‘I*), i+=, 
0 
(5.27) 
k=i 
for j B i 2 1. The result (5.25) now follows from (5.27) by exponentiation. q 
a2. For ReygO,yfOandNN,wehaue 
i lr 
1 eZy( j -J)j-N/*-l = _ -i-N/*- l/2 i 3 00, 
j=i Y 
+ O(iBN/Z-‘), (5.28) 
1 the Euler-Maclaurin formula [12, p.2811 
f(0) + l l - +f(n) = jnf(Wx + t[f(O) +fWl + jk~~fYx)d~~ (5.29) 
0 0 
where 3,(x-J =x - $ for 0 <X < 1 and is periodic with period 1. Applying this formula to the 
function 
f(x) =e 2~(fi-$)( x + i)-“/2-’ 
and letting n --, - yields 
i eZ~(fi-$)j-N/2-1 = ~zeZ~(fi-$J~-N/Z-l dt + ii-fV/*-l + O(i-N/*-l). 
j=i i 
Integration by parts twice gives 
/ 
Xe*?‘(F-&)t-N/*-l dt = _ _ ’ i-N/2-1/2 + O(i-N/2-1)_ 
i Y 
Coupling the last two results, we obtain the approximation (5.28). 0 
We now return to (5.23), and def me the successive approximants ho(n) = 0 and 
h,+,(n) = i 2 8-l(i)@-‘(i + 1) l - l 0-‘( j)q(h,( j + l), h,(j), j), 
i=n j=i 
for s=O, l,... . In particular, we have 
h,(n) = i e l?-‘(i) - - l V’( j)RE( j), 
i=n j=i 
(5.30) 
(5.31) 
where Rg( j) is given in (5.11). From (5.41, it is readily seen that R,(n) has an asymptotic 
approximation of the form 
R,(n) =cn-N/*-3/* + O(n-fi/*-*), 
where c is some constant whose exact value is immaterial for our purpose. Hence (5.11) gives 
R:(n) = -cn -N/2-3/2 + qn-N/2-2). (5.32) 
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Inserting (5.32) in (5.31), and applying Lemmas 1 and 2, we obtain 
h,(n) = O(nBN/*), 
where use has also been made of (3.16). L& M0 be a positive number such that 
I h,(n) I, I h,(n + 1) I d&,n-N/2. 
In view of (5.14) and Lemma 1, it is possible to choose M so that 
I R,(n) I + ! R,(n) I < Mn-* 
and 
ie-‘(i)e-‘(i+l)***o-‘(j)I,<M t, 
$ 
jaial. 
1 
A combination of (5.30), (5.20) and these estimates yields 
I h,(n) -h,(n) I <MOM2 2 i-l/* i j-N/2-3/2. 
i =)I j=i 
By (3.16), we have 
(5.33) 
16MoM2 
lhdn+l)-hdn+l)l,Ih,(n)-h,(n)l~ N(N+l)nmN/*, 
if n 2 n,(N) for some positive integer n,(N). Using induction, it can be shown that 
16M’ s 
Ih,+l(n + 1) -h,(n + I)!, Ih,,,(n) -h,(n)Id& N(N+ 1) 
[ 1 nvN/*, 
if n an&N), s=O, 1, 2,... . Now we choose N so that 
16M2 
N(N-5 1) < ‘. 
The series 
%@) = c [h,+,(n) -h,(n)] = lim hs+,(n) (5.34) 
s=o S--)30 
is then uniformly convergent in n, and its sum EN(n! satisfies (5.23) and (5.22). 
6, Subnormal solutions: proof, II 
When the constant y in (5.1) has a positive real part, then the series in (5.25) is divergent, 
and hence (5.23) cannot be used to establish the existence of a solution to (5.21) satisfying 
(5.22). In this case, we shall use, instead, (5.24). Define the sequence {h,(n)} of successive 
approximations by h,(n) = 0 and 
h,+,(n) = - C C 6(i - l)e(i - 2) - * * fl(j + l)q(h,(j + I), h,(.i), j), (6 1) . 
i=n j=l 
R Wang, 
e it is understood that 
(i - i)e(i - 2) l - 
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e(i - oeti - 2) 9 8 . e( j + 1) = 1 when j = i - 1. From (5.25), we 
e( j+ l)=eh(@-G) [l +O(j-l/*)1, j+=, (6.2) 
respect to i 2 j + 2. Consequently, it is possible to choose a constant M > 1 such 
. 
e(i- i)e(i-2)- e(j+ 1)I~Me2u(fi-G’ &, 
d 
iaj+l, 
W e o=Rey, 
so holds; cf. (5.15). From (6.1) and (5.201, it then follows that 
< M2 2 es20&i(i _ 1)-‘12 ig eZUfij_N/2-1_ 
i=n j=l 
Using the Euler-Maclaurin formula (5.29), it can be shown that 
for some constant M, > 0. Therefore 
N n -Nj2 9 
i =n 
(6 3) . 
(6 4) . 
-1 (6 3) . 
(6 6) . 
(6 7) . 
for sufficiently large n. By induction the same argument gives 
s+l 
L,(n) -~,(n)k n-N/2 9 
for sufficiently large n. As before, we now choose N > 4M,M2 so that the series 
EN(n) = i [h,+,fn) - kb)] = lim h,+ltn) 
S=O s-r: 
converges uniformly in n, and its sum ~~412) satisfies (5.24) and (5.22). 
The solutions established in this and the previous section depend on the positive integer N. 
Note that both p and Q! have the same values in the two subnormal solutions given in (1.7), 
nhereas the values of y are different (see [2.16‘)). Let y1 and y2 denote the two different values 
of y. Then exp{( y1 - yr)6} + i) as n --) 00 if Re(y, 
does not exist as n --) a~ if Ret y, - y2) = 
- y2) < 0, and the limit of exp{(y, - y2)&) 
0. Using these facts. one can prove that the solutions 
ependent of N, in a manner similar to that given at the end of Section 4. 
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7. The exceptional case: formal theory 
In Section 2, we have shown that upon substituting (1.5) or (1 .lO) in (1.1) and equating 
coefficients of terms with like powers of n, we obtain 
(7 1) . 
Without loss of generality, we shall assume that c0 = 1. When s = 0, (7.1) reduces to the 
characteristic equation (1.3). Throughout this section, it will be assumed that p is the double 
root of (1.3), i.e., (2.16) holds, and that it satisfies (1.6). In view of these, (7.1) reduces to the 
trivial identity 0 = 0 when s = 1, and becomes the indicial equation (1.8) when s = 2. The same 
argument shows that the coefficients of c, and c,_r in (7.1) are zero. Consequently, (7.1) 
becomes 
for s = 3,4,. . . , where q(cr) is the indicial polynomial given by (1.8). In case (ij, q(cx) has two 
distinct zeros (Y 1 and cy2 with Re cy2 r, Re cyr and cy? - cyr # 1,2,. . . . Hence the denominator 
q( a! - s + 2) in (7.2) is not zero for all s = 3, 4, . . . 5 and (l.lOj yields two linearly independent 
formal series solutions to the difference equation (1 .lj. 
We next consider case (ii), i.e., when cy2 - cy, is a positive integer, say p. The recursive 
formula (7.2) for the coefficients breaks down when a! is replaced by (Y? and s =p + 2. Hence 
the preceding argument by case (i) yields only one formal series solution, namely, 
a0 cs 
yl(n) =p"rP x 7, 
s=o n 
(7 3) . 
the coefficients c, being determined by (7.2j with Q! replaced by ar,. In [S, p.2131, Bir’khoff 
presented the second solution in the form 
y2(n) =p” eYfin’[S,(n) -I- (log+,(n)], (7 4) . 
where y, r are some unspecified constants, and 
S,(n) = e dyh-s/2, i = 1, 2; (7 9 . 
s=o 
see also [6, pp. 3,4]. Here we shall show that the second formal series solution in fact has the 
simple form given by (‘1.11) and (1.12), i.e., 
Y2(4 = z(n) + c(lw 4YlW9 (7 6) . 
and 
‘x: d 
z(n) = p”naz C -+, 
s=o n 
(7 7) 
c being a constant. 
86 R. Wang, H. Li / Asymptotic expansions for dt#er2rxe equc tions 
Let A? denote the linear difference operator 
3{y(n)) =y(rt + 2) + a(n)y(n + 1) + b(n)y(n). 
To show that y,(n) formally satisfies (Hi, we shall make use of the expansion 
log(n+~)=iogPz i- “t 
= (-US+* PC I, 
( 1 
- ~= I 2 
9 l 
s=l s n 
Substituting 47.6) and (7.7) in ( 1.1) gives 
P(Y,(@) =2(W) +c(lw nW(y,(n)) 
+cp” i 
s=2 [ 1 
y ‘y (_,lqy 
j=O l=j 
(7 8) . 
(7 9) . , 
(7.10) 
where the Cj are the coefficients of y,(n) in (7.3). In arriving at (7.101, use has also been made 
of the fact that 2p + a0 = 0, and hence that the coefficients of na* - ’ and c,_ 1 are zero. By the 
argument used for case (8, we have 
P[z(n)) =pR c q(a2 --s + 2)d,_ 
s=2 
where, as usual, empty sums are understood to be zero; cf. (7.2). Note that .L?{ y,(n)) = 0. Thus, 
kserting (7.11) in (7.10) and equating coefficients of n -s to zero, we obtain the recursive 
-’ 
d 
S-2 
= 4(cy2--s + 2, j=O 
S+‘22s-j( :I;) +?$ s~l-~j!z’cbs_j]dj, 
for s=3,4 ,..., p+ I, and 
-‘I 
d s-2 = q(a, -s + 2) ~<[p22seJ(~~~) +t($( ~$j)al+bs_j]dj 
s-p-2 s-p-l 
+cc E 
( 
j=O i=j 
. 
+,f: @i-J 
( ) 
1 
k=j k -j “-k]cj 
(7.12) 
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for s=p+3, JI+~,..., where p=cyZ--(xl and 
-1 
c= ~1[p22p+2-J(~~~j) +pp~‘(,~~~~_j)a, 
Pt2Pa, + al - P’r j=() 
+bp+z-j dj* 
1 
(7.14j 
Note that since &I!) vanishes only at a! = cy, and cy = (Ye, the denominators in (7.12) and (7.13) 
are not zero. In arriving at (7.14), we have made use of the fact that c0 = 1 and &x,1 = 0. Also 
note ihat since the coefficient of dP is q(a, j = 0, d,., can be arbitrary constant. *For conve- 
nience, one may choose d, = 1. 
Finally we consider case (iii), in whrch q = a2. Here, as in case (ii), equation (1.10) again 
gives only one formal series solution; cf. (7.3). To show that (1.13) and (1.14) provide a second 
formal series solution, we insert (7.11) in (7.10) with cy2 replaced by (Ye - Q + 2, Since 
A?{ y Jn)} = 0, we obtain 
aI-Q+2-j 
s-j 
s-j 
+PX 
I=0 
cy1 i_fr_:-‘)at + bs_j]dj)n~~-Q+2-s 
+ cpn i ( SC ‘2 s=2 j=O /=j (-:)r;ii[p22'ijrl~j) 
Note that cyI is a repeated root of (1.8). Hence 2pq + a, - p = 0, and the coefficient of nalm2 
in (7.15) is zero. Since the coefficient of nalTQ in (7.15) is not zero, in order to have 
Z’{y,(n)} = 0, the integer Q must be > 3. We shall choose Q to be the smallest integer b 3 
such that 
Equating coefficients of naIeQ to zero now gives 
C = -4(q - Q + W, 
(7.16j 
Qi2:’ (-iQ;*-t 
(7.17) - 
j=O /=j 
+c c 
pip-4~+~3 
j=O l=j 
for S = 3,4,. . . . Without loss of generality, one may take d, = 1. 
8. The exceptional case: proof of expansion (1.10) 
As in Section 5, by writing yin) = p’?(n), it is easily seen that we may assume without loss of 
generality that p = 1 or equiva‘rently a, = -2 and b, = 1; cf. (2.15). From (1.16), it follows that 
al +b, =O. 
Following (3.21, we set 
y(n) = L,\,(n) + E,,(n). 
with 
N-l 
1) + b(n)L,(n) = n*R,(n), 
(8 1) . 
(8 2) . 
(8 3) . 
(8 4) . 
L,(n) = iP c c,ris. 
s-o 
sing (7.21, it is easily verified that 
L,(n + 2) +ci(n)L,(n f 
where 
R,Jn) = 0(naNs2), as n + 0~; 
cf. (3.5). Hence 
EN(n + 2) +a(@E,(n + 1) + b(n)E,(n) = -n*R,(n). 
If we write 
Eh(n) =na+(n), 
then e&z) satisfies the equation 
q,Jn + 2) + a*(n)q,,(n f 1) + b”(n)+(n) = R”(n), 
(8 5) . 
(8 6) l 
(8 7) . 
(8 8) . 
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where 
and 
n-k1 a 
a*(n) = n+2 a(n), ( 1 
b"(n)= 2 ( 1 
a 
bin) 
(8.9) 
(LO) 
R,(n). (8.11 j
Recall that we have assumed p = 1, or equivalently a, = - 2 and b, = 1. Using (8.1), simple 
calculation shows that 
a*(n) = -2 + (2a + a&-’ + R,(n), (8.12) 
b”(n) = 1 - (2a + a&i’ + R,(n), (8.13) 
where 
R,(n), R,(n) = O(n-‘), as n + QQ. (8.14) 
Furthermore, 
R;(n) = 0(nmNA2), as n --) 00. (8.15) 
Inserting (8.12) and (8.13) in (MS), we obtain 
eNin + 2) + [ -2 + (h! +a&+& + 1) i [I - (h! + a&&,,(n) 
=%(n) -R,(n)~,(n + 1) -R,(n)~,(n), (8.16) 
which can be written as 
&(n + 1) - e(n) &(nj = &!(a + l), %!(nj, n), (8.17) 
where 
and 
be&z) =+(n + 1) -EN(n), 
e(n) = 1 - (2a + a&-’ 
(8.18) 
(8.19) 
4(&n + l), %(nj, n) = R:(n) - R,(njE,(n + 1) - R,(n)E,(njo 
To prove (l.lO), it suffices to show that 
(8.20) 
EN(n) = o(n-.N), as n + a_ (3.21) 
By considering (8.17, as a first-order linear nonhomogeneous equation one can formally 
derive the equation 
EN(n) = i 2 8-‘(i)8-‘(i + 1) . . . e-‘( j)t.&( j + l), EN(j)? j). 
i=u j=i 
(8.22) 
It is easily seen that every solution of (8.22) is a solution of (8.17). TO prove that (8.22) has a 
solution which satisfies (8.21), we first prove the following analogue of Lemma 1. 
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Lemma 3. For posititu integers j > i > 1, the ficnction tI( n) in (8.19) satisfies 
. 
@-"(i)@-"(i+l)--- e-'(i)= i 
0 
Za ftl, 
i 
[1+0(P)], csi--,=, 
H&H-e &u G-tear is umjbnn with respect to j. 
(8.23) 
e first recall the well-known asymptotic spy-ioximations 
m-1 
Ck 
‘) 
7T2 1 
-_ =m--- + O(n-‘), as n + a, 
k=l 6 n 
and 
n-l 
Gk -‘=logn+C+O(n-I), as n-m, 
k=I 
where C is the Euler constant; cf. (5.26). Since log(1 -x) = --x + 0(x2) as x + 0, we have 
from (8.191, 
loge(k) = -(&I + a,)k-* + 0(km2), as k + 00. 
Upon summation, we obtain 
i i - c loge(k) = (2a +a,)log - 0 i + O<-;-‘), as i-+00, k=i 
uniformly for j > i. The result in (8.23) now follows by exponentiation. q 
We now return to (8.22), and define the successive approximants h,(n) = 0 and 
h,,,(n)= i &#-1(i)8-1(i+ 1) .=. P(j)q(hJj+ l), h,(j), j), 
i=n j=i 
for s = 0, 1, 2,. . . . When s = 0, we have 
h,(n)= i &rl(i)-- 8-‘(j)Rg(j), 
i=n j=i 
(8.24) 
(8.25) 
where Rz( j) is given in (8.11). From (8.15) and (8.231, it follows that there is a positive constant 
,M, and a positive integer n, such that 
. Re(Za+n,) 
e-l(i)... e-*(j)19M1 i 
0 i 
(8.26) 
and 
for j 3 i 2 n,. Consequently, 
IQn)lgM~~ gi 
i=n j=i 
(8.27) 
(2a+al)s-N-2+Re(2a+a,) 
I 9 (8.28) 
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for all n > n,. Let IV+ 1 > Re(2a + a,) and put M, = 4M,! Choose n,>, n, so that two 
applications of (3.16) to (8.28) give 
Ih,(n + l)l, Ih,(n)k 
MO 
N[N+ 1 -Re(2cu+a,)] 
n-N 
’ 
for all n 2 no. In view of (8.14), the constant M, and the integer n, in (8.26) and (8.27) may be 
chosen so that 
IR,(j)l+IR,(j)l~M,j-2, forailjan,. 
Induction then shows that 
for s = 1, 2, . . . , and for a!1 n 2 n,. As long as N[ N + l- Relh + a,)] > M,, the series 
ENtn) = i [h,+,(n) -h,(n)] = lim h,+,(n) 
s=o Sd=J 
is uniformly convergent in n; its sum EN(n) satisfies (8.22) and (8.21). 
For each zero a! of the indicial polynomial (1.8), the above construction provides a solution 
to (8.22) and hence a solution to (8.17). Since in the present case (1.8) has two distinct zeros ar, 
and cy2, this establishes the existence of two asymptotic solutions to (l.l), both of the form 
(1.10). That the solutions are independent of N can be established in the same manner as that 
given at the end of Section 4. 
9. The exceptional case: proof of (1.111, (1.12) 
Let y,(n) be the solution of (1.1) which has the asymptotic expansion (7.3). As in the 
previous case, we may assume without loss of generality that p = 1, or equivalently a, = - 2 
and 6, = 1. Set 
N-l 
y*(n) = C dsnazvs + EN(Z) + c(10g n)y,(n), (9 ) .l 
s=o 
where the constant c and the coefficients d, are given by (7.12)-(7.14); cf. (1.11) and (1.12). 
Applying the difference operator defined in (7.8) to both sides of (9.1), we obtain 
+p(E,(n)) + C~((b n>y~(n)). 
Straightforward but tedious computations show that 
(9 2) . 
+ O(na2-N-‘2); (9 3) . 
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see (7.11). it also gives 
Y((log n)Y 0)) 
+ O( &-Q-h’-‘), (9 4) . 
for NZa, - a1 + 1; see (7.10). Upon substitution of (9.4) and (9.3) in (9.2), it follows that y,(n) 
is a solution of ( 1.1) if and only if EN(n) satisfies the equation 
~(&I( n)I 
+ 0(ppz-N-2)_ (9 5) . 
In view of the recurrence equations for d, given in (7.12kt7.14) with p = 1, the above two 
series over s cancel out, and (9.5) reduces to 
E,(n + 2) +a(n)EJn + 1) + b(n)E,(n) = O(naz-N-2), (9 6) . 
which is exactly of the form (8.6) with a = a2. Hence the existence of a solution to (9.6) 
satisfying 
E.,J n) = 0( n*z-“) (9 7) . 
is guaranteed by the construction provided in Section 8. That the solution y,(n) to (1.1) is 
independent of N can be demonstrated in a manner similar to thtipl given in Section 4. 
10. The exceptional case: proof of (1.131, (1.14) 
The analysis in this case proceeds in a manner similar to that given in Section 9. Instead of 
(9.0, we now set 
N-l 
y2(n) = c d,naI-Qf2-S + EN(n) i- C(lOg n)yl(n), (10.1) 
s=o 
where the exponent Q is determined by (7.16), and where the constant c and the coefficients 
d, are given by (7.17) and (7.18). Applying the difference operator L? to both sides of (10.1) 
gives 
p(Y2(fl)) =p N~1dsna~~Q’2-s\ -C?(EN(n)) -I- CT[(lOg n)yl(n)). (10.2) 
s=o I 
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By straightforward calculation, we obtain, as in (9.3) and (9.4), 
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N-l 
2 c d,pl--Q+2--s 
s=O 
and 
+ O(n q-0-N ) (10.3) 
p((lOg n)Yi(n)) 
+O(n . q--Q-N 1 (10.4) 
Since a0 = - 2 (see the second sentence in Section 9), the coefficient of c,_ 1 in (10.4) is zero. 
Thus, upon re-indexing tlie summation over s, (3 0.4) becomes 
T((log n)%(n)) 
~~~‘~~~~ bs+Q--2-j( gl y!) 
- 
+O(n . al-Q-N ) (10.5) 
Inserting (10.3) and (10.5) in (10.2), and making use of the recurrence equation (7.18) with 
p = 1, we obtain 
_%$5(1r)) =2(&(n)) + o(na’-Q-N). 
Consequently, for y,(n) to be a solution of (l.l), it is necessary and sufficient that E,(n) 
satisfies 
EN(n + 2) + a(n)E,(n + 1) i- b(n)E,(n) = o(nalvQmN). (10.6) 
A solution to (10.6) satisfying 
E,(n) = 0(nal-Q+2-N) (10.7) 
can be constructed again by the method given in Section 8. Again, the independence of N of 
the solution y,(n) to (1.1) can be established by the method of Section 4. 
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