We prove the log-Brunn-Minkowski conjecture for convex bodies with symmetries to n independent hyperplanes, and discuss the equality case and the uniqueness of the solution of the related case of the logarithmic Minkowski problem. We also clarify a small gap in the known argument classifying the equality case of the log-Brunn-Minkowski conjecture for unconditional convex bodies. *
Introduction
The classical Brunn-Minkowski inequality and the so called Minkowski problem form the core of various areas in fully nonlinear partial differential equations, probability, additive combinatorics and convex geometry (see Schneider [85] , Trudinger, X.-J. Wang [89] and Tao, Vu [88] ). For recent related work in the theory of valuations, algorithmic theory and the Gaussian setting, see say Jochemko, Sanyal [51] , Kane [52] , Gardner, Gronchi [38] and Gardner, Zvavitch [39] . Extending it, the rapidly developing new L p -Brunn-Minkowski theory initiated by Lutwak [69] , have become main research areas in modern convex geometry and geometric analysis.
The classical Minkowski's existence theorem due to Minkowski and Aleksandrov describes the so called surface area measure S K of a convex body K (the case p = 1) where the regularity of the solution is well investigated by Nirenberg [76] , Cheng and Yau [23] , Pogorelov [78] and Caffarelli [16] . After the first major results about the L p -Brunn-Minkowski inequality and L p -Minkowski problem for a range of p by Firey [35] , Lutwak [69] , Chou, Wang [24] and Hug, Lutwak, Yang, Zhang [47] , the recent papers Kolesnikov, Milman [62] , Bianchi, Böröczky, Colesanti, Yang [5] Chen, Huang, Li [20] , Ivaki [49] present new developments.
The cone volume measure or L 0 surface area measure V K on S n−1 , originating from the paper Gromov and Milman [40] , has become an indispensable tool in the last decades (see say Barthe, Guédon, Mendelson, Naor [4] , Naor [74] , Paouris, Werner [77] , Böröczky, Henk [9] ). If a convex body K contains the origin, then its cone volume measure is dV K = 1 n h K dS K where h K is the support function of K and the total measure is the volume of K. In particular, the corresponding Monge-Ampère equation on the sphere is h det(∇ 2 h + h Id) = nf.
(1)
Following partial results by Chou, Wang [24] , B. He, G. Leng, K. Li [42] , M. Henk, A. Schürman, J.M. Wills [44] , Stancu [86] , Xiong [92] the paper Böröczky, Lutwak, Yang, Zhang [12] characterized even cone volume measures by the so called subspace concentration condition. However, the characterization of the cone volume measure of non-origin symmetric convex bodies is wide open. While Chen, Li, Zhu [21] have recently verified that the subspace concentration condition is sufficient to ensure that a measure on S n−1 is a cone volume measure, not even a meaningful conjecture is known about the right necessary conditions. All what is known concerning characterization is that Böröczky, Hegedűs [8] characterized the restriction of a cone volume measure to an antipodal pair of points.
In order to characterize uniqueness of an even cone volume measure, Böröczky, Lutwak, Yang, Zhang [11] proposed the logarithmic Brunn-Minkowski conjecture Conjecture 1 in the even case. First we recall the Brunn-Minkowski inequality, which states that for every pair of convex bodies K and L in R n , and for every λ ∈ (0, 1), one has
with equality if and if K and L are homothetic (i.e. L = γK + x for γ > 0, x ∈ R n ); or, equivalently
with equality if and only if K and L are translates. See Gardner [36] or Schneider [85] for more details. Analytically, the Brunn-Minkowski inequality has numerous realizations as a Poincare-type inequality (see, e.g. Colesanti [25] , Colesanti, Hug, Saorin-Gomez [28] , Colesanti, Livshyts, Marsiglietti [26] , Kolesnikov, Milman [60] ), which approach also led to its strenthening by Figalli, Maggi, Pratelli [33] and Figalli, Jerison [34] . If the shapes of K and L are substantially different, then the Brunn-Minkowski inequality may provide a really bad estimate, which may be insufficient for certain applications. Below we describe a few conjectures robustly strengthening the Brunn-Minkowski inequality.
For λ ∈ (0, 1), the geometric mean of the origin symmetric convex bodies K and L is (4) where ·, · is the standard scalar product in R n . The following possible strengthening of the Brunn-Minkowski inequality is widely known as log-Brunn-Minkowski conjecture (see Böröczky, Lutwak, Yang, Zhang [11] for the origin symmetric case).
Conjecture 1 (log-Brunn-Minkowski Conjecture). For any pair K and L of convex bodies in R n , there exist z K ∈ int K and z L ∈ int L such that for any λ ∈ (0, 1), we have
where z K = z L = o if K and L are origin symmetric. In addition, equality holds if and only if K = K 1 + . . . + K m and L = L 1 + . . . + L m for compact convex sets K 1 , . . . , K m , L 1 , . . . , L m of dimension at least one where m i=1 dim K i = n and K i and L i are homothetic, i = 1, . . . , m.
We note that the choice of the right translates is important in Conjecture 1 according to the examples by Nayar, Tkocz [75] .
Conjecture 1 was verified in the plane R 2 by Xi, Leng [91] , z K and z L depend both on K and L. However, one would conjecture that z K and z L can be chosen to be the centroid of K and L, but this stronger conjecture is open even in the plane.
In the origin symmetric case, equivalent formulation of Conjecture 1 is the log-Minkowski conjecture according to Boroczky, Lutwak, Yang, Zhang [11] .
Conjecture 2 (Log-Minkowski conjecture). If K and L are origin symmetric convex bodies in R n , n ≥ 2, then
with equality as in Conjecture 1.
The argument in [12] yields that for o-symmetric convex bodies with smooth boundary, uniqueness of the cone volume measure is equivalent to the log-Minkowski conjecture (see Section 6) . In particular, uniqueness of the cone volume measure of o-symmetric convex bodies with C ∞ + boundary implies the log-Brunn-Minkowski and log-Minkowski conjectures (without the characterization of equality) for any o-symmetric convex bodies.
Let us summarize what is known about the Log-Brunn-Minkowski Conjecture 1 and Log-Minkowski Conjecture 2. Concerning planar bodies, Boroczky, Lutwak, Yang, Zhang [11] verified both conjectures in origin symmetric case, and Xi, Leng [91] proved Conjecture 1 in full generality. Turning to higher dimensions, besides the cases of unconditional convex bodies (see below) and complex bodies by Rotem [82] , these conjectures are proved when K is closed to be an ellipsoid in the sense of Hausdorff metric by a combination of the local estimates by Kolesnikov, Milman [62] and the use of the continuity method in PDE by Chen, Huang, Li [20] . Another even more recent proof of this result based on Alexandrov's approach of considering the Hilbert-Brunn-Minkowski operator for polytopes and [62] is due to Putterman [81] .
We say that a set X ⊂ R n is invariant under A ∈ GL(n), if AX = X. Recall, a set X is unconditional with respect to a fixed orthonormal basis e 1 , . . . , e n of R n if it is symmetric through each coordinate hyperplane e ⊥ i . We will use the symbol ⊕ instead of + between sets, when the sets lie into orthogonal components of R n .
The Log-Brunn-Minkowski Conjecture 1 and Log-Minkowski Conjecture 2 were verified for unconditional convex bodies (in a slightly stronger form for coordinatewise products, see the Appendix Section 7) by several authors like Bollobas, Leader [6] and Cordero-Erausquin, Fradelizi, Maurey [29] even before the log-Brunn-Minkowski conjecture was stated, and the equality case was described by Saroglou [83] . Actually, the paper [83] contains a small gap concerning the equality case, and we clarify the argument in the Appendix Section 7.
Theorem 1 (Bollobas-Leader, Cordero-Erausquin-Fradelizi-Maurey, Saroglou). If K and L are unconditional convex bodies in R n with respect to the same orthonormal basis and λ ∈ (0, 1), then
In addition, equality holds if and only if K = K 1 ⊕ . . . ⊕ K m and L = L 1 ⊕ . . . ⊕ L m for unconditional compact convex sets K 1 , . . . , K m , L 1 , . . . , L m of dimension at least one where K i and L i are dilates, i = 1, . . . , m.
In this paper we show the log-Brunn-Minkowski Conjecture for pairs of bodies that have a more general symmetry assumption than unconditional. This is when K and L are invariant under A 1 , ..., A n ∈ GL(n) which acts identicaly into some (n − 1)-dimensional linear subspaces
Equivalently, A ∈ GL(n) is a linear reflection if and only if Ax = x for x in a (n − 1)dimensional linear subspace H, A = Id n and A 2 = Id n (see Davis [30] , Humphreys [48] , Vinberg [90] ). We observe that a linear reflection A ∈ GL(n) is a classical "orthogonal" reflection if and only if A ∈ O(n).
Note that the symmetry assumption on K and L in Theorem 1 is that for a fixed orthonormal basis e 1 , · · · , e n , both K and L are invariant under the orthogonal reflections through e ⊥ 1 , . . . , e ⊥ n . Theorem 2. Let λ ∈ (0, 1). If A 1 , . . . , A n are linear reflections such that H 1 ∩ . . . ∩ H n = {o} holds for the associated hyperplanes H 1 , . . . , H n , and the convex bodies K and L are invariant under A 1 , . . . , A n , then
In addition, equality holds if and only if K = K 1 + . . . + K m and L = L 1 + . . . + L m for compact convex sets K 1 , . . . , K m , L 1 , . . . , L m of dimension at least one and invariant under A 1 , . . . , A n where m i=1 dim K i = n and K i and L i are homothetic, i = 1, . . . , m. The type of symmetry as in Theorem 2 has already occured in Barthe and Fradelizi [3] , who proved the Mahler conjecture under the same symmetry assumptions, and in Barthe, Cordero-Erausquin [2] , who bounded the isotropic constant. This project also builds on the approach of [3] .
Let us list various consequences of Theorem 2. We observe that Theorem 2 settles the log-Brunn-Minkowski conjecture for convex bodies invariant under the symmetry group of a regular polytope. Corollary 1. Let λ ∈ (0, 1). If G is the group of symmetries of a regular polytope P centered at the origin o in R n , and the convex bodies K and L are invariant under G,
According to Boroczky, Lutwak, Yang, Zhang [11] , the L 0 -sum is invariant under linear tranfromations (see also (22) in Section 4). Thus for any subgroup G ⊂ GL(n, R), if K and L are convex bodies containing the origin in their interior and invariant under G, then the same holds for (1 − λ) · K + 0 λ · L for any λ ∈ (0, 1). Therefore, Theorem 2 and the method of [11] imply the following (see Theorem 10 in Section 6).
Theorem 3. Let λ ∈ (0, 1). If A 1 , . . . , A n are linear reflections such that H 1 ∩ . . . ∩ H n = {o} holds for the associated hyperplanes H 1 , . . . , H n , and the convex bodies K and L are invariant under A 1 , . . . , A n , then
with equality as in Theorem 2.
Remark If in addition, V (K) = V (L) in Theorem 3, then
Via the method of Saroglou [84] (see Section 5), we obtain the analogue of Theorem 2 for the Gaussian measure γ where dγ( 
Remark Actually, Theorem 4 holds for any log-concave measure with rotationally symmetric density in place of the Gaussian density (see Theorem 9 in Section 5).
Theorem 2 together with Proposition 1 in Livshyts, Marsiglietti, Nayar, Zvavitch [67] immediately imply the following concerning the conjecture of Gardner, Zvavitch [39] (see also Kolesnikov, Livshyts [59] for recent partial results concerning the Gardner-Zvavitch conjecture).
Theorem 5. Let λ ∈ (0, 1). If H 1 ∩ . . . ∩ H n = {o} holds for the linear hyperplanes H 1 , . . . , H n , and the convex bodies K and L are invariant under the orthogonal reflections through H 1 , . . . , H n , then
Concerning uniqueness of cone-volume measure, we have the following statement resulting from Theorem 3 and the method of Böröczky, Lutwak, Yang, Zhang [11] that was dealing with o-symmetric convex bodies (see Section 6). Theorem 6. Let A 1 , . . . , A n be linear reflections such that H 1 ∩ . . . ∩ H n = {o} holds for the associated hyperplanes H 1 , . . . , H n . For convex bodies K and L are invariant under A 1 , . . . , A n , we have V K = V L if and only if V (K) = V (L) and K = K 1 + . . . + K m and L = L 1 + . . . + L m for compact convex sets K 1 , . . . , K m , L 1 , . . . , L m of dimension at least one and invariant under A 1 , . . . , A n where m i=1 dim K i = n and K i and L i are homothetic, i = 1, . . . , m.
According to Chen, Li, Zhu [21] , for general convex bodies, no analogue of Theorem 6 can be expected, fow example, V K = V L may hold for two non-homothetic convex bodies K and L with smooth boundary.
Concerning the organization of the paper, after some preparation, we prove our main result Theorem 2 in Section 4. Out of the consequences of Theorem 2, Section 5 discusses Theorem 4, and its more general version Theorem 9. In addition, Theorem 3 and Theorem 6 are verified in Section 6. Finally, we discuss the proof of Theorem 1 and the small correction in the argument characterizing the equality case in the Appendix Section 7.
Preliminaries
In this section, we collect some definitions and we give a proof of a known fact about regular polytopes which it will be used later.
In Euclidean n-space we denote by ·, · the standard inner product, by | · | the Euclidean norm, by V (·) the volume (Lebesgue measure) and by H k the k-dimensional Hausdorff measure. We denote by B n 2 and S n−1 the Euclidean unit ball and sphere in R n respectively. A subset K in R n we denote with ∂K and relintK the relative boundary and the relative interior respectively.
The support function h K : R n → R of a compact convex set K in R n is defined, for x ∈ R n , by
Note that support functions are positively homogeneous of degree one and subadditive. A boundary point x ∈ ∂K is said to have a unit outer normal (vector) u ∈ S n−1 provided
A point x ∈ ∂K is called smooth boundary point if the unit outer normal is unique. We denote by ∂ ′ K the set of all smooth boundary points. It is well known that the set of all non-smooth points of a convex body has H n−1 -measure equal to 0.
The spherical image map
send every smooth boundary point to its unique outer unit normal. For any n independent vectors u 1 , · · · , u n ∈ R n \ 0, the convex cone C generated by their positive hull
is called simplicial convex cone with apex the origin. We demote by C * the positive polar
and the walls of C are the linear subspaces
For i = 1, · · · , n, let x i ∈ S n−1 be an exterior normal to F i , namely x i , u j = 0 for i = j and x i , u i < 0 . It follows that
Note that the orthogonal reflection
We denote the group of linear isometries of R n by O(R n ) = O(n). For a convex body K ⊆ R n , we denote the group of symmetries of K; namely, the group of linear isometries of K by
A flag of an n-dimensional polytope P is a n-tuple F = (F 0 , . . . , F n−1 ) where F i is i-dimensional face of P and F i ⊆ F i+1 , i = 0, . . . , n − 1. A polytope P is called regular polytope if O(P ) acts transitively on its flags. This is, for every two flags F 1 ,
A chamber ∆ of a polytope P on a flag F = (F 0 , . . . , F n−1 ) is the simplex
where with c(·) we denote the centroid, where for a k-dimensional compact convex set F ⊂ R n is defined by
Note that any convex set has its centroid in its relative interior. Also, it follows from induction on the dimension that a regular polytope P can be written as
where ∆ i , i ∈ I are the chambers of P , and in addition, int∆ i ∩ int∆ j = ∅ for i = j. Note that the symmetry group of a regular polytope O(P ) acts transitively on its chambers, since any isometry of P sends a centroid of a face to the centroid of some congruent face.
Proposition 1. Let P be an n-dimensional regular polytope in R n and ∆ be a chamber of P . The following hold true:
(i) If W 0 , · · · , W n−1 are the walls (the affine hull of facets of ∆ that contain the centroid of P ) of ∆, then
where
Proof. (i) We use induction on the dimension. In the plane, we can see that the symmetry group of a m-gon, m ≥ 3, is generated by the two reflection through the walls of any chamber. Now in dimension n, we denote with F = (F 0 , · · · , F n−1 ) the flag of P corresponds to the chamber ∆ and we label with W 0 , · · · , W n−1 the walls of ∆ so that W i does not contain the centroid c(F i ) of F i . We denote by
We also write S ∆ ′ for the group generated by the orthogonal reflections through the walls of the chamber ∆ ′ .
We observe that S ∆ ⊂ O(P ) follows from the construction of regular polytopes.
The other inclusion, S ∆ ⊃ O(P ), follows from the following two Steps.
Step 1. If L 1 , L 2 are two flags of the (regular polytope) facet F n−1 then there is g ∈ S ∆ such that gL 1 = L 2 and gF n−1 = F n−1 :
The facet F n−1 is a (n−1)−dimensional regular polytope and ∆∩F n−1 is a chamber on it. By induction hypothesis,
Now g ′ is the composition of some reflections as above and we condider g ∈ S ∆ from g ′ by replacing each
for x ∈ F n−1 , i = 1, · · · , n − 2. This implies that gL 1 = L 2 and gF n−1 = F n−1 .
Step 2. If G n−1 is a facet of P then there is g ∈ S ∆ such that gF n−1 = G n−1 :
There is a sequence N i of facets of P such that F n−1 = N 0 , · · · , N m = G n−1 and N i ∩ N i+1 is a (n − 2)-face of P , i = 0, · · · , m − 1. From that we can find another
i are on the same facet N i (the corresponding flags have last term the facet N i ) and ∆ ′ i , ∆ i+1 share a common facet (the j-faces of the flags corresponding to ∆ ′ i , ∆ i+1 coincide for j = 1. · · · , n − 2). We notice that Step 1 also shows that there
Both follows from the property, for every chamber ∆ and every g ∈ S ∆ ,
since (10), we repeat W 0 , · · · , W n−1 are the walls of ∆ and so gW 0 , · · · , gW n−1 are the walls of g∆. We observe,
for any i = 1, · · · , n − 1. This implies S g∆ ⊂ S ∆ . By symmetry, we have S ∆ ⊂ S g∆ , as well.
Step 3. We take g ∈ O(P ) and denote by G = (G 0 , · · · , G n−1 ) the flag of P which gF = G. From Step 2 there is g 1 ∈ S ∆ such that g 1 G n−1 = F n−1 . Hence g 1 G = (g 1 G 0 , · · · , g 1 G n−1 , F n−1 ). From Step 1 there is g 2 ∈ S ∆ such that g 2 g 1 G = (F 1 , · · · , F n−1 ) = F . Now, since S ∆ ⊂ O(P ) we have that g and (g 1 g 2 ) −1 belongs to O(P ) and send the flag F to the flag G. This implies g(c(F i )) = (g 1 g 2 ) −1 (c(F i )) and so g(x) = (g 1 g 2 ) −1 (x) for x ∈ ∆. Last, ∆ has non empty interior, so from the linearity of g and (g 1 g 2 ) −1 we have that g = (g 1 g 2 ) −1 ∈ S ∆ .
(ii) We denote with u := c(P ) the centroid of P . We write F = (F 0 , · · · , F n−1 ) the flag corresponds ot ∆. Since g ∈ O(P ), g∆ is a chamber of P which correspond to the flag F = (gF 0 , · · · , gF n−1 (11) implies that the relative interiors of ∆ ∩ F n−1 and g∆ ∩ gF n−1 are not empty and hence the same holds true for the relative interiors of F n−1 and gF n−1 . Since gF n−1 is a facet of P we conclude to F n−1 = gF n−1 =: F . It is enough to show,
because on the one hand, induction hypothesis on the dimension implies F ∩ ∆ = F ∩ g∆ and on the other hand, ∆ and g∆ is the convex hull of n + 1 points where they have common point the centroid u of P and the rest points belongs to F . Both give ∆ = g∆. To show (12) we assume that the intersection is empty. From that there is an (n − 2) dimensional hyperplane H in affF where it separates the relative interiors of F ∩ ∆ and F ∩ g∆. We consider the hyperplaneH = affconv{u, H} in R n . We can write ∆ = conv{u, F ∩ ∆} and g∆ = conv{u, F ∩ g∆}. ThereforeH separates ∆ and g∆ so int∆ ∩ intg∆ = ∅ which is contradiction.
(iii) We can assume that P is a centered regular polytope. We need to show x, y ≥ 0 for x, y ∈ ∆. In dimension two we can see that it is true for any m-gon, m ≥ 3 and any chamber of it. Again we write F = (F 0 , · · · , F n−1 ) the flag corresponds to the chamber ∆. We consider the (n−1)-dimensional subspace M = aff(F n−1 )−c(F n−1 ). We observe that M ⊥ c(F n−1 ) which follows from the fact that the P is a centered regular polytope and so the distance d(0, F n−1 ) = |c(F n−1 )|. Then the orthogonal projection P M (F n−1 ) of F n−1 onto M is a centered (n − 1)-dimensional regular polytope. By induction hypothesis we have x, y ≥ 0 for x, y ∈ P M (∆). Consider,
We observe that, ∆ ⊆ T . Again, since c(F n−1 ) ⊥ M we have x, y ≥ 0 for x, y ∈ T and this conclude the proof.
Suitable cone for convex bodies with symmetries
The goal of this chapter is to prove the following statement:
Proposition 2. If K be a convex body invariant under the orthogonal reflections A 1 , . . . , A n and H 1 ∩ . . . ∩ H n = {o} holds for the associated hyperplanes H 1 , . . . , H n , then there exist a simplicial convex cone C such that:
the group of transformations generated by the orthogonal reflections through the walls
The proof of Proposition 2 is based on the following Proposition 3 by Barthe and Fradelizi.
Given isometries g l ∈ O(R n l ), l = 1, · · · , k, we consider the isometry g 1 × · · · × g k defined on R n 1 × · · · × R n k by
For subgroups G l ⊆ O(R n l ), l = 1, · · · , k, we define the direct product as a subset of O(R n ), n = l n l , by the formula
For a group G that acts on R n , we denote by Fix(G) = {x ∈ R n : gx = x for all g ∈ G} the set of points which are fixed by the whole group. Also, for a compact set K in R n , we set R(K) = {id R n } if K has no symmetry that is an orthogonal reflection through a hyperplane, and set R(K) to be the closure (in O(R n )) of the group of orthogonal transformations generated by the orthogonal reflections that are symmetries of K. 
Note that,
Lemma 1. Let K and P α , α = 1, · · · , k be as in the Proposition 3. Fix a chamber ∆ α of P α , α = 1, · · · , k, and consider the simplicial convex cone C = pos(∆ 1 ⊕ · · · ⊕ ∆ k ). If G := O(P 1 ) × · · · × O(P k ) and H is the group generated from the orthogonal reflections through the walls of C, then we have (i) G = H;
(ii) ∪{gC : g ∈ H} = R n , and hence intC = ∅;
(iii) if intgC ∩ intC = ∅ for a g ∈ H, then gC = C;
(iv) x, y ≥ 0 for x, y ∈ C.
Proof. (i) For α = 1, · · · , k, denote C α = pos∆ α and d α = dimE α . Write C α = pos{e α,1 , · · · , e α,dα } and C = pos ∪ k α=1 {e α,1 , · · · , e α,dα }. Let u α,i ∈ S n−1 ∩ E α be exterior unit normal vector to the wall pos{e α,1 , · · · , e α,dα } \ {e α,i } of C α , namely u α,i , e α,j = 0 for i = j and u α,i , e α,i < 0. Obviously, walls of C are u ⊥ α,i , α = 1, · · · , k, i = 1, · · · , d α , since the chambers lies into orthogonal components of R n . Denote A a reflection through the hyperplane u ⊥ α,i . On the one hand, A(P α ) = P α and on the other hand, for β = α, A(P β ) = P β , since P β ⊆ u ⊥ α,i . Therefore, the reflections through the walls of C belongs to G, thus H ⊆ G. For the other inclusion, take g = (g 1 , · · · , g k ) ∈ G. Proposition 1 (i) implies, g α belongs to the group genereted from reflections through the walls of C α . So, (1, · · · , g α , · · · , 1) ∈ H. Then g ∈ H.
. Therefore for g = (g 1 , . . . , g k ) ∈ G we have x ∈ gC and from (i), g ∈ H.
(iv) This follows from Proposition 1(iii) and the fact that the chambers ∆ α lies into orthogonal components E α of R n .
Lemma 2. Let K be a convex body in R n . Assume that there is a simplicial convex cone C with apex the origin such that K is invariant with respect to the orthogonal reflections through the walls of C. Then for x ∈ ∂ ′ K ∩ C we have ν K (x) ∈ C.
Proof. As in (8) and (9), we write the cone C as C = pos{u 1 , . . . , u n } and C = {z ∈ R n : z, x j ≤ 0, j = 1, . . . , n} for independent u 1 , . . . , u n ∈ S n−1 and x 1 , . . . , x n ∈ S n−1 satisfying x j , u i = 0 for j = i and x j , u j < 0 for j = 1, . . . , n. For x ∈ ∂ ′ K ∩ C and j ∈ {1, · · · , n}, we show that
From convexity, K is contained to the halfspace
From hypothesis, K is symmetric with respect to the wall W j := lin{u 1 , · · · , u n } \ {u j } of C, so Ref W j (x) ∈ K and therefore
This implies,
We notice that the vector Ref W j (ν K (x)) − ν K (x) is perpendicular to W j and therefore to any u i with i = j, so since λ j ≥ 0 (15) becomes,
and therefore
The vectors Ref W j (u j ) − u j and x j are perpendicular to the hyperplane W j and also we have
Substituting this to (16) we conclude to ν K (x), x j ≤ 0, which implies ν K (x) ∈ C since j was arbitrary.
Lemma 3. Let K be a convex body in R n . Assume that there is a simplicial convex cone C with apex the origin such that x, y ≥ 0 for every x, y ∈ C and K is invariant with respect to the orthogonal reflections through the walls of C. Let Φ ∈ GL(n) such that ΦC = R n + . Then the unconditional setK defined byK ∩ R n + = Φ(K ∩ C) is unconditional convex body.
Proof. To show the convexity ofK, we claim that it is enough to show,
This is enough, because it implies
for any z = (z 1 , · · · , z n ) ∈ ∂ ′ Φ(K) ∩ R n + . The inclusion (18) holds also true for any z ∈ Φ(K) ∩ R n + since any convex body can be written as the intersection of supporting halfspaces corresponds to smooth boundary points. Therefore, from the definition ofK, we have n i=1 [− | z i |, | z i |] ⊆K for any z ∈K ∩ R n + . Now, for x, y ∈K and λ ∈ (0, 1), the vectors (|x 1 |, · · · , |x n |), (|y 1 |, · · · , |y n |) belong to the convex setK ∩ R n + = Φ(K) ∩ R n + , so their convex combination as well, hence
⊆K Now to show (17), on the one hand, we claim
For this, we consider the positive polar C * = {x : x, y ≥ 0 for each y ∈ C}, which satisfies C ⊂ C * by the condition on C. Therefore
On the other hand, for x ∈ ∂ ′ K we have Φ −t ν K (x) is the exterior normal at Φ(x) ∈ ∂ ′ (ΦK), namely
To see that, one can see,
which implies (21) . Now, since K is invariant with respect to the orthogonal reflections through the walls of C, for x ∈ ∂ ′ K ∩ C, Lemma 2 implies ν K (x) ∈ C. Last, together with (19) and (21) we have ν Φ(K) (Φ(x)) ∈ R n + for x ∈ ∂ ′ K ∩ C. Now we are ready to give the proof of Proposition 2
Proof of Proposition 2. Since FixR(K) = {o}, Proposition 3 gives a orthogonal decomposition of R n = E 1 ⊕ · · · ⊕ E k and regular polytopes P α ⊆ E α , α = 1, · · · , k such that
We pick a chamber ∆ i of P i and then we consider the simplicial cone C = pos(∆ 1 ⊕ · · · ⊕ ∆ k ).
We denote by
the group of transformations generated by the orthogonal reflections through the walls W i of C. Proposition 2 (i) comes from
where the equality is Lemma 1 (i) and the last inclusion is obvious. Now, Proposition 2 (ii) follows from (ii) and (iii) of Lemma 1. Last, from Lemma 1 (iv) we have x, y ≥ 0 for x, y ∈ C. Together with (i) of Proposition 2, we can apply Lemma 3 and we have Proposition 2 (iii).
Log-Brunn-Minkowski inequality for convex bodies with symmetries
We note that the logarithmic sum is linear invariant; namely, if Φ ∈ GL(n, R), then
This is based on the fact, h Φ(K) (u) = h K (Φ t (u)). Therefore if K and L are two convex bodies in R n unvariant under G ⊆ O(R n ), then (1 − λ) · K + 0 λ · L is invariant under G.
Theorem 7. Let λ ∈ (0, 1). If A 1 , . . . , A n are orthogonal reflections such that H 1 ∩ . . . ∩ H n = {o} holds for the associated hyperplanes H 1 , . . . , H n , and the convex bodies K and L are invariant under A 1 , . . . , A n , then
In addition, equality hold if and only if K and L are dilates or K = K 1 ⊕ · · · ⊕ K m and L = L 1 ⊕ · · · ⊕ L m for compact convex sets K i , L i invariant under A i , K i = c i L i for some positive real numbers c i ,i = 1, · · · , m and they have dimension at least one and m i=1 dimK i = n. Proof. From Proposition 2 there is a simplicial convex cone C, a group H and some g 1 , · · · , g l ∈ H with the properties (i)(ii)(iii) for both K and L. Let Φ ∈ GL(n) with Φ(C) = R n + . From the linearity of the logaritmic sum and Proposition 2(ii),
where g i ∈ H. From (i) of Proposition 2, K and L are unvariant under H, so the L 0 -sum of K and L is invariant under H as well, therefore, i = 1, · · · , l
LetK andL the unconditionals sets defined byK ∩R n + = Φ(K ∩C) andL∩R n + = Φ(L∩C) respectively. Proposition 2(iii) implies thatK andL are unconditional convex bodies.
We claim
To see this, set
Observe that Φ(A) = B. This comes from the facts, h Φ(K) (u) = hK(u) for u ∈ R n + , h ΦK (Φ −t u) = h K (u) for u ∈ S n−1 , the same for L and Φ t u ∈ C for u ∈ R n + . The convex bodies K and L are invariant under the reflections through the walls of C and K and L under the reflections through the coordinates hyperplanes as well, so
and this shows (26) . From (24) , (25) , (26) and Logarithmic Brunn Minkowski inequality for unconditional convex bodies,
Assume that K and L satisfy equality in (23) . From (27) equality hold true for the unconditionals convex bodiesK andL. Therefore, Theorem 1 implies that, eitherK = λL for some λ > 0 orK =K 1 ⊕ · · · ⊕K m andL =L 1 ⊕ · · · ⊕L m , whereK β andL β are unconditionals convex sets,K β = c iLβ for some c β > 0, β = 1, · · · , m. The first case implies that K and L are dilates as well, since
For the other case, let us repeat the notation that we used in the proof of Theorem 2. We wrote R n = ⊕ k α=1 E α , we denote ∆ α a chamber of the regular polytope P α ⊂ E α and C = ⊕ k α=1 C α the simplicial convex cone with components C α = pos∆ α . Let also denote byĒ β = linK β , β = 1, · · · , m and obviously R n = ⊕ m β=1Ē β . We claim that eachĒ β , is the direct sum of some E α , namelȳ
for some I β ⊆ {1, · · · , k}. Suppose that it is not true. This means that there are β ∈ {1, · · · , m} and α ∈ {1, · · · , k} such that
We take a unit outer normal vector u toK β at x ∈ ∂K β ∩relintĒ β,+ . Set,K 0 = ⊕ m i=1,i =βK i andĒ 0 = linK 0 . We take y ∈ relint(K 0 ) ∩ intĒ 0,+ . Then, u is unit outer normal toK at
x + y ∈ ∂K ∩ intR n + . By the second observation in Lemma 3, Φ t u is outer normal to K at Φ −1 (x + y) ∈ ∂K ∩ intC. Therefore, Lemma 2 implies,
We denote C α = pos∆ α the positive hull of ∆ α . From our assumption (29) 
where P Eα is the orthogonal projection onto E α . Now we writeĒ β ∩ E α = lin{e 1 , · · · , e r } andĒ β = lin{e 1 , · · · , e t }. SinceK β is unconditional convex set, Lemma (2) implies u ∈Ē β,+ , so
s j e j for some s j ≥ 0. Obviously, the first sum belongs to E α while the second to E ⊥ α . Now, we can assume Φ(E α ) = E α for all α = 1, · · · , k, since the components of C are already orthogonal. Then, Φ t (E α ) = E α and Φ t (E ⊥ α ) = E ⊥ α as well. Now we write,
We observe that the first sum belongs to C * α because, Φ(C α ) = E α,+ and therefore (see (20) ) Φ −t C * α = E α,+ while the second sum obviously belongs to E ⊥ α . From our assumption (29), we have
and this contradicts with (30) and the claim is done. Now, there are g 1 , · · · , g l ∈ H (see Proposition 2(ii)) such that
Since Φ(E α ) = E α , α = 1, · · · , k, claim (28) implies, Φ(Ē β ) =Ē β , β = 1, · · · , m, so
We observe that, any reflection R through a wall of C = pos∆ 1 , ⊕ · · · ⊕ pos∆ k can be written as R = (R 1 , · · · , R k ) where R α is a reflection trough a wall of pos∆ α , α = 1, · · · , k. Therefore, again from claim (28) we can write R = (R 1 , · · · ,R m ) whereR β ∈ O(Ē β ) is a reflection through a wall of ⊕ α∈A i pos∆ α , i = 1, · · · , m. Since compositions of these reflections compose g i , together with (31) (32),
where g i,β ∈ O(Ē β ) for any i = 1, · · · , l and β = 1, . . . , m. Obviously, g i,β acts identically into the orthogonal component ofĒ β in R n , hence acts identically to any otherĒ s with s = β. So, since Φ(Ē β ) =Ē β ,
Completely analogous,
Last, we have thatK β = c βLβ so K and L have m dilated vector summands.
We are ready to prove Theorem 2. For the reader's convenience, we recall Theorem 2 as Theorem 8.
Theorem 8. Let λ ∈ (0, 1). If A 1 , . . . , A n are linear reflections such that H 1 ∩ . . . ∩ H n = {o} holds for the associated hyperplanes H 1 , . . . , H n , and the convex bodies K and L are invariant under A 1 , . . . , A n , then
In 
Here, equality for K, L in (33) implies equality for Φ(K), Φ(L). From Theorem 7, either Φ(K) and Φ(L) are dilates or Φ(K) = K ′ 1 ⊕ · · · ⊕ K ′ m and Φ(L) = L ′ 1 ⊕ · · · ⊕ L ′ m where K ′ i = c i L ′ i for some c i > 0. Therefore, either K and L are dilates or the convex sets is any rotationally invariant convex function
We note that Saroglou [84] proved that on the class of o-symmetric convex bodies K n e , the logarithmic-Brunn-Minkowski inequality for the Lebesgue measure implies the logarithmic-Brunn-Minkowski inequality for any log-concave measure. In other words, according to Theorem 3.1 in [84] , if (7) holds for any K, L ∈ K n e , then for any even convex φ : R n → (−∞, ∞] function, we have Theorem 9. Let λ ∈ (0, 1), let ϕ(x) = ψ( x ) for a convex function ψ : [0, ∞) → (−∞, ∞] and let dν(x) = ε −φ(x) dx be the corresponding log-concave measure on R n . If H 1 ∩ . . . ∩ H n = {o} holds for the linear hyperplanes H 1 , . . . , H n , and the convex bodies K and L are invariant under the orthogonal reflections through H 1 , . . . , H n , then
6 The Log-Minkowski Theorem and the Uniqueness of the cone volume measure under symmetry Given Theorem 2 and (22), Theorem 10 below yields Theorem 3. For the proof, we need the classical Alexandrov Lemma (see Lemma 2.1 in [11] or Lemma 7.5.3 in Schneider [85] ).
Lemma 4 (Alexandrov). Let h t : S n−1 → (0, ∞) be continuous for t ∈ [0, 1) such that the limit lim t→0 + ht(u)−h 0 (u) t = h ′ 0 (u) exists and uniform in u ∈ S n−1 . Then the Wulff-shape
Theorem 10. Let C be a class of convex bodies containing the origin in their interior such that C is closed under dilation and the L 0 -sum (i.e. (1 − λ) · K + 0 λ · L ∈ C for any K, L ∈ C, λ ∈ [0, 1]), and
holds for any K, L ∈ C. Then
for any K, L ∈ C with equality if and only if V ( 1 2 · K + 0 1 2 · L) = V (K) 1/2 V (L) 1/2 . Proof. We can assume that V (K) = V (L) = 1, and hence the inequality to prove is
For λ ∈ [0, 1], we consider the function
First we prove that f (λ) is log-concave. On the one hand, for λ, σ, τ ∈ [0, 1] and α = (1 − λ)σ + λτ , we observe that,
since the support function of a Wulff shape W is at most the function that is used in the definition of W (see 2.10 in [11] ); in particular,
On the other hand, log-Brunn-Minkowski inequality hold true for any pair Q σ and Q τ with σ, τ ∈ [0, 1] because Q σ , Q τ ∈ C. These two observations give,
verifying that f (λ) is log-concave.
Since f (λ) is log-concave on [0, 1], it has righ hand sided deivative f ′ + (λ) for λ ∈ [0, 1), and left hand sided deivative f ′ − (λ) for λ ∈ (0, 1]. In addition, f (0) = f (1) = 1 and (34) yields that f (λ) ≥ f (0) for λ ∈ (0, 1); therefore, f ′
It follows from f ′ + (0) ≥ 0, K = Q 0 and Lemma 4 that
In turn, we conclude (35) . Since f (λ) is log-concave and f (0) = V (K) = V (L) = f (1), if f ( 1 2 ) = V ( 1 2 ·K+ 0 1 2 ·L) = 1, then f is constant, and hence f ′ + (0) = 0. Therefore, we have equality in (35) . Finally, if equality holds in (35) , then f ′ + (0) = 0, thus the log-concavity of f and f (0) = f (1) yields that f is constant, which in turn yields that
, completing the proof of Theorem 10. Now we recall the argument in Boroczky, Lutwak, Yang, Zhang [11] to prove Theorem 6 in the slightly more general form of Theorem 11.
Theorem 11. Let C be a class of convex bodies containing the origin in their interior such that C is closed under dilation and the L 0 -sum, and
holds for any K, L ∈ C.
Proof. We deduce from V K = V L and the log-Minkowski inequality Theorem 10 that
Thus we have equality in Theorem 10, proving V (
Appendix -Equality case in the log Brunn-Minkowski inequality for unconditional convex bodies
This section is dedicated to the proof of the equality case of Theorem 1 from [83] , and correct a slight mistake in [83] . In particular, we show the case if K and L are unconditional convex bodies and
then K and L have dilated vector summands as described in Theorem 1. For the convenience of the reader, we review the whole argument. The classical coordinatewise product of two unconditional convex bodies K and L in R n is
We recall the following well-known facts where (i) is due to Bollobas, Leader [6] , and (ii) is due to Saroglou [83] .
Lemma 5 (Bollobas-Leader, Cordero-Erausquin-Fradelizi-Maurey, Saroglou). If K and L are unconditional convex bodies in R n with respect to the same orthonormal basis and λ ∈ (0, 1), then (i) K 1−λ · L λ is and unconditional convex body;
Proof. For (i), we observe that if t i ≥ |z i | for i = 1, . . . , n and (t 1 , . . . , t n )
Now if s ∈ (0, 1), p = (p 1 , . . . , p n ) ∈ K 1−λ ·L λ andp = (p 1 , . . . ,p n ) ∈ K 1−λ ·L λ , then there exist x = (x 1 , . . . , x n ) ∈ K ∩ R n + ,x = (x 1 , . . . ,x n ) ∈ K ∩ R n + , y = (y 1 , . . . , y n ) ∈ L ∩ R n + andỹ = (ỹ 1 , . . . ,ỹ n ) ∈ K ∩ R n + such that |p i | = x 1−λ i y λ i and |p i | =x 1−λ iỹ λ i for i = 1, . . . , n. Therefore first applying the the triangle and secondly the Hölder inequality yield that if i = 1, . . . , n, then
Combining (38) , (39) and the convexity of K and L implies that (1−s)p+sp ∈ K 1−λ ·L λ , verifying (i). For (ii), if u = (u 1 , . . . , u n ) ∈ S n−1 and (z 1 , . . . , z n ) ∈ K 1−λ · L λ , then there exist x = (x 1 , . . . , x n ) ∈ K ∩ R n + and y = (y 1 , . . . , y n ) ∈ L ∩ R n + such that |z i | = x 1−λ 1 y λ i for i = 1, . . . , n. Therefore forũ = (|u 1 |, . . . , |u n |) ∈ S n−1 , it follows from the Hölder inequality that
proving (ii).
Next Bollobas, Leader [6] and Cordero-Erausquin, Fradelizi, Maurey [29] proved (40), and the equality case was clarified by Saroglou [83] . The argument is based on the Prekopa-Leindler inequality (proved in various forms by Prekopa [79, 80] , Leindler [64] , Borell [7] and Brascamp, Lieb [15] ) whose equality case was clarified by Dubuc [31] (see the survey Gardner [36] ). We note that integration is always with respect to the Lebesgue measure in R n in this section. We recall that f : for Lebesgue almost all x ∈ R n ; moreover, f is log-concave.
Given an orthonormal basis e 1 , . . . , e n of R n and t 1 , . . . , t n > 0, we write Φ = diag [t 1 , . . . , t n ] to denote the positive definite diagonal matrix with Φe i = t i e i , i = 1, . . . , n. In addition, for η ∈ R, we set Φ η = diag [t η 1 , . . . , t η n ].
Theorem 13 (Bollobas-Leader, Cordero-Erausquin-Fradelizi-Maurey, Saroglou). If K 1 , K 2 are unconditional convex bodies in R n with respect to the same orthonormal basis and λ ∈ (0, 1), then
In addition, equality holds if and only if there exists a positive definite diagonal matrix Φ such that K 2 = ΦK 1 .
Remark If K 2 = ΦK 1 for a positive definite diagonal matrix Φ, then
Proof. Let K 0 = K 1−λ 1 · K λ 2 , and let us consider the log-concave functions f i (x 1 , . . . , x n ) = 1 K i (e x 1 , . . . , e xn )e x 1 +...+xn for i = 0, 1, 2, and the open sets . . . , x n ) ∈ R n : (e x 1 , . . . , e xn ) ∈ int K i } for i = 0, 1, 2.
For i = 0, 1, 2, we have
and definition of the coordinatewise product yields
Therefore the condition in the Prekopa-Leindler inequality Theorem 12 is satisfied, and we deduce that
proving (40) . Let us assume that we have equality in (40) , and hence also in the corresponding Prekopa-Leindler inequality. In particular, there exists a > 0 and b ∈ R n such that 1 K 1 (e x 1 , . . . , e xn )e x 1 +...+xn = f 1 (x) = af 2 (x + b) = a1 K 2 (e x 1 +b 1 , . . . , e xn+bn )e x 1 +b 1 +...+xn+bn for Lebesgue almost all (x 1 , . . . , x n ) ∈ R n . Since f i is continuous on Ω i and on R n \(cl Ω i ) for i = 1, 2, it follows that 1 K 1 (e x 1 , . . . , e xn ) = ae b 1 +...+bn 1 K 2 (e x 1 +b 1 , . . . , e xn+bn ) for each (x 1 , . . . , x n ) ∈ Ω 1 and (x 1 , . . . , x n ) ∈ R n \(cl Ω 1 ); therefore, ae b 1 +...+bn = 1 and int
. In turn, we conclude K 2 = ΦK 1 . On the other hand, if K 2 = ΦK 1 for a positive definite diagonal matrix Φ, then readily K 1−λ 1 · K λ 2 = Φ λ K 1 , and we have equality in (40) . We say that a non-trivial proper linear subspace ξ of R n is a coordinate subspace if it is spanned by a proper subset of the given orthonormal basis of R n . Lemma 6 (Folklore). Let K be an unconditional convex body in R n , and let ξ 1 , . . . , ξ m , m ≥ 2 be non-trivial complementary coordinate subspaces who together span R n . Then ν K (∂ ′ K) ⊂ ξ 1 ∪. . .∪ξ m if and only if there exist unconditional compact convex set K i ⊂ ξ i for i = 1, . . . , m such that K = K 1 ⊕ . . . ⊕ K m .
Proof. If K = K 1 ⊕. . .⊕K m for some unconditional compact convex K i ⊂ ξ i , i = 1, . . . , m, then
which in turn yields that ν K (∂ ′ K) ⊂ ξ 1 ∪ . . . ∪ ξ m .
Next we assume that ν K (∂ ′ K) ⊂ ξ 1 ∪ . . . ∪ ξ m . For any i = 1, . . . , m, let us consider the unconditional convex compact set
The upcoming Lemma 7 is the only novel contribution of this manuscript about characterizing the equality case (37) of the log-Brunn-Minkowski inequality for unconditional convex bodies. When proving the analogue of Lemma 7, Saroglou [83] assumed that if an unconditional convex body K can't be written as the direct sum of at least two lower dimensional unconditional compact convex sets, then there exists x ∈ ∂ ′ K such that each coordinate of ν K (x) is positive. However, this property may not hold. Say let n ≥ 3, and let K = (x 1 , . . . , x n ) ∈ R n :
x 2 i ≤ 1 and n i=2
x 2 i ≤ 1 .
In this case, ν K (∂ ′ K) = (u 1 , . . . , u n ) ∈ S n−1 : u 1 u n = 0 ; therefore, there exists no x ∈ ∂ ′ K such that each coordinate of ν K (x) is positive on the one hand, and Lemma 6 yields that K can't be written as the direct sum of at least two lower dimensional unconditional compact convex sets on the other hand.
Lemma 7. Let K be an unconditional convex body in R n , and let Φ be a positive definite diagonal matrix with eigenspaces ξ 1 , . . . , ξ m , m ≥ 2 where the eigenvalues corresponding to ξ i and ξ j are different if i = j. If V ((1 − λ)K + 0 λ(ΦK)) = V (K) 1−λ V (ΦK) λ for some λ ∈ (0, 1), then K = K 1 ⊕ . . . ⊕ K m where K i ⊂ ξ i is an unconditional compact convex set for i = 1, . . . , m.
Proof. Since V (K) 1−λ V (ΦK) λ = (det Φ λ )V (K), and Φ λ K = K 1−λ · (ΦK) λ ⊂ (1 − λ)K + 0 λ(ΦK)
according to Lemma 5, we deduce from Lemma 13 that Φ λ K = (1 − λ)K + 0 λ(ΦK).
We prove Lemma 7 by contradiction; therefore, according to Lemma 6, we suppose that there exists a u = (u 1 , . . . , u n ) ∈ ν K (∂ ′ K)\(∪ m i=1 ξ i ). Since K is unconditional, we may assume that u ∈ R n + . Let e 1 , . . . , e n be the orthonormal basis of R n . Possibly after reindexing, we may also assume that e 1 ∈ ξ 1 and u 1 > 0; moreover, e n ∈ ξ m and u n > 0.
Let Φe i = t i e i for t i > 0, i = 1, . . . , m. Since e 1 ∈ ξ 1 and e n ∈ ξ m , we have t 1 = t n ; therefore, neither u nor Φ −1 u is parallel to v = Φ −λ u.
As K is unconditional and u ∈ ν K (∂ ′ K), we have u = ν K (x) for some x = (x 1 , . . . , x n ) ∈ R n + ∩ ∂ ′ K. As x is a smooth boundary point and u 1 , u n > 0, it follows that x 1 , x n > 0. We observe that v = Φ −λ u is an exterior normal at the smooth boundary point Φ λ x of Φ λ K. Combining this property with (42) and the definition of the L 0 -sum yields that v,
On the other hand, ν K (x) = u for x ∈ ∂ ′ K and ν ΦK (Φx) = Φ −1 u for Φx ∈ ∂ ′ (ΦK), we deduce from (43) that v, x < h K (v) and v, Φx < h ΦK (v).
In particular, the Hölder inequality yields that
This contradicts (44) , and proves Lemma 7.
Finally, we characterize the equality case of Theorem 1.
Proposition 4. If K and L are unconditional convex bodies in R n with respect to the same orthonormal basis and λ ∈ (0, 1), then
holds if and only if K = K 1 ⊕ . . . ⊕ K m and L = L 1 ⊕ . . . ⊕ L m for unconditional compact convex sets K 1 , . . . , K m , L 1 , . . . , L m of dimension at least one, m ≥ 1 where m i=1 dim K i = n and K i and L i are dilates, i = 1, . . . , m. Proof. On the one hand, if we have K and L as described after (45) , then there exists a positive definite diagonal matrix Φ such that L = ΦK and (1 − λ)K + 0 λL = Φ λ K; therefore, we have (45) .
On the other hand, if (45) holds, then we deduce from Lemma 5 and Lemma 13 that that V (K 1−λ · L λ ) = V (K) 1−λ V (L) λ .
According to Lemma 13, there exists a positive definite diagonal matrix Φ such that L = ΦK. Finally Lemma 7 completes the proof of Proposition 4.
