In these notes we define character varieties with non-connected structure groups of the fundamental groups of complex manifolds, which are a particular kind of twisted character varieties as introduced in [BY]. We see that these character varieties are the moduli spaces of Galois invariant local systems on a Galois cover of the base complex manifolds. We will always denote by Γ the corresponding Galois group and the non-connected structure group will be G ⋊ Γ. Irreducibility and semi-simplicity of representations are studied. We translate the irreducibility of G ⋊ Γ-representations of fundamental groups into stability condition for Galois invariant connections. We also compare the G⋊Z/2Z-character varieties with some existing results on vector bundles [Ze2].
Introduction
Given a connected complex algebraic group G and a topological manifolds X, one defines the associated representation variety as the affine variety Hom(π 1 (X), G)
consisting of the G-representations of π 1 (X). Then G acts on it by conjugation on the target. The corresponding GIT quotient is called the character variety. It is a topological invariant of X. We will call G the structure group of the character variety. Assume that X is further a smooth complex algebraic variety. By Riemann-Hilbert correspondance, the character variety is complex analytically isomorphic to the moduli space of flat connections of principal G-bundles on X. And is further diffeomorphic to the moduli space of semi-stable Higgs G-bundles on X, thanks to the non abelian Hodge correspondance. These are the torsors under the constant group scheme G × X endowed with a Higgs field.
One can equally consider torsors under a non constant group scheme on X, possibly equipped with flat connections or Higgs fields. Indeed, this is what has been done in [LN] , where torsors under unitary group schemes with Higgs fields are considered, but on a curve defined over a finite field. There has since been growing interest in this kind of quasi-split objects, for example, [PR] , [Ze1] , [Ze2] , [Da] , [HK] . Representation theory suggests that, when we work in the complex setting, the corresponding character varieties should have a structure group of the form G ⋊ Γ, where Γ is the Galois group of a finite Galois cover of X such that the non constant group scheme lifts to a constant one, if such cover exists.
On the other hand, motivated by the study of some exotic Stockes data, Boalch and Yamakawa have considered the moduli space of twisted Stockes representations. When the Stokes data are trivial, we are left with torsors under a non-constant local system of groups on X. Such local systems of groups are parametrised by a group homomorphism ψ 0 : π 1 (X) → Aut G, with torsors parametrised by the group cohomology H 1 (π 1 (X), G). If we further assume that ψ factors through a finite quotient, denoted by ψ : Γ → Aut G, then the torsors can be identified with homomorphisms π 1 (X) → G ⋊ Γ, with the semi-direct product defined by ψ.
The finite group Γ topologically determines a finite Galois coverX → X, and the homomorphisms ρ : π 1 (X) → G ⋊ Γ can be restricted to the usual representations ρ : π 1 (X) → G via the following commutative diagram 1 π 1 (X) π 1 (X) Γ 1
We will callρ the underlying G-representation of ρ. The representation variety that we are interested in is exactly the moduli space of those homomorphisms π 1 (X) → G ⋊ Γ that make (the right hand side of) the above diagram commute, its elements called G ⋊ Γ-representations. The conjugation of G on G ⋊ Γ induces an action on this variety and the corresponding GIT quotient is called the G⋊Γ-character variety. Instead of the usual G-character varieties associated to a topological space, we have the slogan G ⋊ Γ-character varieties are associated to a Γ-Galois coverX/X. There can be non isomorphic coverings with the same Galois group Γ.
In fact, in the above diagram, the usual representationρ is Galois invariant. This is best understood in terms of flat connections. Suppose (E, ∇) is a principal G-bundle onX equipped with a flat connection, then with the homomorphism ψ : Γ → Aut G, each element of σ ∈ Γ defines a twist of (E, ∇), denoted by (σ * E σ , ∇ σ ), where the underlying bundle is obtained by first pulling back E by σ and then twisting the fibres by ψ(σ), i.e. the right action of G on the fibres is twisted by this group automorphism. Fixing ψ, we say that (E, ∇) is Γ-invariant if for each σ ∈ Γ, there is an isomorphism (0.0.0.1) Φ σ : (E, ∇) → (σ * E σ , ∇ σ ).
These isomorphisms must satisfy some cocycle conditions and denote by Φ * this family of isomorphisms. Our first result basically is Theorem 1. There is a one to one correspondence {Γ-invariant flat connections onX} ←→ {G ⋊ Γ-representations of π 1 (X)} ((E, ∇), Φ * ) ←→ ρ
And the underlying G-representation of ρ corresponds to (E, ∇).
The proof is divided into Theorem 2.2.1, Lemma 4.1.1 nad Proposition 4.1.2. Since our character varieties are defined as the GIT quotient of some affine varieties, the closed orbits and stable orbits are of particular importance. As in the case of usual character varieties, they consist exactly of semi-simple representations and irreducible representations. The semi-simple and irreducible G ⋊ Γ-representations are defined in exactly the same way as the case of usual G-representations. More precisely, a representation ρ : π 1 (X) → G ⋊ Γ is semi-simple if the Zariski closure of its image is a completely reducible subgroup of G ⋊ Γ and is irreducible if the Zariski closure of its image is an irreducible subgroup of G⋊Γ. We recall the relavant notions for non-connected groups in §1.
An important observation is that the underlying G-representation of an irreducible G ⋊ Γ-representation is semi-simple but may not be irreducible. We would like to restrict ourselves to such character varieties that the subset {ρ |ρ is irreducible} is non-empty. This gives rise to a classification problem. To see this, suppse that X → X is a double covering and ψ : Γ ∼ = Z/2Z → Aut G sends σ = 1 to the transpose inverse automorphism of G = GL n (C). Let E be a stable vector bundle oñ X and Φ σ : E → σ * E σ an isomorphism. Then the composition
where the superscript σ means the induced isomorphism on the contragradient vector bundle, is an automorphism of E and is thus a homothety. It either equals to +1 or −1 due to σ-invariance. Both cases are studied in [Ze2] . Note that for a fixed E, different choices of the isomorphism Φ σ does not change the value of (σ * Φ σ ) σ • Φ σ , and it only depends on E. Therefore the signs ±1 classify different stable vector bundles that are σ-invariant with some choices of Φ σ . This is a particular case of the classification of irreducible(resp. stable)Γ-invariant G-representations (resp. flat connections) in terms of the group cohomology H 2 (Γ, Z G ), where Z G is the centre of G. For example in the context above, the non trivial element of Γ acts as x → x −1 on Z G , and the sign +1 corresponds to the trivial cohomology class of H 2 (Γ, Z G ) and −1 corresponds to the other class. This classification results have already been obtained by Schaffhauser in [Sch] . The irreducibility of G⋊Γ-representations is translated into the stability condition for Γ-invariant flat connections onX. We thus morally recover the stability condition of Γ-bundles as defined by Seshadri [Ses] and the stability condition of anti-invariant bundles as defined by Zelaci [Ze2] . More precisely, we will show Proposition 2. (See Proposition 4.2.2) Under the correspondence in Theorem 1, a G ⋊ Γ-representation is irreducible if and only if the corresponding Γ-invariant connection is stable.
And by studying some certain irreducible subgroups of GL n (C) ⋊<σ>, we find a similar result of [Ze2, §4.1] and [Ra, Proposition 4.5] , which asserts Proposition 3. (See Proposition 1.3.2, Proposition 3.1.7, Remark 3.1.1 and Remark 4.1.1) If (E, ∇), Φ * ) is a stable Γ-invariant flat connection onX, then its underlying flat connection (E, ∇) semi-simple with pairwise non-isomorphic factors, each being Γ-invariant with respect to the restrction of Φ * .
Perhaps the most important examples of such character varieties are the GL n (C)⋊ <σ>-character varieties of the fundamental groups of Riemann surfaces, where σ is an order 2 non trivial exterior automorphism of GL n (C). Such character varieties are associated to an unramified double coverX → X of Riemann surfaces. And if σ is the transpose inverse automorphism, then we expect that they correspond to the moduli spaces of torsors of unitary group scheme equipped with Higgs fields. Supposẽ X → X is exactly the unramified part of a ramified double coverX ′ → X ′ , then by restricting the monodromy around the punctures (removed ramification points) to some G-conjugacy classes of G.σ, or equivalently σ-conjugacy classes of G, denoted by (C j ) j , the character variety can be written as
where g is the genus of X. Let us remark that If all of the conjugacy classes C j are the conjugacy class of σ (in which case C j is isomorphic to the symmetric space), this can be regarded as the GL n (C) ⋊<σ>-character variety associated to the ramified covering, i.e. it parametrises Galois invariant local systems onX ′ . This is explained in §6.2.3.
The above variety looks very much the same as the usual character varieties, and its cohomology, or more specifically the E-polynomial, can be calculated following the method developped in [HLR] , which involves point-counting over finite fields. The method in [HLR] requires generic conjugacy classes, which we define in §5.2. This is a natural generalisation of the tame case of [B, Corollary 9.7, Corollary 9.8 ]. The point-counting will be done elsewhere.
Let us remark that the natural symplectic structure of these varieties can be deduced from the quasi-Hamiltonian reduction procedure, but in the twisted setting as in [BY] . Smoothness is also better understood by this approach. These are not included in these notes.
Non-Connected Algebraic Groups
In this section, we work over an algebraically closed field k of arbitrary characteristic. The positive characteristic version of these results is essential to the problem of counting points of character varieties over finite fields. Whenever we work with some reductive group G, we will assume Assumption. char k ∤ |G/G • |. This implies that all unipotent elements of G are contained in G • .
1.1. Generalities. We introduce the notations, terminology and some basic results that will be used later. Denote by X • (G) the set of cocharacters of G and by X • (G) the set of characters of G. Note that X • (G) = X • (G • ).
1.1.2. Let G be a reductive group acting on an algebraic variety X. Let λ ∈ X • (G • ) and let x be a closed point of X. The G-action induces an action of G m via λ. Denote by λ x : G m → X, t → λ(t).x the orbit morphism. We say the limit lim t→0 λ(t).x exists, if the morphism λ x extends to G a → X, and the limit is defined as the image of 0 ∈ G a , denoted by λ(0).x.
Since G is reductive, there is a unique closed orbit contained in the closure of each orbit. We assume from now on that G is reductive.
Theorem 1.1.1 (Hilbert-Mumford Theorem). Let x ∈ X be a closed point and let O be the unique closed orbit in G.x, Then there exist λ ∈ X • (G) and a closed point y ∈ O such that lim t→0 .x = y.
1.1.3. Let λ be a cocharacter of G • . For the G • -conjugation action on G, we put
Then P λ is a parabolic subgroup of G, L λ is a Levi factor of P λ and U λ is the unipotent radical of P λ . Beware that for non-connected G, not all parabolic subgroups are of the form P λ .
The identity component P • λ can also be defined as the unique closed subgroup of G • whose Lie algebra is generated by weight subspaces in g := Lie(G) with non negative weights with respect to the adjoint action of G m on g. Thus U λ = U • λ is associated to those subspaces with positive weights and L
Levi factor of P • and U the unipotent radical of P • . Then we have the Levi decomposition
Note that all Levi factors of N G (P • ) is necessarily of the form N G (L • , P • ) for some Levi factor L • of P • . Proposition 1.1.3 ([Ri88] Proposition 2.4). Let P • ⊂ G • be a parabolic subgroup and let L be a Levi factor of P := N G (P • ). Then there exists λ ∈ X • (G • ) such that P = P λ , L = L λ , and R u (P ) = U λ .
Given a parabolic subgroup P • ⊂ G • , N G (P • ) is the largest parabolic subgroup of G that has P • as its identity component and if P • = P • λ for some cocharacter λ, then P λ is the union of a subset of connected components of N G (P • ). Note that P • itself is also a parabolic subgroup of G.
1.1.4. For any parabolic subgroup of the form P λ , there is a homomorphism of algebraic groups P λ → L λ , p → λ(0).p, which is none other than the projection with respect to the Levi decomposition P λ = U λ ⋊ L λ .
1.1.5. In general, for an arbitrary parabolic subgroup P • of G • , P := N G (P • ) does not necessarily meet all connected components of G. Let us determine the connected components of G that meet P .
Let G 1 be a connected component of G and denote by P the G • -conjugacy class of P • . Observe that the conjugation of G 1 on G • induces a well-defined bijection on the set of G • -conjugacy classes of parabolic subgroups of G • . Then P meets G 1 if and only if G 1 leaves P stable. The set of conjugacy classes of parabolic subgroups of G • are in bijection with the set of subsets of vertices of the Dynkin diagram of G • . Therefore, P meets G 1 if and only if the subset of the Dynkin diagram corresponding to P is stable under the induced action by G 1 .
1.1.6. Quasi-Semi-Simple Elements. An element g ∈ G is quasi-semi-simple if it normalises a pair (T, B) consisting of a maximal torus and a Borel subgroup of G • containing it. In other words, g is contained in some group of the form N G (T, B). Note that the identity component of N G (T, B) is T . In each connected component of G, quasi-semi-simple element exists, because all Borel subgroups and all maximal torus of G • are conjugate under G • . For a given pair (T, B), the group N G (T, B) meets all connected components of G.
Proposition 1.1.4 ([Spa] II 1.15). An element g ∈ G is quasi-semi-simple if and only if the G • -conjugacy class of g is closed in G. Now assume G/G • is a cyclic group and denote by G 1 the connected component generating the components group. Let σ ∈ G 1 be a quasi-semi-simple element, and let T ⊂ B be a σ-stable maximal torus contained in a σ-stable Borel subgroup of G • . Denote by [T, σ] the commutator and by T σ the centraliser C T (σ). 
Lemma 1.1.6. ([DM18, Lemma 1.2 (iii)]) With T and σ as above, we have,
We will need the following result.
Proposition 1.1.7 ([DM94] Proposition 1.6). Let σ be a quasi-semi-simple element of G. Let P ⊂ G be a parabolic subgroup and L a Levi factor of P . Then if the G • -conjugacy class of (L ⊂ P ) is σ-stable, it contains some G • -conjugate that is σ-stable.
Proposition 1.1.8. Let s ∈ G be a quasi-semi-simple element normalising a maximal torus T and a Borel subgroup of G • containing it. Then there exists t ∈ T such that ts is quasi-central. In particular, an irreducible subgroup is completely reducible. Clearly, if G = G • , then the above definition coincides with the definitions for connected reductive groups.
Proof. The first assertion is obvious. The rest is [BMR, Lemma 6.12 ]. 
Theorem 1.2.6. Let G be a reductive group and let x = (x 1 , . . . , x n ) ∈ G n , the direct product of n copies of G. Then the orbit G • .x is closed if and only if H(x) is completely reducible.
Proof. Note that the orbit G.x is closed if and only if G • .x is closed. In characteristic 0, by Theorem 1.2.3, we can apply [Ri88] Theorem 3.6, and in positive characteristic, this a combination of [BMR, §6.3] and [Ma, Proposition 8.3 ].
We will need the following.
Proposition 1.2.7 ([Ri77] Theorem A). Let X be an affine algebraic variety with a G-action. If the G-orbit of x ∈ X is closed, then Stab G (x) is a reductive group.
Recall that for an G-action on an algebraic variety X, an orbit G.x, x ∈ X, is called stable, if it is closed and
The proof will be essentially the same as the case G = G • but one needs to be careful when Z
Proof. Let us first show that the irreducibility of H(x) with the technical assumption implies the stability of its orbit. We prove by contradiction. Suppose that the orbit G • .x is not closed. By the Hilbert-Mumford Theorem there exists λ ∈ X • (G) and x ′ in the unique closed orbit contained in the closure of G • .x, such that lim t→0 λ(t).x = x ′ . In particular, the image of x must be contained in P λ in order for the limit to exist. Since x = x ′ , λ / ∈ X • (Z • G • ) and P • λ is a proper parabolic subgroup of G • . This contradicts the irreducibility of H(x). Suppose now that the orbit G • .x is closed but not stable. So Stab • G • (x) strictly contains Z • G . By Proposition 1.2.7, there exists
. By the hypothesis in the statement of the theorem, we have in fact λ / ∈ X • (Z • G • ). Again, we have a proper parabolic subgroup containing H(x), contradicting the irreducibility.
To prove the other direction, suppose that H(x) is contained in some proper parabolic subgroup P ⊂ G. By Proposition 1.1.3, there exists λ ∈ X • (G) such that P = P λ . Let x ′ = lim t→0 λ(t).x and so H(
1.3.1. Automorphisms of GL n (k). Let us denote GL n (k) by G. Put (J 0 ) ij = δ i,n+1−j , and if n is even, put t = diag(1, . . . , 1, −1, . . . , −1) with equal number of 1 and −1. Put J = tJ 0 . We define an automorphism of G, denoted by τ , as sending g to t g −1 , define σ o as the automorphism g → J 0 t g −1 J −1 0 . If n is even, we also consider the automorphisme σ s which sends g to J t g −1 J −1 . There exist a unique conjugacy(under G) class of exterior automorphisms of order 2 of G if n is odd, and there are two such conjugacy classes if n is even. These two conjugacy classes have σ o and σ s as representatives respectively. We say that σ o is of orthogonal type as its connected centraliser is an orthogonal group, and say that σ s is of symplectic type as its connected centraliser is a symplectic group.
1.3.2. Isomorphism Classes of G ⋊ Z/2Z. A choice of an involution in Aut G defines a semi-direct product G ⋊ Z/2Z. Suppose that σ is such an involution, we will write G ⋊<σ> = G ⋊ Z/2Z to specify the action of 1 ∈ Z/2Z on G. Proposition 1.3.1. For G = GL n (k), there are three isomorphic classes of the semidirect product G ⋊ Z/2Z when n is even, corresponding to the inner involutions, the symplectic type outer involutions and the orthogonal type outer involutions. When n is odd, there is one isomorphic class corresponding to inner automorphisms, and only one isomorphic class corresponding to outer automorphisms.
Proof. Let us first see when the semi-direct products defined by two involutions σ 1 and σ 2 are isomorphic. Suppose there is an isomorphism
Let xσ 2 be the image of σ 1 . It is necessary that (xσ 2 ) 2 = 1 and for all g ∈ G,
(1.3.2.2) ψ(σ 1 (g)) = ψ(σ 1 gσ −1 1 ) = xσ 2 (ψ(g))x −1 . Comparing the two ends of this equation, we see that σ 1 and σ 2 must lie in the same connected component of Aut G.
If they are both inner automorphisms, then they must define isomorphic semidirect product. In fact, the resulting semi-direct product is the direct product. To see this, let σ 2 be the trivial automorphism. We can always conjugate ψ by an automorphism of G such that ψ| G = Id, then the above equation reads σ 1 (g) = xgx −1 for some x satisfying x 2 = 1. That is, σ 1 = ad x for x 2 = 1, but these are exactly the inner involutions.
If σ 1 and σ 2 are both outer automorphisms, then we need some explicit information about the group G. But let us first note that if σ 1 and σ 2 are G-conjugate, then they define isomorphic semi-direct product. Suppose σ 1 = σ and σ 2 = yσy −1 for some outer involution σ and y ∈ G. Then we put x = σ(y)y −1 . Again, assume ψ| G = Id, and so (xσ 2 ) 2 = 1 and σ 1 (g) = xσ 2 (g)x −1 for all g ∈ G, as required.
We now restrict ourselves to G = GL n (k). We have already said that GL n (k) has two distinct conjugacy classes of outer involutions when n is even. Suppose σ 1 is of symplectic type and σ 2 is of orthogonal type and that there is an isomorphism ψ between the two semi-direct products. Then in the group G ⋊<σ 2 >, σ 2 2 = 1 by definition, and (xσ 2 ) 2 = 1 as the image of σ 2 1 . But xσ 2 is of symplectic type as its action on G is the same as σ 1 , assuming ψ| G = Id. We deduce that, modulo k * , xσ 2 is conjugate to tσ 2 , where t is as in the previous paragraph. Since (tσ 2 ) 2 = −1, and for any z ∈ k * (ztσ 2 ) 2 = (tσ 2 ) 2 , we have (xσ 2 ) 2 = −1, which is a contradiction.
For G = GL n (k) and n even, we will writeḠ s = G.<σ s > andḠ o = G.<σ o > to specify the action of 1 ∈ Z/2Z. We writeḠ =Ḡ s orḠ o when there is no need to distinguish them. When n is odd, we will simply writeḠ = G.<σ o >. Note however, that the above classification also works for SL n (k). But since in PGL n (k), there is no difference between 1 and −1, the two isomorphism classes degenerate, and they are actually isomorphic to Aut(G). If no confusion arises, we can also denote byḠ the direct product G × Z/2Z.
. We are only interested in those parabolic subgroups meeting both connected components ofḠ = G ⋊ Z/2Z. If G ⋊ Z/2Z ∼ = G × Z/2Z, then a maximal parabolic subgroup is just the union of two copies of a maximal parabolic subgroup of G, one copy in each connected component. Now let G ⋊ Z/2Z be defined by some graph automorphism σ. For G = GL n (k), there will be no difference betweenḠ s andḠ o in the present context, so we will not specify the conjugacy class of σ. By §1.1.5, a parabolic subgroup P ⊂Ḡ of the form NḠ(P • ) meets the connected component G.σ if and only if the G-conjugacy class of P • corresponds to a σ-stable subset of the vertices of the Dynkin diagram of G • . Therefore for G = GL n (k) if we take for T and B the diagonal matrices and upper triangular matrices, a standard parabolic P • containing B such that NḠ(P • ) meets G.σ is necessarily of the form
where A and B are square matrices of the same size. Normalisers of such P • 's (= P • ∪P • σ) are the representatives of the G • -conjugacy classes of maximal parabolic subgroups ofḠ that meet G.σ.
1.3.4. Irreducible Subgroups of GL n ⋊<σ>. Let H 0 ⊂ GL n be a topologically finitely generated closed subgroup. i.e. H 0 = H(x) for some finite tuple x of closed points of GL n and let H ⊂ GL n ⋊<σ> be a closed subgroup generated by H 0 and an semi-simple element
In particular, H 0 = H ∩ GL n .
Proposition 1.3.2. If H is irreducible, then the natural representation k n of GL n is a direct sum of pairwise non isomorphic irreducible H 0 -representations, say j V j , and the centraliser C GLn (H) is isomorphic to j µ 2 , where for each j, the elements of µ 2 = {± Id} are regarded as scalar endomorphisms of V j .
Proof. The second statement follows from the proof of the first. Let us first note that the centre of GL n ⋊<σ> is {± Id}, so irreducibility is equivalent to having finite centraliser in GL n by Theorem 1.2.8. Since H is irreducible, H 0 is completely reducible in GL n by Lemma 1.2.2, and so k n can be written as a direct sum of irreducible H 0 -representations, say
where each entry of GL r j (k) is identified with a scalar endomorphism of V j .
Let us now prove that r j = 1 for all j. In order for an element of C GLn (H 0 ) to centralise H, it suffices for it to commute with x 0 σ. Since x 0 σ normalises H 0 , it normalises C GLn (H 0 ). Also, (x 0 σ) 2 ∈ H 0 , so x 0 σ defines an order 2 automorphism of C GLn (H 0 ) as an algebraic group. Choose a x 0 σ-stable maximal torus of C GLn (H 0 ) and consider its root system with respect to this maximal torus. If its action permutes two root subgroups of C GLn (H 0 ), say U α and U β , α = β. Then C GLn (H) would have positive dimension, which is a contradiction. So x 0 σ fixes all roots of C GL n (H 0 ). But then it would be an inner semi-simple automorphism of the derived subgroup of C GLn (H 0 ), thus fix a maximal torus of it. We deduce that the derived subgroup of C GLn (H 0 ) must have rank 0, i.e. C GLn (H 0 ) is a torus. This means that r j = 1 for all j.
The semi-simplicity of x 0 σ is only needed in the following arguments. Now denote by S the torus C GLn (H 0 ). Let M = C GLn (S). It is a x 0 σ-stable Levi subgroup. (In fact this Levi subgroup corresponds to the above decomposition of k n into irreducible representations.) So M contains a x 0 σ-stable maximal torus T , which necessarily contains its centre S. Since the action of x 0 σ on T ∼ = (G m ) n is a combination of inversing and permuting factors, so is its action on S. The only possibility for x 0 σ to have finite centraliser in S is that all factors of S are inversed while the permutation is trivial. Hence C GLn (H) ∼ = j µ 2 . Corollary 1.3.3. With the same assumptions as in the proposition, suppose k =F q and denote by F the split Frobenius of GL n (k). If H is F -stable, then F acts on C GL n (H) by permuting the factors µ 2 .
can be chosen to be F -stable and x 0 σ-stable ([DM94, Proposition 1.36]). So F permutes the factors k * and sends one µ 2 to another.
1.3.5. Semisimple Conjugacy Classes of GL n (k)⋊Z/2Z. SInce we assume char k = 2, quasi-semi-simple elements are semi-simple.
At the level of the parametrisation of semi-simple G-conjugacy classes contained in G.σ, there will be no difference betweenḠ s andḠ o , so we writeḠ = G ∪ G.σ and σ can be either σ o or σ s in this part. Let T be the diagonal matrices(a σ-stable maximal torus) of G and let W be the Weyl group defined by T , which admits an action of σ induced from G. Denote by W σ the subgroup of σ-fixed points. The Borel subgroup of upper triangular matrices is also stable under σ.
Denote by (T σ ) • the connected centraliser of σ in T . It consists of matrices of the form
, and with an extra 1 in the middle if n is odd.
Denote by [T, σ] the commutator. It consists of
if n = 2m, and with an extra 1 in the middle if n is odd.
. . , e m , e m , . . . , e 1 ), e i ∈ {±1}.
and modified accordingly for n odd. By Proposition 1.1.5, the semisimple conjugacy classes in G.σ are parametrised by the W σ -orbits on the quotient (T σ ) • /S. The two automorphisms σ s and σ o have the same action on T and on W , so we see that there is indeed no difference between them. Note that W σ is isomorphic to (Z/2Z) m ⋊ G m so that in some basis {ǫ 1 , . . . , ǫ m , ǫ −m , . . . , ǫ −1 } diagonalising T , W σ acts by interchanging ǫ i and ǫ −i (the Z/2Z factors) and symmetrically permuting the vectors ǫ 1 , . . . , ǫ m and ǫ −m , . . . , ǫ −1 (the symmetric group).
In other words, the semisimple classes have representatives (1.3.5.4) diag(a 1 , . . . , a m , a −1 m , . . . , a −1 1 )σ, and the following operations will leave it in the same conjugacy class:
-Interchanging a i and a −1 i ; -Changing any pair (a i , a −1 i ) to (−a i , −a −1 i ); -Symmetrically permuting the a i 's and a −1 i 's. For any z ∈ k * , denote byz the set {z, −z, z −1 , −z −1 }, or rather, the orbit in k * under the action of Z/2Z × Z/2Z, with two generators of the group sending z to −z and z −1 respectively. Then the set {ā 1 , . . . ,ā m } is considered as the set of eigenvalues of the above semi-simple element.
If C is any semisimple conjugacy class contained in G.σ. ThenC = {(xσ) 2 |xσ ∈ C} is a σ-stable conjugacy class in G. However, not all σ-stable semi-simple conjugacy classes of G are of this form.
G ⋊ Γ-Character Varieties
Let k be an algebraically closed field.
2.1. (Γ, ψ)-Invariant Representations. We define and study the (Γ, ψ)-invariant k-representations of finitely generated discrete groups.
2.1.1. Let Π be a finitely generated discrete group and let p :Π → Π be a finitely generated normal subgroup with finite index, i.e. we have the short exact sequence
We choose once and for all a section γ * : Γ → Π. Write γ σ = γ * (σ) for σ ∈ Γ. In general, it can only be a map of sets, but we can always require that
Let G be a connected reductive group over k. Denote by Z G the centre of G and denote by G ad = G/Z G the corresponding group of adjoint type. Denote by Aut G the group of automorphisms of G, its identity component being G ad . Denote by A(G) the component group (Aut G)/G ad . When the connected centre of G has dimension ≤ 1, it is a finite group. Let ψ : Γ → Aut G be a group homomorphism.
Denote by Rep(Π, G) := Hom(Π, G) the space of G-representations ofΠ. The conjugation by G on the target induces an action on Rep(Π, G).
and h σ conjugates on the target ofρ. In this case, we say that (ρ, h * ) is a (Γ, ψ)invariant pair. If no confusion arises, we simply say Γ-invariant instead of (Γ, ψ)invariant.
We will simplify the notations in what follows by writing ψ(σ) as ψ σ and by writing h σρ h −1 σ as h σρ . However, when we evaluate the representation at a particular element, say α, we will use the usual notation
2.1.2. We list below some basic properties.
(
In case (iii), we say that ψ and ψ ′ are similar. So if ψ and ψ ′ are similar, thenρ is (Γ, ψ)-invariant if and only if it is (Γ, ψ ′ )-invariant. Similarity classes are parametrised by the set of homomorphisms of finite groups Hom(Γ, A(G)).
We denote by [ψ] the similarity class of ψ.
2.1.3. Let G ⋊ Γ be the semi-direct product defined by the given ψ. There is a section s : Γ → G ⋊ Γ, which is a group homomorphism, satisfying ψ σ (g) = s σ gs −1 σ , for any g ∈ G and σ ∈ Γ, where we write s σ = s(σ) for any σ ∈ Γ.
Definition 2.1.2. We say a homomorphism of groups Π → G ⋊ Γ is a G ⋊ Γrepresentation of Π if the right square of the following diagram commutes
whereρ is just the restriction of ρ. We say thatρ is the underlying G-representation of ρ.
We will show that the (Γ, ψ)-invariant pairs correspond exactly to G⋊Γ-representations.
Proof. We calculate, for any α ∈Π,
By the definition of G ⋊ Γ and the commutativity of the diagram, the conjugation action of ρ(γ σ ) on G differs from ψ σ by an inner automorphism, so we can define h σ ∈ G to be any element that induces this automorphism.
2.1.4. The above lemme also gives a way to extend a (Γ, ψ)-invariantρ to a G ⋊ Γrepresentation. Indeed, if σρ = h σρ , comparing this equation with the above calculation suggests
Any element in Π can be uniquely written as ηγ σ for some σ ∈ Γ and η ∈Π. We then define
In particular, ρ|Π =ρ.
Lemma 2.1.4. For a (Γ, ψ)-invariant pair (ρ, h * ), the above formulae (2.1.4.1) and (2.1.4.2) define a homomorphism of groups Π → G ⋊ Γ if and only if for any σ 1 , σ 2 ∈ Γ, and σ = σ 1 σ 2 , the equality
Proof. Sinci γ 1 is the trivial loop and s 1 = 1, the equality (2.1.4.1) implies that h 1 must be 1. The stated condition is equivalent to
Therefore it is a necessary condition. We will show that this equality implies ρ(η 1 γ σ 1 η 2 γ σ 2 ) = ρ(η 1 γ σ 1 )ρ(η 2 γ σ 2 ), for any σ 1 , σ 2 ∈ Γ, and any η 1 , η 2 ∈Π.
First we have, for any η ∈Π and any σ ∈ Γ,
where γσ η := γ σ ηγ −1 σ . We then calculate, writing σ = σ 1 σ 2 ,
Remark 2.1.2. In particular, h σ −1 = ψ −1 σ (h −1 σ ). That (ρ, h * ) is (Γ, ψ)-invariant almost gives us the equality in Lemma 2.1.4.
Proof. On the one hand, using the equality τρ = h τρ for τ equal to σ 1 , σ 2 ∈ Γ and σ = σ 1 σ 2 , we have,
On the other hand, using the equality τρ = ψ τ •ρ • C τ for τ equal to σ 1 , σ 2 ∈ Γ, and σ = σ 1 σ 2 , we have,
, whence the lemma.
2.1.5. Remarks on Fundamental Groups. Let p :X → X be an unbranched covering of topological manifolds with Galois group Γ (the group of covering transformations). Choose base pointsx ∈X and x = p(x). Our convention is that by a juxtaposition βα of paths we mean the path starting from α and ending along β, so that we have the short exact sequence
We may omit the base point in the notation of π 1 if no confusion arises. Then the general arguments apply toΠ = π 1 (X) and Π = π 1 (X). We choose once and for all a section (a map of sets) γ * = (γ σ ) σ∈Γ of the natural projection π 1 (X) → Γ op as in the general setting. Let λ σ be the unique lift of γ σ starting fromx. For any σ ∈ Γ, let σ also denote the isomorphism π 1 (X,x) → π 1 (X, σ(x)) and denote by C λσ the isomorphism
reason as to why we have ψ(σ) −1 instead of ψ(σ) is as follows.
Let ψ op : Γ op → Aut G be the composition of ψ and Γ op → Γ, x → x −1 . It defines a semi-direct product as in the short exact sequence
which comes with a homomorphism s : Γ op → G ⋊ ψ op Γ op being a section of the quotient map, satisfying (2.1.5.5) ψ σ −1 (g) = ψ op σ (g) = s σ gs −1 σ , where we write s(σ) as s σ .
G ⋊ Γ-Character
Varieties. Let us define the the character varieties that we will study.
2.2.1. We put
Note that if (ρ, (h σ )) ∈ Rep Γ (Π, G), then every element of (ρ, (h σ Stab G (ρ))) belong to Rep Γ (Π, G). The cochain (h σ ) σ∈Γ will be written as h * .
Consider the morphism
(2.2.1.2)
Note that with γ * fixed, g στ only depends onρ. Denote by Rep Γ (Π, G) the inverse image of (1) σ,τ . The relation k στ = 1 implies that (h σ ) σ∈Γ is determined by those h σ 's associated with the generators of Γ.
Denote by Rep
Recall that these are the homomorphisms ρ making the following diagram commute
As in the case of classical character varieties, this variety can be described in terms of the images of the generators (and relations) of Π with the additional constraint on the connected components they belong to.
2.2.3. The variety Rep Γ (Π, G) of (Γ, ψ)-invariant pairs admits an action of G: (Π, G) . The two morphisms are obviously inverse to each other thus give an isomorphism. It can easily be checked that this isomorphism is Gequivariant, so we have an isomorphism of the quotients.
Irreducibility and Semi-Simpleness
3.1. Irreducible and Semi-Simple G ⋊ Γ-Representations. We will follow the notations in §1. WriteḠ = G ⋊ Γ.
3.1.1. For ρ : Π →Ḡ, let x be a tuple of elements ofḠ which are images of a finite set of generators of Π. We put H(ρ) := H(x).
Definition 3.1.1. We say that ρ is semi-simple if H(ρ) is a completely reducible subgroup ofḠ. We say that ρ is irreducible if H(ρ) is an irreducible subgroup ofḠ.
In particular, an irreducibleḠ-representation is semi-simple. We have the following basic property.
Proposition 3.1.2. If ρ is a semi-simpleḠ-representation of Π, then its underlying G-representationρ is semi-simple.
In particular, the underlying G-representation of an irreducibleḠ-representation is semi-simple. However,ρ is not necessarily irreducible in general.
Proof. This follows from Lemma 1.2.2.
3.1.2. We will need the following notions later.
Definition 3.1.3. Letρ :Π → G be a representation. We say thatρ is strongly irreducible ifρ is irreducible and Stab G (ρ) = Z G . We say that a (Γ, ψ)-invariant pair (ρ, h * ) is strongly irreducible ifρ is strongly irreducible.
Definition 3.1.4. Let ρ : Π →Ḡ be aḠ-representation. We say that ρ is strongly irreducible if ρ is irreducible and Stab G (ρ) = ZḠ.
Irreducible GL n (k)-representations are strongly irreducible.
3.1.3. We are now ready to state the results on the orbits of semi-simple and irre-ducibleḠ-representations. Proof. By Theorem 1.2.6, the assertion holds whenever Π is a free group with n generators. Since our representation variety can be realised as a closed (See Proposition 1.1.4) G-invariant subvariety ofḠ n for some n, we are done.
Therefore, the character variety Ch Γ (Π, G) is the moduli space of semi-simplē G-representations.
Proof. As in the proof of the previous theorem, we are reduced to the case where Rep Γ (Π, G) is replaced by a direct product of finitely manyḠ. Note that the technical assumption in Theorem 1.2.8 is always satisfied for the images of ρ as Im ρ meets all components of G.
3.1.4. For Π/Π ∼ = Z/2Z, we translate Proposition 1.3.2 into the following.
Proposition 3.1.7. If ρ : Π → GL n (k) ⋊ <σ> is an irreducible GL n (k) ⋊ <σ>representation, then its underlying GL n (k)-representationρ is a direct sum of pairwise non isomorphic irreducible representations.
With the assumptions in the proposition, we have the following remark.
Remark 3.1.1. If γ ∈ Π \Π and hσ := ρ(γ) is semi-simple, then it satisfies the assumptions on x 0 σ in Proposition 1.3.2. According to the proof of that proposition, if Imρ is decomposed into a direct sum of (pairwise non isomorphic)irreducible representations V i , then the conjugation by hσ leaves each factor stable. Considering hσ as an automorphism of the group i GL(V i ), we may say that ρ is a direct sum of pairwise non isomorphic GL(V i ) ⋊<hσ>-representations.
3.1.5. Openness. Proof. This is a direct consequence of Theorem 3.1.6, since the locus of stable points is open.
Lemma 3.1.9. Let ρ be aḠ-representation with underlying G-representationρ. If ρ is strongly irreducible, then ρ is strongly irreducible.
Proof. Since the image of ρ meets all connected components ofḠ, ifρ satisfies Stab G (ρ) = Z G , then Stab G (ρ) = ZḠ.
We will assume that the set {ρ |ρ is strongly irreducible} is non-empty.
Remark 3.1.2. By Proposition 1.3.2, if a GL n ⋊<σ>-representation is strongly irreducible, then the underlying GL n -representation is necessarily (strongly) irreducible. Proof. With respect to the G/ZḠ-action, these areḠ-representations with trivial isotropy groups among those with finite isotropy groups, so the openness follows from semi-continuity theorem.
3.2. Classification Problem. Eventually, we would like to have a representation variety such that the subset {ρ |ρ is irreducible} is non-empty. For this reason, we need to study the condition under which an irreducible (Γ, ψ)-invariant G-representation can be extended to some G ⋊ Γ-representation. To simplify the situation, we require instead that {ρ |ρ is strongly irreducible} is non-empty.
Our reference for group cohomology is [Ser, Chapitre I, §5 ]. If we were to work in the setting of §2.1.5, we could equivalently work with the right action of Γ on Z G with σ ∈ Γ acting by ψ σ −1 , but the differential map on cochains should be changed accordingly. is not sufficient. Note that for an arbitrary (Γ, ψ)-invariant pair (ρ, h * ), h * is not uniquely determined byρ, as each of its factors can be multiplied by Stab G (ρ) on the right. Therefore, the correct question is whether h * can be chosen to define an extension ρ.
Denote by Ch
We define for any strongly irreducible (ρ, h * ) a cochain (k στ ) σ,τ ∈Γ ∈ C 2 (Γ, Z G ) by
Choose a section γ * : Γ → Π and a homomorphism ψ : Γ → Aut G, let (k στ ) be the cochain associated to a given (Γ, ψ)-invariant pair (ρ, h * ) defined as above. Then, (i) The cochain (k στ ) is a cocycle; (ii) The cohomology class of (k στ ) does not depend on h * ; (iii) The cohomology class of (k στ ) does not depend on the choice of γ * ; (iv) Fixingρ, the cochain h * can be modified (by Stab G (ρ)) to satisfy the condition in Lemma 2.1.4 if and only if (k στ ) is a coboundary.
We will denote by c ψ (ρ) := [k στ ] the cohomology class of (k στ ), which only depends on ψ andρ. The cohomology group H 2 (Γ, Z G ) only depends on the similarity classe of ψ in the sense of §2.1.2.
Proof. Let us show that (k στ ) is a cocycle. The differential d : C 2 (Γ, A) → C 3 (Γ, A) for the left action of Γ on some abelian group A, written additively, is dϕ(x, y, z) = x · ϕ(y, z) − ϕ(xy, z) + ϕ(x, yz) − ϕ(x, y), for any ϕ ∈ C 2 (Γ, A), and any x, y, z ∈ Γ.
Since k στ is central, its factors can be permuted in a order-preserving way, i.e.
In the following calculation we will put a bracket on each central element.
We calculate
We then continue to calculate
We have shown that (k στ ) is a cocycle. Now if (h σ ) is replaced by (h σ x σ ) σ∈Γ for x σ ∈ Z G , then k στ is multiplied by x −1 στ ψ σ (x τ )x σ which is exactly (dx * ) στ where the differential written additively is
for any ϕ ∈ C 1 (Γ, Z G ) and any x, y ∈ Γ. Therefore [k στ ] does not depend on h * . We also deduce from this that (h σ ) can be modified to satisfy the desired equality if and only if (k στ ) is a coboundary. Finally, let us show that [k στ ] is independent of the choice of γ * . Let γ ′ * be an- 
defines an extension ρ if and only if (ρ, h ′ * ) defines an extension ρ ′ . In fact, we have ρ = ρ ′ . This can be seen from the following. On the one hand, ρ(γ σ ) = h −1 σ s σ . On the other hand,
So the correspondence between (ρ, h * ) and ρ is independent of the choice of γ * .
3.2.3. Ifρ gives rise to some non trivial cohomology class c ψ (ρ) ∈ H 2 (Γ, Z G ) for the chosen ψ, then there is still a chance to extend it into a G ⋊ ψ ′ Γ-representation for some ψ ′ = ψ. As in (2.1.2 (iii)), we can take another homomorphism ψ ′ : Γ → Aut G with ψ ′ σ ψ −1 σ = ad x σ , for any σ ∈ Γ, so that h ′ σ = c σ x σ h σ defines a (Γ, ψ ′ )-invariant pair, where c σ is an arbitrary element of Z G . Let (k στ ) be the cochain defined by h * and ψ.
Proposition 3.2.3. There exists some ψ ′ similar to ψ such that the (Γ, ψ ′ )-invariant pair (ρ, h ′ * ) defines a homomorphism ρ :
depends on the choice of ψ, H 2 (Γ, Z G ) only depend on the similarity class of ψ, as similar homomorphisms give the same action of Γ on Z G . Thus in the statement of the proposition, we have omitted ψ form H 2 (Γ, Z G ). We will see below that the image of δ only depends on the similarity class of ψ.
The exixtence of the desired ρ is equivalent to [k ′ στ ] = 1. To clarify this condition, let us first note that since both ψ and ψ ′ are group homomorphisms, we have
as automorphisms, where we have abbreviated ad x σ by x σ . Therefore there exists some d στ ∈ Z G such that Proof. Let (a σ ) ∈ C 1 (Γ, G) be a cochain such that (ā σ ) ∈ C 1 (Γ, G ad ) is a cocycle for the Γ-action by ψ ′ , that is,
Therefore the cochain (a σ x σ ), is a cocyle modulo Z G , for the Γ-action by ψ. So the image of δ only depends on the similarity class of ψ.
Flat Connections
In this section we work over C. We fix a Galois covering of complex manifolds X → X and apply the previous results toΠ = π 1 (X) and Π = π 1 (X), but with Γ op ∼ =Π/Π as in §2.1.5. 4.1.1. Twisted Principal G-Bundles. Given a principal G-bundles E with a flat connection ∇ onX, for any σ ∈ Γ, we can define another principal bundle by (4.1.1.1)
where F := G is regarded as a left G-space with the action:
g : x → ψ −1 σ (g)x, for any g ∈ G, x ∈ F and a right G-space with the right multiplication action, with a flat connection ∇ σ defined accordingly. The quotient E × G,ψσ F is defined by the relation
, for any p ∈ E, x ∈ F and g ∈ G. We can also consider E σ as the principle Gbundle with the same underlying space but with the right G-action twisted by ψ σ , i.e. p.g = pψ σ (g). Another way to consider E σ is to replace each fibre, identified with G, by G.s −1 σ , i.e. the connected component in G ⋊ Γ op corresponding to σ −1 . This is the point of view that we will use.
We say that a flat connection (E, ∇) is (Γ, ψ)-invariant if for each σ ∈ Γ, there is isomorphism of flat connections
Ifρ : π 1 (X) → G corresponds to (E, ∇) under the Riemann-Hilbert correspondence, then (E, ∇) is (Γ, ψ)-invariant if and only ifρ is (Γ, ψ)-invariant.
4.1.2. As before, letx denote the base point of the complex manifoldX. We choose a base point e of the homogeneous space Ex. It determines a base point es −1 σ ∈ E σ x . If f : Ex → Ex is a morphism of homogeneous spaces that sends e to eg, g ∈ G, then the induced map f σ : E σ x → E σ x sends es −1 σ to egs −1 σ . Lemma 4.1.1. Suppose that (E, ∇) corresponds toρ, both being (Γ, ψ)-invariant. The natural bijection between the set of isomorphisms (Φ σ ) σ∈Γ such that ((E, ∇), Φ * ) is a (Γ, ψ)-invariant pair and the set of cochains (h σ ) σ∈Γ such that (ρ, h * ) is a (Γ, ψ)invariant pair, is given as follows. With the chosen base points in the fibres Ex and E σ x , for each σ ∈ Γ, the map of homogeneous G-spaces Ex → E σ x , e → es −1 σ h σ corresponds to the following map
x is the restriction of Φ σ on the fibres, and E σ λσ is the isomorphism associated to the path λ σ .
Proof. For any η ∈ π 1 (X,x), we have a commutative diagram
Indeed, with the choice of a base point in Ex, the isomorphism E η induced along η is identified withρ(η); conjugation by Φ σ,x gives the isomorphism (σ * E σ ) η = E σ σ(η) ; conjugation by E σ λσ gives the isomorphism E σ C λσ •σ(η) , which at the level of the underlying space is the same as E C λσ •σ(η) .
The
We see that such (h σ ) σ∈Γ define a (Γ, ψ)-invariant pair.
Reversing the argument, the h σ 's give a family of isomorphisms Φ σ,x that are compatible with the isomorphisms E η and (σ * E σ ) η , therefore define the desired isomorphisms of flat principle G-bundles.
Remark 4.1.1. By Lemme 4.1.1, we can identifyρ with (E, ∇) and identify (h σ s σ ) −1 with an isomorphism Φ : E → σ * E σ . Therefore in the setting of Remark 3.1.1, the flat connection (E, ∇) can be decomposed into a direct sum of pairwise non isomorphic irreducibles, and Φ induces an isomorphism on each such factor. This should be compared with [Ze2, §4.1] and [Ra, Proposition 4 .5]. 
For any
if and only if k στ = h −1 στ ψ −1 τ (h σ )h τ g στ = 1. Proof. We first note that there is a commutative diagram for any σ, τ : Remark 4.1.2. We will always assume Φ 1 = Id in accordance with the assumption h 1 = 1, so that the proposition gives an alternative condition for a (Γ, ψ)-invariant pair to descend to X.
WIth this proposition, we can say theḠ-representation ρ corresponding to the pair ((E, ∇), Φ * ) with Φ * satisfying the cocycle conditions. 4.2. Stability Condition. Let ((E, ∇) , Φ * ) be a (Γ, ψ)-invariant pair.
4.2.1.
Definition 4.2.1. We say that ((E, ∇), Φ * ) is stable if there is no proper parabolic subgroup P • ⊂ G whose G-conjugacy class is Γ-stable (for the action ψ : Γ → Aut G) and some reduction of E to P • , specified by an isomorphism E ∼ = P × P • G, such that for all σ ∈ Γ, Φ σ has a reduction to P • , i.e. such that Φ σ is induced from some isomorphism P → P σ .
In the above definition, P σ is the P • -subbundle of E σ determined by P in the following way. Let Ex be the fibre overx and regard E σ as Exs −1 σ . Note that Pxs −1 σ is not preserved by P • if P • is not ψ σ -stable. We choose x ∈ G such that s −1 σ x normalise P • , then P σ x = Pxs −1 σ x. This is independent of the choice of x as a different choice differs by an element of P • . Proof. AḠ-representation ρ is irreducible if and only if Imρ is not contained in any proper parabolic subgroup P • ⊂ G such that h −1 σ s σ normalise P • for all σ ∈ Γ, if and only if (E, ∇) admits no reduction to proper parabolic P • such that all h −1 σ s σ normalise P • , if and only if (E, ∇) admits no P • -reduction (P, ∇) such that all Φ σ restricts to P → P σ , as s −1 σ h σ normalise P • if and only if it maps Px to P σ x by the remarks before the proposition. Finally, let us remark that P • is normalised by some element in G.s σ if and only if the G-conjugacy class of P • is ψ −1 σ -stable. 4.2.2. Example. Let ψ : Γ → Aut G be the trivial homomorphism and let G = GL n (C). In this case, any parabolic subgroups P is just ∪ σ∈Γ P • .s σ since any s σ normalise P • . The image of ρ is generated by ρ(π 1 (X)) and ρ(γ σ ) = h −1 σ s σ , for all σ ∈ Γ. Therefore Im ρ ⊂ P if and only if ρ(π 1 (X)) ⊂ P • and h −1 σ ∈ P • for any σ ∈ Γ. We see that Im ρ is not contained in any P if and only if Imρ is not contained in any P • such that h σ ∈ P • for any σ ∈ Γ. Now let L be the local system onX corresponding toρ, equipped with isomorphisms Φ σ : L → σ * L for all σ ∈ Γ. Let E be a local subsystem of L and let P be the maximal parabolic subgroup defined as the stabiliser of Ex in GL(Lx) ∼ = GL n (C). By Lemma 4.1.1, h σ ∈ P if and only if Φ σ maps Ex to (σ * E)x which is equivalent to that Φ σ maps E to σ * E. The irreducibility of ρ is translated into the condition that there is no local subsystem E that is invariant under Φ σ for all σ ∈ Γ.
This morally recovers the stability of Γ-bundles defined by Seshadri: A Γ-vector bundle V onX is Γ-stable if its underlying vector bundle is semi-stable and for every proper Γ-subbundle W of V , we have
See [Ses] Chapter II, §1.
4.2.3.
Example. Let G = GL n (C) andḠ = G ⋊ <σ> be defined by the transpose inverse σ and consider the condition for aḠ-representation ρ to be irreducible. It says that Im ρ is not contained in any maximal proper parabolic subgroup ofḠ.
Suppose Im ρ ⊂ P for some parabolic subgroup P ⊂Ḡ. Up to a conjugation by G, we can assume that P • is of the form given in (1.3.3). Then P = P • ∪ P • Js 1 , where s 1 acts on G by σ and (J) ij = δ i,n+1−j . Recall that ρ(γ σ ) = h −1 σ s σ . The irreducibility means that for any standard σ-stable proper parabolic P • such that h σ ∈ JP • , Imρ is not contained in P • .
On the other hand, Zelaci's work on vector bundles suggests the following definition of stable (Γ, ψ)-invariant local system. See [Ze2] Definition 4.1. Let L be a (Γ, ψ)invariant local system onX. Given the defining isomorphism Φ : L → σ * L ∨ , and a local subsystem E ֒→ L, we put E ⊥ to be the kernel of the surjection
We say that E is isotropic if E ⊂ E ⊥ . Note that this definition depends on Φ. In this case, we say that
is an isotropic flag. Obviously, giving such a flag is equivalent to giving an isotropic local subsystem. We then define that L is stable if it admits no isotropic flag. We will show that if (L, Φ) corresponds to ρ, then this is equivalent to that ρ is irreducible. Indeed, an isotropic flag gives a maximal standard σ-stable proper parabolic subgroup P • by taking the stabiliser of the flag so that Ex is spanned by the first r basis vectors, E ⊥ x is spanned by the first n − r basis vectors, the endomorphism of J is the permutation e i ↔ e n−r+1 , and transpose inverse is in the usual sense of matrices. Denote by ψ : L ∨ x → Lx the isomorphism defined by the dual basis. Note that Lemma 4.1.1 in the current context means that h σ is equal to the map
By definition, the composition
gives 0, which implies that the map
is 0, by the commutativity of (4.2.3.7)
That is, h σ maps E ⊥ x into the kernel of pr, which is spanned by the vectors {e r+1 , . . . , e n }. Therefore Jh σ preserves E ⊥ x . Dually, we have the 0 map
but σ * t Φ = Φ. So by the same argument we see that Jh * preserves Ex. We conclude that the isotropic flag is automatically preserved by Jh σ , thus h −1 σ ∈ P • J. Conversely, given any maximal standard σ-stable proper parabolic subgroup P • preserved by Jh σ , we obtain a flag 0 ⊂ E ⊂ F ⊂ L with F identified with E ⊥ by tracing back the above reasoning.
Monodromy on Riemann Surfaces
5.1. Monodromy in Twisted Conjugacy Classes. Suppose the topological manifolds are Riemann surfaces. We introduce punctures on the Riemann surfaces and study the local monodromy. Let us first fix some notations. 5.1.1. Notations. Let p ′ :X ′ → X ′ be a possibly ramified Galois covering of compact Riemann surfaces with Aut(X ′ /X ′ ) ∼ = Γ. Denote by h the genus of X ′ and g the genus ofX ′ . Let R ⊂ X ′ be a finite set of points such that p ′ is unramified over X := X ′ \ R. Let I be the index set of the elements of R so that each point of R is written as x j , j ∈ I. Denote byR ⊂X ′ the inverse image of R and writẽ X :=X ′ \R. Denote by p the restriction of p ′ toX. We fixe the base points x ∈X and x = p(x) ∈ X as before. For each x j ∈ R and somex j ∈ p ′ −1 (x j ), put n j = | Stab Γ (x j )| = <σ j >, so in particular σ j ∈ Γ is of order n j . It only depends on x j . Thus p ′ is unramified over those x j with n j = 1.
For each j ∈ I, there is a small neighbourhood V j homeomorphic to C of x j such that each point in p ′ −1 (x j ) has a small neighbourhood homeomorphic to C on which the restriction of p ′ is z → z n j . For each j, choose a point y j ∈ V j and a loop l j around x j based at y j , all with the same orientation. We can choose paths λ j lying in X from x to y j such that γ j := λ −1 j l j λ j , together with the generators α i , β i associated to the genus, generate π 1 (X) and satisfy the relation
The choice of the path λ j determines a pointỹ j over y j and thus the connected component of p ′ −1 (V j ) containingỹ j . Let us denote this connected component by U j and denote byx j the point in U j over x j . All other connected components of p ′ −1 (V j ) are of the form τ (U j ) for some τ ∈ Γ. For each such component, we fix a τ as above and thus a point τ (ỹ j ) in it. The associated objects will be indicated by a subscript (j, τ ), for example U j,τ = τ (U j ),ỹ j,τ = τ (ỹ j ), and in particular, U j,1 = U j . If r j is the lift of l j starting fromỹ j , then (5.1.1.2)l j := σ n j −1 j r j · · · σ j r j r j is a loop in U j based atỹ j , where σ j r j is the image of r j under σ j . Letl j,τ = τ (l j ). Again, we can choose pathsλ j,τ forx toỹ j,τ lying inX such thatγ j,τ :=λ −1 j,τl j,τλj,τ together withα i ,β i , 1 ≤ i ≤ g, associated to the genus ofX, generate π 1 (X) and satisfy a similar relation as for γ j 's. Note that theλ j,1 's are not necessarily the lifts of the λ j 's. 5.1.2. Monodromy of ρ : π 1 (X) → G ⋊ Γ op . Fix ψ : Γ → Aut G and writeḠ = G ⋊ ψ op Γ op and denote byρ the underlying G-representation. Since the end point of the lift of γ j is σ j (x), γ j belongs to the coset in π 1 (X) corresponding to σ j . With the specific choices of the γ j 's as above, we say that the monodromy of aḠ-representation ρ at the puncture x j is the element ρ(γ j ), which lies in the connected component G.s σ j . In theḠ-character variety, its G-conjugacy class is well-defined, say C j . A different choice of λ j results in a conjugation of γ j in π 1 (X), whence a conjugation byḠ of ρ(γ j ), whence a conjugation of C j by the group of connected components Γ op . However, as we can see below, even if we fix a particular λ j , we still need to consider theḠ-conjugates of C j when we go up toX. So it is natural to consider theḠ-conjugacy class of ρ(γ j ).
Now we consider what happens onX. The lift of γ n j j is conjugate toγ j,1 , thereforẽ ρ(γ j,1 ) must lie in the G-conjugacy classC j := C n j j := {g n | g ∈ C j } ⊂ G. Now we take τ to be the element that takes U j to some U j,τ that does not meet U j . The lift of γ −1 τ γ n j j γ τ (γ τ is given by the fixed section Γ → π 1 (X)) is conjugate tõ λ −1 j,τl j,τλj,τ =γ j,τ in π 1 (X), therefore
C j,τ which belongs to the connected component G.s τ σ j τ −1 . We have C n j j,τ =C j,τ . Note that γ −1 τ γ j γ τ is in the coset corresponding to τ σ j τ −1 . 5.1.3. Let us summarize the above discussions as follows.
Definition 5.1.1. With a loop l j based at y j in a small neighbourhood of the puncture x j , the local monodromy class of aḠ-representation ρ at x j is theḠ-conjugacy classC j of ρ(λ −1 j l j λ j ) for some path λ j from x to y j . It does not depend on the choice of λ j . A particular choice of λ j singles out a G-conjugacy class C j contained inC j , also called the local monodromy class of ρ at x j .
We also have, Lemma 5.1.2. Suppose that we are given a particular path λ j as in the above definition so that ρ(λ −1 j l j λ j ) ∈ C j , andx j is the point over x j which has a small neighbourhood containing the end point of the lift of λ j . Then the local monodromy class ofρ atx j is C n j j . Moreover, for any other point τ (x j ) over x j , τ ∈ Γ, the local monodromy class ofρ at τ (x j ) is ψ τ (C n j j ).
Remark 5.1.1. Fixing the monodromy classesC j,τ onX does not uniquely determine the monodromy classes C j , since in general there can be many conjugacy classes C ′ j such that C ′ n j j =C j,1 .
Remark 5.1.2. Suppose that ψ is the trivial homomorphism. AḠ-conjugacy class inḠ is just a union of copies of a particular G-conjugacy class inḠ, say C j , with one copy in each connected component corresponding to the elements of some conjugacy class of Γ. On the other hand, at all points lying over x j , the monodromy classes of ρ are the same, and only depend on x j , sayC j . IfC j = {1}, then C j is morally the local type of a Γ-invariant vector bundle over x j as defined by Balaji and Seshadri. See [BS, Definition 2.2.6] .
Generic Conjugacy Classes.
In this section. we assume that the image of
is contained in a cyclic subgroup. If G is GL n or almost-simple with root system not of type D 4 , then this is always satisfied. 
with t ∈ (T sσ ) • representing the class of ts σ . Denote by T σ the quotientT σ /W sσ . When σ = σ j for some j ∈ I, we will write s j ,T j and T j instead of s σ j ,T σ j and T σ j . Let C = (C j ) j∈I be a tuple of G-conjugacy classes ofḠ, with C j contained in G.s σ j . Denote by Rep Γ,C (X, G) ⊂ Rep Γ (X, G) the locally closed subvariety consisting of ρ satisfying ρ(γ j ) ∈ C j , for all j ∈ I. If C are semi-simple classes, Rep Γ,C (X, G) is closed in Rep Γ (X, G) and these tuples are parametrised by j T j . We will define a non-empty subset T • ⊂ j T j so that ρ ∈ Rep Γ (X, G) is irreducible whenever ρ ∈ Rep Γ,C (X, G), for some tuple C whose semi-simple parts correspond to a point of T • . 5.2.2. Let P be a parabolic subgroup containing B and let L be the unique Levi factor of P containing T . In this case we will simply say that (L, P ) contains (T, B) . There are only finitely many such pairs (L, P ). Suppose that NḠ(L, P ) meets all connected components ofḠ. This implies that for any σ ∈ Γ, the G-conjugacy class of (L ⊂ P ) is stable under s σ . But (s σ (L), s σ (P )) also contains (T, B), so it is necessary that (s σ (L), s σ (P )) = (L, P ) for any σ ∈ Γ. Therefore NḠ(L, P ) = ∪ σ∈Γ L.s σ . WriteL = NḠ(L, P ).
Lemma 5.2.1. Let L and P be as above. If L = G, then dim ZL > dim ZḠ.
Proof. For any σ ∈ Γ, the action of s σ on T are determined by the connected component of Aut G that the automorphism ad s σ belongs to. By the assumption at the beginning of this section, there is some σ 0 ∈ Γ such that ad s σ 0 generates the image of Γ ψ → Aut G → A(G). Therefore ZL = C Z L (s σ 0 ) and ZḠ = C Z G (s σ 0 ), since Z L and Z G are contained in T . Now L ′ := C L (s σ 0 ) • is a Levi subgroup of G ′ := C G (s σ 0 ) • . By Proposition 1.1.10, if L = G, then L ′ = G ′ . By Proposition 1.1.9, Each element t σ ∈ T σ is an W sσ -orbit. Each element t σ ∈ t σ is a coset in (T sσ ) • . We fix a representative in (T sσ ) • of each such t σ , also denoted by t σ . The choice of such representative will not matter. If σ = σ j for some j ∈ I, then we write t j and t j instead of t σ j and t σ j .
Definition 5.2.2. A tuple of semi-simple conjugacy classes parametrised ty (t j ) j∈I is generic if the following condition is satisfied. For -any(L, P ) containing (T, B) with P = G such that NḠ(L, P ) meets all connected components ofḠ, and -any tuple (t j ) j∈I with t j ∈ t j , the element
is not equal to the identity, where s τ acts on T by conjugation. A tuple of conjugacy classes C is generic if the tuple of the conjugacy classes of the semi-simple parts of C is generic.
One can verify that D L (s τ (t n j s n j j )) has constant value for t ∈ [T, s j ] so it only depends on the coset t j .
Remark 5.2.1. If we denote by DL the homomorphismL →L/[L, L], then
where s τ acts on NḠ(T, B) by conjugation.
Remark 5.2.2. The morphism of varieties (T s j ) • s j → T , ts j → (ts j ) n j surjects onto a connected component of T s j . Indeed, (ts j ) n j = ts j (t) · · · s n j −1 j (t)s n j j ∈ T and is obviously fixed by s j .
It has the same dimension as ZL. Lemma 5.2.3. For any j ∈ I,
is a surjective group homomorphism.
Proof. Let t ∈ T s j and σ ∈ Γ. We have
Note that s σ s τ differs from s στ by an element of T , and therefore they have the same action on T . Also, all elements in a coset τ <σ j > have the same action on T s j . The right hand side of the equality is thus equal to τ ∈Γ/<σ j > D L (s τ (t)). So the image is
Since char k ∤ |Γ|, this surjects onto (Z • L ) Γ . 
with t i ∈T j . One can also define T ⊂ j T j by the same equation while choosing for each orbit t j an element t j in it. This is well-defined. . . , C 2k } be a 2k-tuple of semi-simple σ-conjugacy classes. That is, G-conjugacy classes contained in G.σ. We write n = 2m or n = 2m + 1 according to the parity. In either case, C j is determined by an m-tuple of eigenvalues A j = {ā j,1 , . . . ,ā j,m }. (See §1.3.5) Put Λ = {1, . . . , m}. We writẽ A j = {ā 2 j,1 , . . . ,ā 2 j,m }, where for any orbitz,z 2 := {x 2 |x ∈z}. We have1 2 = {1}, i 2 = {−1} (i = √ −1), and for other orbitz 2 = {z 2 , z −2 }. For any j and any subset J j ⊂ Λ, denote byÃ J j ⊂Ã j a tuple of the form (z k ) k∈J j , z k ∈ā 2 j,k . We write
We see that C is generic if and only if for any 1 ≤ l ≤ m, any J j , j ∈ I, such that |J j | = l, and anyÃ J j , the following relation is not satisfied,
5.2.6. We conclude this section by the following proposition.
Proposition 5.2.5. Suppose C is a tuple of generic conjugacy classes. Then every element of Rep Γ,C (X, G) is an irreducibleḠ-representation.
Proof. Fix T ⊂ B and s σ as in §5.2.1. Suppose ρ ∈ Rep Γ,C (X, G) is not irreducible. Then there exists some proper parabolic subgroup P ⊂ G such that NḠ(P ) meets all connected components ofḠ and Im ρ ⊂ NḠ(P ). Up to a G-conjugation we can assume that P contains B. Let L be the unique Levi factor of P containing T . Put c j := ρ(γ j ) ∈ P.s j , then c n j j ∈ P . Letc j =ρ(γ j ), then it is P -conjugate to c n j j . For τ representing a coset in Γ/<σ j >,c j,τ :=ρ(γ j,τ ) is P -conjugate to s τ (c n j j ) by (5.1.2.1). Let π L : P → L be the natural projection. Using a presentation of π 1 (X) by theγ j,τ 's, we find (5.2.6.1)
Note that the value of D L only depends on the semi-simple parts. The semisimple part c j,s of c j is contained in G.s j because we have assumed char k ∤ |Γ| and all unipotents elements are thus contained in G. In particular, c j,s ∈ P.s j . It is therefore P -conjugate to an element of NḠ(T, B) and is further L-conjugate to an element of (T s j ) • s j by Proposition 1.1.5. Now, the above relation contradicts the definition of generic conjugacy classes. 6. Double Coverings 6.1. G ⋊ Z/2Z-Character Varieties. These are among the most important examples. We will reproduce some of the general results above in these particular cases with more explicit computations. 6.1.1. Let p :X → X be a double covering of Riemann surfaces. Denote by θ the non-trivial covering transformation of p. Interesting structure groups include connected complex reductive group of type A, D or E 6 . Other types are possible but do not have non trivial graph automorphism. We will denote the structure group by G. Since a homomorphism ψ : Z/2Z → Aut G is determined by the image of 1 ∈ Z/2Z, we will denote its image by σ and say the (Γ, ψ)-invariant pair concerned is σ-invariant. Therefore for a G-representationρ of π 1 (X), we writeρ σ := σ•ρ•C λ •θ, where λ is the unique lift of γ := γ θ . Denote byγ the path θ λλ which lifts γ 2 . Let us look at various σ-invariant local systems onX.
We are concerned with two cases.
(i) σ is the trivial automorphism of G, andρ σ = hρ for some h ∈ G. In this case, we simply say that (ρ, h) is an invariant pair. (ii) σ is a graph automorphism of order 2, andρ σ = hρ for some h ∈ G. We say that (ρ, h) is a σ-invariant pair.
Let L ∈ Rep(X, GL n (C)) be a local system corresponding to some representatioñ ρ, thenρ σ corresponds to σ * L in case (i) and corresponds to σ * L ∨ in case (ii), where L ∨ is the dual local system. Therefore L is invariant if there exists an isomorphism Φ : L → σ * L and that L is σ o -invariant if there exists isomorphism Φ : L → σ * L ∨ . If σ is a non-trivial order 2 inner automorphism, then it is equivalent to having the trivial automorphism, as we have seen before (1.3.2). We will see later that, when n is even and σ = σ s , the symplectic type automorphism, the corresponding σ-invariant pairs also have a simple description in terms of local systems. Suppose that L is an irreducible invariant local system. Given an isomorphism Φ : L → σ * L, the composition σ * Φ • Φ : L → L is necessarily a homothety. The isomorphism Φ can be modified in such a way that this homothety is the identity, in which case Φ is called a linearisation (in [Ze2]).
Let L be an irreducible σ o -invariant local system. Given an isomorphism Φ : L → σ * L ∨ , the composition σ * t Φ −1 • Φ : L → L is necessarily a homothety, denoted by k ∈ C * , Since a homothety is invariant under transpose and pullback by σ, we have k = k −1 . We define the signature of L as the value of k, denoted by ǫ L . 6.1.3. We also have the equivalent description in terms of representations, but for general reductive groups.
Then if σ acts trivially, then dϕ is (0, 0) → a; (0, 1) → a;
(1, 0) → a; (1, 1) → b 2 a −1 , (6.1.4.7) and if σ acts by inversion, then dϕ is (0, 0) → a; (0, 1) → a −1 ;
(1, 0) → a; (1, 1) → a −1 . (6.1.4.8) Therefore, if σ acts trivially, H 2 (Z/2Z, C * ) is trivial and if σ acts by inversion, H 2 (Z/2Z, C * ) ∼ = µ 2 is the two-element group. The two cohomology classes, distinguished by d = ±a −1 , correspond to the signatures of σ o -invariant pairs. Indeed, the cochain (k στ ) associated with (ρ, h) is k (0,0) = 1; k (0,1) = 1;
k (1,0) = 1; k (1,1) = k = σ(h)hg. (6.1.4.9) Therefore k = 1 gives the trivial cohomology class whereas k = −1 gives the other cohomology class. 6.1.5. We have seen in Proposition 3.2.3 that (Γ, ψ)-invariant pairs corresponding to a non-trivial cohomology class may be regarded as (Γ, ψ ′ )-invariant pairs corresponding to the trivial cohomology class for some ψ ′ similar but not equal to ψ. In fact, the σ o -invariant GL n (C)-local systems of signature −1 are exactly the σ s -invariant local systems.
Let ( That is, (ρ, Jh) has signature +1 with respect to σ s . 6.2. Explicit Form of G⋊Z/2Z-Character Varieties. We are now ready to write down the explicit equations defining G ⋊ Z/2Z-character Varieties. 6.2.1. Unramified Covering of Compact Surfaces. Suppose that p :X → X is an unramified double covering of compact Riemann surfaces. Let g and h be the genus ofX and of X respectively. We have g = 2h−1. Choose generators α i , β i , 1 ≤ i ≤ h, of π 1 (X) satisfying h i (α i , β i ) = 1, where (α, β) is the commutator. As an index 2 subgroup, π 1 (X) is generated byα j ,β j , wherẽ α 1 = α 1 ,β 1 = β 2 1 , α j = β 1 α j β −1 j ,β j = β 1 β j β −1 1 , 2 ≤ j ≤ h α j = α j+1−h ,β j = β j+1−h , h + 1 ≤ j ≤ g. (6.2.1.1) Then g j (α j ,β j ) = 1. With these choices, the character variety is
where s 1 is the image of 1 ∈ Z/2Z inḠ. Note that (a, bs 1 ) = abψ 1 (a −1 )b −1 , for any a, b ∈ G. We observe that -If ψ 1 , for 1 ∈ Z/2Z, is the trivial automorphism, we obtain the usual Gcharacter variety of π 1 (X). In the case G = GL n (C), -If ψ 1 , for 1 ∈ Z/2Z, is the exterior automorphism of orthogonal type σ o , then G.s 1 ⊂Ḡ o . This is the moduli space of σ o -invariant local systems of signature +1. -If n is even and ψ 1 , for 1 ∈ Z/2Z, is the exterior automorphism of symplectic type σ s , then G.s 1 ⊂Ḡ s . This is the moduli space of σ o -invariant local system of signature −1. The groupsḠ o andḠ s are defined in §1.3.2. 6.2.2. Unramified Covering of Noncompact Surfaces. Now suppose that p ′ :X ′ → X ′ be a ramified double covering of compact Riemann surfaces. There must be an even number of ramification points. We follow the notation of §5.1.1. The fundamental group π 1 (X) is generated by α i , β i , 1 ≤ i ≤ h, and γ j , j ∈ I, with the only relation i (α i , β i ) j γ j = 1. Note that in the particular case of double covering, each α i , β i is the image of someα i orβ i . Therefore the images of the α i 's and β i 's under ρ must lie in Imρ ⊂ G. Also note that for each γ j with n j = 1, γ j is conjugate toγ j,1 . (Here 1 ∈ <σ> ∼ = Z/2Z ∼ = Γ, is written multiplicatively. We could writeγ j,0 and γ j,1 instead ofγ j,1 andγ j,σ respectively.) For j such that n j = 2, we simply writẽ γ j :=γ j,1 .
Let C = (C j ) j∈R be a tuple of semisimple G-conjugacy classes inḠ such that C j with n j = 1 is contained in G and C j with n j = 2 is contained inḠ \ G and there are even number of classes C j with n j = 2. These classes determine a tuple cf conjugacy classesC := (C j,1 ,C j,σ ) n j =1 (C j ) n j =2 in G, whereC j,1 = C j ,C j,σ = ψ 1 (C j ) andC j = C 2 j . Denote by Rep Z/2Z,C (X) the closed subvariety ofḠ-representations under which the image of each γ j lies in C j . Then we have
Under the isomorphism given in the proof of Theorem 2.2.1, it is isomorphic to a closed subvariety of Rep Γ,C (X, G), with Γ = Z/2Z, where Rep Γ,C (X, G) consists of those representationρ : π 1 (X) → G such thatρ(γ j,τ ) ∈C j,τ for τ = 1 or σ and ρ(γ j ) ∈C j . Since for a given conjugacy classC ⊂ G, the conjugacy class C ⊂ G.σ such that C 2 =C may not be unique, the closed subvariety Rep Z/2Z,C (X) in general is not equal to Rep Γ,C (X, G).
6.2.3.
Ramified Covering of Compact Surfaces. We apply the previous discussions to ramified coverings. Let J ⊂ I be a subset indexing some ramified points. Writẽ X J =X ∪ j∈J {x j } and X J = X ∪ j∈J {x j }. If we putC j = {1}, for any j ∈ J, then Rep Γ,C (X, G) can be regarded as the variety of (Γ, ψ)-invariant representations with respect to the ramified coveringX J → X J , with monodromy classes at the punctures {x} j , j / ∈ J, given byC j , j ∈ I \ J. We are interested in the case where J = I and R are exactly the ramification points. NowC j = {1} for all j. In the case of G = GL n (C), we observe that (a) If ψ 1 , 1 ∈ Z/2Z, is the trivial automorphism, each C j is identified with a conjugacy class of involutions in G. These classes are parametrised by partitions of n of length at most 2, say µ = {µ (j) } j∈J with µ (j) = (n (j) 1 , n
2 ), n (j) 1 + n (j) 2 = n. Then we write Rep Γ,C (X, G) as Rep Γ,µ (X, G). The variety Rep Γ,C (X, G) is a finite union of the Rep Γ,µ (X, G)'s for µ running over the partitions above. Following Remark 5.1.2, we say that a (Γ, ψ)-invariant representationρ on the ramified overingX ′ → X ′ has local type µ over R if the correspondingḠ-representation ρ belongs to Rep Γ,µ (X, G). (b) If ψ 1 , 1 ∈ Z/2Z, is the an exterior automorphism σ of orthogonal type or symplectic type, then by (1.3.5), the map C → C 2 gives an injection from the set of semisimple G-conjugacy classes contained in G.s 1 into the set of σstable semisimple conjugacy classes in G, so in particular, C j is the conjugacy class of s 1 for all j. In this case, we have
Rep Γ,C (X, G) ∼ = Rep C Γ (X, G).
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