The system uses files in three subdirectories of the current working directory. By default, these subdirectories are called jobs/, temp/, and output/. A user may also optionally have a file named hosts in the current working directory.
The jobs/ subdirectory contains the input file associated with each of the processes to be executed. It is created automatically from the input events file and the granularity (the number of PROVE-LEMMAs requested per job). The jobs are assigned to processors in alphabetical order. The name of each job is the name of the first PROVE-LEMMA in the file. 
DELETE-COMMUTATIVTY PERMUTATIONP-PRESERVES-MEBR MEMBER-APPEND PERMUTATIONP-TRANSITIVE
The temp/ subdirectory contains files used temporarily during the execution of the jobs. Each scheduled job is assigned a unique number. There are three files associated with each scheduled job contained in the temp/ subdirectory. The output.n file is the output created by job n. The status.n file communicates whether the nqthm events were successfully (or unsuccessfully) processed to completion, or whether the job was terminated before it could complete. The finish.n file is created when the remote job finishes.
By default, when the finish.n file is created the output.n and status.n files are moved to the output/ subdirectory described below. Note that if the system does not have to recover from errors, there will be 3 as many scheduled jobs as there are files in the jobs/ directory. The output/ subdirectory contains the output from jobs, and information about the status of each job. If scheduled job n executes job X from the jobs/ subdirectory without error, then X.output in the output/ directory is identical to outpuLn in the temp/ directory and X.status in the output/ directory is identical to 3 status.n in the temp/ directory.
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'If the rile contains BOOT-STRAPs or NOTE-LIBs, then job naming and assigning is slightly different. Events of that type are always the first events in a job, so the previous job may have fewer than PROVE-LEMMAs than the granularity. Job names are the first event name in the job followed by a "." followed by a number that is the location in the file of the most recent BOOT-STRAP or NOTE-UB. This is necessary since an events file with BOOT-STRAPs or NOTE-LIBs may have duplicate event names.
If the current directory contains a file named (by default) "hosts", then it is used to find hosts upon which to run. Each host name must appear on a separate line. The number of times a hostname appears in the host file will be the number of processes that may be simultaneously placed on it. (For example, if "cli" appears twice in the host file, then the host cli may have two simultaneous processes running on it.)
If a hosts file does not exist in the local directory, a system default is used. 
2.1-C Problems That are Detected
There are two kinds of errors that are detected by the system. First, if a job finishes but does not produce the appropriate output, then the system concludes that the remote job ended abnormally and reschedules the work. (To construct the following example, one remote process was killed. The system detected the problem and rescheduled the job.)
> (do-file-parallel "/usr/home/kaufmann/demo-permutationp.events" 3 :kill-if-no-progreas 60)
Clearing directory jobs/.
Creating jobs files.., done.
Invoking dispatcher. Initializing job information.., done. Clearing directory output/.
Clearing directory tamp/.
Hosts requested: ("clientl2" .. cli" "anderson" "Jingles" "scarab" "decaf" "clientl3.. "elgin" "oscar"). Hosts currently blocked: NONE. The other type of error detected by the system is when no progress is made. If the output file is not written to for too long, the system kills the local process (in case it is not already dead) and restarts the job. (To construct this example, all local processes related to parallel jobs were killed on the local host.
I
After a while the system detected the problem and took action.) >(do-file-parallel "/usr/ome/kaufmann/demo-permutationp.events' 3 kill-if-no-progress 60) Clearing directory jobs/. Creating jobs files.., done.
Invoking dispatcher. Initializing job information.., done. Clearing directory output/. Clearing directory temp/.
Hosts requested:
("clientl2" .. cli" "anderson" "Jingles" "scarab, "decaf" "clientl3" "elgin" "oscar"). 
I> 3

2.1-D The Par commands
There are several commands that are useful for controlling parallel jobs. They are used from the shell, and none of them has arguments. Note that it is the policy at Computational Logic that it is OK for any user to do execute any of these commands whenever he wishes.
" parstop --block the local machine from getting more par jobs assigned to it (blocks are removed at 8PM and 8AM every day) and kill all par jobs already running on this machine. 
3
. parblock --block the local machine from getting more par jobs assigned to it (blocks are removed at 8PM and 8AM every day)
" parunblock --free the local machine for par jobs e parshowblocked --show which machines are currently blocked parkill --kill all par jobs on this machine parcount -givp the number of jobs owned by user par on the local processor (this is usually twice the number of rsh's on the local machine)
Here's an example of these commands in action:
lThis command is simply a parbiock followed by a parkill The jobs directory name is a string that contains the name of the subdirectory that is to be used to hold the input files for the dispatcher. If the parameter given is not a real subdirectory name for the current directory, or if the parameter does not end with a '/' character, then an error is reported. The jobdirectory-name subdirectory is cleared with every run of DO-FILE-PARALLEL.
I
2.2-B :output-directory-name
Default: "output/"
The output directory name is a string that contains the name of the subdirectory that is to be used to hold the output files from the jobs. If the parameter given is not a real subdirectory name for the current directory, or if the parameter does not end with a '/' character, then an error is reported. The outputdirectory-name subdirectory is cleared with every run of DO-FILE-PARALLEL.
3
2.2-C :hosis-Ile-name Default: "hosts"
The hosts file name is a string that contains the name of a file that contains the hosts upon which to run the parallel jobs. As described in section 2, if the host file name exists (either the default "hosts" in the current directory or the file specified with the :hosts-file-name key parameter) then it is used to provide the list of host names. If the host file name does not exist, than a system-wide default is used instead.
The hosts file contains one host per line. Each host name should be a valid host accessible to the user with an rsh command from the local host. A host may have as many processes assigned to it as there are occurrences of its name in the hosts file. 
I I
assigned to the hosts on this list starting from the beginning, the order of the hosts in the list affects the job. This is particularly important when one considers system errors -a job that does not complete successfully is reassigned to the first host on the list that does not have a job assigned to it, even if that host was the one that just failed! If the first host is inaccessible for some reason, the system will loop forever reassigning a job to that host.
Since we are already relying on the local host, in general we want the local host to appear first in the host list. If :local-host-first is non-nil, then the host list lists the hosts in the same order as was found in the hosts file, except that occurrences of the local host are moved to the front of the list. If :local-host-first is nil, then the host list is in the same order as was found in the hosts file.
3
2.2-E :kill-if-no-progress Default: 200
I
As described in section 2, remote jobs that do not produce output for too long are killed and their work rescheduled. The minimum "safe" time in seconds for before a job may be killed is given with the
If the value of this parameter is n, then the processor checks every n seconds to see if any processes 3 should be killed. If a process has not written to its output file in the last n seconds, then it is killed and the work rescheduled.
3
The garbage collection message is turned on in remote jobs (in the default front-end file -see :front-end below) when they are set up to guarantee that long periods of time between output updates really means trouble and is not just NQTHM taking a long time.
2.2-F :command-name
Default: 'pc-nqthm"
U
The command name is the command that is to be run on the remote hosts. It must be accessible on the remote host.
Probably the only time a user would want to change the default command is to use another version of the theorem prover, for example "nqthm".
2.2-G :front-end
3
Default: "/local/src/parallel/front-end.lsp"
The front-end is a string that is the name of a file containing forms to be sent to the remote processes 3 before the job-specific info and the events. The default contains code that helps set up the remote process for running the subsequence of events that need to be run by that job.
Most users will not want to mess with this parameter.
'Fis means that a process may take longer than n seconds to be killed once it stops producing output, but no longer than 2*n seconds. If the number n is provided, then the local host will sleep n seconds between checking for completions.
If nil is provided (or the default is used) then the delay will be set equal to the granularity. Thus, if each job processes 20 PROVE-LEMMAS and the delay is set to nil, then the local processor will sleep 20 seconds after checking for completed jobs.
2.2-I :nice-flag
I
Default: t
If nice-flag is non-nil, then the jobs run on remote machines will be run using "nice". That is, they will run so that they have a lower priority than most other jobs on the system. If nice-flag is nil, then the spawned jobs will be run at normal priority.
Note that even nice jobs take resources, so running at a lower priority will not guarantee that running a parallel job will have no effect on the systems used.
3
It is the policy at Computational Logic to run jobs at the default (nice) priority level. 3 ii I I I 2.3 Some Implementation Hooks 1 ins section describes U!obal variables whose values are used by the system. Using them, the user may customize the system somewhat.
The following variables may be set by the user. * *output-completed-string* (Default: "Boyer-Moore job terminated") This suing appears in the status file of a job. It signifies that the job completed. Whether the job completed successfully or with failure is communicated on the line after this line.
" *no-io-in-paralel-flag* (Default: nil) This flag directs whether the remote processes should produce the complete NQTHM output or an abbreviated version. If non-nil the abbreviated version is produced. " *delete-jobs-flag* (Default: nil) This flag directs whether the job input files should be deleted after they are all processed. If nil the job input files are retained.
* *clear-query-flag* (Default: nil) This flag directs whether the the user should be queried before the jobs, temp, and output subdirectories are cleared. If non-nil the query is performed. * *local-host-war!ing* (Default t) This flag directs whether the user should receive a warning if the first host in the host list is not his local host. This is checked after the host list is possibly rearranged to move the local host to the front of the host list (as described in section 2.2). As noted before, if the first host is inaccessible for some reason, the system will loop forever reassigning a job to that host. * *save-temp-files-flg* (Default nil) This flag directs whether the files in the temp/ subdirectory should be copied or moved to the output directory when a job completes. If non-nil, the temp files are copied (and therefore saved). * *kiil.dispatcher-upon-seeing-failure* (Default nil) This flag directs whether the parallel job should finish as soon as failure is detected. If non-nil, the job stops as soon as any of the jobs returns a failure. * *system-parallel-directory* (Default "/iocal/src/parallel/") This directory name contains various files the dispatcher needs to operate. These files are discussed in Section 3.1. * *parkill-command* (Default "/local/bin/parkill") This string is submitted to the system if the system ends abnormally (e.g. the user aborts) * *protected-hosts-subdirectory* (Default "protected-hosts/") This subdirectory of *systemparallel-directory* contains the "block" files used by the dispatcher. (See Section 3.1.) * *lock-rde-name* (Default "lock-out-others.par") This is the name of the lock file that is used to lock te current directory from use as a parallel job current directory for someone else. * *output-info-subdirectory* (Default "statistics/runs"') This subdirectory of *systemparallel-directory* holds the files that record job progress. These files are designed to help track system use. (See Appendix A.) * *all-valid-hosts-names* (Default nil) If non-nil, host names from the hosts file are checked to make sure that they appear in this list. If they do not appear, a warning message appears.
I
Dispatcher Use
This section is intended for someone who wishes to use the dispatcher part of this system independently.
We have tried to keep the dispatcher functionally separate in order to make it applicable to other problems than parallel NQTHM. If you just want to use this system to run NQTHM jobs in parallel, this subsection probably will NOT do you any good.
I DON'T LET THIS SECTION CONFUSE YOU IF YOU SIMPLY WANT TO USE THIS SYSTEM TO RUN NQTHM JOBS IN PARALLEL. It is intended for those who want to build systems to do parallel
I
work with other kinds of jobs.
Section 3.1 describes the dispatcher's implementation, and section 3.2 describes how the system is built on top of the dispatcher. Appendix B contains an example of using the dispatcher to compile in parallel.
Dispatcher Use Overview
The dispatcher takes work and passes that work out to some processors. When a processor is done with a task, the dispatcher updates its records and assigns a new job to the processor. Eventually all the work will be completed and the dispatcher will return with a value reflecting whether all the jobs were 3 successful.
The dispatcher expects there to be in the current directory a jobs directory (default name : "jobs/') that contains the work to be done. By default, each file in the jobs directory contains the input to the command to be run remotely.
During the execution of the dispatcher, a temp subdirectory (name: "tempf') is used to keep track of the jobs as they progress.
After a job completes, its standard output is moved from the temp/ subdirectory to the the output subdirectory (default name "output/"). If the name of the job file is X, then X.output will contain the task's output and will appear in the output directory. X.status will contain the standard error stream 3 output by the job and will also appear in the output directory.
The hosts to use for remote processing can be found in the hosts file (default name: file "hosts" in the current directory). 
3
A dispatcher invocation has the form default (dispatcher : Jobs-directory-name <directory-name> "Jobs/" :output-directory-name <directory-name> "output/" :hosts-file-name <file-name> "hosts" :local-host-first <t I nil> t :delay <number> 15 :kill-if-no-progress <number> 600
:coamand-name <co-nand-name> "pc-nqthm" :completion-function <function> #' nqthm-completed :front-end <file-name> "/local/src/parallel/front-end. lsp"
I
:back-end <file-name> "/local/src/parallel/back-end.lsp" :nice-flag <t I nil>) t :Job-list <job-list I nil> )nil
Most of these parameters are the same as those to DO-FILE-PARALLEL (see section 2.2), with the following exceptions: " :host-file-name Like the :host-file-name parameter name to DO-FILE-PARALLEL except if the file does not exist an error occurs.
" :completion-function This is a function to be applied to the status file of a job to tell whether it completed successfully or not. " :front-end This file is sent to the remote process as input before the job input file. If the empty string is used, then no front-end file is sent.
-:back-end This file is sent to the remote process as input after the job input file. If the empty string is used, then no back-end file is sent.
" :job-list If non-nil, this provides a list of job names in the jobs subdirectory to be run. This may be useful if only a subset of the jobs subdirectory is to be used, or if the jobs are to be assigned in a particular order. If nil, all jobs in the jobs directory will be assigned in alphabetical order. This section contains a description of our implementation. Let us re-emphasize that it should be completely unnecessary to read this section if one simply wants to be able to use the system. Rather, we have included this section for those who would like to know how this all works at the lower levels, perhaps so that they can create variants of this system. One might even think of this section as documentation for the code; the code itself may be found in Appendix C.
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The first subsection below is a guide to the implementation of the dispatcher, which has nothing to do with NQTHM but is a general-purpose program for running independent jobs in parallel. (The dispatcher's use is documented in Subsection 2.4.) The second subsection below describes the I implementation of the parallel version of the Boyer-Moore prover on top of the dispatcher. We conclude this section with an explanation of the system front-end file.
3
Dispatcher implementation
The main function for the general dispatcher is the Lisp function DISPATCHER. The code and its 3 comments (see Appendix C) are the ultimate reference. In this section we describe the algorithm it uses and some of the subsidiary functions.
Dispatcher algorithm:
Initialize various environmental variables. These include the starting time, the local host name, the user name, and the suffix to use for the filename where statistics of the run will be collected, e.g. the '567489' in "/Iocal/src/parallel/statistics/runs/wilding.567489". 2. Set up locking. Only one run of the dispatcher is allowed in a given directory at a given time, in order to avoid clashing use of common directories. The file "lock-out-others.par" is created in the current working directory whenever the dispatcher is entered. The dispatcher starts by checking to see if the directory is already "locked" in this sense; if not, it locks the directory. 3. Check if jobs exist. If a job-list is provided, make sure that the jobs all exist in the jobs/ subdirectory.
4. Set up the jobs. The job names are simply the file names from the directory jobs-directory-name ("jobs/" by default), unless they are provided by the :job-list option.
5. Set up the initial hosts-jobs-alist. This is an association list which associates jobs with hosts. Initially each host is associated with NIL, indicating that no job has yet been assigned.
6.
Enter main loop. * Update completed jobs records. Remove the terminated jobs from the I hosts-jobs-alist. Tack those that didn't complete back on to the end of the list of unassigned jobs. (More on this below.)
" Possibly look for and kill bombed jobs. If it has been longer than 3 kill-if-no-progress seconds since we last looked for "bombed jobs", then kill all the jobs which haven't output any characters in the last kill-if-no-progress seconds and put them back on the list of unassigned jobs. In such cases, a message headed with "*** KILLED" will appear on the terminal.
* Assign jobs. Assign jobs to hosts which are currently not busy, appropriately adjusting the hosts-jobs-alist and the list of unassigned jobs. Avoid hosts that are currently blocked (except for the local host). Print an appropriate "starting" I message to the terminal for each new job started.
e Check for completion. If no hosts are busy, return from the loop. Otherwise sleep for delay seconds.
7.
Report failed jobs. Return NIL if there are any failed jobs and otherwise return T.
8. Clean up. Remove the lock (i.e. delete the file "lock-out-others.par") and report completion to statistics files. If execution didn't complete normally ther parkill to remove all local jobs owned by user par. 4 One complicated thing about the code is how jobs are started. The Lisp function SYSTEM (as it exists in KCL and AKCL at CLInc) takes a string which is then given to the Shell to execute. Our function SYSTEM-JOB-COMKAND produces a string that, when given to SYSTEM, creates a job. This causes execution of the Shell command parcsh, which calls the Shell on its arguments after changing ownership of the process to the user par. The argument list for parcsh is of the form PAR <hoat-nauml> <comand-nama> <unique-nunber> <front-end> <Job> <back-end> 3 PAR is a c-Shell script (see Appendix C) that:
1. Write the process number to the file temp/output.n, where n is the <unique-number> supplied above, i.e. the unique job number.
2. Call rsh (remote Shell) with host <host-name> and command <command-name>, piping the concatenation of the files <front-end>, <job>, and <back-end> to its standard input stream. Send the standard output of this process to the file temp/output.n, and send its error output to the file temp/status.n, where (as above) n is the <unique-number>.
3. Create the file temp/finish.n (same n as above).
Notice that since we start by writing the process number to the file temp/output.n, we can kill abombed job by first reading its process id from the first line of the output file and then issuing the appropriate kill command.
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As mentioned above, we need to update completed jobs records. We have just explained that PAR uses a remote Shell call (i.e., rsh) to fire up a job on a remote machine, after which it creates a "finish" file. One may consider a job to be terminated if its corresponding "finish" file has been created. (The Lisp function job-completed, which should perhaps be called Job-terminated, does this check.) Such a "terminated" job is to be removed from hosts-jobs-alist. But first it must be decided whether the job completed or not; if not, it should be put back on the list of unassigned jobs. This determination is up to the completion function, which by default is the function nqthm-completed. Recall from Subsection 2.4 that this function expects a file name, which in this case is the status file temp/status.n (where n is the job's unique number), and returns either NIL (which means that it was "unable to give a reliable answer") or a pair of the form ' success . message) or (code . message). In the former case (where NIL is returned) the job is considered to have failed to complete (and the message "***NOT completed" is printed out), and it is put on the list of unassigned jobs. Otherwise the job is considered to have completed (and the message "completed" is printed out), the message (if any) is printed out, and the output and status files are moved to the output/ subdirectory. If the first component of this pair is anything other than ' success then the job is added to the list *failed-Job-na 3es*. When the dispatcher finally returns, if this list is not NIL then the list is printed out with an appropriate message and the dispatcher returns NIL. If all jobs succeed, then the dispatcher returns T.
Parallel nqthm implementation on top of the dispatcher
As in the previous subsection, we leave to the code documentation the task of giving detailed specifications. What follows here is an overview of the execution of the main function, DO-FILE-PARALLEL.
1. Set up locking. This works just as it did in the dispatcher. We want the current working directory reserved for only this run of DO-FILE-PARALLEL since even before the dispatcher is called we will be writing to one subdirectory, namely (by default) jobs/. 2. Check that appropriate files and directories exist. These include the system's front-end file, the jobs/ subdirectory, the output/ subdirectory, the temp/ subdirectory, and the hosts file (or whatever the user supplied in place of these defaults).
3. Set delay. If the : delay keyword argument has not been supplied by the user, then set the delay to the granularity of the call to DO-FILE-PARALLEL.
4. Reset. Set the *current-job-unique-number* back to 0 and clear the relevant subdirectories (these are jobs/ and output/by default, together with temp/).
5.
Create the jobs files. These are the input files to be shipped to the remote hosts inbetween the front end and the back end. Note that jobs with events which follow a BOOT-STRAP or NOTE-LIB in the main file are suffixed with a natural number, i.e. they look like <identifier>. n where n is the position of the applicable BOOT-STRAP or NOTE-LIB in the main file.
6. Check directory. Be sure that the current working directory is what we started with; if not, change to it.
7.
Remove the locking. Otherwise we won't be able to run the dispatcher!
Run dispatcher. Return what it returns and print a happy message if it returns T.
Clean up by returning to the working directory that we started with in case that differs from the current working directory.
The dispatcher is called with : back-end set to the filename argument (for the events list) of the call of DO-FILE-PARALLEL. We'll omit discussion of the defaults, as these are documented earlier (see Section 2.2, DO-FILE-PARALLEL-OPTIONS), except to discuss briefly the function NQTHM-COMPLETED. Recall from the previous subsection that the : completion-function argument to the dispatcher takes a filename argument (which is supposed to be the name of a status file) and returns either NIL or a pair. The function NQTHM-CONPLETED in fact looks for a line that equals the *output-completed-string*, "Boyer-Moore job terminated", in the given file, and then reads the next line. If the first 7 characters of that next line are "success" (when converted to lower case), then it returns the pair (' success NIL). Otherwise it returns the list (' failure . (<line>)), where <line> is that line.
Note that the appropriate messages to the status file are placed there by the remote job. The top-level loop function PAR-NQT-M-TOP-LEVEL in the system's front-end file in fact uses a system call to echo2 to print the string "FAILURE: The event <event-name> failed." to the error stream (and hence to the status file) in this case, where <event-name> is the name of the failed event; otherwise it prints "Success! !"
3.3
The system front-end file.
Recall that the default "front-end" file for DO-FILE-PARALLEL is the file /local/src/parallel/front-end.lsp. The file /local/src/parallel/front-end-with-doc.lsp is a version of that file with comments, so complete documentation may be found in that code. In this subsection we give describe that code (which may be found in Appendix C).
Recall that the front-end file is the first file sent into the standard input stream of the aqthm or pc-nqthm process. That is, a remote host will be reading in and executing the forms from this file. After all the forms in this file are read, the particular job file will be read in. The last form in the job file is (PAR-NQTHM-TOP-LEVEL), where the function PAR-NQTHM-TOP-LEVEL is defined in the frontend file. It is a top-level loop which will process the forms in the back-end file, i.e. the file of events. The central thing to understand from the front-end file is the definition of PAR-NQTHM-TOP-LEVEL. That function executes a loop after which it "cleans up" 5 . Here is what its main loop does.
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1. Read the next form.
2.
If there are no more events to process, return T. There are no more events to process if we are either (a) at end-of-file or (b) at the event *finish-ame* (set in the job-file to be the first event that we should not process).
3. Print the next event, evaluate it, and print its value. However, we turn PROVELEMMAs into ADD-AXIOMs until we find the starting event.
The variable *start-name* is initialized to the starting event's name in the job file. In case there is a preceding BOOT-STRAP or NOTE-LID the variable *start -position* is also set in that file, and all events before the appropriate BOOT-STRAP or NOTE-LIB are ignored.
If the value is NL, exit the loop with value NIL.
The first part of the "cleanup" phase has already been described in the subsection above: A success message is printed to the error stream if all events evaluated to non-NIL, and otherwise a failure message is printed. (We also handle the case that a READ fails, i.e. and end-of-file is encountered during the process of reading the next form.) Finally, we exit in the C language tradition, i.e. with status 0 if all events evaluated to non-NIL and I otherwise. Our current implementation does not use that status information, however.
The only slightly tricky part of this strategy is that the "cleanup forms" are not evaluated in Lisp when an error is caused until control is returned to the built-in top-level loop. Fortunately, in KCL there is a global variable *break-enable* which one may initialize to NIL in order to avoid entering the break loop 3 when an error occurs. This is the first thing we do in the front-end file.
The front-end file also contains the form (setq sys: : *aotify-gbc* t), which turns on garbageCollection notification. This feature should make it virtually impossible for an NQTHM job to "bomb" simply because it's not putting out characters fast enough; if all other output is slow, still there are likely to be frequent garbage collection messages! 
Results and Conclusions
Trial Runs
We've run several tests to try to break the error handling capability of the system. These included killing processes in the middle of a job, adding sleep commands to jobs to make them "killable", and even turning off a remote processor before it finishes. In all these tests the problem was detected and the parallel job recovered.
The dispatcher's utility has been demonstrated separately from the problem of doing NQTHM runs in parallel. It was used to compile code in parallel. That experiment is described in Appendix B.
We've run several different nqthm files for testing. The largest nqthm job we've run in parallel so far has been the events that create the various shared libraries created by Bill Bevier. With 7 Sun 3/60 processors (including the processor that ran the dispatcher) the job took 2 hr 22 min, compared with 10 hr 31 min for one dedicated processor running pc-nqthm from the shell.
The speedup of about 4 1/2 is about 63% of the theoretical maximum. The following lines from the parallel run's output show that only a fairly small portion of of the 37% loss is due to uneven finish times of the jobs. 
Future Work
There are several things we'd like to do (someday) that would increase the utility of this coarse approach to parallelism in NQTHM.
Integrate with J Moore's library utilities. When NQTHM with efficient library utilities is released, it will have two possible impacts on our system. First, it may allow remote systems to avoid redoing the DEFNS and old PROVE-LEMMAS for each job. Second, and more importantly, it will be very desirable for our system to produce endorsed "books". * Include the notion of dependencies. We should investigate better ways to create the job files. Some events depend on others, like PROVE-LEMMAs after a BOOT-STRAP, and some events take longer and should have processing resources devoted to them early. " Find the bottlenecks. We're not sure right now what is keeping us from getting better performance. (63% may be as good as it gets, but we should at least know what the important factors are.) * Try some big runs. The system has limits. (100 remote hosts would surely fill the dispatcher's process table, for example) We should find out what these are. " Try to run remotely The system has been designed to run on machines that are not in the local area network. We should try it.
Condusions
It's not difficult to take advantage of idle processors.
GNU EMACS with KCL running under Unix is a wonderful development environment.
The basic idea of running NQTHM event files in parallel by sending remote processors subsequrences of events seems to work fairly well. With large runs we have obtained close to 2/3 of the theoretical speedup.
I',
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Instrumentation
In order to get a handle on parallel job usage, some instrumentation has been added to the code. There are several files that are updated when parallel work is done.
A.1 /local/src/parallelstatistics/blocks
This file contains information about the creation and removal of block files. There are 4 types of messages. * USER-BLOCK A user has blocked a processor.
" USER-UNBLOCK A user has unblocked a processor.
" USER-UNBLOCK-FAILURE A user tried to unblock an unblocked processor.
* SYSTEM-UNBLOCK The system unblocked some processors. The list of block files follows.
* SYSTEM-UNBLOCK-FAILURE The system tried to unblock processors but there were none to unblnck. 
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In this appendix we describe an experiment using the dispatcher for parallel compilation of NQTHM. This method could be generalized to solving the problem of compiling arbitrary systems. However, we've chosen simply to build a reasonably optimal parallel NQTHM compiler at this point. We describe the parallel compiler and how fast it is.
B.1 How Parallel Compilation is Done m
The NQTHM code is broken into the file sloop.lisp (which is Bill Schelter's loop macro definition) and 10 other files. Three of those 10 must be compiled in sequence first. The remaining 7 files may then be compiled in parallel. The function COMPILE-NQTHM-SEQ defined below is like the existing function COMPILE-NQTHM except that it doesn't compile sloop.lisp or the final 7 files. 
J (COMPILE-FILE (EXTEND-FILE-NAME N FILE-EXTENSION-LISP)))) (PROCLAIM-NQTKK-FILES)
(system "date") (format t "-&Completed proclaiming nqthm files. -&") ;;; (CF "sloop") ***** We assume that sloop exists in any reasonable system! (LF "/local/src/nqthm/sloop") (CF "basis") (LF "basis") (CF "genfact") (LF "gonfact" } (CF "events") (LI "events,,)))
We don't compile sloop.lisp because the object file sloop.o does not change very often (i.e. we view it as being a file provided by the Lisp system) The idea is to save a core image after compiling and loading the "sequential" files, and then run that core image in parallel, compiling one of the remaining 7 files in each job. The top-level call of this compiler is a shell command that calls akcl twice: first for the initial sequential compilation of the first 3 files, using aI the function COMPILE-NQTHM-SEQ shown above, and then for the parallel compilation of the remaining 7 files.
The file nqthm-par.lisp is the same as existing Boyer-Moore file nqthm.lisp, except that it includes the m definition of COMPILE-NQTHM-SEQ and contains the following definition.
(DEFUN COMPILE-one-.QTHM-file (filename) **** his is all done after saving a core image from (compile-nqthm-seq) enco we may assume that all the proclamations are already around.
(COMPILE-FILE (EXTEND-FILE-NAME filename FILE-XTENSION-LISP)))
Other than nqthm-par.lisp, the following files comprise the crucial parallel compiler code.
I I
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IThe fle cmientmsol cit compile-ncqthm-ahll-script:
rm /usr/hoas/kaufmann/compiletest/temp/* akcl < compile-nqthm-par. limp date
The ffle compile-nqtbm-seq. lisp:
(when (preb-fil.
"lock-out-others .par")
(error "Dispatcher won't work --please remove lock-out-others.par'"))
;nqthm-par.limp is just like nqthm.lisp, except that instead of CONPILB-NQTB3( it has CQKPILE-NQTHN-SEQ and COPILE-ONE-NQHN-FII
;and also LOAD-NQTHX is omitted end sloop is loaded but not compiled.
(system "date") (format t "-*Begin compiling sequential part of nqthm-%") (compile-nqtbm-seq) (system "date") (format t "-*Save core image-V) (save "/usr/tmp/nqthm-conipilation-midpoint")
The fie compile-nqthm-par. lisp:
(load "/local/src/parallel/top.lap") (load-dispatcher) (system "date") (format t "-%Now starting dispatcher run-%") (setq *output -completed-string* "Compile job terminated") (dispatcher : command-name "/uar/tnp/nqthm-compilation-midpoint"I ;use nqtbm completion function front-end "coupile-nqthm-front-end. liap" :back-and
Ijbls (,oelal"oebd""oeem cd--""oeaz
Thefle compile-nqthm-front-end. lisp:
(setq sys::*notify-gbc* t) (defvar *output-completed-string*) (setq *output-completed-string* "Compile job terminated") (dofun format2 (string &rest args) (system (concatenate 'string "echo2 (apply #'format nil string args)
.. U)) ) (defun format-nqthm-status (string (rest args) (apply #'format2 (concatenate 'string *output-completed-string* "-&" string) args)) (SETQ *DEFAULT-NQTNM-PATH* "/uer/home/kaufmann/compiletest/") A typicaljob, eg. jobs/code-l-a:
(compile-one-nqthm-file "code-l-a" ) (cond (*break-enable* (if (probe-file "/usr/bome/kaufmann/compilotest/code-l-a.o") (format-nqtbm-status "Successl!") (format-nqthm-status "FAILURE --did not end in a break, but file doea not exist."))) (t (format-nqtbm-status "FAILURE --ended in a break."))) One measure of "efficiency" is in terms of how many total CPU seconds are used in the parallel vs. the sequential run. That is, this measure should be an indication of the overhead in setting up the dispatcher run. We measure this kind of efficiency in (Al below, with a slight variation in (B). In part (C) we measure the actual REAL speedup comparing the parts of the two runs that can actually be made parallel, i.e. the compilation of the files code-I-a, code-b-d, code-e-m, code-n-r, code-s-z, ppr, io.
B.2 Results from Using the Parallel Compiler
(A) From the point of view of total CPU seconds used (on all processors).
First we calculate the expected total CPU seconds for a theoretical "optimal" parallel run. More precisely, this is the total seconds for the sequential compilation run together with the additional operations done in the parallel run that don't correspond to actions taken in the sequential run. (Notice that our notion of "additional operations" does not include time required to fire up processes or other overhead incurred in running the dispatcher.) Iceklc-c-a-os (when (nmil delay) (setq delay su-.si.a.)) (aleaz-dizeatoxy jobs-di~etozy-nmm *01ear-qmary-fi 9 5) (setq 5inzvent-3ob-mm~que-mmb*V* 0)
;;ceate Jobs files, (fomat t *-aGet ting Jobs fls." (setq jobs-fils (ozete-.jobs-filos infile &no-aite jobs-directozy-nam))
;; jmobs in parallel. (reset-direatoxy orrent-dieatozy)) Cremve-look-on-paz-3obs)) ell1 the dispatoher. (foreat t -&Znvvoking disPatoher -0&") (when (dispatabsr jabs-dixectery-naue jobs-dizeatory-name * output-dieootoy-ame outpat-dIrzeatory-name .bhosts-fil-nane beats-file-na A ooai-bost-first lOLI-bast-fixet * hill-i-no-progress 
