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Objetivos y método de estudio: En esta tesis se estudia el problema de ruteo
de vehículos con máxima cobertura y tiempo límite, conocido como Time Constrai-
ned Maximal Covering Routing Problem (TCMCRP). En el TCMCRP se tiene un
depósito central, un conjunto de vehículos y un conjunto de instalaciones, las cuales
pueden cubrir a clientes que se encuentran dentro de un radio de cobertura dado.
El objetivo del TCMCRP es determinar cuáles son las instalaciones a visitar y cuál
será el orden de las visitas que deben realizar los vehículos disponibles, de tal forma
que la duración total de cada ruta no exceda un tiempo límite y se cubra la mayor
cantidad de clientes con las instalaciones visitadas.





Actualmente la planificación de rutas representa una actividad importante den-
tro de la logística de servicio y distribución y la logística humanitaria.
En esta tesis se estudia el problema de ruteo con máxima cobertura y tiempo
límite, introducido recientemente en la literatura como Time Constrained Maximal
Covering Routing Problem (TCMCRP), en el cual se tiene un depósito central, un
conjunto de vehículos y un conjunto de instalaciones, las cuales pueden cubrir a
clientes que se encuentran dentro de un radio de cobertura dado; el objetivo es
maximizar la cantidad de clientes cubiertos con las instalaciones visitadas, tomando
en cuenta que la duración total de cada ruta no debe exceder un tiempo límite.
Se propone un algoritmo basado en un esquema ALNS (Adaptive Large Neigh-
borhood Search) cuya eficiencia computacional es evaluada sobre tres conjuntos de
instancias de prueba.
A lo largo de este trabajo, se analizan trabajos previos en donde se aborda el
problema de cobertura, así como los elementos que consideraron para su análisis, el
tipo de solución empleada, los resultados obtenidos y la contribución. También se
describirán cuáles son las áreas de oportunidad en estos trabajos y posteriormente se
utilizarán herramientas propias de la investigación de operaciones para abordar de
manera eficiente el problema de ruteo de vehículos con máxima cobertura y tiempo
1
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límite.
1.1 Descripción del problema
La importancia de tener un buen diseño y planificación correcta de las rutas
de transporte en ocasiones pasa desapercibida. La optimización de rutas consiste en
definir la planificación óptima de una flota de vehículos, en la cual se determine, para
cada vehículo, el conjunto de nodos (clientes, instalaciones, zonas, etc.) a visitar y
el orden en que deben ser visitados. Esto es de gran importancia en diferentes áreas
como la industria, la salud, logística humanitaria e incluso cuando suceden situacio-
nes imprevistas en las que es necesario contar con un plan de acción para gestionar
la escasez de recursos de la manera más eficiente posible. Para el caso particular de
las rutas, se suele disponer de un número finito de vehículos, trabajadores, horas
laborales, capacidad, tiempo, presupuesto, entre otros, a los que se desea sacar el
mayor rendimiento posible.
El antecedente histórico de las primeras investigaciones teóricas y aplicadas
sobre la optimización de rutas, data en el año de 1959, donde Dantzing y Ramser
propusieron una formulación matemática como una generalización del problema del
agente viajero (TSP), planteado por primera vez por Flood (1956), y un algoritmo
de aproximación para dar una solución al problema de suministro de gasolina en las
estaciones de servicio. El problema del agente viajero consiste en determinar una
ruta para un agente que quiere visitar n ciudades, partiendo y regresando de su
ciudad origen y pasando una y solo una vez por cada una de ellas, de tal manera
que la distancia total recorrida sea mínima. Mientras que en el TSP suponemos que
hay un único vehículo con capacidad suficiente para visitar una vez a cada cliente,
si se añaden otras condiciones, este problema se generaliza al problema de ruteo
de vehículos (VRP), donde se cuenta con una flota de vehículos que parten de un
nodo central (almacén, centro de distribución) hasta un número de clientes dispersos
geográficamente. Cada ruta inicia y termina en el depósito, cada cliente debe ser
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visitado exactamente una vez por un solo vehículo para satisfacer su demanda y la
carga de cada vehículo no debe exceder su capacidad. El objetivo clásico es minimizar
el costo total de transportación.
En este contexto podemos formalizar el problema de estudio, para ello conside-
remos un depósito central, un conjunto de vehículos y un conjunto de instalaciones,
las cuales pueden cubrir a clientes que se encuentran dentro de un radio de cobertu-
ra dado. El problema consiste en determinar cuáles son las instalaciones a visitar y
cuál será el orden de las visitas que deben realizar los vehículos disponibles, de tal
forma que la duración total de cada ruta no exceda un tiempo límite y se cubra la
mayor cantidad de clientes con las instalaciones visitadas. Este problema fue intro-
ducido por Amiri y Salari (2019) y lo denominan como Time Constrained Maximal
Covering Routing Problem. Sus principales aplicaciones se pueden encontrar en el
contexto de la logística humanitaria, en los sistemas de prestación de atención médi-
ca rural para proporcionar servicios de atención general (como vacunación, servicios
de emergencia o actividades para la prevención de epidemias) y en la asignación de
algunas ubicaciones para establecer hospitales de campaña en las áreas potenciales.
En lo anterior, maximizar la demanda cubierta sujeta a la disponibilidad de recursos
limitados es el problema principal del TCMCRP.
El TCMCRP combina dos importantes problemas de optimización combina-
toria: el problema del agente viajero con cobertura (CSP) y el problema del agente
viajero selectivo múltiple (TOP). Ambos son extensiones del problema de agente
viajero (TSP) y consideran un conjunto de clientes que son visitados a lo más una
vez. La diferencia entre ambos radica en el número de agentes o vehículos y en el
criterio de desempeño que se considera en cada caso. En el problema del vende-
dor con cobertura se busca la construcción de una ruta de costo mínimo sobre un
subconjunto de n clientes determinados, de manera que cada cliente no visitado se
encuentre dentro de un radio de cobertura de al menos uno de los clientes que estén
en la ruta. Por otra parte, en el problema del agente viajero selectivo múltiple se
tiene un conjunto de agentes o vehículos y un conjunto de clientes, cada uno de ellos
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asociado a un puntaje que es recolectado únicamente si es visitado por uno de los
vehículos. El TOP consiste en determinar las rutas que seguirán los vehículos, con
el objetivo de maximizar la puntuación colectada y que la duración de cada una de
las rutas no exceda un tiempo límite.
Debido a que el problema que se estudia en esta tesis es clasificado como NP-
difícil (Amiri y Salari, 2019), este trabajo se dedica al desarrollo de un algoritmo
metaheurístico capaz de ofrecer soluciones de calidad en un tiempo razonable de
cómputo.
1.2 Objetivo
Proponer e implementar una metodología ALNS para encontrar soluciones efi-
cientes en tiempo y calidad al problema de ruteo de vehículos con máxima cobertura
y tiempo límite, el cual consiste en determinar cuáles son las instalaciones a visitar
y cuál será el orden de las visitas que deben realizar los vehículos disponibles, de tal
forma que la duración total de cada ruta no exceda un tiempo límite y se cubra la
mayor cantidad de clientes con las instalaciones visitadas.
1.2.1 Objetivos específicos
Validar la formulación propuesta por Amiri y Salari (2019).
Diseñar e implementar computacionalmente un algoritmo de solución para el
problema en estudio basado en estrategias metaheurísticas, de manera que
permita obtener soluciones eficientes en tiempo y que sean iguales o mejores
que las reportadas hasta el momento en la literatura.
Utilizar la solución obtenida por la metaheurística como solución inicial en
CPLEX.
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Analizar los resultados obtenidos en la experimentación computacional, resal-
tando los beneficios obtenidos y las áreas de oportunidad.
1.3 Motivación y justificación
La relevancia de este trabajo está dada principalmente por la investigación de
un problema recientemente introducido y poco tratado en la literatura científica.
Hasta el momento y hasta donde se tiene conocimiento, no se ha implementado
un método de solución basado en un esquema ALNS para resolverlo. El ALNS es
una metaheurística propuesta por Ropke y Pisinger (2006), que se ha seleccionado
para este estudio por su buen desempeño en problemas combinatorios, ya que tiene
como principal ventaja un proceso adaptativo de búsqueda. Con esta tesis se tiene
una contribución al avance del estado del arte en las áreas de ruteo de vehículos,
logística y transporte, así como en la incorporación de nuevos resultados.
El problema de estudio resulta interesante e importante desde el punto de vista
de la optimización y de las diversas aplicaciones reales en las que no es viable visitar
a todos los clientes debido a las limitaciones de recursos o problemas de eficiencia.
Ejemplos de estas aplicaciones son los problemas de localización de instalaciones
de servicio y emergencia, planificación de los servicios de transporte de personal o
transporte escolar los cuáles cuentan con un conjunto de paradas ya establecidas
pero que no todas pueden ser visitadas debido a los costos en dinero y tiempo; em-
presas de transporte de público que quieren cambiar, eliminar o crear nuevas rutas
conservando y ofreciendo el servicio a la mayor cantidad de usuarios; empresas tu-
rísticas o que proporcionan asistencia técnica, así como en el aspecto de emergencia
o logística humanitaria cuando ocurren desastres naturales o desastres provocados
por el hombre y es necesaria la distribución inmediata de recursos tales como, agua,
vacunas, medicamentos y víveres. Bajo esta situación, el problema incluye la asig-
nación de algunas ubicaciones para establecer hospitales de campaña entre las áreas
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potenciales, donde dichas ubicaciones deben elegirse con el objetivo de maximizar el
número de personas que podrán ser atendidas y cuya distancia recorrida desde los
centros principales a estas ubicaciones sea mínima. O bien, en la atención de servicios
de salud en zonas rurales para los cuales es necesario brindar servicios de atención
general como vacunación, servicios de emergencia o actividades para la prevención
de epidemias, donde los equipos deben trasladarse a diversas áreas en un tiempo
limitado y al tener una cantidad limitada de recursos se tienen que visitar algunas
áreas de manera que el máximo número de pacientes reciba tratamientos médicos
para prevenir los brotes de enfermedades.
De esta manera, el contar con una metodología para encontrar soluciones de
manera rápida y de calidad contribuye a que el proceso de toma de decisiones sea
más ágil, y se tenga la certeza de contar con una planificación de rutas eficiente,
acorde a los intereses que se requieran y el contexto bajo el que se esté trabajando.
1.4 Hipótesis
La implementación de una metaheurística basada en ALNS permitirá encontrar
soluciones de buena calidad para el problema de estudio en tiempos compu-
tacionales aceptables.
1.5 Metodología de investigación
Para el desarrollo del tema de investigación, se trabajará bajo la siguiente
metodología:
Definición del problema. Delimitación de las características del problema que
se estudiará en este trabajo.
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Revisión de antecedentes del problema. Recabar información sobre el problema
de ruteo de vehículos y su variante tratada en este trabajo, los diversos estudios,
aplicaciones o casos de estudio.
Validación del modelo propuesto por Amiri y Salari (2018). Solución de las
instancias pequeñas, medianas y grandes proporcionadas por Amiri y Salari
(2019), haciendo uso del optimizador CPLEX 12.9, con la finalidad de revisar
el alcance del modelo matemático.
Implementación del algoritmo metaheurístico tipo ALNS (Búsqueda adaptati-
va de grandes vecindarios).
Experimentación. Realizar experimentación computacional sobre las instan-
cias previamente mencionadas, con el propósito de determinar la calidad del
algoritmo propuesto y además, inicializar el modelo en CPLEX con la solución
reportada por el ALNS, con la finalidad de analizar si estos inicios ayudan al
optimizador a converger más rápido al óptimo.
Análisis de resultados. Con los resultados obtenidos en la experimentación
computacional se podrá evaluar la eficiencia de la metodología propuesta y
verificar el cumplimiento de los objetivos propuestos, de manera que se puedan
realizar modificaciones o analizar otros factores que pueden ser considerados
en el análisis.
1.6 Estructura de la tesis
La estructura de este documento se presenta en capítulos. En este Capítulo, se
describen los conceptos necesarios para el estudio del problema, así como el objetivo,
motivación, justificación y metodología bajo las que se realizó este trabajo.
En el Capítulo 2 se presenta la revisión de la literatura correspondiente al
Time Constrained Maximal Covering Routing Problem y otros problemas de ruteo
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de vehículos relacionados con el problema de estudio, además, de revisar los métodos
de solución propuestos.
En el Capítulo 3, se presenta formalmente el problema, formulación matemá-
tica, los diferentes supuestos y restricciones que abarcan al mismo.
En el Capítulo 4, se describe a detalle el diseño de una metaheurística tipo
ALNS como metodología de solución.
Posteriormente, en el Capítulo 5 se muestran los resultados de los experimentos
computacionales realizados para la validación del modelo y el desempeño del ALNS.
En este último, se incluyen las experimentaciones hechas para la elección adecuada
de los parámetros y el rendimiento de los operadores implementados, así como los
resultados obtenidos al utilizar la solución del ALNS como punto de partida para
CPLEX (MIPStart).
Finalmente, en el Capítulo 6 se discuten las conclusiones y el trabajo futuro.
Capítulo 2
Revisión de literatura
El Time Constrained Maximal Covering Routing Problem (TCMCRP) es un
problema recientemente introducido en la literatura y por tal razón ha sido poco es-
tudiado hasta el momento, sin embargo, desde que fue introducido se han propuesto
diferentes métodos para su solución, tanto heurísticos como exactos, diferentes for-
mulaciones y algunas aplicaciones que pueden ser estudiadas a través de él. No
obstante, no se conoce algún trabajo que haya implementado el método solución que
se propone en esta tesis.
En este capítulo se presenta el estado del arte del TCMCRP y otros trabajos
existentes en la literatura que comparten características con el problema de estu-
dio, comenzando con el clásico problema del agente viajero (TSP), sus variantes y
generalizaciones.
2.1 El problema del agente viajero (TSP) y sus
variantes
El problema del agente viajero, conocido también por sus siglas en inglés como
TSP (Flood, 1956), dispone de un conjunto de nodos (ciudades, clientes, localidades,
etc.) de los que se conoce la distancia entre cada par de ellos, de tal forma que un
9
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solo agente o vehículo debe visitarlos a todos en una ruta. El objetivo es encontrar
la ruta de menor costo que visite cada nodo exactamente una vez y regrese al nodo
origen. Este problema pertenece a la clase de problemas NP-difícil (Woeginger, 2003)
y es uno de los más clásicos y estudiados dentro de los problemas de optimización
combinatoria.
Hasta el día de hoy, el TSP ha sido utilizado para representar una gran variedad
de problemas dentro de los campos de la logística, industria, organización de datos,
robótica, entre otros. Algunos ejemplos de estas aplicaciones son las siguientes:
Programación de tareas en una máquina. González Velarde y Ríos Mercado
(1999) plantean el problema de una máquina en la cual se pueden procesar dife-
rentes tareas, una a la vez. Para realizar el procesamiento de cada una de las tareas,
la máquina necesita de cierta configuración característica de la tarea, de manera que
una vez terminada es necesario preparar la máquina para procesar una nueva tarea.
Es importante encontrar el orden en que se deben procesar las tareas con la finalidad
de reducir el tiempo de preparación de la máquina. En este caso, se puede formular
como un TSP suponiendo que cada tarea representa cada uno de los nodos a visitar,
y el tiempo necesario para realizar la configuración de la máquina corresponde a la
distancia que hay entre cada nodo. De manera que encontrar el orden de las tareas
que minimice el tiempo total de preparación es equivalente a diseñar la ruta que
minimice la distancia total recorrida.
Distribución de mercancía. Generalmente las empresas que distribuyen artícu-
los perecederos necesitan hacerlo en un tiempo corto, para ello disponen de un al-
macén central en donde se concentran los artículos y una flotilla de unidades de
transporte que se encarga de visitar a los clientes para hacer entrega de la mercan-
cía. Tomando el caso particular en el cual la empresa dispone de una sola unidad
nos lleva al problema del TSP, dado que se debe determinar la ruta que debe seguir
la unidad para entregar la mercancía en el menor tiempo posible (González Velarde
y Ríos Mercado, 1999).
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Planificación de rutas laborales y/o escolares. Determinar una ruta escolar óp-
tima, fue una de las primeras aplicaciones del TSP (Applegate et al., 2006). Actual-
mente existen empresas encargadas del transporte de personas, que hacen uso de
algún software que resuelve el problema del agente viajero con el objetivo de reducir
sus gastos de manera significativa.
Turismo y agencia de viajes. Generalmente las agencias de viajes no tienen un
conocimiento explícito o no suelen buscar en la literatura sobre el problema del
agente viajero, ya que a menudo utilizan algún software para el diseño de la ruta,
que incluye algún algoritmo que resuelve el TSP (Applegate et al., 2006).
Organización de datos en clústers. Un problema básico en el análisis de datos
es la agrupación u organización de datos en grupos. Jain y Maheswari (2012) rea-
lizaron una revisión literaria sobre la importancia de la agrupación de datos donde
mencionan algunas aplicaciones en reconocimiento de objetos, recuperación de in-
formación y minería de datos. Dada una buena medida de similitud entre cada par
de datos y utilizando esta medida como distancia de tal forma que un camino ha-
miltoniano de costo máximo sitúe las observaciones más semejantes unas cercas de
otras, se podrían entonces utilizar intervalos del camino como clústers. Dado que el
problema del agente viajero busca encontrar una ruta de costo mínimo bastaría con
multiplicar las distancias por (-1) que sería equivalente al camino de máximo costo.
Este enfoque TSP se utilizó por primera vez en 1972 por McCormick Jr et al., pero
la relación es más explicíta en el trabajo de Lenstra (1974).
Así como estas aplicaciones, existen muchas más, tales como el envío de pos-
tales, reparto de bienes o servicios, perforación de placas de los circuitos impresos
(Grötschel y Holland, 1991), etc. Además, el TSP ha aparecido en muchos otros
escenarios, como por ejemplo, en un problema de programación de una máquina
(Gilmore y Gomory, 1964), en un modelo para minimizar el desperdicio de un papel
tapiz (Garfinkel, 1977), problema de recolección de artículos en un almacén rectan-
gular (Ratliff y Rosenthal, 1983), planificación de la producción en la industria del
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vidrio (Madsen, 1988), organización de lista de reproducción en dispositivos por-
tátiles (Pohle et al., 2007), otros trabajos con modelos y aplicaciones que usan el
TSP se pueden encontrar en los trabajos de Reinelt (1994), Lenstra y Kan (1975) y
Davendra (2010).
Existen varias variantes del TSP, a continuación se presentan las más relevan-
tes:
TSP con múltiples visitas (Travelling Salesman Problem with Multiple visits,
TSPM). De la misma forma que el TSP clásico, este problema consiste en visitar
cada nodo al menos una vez, partiendo y regresando al nodo inicial, de tal manera
que se minimice la distancia total recorrida (Gutin y Punnen, 2007).
TSP múltiple (Multiple Travelling Salesman Problem, MTSP). El problema
del agente viajero con múltiples viajantes consiste en encontrar rutas para todos los
m-agentes viajeros que empiezan y terminan en el origen, de modo que cada ciudad
debe ser visitada una sola vez por un solo vendedor y se minimice el costo total
de visitar todas las ciudades (Bektas, 2006). Una de las principales aplicaciones
del MTSP surge en la programación de una imprenta (Gorenstein, 1970; Carter
y Ragsdale, 2002), mientras que Angel et al. (1972) investigaron un problema de
ruteo de vehículos de transporte escolar como una variación del MTSP con algunas
restricciones adicionales.
TSP periódico (Periodic Travelling Salesman Problem, PTSP). Este problema
cumple con las mismas características básicas del TSP con la diferencia de que un
cliente no puede ser visitado más de una vez en el mismo periodo manteniendo el
objetivo de minimizar costos. Vega Ocaña (2008) describe este problema como “un
comerciante que debe visitar a diferentes clientes un número determinado de veces,
en un intervalo de tiempo preestablecido, por ejemplo, un mes”.
TSP con ventanas de tiempo (Traveling Salesman Problem with Time Win-
dows, TSPTW). Consiste en buscar la ruta que minimice costos, empezando y ter-
minando en el nodo origen y visitando a todos los clientes una sola vez, de acuerdo
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con un rango de tiempo predefinido que estos hayan establecido, conocida como ven-
tana de tiempo. No se permite visitar al cliente después de este intervalo de tiempo,
pero es posible llegar antes y esperar hasta poder empezar el servicio.
TSP selectivo (Orienteering Problem, OP). Es un problema perteneciente a la
clase de problemas de ruteo de vehículos con beneficios, donde se tiene un conjunto
de ubicaciones o clientes asociados a una puntuación por ser visitadas y se tiene
un solo vehículo. El objetivo es maximizar la puntuación colectada, sujeto a que la
duración de la ruta no puede exceder de un límite específico. El OP fue introducido
por Tsiligirides (1984) y en la literatura también es conocido como Selective Tra-
veling Salesman Problem (Laporte y Martello, 1990), Maximum Collection Problem
(Kataoka y Morito, 1988) y Bank Robber Problem (Arkin et al., 1998). El término
Orienteering Problem, fue introducido por Golden et al. (1987).
TSP selectivo múltiple (Team Orienteering Problem-TOP). El TOP es una ex-
tensión del OP realizada por primera vez por Butt y Cavalier (1994) con el nombre
de Multiple Tour Maximum Collection Problem (MTMCP) que se obtiene al dispo-
ner de múltiples vehículos para visitar a los clientes. El objetivo es maximizar la
puntuación colectada por todas las rutas, sujeto a que la duración de cada una de
estas no exceda de un tiempo límite. Más tarde Chao et al. (1996) se refirieron a
este problema con el nombre de Team Orienteering Problem, por primera vez.
Varias extensiones del OP y TOP se encuentran en la literatura, incluyendo el
Orienteering Problem with Time Windows (OPTW)(Righini y Salani, 2009; Kantor
y Rosenwein, 1992), y el Team Orienteering Problem with Time Windows (TOPTW)
(Vansteenwegen et al., 2009; Montemanni y Gambardella, 2009).
Al considerar restricciones de capacidad en los vehículos, el OP se extiende al
Capacitated Orienteering Problem (COP) (Bock y Sanità, 2015) y el TOP al Capa-
citated Team Orienteering Problem (CTOP), propuesto por Archetti et al. (2009).
Una revisión completa de las variantes recientes y los enfoques de solución del OP y
TOP se pueden encontrar en los artículos de Gunawan et al. (2016) y Vansteenwegen
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et al. (2011).
Como se ha visto, las aplicaciones del TSP y sus variantes van mucho más allá
de resolver un problema de planificación de rutas para un vendedor ambulante y
abarcan varias áreas de conocimiento como las matemáticas, ciencias de la compu-
tación, investigación de operaciones, ingeniería y electrónica (Gutin y Punnen, 2007).
2.2 El problema de ruteo de vehículos (VRP) y
sus variantes
El problema de ruteo de vehículos conocido como VRP por sus siglas en in-
glés es una generalización del TSP que surge por primera vez en 1959, por Dantzig
y Ramser (1959) quienes representaron una aplicación real relacionada con el pro-
blema de distribución de combustible a las estaciones de servicio y propusieron la
formulación matemática a este problema. En 1964 Clarke y Wright propusieron el
primer algoritmo que dio solución a este problema, conocido como el algoritmo de
los ahorros. Desde entonces es motivo de considerables investigaciones que han dado
lugar a diversos modelos y búsqueda de métodos de solución que sean cada vez más
eficientes.
El VRP consiste en, dado un conjunto de clientes, un depósito central y una
flotilla de vehículos, determinar un conjunto de rutas que empiezan y terminan en
un determinado depósito, de modo que satisfagan todas las demandas de los clientes
dispersos geográficamente sin exceder la capacidad máxima de cada vehículo y que
cada cliente sea visitado por un solo vehículo. El problema puede estar sujeto a
diversas restricciones, tales como la capacidad del vehículo, longitud de la ruta,
ventanas de tiempo, características de los clientes, el depósito, etc. Por lo general, en
este tipo de problemas se suele buscar minimizar costos de transporte, tiempo total
recorrido, tiempos de espera, el número vehículos o maximizar beneficios, servicio al
cliente, entre otros.
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El problema de ruteo de vehículos es un tema central en las redes de distribución
con diversas aplicaciones en transporte, logística, distribución y telecomunicaciones.
Pertenece a la clase NP-difícil pues el TSP pertenece a esta clase, y es un caso parti-
cular del VRP, cuando se tiene solo un vehículo disponible y no existen restricciones
de capacidad ni distancia total recorrida (Lüer et al., 2009).
Las variantes del VRP se clasifican en base a las características de los clientes,
depósitos, vehículos y de las restricciones operativas. Algunas de estas se explican a
continuación (Luna López, 2015; Recio Hernández, 2014):
VRP múltiples depósitos (Multiple Depot Vehicle Routing Problem, MDVRP).
Se cuenta con diversos depósitos desde los cuales se puede abastecer a los
clientes y cada uno tiene asignado una flota de vehículos. A cada depósito se
le asigna un número de clientes que son atendidos por los vehículos asignados
al depósito, con el objetivo de reducir la distancia total recorrida o minimizar
la flota de vehículos asignados al depósito.
VRP capacitado (Capacitated Vehicle Routing Problem, CVRP). Cada vehículo
cuenta con una capacidad y cada cliente tiene una demanda que debe ser
cubierta por algún vehículo.
VRP con ventanas de tiempo (Vehicle Routing Problem with Time Windows,
VRPTW). Cada cliente debe ser visitado dentro de un cierto rango de tiempo
predefinido, con el objetivo de minimizar la cantidad de vehículos utilizados,
el tiempo total de viaje y el tiempo de espera necesario para abastecer a todos
los clientes en sus respectivos horarios. Entre sus aplicaciones se encuentran la
entrega de comida, recolección de residuos y problema de ruteo del transporte
escolar.
VRP con recogida y entrega (Vehicle Routing Problem with Pick-up and Deli-
vering, VRPPD). Se incluye la recolección y entrega de mercancía en lugar de
solo entrega. Se contempla además, la posibilidad de que los clientes puedan
hacer devolución de la mercancía y por tal razón es necesario tomar en cuenta
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que el vehículo tenga espacio suficiente para los productos a entregar o las
devoluciones. El objetivo es encontrar rutas óptimas de visita a los lugares de
entrega y recolección para una flota de vehículos.
VRP con entregas divididas por diferentes vehículos (Split Delivery Vehicle
Routing Problem, SDVRP). Los clientes pueden ser abastecidos por distintos
vehículos, solamente si esto ayuda a reducir los costos totales de la ruta. El
objetivo es el diseño de rutas tal que se minimice la distancia total recorrida.
VRP estocástico (Stochastic Vehicle Routing Problem, SVRP). En esta variante
se considera que algunos valores como el número de clientes, sus demandas,
tiempo de servicio o tiempo de viaje tienen una probabilidad de presencia o
de ausencia, son al azar o aleatorios. Debido a esto, no es posible requerir que
todas las restricciones se satisfagan para todas las realizaciones de las variables
aleatorias.
VRP periódico (Periodic Vehicle Routing Problem, PVRP). A diferencia del
VRP clásico donde la planeación que se realiza es de un día, en el PVRP se
generaliza extendiendo el período de planeación a m días. Para esta variante
se considera que un cliente deber ser visitado mínimo una vez dentro de un
período de tiempo definido, los vehículos tienen capacidad de carga, se tiene
que satisfacer la demanda de cada cliente y el vehículo debe regresar al depósito
dentro del período de tiempo ya definido. El objetivo es minimizar el costo total
de todas las rutas. Además, cada cliente tiene una demanda diaria conocida
que debe ser satisfecha en sólo una visita y con un sólo vehículo.
Algunas otras variantes son el VRP con restricciones de distancia (Distan-
ce Vehicle Routing Problem, DVRP), VRP con restricciones de capacidad y
distancia (Distance and Capacitated Vehicle Routing Problem, DCVRP), VRP
con múltiples ventanas de tiempo (Vehicle Routing Problem with Multiple Time
Windows, VRPMTW), VRP con ventanas de tiempo duras (Vehicle Routing
Problem with Time Deadlines, VRPTD), VRP con ventanas de tiempo flexi-
bles (Vehicle Routing Problem with Soft Time Windows, VRPSTW), VRP con
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retornos (Vehicle Routing Problem with Backhauls, VRPB), VRP con entre-
gas divididas y ventanas de tiempo (Split Delivery Vehicle Routing Problem
with Time Windows, SDVRP), VRP con flota heterogénea (Vehicle Routing
Problem Heterogeneous Fleet, VRPHF), VRP con recogida y entrega con ven-
tanas de tiempo (Vehicle Routing Problem with Pick-up and Delivering and
Time Windows, VRPPDTW), VRP con tamaño de flota (Vehicle Routing Pro-
blem with Fleet Size, FSVRP), VRP con múltiples capacidades (Multi Capacity
Vehicle Routing Problem, MCVRP), entre otros.
En un marco de enrutamiento, puede no ser viable visitar a cada cliente por separado
debido a limitaciones de recursos o problemas de eficiencia. En tales casos, utilizando
la noción de cobertura; es decir, satisfacer la demanda de múltiples clientes visitando
una ubicación de un solo cliente, puede ser ventajoso.
2.3 El problema de cobertura y sus variantes
La noción de cobertura se relaciona con muchas aplicaciones prácticas en esce-
narios reales en los que se cuenta con una cantidad de recursos limitada, de manera
que no es posible satisfacer la demanda total de todos los clientes o no resulta via-
ble visitar a cada cliente individualmente. Sin embargo, la cobertura se basa en la
capacidad de los clientes para acercarse a las instalaciones o la capacidad de las
instalaciones para cubrir a los clientes que se encuentran dentro de un área, radio o
tiempo de servicio limitado (Ibarra-Rojas et al., 2018). Bajo esta situación, proble-
mas como la determinación de la cantidad y la ubicación de las escuelas públicas,
estaciones de policía, bibliotecas, hospitales, edificios públicos, oficinas de correos,
parques, jarrones militares, instalaciones de radar, sucursales, centros comerciales
e instalaciones de eliminación de residuos se pueden formular como problemas de
cobertura (Francis et al., 1992), cuyo objetivo es maximizar la cantidad de demanda
cubierta teniendo en cuenta estas limitaciones. A continuación, se presentan algunos
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problemas relacionados y sus variantes.
Con respecto a la historia, Hakimi (1965) introduce por primera vez la noción
de cobertura en los modelos de ubicación de instalaciones. El objetivo era determinar
el mínimo número de policías necesarios para cubrir n nodos en una red de autopistas.
Este ha sido uno de los problemas más populares debido a su aplicación en la vida
real, especialmente en instalaciones de servicio y emergencia.
El problema de máxima cobertura (Maximal Covering Problem, MCP) fue in-
troducido por Church y Velle (1974) en el cual se tiene un conjunto de clientes e
instalaciones donde cada instalación puede satisfacer la demanda de algunos clientes
que se encuentran dentro de una distancia predeterminada. El objetivo es maximizar
el número de clientes cubiertos utilizando solamente algunas instalaciones. La varian-
te de este problema en el que cada instalación cuenta con una capacidad limitada lo
estudiaron en 1991 Pirkul y Schilling.
El problema del vendedor con cobertura (Covering Salesman Problem, CSP)
es una extensión del problema del agente viajero (TSP), en el que se tiene un con-
junto de clientes y cada cliente puede cubrir un subconjunto de otros clientes que
se encuentran dentro de su radio de cobertura. El objetivo es construir una ruta
de costo mínimo sobre un subconjunto de clientes, de manera que cada cliente no
visitado debe estar dentro de un radio de cobertura de al menos un cliente que ha
sido visitado por la ruta (Current y Schilling, 1989).
En el 2012, Golden et al. proponen una versión generalizada del CSP cuyo
objetivo es encontrar una ruta de costo mínimo sobre un subconjunto de vértices
de tal manera que cada vértice deber ser cubierto o visitado al menos k veces. Una
de sus aplicaciones está en los equipos de atención de salud en zonas rurales donde
los equipos solo pueden atender un número limitado de personas y por ello algunos
puntos deben ser visitados más de una vez.
Posteriormente Gendreau et al. (1997) propusieron el problema del recorrido
con cobertura (Covering Tour Problem, CTP) que es una generalización del vende-
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dor con cobertura. En este problema se tienen tres tipos de vértices: obligatorios,
opcionales e inalcanzables (es decir, están dentro de una distancia específica de un
vértice visitado). El objetivo es construir una ruta de costo mínimo que debe visi-
tar cada vértice obligatorio y un subconjunto de vértices opcionales para cubrir los
vértices inalcanzables.
En el 2017 Flores-Garza et al. presentan el problema del tour con cobertura
acumulativa con varios vehículos como una variante del problema del tour con co-
bertura con múltiples vehículos (Multi-vehicle Covering Tour Problem, m-CTP), el
cual es aplicado en el contexto de la logística humanitaria y cuyo objetivo es de-
terminar un conjunto de rutas para minimizar la suma de los tiempos de llegada
(latencia) a las localidades visitadas. Una variante generalizada del m-CTP lo pre-
sentan Pham et al. (2017) y lo denominan como Multi-vehicle Multi-Covering Tour
Problem (mm-CTP).
Por otra parte, Current y Schilling (1994) introducen dos problemas bi-objetivo
conocidos como problema del recorrido medio (Median Tour Problem, MTP) y el pro-
blema del recorrido de máxima cobertura (Maximal Covering Tour Problem, MCTP).
En ambos problemas el recorrido debe visitar solo i de los n nodos en la red. Además,
ambos tienen como primer objetivo minimizar de la duración total del recorrido. El
segundo objetivo es maximizar el acceso de las rutas a los nodos que no fueron visi-
tados. Este objetivo en el MTP, se realiza minimizando la distancia total recorrida
desde los nodos no incluidos directamente en la ruta hasta la parada más cercana
a la ruta, mientras que en el MCTP el objetivo se logra maximizando la demanda
total dentro de una distancia máxima de viaje preespecificada desde una parada de
la ruta. Estos dos problemas tienen aplicación en la prestación de asistencia sanitaria
rural, el diseño de redes informáticas distribuidas y el diseño sistemas que prestan
servicios móviles.
Naji-Azimi y Salari (2014) introducen el problema denominado Time Cons-
trained Maximal Covering Salesman Problem (TCMCSP), que es la generalización
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del CSP y el OP. En este problema se tiene un depósito central, un conjunto de
clientes e instalaciones. Cada instalación puede cubrir un subconjunto de clientes
que se encuentran dentro de una distancia de cobertura predeterminada. El proble-
ma consiste en determinar cuáles son las instalaciones a visitar y cuál será el orden
de las visitas que debe realizar el vehículo, de tal forma que la duración total de la
ruta no exceda un tiempo límite y se maximice el número total de clientes cubiertos
con las instalaciones visitadas. Entre las aplicaciones que mencionan se encuentra el
diseño de redes de telecomunicaciones móviles, prestación de servicios de salud en zo-
nas rurales, situaciones de desastre causadas por eventos naturales o causados por el
hombre o durante el proceso de postulación de un político. Posteriormente, Ozbaygin
et al. (2016) estudian este mismo problema con demandas ponderadas y cobertura
parcial, para el cual proponen dos formulaciones en las que utilizan desigualdades
válidas, diseñan y prueban enfoques de ramificación y corte para resolverlo.
2.4 Problema de ruteo con máxima cobertura
y tiempo límite (TCMCRP)
En sus orígenes, el TCMCRP fue estudiado por primera vez en el 2019 por
Amiri y Salari, como la generalización del TCMCSP, en el que se consideran varios
vehículos en lugar de uno solo, debido a que en la práctica se suele contar con
varios vehículos. Propusieron un modelo de programación lineal entera mixta y tres
algoritmos heurísticos, búsqueda local iterada (Iterated Local Search, ILS), búsqueda
tabú (Tabu Search, TS) y búsqueda de vecindad variable (Variable Neighborhood
Search, VNS), para resolver el problema.
Un año más tarde, Sinnl (2019) presenta en su reporte técnico Mixed-Integer
Programming Approaches for the Time Constrained Maximal Covering Routing Pro-
blem dos algoritmos de solución exacta, el primero es basado en un modelo compacto
denominado C+, mientras que el otro modelo E++ contiene un número de restric-
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ciones exponencial, además de utilizar técnicas de preprocesamiento y desigualdades
validas para ambos modelos.
Como se ha mostrado, existen diversos trabajos que comparten similitudes con











Chao et al. (1996) Múltiples No No Si LS
Ha et al. (2013) Múltiples No No Si Branch and bound y ELS
Schittekat et al. (2013) Múltiples Si No No GRASP
Naji-Azimi y Salari (2014) Una Si No No LS
Shaelaie et al. (2014) Una No No No MA y VNS
Kammoun et al. (2015) Múltiples Si No Si VNS
Ozbaygin et al. (2016) Una Si No Si Branch and cut
Amiri y Salari (2019) Múltiples No No Sí Branch and bound, ILS, TS y VNS
Sinnl (2019) Múltiples No No Sí Branch and cut
Tabla 2.1: Estado del arte relacionado al TCMCRP
Capítulo 3
Descripción y modelación del
problema
En este capítulo se describe formalmente el problema bajo estudio y se presenta
la modelación matemática del mismo.
El problema de estudio combina dos importantes problemas de optimización
combinatoria: el problema del vendedor con cobertura (CSP) y el problema del
vendedor selectivo múltiple (TOP). En ambos problemas se considera un conjunto
de clientes que son visitados a lo más una vez. La diferencia entre ambos radica en el
número de agentes o vehículos y en el criterio de desempeño que se considera en cada
caso. En el problema del vendedor con cobertura se busca la construcción de una
ruta de costo mínimo sobre un subconjunto de n clientes determinados, de manera
que cada cliente no visitado se encuentre dentro de un radio de cobertura de al menos
uno de los clientes que estén en la ruta. Por otra parte, en el problema del agente
viajero selectivo múltiple se tiene un conjunto de agentes o vehículos y un conjunto
de clientes, cada uno de ellos asociado a un puntaje que es recolectado únicamente si
es visitado por uno de los vehículos. El objetivo del TOP es maximizar la puntuación
colectada por todas las rutas, donde cada ruta está sujeta a una restricción de tiempo.
Como ya se mencionó anteriormente, existen diversas formulaciones reportadas
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en la literatura para el problema de ruteo con máxima cobertura y tiempo límite.
Sin embargo, el modelo que se tomará como referencia es el propuesto por Amiri y
Salari (2019).
3.1 Formulación matemática
A continuación se presenta un modelo de programación lineal entera mixta,
que aborda el problema de estudio. Este modelo fue propuesto por Amiri y Salari
(2019).
Primero, en la Sección 3.1.1 se introduce la notación matemática general que
será utilizada a lo largo de la investigación, seguido por la formulación explicada a
detalle en la Sección 3.1.2.
3.1.1 Descripción formal del problema
Formalmente, el problema de estudio se define como sigue. Sea G = (V,A) un
grafo dirigido, donde V = {0} ∪ T ∪W es el conjunto de nodos, A = {(i, j)|i, j ∈
T ∪ {0}} es el conjunto de arcos y {0} representa el depósito central.
3.1.2 Modelo matemático
Conjuntos
T : Conjunto de instalaciones.
W : Conjunto de clientes.
P : Conjunto de vehículos homogéneos.
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Parámetros
Lk: Tiempo máximo de duración de la ruta k ∈ P
D = [dij]: Matriz de cobertura, donde dij = 1 si el cliente i se encuentra dentro de
un radio de cobertura preespecificado de la instalación j, dij = 0 en otro caso.




1 si se visita la instalación j después de la i
por el veh́ıculo k ∀i, j ∈ {0} ∪ T, k ∈ P
0 en otro caso;
zijk =

1 si el cliente i es asignado a la instalación j
cuando es visitada por el veh́ıculo k ∀i ∈ W, j ∈ T, k ∈ P
0 en otro caso;
yjk =
 1 si la instalación j es visitada por el veh́ıculo k ∀j ∈ T, k ∈ P0 en otro caso;
fijk: Tiempo total acumulado desde el depósito hasta la instalación j ∈ T ∪{0}















tijxijk 6 Lk ∀k ∈ P (3.2)






xjik = yjk ∀j ∈ T,∀k ∈ P (3.3)∑
j∈T∪{0}
xj0k = 1 ∀k ∈ P (3.4)∑
j∈T∪{0}
x0jk = 1 ∀k ∈ P (3.5)




zijk 6 1 ∀i ∈ W (3.7)∑
k∈P








tijxijk ∀i ∈ T,∀k ∈ P (3.9)
f0ik = t0ix0ik ∀i ∈ T,∀k ∈ P (3.10)
fi0k 6 Lkxi0k ∀i ∈ T,∀k ∈ P (3.11)
fijk 6 (Lk − tj0)xijk ∀(i, j) ∈ A, j 6= 0,∀k ∈ P (3.12)
fijk ≥ (t0i + tij)xijk ∀(i, j) ∈ A, j 6= 0,∀k ∈ P (3.13)
xijk + xjik ≤ 1 ∀i, j ∈ T,∀k ∈ P (3.14)
xijk ≤ yjk ∀i, j ∈ T,∀k ∈ P (3.15)
fijk ≥ 0 ∀(i, j) ∈ A, ∀k ∈ P (3.16)
xijk ∈ {0, 1} ∀i, j ∈ T ∪ {0},∀k ∈ P (3.17)
yjk ∈ {0, 1} ∀j ∈ T,∀k ∈ P (3.18)
zijk ∈ {0, 1} ∀i ∈ W, j ∈ T,∀k ∈ P (3.19)
El objetivo (3.1) maximiza el número total de clientes cubiertos. Las restric-
ciones (3.2) establecen que el visitar la instalación j después de la i no debe exceder
del tiempo máximo de duración de la ruta k ∈ P . Las restricciones (3.3) mantienen
la conectividad en cada ruta. El conjunto de restricciones (3.4) y (3.5) aseguran que
todas las rutas salgan y regresen al depósito central. Las restricciones (3.6) aseguran
que el cliente i solo puede ser asignado a la instalación j si es visitada por el vehículo
k, es decir, si yjk = 1. Por otra parte, en las restricciones (3.7), cada cliente es asig-
nado a lo más a una instalación que es visitada por un vehículo. Las restricciones
(3.8) indican que cada instalación puede ser visitada a lo más por un vehículo. El
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conjunto de restricciones (3.9) - (3.13) prohíben los subtours. Las restricciones (3.9)
indican la conservación de flujo. Las restricciones (3.10) - (3.15) son desigualdades
válidas. Las restricciones (3.10) indican que el tiempo total acumulado desde el de-
pósito a cualquier instalación i ∈ T , es igual al tiempo de traslado del depósito a
i. Las restricciones (3.11) representan que el tiempo acumulado desde el depósito
central a la instalación i ∈ T cuando es utilizado el vehículo k ∈ P no puede exceder
de Lk. El conjunto de restricciones (3.12) establecen un límite superior para fijk que
asegura que la última instalación en la ruta k pueda regresar al depósito, mientras
que las restricciones (3.13) establecen un límite inferior para fijk que muestra que
el tiempo total acumulado hasta j debe ser mayor o igual a la suma del tiempo
desde el depósito hasta i y el tiempo entre i y j. Las restricciones (3.14) no permi-
ten subtours entre dos instalaciones. Las restricciones (3.15) aseguran que se debe
visitar la instalación j si la instalación j es visitada por el vehículo k. Finalmente,
las restricciones (3.16) - (3.19) especifican el tipo de variables de decisión.
Capítulo 4
Metodología de solución
En este trabajo se propone una metaheurística tipo ALNS como método de
solución al problema de estudio. Debido a la naturaleza del problema que hace
que sea NP-difícil, las aplicaciones en situaciones de emergencia y que el tiempo
computacional necesario para encontrar soluciones óptimas de este problema puede
llegar a ser muy grande para instancias de más de 100 nodos, es importante el uso
de métodos basados en metaheurísticas que generen soluciones de buena calidad en
un tiempo razonable.
La búsqueda adaptativa de grandes vecindarios ó ALNS por sus siglas en inglés
(Adaptive Large Neighborhood Search) es una metaheurística que está compuesta
por una etapa de construcción de una solución inicial seguida de un postprocesamien-
to de la misma, haciendo uso de múltiples operadores de destrucción y reparación.
El proceso continúa iterativamente hasta satisfacer un criterio de paro y se reporta
la mejor solución encontrada. En este capítulo, se describe el funcionamiento y los
componentes básicos del ALNS; del mismo modo, se explica la manera en que este
algoritmo fue adaptado para el problema de estudio.
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4.1 Adaptive Large Neighborhood Search
El ALNS es una metaheurística propuesta por Ropke y Pisinger (2006) que
permite el uso de múltiples operadores de destrucción y reparación, los cuales son
seleccionados de manera aleatoria, siguiendo una distribución de probabilidad que se
ajusta automáticamente conforme al desempeño del algoritmo, esto es, si con el uso
de algún operador de destrucción y reparación se han obtenido buenas soluciones,
se les asigna un peso o puntuación de manera que, la probabilidad de ser elegidos
nuevamente sea alta.
Cabe mencionar que los operadores de destrucción, como su nombre lo indica
se encargan de destruir una solución inicial de diferentes maneras, mientras que los
operadores de construcción son procedimientos capaces de construir una solución
completa dada una solución parcial. La cantidad de operadores de destrucción y
reparación es indiferente, dado que se puede tener la misma cantidad de cada uno
o diferente. Además, los operadores pueden tener la opción de compatibilidad entre
ellos, es decir, cualquier operador de destrucción puede ser compatible con cualquier
operador de reparación ó en su defecto cada uno de los operadores de destrucción es
compatible únicamente con algunos de los operadores de reparación.
Capítulo 4. Metodología de solución 29
Figura 4.1: Descripción general del ALNS.
La Figura 4.1 describe gráficamente la estructura del ALNS propuesto en esta
tesis. Los pasos 3-6 representan el ciclo que ocurre en cada iteración del algoritmo.
Paso 1. Se comienza con una solución inicial que puede provenir de alguna
heurística constructiva o metaheurística. Posteriormente, la solución inicial
pasa a ser solución actual. Además, se define n como el número de iteraciones
para la actualización de las probabilidades de elección de los operadores.
Paso 2. Se establece el criterio de paro para el ALNS, este puede ser un nú-
mero de iteraciones, tiempo límite o un número de iteraciones consecutivas sin
mejora.
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Paso 3. A los operadores se les asignan pesos iniciales de manera uniforme y
se realiza el ajuste de las probabilidades que tendrán con base a estos pesos.
Sea Ω− = {ai|i = 1, ..., k} el conjunto de k operadores de destrucción y Ω+ =
{ri|i = 1, ..., l} el conjunto de l operadores de reparación. Los pesos iniciales
se denotan por w(ri) y w(ai), donde ri ∈ Ω+ y ai ∈ Ω−, de modo que las






Paso 4. Una vez que se hace la selección de operadores en base a sus proba-
bilidades, se procede a aplicarlos para destruir la solución actual, generar una
solución parcial y repararla, dando origen a una solución nueva. Cabe destacar
que, las probabilidades de selección de cada uno de los operadores de destruc-
ción y reparación dependen del desempeño obtenido en las iteraciones previas
del ALNS.
Paso 5. Solución nueva es evaluada bajo un criterio de aceptación donde se
analiza la pregunta ¿Solución nueva es mejor que solución actual?, es decir,
si el valor de la función objetivo de solución nueva es mayor que el valor de
solución actual.
Paso 6. Se realiza la actualización de los siguientes parámetros:
1. La actualización de la solución actual depende del criterio de aceptación
del paso 5, es decir, únicamente se realiza la actualización si el valor de la
función objetivo de la solución nueva es mayor que el valor de la función
objetivo de la solución actual, en este caso, solución nueva pasa a ser
solución actual. De lo contrario, solución actual se mantiene.
2. Los pesos de los operadores se actualizan en cada iteración y aumentan
dependiendo de la calidad de la solución nueva, misma que se genera al
aplicar un operador de destrucción y reparación en cada iteración del
ALNS. Un ejemplo es aumentar cuatro unidades si el valor de la función
objetivo de la solución nueva supera el valor de la solución actual, aumen-
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tar una unidad si hay un empate entre estos dos valores y como penalidad
aumentar cero unidades si el valor de la función objetivo de solución nue-
va es menor que el valor de solución actual. Esto tiene como finalidad ir
sumándole más peso a los operadores que van teniendo un buen desem-
peño en cada iteración y de esta manera, aumentar la probabilidad de ser
elegidos.
3. La actualización de las probabilidades se hace cada n iteraciones para dar
oportunidad de que se vayan acumulando los pesos de los operadores.
El ALNS continúa volviendo al paso 3 hasta que se cumpla el criterio de paro
establecido.
4.1.1 Solución inicial
En el primer paso del ALNS se obtiene una solución inicial del problema ha-
ciendo uso de una heurística constructiva, es decir, se obtiene la solución de forma
gradual incorporando en cada iteración el elemento con mejor contribución local a la
calidad de la misma. Dicha contribución se mide mediante una función de evaluación.
La construcción de la solución inicial comienza de la siguiente manera: para
cada ruta k ∈ P , se elige qué instalación j ∈ T\{0}, que aún no ha sido incluida en
alguna ruta, será visitada con base en la función de evaluación (4.1).
f(j) = |Cj| (4.1)
Donde Cj es el conjunto de clientes que son cubiertos por la instalación j
(cobertura actualizada), descartando los clientes que ya han sido cubiertos por alguna
otra instalación que haya sido incluida anteriormente en alguna ruta. La instalación
elegida j∗ es aquella que cumple con la expresión (4.2), y es insertada en la ruta actual
como última instalación visitada. Si ocurre un empate en la función de evaluación,
se elige la instalación más cercana a la última en la ruta.




El proceso anterior de inserción de instalaciones se realiza de manera iterati-
va hasta que ya no haya instalaciones por visitar o no sea posible insertar nuevas
instalaciones dado que se excedería el tiempo límite establecido Lk.
El Algoritmo 1 presenta a detalle el proceso de construcción de la solución, a
este algoritmo lo llamaremos Constructivo.
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Algoritmo 1 Constructivo
Entrada: Instancia
Salida: Solución factible X
1: X ← ∅
2: tij ←Tiempo de traslado de la instalación i a la instalación j
3: Sea Tak el tiempo acumulado utilizando el vehículo k
4: Tak ← 0
5: Sea N el conjunto de instalaciones no visitadas
6: Sea i0 el depósito inicial
7: Sea if el depósito final
8: Para cada vehículo k hacer
9: Mientras Tak < Lk y |N | 6= 0 hacer
10: Vecindario← N
11: Buscar ← True
12: Mientras Buscar y |Vecindario| 6= 0 hacer
13: Elegir j∗ tal que j∗ = argmaxj∈V ecindario f(j)
14: Si hay empate de j∗, tomar la de menor distancia a la última instalación
visitada
15: Si ti0j∗ + tj∗if 6 Lk entonces
16: X ← X
⋃
{j∗}
17: Tak ← Tak + ti0j∗
18: N ← N \ {j∗}
19: i0 ← j∗
20: Actualizar f(j) eliminando los clientes que ya han sido cubiertos por
la instalación j∗
21: Buscar ← False
22: Si no
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En la Figura 4.2 se ilustra el proceso iterativo que sigue el algoritmo construc-
tivo para cada uno de los vehículos. De manera específica, se tienen dos vehículos
para los cuales se ingresan las instalaciones con mayor cobertura, por ejemplo, en la
Figura 4.2 (a) se tiene que f(1) = |C1| = 5 y f(3) = |C3| = 5. Ambas cubren el mis-
mo número de clientes, por lo que, en la Figura 4.2 (b) al haber un empate, se elige
la de menor distancia, es decir, la instalación 1. Posteriormente, en la Figura 4.2 (c)
se actualizan los radios de cobertura de las instalaciones visitadas en cada iteración
y se muestran en color verde los clientes que ya han sido cubiertos. De esta manera,
se tiene que f(2) = |C2| = 2, f(3) = |C3| = 5, f(4) = |C4| = 4 y f(5) = |C5| = 2,
por lo que la siguiente instalación con mayor cobertura a verificar es la instalación
3. En la Figura 4.2 (d) se repite el proceso anterior mientras no se exceda el tiempo
límite de la ruta y se realiza el mismo procedimiento de construcción para el segundo
vehículo.
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(a) Selección de instalaciones. (b) Criterio de desempate.
(c) Actualizar radios de cobertura. (d) Construcción de una ruta.
Figura 4.2: Proceso del algoritmo constructivo.
4.1.2 Operadores de destrución
Antes de comenzar a explicar en que consiste cada uno de los operadores, se
hace énfasis en algunas de las notaciones que se emplean en las métricas utilizadas,
tomando como ejemplo la solución representada en la Figura 4.3.
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Figura 4.3: Ejemplo ilustrativo con 9 instalaciones, 31 clientes y 2 vehículos.
Coj: Conjunto de clientes que son cubiertos por la instalación j cuando aún
no se han insertado instalaciones a las rutas (cobertura original). Por ejemplo,
en la Figura 4.3 se tiene que Co1 = {9, 10, 11, 12, 13}.
Cj: Como se explica en la Sección 4.1.1, representa la cobertura actualizada
de la instalación j al momento de ser insertada a la ruta, de modo que cuando
aún no se insertan instalaciones a las rutas, este conjunto es igual al conjunto
Coj. De esta forma se tiene que C5 = {14, 15, 16, 17, 18}, donde el cliente 13 a
pesar de ser cubierto también por la instalación 5, este ya ha sido cubierto por
la instalación 1 que fue visitada por el vehículo 1, de tal forma que |C5| = 5.
Cuj: Conjunto de clientes que representan la cobertura única de la instala-
ción j, es decir, el conjunto de clientes que cubre la instalación j menos la
intersección con cada uno de los conjuntos de clientes que cubren el resto de
las instalaciones visitadas (considerando coberturas originales). Dicho de otra
manera, es el conjunto de clientes cubierto únicamente por la instalación j y
que ninguna otra instalación cubre. De la Figura 4.3, se tiene que los clientes
18 y 21 que cubre la instalación 6, son cubiertos también por la instalación
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5 y 7, respectivamente. De esta manera se tiene que la cobertura única de la
instalación 6 esta dada por Cu6 = {19, 20, 28}.
Para la solución del problema en estudio se propusieron un total de 11 opera-
dores de destrucción, los cuales fueron diseñados tomando en cuenta características
esenciales, como la cobertura y los tiempos de traslado de visitar alguna instalación.
En general, tres de los operadores implementados son aleatorios, de manera que so-
lo se enfocan en eliminar al azar instalaciones visitadas, mientras que los restantes
eliminan las instalaciones visitadas siguiendo una métrica establecida.
1. Eliminar aleatoriamente instalaciones. Se realiza una destrucción moderada
seleccionando al azar el 25% y 50% de las instalaciones visitadas y una des-
trucción masiva seleccionando al azar el 75% de las instalaciones con la fina-
lidad de volver a reconstruir la mayor parte de la solución con una heurística
diferente. Esta destrucción masiva podrá ayudar a aquellas instancias para las
cuales no se alcanzaron buenos resultados con la heurística constructiva.
2. Eliminar instalaciones con menor cobertura por tiempo. Este destructor asigna
un coeficiente a cada instalación visitada j, dado por αj =
|Cj|
tij + tjk
, donde i y
k son instalaciones que fueron visitadas antes y después de j, respectivamente.
Se elimina el 50% de las instalaciones con menor cociente.
3. Eliminar instalaciones con menor cobertura. Con la finalidad de descartar aque-
llas instalaciones que cubren menos clientes a comparación del resto, se elimina
el 50% de las instalaciones visitadas con menor cobertura actualizada.
4. Eliminar instalaciones con menor cobertura única. Dado que más de una ins-




instalación visitada j, como el porcentaje de clientes únicos. Se elimina el 50%
de las instalaciones visitadas con menor cociente.
5. Eliminar la instalación con mayor tiempo de visita. Para cada ruta, se determi-
na cuál es la instalación j que tiene mayor tiempo de visita, es decir, el tiempo
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que toma llegar de la instalación anterior a j. En la Figura 4.4 se muestra el
proceso que sigue este operador en una ruta.
Figura 4.4: Ejemplo de ruta con los respectivos tiempos de visita.
6. Eliminar las instalaciones con menor cobertura actualizada. Se calcula el co-




elimina el 50% de las instalaciones visitadas con menor cociente.
7. Eliminar instalaciones . Por ruta, se eliminan las instalaciones cuya cobertu-
ra actualizada se encuentre dentro del intervalo [|Cmin|, |Cmin|+0.4(|Cmax| −
|Cmin|).
8. Eliminar las k instalaciones con peor cobertura. Para cada ruta, se eliminan
las dos instalaciones con menor cobertura actualizada |Cj|.
9. Eliminar la localidad con mayor cobertura. Para cada ruta, con la finalidad de
hacer una pequeña perturbación, se elimina la instalación j que tiene mayor
cobertura actualizada |Cj|.
4.1.3 Operadores de reparación
Para la implementación del ALNS se utilizaron 5 operadores de reparación.
Las inserciones se realizan recorriendo secuencialmente las rutas para los primeros
dos operadores, mientras que para los restantes se elige qué instalación, en que ruta
y posición debe realizarse la inserción. Solo se consideran inserciones factibles. Los
operadores de reparación toman como punto de partida la solución obtenida por
algún operador de destrucción.
Capítulo 4. Metodología de solución 39
1. Inserción de la instalación con menor incremento en tiempo por ruta. Se reco-
rren las instalaciones que aún no han sido visitadas y se verifica si es posible
insertar al menos una en alguna ruta, de este modo se elige qué instalación
insertar y en qué posición, considerando que dicha inserción tenga el menor
incremento en tiempo entre todas aquellas posibles inserciones. El incremento
esta dado por Mk,i,j= tik + tkj − tij, donde k es la instalación a insertar entre
el arco (i, j).
2. Inserción de la instalación con mayor incremento en cobertura por ruta. Para
cada una de las instalaciones que aún no han sido visitadas por alguna ruta, se
verifica si es posible insertarlas en alguna posición de la misma, considerando
que dicha inserción sea la que maximice el valor de la función objetivo de la
solución y si existe un empate entre inserciones, se elige la primera.
3. Mejor inserción con menor incremento en tiempo. Para las instalaciones que
aún no han sido visitadas, se verifica qué instalación insertar en qué ruta y
posición, de tal manera que dicha inserción tenga el menor incremento en
tiempo entre todas aquellas posibles inserciones.
4. Mejor inserción con mayor incremento en cobertura por tiempo. Para las ins-
talaciones que aún no han sido visitadas, se verifica qué instalación insertar
en qué ruta y posición, de tal manera que dicha inserción tenga el mayor in-
cremento en cobertura por unidad de tiempo, dado por θk,i,j =
|Ck|
tik + tkj − tij
,
entre todas aquellas posibles inserciones.
5. Inserción de la instalación con mayor relación de cobertura. Para cada instala-
ción no visitada, se calcula un coeficiente dado por la suma ponderada τj = 0.3
(|Ij|) + 0.7 (|Cuj|). Cabe recordar que, de manera similar como se explica en la
Sección 4.1.2, Cuj es el conjunto de clientes que representan la cobertura única
de la instalación j, es decir, el conjunto de clientes que cubre la instalación j
menos la intersección con cada uno de los conjuntos de clientes que cubren
el resto de las instalaciones que no han sido visitadas (considerando cobertu-
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ras originales) y de esta manera se tiene la relación |Ij| = |Coj| − |Cuj|. Se
identifican aquellas instalaciones tal que su coeficiente esté dentro del intervalo
[τmax− 0.4 (τmax−τmin), τmax] y se recorren aleatoriamente dichas instalaciones
verificando en que ruta y posición realizar la inserción.
4.1.4 Evaluación de las soluciones
Dentro de la descripción general del ALNS mostrada en la Figura 4.1, el paso
7 consiste en actualizar los pesos de los operadores en base a la calidad de
las soluciones. La Tabla 4.1 muestra los pesos asignados a los operadores en
base a su desempeño, asignando una puntuación o peso de cuatro unidades
si la solución nueva es mejor que la solución actual, es decir, que el valor de
la función objetivo de solución nueva es estrictamente mayor al valor de la
función objetivo de solución actual. Para los casos en que el valor obtenido por
la solución nueva sea igual al valor de la solución actual, solo se les incrementa
una unidad a los pesos de los operadores utilizados, mientras que si el valor de
la función objetivo de solución nueva es menor que el de solución actual, a los
pesos de los operadores que hayan sido utilizados no se les suma unidades.







En este capítulo se presenta el análisis de los resultados de la experimentación
computacional realizada para la validación del modelo y la evaluación del desempeño
del método de solución propuesto, ya que debido a la naturaleza heurística del mismo,
no se tiene la garantía de obtener soluciones óptimas para el problema de estudio.
Por otra parte, cuando se implementa un algoritmo heurístico, es de gran im-
portancia la elección de los parámetros que se utilizarán, ya que todo procedimiento
metaheurístico es sensible a los valores de sus parámetros y de ello depende su
desempeño. En particular, en un ALNS se debe elegir el período de actualización
de la probabilidad de elección para cada operador de destrucción y reparación y
el criterio de paro, que puede ser por tiempo de ejecución, número de iteraciones,
número de iteraciones consecutivas sin mejora, entre otros.
Para hacer la elección de estos parámetros, se realizó experimentación compu-
tacional previa sobre un conjunto de instancias, así como pruebas de hipótesis que
den soporte estadístico a dicha elección. Dichas pruebas, que fueron ejecutadas en
Python 3.7, también se presentan en este capítulo. Además, se incluye el análisis
realizado al evaluar el desempeño de los operadores de destrucción y reparación pro-
puestos, así como el análisis de los resultados obtenidos utilizando solución inicial
para CPLEX, tomando como punto de partida las soluciones obtenidas por el ALNS.
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Todos los resultados presentados en este capítulo se redondean a dos cifras
significativas.
5.1 Descripción de las instancias
Para la evaluación del algoritmo presentado se realizó experimentación sobre
un conjunto de 270 instancias proporcionadas por Amiri y Salari (2019), sin embargo,
se descartaron dos instancias repetidas, una perteneciente al conjunto de instancias
pequeñas y la otra del conjunto de instancias medianas, quedando un total de 268
instancias. Las características de cada conjunto de instancias se especifica en la
Tabla 5.1, donde el conjunto de nodos está compuesto por el depósito, instalaciones
y clientes. Por ejemplo, para el conjunto de instancias de 52 nodos que tienen 15,
20 y 25 instalaciones con 36, 31 y 26 clientes, respectivamente, donde el número de
clientes se calcula como |W | = |V | − |T | − 1, recordando que, V es el conjunto de
nodos, T el conjunto de instalaciones y W el conjunto de clientes. De esta manera,
para este conjunto se tienen 8 intancias que consideran 2 vehículos y 9 instancias
para 3 y 4 vehículos, dando un total de 26 instancias con esta cantidad de nodos.
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52 15, 20 y 25 8 9 9
8076 22, 30 y 37 9 9 9
100 29, 39 y 49 9 9 9
Medianas
150 44, 59 y 74 9 9 9
53
200 59, 79 y 99 9 9 8
Grandes
318 95, 127 y 158 9 9 9
135
417 125, 166 y 208 9 9 9
575 172, 229 y 287 9 9 9
657 197, 262 y 328 9 9 9
724 217, 289 y 361 9 9 9
En las Figuras 5.1, 5.2 y 5.3 se visualiza la dispersión geográfica del depósito,
instalaciones y clientes de una instancia con 100, 200 y 724 nodos, respectivamente.












Figura 5.1: Ejemplo de topografía de una instancia con 29 instalaciones y 70 clientes.
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Figura 5.2: Ejemplo de topografía de una instancia con 99 instalaciones y 100 clientes.












Figura 5.3: Ejemplo de topografía de una instancia con 217 instalaciones y 506
clientes.
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5.2 Entorno experimental
La validación del modelo se implementó en el lenguaje C++ y las instancias de
prueba se resolvieron con el optimizador CPLEX 12.9. El algoritmo ALNS también se
codificó en C++. La experimentación correspondiente se ejecutó en una Workstation
HP Z620 con procesador Intel Xeon(R) CPU E5-2620 v2 a 2.10 GHz, con memoria
RAM de 64 GB, bajo el sistema operativo Ubuntu 20.04 LTS.
5.3 Parámetros utilizados en el ALNS
Como se mencionó anteriormente, para el uso de un esquema ALNS es ne-
cesario establecer un criterio de paro del algoritmo y el período de actualización
de la probabilidad de elección para cada uno de los operadores de destrucción y
reparación, por lo que se realiza experimentación para calibrar dichos parámetros.
Mediante experimentación preliminar en instancias con mayor número de insta-
laciones y clientes, se determinó un criterio de paro del algoritmo de 1000 iteraciones;
sin embargo, para instancias de menor cardinalidad el número de iteraciones requeri-
do por el método para converger a un óptimo local es menor. Por otro lado, también
se determinó un período de 30 y 40 iteraciones para la actualización de las probabi-
lidades de elección de los operadores en algunas instancias del conjunto de prueba.
Observamos que la calidad de la solución parecía depender de esta variación en las
instancias de prueba; no obstante, se tiene que tomar en cuenta que si se eligen pe-
ríodos de pocas iteraciones no hay oportunidad de efectuar suficientes combinaciones
de parejas destructor-reparador y a mayor número tanto de iteraciones para el cri-
terio de paro como períodos de actualización, el tiempo incrementa. Por tal razón,
para fijar de manera adecuada estos parámetros, se llevó a cabo experimentación
computacional usando las 268 instancias de prueba.
Para la calibración de los parámetros criterio de paro y período de actualiza-
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ción de las probabilidades, se realizaron tres diseños factoriales con dos factores para
las instancias pequeñas, medianas y grandes, con el objetivo de analizar como la
variabilidad de estos factores afecta la calidad de las soluciones y el tiempo compu-
tacional requerido por el ALNS. El primer factor es el criterio de paro, consideramos
500, 1000, 1500, 2000 y 2500 iteraciones; el segundo factor es el período utilizado
para la actualización de las probabilidades, en el cual se consideraron periodos de 50
y 100 iteraciones. Para cada conjunto de instancias (pequeñas, medianas y grandes),
con cada configuración, se realizaron diez réplicas y se calculó el número de veces
que se alcanzó o superó el mejor valor de la función objetivo encontrado por CPLEX
(ver Sección 5.4) para cada una de las instancias del conjunto, el tiempo de ejecución
y el máximo GapA,C (%) por réplica, donde el GapA,C (%) se calcula de acuerdo a
la ecuación (5.1). Debido a las inconsistencias que presentan algunas instancias y las
tablas de resultados reportadas en el trabajo de Amiri y Salari (2019) se trabajó con
los resultados obtenidos al validar el modelo con el optimizador CPLEX. Sin embar-
go, CPLEX no logra alcanzar una solución factible para varias instancias grandes,
por lo que solo se han utilizado las instancias para las cuales CPLEX reporta una
solución.




Donde ZC y ZA representan el valor de la función objetivo obtenida por CPLEX
y el ALNS, respectivamente.
En la Tabla 5.2 y Tabla 5.3 se muestra el número de iteraciones correspon-
diente a los distintos niveles del factor 1 y factor 2 utilizados en la experimentación,
respectivamente.
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Tabla 5.2: Niveles para el factor 1.
Niveles
Número de iteraciones






Tabla 5.3: Niveles para el factor 2.
Niveles Período de actualizaciones
1 50 iteraciones
2 100 iteraciones
En las Figuras 5.4-5.6 se muestran los diagramas de caja y bigotes corres-
pondientes a los diseños factoriales en interacción con el número de veces que el
algoritmo ALNS alcanzó o superó la mejor solución, el tiempo de ejecución y el
máximo GapA,C (%), respectivamente. Para el número de veces que se alcanzó o
superó la mejor solución utilizando períodos de actualización de 50 iteraciones en
las instancias pequeñas y medianas se muestra un comportamiento creciente con-
forme aumenta el número de iteraciones para el criterio de paro, sin embargo, para
los períodos de actualización de 100 iteraciones no sucede lo mismo. Por lo que no
necesariamente para cada nivel en el período de actualización se tiene que, a mayor
número de iteraciones en el criterio de paro, mejor desempeño del algoritmo.
Por otra parte, para cada nivel del factor 1 se observa un comportamiento
creciente en el número de veces que se alcanza o supera la mejor solución varian-
do los períodos de actualización en las instancias pequeñas, mientras que para las
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instancias medianas en cada una de las iteraciones del criterio de paro no se tiene
necesariamente que a mayor número de iteraciones en los períodos de actualización,
mayor número de soluciones alcanzadas, esto se puede observar en la configuración
con 1500 iteraciones para el criterio de paro con períodos de actualizacion de 50 y
100 iteraciones. Para las instancias grandes se alcanza o supera el mismo número de
soluciones para las distintas configuraciones.
Aunado a este análisis, se tiene que para cada conjunto de instancias el máximo
GapA,C (%) es el mismo o presenta pequeñas variaciones en cada una de las posibles
configuraciones.
Finalmente, el tiempo de ejecución para los tres conjuntos de instancias es
creciente conforme aumenta el número de iteraciones en los períodos de actualización
y criterio de paro.


















































































(c) Máximo GapA,C ( %)
Figura 5.4: Variables de respuesta por nivel de iteración y actualización para el
conjunto de instancias pequeñas.


















































































(c) Máximo GapA,C ( %)
Figura 5.5: Variables de respuesta por nivel de iteración y actualización para el
conjunto de instancias medianas.



















































































(c) Máximo GapA,C ( %)
Figura 5.6: Variables de respuesta por nivel de iteración y actualización para el
conjunto de instancias grandes.
Dado que los valores obtenidos de las variables de respuesta resultantes de
la experimentación, no cumplen con algunos de los supuestos de normalidad, ho-
mocedasticidad o independencia, se han utilizado las pruebas no paramétricas de
Friedman y Kruskal Wallis (Jaykaran, 2010) para determinar si existe diferencia sig-
nificativa en el efecto de los tratamientos sobre el número de veces que se alcanzó o
superó la mejor solución, tiempo de ejecución y máximo GapA,C (%), esto con un
nivel de significancia de 0.05. Después, se procedió a realizar una prueba de Wilcoxon
para determinar si existe diferencia significativa entre cada pareja de tratamientos,
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de esta manera, se analizan cuáles medianas son iguales o diferentes y dependiendo
del objetivo particular de cada una de las variables de respuesta y la relación entre
ellas se selecciona la mejor configuración. Por ejemplo, para el número de veces que
alcanzó o superó la mejor solución, se buscaría elegir aquella configuración que tu-
viera la mediana más alta, mientras que para el tiempo de ejecución y el máximo
GapA,C (%) la mediana más pequeña en dependencia del resultado de la prueba
estadística y el análisis que se obtuvo para la primer variable de respuesta.
De este modo, para cada conjunto de instancias pequeñas, medianas o grandes
se determinan las mejores configuraciones para el número de veces que se alcanzó
o superó la mejor solución, tiempo de ejecución y máximo GapA,C (%). Las Tablas
5.4-5.6 muestran las mejores configuraciones para las tres medidas de desempeño por
conjunto de instancias.
Tabla 5.4: Mejores configuraciones obtenidas por pruebas no paramétricas para el
conjunto de instancias pequeñas.
Medidas de desempeño
Factores
Número de veces que se alcanzó





Iteración 2000 2000 2000
Actualización 100 100 100
Tabla 5.5: Mejores configuraciones obtenidas por pruebas no paramétricas para el
conjunto de instancias medianas.
Medidas de desempeño
Factores
Número de veces que se alcanzó





Iteración 2500 2000 2000
Actualización 100 100 100
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Tabla 5.6: Mejores configuraciones obtenidas por pruebas no paramétricas para el
conjunto de instancias grandes.
Medidas de desempeño
Factores
Número de veces que se alcanzó





Iteración 2000 2000 2000
Actualización 100 100 100
De manera general, es de esperar que a medida que aumenta el número de
nodos aumenta el tiempo de ejecución del algoritmo, por lo que los resultados de las
pruebas estadísticas mostraron que hay diferencias significativas entre los efectos de
las configuraciones para el criterio de paro y el período de actualización de proba-
bilidades en el tiempo de ejecución del ALNS para los tres diferentes conjuntos. Sin
embargo, la prueba estadística de Wilcoxon da como resultado que para el conjunto
de instancias medianas la configuración de 2500 iteraciones para el criterio de paro
con perídos de actualización de 50 y 100 iteraciones son estadísticamente iguales,
mientras que en el conjunto de instancias grandes para cada nivel de iteración en el
criterio de paro no se presentan diferencias significativas entre los niveles del período
de actualización. Por otra parte, las distintas configuraciones no presentan diferen-
cia significativa en el máximo GapA,C (%) para las instancias pequeñas, medianas
y grandes, mientras que para el alcance de la mejor solución existen diferencias
significativas únicamente para las instancias pequeñas y medianas.
La Tabla 5.4 muestra las mejores configuraciones para las tres medidas de
desempeño del conjunto de instancias pequeñas, resultando aquella con 2000 itera-
ciones ALNS y períodos de actualización de 100 iteraciones, en cada una de estas
medidas.
En la Tabla 5.5 se muestra que la mejor configuración para el número de
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veces que se alcanzó o superó la mejor solución es de 2500 iteraciones ALNS, no
obstante, de acuerdo a la prueba de Wilcoxon no hay diferencias significativas entre
esta configuración y la mejor configuración obtenida para el conjunto de instancias
pequeñas. Además, si se realizan 2000 iteraciones ALNS se tiene una disminución de
cerca de 90 segundos en el tiempo de ejecución. Por tal motivo, la mejor configuración
para el conjunto de instancias medianas es 2000 iteraciones ALNS y con períodos de
actualización de 100 iteraciones.
Finalmente, en la Tabla 5.6 se muestran las mejores configuraciones para las
tres medidas de desempeño del conjunto de instancias grandes, cuyas elecciones se
tomaron con base a las mejores configuraciones del conjunto de instancias pequeñas
y medianas, esto para tener uniformidad y que estadísticamente no haya diferencias
significativas en el efecto de los tratamientos sobre el número de veces que se alcanzó
o superó la mejor solución y el máximo GapA,C (%).
En conclusión, la mejor configuración para el algoritmo ALNS consta de un
criterio de paro de 2000 iteraciones (factor 1), donde las probabilidades de elección
de cada uno de los operadores (factor 2) son reevaluadas cada 100 iteraciones para
los tres tipos de instancias.
5.4 Análisis de las soluciones obtenidas
mediante CPLEX
Para llevar a cabo la validación del modelo, las instancias son resueltas me-
diante el optimizador CPLEX versión 12.8 usando un solo hilo. Son considerados
dos criterios de paro para cada una de las instancias: el tiempo de cómputo (7200 s)
o la calidad de la solución (Gap de 0.5%).
Los resultados del modelo se presentan en la Tabla 5.7, donde la segunda,
tercera y cuarta columna muestran el Gap (%) de optimalidad mínimo, promedio y
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máximo, respectivamente. De la misma manera, se reportan los tiempos de ejecución
(en segundos) mínimo, promedio y máximo, en la quinta, sexta y séptima columna,
mientras que en la última columna se muestra el número de instancias que fueron
resueltas a optimalidad dentro del tiempo límite para cada uno de los conjuntos
de instancias. Cabe mencionar que para el conjunto de instancias grandes, solo se
consideran en el análisis de los resultados (Gap (%) y tiempo de ejecución (en
segundos)), aquellas instancias para las cuales CPLEX reportó solución dentro del
tiempo límite dado.
Tabla 5.7: Resultados reportados por CPLEX para el modelo propuesto por Amiri
y Salari (2019).
Instancias
Gap (%) Tiempo (s)
Óptimos
Min Prom Max Min Prom Max
Pequeñas 0.00 0.13 3.20 0.01 387.87 7199.71 77/80
Medianas 0.00 1.03 8.16 23.26 3216.25 7199.81 37/53
Grandes 0.00 0.11 6.40 69.63 2075.81 7199.58 89/135
Total 203/268
De la tabla anterior se puede notar que a medida que aumenta el número de
nodos en la instancia, el tiempo de ejecución incrementa, esto puede verse reflejado
en el conjunto de instancias pequeñas y medianas, donde el tiempo de ejecución pro-
medio es de 387.87 segundos y 3216.25 segundos, respectivamente. Mientras que para
las instancias grandes no sucede lo mismo, ya que el tiempo de ejecución promedio
es de 2075.81 segundos.
Aunado a esto, los resultados en la calidad de las soluciones muestran que
el desempeño del optimizador es bueno en las instancias pequeñas, ya que se en-
cuentran los óptimos para casi todas las instancias de este conjunto, obteniendo un
gap máximo de 3.20%. Dicho de otra manera, CPLEX encontró optimalidad para
el 96.25% de las instancias pequeñas, mientras que un 69.81% para las instancias
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medianas. En el caso de las instancias grandes, a pesar de que se tenga un gap pro-
medio del 0.11% y un gap máximo de 6.40%, CPLEX encontró optimalidad para el
65.93%, sin embargo, para el 31.85% (43 instancias), este no fue capaz de encontrar
una solución entera al problema dentro del tiempo límite y, en consecuencia, no es
posible calcular un gap.
En total, el optimizador fue capaz de encontrar 203 óptimos para el modelo,
esto es, aproximadamente un 76% del total de instancias.
5.5 Desempeño del algoritmo de solución
El algoritmo propuesto se codificó en el lenguaje de programación C++. El
desempeño del mismo es evaluado con el grupo de instancias descritas previamente,
bajo el mismo entorno experimental descrito en la Sección 5.2.
En la Tabla 5.8 se reportan por separado, los tiempos totales de ejecución,
en segundos, requeridos por CPLEX (incluyendo los tiempos de las instancias en
las cuales este no encontró solución entera en el tiempo dado) y por el algoritmo
ALNS para obtener las soluciones de cada uno de los conjuntos de instancias. De
esta manera, se tiene un ahorro en tiempos de aproximadamente 99.65%, 99.81% y
98.80% en las instancias pequeñas, medianas y grandes, respectivamente. Mientras
que en total se tiene un ahorro del 99.09%. Esto es de gran importancia debido a las
diversas aplicaciones que puede tener este problema, donde los recursos, tales como
el tiempo, son limitados.
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Tabla 5.8: Tiempos de ejecución totales, en segundos, requeridos por el algoritmo






El gap, en porcentaje, que existe entre la mejor solución reportada por CPLEX
y la encontrada con el ALNS, es decir, GapA,C (%), se mide de acuerdo a la ecuación
(5.1).
De esta forma, dado que la función objetivo del modelo es maximizar, un gap
negativo indica que el valor de la función objetivo obtenido por la metaheurística es
más alto que el de la mejor solución encontrada por CPLEX en 7200 segundos, en tal
caso la solución reportada por el optimizador no sería óptima, sino entera factible.
Los resultados obtenidos por el modelo TCMCRP se resumen en la Tabla 5.9.
El GapA,C (%) mínimo, promedio y máximo, se muestra en la segunda, tercera y
cuarta columna, respectivamente. De la misma manera, se reportan los tiempos de
ejecución (en segundos) mínimo, promedio y máximo, en la quinta, sexta y séptima
columna, mientras que en las dos últimas columnas se muestran los óptimos obte-
nidos con el optimizador en cada uno de los conjuntos de instancias y los óptimos
alcanzados con el ALNS en comparación con los de CPLEX, respectivamente.
Para un análisis más detallado se han incluido en el Apéndice A.1 los resultados
de la experimentación realizada con el optimizador CPLEX y la metaheurística tipo
ALNS, de cada una de las 268 instancias proporcionadas por Amiri y Salari (2019).
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Tabla 5.9: Resultados del ALNS versus CPLEX para el modelo propuesto por Amiri
y Salari (2019).
Instancias
GapA,C (%) Tiempo (s) Óptimos
Min Prom Max Min Prom Max CPLEX ALNS/CPLEX
Pequeñas 0.00 0.30 7.41 0.60 1.36 3.19 77/80 73/77
Medianas -7.14 -0.38 4.29 2.53 6.05 12.58 37/53 36/37
Grandes -6.40 -0.11 0.00 4.64 44.21 162.90 89/135 89/89
Total 198/203
De la tabla anterior se puede notar que, en promedio, los resultados del al-
goritmo para las instancias pequeñas se muestran competitivos con los resultados
obtenidos por CPLEX. Sin embargo, en los tiempos de ejecución de este conjun-
to se tiene un ahorro considerable, el ALNS utiliza aproximadamente 0.35% del
tiempo total que el optimizador emplea para obtener las soluciones del conjunto de
instancias pequeñas.
Por otra parte, el mejor desempeño de la metaheurística se alcanza en el con-
junto de instancias grandes, para las cuales el algoritmo ALNS fue capaz de encontrar
todas las soluciones óptimas conocidas e inclusive encontró solución para las 43 ins-
tancias en las que el optimizador no encontró ninguna solución entera al alcanzar el
tiempo límite, además de mejorar una solución entera factible reportada por CPLEX
en 6.40% y una mejora promedio del 0.11%. Algo semejante ocurre con el conjunto
de instancias medianas, donde a pesar de que la metaheurística no encontró una de
las soluciones óptimas, fue capaz de mejorar 10 soluciones enteras factibles encon-
tradas por CPLEX, siendo la máxima mejora del 7.14% y una mejora promedio del
0.38%.
Ahora bien, cabe destacar que de un total de 203 óptimos reportados por
CPLEX, el método propuesto logró alcanzar 198, es decir, aproximadamente 2%
menos que el optimizador. Además, logró mejorar los valores de la función objetivo
de 56 instancias, alcanzando un máximo de 7.14% de mejora. En los tiempos de
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ejecución, en un total de 700459.44 segundos (8 días) CPLEX pudo encontrar 77
soluciones óptimas, 3 factibles y en 43 instancias no encontró una solución entera
dentro del tiempo límite, mientras que el ALNS ofrece soluciones para todas las
instancias en tan solo el 0.91% (poco más de una hora y media) del tiempo que el
optimizador emplea para resolver las 268 instancias.
La peor solución encontrada por el ALNS se aleja un 7.41% de lo reportado por
el optimizador y corresponde a una instancia del conjunto de instancias pequeñas.
Por último, en la Tabla 5.10 se muestra el porcentaje de mejora ImpV,A (%)
mínimo, promedio y máximo entre las soluciones obtenidas por el ALNS y el algo-
ritmo constructivo. Para ello, los resultados se obtuvieron de acuerdo a la fórmula
(5.2).




Donde ZV representa el valor de la función objetivo obtenida por el construc-
tivo.
De esta manera, una mejora negativa indica que el valor de la función objetivo
obtenido por el ALNS es mayor que el valor obtenido por el constructivo.
En función de lo planteado, se observa que, para el conjunto de instancias
grandes se reporta un ImpV,A (%) mínimo, promedio y máximo del 0%, lo cual indica
que el ALNS no mejoró las soluciones obtenidas por el constructivo, no obstante
para el conjunto de instancias pequeñas y medianas se tiene una máxima mejora del
23.91% y 31%, respectivamente.
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Pequeñas -23.91 -3.41 0.00
Medianas -31.00 -9.97 0.00
Grandes 0.00 0.00 0.00
5.5.1 Rendimiento de los operadores de destrucción y
reparación
Para evaluar el rendimiento que tuvo cada uno de los operadores de destrucción
y reparación implementados para el algoritmo ALNS, para cada uno de los conjuntos
de instancias, se calculó el total de veces que fue utilizado cada operador y las
veces que este alcanzó (igual) o mejoró (estrictamente mayor) el valor de la función
objetivo de la solución actual. De esta manera, en las Figuras 5.7, 5.8 y 5.9 se
presentan los porcentajes de mejora, alcance y uso total, en color amarillo, verde y
azul, respectivamente. Además, el valor de n significa el total de veces que se usó
dicho operador.
Evidentemente, los porcentajes de mejora reportados en los operadores de des-
trucción dependen del peso asignado a la calidad de la solución nueva, misma que
se genera al aplicar un operador de destrucción y reparación en cada iteración del
ALNS.
De la Figura 5.7 se resalta que los operadores que tuvieron mayor porcentaje de
mejora en el conjunto de instancias pequeñas fueron el destructor 2, utilizado 11572
veces y el reparador 1 con 33647 veces, ambos con un porcentaje de mejora del
0.14% y 0.04% con un porcentaje de alcance del 81% y 98%, respectivamente. Así
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mismo, para las instancias medianas los operadores con mayor desempeño fueron el
destructor 3 y reparador 2 con un porcentaje de mejora del 0.35% y del 0.17%, esto
se puede observar en la Figura 5.8. Sin embargo, en la Figura 5.9 es evidente que para
las instancias grandes no se reportaron mejoras de la solución actual, por ejemplo,
de las 60314 veces que se utilizó el reparador 4, se tuvó un alcance del 99%, esto
quiere decir que, el 99% de las veces, el valor objetivo de la solución resultante del
ALNS fue igual al valor obtenido con la solución actual, que en este caso, dado que
no hubo mejoras, corresponden a los valores obtenidos con el algoritmo constructivo,
mientras que el 1% restante, la solución tuvo un valor objetivo menor con respecto




















































































(b) Conjunto de reparadores
Figura 5.7: Rendimiento individual de cada uno de los operadores en el conjunto de
instancias pequeñas.



















































































(b) Conjunto de reparadores




















































































(b) Conjunto de reparadores
Figura 5.9: Rendimiento individual de cada uno de los operadores en el conjunto de
instancias grandes.
Las Figuras 5.10, 5.11 y 5.12 muestran el rendimiento de las diferentes combi-
naciones de los operadores de destrucción y reparación. En el conjunto de instancias
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pequeñas hay tres combinaciones de operadores que alcanzan el máximo porcentaje
de mejora del 0.02%, las cuales son el destructor 2 con reparador 1, destructor 3
con reparador 2 y destructor 2 con reparador 4, mientras que para el conjunto de
instancias medianas el destructor 3 con el reparador 2 fue la mejor combinación con
un porcentaje del 0.07% de mejora. Para el conjunto de instancias grandes todas
las combinaciones presentan una mejora de 0%, por lo que no hay justificación para
decir que una es mejor que otra. Sin embargo, hay combinaciones que tienen un
porcentaje de alcance menor al 50%, estas combinaciones son el destructor 3 con el
reparador 5 y el destructor 2 con el reparador 5, estos con un porcentaje de alcance
del 11% y 35%, respectivamente.
En general, el reparador 5 es el que obtiene el menor rendimiento junto con la
combinación de destructor 3 con reparador 5.










































































































































































































































































Figura 5.10: Rendimiento por parejas de cada uno de los operadores en el conjunto
de instancias pequeñas.










































































































































































































































































Figura 5.11: Rendimiento por parejas de cada uno de los operadores en el conjunto
de instancias medianas.










































































































































































































































































Figura 5.12: Rendimiento por parejas de cada uno de los operadores en el conjunto
de instancias grandes.
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5.6 Análisis de las soluciones obtenidas
utilizando MIP Start
Cuando se resuelve un problema de programación entera mixta (MIP), los
inicios MIP (MIP Start, en inglés), también conocidos como inicios avanzados o
inicios en caliente, permiten la opción de proporcionarle a CPLEX una solución
inicial como ayuda para la optimización del MIP.
Se realizan pruebas computacionales haciendo uso de un inicio MIP, proporcio-
nando a CPLEX como solución inicial, la solución obtenida por el algoritmo ALNS.
Se consideran las mismas características descritas en la Sección 5.4, es decir, se uti-
liza CPLEX usando un solo hilo y se consideran los mismos dos criterios de paro
para cada una de las instancias: el tiempo de cómputo (7200 s) y/o la calidad de la
solución (Gap de 0.5%).
Cabe aclarar que para realizar esta experimentación, las soluciones iniciales
dadas a CPLEX se obtuvieron ejecutando de nuevo el algoritmo ALNS con los
parámetros ya establecidos, por lo que los resultados obtenidos por el ALNS en la
Sección 5.5 no son los mismos.
Los resultados se presentan en la Tabla 5.11, donde la segunda, tercera y cuarta
columna muestran el Gap (%) de optimalidad utilizando MIPStart mínimo, prome-
dio y máximo, respectivamente. Análogamente, se reportan los tiempos de ejecución
(en segundos) en la quinta, sexta y séptima columna, mientras que en las dos últimas
columnas se muestran el número de instancias que fueron resueltas a optimalidad
dentro del tiempo límite por CPLEX y CPLEX utilizando el parámetro MIPStart.
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Tabla 5.11: Resultados de MIPStart versus CPLEX para el modelo propuesto por
Amiri y Salari (2019).
Instancias
Gap (%) Tiempo (s) Óptimos
Min Prom Max Min Prom Max CPLEX MIPStart
Pequeñas 0.00 0.06 2.38 0.02 380.95 7199.58 77/80 78/80
Medianas 0.00 0.45 5.89 0.38 1217.68 7199.65 37/53 45/53
Grandes 0.00 0.00 0.00 1.48 21.78 99.18 89/135 135/135
Total 258/268
Los resultados en la calidad de las soluciones muestran que el desempeño MIPS-
tart es bueno en las instancias grandes, ya que se encuentran todos los óptimos para
las 135 instancias, en un tiempo promedio de ejecución de 21.78 segundos. Por otra
parte, se encontró optimalidad para el 97.5% de las instancias pequeñas, lo que re-
presenta 1.25% más que las alcanzadas por CPLEX sin proporcionarle una solución
inicial, con un máximo gap del 2.38% y un tiempo promedio de ejecución de 380.95
segundos. Finalmente, para el conjunto de instancias medianas se encontraron los
óptimos para aproximadamente el 85% de las instancias, es decir, se alcanzó el 15%
más que las alcanzadas sin MIPStart, obteniendo un máximo gap del 5.89% con un
tiempo promedio de ejecución de 1217.68 segundos.
En total, haciendo uso de inicios MIP, el optimizador fue capaz de encontrar 258
óptimos usando el modelo, esto representa 96% del total de instancias y 10 soluciones
enteras factibles, utilizando tan solo 14% (1 día) del tiempo que CPLEX por sí solo
emplea para tratar de resolver las 268 instancias, de las cuales pudo encontrar 77
soluciones óptimas, 3 factibles y en 43 instancias no encontró una solución entera
dentro del tiempo límite dado.
Por otra parte, cabe resaltar que de acuerdo a los resultados obtenidos por
el ALNS en la Sección 5.5 se realiza nuevamente un análisis de estos resultados
en comparación con lo que reporta CPLEX al usar el parámetro MIPStart. En la
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Tabla 5.12 se muestra el GapA,M (%) mínimo, promedio y máximo, en la segunda,
tercera y cuarta columna, respectivamente, los cuales se obtuvieron de acuerdo con
la siguiente ecuación (5.3).




Donde ZMS representa el valor de la función objetivo obtenida utilizando
MIPStart. De esta manera, un gap negativo indica que el valor de la función ob-
jetivo obtenido por el ALNS es mayor (mejor) que el valor obtenido con MIPStart.
En las dos últimas columnas de la Tabla 5.12 se muestran los óptimos obtenidos
con MIPStart y los alcanzados con el ALNS en comparación con los de MIPStart. Pa-
ra las instancias pequeñas la metaheurística alcanzó 73 óptimos de los 78 reportados
al utilizar MIPStart, 42 de los 45 óptimos reportados para las instancias medianas,
mientras que para las instancias grandes el ALNS alcanzó todos los óptimos de los
135 reportados, dando un total de 250 óptimos que el ALNS fue capaz de alcanzar
de los 258 reportados con MIPStart. En las Figuras 5.13-5.15 se muestran los valores
de la función objetivo obtenidos por CPLEX, MIPStart y ALNS, para cada una de
las instancias.
Tabla 5.12: Resultados del ALNS versus MIPStart para el modelo propuesto por
Amiri y Salari (2019).
Instancias
GapA,M (%) Óptimos
Min Prom Max MIPStart ALNS/MIPStart
Pequeñas 0.00 0.30 7.41 78/80 73/78
Medianas 0.00 0.16 4.29 45/53 42/45
Grandes 0.00 0.00 0.00 135/135 135/135
Total 250/258
Por último, en la Tabla 5.13 se muestra el porcentaje de mejora ImpM,C (%)
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mínimo, promedio y máximo de las soluciones obtenidas por CPLEX versus las so-
luciones obtenidas haciendo uso de MIPStart para CPLEX. Para ello, los resultados
se obtuvieron con la ecuación (5.4).




De esta manera, un gap negativo indica que el valor de la función objetivo ob-
tenido utilizando MIPStart es mayor (mejor) que el de la mejor solución encontrada
por CPLEX.





Pequeñas 0.00 0.00 0.00
Medianas -8.16 -0.54 2.02
Grandes -6.40 -0.11 0.00
De acuerdo a la Tabla 5.13, se tiene que para el conjunto de instancias pequeñas
se reporta una gap del 0% en los tres casos, lo cual indica que el MIPStart no
mejoró las soluciones obtenidas por el ALNS, mientras que para el conjunto de
instancias medianas y grandes se tiene una máxima mejora del -8.16% y -6.40%,
respectivamente.
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Figura 5.13: Valor de la función objetivo en instancias pequeñas.












Figura 5.14: Valor de la función objetivo en instancias medianas.
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Figura 5.15: Valor de la función objetivo en instancias grandes.
En las Tablas A.1 a A.3 del Apéndice A.1 se exponen a detalle los resultados
obtenidos para cada una de las instancias con CPLEX, ALNS y MIPStart.
5.7 Comparación con los algoritmos
heurísticos propuestos en la literatura
En esta sección se analizan algunos de los resultados expuestos por Amiri y
Salari (2019), quienes propusieron tres algoritmos heurísticos, búsqueda local itera-
da (Iterated Local Search, ILS), búsqueda tabú (Tabu Search, TS) y búsqueda de
vecindad variable (Variable Neighborhood Search, VNS), para resolver el TCMCRP.
Para llevar a cabo la comparación de los algoritmos heurísticos, se tomaron
en cuenta únicamente las instancias grandes debido a que solo se cuenta con los re-
sultados a detalle de este conjunto. Además, se descartaron para la comparación 29
instancias de las 135, ya que estas presentan inconsistencias en las tablas de resulta-
dos expuestas por Amiri y Salari (2019) con respecto a los archivos proporcionados
de las mismas. Este tipo de inconsistencias se explican a detalle en el Apéndice A.2.
Además, dado que Amiri y Salari (2019) reportan en su artículo el valor de la
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función objetivo promedio obtenida al haber ejecutado cinco veces cada algoritmo
heurístico para el conjunto de instancias grandes, para el ALNS se realizó lo mismo,
tomando en cuenta las primeras cinco réplicas de la experimentación realizada en
la Sección 5.3 con la mejor configuración obtenida (criterio de paro de 2000 itera-
ciones con períodos de actualización de las probabilidades cada 100 iteraciones) y
obteniendo el promedio de las mismas.
En la Tabla 5.14 se muestran los resultados del análisis de los algoritmos, donde
en la segunda, tercera y cuarta columna se muestra para cada algoritmo el Gap
promedio (%) mínimo, promedio y máximo, respectivamente. Dado que se conocen
los óptimos para las 106 instancias con las que se realiza la comparación, el Gap
promedio (%) de un algoritmo x se calcula con respecto al óptimo, de acuerdo a la
ecuación (5.5).
Gap ( %) = 100× ZMS − Z̄x
ZMS
, (5.5)
Donde ZMS representa el valor óptimo encontrado utilizando MIPStart, mien-
tras que Z̄x es el promedio de las funciones objetivo obtenidas en las 5 ejecuciones
del ALNS, ILS, VNS o TS, según sea el caso. Cabe recalcar que, los valores promedio
encontrados con ILS, VNS y TS se tomaron de las tablas de resultados expuestas
por Amiri y Salari (2019).
Finalmente, en la última columna se muestra la cantidad de óptimos alcanzados
por cada metaheurística, de los 106 considerados para el análisis.
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Tabla 5.14: Comparación del rendimiento del ALNS versus ILS, TS y VNS para el





ALNS 0.00 0.00 0.00 106/106
ILS 0.00 0.43 17.31 91/106
VNS 0.00 0.44 15.38 92/106
TS 0.00 0.00 0.00 106/106
Los resultados del algoritmo ALNS propuesto en este trabajo se muestran
equitativos con los obtenidos con el TS, ambos alcanzando el óptimo para todas las
instancias en las cinco réplicas. Por otra parte, el ILS alcanzó el 85.84% del total de
óptimos con un gap promedio máximo del 17.31%, mientras que el VNS alcanzó el
86.79% con un gap promedio máximo del 15.38%. De esta manera, la metaheurística
ALNS obtiene un mejor desempeño a comparación de los algoritmos ILS y VNS.
Para un análisis más detallado se han incluido en el Apéndice A.3 los resultados
de la experimentación realizada y los obtenidos por Amiri y Salari (2019) para cada
una de las 135 instancias.
Capítulo 6
Conclusiones y trabajo futuro
En este Capítulo se presentan las conclusiones del trabajo y las posibles ex-
tensiones que podrían mejorar la calidad de los resultados obtenidos y así ampliar
el alcance de la investigación.
6.1 Conclusiones
En este trabajo se estudió el problema de ruteo con máxima cobertura y tiempo
límite, también conocido en la literatura como Time Constrained Maximal Covering
Routing Problem (TCMCRP), el cual es la combinación del problema del agente
viajero con cobertura (CSP) y el problema del agente viajero selectivo múltiple
(TOP). En este problema, se proporcionan un depósito central, un conjunto de
vehículos y un conjunto de instalaciones,las cuales pueden cubrir a clientes que se
encuentran dentro de un radio de cobertura dado. El problema consiste en determinar
cuáles son las instalaciones a visitar y cuál será el orden de las visitas que deben
realizar los vehículos disponibles, de tal forma que la duración total de cada ruta no
exceda un tiempo límite y se cubra la mayor cantidad de clientes con las instalaciones
visitadas.
El TCMCRP es un problema clasificado como NP-difícil, lo que implica que
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sea relevante el desarrollo de algoritmos que permitan la resolución del problema de
manera eficiente.
En la literatura existen diversas propuestas de resolución para el TCMCRP,
tanto heurísticas como exactas; asimismo, es posible encontrar diferentes formula-
ciones y aplicaciones a problemáticas reales. No obstante, una metaheurística tipo
ALNS como la propuesta en esta tesis, no ha sido previamente estudiada para este
problema.
Se analizó el rendimiento del algoritmo ALNS sobre 268 instancias tomadas de
la literatura con 52–724 nodos, divididas en conjuntos de tamaño pequeño, mediano
y grande. Dicho algoritmo logró, obtener soluciones de buena calidad en tiempos de
cómputo aceptables, resolviendo a optimalidad 198 de las 203 instancias reportadas
haciendo uso del solver Cplex 12.9 y logrando mejorar los resultados en 56 instancias.
Por otra parte, al hacer uso de inicios MIP, proporcionando a CPLEX como solución
inicial la solución obtenida por el algoritmo ALNS, el optimizador fue capaz de
alcanzar 258 óptimos y de esta manera pudimos validar que el ALNS propuesto
resolvió a optimalidad 250 instancias de las 258.
Por otra parte, para las 106 instancias grandes que son comparables con los
resultados de la literatura, el ALNS muestra resultados competitivos con el TS (al-
goritmo que tuvo el mejor rendimiento de entre los propuestos por Amiri y Salari
(2019)), ambos obteniendo un buen desempeño y alcanzando el óptimo en las cinco
ejecuciones realizadas para cada instancia.
Además, de manera general con la experimentación realizada con CPLEX,
utilizando MIPStart y la implementación del ALNS, se logró mejorar para tres ins-
tancias del problema, la mejor solución reportada hasta el momento en la literatura,
alcanzando el óptimo para las mismas.
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6.2 Trabajo futuro
Como trabajo a futuro se propone evaluar el rendimiento del algoritmo pro-
puesto en otro conjunto de instancias de la literatura o en casos reales. Además, se
puede adaptar el algoritmo para resolver el problema del agente viajero con máxi-
ma cobertura y tiempo límite (TCMCSP) y el problema del agente viajero selectivo
múltiple (TOP) para evaluar la efectividad del ALNS.
Asimismo, se pueden diseñar posibles mejoras al algoritmo propuesto, como
cambiar la estructura de los operadores utilizados en este trabajo o implementar
otros nuevos, así como reforzar la experimentación realizada para la elección de los
parámetros del ALNS, esto debido a que se analizaron los resultados de agregar 150
iteraciones como nuevo nivel en el período de actualizaciones de las probabilidades,
obteniendo que es posible encontrar una configuración que obtenga estadísticamen-
te el mismo número de soluciones alcanzadas y además un ahorro en el tiempo de
ejecución. En las Figuras 6.1-6.3 se muestran los diagramas de caja y bigotes co-
rrespondientes a los diseños factoriales en interacción con el número de veces que
el algoritmo ALNS alcanzó o superó la mejor solución, el tiempo de ejecución y el
máximo GapA,C (%) para las instancias pequeñas, medianas y grandes.


















































































(c) Máximo GapA,C ( %)
Figura 6.1: Variables de respuesta por nivel de iteración y actualización para el
conjunto de instancias pequeñas.




















































































(c) Máximo GapA,C ( %)
Figura 6.2: Variables de respuesta por nivel de iteración y actualización para el
conjunto de instancias medianas.



















































































(c) Máximo GapA,C ( %)
Figura 6.3: Variables de respuesta por nivel de iteración y actualización para el
conjunto de instancias grandes.
Por último, dada la importancia actual del medio ambiente, se pretende exten-
der el problema de estudio diseñando un modelo matemático que logre incorporar
aspectos ambientales. De esta manera, se pretende resolver el problema mediante la
resolución secuencial de dos problemas de optimización, el primero de ellos teniendo
como objetivo cubrir la máxima cantidad de clientes, mientras que el segundo intenta
minimizar las emisiones de CO2.
Apéndice A
Tablas de resultados
En este apéndice se presentan las tablas que contienen los resultados detallados
de los experimentos computacionales realizados en este trabajo.
A.1 Resultados del modelo TCMCRP
En las Tablas A.1-A.3 se presentan los resultados de las instancias pequeñas,
medianas y grandes. En la primer columna se encuentra el nombre de la instancia,
en la segunda, tercera y cuarta columna se muestra el valor de la función objetivo,
Gap (%) y el tiempo de ejecución total en segundos reportado por el optimizador
CPLEX, respectivamente. La quinta, sexta, séptima y octava columna muestran el
valor de la función objetivo que se obtiene con el algoritmo ALNS, el GapA,C (%) y
GapA,M (%), los cuales se calculan de acuerdo con (5.1) y (5.3), respectivamente y
el tiempo de ejecución total del ALNS al resolver el modelo TCMCRP.
Las columnas restantes, contienen el valor de la función objetivo de la mejor
solución encontrada, el Gap (%) y el tiempo computacional que reporta el optimi-
zador CPLEX utilizando MIPStart, así como el mejor valor de la función objetivo
obtenido de entre los tres métodos, CPLEX, ALNS y MIPStart representado por ZB.
Se resalta en negritas el mejor valor obtenido y si ocurre un empate se selecciona
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aquel que haya tenido el menor tiempo de ejecución.
En los casos en los que no se muestra ningún valor es porque CPLEX no
encontró ninguna solución factible al alcanzar el tiempo límite de 7200 segundos, y,
en consecuencia, no es posible calcular el gap.
Cabe recordar que un gap negativo indica que el valor de la función objetivo
obtenido por la metaheurística es más alto que el de la mejor solución encontrada
por CPLEX en 7200 segundos, en tal caso la solución reportada por el optimizador
no sería óptima, sino entera factible.
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Input2-0-0-1 15 0 0.30 15 0 0 0.63 15 0 0.18 15
Input2-0-0-2 12 0 0.06 12 0 0 0.60 12 0 0.04 12
Input2-0-0-4 11 0 0.07 11 0 0 0.79 11 0 0.04 11
Input2-0-0-5 9 0 0.02 9 0 0 0.63 9 0 0.03 9
Input2-0-0-6 8 0 0.02 8 0 0 0.62 8 0 0.03 8
Input2-0-0-7 8 0 0.02 8 0 0 0.67 8 0 0.03 8
Input2-0-0-8 8 0 0.02 8 0 0 0.62 8 0 0.03 8
Input2-0-0-9 1 0 0.01 1 0 0 0.60 1 0 0.02 1
Input2-1-0-1 15 0 5.01 15 0 0 0.73 15 0 18.32 15
Input2-1-0-2 15 0 0.80 15 0 0 0.71 15 0 0.95 15
Input2-1-0-3 14 0 0.79 14 0 0 0.78 14 0 5.20 14
Input2-1-0-4 13 0 0.10 13 0 0 0.82 13 0 0.07 13
Input2-1-0-5 13 0 0.05 13 0 0 0.78 13 0 0.06 13
Input2-1-0-6 12 0 0.32 12 0 0 0.85 12 0 0.39 12
Input2-1-0-7 10 0 0.05 10 0 0 0.79 10 0 0.07 10
Input2-1-0-8 9 0 0.06 9 0 0 0.83 9 0 0.06 9
Input2-1-0-9 9 0 0.05 9 0 0 0.84 9 0 0.05 9
Input2-2-0-1 20 0 204.64 20 0 0 1.03 20 0 4.13 20
Input2-2-0-2 19 0 18.84 19 0 0 0.97 19 0 3.01 19
Input2-2-0-3 18 0 25.10 18 0 0 0.95 18 0 2.81 18
Input2-2-0-4 17 0 35.71 16 5.88 5.88 1.00 17 0 58.14 17
Input2-2-0-5 15 0 0.24 15 0 0 0.97 15 0 0.13 15
Input2-2-0-6 15 0 0.10 15 0 0 0.96 15 0 0.11 15
Input2-2-0-7 15 0 0.39 15 0 0 1.12 15 0 0.43 15
Input2-2-0-8 14 0 1.78 14 0 0 1.10 14 0 4.30 14
Input2-2-0-9 11 0 0.11 11 0 0 1.06 11 0 0.08 11
Input5-0-0-1 12 0 0.05 12 0 0 0.83 12 0 0.04 12
Input5-0-0-2 12 0 0.05 12 0 0 0.98 12 0 0.04 12
Input5-0-0-3 10 0 0.02 10 0 0 0.84 10 0 0.03 10
Input5-0-0-4 10 0 0.02 10 0 0 0.92 10 0 0.04 10
Input5-0-0-5 7 0 0.02 7 0 0 0.92 7 0 0.04 7
Input5-0-0-6 7 0 0.02 7 0 0 1.07 7 0 0.03 7
Input5-0-0-7 5 0 0.02 5 0 0 1.31 5 0 0.04 5


















Input5-0-0-8. 5 0 0.02 5 0 0 1.18 5 0 0.04 5
Input5-0-0-9. 5 0 0.02 5 0 0 1.25 5 0 0.04 5
Input5-1-0-1 16 0 0.15 16 0 0 1.12 16 0 0.17 16
Input5-1-0-2 16 0 0.48 16 0 0 1.06 16 0 0.13 16
Input5-1-0-3 13 0 20.25 13 0 0 1.19 13 0 26.07 13
Input5-1-0-4 13 0 0.11 13 0 0 1.31 13 0 0.09 13
Input5-1-0-5 13 0 0.09 13 0 0 1.18 13 0 0.08 13
Input5-1-0-6 12 0 0.06 12 0 0 1.20 12 0 0.06 12
Input5-1-0-7 12 0 0.05 12 0 0 1.21 12 0 0.09 12
Input5-1-0-8 12 0 0.04 12 0 0 1.29 12 0 0.08 12
Input5-1-0-9 7 0 0.03 7 0 0 1.38 7 0 0.07 7
Input5-2-0-1 17 0 1.71 17 0 0 1.69 17 0 0.26 17
Input5-2-0-2 17 0 19.76 17 0 0 1.50 17 0 0.25 17
Input5-2-0-3 15 0 0.74 15 0 0 1.70 15 0 0.19 15
Input5-2-0-4 14 0 0.21 14 0 0 1.60 14 0 0.21 14
Input5-2-0-5 14 0 0.23 14 0 0 1.25 14 0 0.15 14
Input5-2-0-6 12 0 0.09 12 0 0 1.41 12 0 0.11 12
Input5-2-0-7 12 0 0.12 12 0 0 1.53 12 0 0.14 12
Input5-2-0-8 11 0 0.09 11 0 0 1.42 11 0 0.14 11
Input5-2-0-9 9 0 0.06 9 0 0 2.32 9 0 0.10 9
Input10-0-0-1 36 0 455.81 36 0 0 1.17 36 0 542.77 36
Input10-0-0-2 34 0 4.53 34 0 0 1.20 34 0 3.41 34
Input10-0-0-3 30 0 3.28 30 0 0 1.33 30 0 1.97 30
Input10-0-0-4 27 0 1.46 25 7.41 7.41 1.17 27 0 0.12 27
Input10-0-0-5 24 0 0.23 24 0 0 1.09 24 0 0.10 24
Input10-0-0-6 21 0 0.15 21 0 0 1.30 21 0 0.09 21
Input10-0-0-7 21 0 0.16 21 0 0 1.16 21 0 0.12 21
Input10-0-0-8 16 0 0.11 16 0 0 1.18 16 0 0.11 16
Input10-0-0-9 14 0 0.09 14 0 0 1.13 14 0 0.10 14
Input10-1-0-1 51 0 231.38 51 0 0 2.01 51 0 0.24 51
Input10-1-0-2 51 0 182.43 51 0 0 1.77 51 0 158.79 51
Input10-1-0-3 49 0 5190.21 46 6.12 6.12 2.10 49 0 5977.05 49
Input10-1-0-4 48 2.08 7199.64 47 2.08 2.08 1.72 48 0 2776.43 48


















Input10-1-0-5 40 0 1647.10 40 0 0 2.46 40 0 5620.75 40
Input10-1-0-6 38 0 286.67 37 2.63 2.63 2.09 38 0 863.60 38
Input10-1-0-7 34 0 0.99 34 0 0 1.96 34 0 0.30 34
Input10-1-0-8 32 0 0.58 32 0 0 2.01 32 0 0.26 32
Input10-1-0-9 27 0 0.37 27 0 0 1.85 27 0 0.22 27
Input10-2-0-1 45 0 22.54 45 0 0 2.37 45 0 0.36 45
Input10-2-0-2 45 0 49.56 45 0 0 2.63 45 0 0.38 45
Input10-2-0-3 45 0 130.91 45 0 0 2.56 45 0 0.37 45
Input10-2-0-4 45 0 284.82 45 0 0 2.36 45 0 0.50 45
Input10-2-0-5 45 0 566.96 45 0 0 2.66 45 0 0.46 45
Input10-2-0-6 42 2.38 7199.71 42 0 0 2.23 42 2.38 7199.58 42
Input10-2-0-7 42 2.38 7199.49 42 0 0 2.99 42 2.38 7199.54 42
Input10-2-0-8 37 0 20.17 37 0 0 3.19 37 0 0.36 37
Input10-2-0-9 33 0 11.23 33 0 0 2.87 33 0 0.46 33
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Input14-0-0-1 72 0 573.32 72 0 0 3.54 72 0 0.38 72
Input14-0-0-2 72 0 99.10 72 0 0 2.61 72 0 0.39 72
Input14-0-0-3 70 2.86 7199.81 67 4.29 4.29 3.11 70 2.86 7199.61 70
Input14-0-0-4 72 0 566.32 72 0 0 2.53 72 0 0.50 72
Input14-0-0-5 69 0 719.38 69 0 0 2.58 69 0 84.84 69
Input14-0-0-6 64 2.30 7199.78 64 0 0 2.54 64 3.13 7199.56 64
Input14-0-0-7 66 1.52 7199.32 66 0 0 3.02 66 1.52 7199.57 66
Input14-0-0-8 58 4.24 7199.60 58 0 0 3.22 58 1.72 7199.52 58
Input14-0-0-9 49 0 390.69 49 0 0 3.26 49 0 2750.61 49
Input14-1-0-1 71 0 23.26 71 0 0 4.25 71 0 0.55 71
Input14-1-0-2 71 0 54.70 71 0 0 5.16 71 0 0.54 71
Input14-1-0-3 71 0 728.98 71 0 0 4.54 71 0 0.53 71
Input14-1-0-4 71 0 147.62 71 0 0 4.99 71 0 0.79 71
Input14-1-0-5 71 0 771.17 71 0 0 3.62 71 0 0.80 71
Input14-1-0-6 71 0 2854.80 71 0 0 3.75 71 0 0.75 71
Input14-1-0-7 71 0 6246.03 71 0 0 3.93 71 0 0.97 71
Input14-1-0-8 69 2.90 7199.59 70 -1.45 1.41 4.49 71 0 131.02 71
Input14-1-0-9 65 4.62 7199.60 65 0 0 3.83 65 4.62 7199.65 65
Input14-2-0-1 64 0 55.94 64 0 0 4.61 64 0 0.81 64
Input14-2-0-2 64 0 939.50 64 0 0 4.97 64 0 0.86 64
Input14-2-0-3 64 0 70.58 64 0 0 5.34 64 0 0.81 64
Input14-2-0-4 64 0 115.15 64 0 0 4.38 64 0 1.28 64
Input14-2-0-5 64 0 879.71 64 0 0 4.66 64 0 1.30 64
Input14-2-0-6 63 1.59 7199.57 64 -1.59 0 4.67 64 0 1.31 64
Input14-2-0-7 64 0 1185.92 64 0 0 5.89 64 0 1.78 64
Input14-2-0-8 63 1.59 7199.57 64 -1.59 0 4.87 64 0 1.71 64
Input14-2-0-9 63 1.59 7199.57 64 -1.59 0 4.21 64 0 1.57 64
Input16-0-0-1 104 0 50.77 104 0 0 7.84 104 0 0.56 104
Input16-0-0-2 104 0 598.17 104 0 0 6.59 104 0 0.55 104
Input16-0-0-3 104 0 4244.15 104 0 0 4.38 104 0 0.55 104
Input16-0-0-4 103 0.97 7199.51 104 -0.97 0 4.78 104 0 0.83 104
Input16-0-0-5 97 7.22 7199.58 102 -5.15 1.92 4.39 104 0 3916.90 104
Input16-0-0-6 96 7.29 7199.61 100 -4.17 0 6.18 100 3.00 7199.55 100


















Input16-0-0-7 99 3.79 7199.65 97 2.02 0 4.43 97 5.89 7199.60 99
Input16-0-0-8 90 0 3609.90 89 1.11 0 5.26 89 1.12 7199.53 90
Input16-1-0-1 107 0 42.74 107 0 0 9.12 107 0 1.00 107
Input16-1-0-2 107 0 1752.64 107 0 0 9.79 107 0 0.98 107
Input16-1-0-3 107 0 857.33 107 0 0 7.83 107 0 1.01 107
Input16-1-0-4 107 0 254.03 107 0 0 10.30 107 0 1.55 107
Input16-1-0-5 104 2.88 7199.48 107 -2.88 0 8.70 107 0 1.57 107
Input16-1-0-6 107 0 2814.26 107 0 0 7.16 107 0 1.55 107
Input16-1-0-7 106 0.94 7199.54 107 -0.94 0 10.86 107 0 2.16 107
Input16-1-0-8 107 0 6953.01 107 0 0 6.83 107 0 2.10 107
Input16-1-0-9 98 8.16 7199.35 105 -7.14 0.94 7.66 106 0 1.90 106
Input16-2-0-1 94 0 564.02 94 0 0 10.11 94 0 1.57 94
Input16-2-0-2 94 0 84.11 94 0 0 9.38 94 0 1.58 94
Input16-2-0-3 94 0 418.91 94 0 0 9.55 94 0 1.69 94
Input16-2-0-4 94 0 317.92 94 0 0 11.11 94 0 2.51 94
Input16-2-0-5 94 0 899.39 94 0 0 9.20 94 0 2.49 94
Input16-2-0-6 94 0 4661.54 94 0 0 8.61 94 0 2.50 94
Input16-2-0-7 94 0 620.09 94 0 0 12.58 94 0 3.54 94
Input16-2-0-8 94 0 6892.13 94 0 0 8.96 94 0 3.56 94
Input16-2-0-9 94 0 3210.68 94 0 0 10.33 94 0 3.56 94
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G-Input2-0-0-1 58 0 674.52 58 0 0 31.77 58 0 8.80 58
G-Input2-0-0-2 54 0 2643.31 54 0 0 26.98 54 0 14.37 54
G-Input2-0-0-3 58 0 6678.06 58 0 0 40.53 58 0 19.99 58
G-Input2-0-0-4 58 0 813.40 58 0 0 58.28 58 0 8.82 58
G-Input2-0-0-5 58 0 2989.99 58 0 0 32.56 58 0 14.44 58
G-Input2-0-0-6 57 0 6431.42 57 0 0 31.97 57 0 20.06 57
G-Input2-0-0-7 57 0 871.79 57 0 0 19.32 57 0 8.93 57
G-Input2-0-0-8 59 0 1801.71 59 0 0 39.12 59 0 14.26 59
G-Input2-0-0-9 60 0 4902.39 60 0 0 32.55 60 0 19.97 60
G-Input2-1-0-1 63 0 308.00 63 0 0 23.63 63 0 5.29 63
G-Input2-1-0-2 64 0 468.88 64 0 0 24.43 64 0 8.52 64
G-Input2-1-0-3 65 0 2989.48 65 0 0 26.55 65 0 11.94 65
G-Input2-1-0-4 63 0 325.02 63 0 0 16.39 63 0 5.25 63
G-Input2-1-0-5 61 0 873.65 61 0 0 28.10 61 0 8.53 61
G-Input2-1-0-6 65 0 2555.32 65 0 0 17.69 65 0 11.95 65
G-Input2-1-0-7 58 0 395.43 58 0 0 23.46 58 0 5.27 58
G-Input2-1-0-8 62 0 572.57 62 0 0 22.75 62 0 8.67 62
G-Input2-1-0-9 63 0 1632.23 63 0 0 21.64 63 0 11.94 63
G-Input2-2-0-1 75 0 265.44 75 0 0 16.41 75 0 2.83 75
G-Input2-2-0-2 72 0 336.81 72 0 0 13.04 72 0 4.52 72
G-Input2-2-0-3 74 1.35 7199.58 75 -1.35 0 15.49 75 0 6.30 75
G-Input2-2-0-4 73 0 2091.80 73 0 0 16.26 73 0 2.81 73
G-Input2-2-0-5 73 0 295.15 73 0 0 13.77 73 0 4.51 73
G-Input2-2-0-6 71 0 6491.04 71 0 0 17.78 71 0 6.32 71
G-Input2-2-0-7 75 0 104.68 75 0 0 14.12 75 0 2.80 75
G-Input2-2-0-8 72 0 250.52 72 0 0 20.58 72 0 4.51 72
G-Input2-2-0-9 67 0 3917.91 67 0 0 9.43 67 0 6.32 67
G-Input5-0-0-1 40 0 325.99 40 0 0 23.41 40 0 4.61 40
G-Input5-0-0-2 37 0 1322.31 37 0 0 23.74 37 0 7.50 37
G-Input5-0-0-3 37 0 2589.61 37 0 0 20.21 37 0 10.62 37
G-Input5-0-0-4 41 0 333.56 41 0 0 24.83 41 0 4.63 41
G-Input5-0-0-5 42 0 978.20 42 0 0 17.34 42 0 7.53 42
G-Input5-0-0-6 39 0 2134.10 39 0 0 15.80 39 0 10.63 39


















G-Input5-0-0-7 40 0 415.31 40 0 0 23.52 40 0 4.62 40
G-Input5-0-0-8 39 0 1451.25 39 0 0 16.26 39 0 7.53 39
G-Input5-0-0-9 39 0 2592.45 39 0 0 17.18 39 0 10.62 39
G-Input5-1-0-1 36 0 199.80 36 0 0 9.79 36 0 2.78 36
G-Input5-1-0-2 41 0 527.34 41 0 0 11.53 41 0 4.56 41
G-Input5-1-0-3 36 2.78 7199.53 37 -2.78 0 10.09 37 0 6.34 37
G-Input5-1-0-4 39 0 207.43 39 0 0 16.57 39 0 2.80 39
G-Input5-1-0-5 43 0 441.49 43 0 0 17.14 43 0 4.58 43
G-Input5-1-0-6 44 0 881.52 44 0 0 10.07 44 0 6.46 44
G-Input5-1-0-7 40 0 239.08 40 0 0 23.82 40 0 2.79 40
G-Input5-1-0-8 40 0 392.79 40 0 0 14.81 40 0 4.57 40
G-Input5-1-0-9 38 0 1365.21 38 0 0 12.57 38 0 6.44 38
G-Input5-2-0-1 43 0 81.47 43 0 0 7.95 43 0 1.50 43
G-Input5-2-0-2 43 0 451.56 43 0 0 5.03 43 0 2.34 43
G-Input5-2-0-3 36 0 320.33 36 0 0 4.83 36 0 2.68 36
G-Input5-2-0-4 40 0 69.63 40 0 0 6.22 40 0 1.48 40
G-Input5-2-0-5 39 0 91.37 39 0 0 5.79 39 0 2.36 39
G-Input5-2-0-6 40 0 566.96 40 0 0 4.64 40 0 3.15 40
G-Input5-2-0-7 43 0 125.79 43 0 0 5.47 43 0 1.48 43
G-Input5-2-0-8 39 0 157.42 39 0 0 8.53 39 0 2.34 39
G-Input5-2-0-9 41 0 251.29 41 0 0 7.67 41 0 3.33 41
G-Input10-0-0-1 27 0 3978.11 27 0 0 93.45 27 0 19.96 27
G-Input10-0-0-2 29 0 4631.47 29 0 0 53.60 29 0 31.46 29
G-Input10-0-0-3 - - 7200.80 28 - 0 73.67 28 0 43.32 28
G-Input10-0-0-4 30 0 1875.52 30 0 0 71.30 30 0 19.90 30
G-Input10-0-0-5 - - 7199.74 31 - 0 51.50 31 0 31.82 31
G-Input10-0-0-6 - - 7199.74 30 - 0 116.91 30 0 43.57 30
G-Input10-0-0-7 30 0 1725.88 30 0 0 54.72 30 0 19.96 30
G-Input10-0-0-8 30 0 6216.18 30 0 0 78.29 30 0 31.46 30
G-Input10-0-0-9 - - 7200.09 30 - 0 42.42 30 0 44.41 30
G-Input10-1-0-1 27 0 1574.46 27 0 0 63.45 27 0 11.57 27
G-Input10-1-0-2 27 0 4573.95 27 0 0 55.08 27 0 18.55 27
G-Input10-1-0-3 - - 7200.23 30 - 0 36.78 30 0 25.90 30


















G-Input10-1-0-4 28 0 1171.57 28 0 0 35.48 28 0 11.57 28
G-Input10-1-0-5 29 0 1999.69 29 0 0 32.28 29 0 18.70 29
G-Input10-1-0-6 - - 7200.31 27 - 0 44.49 27 0 25.37 27
G-Input10-1-0-7 26 0 949.38 26 0 0 43.33 26 0 11.62 26
G-Input10-1-0-8 30 0 3988.82 30 0 0 46.43 30 0 18.55 30
G-Input10-1-0-9 29 0 3595.22 29 0 0 36.92 29 0 25.57 29
G-Input10-2-0-1 27 0 597.64 27 0 0 32.09 27 0 6.05 27
G-Input10-2-0-2 26 0 1409.02 26 0 0 20.97 26 0 9.68 26
G-Input10-2-0-3 30 0 2054.47 30 0 0 21.82 30 0 13.48 30
G-Input10-2-0-4 30 0 353.85 30 0 0 16.57 30 0 6.08 30
G-Input10-2-0-5 27 0 563.23 27 0 0 24.94 27 0 9.68 27
G-Input10-2-0-6 28 0 1828.07 28 0 0 20.80 28 0 13.43 28
G-Input10-2-0-7 26 0 263.21 26 0 0 14.80 26 0 6.04 26
G-Input10-2-0-8 29 0 1012.62 29 0 0 29.83 29 0 9.70 29
G-Input10-2-0-9 28 0 1878.75 28 0 0 31.71 28 0 13.43 28
G-Input14-0-0-1 - - 7199.76 83 - 0 66.75 83 0 28.76 83
G-Input14-0-0-2 - - 7199.91 84 - 0 82.42 84 0 54.98 84
G-Input14-0-0-3 - - 7199.97 83 - 0 80.86 83 0 76.26 83
G-Input14-0-0-4 82 0 4905.47 82 0 0 92.00 82 0 34.89 82
G-Input14-0-0-5 - - 7199.78 83 - 0 120.17 83 0 55.22 83
G-Input14-0-0-6 - - 7199.87 80 - 0 74.16 80 0 63.15 80
G-Input14-0-0-7 78 0 1780.50 78 0 0 65.53 78 0 34.79 78
G-Input14-0-0-8 - - 7200.00 82 - 0 66.82 82 0 49.70 82
G-Input14-0-0-9 - - 7200.10 81 - 0 105.55 81 0 63.33 81
G-Input14-1-0-1 76 0 3695.49 76 0 0 44.75 76 0 19.09 76
G-Input14-1-0-2 - - 7199.64 76 - 0 32.05 76 0 26.19 76
G-Input14-1-0-3 - - 7199.92 78 - 0 43.61 78 0 44.25 78
G-Input14-1-0-4 77 0 3679.26 77 0 0 45.10 77 0 20.02 77
G-Input14-1-0-5 - - 7200.31 78 - 0 60.78 78 0 26.17 78
G-Input14-1-0-6 - - 7199.94 77 - 0 46.00 77 0 43.88 77
G-Input14-1-0-7 76 0 1345.30 76 0 0 51.23 76 0 19.86 76
G-Input14-1-0-8 - - 7199.77 73 - 0 45.33 73 0 31.78 73
G-Input14-1-0-9 - - 7200.53 81 - 0 32.67 81 0 44.06 81


















G-Input14-2-0-1 63 0 360.18 63 0 0 21.34 63 0 10.23 63
G-Input14-2-0-2 67 0 5616.98 67 0 0 19.69 67 0 16.45 67
G-Input14-2-0-3 - - 7199.67 68 - 0 11.98 68 0 18.62 68
G-Input14-2-0-4 65 0 651.98 65 0 0 22.33 65 0 9.90 65
G-Input14-2-0-5 67 0 4017.77 67 0 0 16.33 67 0 16.41 67
G-Input14-2-0-6 - - 7200.03 68 - 0 11.11 68 0 22.84 68
G-Input14-2-0-7 68 0 587.05 68 0 0 32.41 68 0 10.56 68
G-Input14-2-0-8 66 0 2464.21 66 0 0 46.91 66 0 16.47 66
G-Input14-2-0-9 - - 7199.95 67 - 0 32.97 67 0 23.22 67
G-Input16-0-0-1 - - 7198.92 205 - 0 82.76 205 0 44.71 205
G-Input16-0-0-2 - - 7199.78 200 - 0 144.77 200 0 58.15 200
G-Input16-0-0-3 - - 7199.88 214 - 0 162.90 214 0 80.08 214
G-Input16-0-0-4 - - 7199.61 195 - 0 122.23 195 0 36.61 195
G-Input16-0-0-5 - - 7200.07 207 - 0 108.74 207 0 70.83 207
G-Input16-0-0-6 - - 7200.27 204 - 0 116.13 204 0 98.01 204
G-Input16-0-0-7 - - 7199.71 208 - 0 108.55 208 0 41.54 208
G-Input16-0-0-8 - - 7200.03 206 - 0 147.41 206 0 70.57 206
G-Input16-0-0-9 - - 7200.07 216 - 0 154.08 216 0 99.18 216
G-Input16-1-0-1 187 0 6020.97 187 0 0 65.53 187 0 20.73 187
G-Input16-1-0-2 - - 7200.06 183 - 0 63.70 183 0 40.16 183
G-Input16-1-0-3 - - 7200.02 175 - 0 112.26 175 0 57.34 175
G-Input16-1-0-4 - - 7199.85 184 - 0 83.04 184 0 25.09 184
G-Input16-1-0-5 - - 7200.20 176 - 0 69.04 176 0 40.14 176
G-Input16-1-0-6 - - 7200.01 183 - 0 86.47 183 0 55.78 183
G-Input16-1-0-7 - - 7199.70 177 - 0 78.01 177 0 24.41 177
G-Input16-1-0-8 - - 7199.85 182 - 0 108.31 182 0 40.18 182
G-Input16-1-0-9 - - 7199.90 174 - 0 69.54 174 0 58.43 174
G-Input16-2-0-1 176 0 2361.58 176 0 0 42.34 176 0 13.18 176
G-Input16-2-0-2 - - 7200.00 187 - 0 37.46 187 0 16.83 187
G-Input16-2-0-3 - - 7199.70 187 - 0 49.42 187 0 28.49 187
G-Input16-2-0-4 179 0 4752.04 179 0 0 44.35 179 0 13.06 179
G-Input16-2-0-5 179 0 6680.60 179 0 0 45.41 179 0 16.83 179
G-Input16-2-0-6 - - 7199.89 184 - 0 49.23 184 0 28.49 184
G-Input16-2-0-7 180 0 2418.36 180 0 0 71.17 180 0 12.94 180
G-Input16-2-0-8 172 6.40 7199.57 183 -6.40 0 54.19 183 0 20.45 183
G-Input16-2-0-9 - - 7199.76 176 - 0 57.46 176 0 28.50 176
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A.2 Comparación de resultados del modelo
TCMCRP
En las Tablas A.6-A.8 se muestran los resultados reportados en la literatura
contra el mejor valor obtenido entre CPLEX, ALNS y MIPStart. En la primera
columna se encuentra el nombre de la instancia, en la segunda se muestra ZB, va-
lor que se reportó en las Tablas A.1-A.3, en la tercer columna se muestra el valor
objetivo obtenido por Amiri y Salari (2019), quienes introducen por primera vez el
problema TCMCRP, y cuyos valores fueron obtenidos utilizando ILOG CPLEX 12.3
considerando como criterio de paro para cada una de las instancias cinco horas como
tiempo de cómputo. En la cuarta y quinta columna se muestran los valores de la
función objetivo obtenidos por Sinnl (2019), en el cual se desarrollaron dos algorit-
mos de solución exacta, el primero es basado en un modelo compacto denominado
C+, mientras que el otro modelo E++ contiene un número de restricciones expo-
nencial, además desarrollaron técnicas de preprocesamiento y desigualdades validas
para ambos modelos. Se utilizó CPLEX 12.8 con un tiempo límite de cómputo de
600 segundos para cada instancia. Cabe mencionar, que los resultados de Sinnl son
expuestos en un reporte técnico que está en proceso de evaluación.
Finalmente, en las columnas restantes se muestra el Gap (%) que existe entre
ZB y la solución reportada por Amiri y Salari (2019) y Sinnl (2019), el cual se
calcula con las fórmulas (A.1), (A.2) y (A.3), donde un gap negativo indica que el
mejor valor obtenido entre CPLEX, ALNS y MIPStart es más alto que soluciones
encontradas hasta el momento en la literatura.
Gap ( %) = 100× ZAS − ZB
ZAS
, (A.1)
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Donde ZB representa el mejor valor de la función objetivo obtenido entre
CPLEX, ALNS y MIPStart, ZAS el valor de la función objetivo encontrado por
Amiri y Salari (2019), mientras que ZC+ y ZE++ representan los valores objetivo
obtenidos por Sinnl (2019).
En las tablas se resalta en negritas si el valor objetivo encontrado representa
el valor objetivo óptimo para esa instancia, es decir, que se tenga un gap del 0%.
Además, debido a que en las tablas de resultados de Amiri y Salari (2019) se presen-
tan algunas inconsistencias referentes a las características de las instancias o a los
valores objetivo reportados, se hizo un análisis de estas inconsistencias dividiendolas
en dos grupos, las cuales se explicarán a detalle a continuación.
1. Diferencia en los tiempos límite de los vehículos. En la Tabla A.4 se muestra
un ejemplo de instancia con este tipo de inconsistencia, en la cual el tiempo
límite dado en el archivo de la instancia no coincide con el expuesto en las
tablas de resultados de Amiri y Salari (2019), sin embargo, el valor objetivo
(en este caso óptimo) coincide con el encontrado en este trabajo por CPLEX ó
MIPStart y con el obtenido por Sinnl (2019), pero no ocurre esto mismo para
todas las instancias con este tipo de inconsistencia. Por esta razón, se le asigna
una marca con un asterisco (*) aquellas instancias que presentan esta misma
inconsistencia y no se calcula el gap correspondiente, debido a que no se tiene
claro como realizar una comparación que sea válida y se desconoce la razón de
estas diferencias.
Tabla A.4: Ejemplo de inconsistencia en el tiempo límite de los vehículos.
Características Tiempo límite Valor objetivo












Input5-1-0-5∗ 76 30 45 3 10583.61 10538.61 10538.61 13 13 13
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2. Diferencia de óptimos. En la Tabla A.5 se muestra un ejemplo de instancia
en la que las características y el tiempo límite en el archivo de la instancia
coincide exactamente con lo expuesto en las tablas de resultados de Amiri y
Salari (2019), sin embargo, se reportan óptimos diferentes. Para estas instancias
cuando Sinnl (2019) alcanza el óptimo, dicho valor coincide con el encontrado
en este trabajo por CPLEX o MIPStart.
Tabla A.5: Ejemplo de inconsistencia en valor óptimo reportado.
Características Tiempo límite Valor objetivo












Input10-0-0-3∗∗ 100 29 70 2 4955.06 4955.06 4955.06 36 30 30
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Tabla A.6: Detalles de resultados obtenidos por Amiri y Salari (2019) y Sinnl (2019)
para el conjunto de instancias pequeñas.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
Input2-0-0-1 15 15 15 15 0 0 0
Input2-0-0-2 12 12 12 12 0 0 0
Input2-0-0-4 11 11 11 11 0 0 0
Input2-0-0-5 9 9 9 9 0 0 0
Input2-0-0-6 8 8 8 8 0 0 0
Input2-0-0-7 8 8 8 8 0 0 0
Input2-0-0-8 8 8 8 8 0 0 0
Input2-0-0-9 1 1 1 1 0 0 0
Input2-1-0-1 15 15 15 15 0 0 0
Input2-1-0-2 15 15 15 15 0 0 0
Input2-1-0-3 14 14 14 14 0 0 0
Input2-1-0-4 13 13 13 13 0 0 0
Input2-1-0-5 13 13 13 13 0 0 0
Input2-1-0-6 12 12 12 12 0 0 0
Input2-1-0-7 10 10 10 10 0 0 0
Input2-1-0-8 9 9 9 9 0 0 0
Input2-1-0-9 9 9 9 9 0 0 0
Input2-2-0-1 20 20 20 20 0 0 0
Input2-2-0-2 19 19 19 19 0 0 0
Input2-2-0-3 18 18 18 18 0 0 0
Input2-2-0-4 17 17 17 17 0 0 0
Input2-2-0-5 15 15 15 15 0 0 0
Input2-2-0-6 15 15 15 15 0 0 0
Input2-2-0-7∗∗ 15 14 15 15 - 0 0
Input2-2-0-8∗∗ 14 11 14 14 - 0 0
Input2-2-0-9∗∗ 11 12 11 11 - 0 0
Input5-0-0-1 12 12 12 12 0 0 0
Input5-0-0-2 12 12 12 12 0 0 0
Input5-0-0-3 10 10 10 10 0 0 0
Input5-0-0-4 10 10 10 10 0 0 0
Input5-0-0-5 7 7 7 7 0 0 0
Input5-0-0-6 7 7 7 7 0 0 0
Input5-0-0-7 5 5 5 5 0 0 0
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Tabla A.6: Continuación.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
Input5-0-0-8 5 5 5 5 0 0 0
Input5-0-0-9∗ 5 5 5 5 - 0 0
Input5-1-0-1 16 16 16 16 0 0 0
Input5-1-0-2 16 16 16 16 0 0 0
Input5-1-0-3 13 13 13 13 0 0 0
Input5-1-0-4 13 13 13 13 0 0 0
Input5-1-0-5∗ 13 13 13 13 - 0 0
Input5-1-0-6 12 12 12 12 0 0 0
Input5-1-0-7 12 12 12 12 0 0 0
Input5-1-0-8 12 12 12 12 0 0 0
Input5-1-0-9 7 7 7 7 0 0 0
Input5-2-0-1 17 17 17 17 0 0 0
Input5-2-0-2 17 17 17 17 0 0 0
Input5-2-0-3 15 15 15 15 0 0 0
Input5-2-0-4 14 14 14 14 0 0 0
Input5-2-0-5 14 14 14 14 0 0 0
Input5-2-0-6∗ 12 12 12 12 - 0 0
Input5-2-0-7 12 12 12 12 0 0 0
Input5-2-0-8 11 11 11 11 0 0 0
Input5-2-0-9 9 9 9 9 0 0 0
Input10-0-0-1 36 36 36 36 0 0 0
Input10-0-0-2∗∗ 34 36 34 34 - 0 0
Input10-0-0-3∗∗ 30 36 30 30 - 0 0
Input10-0-0-4∗∗ 27 36 27 27 - 0 0
Input10-0-0-5∗∗ 24 36 24 24 - 0 0
Input10-0-0-6 21 21 21 21 0 0 0
Input10-0-0-7 21 21 21 21 0 0 0
Input10-0-0-8 16 16 16 16 0 0 0
Input10-0-0-9 14 14 14 14 0 0 0
Input10-1-0-1 51 51 51 51 0 0 0
Input10-1-0-2 51 51 51 51 0 0 0
Input10-1-0-3 49 49 49 49 0 0 0
Input10-1-0-4 48 48 48 48 0 0 0
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Tabla A.6: Continuación.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
Input10-1-0-5 40 40 40 40 0 0 0
Input10-1-0-6 38 38 38 38 0 0 0
Input10-1-0-7 34 34 34 34 0 0 0
Input10-1-0-8 32 32 32 32 0 0 0
Input10-1-0-9 27 27 27 27 0 0 0
Input10-2-0-1 45 45 45 45 0 0 0
Input10-2-0-2 45 45 45 45 0 0 0
Input10-2-0-3 45 45 45 45 0 0 0
Input10-2-0-4 45 45 45 45 0 0 0
Input10-2-0-5 45 45 45 45 0 0 0
Input10-2-0-6 42 42 42 42 0 0 0
Input10-2-0-7 42 42 42 42 0 0 0
Input10-2-0-8 37 37 37 37 0 0 0
Input10-2-0-9 33 33 33 33 0 0 0
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Tabla A.7: Detalles de resultados obtenidos por Amiri y Salari (2019) y Sinnl (2019)
para el conjunto de instancias medianas.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
Input14-0-0-1 72 72 72 72 0 0 0
Input14-0-0-2 72 72 72 72 0 0 0
Input14-0-0-3 70 70 70 70 0 0 0
Input14-0-0-4 72 69 72 72 -4.35 0 0
Input14-0-0-5 69 69 69 69 0 0 0
Input14-0-0-6 64 64 64 64 0 0 0
Input14-0-0-7 66 66 66 66 0 0 0
Input14-0-0-8 58 58 58 58 0 0 0
Input14-0-0-9 49 49 49 49 0 0 0
Input14-1-0-1 71 71 71 71 0 0 0
Input14-1-0-2 71 71 71 71 0 0 0
Input14-1-0-3 71 71 71 71 0 0 0
Input14-1-0-4 71 70 71 71 -1.43 0 0
Input14-1-0-5 71 71 71 71 0 0 0
Input14-1-0-6 71 69 71 71 -2.90 0 0
Input14-1-0-7 71 71 71 71 0 0 0
Input14-1-0-8 71 71 71 71 0 0 0
Input14-1-0-9 65 65 65 65 0 0 0
Input14-2-0-1 64 64 64 64 0 0 0
Input14-2-0-2 64 64 64 64 0 0 0
Input14-2-0-3 64 64 64 64 0 0 0
Input14-2-0-4 64 64 64 64 0 0 0
Input14-2-0-5 64 64 64 64 0 0 0
Input14-2-0-6∗ 64 63 64 64 - 0 0
Input14-2-0-7 64 64 64 64 0 0 0
Input14-2-0-8 64 64 64 64 0 0 0
Input14-2-0-9 64 64 64 64 0 0 0
Input16-0-0-1 104 104 104 104 0 0 0
Input16-0-0-2 104 104 104 104 0 0 0
Input16-0-0-3 104 102 102 104 -1.96 -1.96 0
Input16-0-0-4 104 92 98 104 -13.04 -6.12 0
Input16-0-0-5 104 104 102 104 0 -1.96 0
Input16-0-0-6 100 101 99 101 0.99 -1.01 0.99
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Tabla A.7: Continuación.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
Input16-0-0-7 99 100 95 89 1 -4.21 -11.24
Input16-0-0-8 90 88 89 89 -2.27 -1.12 -1.12
Input16-1-0-1 107 107 107 107 0 0 0
Input16-1-0-2 107 107 107 107 0 0 0
Input16-1-0-3 107 107 107 107 0 0 0
Input16-1-0-4 107 107 107 107 0 0 0
Input16-1-0-5 107 103 107 107 -3.88 0 0
Input16-1-0-6 107 100 107 107 -7 0 0
Input16-1-0-7 107 104 93 107 -2.88 -15.05 0
Input16-1-0-8 107 103 103 - -3.88 -3.88 -
Input16-1-0-9 106 95 105 - -11.58 -0.95 -
Input16-2-0-1 94 94 94 94 0 0 0
Input16-2-0-2 94 94 94 94 0 0 0
Input16-2-0-3 94 94 94 94 0 0 0
Input16-2-0-4 94 94 94 94 0 0 0
Input16-2-0-5 94 94 94 94 0 0 0
Input16-2-0-6 94 94 82 94 0 -14.63 0
Input16-2-0-7 94 94 94 94 0 0 0
Input16-2-0-8 94 94 94 94 0 0 0
Input16-2-0-9∗ 94 94 88 94 - -6.82 0
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Tabla A.8: Detalles de resultados obtenidos por Amiri y Salari (2019) y Sinnl (2019)
para el conjunto de instancias grandes.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
G-Input2-0-0-1 58 58 58 58 0 0 0
G-Input2-0-0-2 54 54 54 54 0 0 0
G-Input2-0-0-3 58 - 58 58 - 0 0
G-Input2-0-0-4 58 58 58 58 0 0 0
G-Input2-0-0-5 58 - 58 58 - 0 0
G-Input2-0-0-6 57 - 57 57 - 0 0
G-Input2-0-0-7 57 - 57 57 - 0 0
G-Input2-0-0-8 59 - 59 59 - 0 0
G-Input2-0-0-9 60 - 60 60 - 0 0
G-Input2-1-0-1 63 62 63 63 -1.61 0 0
G-Input2-1-0-2 64 64 64 64 0 0 0
G-Input2-1-0-3 65 - 65 65 - 0 0
G-Input2-1-0-4 63 63 63 63 0 0 0
G-Input2-1-0-5 61 - 61 61 - 0 0
G-Input2-1-0-6 65 - 65 65 - 0 0
G-Input2-1-0-7 58 - 58 58 - 0 0
G-Input2-1-0-8 62 - 62 62 - 0 0
G-Input2-1-0-9 63 - 63 63 - 0 0
G-Input2-2-0-1 75 75 75 75 0 0 0
G-Input2-2-0-2 72 72 72 72 0 0 0
G-Input2-2-0-3 75 58 75 75 -29.31 0 0
G-Input2-2-0-4 73 73 73 73 0 0 0
G-Input2-2-0-5 73 73 73 73 0 0 0
G-Input2-2-0-6 71 - 71 71 - 0 0
G-Input2-2-0-7 75 75 75 75 0 0 0
G-Input2-2-0-8 72 - 72 72 - 0 0
G-Input2-2-0-9∗ 67 - 67 67 - 0 0
G-Input5-0-0-1∗ 40 40 40 40 - 0 0
G-Input5-0-0-2∗ 37 37 37 37 - 0 0
G-Input5-0-0-3∗ 37 - 37 37 - 0 0
G-Input5-0-0-4∗ 41 41 41 41 - 0 0
G-Input5-0-0-5∗ 42 40 42 42 - 0 0
G-Input5-0-0-6∗ 39 - 39 39 - 0 0
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Tabla A.8: Continuación.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
G-Input5-0-0-7∗ 40 - 40 40 - 0 0
G-Input5-0-0-8∗ 39 - 39 39 - 0 0
G-Input5-0-0-9∗ 39 - 39 39 - 0 0
G-Input5-1-0-1∗ 36 36 36 36 - 0 0
G-Input5-1-0-2∗ 41 41 41 41 - 0 0
G-Input5-1-0-3∗ 37 33 37 37 - 0 0
G-Input5-1-0-4∗ 39 39 39 39 - 0 0
G-Input5-1-0-5∗ 43 43 43 43 - 0 0
G-Input5-1-0-6∗ 44 - 44 44 - 0 0
G-Input5-1-0-7∗ 40 40 40 40 - 0 0
G-Input5-1-0-8∗ 40 - 40 40 - 0 0
G-Input5-1-0-9∗ 38 - 38 38 - 0 0
G-Input5-2-0-1∗ 43 43 43 43 - 0 0
G-Input5-2-0-2∗ 43 38 43 43 - 0 0
G-Input5-2-0-3∗ 36 43 36 36 - 0 0
G-Input5-2-0-4∗ 40 41 40 40 - 0 0
G-Input5-2-0-5∗ 39 37 39 39 - 0 0
G-Input5-2-0-6∗ 40 37 40 40 - 0 0
G-Input5-2-0-7∗ 43 41 43 43 - 0 0
G-Input5-2-0-8∗ 39 40 39 39 - 0 0
G-Input5-2-0-9∗ 41 - 41 41 - 0 0
G-Input10-0-0-1 27 - 27 27 - 0 0
G-Input10-0-0-2 29 - 29 29 - 0 0
G-Input10-0-0-3 28 - 28 28 - 0 0
G-Input10-0-0-4 30 - 30 30 - 0 0
G-Input10-0-0-5 31 - 31 31 - 0 0
G-Input10-0-0-6 30 - 30 30 - 0 0
G-Input10-0-0-7 30 - 30 30 - 0 0
G-Input10-0-0-8 30 - 24 30 - -25 0
G-Input10-0-0-9 30 - 30 30 - 0 0
G-Input10-1-0-1 27 27 27 27 0 0 0
G-Input10-1-0-2 27 - 27 27 - 0 0
G-Input10-1-0-3 30 - 30 30 - 0 0
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Tabla A.8: Continuación.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
G-Input10-1-0-4 28 - 28 28 - 0 0
G-Input10-1-0-5 29 - 29 29 - 0 0
G-Input10-1-0-6 27 - 27 27 - 0 0
G-Input10-1-0-7 26 - 26 26 - 0 0
G-Input10-1-0-8 30 - 30 30 - 0 0
G-Input10-1-0-9 29 - 29 29 - 0 0
G-Input10-2-0-1 27 27 27 27 0 0 0
G-Input10-2-0-2 26 26 26 26 0 0 0
G-Input10-2-0-3 30 - 30 30 - 0 0
G-Input10-2-0-4 30 30 30 30 0 0 0
G-Input10-2-0-5 27 - 27 27 - 0 0
G-Input10-2-0-6 28 - 28 28 - 0 0
G-Input10-2-0-7 26 19 26 26 -36.84 0 0
G-Input10-2-0-8 29 - 29 29 - 0 0
G-Input10-2-0-9 28 - 28 28 - 0 0
G-Input14-0-0-1 83 - 83 83 - 0 0
G-Input14-0-0-2 84 - - 84 - - 0
G-Input14-0-0-3 83 - - 83 - - 0
G-Input14-0-0-4 82 - - 82 - - 0
G-Input14-0-0-5 83 - - 83 - - 0
G-Input14-0-0-6 80 - - 80 - - 0
G-Input14-0-0-7 78 - 78 78 - - 0
G-Input14-0-0-8 82 - 82 82 - - 0
G-Input14-0-0-9 81 - 81 81 - - 0
G-Input14-1-0-1 76 76 76 76 0 0 0
G-Input14-1-0-2 76 - 64 76 - - 0
G-Input14-1-0-3 78 - - 78 - - 0
G-Input14-1-0-4 77 - 77 77 - 0 0
G-Input14-1-0-5 78 - 78 78 - 0 0
G-Input14-1-0-6 77 - 63 77 - - 0
G-Input14-1-0-7 76 - 76 76 - 0 0
G-Input14-1-0-8 73 - 73 73 - 0 0
G-Input14-1-0-9 81 - 81 81 - 0 0
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Tabla A.8: Continuación.
Amiri y Salari (2019) Sinnl (2019) Gap (%)
Instancia ZB ZAS ZC+ ZE++ ZB vs ZAS ZB vs ZC+ ZB vs ZE++
G-Input14-2-0-1 63 63 63 63 0 0 0
G-Input14-2-0-2 67 - 67 67 - 0 0
G-Input14-2-0-3 68 - - 68 - - 0
G-Input14-2-0-4 65 65 65 65 0 0 0
G-Input14-2-0-5 67 - 67 67 - 0 0
G-Input14-2-0-6 68 - 68 68 - 0 0
G-Input14-2-0-7 68 - 68 68 - 0 0
G-Input14-2-0-8 66 - 66 66 - 0 0
G-Input14-2-0-9 67 - 67 67 - 0 0
G-Input16-0-0-1 205 - - 205 - - 0
G-Input16-0-0-2 200 - - 200 - - 0
G-Input16-0-0-3 214 - - 214 - - 0
G-Input16-0-0-4 195 - - 195 - - 0
G-Input16-0-0-5 207 - - 207 - - 0
G-Input16-0-0-6 204 - - 204 - - 0
G-Input16-0-0-7∗ 208 - - 208 - - 0
G-Input16-0-0-8 206 - - 206 - - 0
G-Input16-0-0-9 216 - - 216 - - 0
G-Input16-1-0-1 187 - - 187 - - 0
G-Input16-1-0-2 183 - - 183 - - 0
G-Input16-1-0-3 175 - - 175 - - 0
G-Input16-1-0-4 184 - 145 184 - -26.90 0
G-Input16-1-0-5 176 - - 176 - - 0
G-Input16-1-0-6 183 - - 183 - - 0
G-Input16-1-0-7 177 - - 177 - - 0
G-Input16-1-0-8 182 - - 182 - - 0
G-Input16-1-0-9 174 - - 174 - - 0
G-Input16-2-0-1 176 - 90 176 - -95.56 0
G-Input16-2-0-2 187 - - 187 - - 0
G-Input16-2-0-3 187 - - 187 - - 0
G-Input16-2-0-4 179 - 154 179 - -16.23 0
G-Input16-2-0-5 179 - 133 179 - -34.59 0
G-Input16-2-0-6 184 - 122 184 - -50.82 0
G-Input16-2-0-7 180 - 178 180 - -1.12 0
G-Input16-2-0-8 183 - 165 183 - -10.91 0
G-Input16-2-0-9 176 - 97 176 - -81.44 0
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A.3 Comparación del ALNS con los algoritmos
heurísticos propuestos por Amiri y Salari (2019)
En la Tabla A.9 se muestra el promedio de la función objetivo para cada
instancia, obtenido al ejecutar cada algoritmo cinco veces.
En la primer columna se encuentra el nombre de la instancia, en la segunda y
tercera columna se reporta la función objetivo promedio y el Gap promedio (%), am-
bos correspondientes al algoritmo ALNS. Análogamente, en el resto de las columnas
se encuentran los resultados obtenidos por Amiri y Salari (2019) de los algoritmos
ILS, VNS y TS. El Gap promedio (%) de cada uno de los algoritmos se calcula con
respecto al óptimo, de acuerdo a la ecuación (A.4)
Gap ( %) = 100× ZMS − Z̄x
ZMS
, (A.4)
Donde ZMS representa el valor óptimo encontrado utilizando MIPStart, mien-
tras que Z̄x es el promedio de las funciones objetivo obtenidas en las 5 ejecuciones
del ALNS, ILS, VNS y TS, respectivamente. Cabe recalcar que, los valores promedio
encontrados con ILS, VNS y TS se tomaron de las tablas de resultados expuestas
por Amiri y Salari (2019).
Para cada instancia se resalta en negritas el valor de la función objetivo prome-
dio de los algoritmos que alcanzan el óptimo en las cinco ejecuciones y se identifican
las instancias que presentan inconsistencias, tal y como se explicó en el Ápendice
A.2.
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Tabla A.9: Comparación de los algoritmos heurísticos propuestos para el TCMCRP
en el conjunto de instancias grandes.
ALNS ILS VNS TS
Instancia Z̄ALNS Gap (%) Z̄ILS Gap (%) Z̄V NS Gap (%) Z̄TS Gap (%)
G-Input2-0-0-1 58 0 58 0 58 0 58 0
G-Input2-0-0-2 54 0 54 0 54 0 54 0
G-Input2-0-0-3 58 0 58 0 58 0 58 0
G-Input2-0-0-4 58 0 58 0 57 1.72 58 0
G-Input2-0-0-5 58 0 58 0 58 0 58 0
G-Input2-0-0-6 57 0 56. 8 0.35 56.6 0.70 57 0
G-Input2-0-0-7 57 0 57 0 57 0 57 0
G-Input2-0-0-8 59 0 58 1.69 58 1.69 59 0
G-Input2-0-0-9 60 0 58.6 2.33 58.8 2 60 0
G-Input2-1-0-1 63 0 63 0 63 0 63 0
G-Input2-1-0-2 64 0 64 0 64 0 64 0
G-Input2-1-0-3 65 0 65 0 65 0 65 0
G-Input2-1-0-4 63 0 63 0 63 0 63 0
G-Input2-1-0-5 61 0 61 0 61 0 61 0
G-Input2-1-0-6 65 0 65 0 65 0 65 0
G-Input2-1-0-7 58 0 58 0 58 0 58 0
G-Input2-1-0-8 62 0 61.5 0.81 62 0 62 0
G-Input2-1-0-9 63 0 63 0 63 0 63 0
G-Input2-2-0-1 75 0 75 0 75 0 75 0
G-Input2-2-0-2 72 0 72 0 72 0 72 0
G-Input2-2-0-3 75 0 71 5.33 71 5.33 75 0
G-Input2-2-0-4 73 0 73 0 73 0 73 0
G-Input2-2-0-5 73 0 73 0 73 0 73 0
G-Input2-2-0-6 71 0 71 0 71 0 71 0
G-Input2-2-0-7 75 0 75 0 75 0 75 0
G-Input2-2-0-8 72 0 72 0 72 0 72 0
G-Input2-2-0-9∗ 67 0 67 0 67 0 67 0
G-Input5-0-0-1∗ 40 0 40 0 40 0 40 0
G-Input5-0-0-2∗ 37 0 37 0 37 0 37 0
G-Input5-0-0-3 37 0 37 0 37 0 37 0
G-Input5-0-0-4∗ 41 0 41 0 41 0 41 0
G-Input5-0-0-5∗ 42 0 40 4.76 40.6 3.33 42 0
G-Input5-0-0-6∗ 39 0 39 0 39 0 39 0
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Tabla A.9: Continuación.
ALNS ILS VNS TS
Instancia Z̄ALNS Gap (%) Z̄ILS Gap (%) Z̄V NS Gap (%) Z̄TS Gap (%)
G-Input5-0-0-7∗ 40 0 40 0 40 0 40 0
G-Input5-0-0-8∗ 39 0 39 0 39 0 39 0
G-Input5-0-0-9∗ 39 0 39 0 39 0 39 0
G-Input5-1-0-1∗ 36 0 36 0 36 0 36 0
G-Input5-1-0-2∗ 41 0 41 0 41 0 41 0
G-Input5-1-0-3∗ 37 0 36 2.70 37 0 37 0
G-Input5-1-0-4∗ 39 0 39 0 39 0 39 0
G-Input5-1-0-5∗ 43 0 43 0 43 0 43 0
G-Input5-1-0-6∗ 44 0 44 0 44 0 44 0
G-Input5-1-0-7∗ 40 0 40 0 40 0 40 0
G-Input5-1-0-8∗ 40 0 40 0 40 0 40 0
G-Input5-1-0-9∗ 38 0 38 0 38 0 38 0
G-Input5-2-0-1∗ 43 0 43 0 43 0 43 0
G-Input5-2-0-2∗ 43 0 43 0 43 0 43 0
G-Input5-2-0-3∗ 36 0 36 0 36 0 36 0
G-Input5-2-0-4∗ 40 0 40 0 39 2.5 41 -2.5
G-Input5-2-0-5∗ 39 0 39 0 39 0 37.8 3.08
G-Input5-2-0-6∗ 40 0 40 0 37 7.5 40 0
G-Input5-2-0-7∗ 43 0 43 0 43 0 41.8 2.79
G-Input5-2-0-8∗ 39 0 39 0 39 0 40 -2.56
G-Input5-2-0-9∗ 41 0 40 2.44 39 4.88 41 0
G-Input10-0-0-1 27 0 27 0 27 0 27 0
G-Input10-0-0-2 29 0 29 0 29 0 29 0
G-Input10-0-0-3 28 0 28 0 28 0 28 0
G-Input10-0-0-4 30 0 30 0 30 0 30 0
G-Input10-0-0-5 31 0 31 0 31 0 31 0
G-Input10-0-0-6 30 0 28.5 5 30 0 30 0
G-Input10-0-0-7 30 0 30 0 30 0 30 0
G-Input10-0-0-8 30 0 30 0 30 0 30 0
G-Input10-0-0-9 30 0 30 0 30 0 30 0
G-Input10-1-0-1 27 0 27 0 27 0 27 0
G-Input10-1-0-2 27 0 27 0 27 0 27 0
G-Input10-1-0-3 30 0 30 0 30 0 30 0
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Tabla A.9: Continuación.
ALNS ILS VNS TS
Instancia Z̄ALNS Gap (%) Z̄ILS Gap (%) Z̄V NS Gap (%) Z̄TS Gap (%)
G-Input10-1-0-4 28 0 28 0 28 0 28 0
G-Input10-1-0-5 29 0 29 0 29 0 29 0
G-Input10-1-0-6 27 0 27 0 25.5 5.56 27 0
G-Input10-1-0-7 26 0 26 0 26 0 26 0
G-Input10-1-0-8 30 0 30 0 30 0 30 0
G-Input10-1-0-9 29 0 29 0 29 0 29 0
G-Input10-2-0-1 27 0 27 0 27 0 27 0
G-Input10-2-0-2 26 0 26 0 26 0 26 0
G-Input10-2-0-3 30 0 30 0 30 0 30 0
G-Input10-2-0-4 30 0 30 0 30 0 30 0
G-Input10-2-0-5 27 0 27 0 27 0 27 0
G-Input10-2-0-6 28 0 28 0 28 0 28 0
G-Input10-2-0-7 26 0 21.5 17.31 22 15.38 26 0
G-Input10-2-0-8 29 0 29 0 29 0 29 0
G-Input10-2-0-9 28 0 28 0 28 0 28 0
G-Input14-0-0-1 83 0 82 1.20 82 1.20 83 0
G-Input14-0-0-2 84 0 84 0 84 0 84 0
G-Input14-0-0-3 83 0 83 0 83 0 83 0
G-Input14-0-0-4 82 0 82 0 82 0 82 0
G-Input14-0-0-5 83 0 83 0 81 2.41 83 0
G-Input14-0-0-6 80 0 80 0 80 0 80 0
G-Input14-0-0-7 78 0 78 0 78 0 78 0
G-Input14-0-0-8 82 0 82 0 82 0 82 0
G-Input14-0-0-9 81 0 81 0 81 0 81 0
G-Input14-1-0-1 76 0 76 0 76 0 76 0
G-Input14-1-0-2 76 0 76 0 76 0 76 0
G-Input14-1-0-3 78 0 78 0 78 0 78 0
G-Input14-1-0-4 77 0 77 0 77 0 77 0
G-Input14-1-0-5 78 0 78 0 77 1.28 78 0
G-Input14-1-0-6 77 0 77 0 77 0 77 0
G-Input14-1-0-7 76 0 76 0 76 0 76 0
G-Input14-1-0-8 73 0 73 0 73 0 73 0
G-Input14-1-0-9 81 0 81 0 81 0 81 0
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Tabla A.9: Continuación.
ALNS ILS VNS TS
Instancia Z̄ALNS Gap (%) Z̄ILS Gap (%) Z̄V NS Gap (%) Z̄TS Gap (%)
G-Input14-2-0-1 63 0 63 0 63 0 63 0
G-Input14-2-0-2 67 0 67 0 67 0 67 0
G-Input14-2-0-3 68 0 68 0 68 0 68 0
G-Input14-2-0-4 65 0 65 0 65 0 65 0
G-Input14-2-0-5 67 0 67 0 67 0 67 0
G-Input14-2-0-6 68 0 68 0 68 0 68 0
G-Input14-2-0-7 68 0 68 0 68 0 68 0
G-Input14-2-0-8 66 0 66 0 66 0 66 0
G-Input14-2-0-9 67 0 67 0 67 0 67 0
G-Input16-0-0-1 205 0 204 0.49 205 0 205 0
G-Input16-0-0-2 200 0 200 0 200 0 200 0
G-Input16-0-0-3 214 0 212.5 0.70 211 1.40 214 0
G-Input16-0-0-4 195 0 195 0 195 0 195 0
G-Input16-0-0-5 207 0 207 0 207 0 207 0
G-Input16-0-0-6 204 0 204 0 204 0 204 0
G-Input16-0-0-7∗ 208 0 206 0.96 206 0.96 208 0
G-Input16-0-0-8 206 0 206 0 206 0 206 0
G-Input16-0-0-9 216 0 212.5 1.62 212.5 1.62 216 0
G-Input16-1-0-1 187 0 187 0 187 0 187 0
G-Input16-1-0-2 183 0 181.4 0.87 181.5 0.82 183 0
G-Input16-1-0-3 175 0 175 0 175 0 175 0
G-Input16-1-0-4 184 0 182.6 0.76 183.4 0.33 184 0
G-Input16-1-0-5 176 0 176 0 176 0 176 0
G-Input16-1-0-6 183 0 183 0 181.5 0.82 183 0
G-Input16-1-0-7 177 0 177 0 176.6 0.23 177 0
G-Input16-1-0-8 182 0 182 0 182 0 182 0
G-Input16-1-0-9 174 0 174 0 174 0 174 0
G-Input16-2-0-1 176 0 176 0 175 0.57 176 0
G-Input16-2-0-2 187 0 187 0 187 0 187 0
G-Input16-2-0-3 187 0 183 2.14 187 0 187 0
G-Input16-2-0-4 179 0 179 0 179 0 179 0
G-Input16-2-0-5 179 0 179 0 179 0 179 0
G-Input16-2-0-6 184 0 180 2.17 181 1.63 184 0
G-Input16-2-0-7 180 0 180 0 180 0 180 0
G-Input16-2-0-8 183 0 183 0 183 0 183 0
G-Input16-2-0-9 176 0 171.5 2.56 172 2.27 176 0
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