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a b s t r a c t
Existence of a least squares solution for a sum of several weighted normal functions is
proved. The gradient descent (GD) method is used to fit the measured data (i.e. the laser
grain-size distribution of the sediments)with a sumof threeweighted lognormal functions.
The numerical results indicate that the GD method is not only easy to operate but also
could effectively optimize the parameters of the fitting function with the error decreasing
steadily. Meanwhile the overall fitting results are satisfactory. As a newway of data fitting,
the GD method could also be used to solve other optimization problems.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Sediments such as loess, ice cores, deep-sea soil, etc. which could mirror the changes of the global climate since the
quaternary, are considered as good information carriers of the changes of the global environment. The grain-size, as a main
feature of the sedimentary deposition and a mature paleoenvironmental index of sediments, is an important parameter for
the analysis of the depositional environments, the process and the mechanism of transportation and deposition, and has
been widely applied to the study of various depositional environments over the last several years due to its convenient
and expedite measurement, definite physical meaning, sensitivity to the changes of the climate, etc. Each component of the
sedimentary grain-size distribution has different causes of formation since it is subject to the provenance and the changing
climate. As a result, the changes of the proportion of different grain-size fractions, which constitute the components of
the sedimentary grain-size distribution, have different paleoclimatic meanings. By now, the analysis of grain-size has been
applied to the study of various depositional environments such as loess, paleosol, glacial deposits, ocean, river, lake, etc.
Thus how to make good use of the information on the measured data of each grain-size fraction is significant for accurate
identification of the types of the depositional environments of different sediments [1–6].
Asmost sediments in the nature are controlled by one ormore different modes of transportation and different dynamics,
the grain-size distribution will characterize multi-component and multi-modal with a multi-peak smooth frequency curve
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(see [1–6]). The morphological characteristics of the grain-size distribution curve with several peaks show that every
component is actually a lognormal distribution, which could rationally describe the characteristics of the distribution curve
and the causes of the formation of each component of the sample and its parameters also have definite physical meanings.
Therefore, in this paper themixture distribution of several lognormal components is chosen to fit the sedimentary grain-size
distribution while every component is partitioned mathematically at the same time.
Sun et al. have ever studied a lot about grain-size distribution fitting with a mixture distribution of several components.
However, maybe they emphasized particularly on the paleoenvironmental meanings of the fitting results, so in their studies
only part of fitting results were shown and the procedure of fitting was also rarely mentioned. Meanwhile we believe that
the accuracy of their fitting is still expected to be improved.
The probability density function for a mixture distribution of several weighted lognormal components is given by
f (t; ai, δi, ci) =
I∑
i=1
ci
1√
2piδi
exp
[
− (ln t − ai)
2
2δ2i
]
,
where x denotes the grain-size value, parameters ai and δi represent, respectively, the location and shape parameters of the
component i with a total number I , and its percentage in total distribution is given by ci. Through the natural logarithmic
transformation of independent variable x = ln t , we can express the lognormal distributions as the normal distributions for
convenience:
f (x; ai, δi, ci) =
I∑
i=1
ci
1√
2piδi
exp
[
− (x− ai)
2
2δ2i
]
.
To fit the grain-size distribution with a sum of several normal functions is indeed to estimate the parameters ai, δi and ci.
One canonical method for parameter estimation is the least squares (LS) approximation, and numerical methods for solving
the nonlinear LS problem are described in [7–9]. Before the iterative minimization of the sum of squares it is still necessary
to answer the two questions below beforehand:
(1) Does the solution (i.e. the LSE described in the following section) to a certain LS problem exist?
(2) How to determine a possible good initial approximation (ai0, δi0, ci0)?
In the case of nonlinear LS problems it is still extremely difficult to answer the first question. Some theorems about
the existence of the LSE for some special function can be found, e.g., in [10–17]. In [10] Jukić and Scitovski have given the
existence theorem of LS fitting Gaussian type curve. Actually, the existence theorem of the LSE for the sum of several normal
functions, which are indeed a series of special Gaussian functions, could be readily proved with the given condition in this
paper in the similar way as Jukić and Scitovski did in [10], and the details will be given in Section 3.
There are many methods developed for the initial approximation and the choice is dependent on both the object of
study and the main optimization method. To answer the second question, some authors have given valuable proposals
(see [10–15,18,19]). In [18] Hölmstrom and Petersson used a modified Proney method for the initial approximation for a
sum of exponential functions; Jukić and Marković et al. [10–15] have proposed several practical initial value techniques for
some special functions; Hasdorff [19] derived an expression for initial approximation from gradient. In this paper we will
determine the initial approximation by linearizing the nonlinear LS problem.
There are various numerical methods for the nonlinear LS problem (see, e.g., [7–9]) and the favorable choice still
depends. One essential suggestion is the Gauss–Newton (GN) method, which has been applied to nonlinear data fitting
in many studies (see, e.g., [10,13,18,20]). In addition Hölmstrom and Petersson also presented some other methods such
as the quasi-Newton method, Levenberg–Marquardt (LM) method, etc in [18]. Atieg and Watson [20] made a summary
and comparison of some methods which mainly include Newton method and GN method. Böckmann [21] proposed a
modification of the trust-region Gauss–Newton method with a two-parameter approximation for a sum of weighted
functions. Nyarko and Scitovski [22] gave a method for solving the parameter identification problem for ordinary second
order differential equations using genetic algorithms. Ahn, Rauh and Warnecke [23] proposed some simple and robust
nonparametric algorithms for the geometric fitting of circle/sphere/ellipse/hyperbola/parabola. Furthermore, in [18,20] the
fitting function is a sum of weighted functions, which is very useful to our study here. The GD method, which takes the
negative gradient direction as the search direction of the minimization algorithm, is the simplest one of the unconstrained
optimization algorithms that require calculation of derivatives, and the discussion on the application of GD method to
nonlinear data fitting is of great benefit.
In this paper, we present the proof of the existence of the LS solution for a sum of I weighted normal functions and
our effort to fit the laser grain-size analytical data of Ganzi loess as an example with the mixture distribution of three
lognormal components, and the principal objective is to give an introduction of the application of GD method to the grain-
size distribution fitting and to show its effectiveness and feasibility. In Section 2 the problemof data fitting is described as the
one of nonlinear LS for a sum of I weighted normal functions. In Section 3 we present the existence theorem (Theorem 3.1)
for a sum of I weighted normal functions as well as their proofs. In the remainder of this paper we take I = 3 to show our
fitting methods. In Section 4 we use the linearization method for the initial approximation of the parameters. Note that the
choice is arbitrary and it is possible to take another method. Here we present the linearization method with the following
two purposes: the first principal purpose is to provide a possible good initial approximation for GDmethod, and the other is
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to be a comparison with the GDmethod. In Section 5 we give a brief introduction of the GDmethod which is recommended
as the main method for data fitting in this paper. In Section 6 we implement the GD method in our numerical experiment
and the results illustrate that the GD method is feasible and effective for data fitting and that the overall accuracy of our
fitting is better than the one in [1–3]. Finally we have a brief discussion and draw some conclusions in Section 7.
2. Problem description
Given the fitted data (xn, yn), n = 1, 2, . . . ,N , where x1 < x2 < · · · < xN denote the values of the independent variable
and yn > 0, n = 1, 2, . . . ,N , are the respective measured function values. We assume that the data could be obtained
through a model:
y (x) = f (x; θ)+ ε (x) .
Here f is the fitting function of x ∈ R with l unknown parameters, θ = (θ1, θ2, . . . , θl)T is the unknown parameter vector,
and ε (x) is the random error function with zero mean. We set y (xn) = yn below for brevity.
Problem 2.1. The LS problem is raised to find a point θ∗ inΘ , such that
ϕ
(
θ∗
) = inf
θ∈Θ ϕ (θ) , ϕ (θ) :=
N∑
n=1
(f (xn; θ)− yn)2 . (1)
The minimizing value θ∗ ∈ Θ is called the least squares estimate (LSE) of the unknown parameter θ for the Problem 2.1, if
it exists (see [7–9]). Here we call ϕ (θ) the cost function.
We define the fitting function f as a sum of I weighted normal functions:
f (x; θ) :=
I∑
i=1
cifi (x) , (2)
where
fi (x) := 1√
2piδi
exp
[
− (x− ai)
2
2δ2i
]
, i = 1, . . . , I.
It is more convenient for formula deviation to set bi = √1/δi and then we have
fi (x) = bi√
2pi
exp
[
−b
2
i (x− ai)2
2
]
, i = 1, . . . , I.
Here ai and δi are, respectively, the location and shape parameters of the normal function i and its percentage in total
distribution is given by ci. In addition, the unknown parameter vector is given by
θ = [ai, bi, ci] := (a1, . . . , aI , b1, . . . , bI , c1, . . . , cI)T ∈ Θ,
and
Θ :=
{
[ai, bi, ci] : ai ∈ R, bi > 0, ci ∈ (0, 1] ,
I∑
i=1
ci = 1
}
,
is the parameter set.
3. Existence of the LS solution
In this section wemainly discuss the existence of a solution θ∗ ∈ Θ of the Problem 2.1. The following Theorem 3.1 states
existence of the LSE for a sum of I weighted normal functions. To prove the existence theorem, in this section, we define the
extended parameter set Θ˜ such that the following four items can be satisfied simultaneously:
(i) ai ∈ R ∪ {−∞,+∞},∑Ii=1 1|ai| > 0, and
(ii) bi ∈ R+ ∪ {0,+∞},∑Ii=1 1bi > 0,∑Ii=1 bi > 0, and
(iii) M 6= φ, and
(iv) 0 ≤ ci ≤ 1,∑Ii = 1
i ∈ M
ci = 1,
whereM := {i ∈ {1, . . . , I} : ai ∈ R, bi > 0, ci ∈ (0, 1]}. Let us denote
f (x; θ) :=
I∑
i=1
bi√
2pi
exp
[
−b
2
i (x− ai)2
2
]
, and ϕ (θ) =
N∑
n=1
(f (xn; θ)− yn)2 .
Here I is predetermined.
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Theorem 3.1. Suppose we are given the data (xn, yn), n = 1, 2, . . . ,N, such that x1 < x2 < · · · < xN and yn > 0, n = 1,
2, . . . ,N. Then the LSE for the sum of I normal functions exists.
Before starting the proof of Theorem 3.1, we need some preliminary results.
Lemma 3.2. Suppose we are given the data (xn, yn), n = 1, 2, . . . ,N, such that x1 < x2 < · · · < xN and yn > 0, n = 1,
2, . . . ,N. Then there exists a point in Θ˜ at which functional ϕ attains a value smaller than
ϕ′ :=
N∑
n=1
y2n.
Proof. Consider the following class of mixture normal functions
x 7→ f (x; θ) =
I∑
i=1
ci
bi√
2pi
exp
(
−b
2
i (x− ai)2
2
)
,
where ai 6= xn, n = 1, . . . ,N , bi > 0, ci ∈ (0, 1].
Note that
lim
bi→∞
ci
bi√
2pi
exp
(
−b
2
i (xn − ai)2
2
)
= ci√
2pi
lim
bi→∞
∂bi/∂bi
∂
[
exp
(
b2i (xn−ai)2
2
)]
/∂bi
= 0,
i = 1, . . . , I and n = 1, . . . ,N .
Therefore, for every sufficiently large bi > 0, i = 1, . . . , I we obtain
0 < f (xn; θ) < yn, n = 1, . . . ,N,
from where
0 < (f (xn; θ)− yn)2 < y2n, n = 1, . . . ,N,
and thus
ϕ (θ) =
N∑
n=1
(f (xn; θ)− yn)2 <
N∑
n=1
y2n = ϕ′.
This means that there exists a point in Θ˜ at which functional ϕ attains a value smaller than ϕ′. 
Proof of Theorem 3.1. Since ϕ (θ) ≥ 0 for all θ ∈ Θ˜ , there exists ϕ∗ := infθ∈Θ˜ ϕ (θ). Let θk :=
[
ai,k, bi,k, ci,k
]
be a sequence
in Θ˜ , such that
ϕ∗ = lim
k→∞ϕ (θk) = limk→∞
N∑
n=1
(
I∑
i=1
ri,n,k − yn
)2
,
where ri,n,k := ci,k bi,k√2pi exp
(
− b
2
i,k(xn−ai,k)2
2
)
. Let us denote
θ∗ = [a∗i , b∗i , c∗i ] := limk→∞ [ai,k, bi,k, ci,k] , and r∗i,n := limk→∞ ri,n,k.
Without loss of generality, whenever we have an unbounded sequence we may assume that it tends to ∞ or −∞;
otherwise by the Bolzano–Weierstrass theorem,we take a convergent subsequence. Similarly, wheneverwe have a bounded
sequence we may assume it is convergent; otherwise we take a convergent subsequence.
We first show that θ∗ ∈ Θ˜ by showing that for ∀i ∈ {1, 2, . . . , I} we could obtain r∗i,n = 0 in one of the following three
ways:
(1) b∗i = 0 or c∗i = 0,
(2) b∗i = ∞,
(3)
∣∣a∗i ∣∣ = ∞, i.e. ai,k →−∞ or ai,k →∞.
According to Lemma 3.2, in each of these three cases we could find a point in Θ˜ , at which functional ϕ attains a value
smaller than ϕ∗, thus showing that none of these cases is possible.
(1) Consider the case b∗i = 0 or c∗i = 0.
Since for arbitrary ai,k ∈ R,bi,k > 0 and xn ∈ R, we have
0 < exp
(
−b
2
i,k
(
xn − ai,k
)2
2
)
≤ 1.
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Taking the limits we obtain
r∗i,n = limk→∞
bi,kci,k√
2pi
· lim
k→∞ exp
(
−b
2
i,k
(
xn − ai,k
)2
2
)
= 0 · exp
(
−b
∗2
i
(
xn − a∗i
)2
2
)
= 0,
i = 1, . . . , I, and n = 1, . . . ,N .
(2) Consider the case b∗i = ∞.
Since limk→∞ bi,k = ∞, we obtain
lim
k→∞ bi,k exp
(
−b
2
i,k
(
xn − ai,k
)2
2
)
=
{
0 if a∗i 6= xn (see Lemma 3.2)∞ if a∗i = xn.
Note that
lim
k→∞ bi,k exp
(
−b
2
i,k
(
xn − ai,k
)2
2
)
= 0
because otherwise we would have limk→∞ ϕ (θk) = ∞. On the other hand, note that ci,k ∈ (0, 1] is finite. Therefore
r∗i,n = limk→∞
ci,k√
2pi
· lim
k→∞ bi,k exp
(
−b
2
i,k
(
xn − ai,k
)2
2
)
= c
∗
i√
2pi
· 0 = 0,
i = 1, . . . , I, and n = 1, . . . ,N .
(3) Consider the case
∣∣a∗i ∣∣ = ∞.
According to (1) and (2), if b∗i = 0 or c∗i = 0 or b∗i = ∞, then r∗i,n = 0. Let b∗i ∈ R and b∗i > 0 and c∗i > 0. It follows that
r∗i,n = limk→∞ ri,n,k = c
∗
i
b∗i√
2pi
exp
(
−
(
b∗i
)2 (xn − a∗i )2
2
)
= c∗i
b∗i√
2pi
e−∞ = 0,
i = 1, . . . , I, and n = 1, . . . ,N .
Now we see that for ∀i ∈ {1, 2, . . . , I}, if ∣∣a∗i ∣∣ = ∞ or b∗i = 0 or b∗i = ∞ or c∗i = 0,we have r∗i,n = 0, n = 1, . . . ,N , and
thus
ϕ∗ = lim
k→∞ϕ (θk) = limk→∞
N∑
n=1
(
I∑
i=1
ri,n,k − yn
)2
=
N∑
n=1
(
I∑
i=1
r∗i,n − yn
)2
=
N∑
n=1
y2n,
which is impossible because, according to Lemma 3.2, there exists a point in Θ˜ at which functional ϕ attains a value smaller
than ϕ∗. This means that there exits at least one component i ∈ {1, 2, . . . , I} such that a∗i ∈ R and b∗i > 0 and c∗i ∈ (0, 1]
from where r∗i,n 6= 0. Therefore θ∗ ∈ Θ˜ . By the continuity of functional ϕ we have
inf
θ∈Θ˜
ϕ (θ) = lim
k→∞ϕ (θk) = ϕ
∗ = ϕ (θ∗) .
This completes the proof of Theorem 3.1. 
Remark 3.3. Since the setM := {i ∈ {1, . . . , I} : ai ∈ R, bi > 0, ci ∈ (0, 1]} is nonempty, fromTheorem3.1we can conclude
that the LSE of the Problem 2.1 on setΘ also exists.
4. Choice of initial approximation
In the remainder of this paper we take I = 3 as an illustrative example to show our fitting methods. Numerical methods
for minimizing functional ϕ (θ) defined by Problem 2.1 require an initial approximation θ (0) ∈ Θ which is as good as
possible. Many initial value techniques have been developed (see [10–15,18,19]) and the choice, however, is arbitrary. In
this section we determine the initial value θ (0) by linearizing the nonlinear Problem 2.1, which is called the linearization
method, via the following two steps.
4.1. Graphic and visual (GV) method
This is themethod for unknown parameter determination based on the subjective observation over the visual data curve,
and it is implemented as follows:
(1) Draw curve of the fitted data yn as a function of xn in the rectangular coordinate o–xy, where o is the origin, x is the
abscissa and y is the ordinate;
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(2) Observe the morphological characteristics of the data curve and fix the former three parameters θ1, θ2 and θ3 by the
transverse locations of the primary parts of the corresponding peaks, and fix the remaining five θ4, θ5, . . . , θ8 by the
shapes of the peaks which are mainly determined by the peak values and the kurtosis.
Obviously, the parameters obtained by GV method are poor and inaccurate. They are unsuitable for the initial
approximation directly and need further refinement.
4.2. Refinement by linearization method
Here the linearizationmethod is based on the linearly truncated Taylor expansion of the nonlinear function or equation(s)
at the current iteration.
Firstly we define the two vectors f (θ) and y by, respectively,
f (θ) := (f (x1; θ) , f (x2; θ) , . . . , f (xN; θ))T , y = (y1, y2, . . . , yN)T .
It follows from the above definitions that the residual error function can be expressed as
r (θ) = (r (x1; θ) , r (x2; θ) , . . . , r (xN; θ))T
= f (θ)− y
and the cost function as
ϕ (θ) =
N∑
n=1
(r (xn; θ))2 = r (θ)T r (θ) .
The Jacobian matrix J (θ) of r (θ) is set by
Jn,i (θ) = ∂r (xn; θ)
∂θi
, n = 1, 2, . . . ,N, i = 1, 2, . . . , 8. (3)
And the details about the elements are presented in Appendix A. Then the gradient of the cost function ϕ (θ) is:
∇ϕ (θ) = 2
N∑
n=1
r (xn; θ)∇r (xn; θ) = 2J (θ)T r (θ) .
To find the parameter vector θ that minimizes the cost function ϕ (θ), we require the gradient to be zero and get the
equations:
∇ϕ (θ) = 2J (θ)T r (θ) = 0. (4)
To solve the nonlinear equations (4) one typical linearization method is the Newton method with the iteration formula
G
(
θ (k)
) · (θ (k+1) − θ (k)) = −g (θ (k)) .
Here we set
g
(
θ (k)
) = ∇ϕ (θ (k)) = 2J (θ (k))T r (θ (k))
and
G
(
θ (k)
) = ∇2ϕ (θ (k)) = 2[J (θ (k))T J (θ (k))+ N∑
n=1
rn
(
θ (k)
)∇2r (θ (k))] ,
respectively, to be the gradient and the Hessian matrix of ϕ (θ) at θ (k).
When ϕ (θ) is a positive definite quadratic function the accurate solution could be obtained by Newton method for only
one iteration, and when ϕ (θ) is not quadratic, the convergence could not be guaranteed after finite iterations. But most
functions are approximated well by quadratic functions when expanded about a local minimizer θ∗. Therefore when the
starting point is close enough to the accurate value θ∗ Newtonmethod should have a rapid rate of convergence. Nevertheless,
when the starting point is remote from θ∗ the convergence will not be guaranteed since the Hessian matrix G may not be
positive definite. What is more, the second term of G usually requires large computation or even is too difficult to compute.
Thus it is not practical to solve Problem 2.1 by Newton method directly and it needs some modification if possible.
As a modification we expand f (θ) linearly in the neighbourhood of θ (k) ∈ Θ and have
f (θ) ≈ f (θ (k))+ J (θ (k)) · (θ − θ (k)) .
And the cost function is approximatively
ϕ (θ) ≈ r ′ (θ)T r ′ (θ) , (5)
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where r ′ (θ) = f (θ (k))+ J (θ (k)) · (θ − θ (k))− p.
Substituting (5) into (4) we get
J
(
θ (k)
)T · J (θ (k)) · (θ − θ (k)) = −J (θ (k))T r (θ (k)) . (6)
We can obtain θ (k+1) by solving the linear equations (6) and finally get the appropriate initial approximation θ (0) through
iteration. From the iterative format of formula (6) we can see that the method we use for the initial approximation here is
indeed the GNmethod, which is widely used in numerical optimization and can be viewed as a modification of the Newton
method to save us the trouble of the Hessian computation. The GNmethod is known as a fundamental method for nonlinear
LS problems, and through this method we get the refined initial approximation θ (0).
5. Gradient decent (GD) method
Various numerical methods have been explored for nonlinear LS problems. In this sectionwe introduce the application of
the GDmethod, which was seldom used in data fitting especially for the grain-size distribution before, to the LS Problem 2.1
(i.e. a problem of fitting the sedimentary grain-size distribution with a sum of three weighted normal functions).
The GD method, which has the negative gradient direction as the search direction of the minimization algorithm, is the
simplest one of all the unconstrained optimization algorithms that require calculation of derivatives. Assuming that the cost
function ϕ (θ) is continuously differentiable in a neighbourhood of θ (k) and that the gradient ∇ϕ (θ (k)) 6= 0, it is easy to
prove that the negative gradient direction
−g (θ (k)) = −∇ϕ (θ (k)) = −2J (θ (k))T r (θ (k))
is the steepest decent direction of ϕ (θ) at θ (k). The iteration formula of GD method is given directly by
θ (k+1) = θ (k) − de (θ (k)) , k = 0, 1, 2, . . . (7)
where the 8× 8 diagonal matrix d = diag (d1, d2, . . . , d8) is the step length and
e
(
θ (k)
) = g (θ (k))∥∥g (θ (k))∥∥2
is the unit vector of gradient.
In iteration formula (7) e
(
θ (k)
)
is available since the gradient g
(
θ (k)
)
could be calculated readily at any normal θ (k) ∈ Θ
and the key is the choice of the step length matrix d, as a too large d may invalidate the algorithm with the cost function
increasing and a too small dmay decelerate the rate of convergence of the algorithm. There are some techniques explored
for the choice of d (see, e.g., [7,9]). Though most of these techniques predominate theoretically, they are formulated
complicatedly and not suitable for practical application. Therefore the question of the choice of an appropriate and practical
d is still expected to be solved. However, in this paper, noting that there are three types of parameters (i.e. ai, bi, ci) in θ , we
can classify the step length factors (i.e. di, i = 1, 2, . . . , 8) in matrix d into three types and the step length factors of one
type are given the same values: da, db and dc , respectively. The values of da, db and dc we choose are such as to minimize the
cost function more quickly, or rather, to make the value of cost function smaller after a fixed number of iterative steps (see
Section 6).
GDmethod is theoretically significant in numerical optimization. It is been a long time since this method was developed
but it is usually ignored in practical application. As a classical algorithm its practical value deserves our recognition. GD
method, as a simple algorithm, is easy for implementation andmanipulation and has good property of holistic convergence,
and the numerical results are also satisfactory. It is practical particularly for some complicated problems of data fitting.
6. Numerical experiments and results
In this section we use the GD method to fit the data of the laser grain-size distribution of Ganzi loess while its three
components are partitioned mathematically at the same time.
Now we are given a measured sample of laser grain-size analytical data of Ganzi loess, which contains a series of
measurements (Tn, Yn), n = 1, 2, . . . ,N , as the original data. Here the interval Tn = [tn, tn+1] is the grain-size fraction
n and t > 0 is the grain-size value, and Yn denotes observation representing the frequency of the corresponding fraction.
After necessary transformations about the original data (further details are given in Appendix B), we get the fitted data
(xn, yn), n = 1, 2, . . . ,N . The residual error to the original data could be obtained by
R (θ) = σ r (θ) = σ f (θ)− Y , Y = (Y1, Y2, . . . , YN)T .
Our numerical experiment is implemented with the following steps:
Step 1: Graph the fitted data yn as a function of xn in the rectangular coordinate o–xy, where o is the origin, x is the abscissa
and y is the ordinate. The parameters obtained by GVmethod are presented in the second row of Table 1, where the column
SRE denotes the Standard Residual Error between the numerical results and the original data.
Step 2: The initial approximation θ (0) obtained by the linearization method after 4 iterations with the starting point
gotten from the GV method is shown in the third row of Table 1.
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Table 1
The results of the numerical experiment corresponding to steps 1, 2 and 3 respectively.
Step (method) a1 a2 a3 b1 b2 b3 c1 c2 SRE
1 (GV) −0.2 1.7 3.6 1.6 1.3 1.65 0.1 0.43 3.0× 10−3
2 (LM) −0.3234 1.7050 3.5730 5.4336 0.8162 1.9491 0.0096 0.6771 7.4825×10−4
3 (GD) −0.3093 1.6844 3.5685 3.4840 0.8573 1.9091 0.0184 0.6495 7.0131×10−4
Note: LM denotes the linearization method.
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Fig. 1. The fitting curve and the three components for the grain-size distribution data.
Step 3: Use the GD method to fit (xn, yn) with the initial approximation θ (0). Here according to these three types of
parameters ai, bi and ci, the step length matrix d are chosen as follows:
d1 = d2 = d3 = da = 2.22× 10−4, (8)
d4 = d5 = d6 = db = 4.97× 10−3, (9)
d7 = d8 = dc = 2.12× 10−4. (10)
And the values of da, db and dc are determined by the exhaustive method in the step length window
[
10−4, 10−2
]
with the
aim of minimizing the SRE after 10000 iterations. Numerical results after 10000 iterations are presented in the fourth row
of Table 1 and the fitting curve are plotted in Fig. 1.
Table 1 suggests that the data fitting is the poorest with the SRE 3.0 × 10−3 when the parameters obtained by GV
method are used directly; it is much better with the remarkably smaller SRE 7.4825 × 10−4 when the parameters refined
via linearization method are used, which indicates that our choice of the initial approximation is effective. Moreover when
the GD method is used the SRE declines further to 7.0131× 10−4, and the corresponding fitting curve could clearly reflect
the characteristic of three-modal grain-size distribution of Ganzi loess (Fig. 1). This reveals that it is effective to fit the loess
grain-size distribution by GD method.
In addition we implement series of experiments on another 64 samples using GD method and without exception they
also reach the ideal accuracy as expected (Table 2, Fig. 2). In Table 2 MARE denotes the Mean Absolute Residual Error, and
both MARE and SRE outlined here are the misfit between the numerical results and the original data. In Fig. 2 we only show
the examples of (a) Sample 9 whose SRE is the smallest and (b) Sample 56 whose SRE is the largest.
From Table 2 we learn that for most of the 64 samples we fit the SREs are below 1.0× 10−3 except for Sample 11 and 56,
the smallest is 4.3551 × 10−4 (Sample 9) and the mean is 7.6 × 10−4. Once again it demonstrates the effectiveness of the
GD method for data fitting.
7. Discussion and conclusions
Existence theorems of the LSE of the Problem 2.1 for a sum of I weighted normal functions are proved. The GD method
is used to fit the sedimentary Grain-size distribution in the LS sense. We also discuss the feasibility and the procedure of
the implementation of the GDmethod for the nonlinear data fitting and carry out series of numerical experiments with the
laser grain-size analytical data of Ganzi loess.
What is noticeable in this paper is that the determination of the initial approximation via linearization method in
Section 3 is actually the procedure of data fitting by GN method. During our numerical experiments we realize that the
cost function keeps declining very rapidly until the fifth iteration when the instability emerges and it could be interpreted,
we think, as the nonlinearity of the fitting function for Problem 2.1 being so strong that the remainder terms of the linearly
truncated Taylor expansion is too large resultantly. Thus when a nonlinear model is used for data fitting some numerical
methods, which maybe predominate theoretically, may not be practical.
The GD method presents a new way of nonlinear data fitting to us. It is substantially based on the mathematical
theory and is the simplest one of all the unconstrained optimization algorithms that require calculation of derivatives. GD
method is theoretically significant in numerical optimization. It has been a long time since this method was explored, but
it was usually ignored in practical application. As a classical optimization algorithm its practical value deserves universal
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Fig. 2. The fitting curves and the components for (a) Sample 9 and (b) Sample 56.
Table 2
MAREs and SREs for the 64 samples fitting by the GD method after 10000 iterations with the step length scheme of (8)–(10).
Sample MARE SRE Sample MARE SRE
01 0.00038066 0.00054826 33 0.00044568 0.00058893
02 0.00037805 0.00052603 34 0.00060452 0.00073963
03 0.00041995 0.00063532 35 0.00059398 0.00074919
04 0.00050776 0.00064634 36 0.00049228 0.00062601
05 0.00035467 0.00050275 37 0.00068287 0.00086807
06 0.00052202 0.00069164 38 0.00065466 0.00081682
07 0.00072433 0.00090514 39 0.00062056 0.00077028
08 0.00048959 0.00066815 40 0.00068848 0.00082679
09 0.00031331 0.00043551 41 0.00059718 0.0007304
10 0.00028345 0.00044866 42 0.00062319 0.00078303
11 0.00079541 0.0010105 43 0.0005403 0.00068415
12 0.00061102 0.0008103 44 0.00066961 0.00085667
13 0.00037137 0.00051793 45 0.00060121 0.00074963
14 0.00061354 0.00080464 46 0.00045867 0.00059758
15 0.00054766 0.00073666 47 0.0006432 0.00082424
16 0.00065575 0.00088294 48 0.00068895 0.000924
17 0.00040169 0.0005404 49 0.00076924 0.00099171
18 0.00071287 0.00087265 50 0.00044691 0.00059015
19 0.00048507 0.00065388 51 0.00065719 0.00089951
20 0.00053149 0.00068144 52 0.00062479 0.0008126
21 0.00048674 0.00063836 53 0.00060626 0.00078845
22 0.00056924 0.00083757 54 0.00069547 0.00093944
23 0.00055602 0.00072327 55 0.00075478 0.00096269
24 0.00050997 0.00066889 56 0.00079674 0.0010187
25 0.00045332 0.00063725 57 0.00067329 0.0008643
26 0.00060674 0.00073622 58 0.00066946 0.00086196
27 0.00073176 0.00093603 59 0.00070818 0.00090343
28 0.00047899 0.00060638 60 0.00073585 0.00099672
29 0.00052478 0.00064484 61 0.00066713 0.00086381
30 0.00054549 0.00069155 62 0.00066039 0.00085916
31 0.00063754 0.00077518 63 0.00072305 0.00092306
32 0.00057965 0.00072029 64 0.00060393 0.00079226
recognition. The implementation of our numerical experiments suggests that the GD method, as a simple algorithm, is
feasible for implementation and manipulation, has good property of holistic convergence, and is practical particularly for
some complicated problems of data fitting. The effectiveness of this method has been seen through the numerical results,
and the overall accuracy of our fitting is better than that in [1–3]. Meanwhile the GDmethod is also expected to solve other
optimization problems including both the unconstrained and the constrained.
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Appendix A. Expressions of the elements of Jacobian matrix J(θ) in (3)
Jn,i = ∂r (xn; θ)
∂θi
= ci ∂ fi (x; θ)
∂ai
∣∣∣∣
x=xn
= cib2i (xn − ai) fi (xn) , i = 1, 2, 3;
Jn,i+3 = ∂r (xn; θ)
∂θi
= ci ∂ fi (x; θ)
∂bi
∣∣∣∣
x=xn
= ci
[
1
bi
− bi (xn − ai)2
]
fi (xn) , i = 1, 2, 3;
Jn,7 = ∂r (xn; θ)
∂θ7
= ∂ f (x; θ)
∂c1
∣∣∣∣
x=xn
= f1 (xn)− f3 (xn) ;
Jn,8 = ∂r (xn; θ)
∂θ8
= ∂ f (x; θ)
∂c2
∣∣∣∣
y=yn
= f2 (xn)− f3 (xn) .
Here n = 1, 2, . . . ,N .
Appendix B. Transformation from original data to fitted data
Given the original data, we make the transformation in the following:
(Tn, Yn)→ (xn, yn) ,
where
xn = ln
(
tn + tn+1
2
)
is the natural logarithm of the midpoint of the grain-size fraction n, and
yn = Yn
σ
, σ = ln tN+1 − ln t1
N
.
Here σ denotes the width of the interval of each grain-size fraction in natural logarithmic coordinate. What is worth
emphasizing is the fact that for the given data, the widths of all the grain-size fractions are equal in the natural logarithmic
coordinate and denoted by σ uniformly here.
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