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ABSTRACT
Liu, Jianfeng PhD, Purdue University, December 2017. Global Optimization of
Large-Scale Complex Nonlinear Systems: Algorithms and Applications.
Major
Professor: Carl D. Laird.
Many practical applications involving large complex systems are naturally formulated as mixed-integer nonlinear programming (MINLP) problems. These optimization problems are inherently large-scale and non-convex, and can be extremely diﬃcult
to solve. Eﬃcient algorithms, especially global solution strategies, for MINLP problems play important roles in many real-world applications. Although a number of optimization tools have been developed for general MINLP problems, their performance
may vary signiﬁcantly on diﬀerent problem instances. Moreover, computational experience has suggested that for MINLP problems with certain particular properties,
customized algorithms can signiﬁcantly outperform general MINLP solvers.
In this thesis, we focus on developing and applying problem-speciﬁc global algorithms for large-scale MINLP problems. Inspired by the multi-tree methods, particularly the outer approximation (OA) approach, all our tailored algorithms rely
on solving a sequence of mixed-integer programming (MIP) master problems and
nonlinear programming (NLP) subproblems. The MIP master problem is a convex
relaxation of the original MINLP problem, whose solution provides a lower bound
of the objective function value in a minimization problem. The NLP subproblem,
which, on the other hand, leads to an upper bound, is generated by ﬁxing all discrete
variables in the original MINLP problem. By iteratively solving the master problem
and the subproblem, the gap between the upper and lower bounds will gradually decrease, and algorithm converges when the gap is below a given tolerance. To further
improve the convergence of our algorithm, sophisticated techniques, such as bound

xiv
tightening and piecewise outer approximation, are also integrated with the classic
multi-tree framework.
To demonstrate the beneﬁts from using multi-tree algorithms, we consider optimization problems arising from three diﬀerent research areas, including parameter
estimation of infectious disease models, optimization in power systems, and optimal
placement of imperfect sensors. These applications are signiﬁcantly diﬀerent, however, they are formulated as large-scale MINLP problems and can be eﬃciently solved
using tailored multi-tree algorithms. For each application, candidate mathematical
formulations of the optimization problems are carefully studied and compared in
order to identify the most appropriate one for the proposed multi-tree framework.
The master problem formulations and reﬁnement strategies are designed based on
the problem-speciﬁc properties and structures for each instance. All proposed algorithms are implemented in Pyomo, a Python-based optimization modeling language.
Numerical results indicate that our tailed multi-tree algorithms outperform the oﬀthe-shelf solvers designed for general MINLP problems across all applications under
investigation.

1

1. INTRODUCTION1
Complex nonlinear systems can arise from a wide range of practical applications.
Particularly, in chemical, petroleum, and pharmaceutical industries, complex systems involving diﬀerent time levels can be categorized into long-term (for years or
decades) process design, synthesis and planing problems, medium-term (for days,
weeks or months) scheduling problems, and short-term (for seconds to hours) realtime optimization and advanced control problems. Although the actual applications
can be signiﬁcantly diﬀerent, from a mathematical point of view, the resulting optimization problems are naturally formulated as mixed-integer nonlinear programming
(MINLP) problems. The basic algebraic formulation of an MINLP problem is given
as
min Z = f (x, y)

(1.1a)

s.t.

G(x, y) = 0

(1.1b)

x ∈ X, y ∈ Y

(1.1c)

where x∈X⊂RNx are continuous variables and y∈Y ⊂ZNy are discrete variables. The
objective function f (·) : RNx +Ny →R is a scalar function whose value is minimized in
this optimization problem. The system model, described by the vector function G(·) :
RNx +Ny →RNc , is considered as the constraints. Note that maximization problems or
problems with inequality constraint can be converted to mathematically equivalent
formulations of the basic form (1.1).
1

Part of this section is reprinted with permission from
“A Multitree Approach for Global Solution of ACOPF Problems Using Piecewise Outer Approximations” by Liu, J., Bynum, M., Castillo, A., Watson, J., Laird, C.D., 2017. To Appear, Computers
and Chemical Engineering, Copyright 2017 by Elsevier.
“A Global Stochastic Programming Approach for the Optimal Placement of Gas Detectors with
Nonuniform Unavailabilities” by Liu, J., Laird, C.D., 2017. To Appear, Journal of Loss Prevention
in the Process Industries, Copyright 2017 by Elsevier.

2
An MINLP problem, as a generalized formulation of an optimization problem, is
complex and diﬃcult to solve due to its inherent non-convex property. First, nonconvexity arises from the discrete variables y, which, from a chemical engineering
perspective, are used to indicate integer values such as number of trays in a distillation column, number of reactors in a process, and headcount of operators in a
shift. These discrete variables, particularly binary variables, are also used to indicate
discrete decisions, such as whether a particular catalyst should be used, whether a
manufacturing ﬂowchart should be followed, or whether a chemical plant should be
built. Second, non-convexity may also lie in the nonlinear objective function f (·) and
the nonlinear constraints G(·). Rigorous or regression models of chemical engineering
processes often consist of nonlinear algebraic functions, such as exponential, polynomial, or trigonometric terms. For models including ordinary diﬀerential equations
(ODEs) or partial diﬀerential equations (PDEs), discretization strategies usually lead
to pure algebraic systems with non-convex, nonlinear functions.
Strictly speaking, any MINLP problem is non-convex due to its integrality condition. However, with a little abuse of terminology, in the rest of this thesis, the
term convex MINLP is used to denote an MINLP problem in which f (·) and G(·) are
convex, diﬀerentiable functions. We also assume that the continuous domain X is a
convex compact set and the discrete domain Y is a polyhedral set of integer points.
As a result, the continuous relaxation of a convex MINLP problem, meaning that all
y are treated as continuous variables, is a convex optimization problem. Otherwise,
an MINLP problem is called non-convex. In general, MINLP problems, either convex
or non-convex, usually turn out to be N P-hard or even intractable.
Nevertheless, the scales of these MINLP problems can be very large due to three
major reasons. First, many industrial systems can be complex and large in topology. For instance, a real-world chemical plant may include hundreds of units and
connections, and an electric power network or water distribution system may include
thousands of nodes (buses or junctions) and edges (transmission lines or water pipes).
Second, the large scale may arise from expansion in the time or spatial domain. For
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instance, planning and scheduling problems inherently consider decisions and system
states in multiple time slots, and advanced control problems with diﬀerential equations are usually solved by discretizing time-dependent state variables into small ﬁnite
elements. Third, consideration of uncertainty can also enlarge the problem size. One
way to address uncertainty, the stochastic programming approach, explicitly takes
diﬀerent scenarios into account, where each scenario is a realization of an uncertain
case. As a result, the size of the resulting optimization problem, in terms of the
number of variables and constraints, is proportional to the number of scenarios under
investigation. With all complexities mentioned above, the class of MINLP problems
is very general, and many practical applications can be formulated as large-scale
MINLP problems.

1.1

Global Solution Strategies for MINLP Problems
Due to the large size and non-convexity, it can be extremely challenging to even

ﬁnd a feasible solution of an MINLP problem. In many practical applications, however, MINLP problems are required to be solved to global optimality, meaning that
we are not only interested in ﬁnding ‘an’ optimal solution, but also in proving that it
is the best solution across the entire feasible domain. Over the past decades, there has
been a pronounced increase in the development of global optimization algorithms for
MINLP problems (Floudas and Gounaris, 2009; Belotti et al., 2013). To concentrate
our focus, in this thesis we only consider deterministic approaches for solving general
MINLP problems. In general, deterministic algorithms can be categorized into two
major groups: single-tree methods and multi-tree methods.

1.1.1

Single-Tree Methods for MINLP Problems

Single-tree methods solve an MINLP problem by searching a single branch-andbound (BB) tree. Originally proposed to solve discrete or combinatorial problems
(Land and Doig, 1960; Dakin, 1965), the nonlinear BB algorithm searches for the

4
global optimum using a systemic enumeration strategy. Typically, a BB-based algorithm consists of three major steps, i.e. selection, branching, and bounding. First, the
selecting process determines a variable (either continuous or integral) whose domain
will be divided. The branching phase then partitions the feasible domain into two
smaller subregions according to the variable selected in the previous step, giving rise
to two new nodes added to the current BB tree. The bounding step provides provable
lower and upper bounds by solving subproblems on these nodes. By repeating this
procedure, we can further branch variables, add more nodes to the existing searching
tree, and obtain tighter bounds. By successively reducing the gap between upper
and lower bounds, these approaches converge toward the global optimum. To avoid
exploring all the nodes and to improve convergence, fathoming or pruning operations
are necessary in BB-based algorithms. Typically, fathoming rules are based on optimality and feasibility of the subproblem solved on each node. For instance, in a
minimizing problem, when the lower bound of a node is dominated by the current
best value of the upper bound, this node and its subtree can be deleted from the
current BB tree and no further exploration is required.
Inspired by the original nonlinear BB framework (Land and Doig, 1960; Dakin,
1965), signiﬁcant improvement has been made, leading to a variety of algorithms,
such as Branch-and-Reduce (Ryoo and Sahinidis, 1996; Tawarmalani and Sahinidis,
2002), Reduced Space Branch-and-Bound (Epperly and Pistikopoulos, 1997), Branchand-Contract (Zamora and Grossmann, 1999), Branch-and-Cut (Kesavan and Barton,
2000), and Branch-and-Sandwich (Kleniati and Adjiman, 2014). The major diﬀerences between these approaches lie in the method to generate tighter solution bounds
and perform the branching on the discrete and continuous variables. In general, BBbased global algorithms are competent for MINLP problems of small or medium size.
However, for large-scaled MINLP problems, these approaches can be computationally
expensive or even intractable due to the large number of nodes in the searching tree.
A number of BB-based implementations have been introduced to solve both general MINLP problems and some special cases. Well-known general global solvers are
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BARON (Sahinidis, 1996), LINDOGLOBAL (Lin and Schrage, 2009), αBB (Adjiman
et al., 1998), LAGO (Nowak et al., 2003), COUENNE (Belotti et al., 2009), SCIP
(Achterberg, 2009), MINOTAUR (Mahajan et al., 2011), and ANTIGONE (Misener
and Floudas, 2014). For convex MINLP probelems, available solvers include SBB
(Bussieck and Drud, 2001), MINLP-BB (Leyﬀer, 1999), BONMIN (Bonami et al.,
2008), and FILMINT (Abhishek et al., 2010). Notice that solvers for convex MINLP
problems can also be used to solve non-convex problems as heuristics, since they may
provide good feasible solutions.

1.1.2

Multi-Tree Methods for MINLP Problems

Instead of using only one searching tree, multi-tree methods depend on iteratively
solving a sequence of mixed-integer programming (MIP) master problems and nonlinear programming (NLP) subproblems. Particularly, an MIP master problem, which
provides a lower bound of a minimization problem, is usually a strictly convex relaxation of the original MINLP problem. An NLP subproblem, which can lead to an
upper bound, is typically generated by ﬁxing all the discrete variables of the original
MINLP problem to the values obtained by solving an MIP master problem. By solving a sequence of increasingly reﬁned MIP master problems and NLP subproblems (to
global optimality), the gap between the upper bound and lower bound is decreased,
and the algorithm converges when the gap is below a given threshold.
There exist three famous multi-tree methods which are designed for convex MINLP
problems. Generalized Benders decomposition (GBD) is ﬁrst introduced as an iterative algorithm based on solving a sequence of optimization problems (Geoﬀrion, 1972).
In each iteration, an NLP subproblem with all discrete variables ﬁxed is solved ﬁrst
to generate upper bounds of the solution. If the subproblem is feasible and an optimal solution is available, a new linear constraint is constructed and added to the
master problem for tightening the convex relaxation. Otherwise, a feasibility NLP
subproblem is solved instead, leading to an additional constraint to eliminate the
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current discrete values. Then the updated MIP master problem is solved, giving the
lower bounds as well as new discrete variable values for the next iteration.
Outer approximation (OA), similar to GBD, also depends on successively solving
of optimization problems (Duran and Grossmann, 1986). The major diﬀerence is
the deﬁnition of its MIP master problem. Instead of adding only one constraint per
iteration, the number of new constraints introduced in the OA is equal to the number
of original constraints plus the objective function, which generally leads to a tighter
convex relaxation. As a result, the lower bound predicted by the OA is at least as
strong as that predicted by the GBD, and, thus, the OA may call for fewer iterations
to converge to global optimality. However, the trade-oﬀ is that the resulting OA
master problem is of larger size and more challenging to be solved.
The Exact Cutting Plane (ECP) method, as an extension of the cutting plane
algorithm for convex NLP (Kelley, 1960), is introduced by Westerlund and Pettersson
(1995). Unlike the GBD or the OA, the ECP algorithm relies only on the iterative
solution of the master problem. In other words, there is no need to solve any NLP
subproblem, and the update of the master problem is merely based on adding a
linearization of the most violated constraint at the current predicted point. As a
result, the ECP algorithm is especially suitable when dealing with problems that
consists of many nonlinear constraints. It is worth pointing out that since the discrete
and continuous variables will converge simultaneously, the ECP method may require
a larger number of iterations.
Multi-tree methods for convex MINLP problems can be extended for non-convex
MINLP problems with some special nonlinear functions, such as bilinear, posynomial,
linear fractional and concave separable. In these cases, convex relaxations of the original MINLP problem can be formulated using function-speciﬁc convex envelopes or
over- and under-estimators (Misener and Floudas, 2014). The global solver APOGEE
is introduced to address standard, generalized and extended pooling problems involving many bilinear terms (Misener et al., 2011), the GloMIQO is proposed to handle
mixed-integer quadratically-constrained quadratic (MIQOQP) optimization problems
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(Misener and Floudas, 2012) , and algorithms for mixed-integer signomial optimization (GSO) problems are introduced by Misener and Floudas (2014).

1.2

Developing and Applying Tailored Multi-Tree Algorithms
For global solutions of MINLP problems, though a number of oﬀ-the-shelf solvers

are available, none of these tools is dominant across all benchmark MINLP instances.
Moreover, computational experience has suggested that for MINLP problems with certain particular properties, customized algorithms may signiﬁcantly outperform solvers
designed for general MINLP problems.

1.2.1

Generic Framework of Multi-Tree Algorithm

In this thesis, we focus on developing problem-speciﬁc global algorithms for practical MINLP problems arising in various applications. In particular, all tailored algorithms follow the generic framework of a standard multi-tree method:
Step 0 Initialization The initial mixed-integer master problem, i.e., a convex relaxation of the original MINLP problem, is formulated and solved. If the master
problem is infeasible, then the original MINLP problem is also infeasible and
the algorithm terminates. Otherwise, go to Step 2 Solving the Upper Bounding
Subproblem.
Step 1 Solving the Lower Bounding Master Problem The MIP master problem is solved to global optimality. If the master problem is feasible, update
the current lower bound and proceed to Step 2 Solving the Upper Bounding
Subproblem. Otherwise, the algorithm terminates, the current upper bound is
the best value of the objective function and the corresponding solution is the
globally optimal solution.
Step 2 Solving the Upper Bounding Subproblem Construct the NLP subporblem by ﬁxing all discrete variables in the original MINLP problem to the integer
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solution obtained in the previous step. Solve the NLP subproblem to global optimality. If the objective function value is lower than the current upper bound,
update the upper bound. If the optimality gap between the current upper and
lower bound is below the tolerance, the algorithm terminates and the global
solution is obtained. Otherwise proceed to Step 3 Reﬁning the Lower Bounding
Master Problem.
Step 3 Reﬁning the Lower Bounding Master Problem The master problem is
further tightened by reﬁning the problem speciﬁc outer approximation of the
non-convex terms. Proceed to Step 1 Solving the Lower Bounding Master Problem.
Multi-tree approaches have the following advantages. First, unlike the single-tree
method where the spatial branching is explicitly preformed, the multi-tree algorithm
does not need to manage a BB tree. Rather, the responsibility of branching is pushed
to the MIP solver used for the lower-bounding problem. While one must manage the
growth of the problem size as further piecewise reﬁnements are made, this approach
makes use of the highly eﬃcient, commercial MIP solvers as the primary workhorse.
In other words, we have the ﬂexibility to switch between diﬀerent state-of-the-art
MIP algorithms without impacting the framework of our multi-tree algorithm.
Second, the multi-tree methods provide a way to take advantage of special structure of in the optimization problem. For a given optimization, there may exist diﬀerent formulations which are mathematically equivalent in terms of the optimal solutions. However, the structures of these reformulations can vary signiﬁcantly leading
to diﬀerent computational complexities. The construction of the master problem and
development of reﬁning strategies are also strongly dependent on the formulation of
the original problem. As a result, if an appropriate mathematical formulation is identiﬁed, the convergence behavior of a multi-tree algorithm for a particular optimization
problem can be signiﬁcantly improved.
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Third, a multi-tree algorithm is relatively easy to implement as a meta-algorithm
in a rich scripting and modeling tool. Pyomo is a Python-based modeling language
designed for mathematical programming and optimization. It provides an convenient
interface to a wide range of oﬀ-the-shelf MIP and NLP solvers, such as CPLEX,
GUROBI, and IPOPT. Moreover, Pyomo is a user-friendly and powerful modeling
language where modifying optimization problems such as changing upper and lower
bounds of variables, reinitializing problem, updating values of model parameters, and
modifying problem constraints, can be easily performed.

1.2.2

Applications of Tailored Multi-Tree Algorithms

To demonstrate the beneﬁts from using multi-tree algorithms, we consider problems arising from three diﬀerent research areas, including parameter estimation of
infectious disease models, optimization in power systems, and optimal placement of
imperfect sensors. Though these optimization problems vary a lot in terms of their
applications, they are all formulated as large-scale MINLP problems and can be eﬃciently solved using tailored multi-tree algorithms.

Parameter Estimations for Infectious Disease
Reliable infectious disease models play an important role in the understanding
of infectious disease dynamics and decision-making in public health. Key model parameters, such as the transmission parameters, should be optimally estimated from
existing case data. The major contribution of this work is twofold. First, we impose a high/low switching pattern in the transmission rate for deterministic and
stochastic time-series susceptible-infected-removed (TSIR) models. The new estimation problems, formulated as MINLP problems, can report transmission proﬁles
better demonstrating seasonality induced by school-term holidays. Second, we introduce tailored optimization algorithms to solve the resulting parameter estimation
problems to global optimality. In particular, the proposed global solution approach is
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an iterative algorithm relying on the solution of a sequence of upper-bounding master
problems and lower-bounding subproblems. Computational results are shown based
on real case-count data from three cities, London, New York, and Bangkok. Our
global solution framework outperforms the oﬀ-the-shelf optimization tool in terms of
solution quality and computational eﬃciency on all cases. The estimated high/low
switching patterns from the MINLP formulations are strongly correlated to school
term holidays across very diﬀerent social settings and holiday schedules.

Optimization in Power Systems
The unit commitment (UC) problem plays an important role in power systems operations. As an extension of the traditional UC model, a network-constraint unit commitment (NCUC) problem considers constraints arising from the underlying transmission network. For real-world applications, unfortunately, the resulting NCUC problem
can become extremely large and challenging to solve eﬃciently. Consequently, linear
approximations of the NCUC problem are typically solved in practice. However, these
approximation approaches may yield unreliable or even infeasible operating schedules
since they fail to explicitly consider the nonlinear features of the actual alternating
current (AC) transmission system.
In this work, we propose a global solution framework for the NCUC problem incorporating a nonlinear AC transmission model, which is formulated as a mixed-integer
quadratically constrained quadratic programming (MIQCQP) problem. To solve this
non-convex NCUC problem to global optimality, we present a multi-tree optimization algorithm based on iterative solutions between a mixed-integer, lower bounding
master problem and a nonlinear programming (NLP) upper bounding subproblem.
In particular, the master problem is a convex relaxation of the original NCUC problem. Inspired by the second-order cone (SOC) relaxation, three candidate convex
relaxations are presented, which are formulated as mixed-integer second-order cone
programming (MISOCP) and mixed-integer linear programming (MILP) problems.
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Additionally, to complete our algorithm, we propose a sub-algorithm to solve the
non-convex NLP subproblem, a multi-period AC optimal power ﬂow (OPF) problem,
to global optimality. Numerical results have shown encouraging performance of this
global solution framework.

Optimal Placement of Sensors Considering Non-Uniform Unavailability
Sensor network design plays a very important role in modern process safety and
public health security, especially in detection and mitigation systems for high-impact
hazardous events such as ﬁre, gas leak, and water contamination. The optimal sensor
system design is very challenging because of the numerous sources of uncertainty.
Stochastic programming (SP) based approaches have been proposed to solve sensor
placement problems. The assumption of perfect sensors has been widely used in
many SP-based problem formulations and applications. In reality, however, sensors
are subject to unpredictable failures.
In this work, we focus on the optimal placement of sensors with nonuniform unavailabilities, leading to a large-scale, challenging mixed-integer nonlinear programming (MINLP) problem. To eﬃciently solve the resulting optimization problem to
global optimality, we propose a tailored solution strategy relying on iteratively solving a sequence of upper-bounding mixed-integer master problems and lower-bounding
nonlinear subproblems. The proposed global algorithm is suitable for general imperfect sensor placement problems arising from various areas. Our approach is tested on
two real-world applications, including a ﬂammable gas detection system and a water
contamination warning system, and the optimal sensor placements are compared with
the results obtained from other strategies.
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1.3

Thesis Outline
The goal of this thesis is to develop and apply global solution methods for applica-

tions arising from three diﬀerent areas. Therefore, this rest of this thesis is organized
as follows.
In Chapter 2, we focus on parameter estimation of infectious disease models.
Particularly, the transmission parameters of measles, a childhood respiratory disease,
are estimated based on real case-count data of three cities including London, New
York, and Bangkok. Parameter estimation problems based on various disease models
are proposed and formulated as large-scale NLP and MINLP problems, which are
solved by our multi-tree algorithm to global optimality. The estimated transmission
parameters indicate strong correlation between transmission rate and school-term
holidays.
In Chapter 3 and 4, we propose tailored global solution algorithms for two basic
optimization problems in power systems. In Chapter 3, we focus on the ACOPF problem, which can be formulated as a non-convex quadratically constrained quadratic
programming (QCQP) problem. We introduce an outer-approximation approach to
solve the ACOPF problem to global optimality based on alternating solution of upperand lower-bounding problems. The lower-bounding problem is a piecewise relaxation
based on strong second-order cone relaxations of the ACOPF, and these piecewise
relaxations are selectively reﬁned at each major iteration through increased variable
domain partitioning.
In Chapter 4, we propose a global solution framework for the network-constrained
unit commitment (NCUC) problem incorporating a nonlinear alternating current
(AC) model of the transmission network, which is a mixed-integer quadratically constrained quadratic programming (MIQCQP) problem. We develop the proposed algorithm based on the multi-tree methodology, which iterates between a mixed-integer
lower-bounding problem and a nonlinear upper-bounding problem; we exploit the special mathematical structure of the NCUC and leverage a nested multi-tree method
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with optimization-based bounds tightening (OBBT), second-order cone relaxations,
and piecewise outer approximations to guarantee a global solution. In particular, the
global algorithm developed in Chapter 3 for non-convex ACOPF problem is used to
solve the subproblem which is formulated as a multi-period ACOPF problem.
In Chapter 5, we focus on optimal sensor network design considering sensor unavailabilities. The SP-based approach leads to a large-scale MINLP problem formulation. To solve this problem eﬃciently to global optimality, we propose tailored
multi-tree methods and apply it on two case studies. In particular, the master problem is a MILP relaxation with special upper- and lower-bounding constraints. The
subproblem in this case, however, is a square system and the upper bound is obtained
directly from a forward simulation.
Finally, Chapter 6 concludes this thesis with a summary and proposed directions
for future work.
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2. MINLP APPROACHES FOR PARAMETER
ESTIMATION IN DETERMINISTIC AND STOCHASTIC
DISEASE MODELS
Eﬀective modeling of infectious diseases is essential to gain a better understanding of
disease dynamics, predict outbreak risk, and aid in public health policy development.
During the past several decades, intensive work has been done to model the spread
of infectious diseases (Anderson and May, 1991; Hethcote, 2000). In many mechanistic models, the horizontal incidence is determined by the number of susceptibles,
the number of infectives, the total population size, and a parameter to account for
the transmission rate. Particularly, this transmission parameter that lumps together
many environmental, social and epidemiological factors that may aﬀect transmission
dynamics. Therefore, signiﬁcant research eﬀort has been devoted to the development
of techniques for estimating this transmission parameter from various types of data.
In many data sets, particularly with childhood respiratory diseases like measles and
chickenpox, case data shows annual or biennial patterns, implying the presence of
seasonality in this transmission rate. There is signiﬁcant evidence to support the
assumption that these disease dynamics are inﬂuenced by school-term schedules, and
studies have focused on estimating a time-varying proﬁle for the transmission parameter, enforcing yearly periodicity in the time proﬁle (Soper, 1929; Fine and Clarkson,
1982; Finkenstädt and Grenfell, 2000; Word et al., 2013).
Previous work in our research group has shown the eﬀectiveness of large-scale
nonlinear programming (NLP) tools for estimating seasonally varying transmission
rates baesd on maximum likelihood formulations, however these tools only guarantee
local optimality (Word et al., 2010, 2012, 2013). In our current research, we now
seek to develop optimization strategies for parameter estimation problems that provide a provable guarantee of global optimality. There are two important motivations
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for this work. First, previous estimation studies have found multiple local minima
where some of the solutions have estimated parameter values that are not consistent
with epidemiological understanding of the system. For this reason, it is important to
solve these problems to global optimality and verify that the parameters estimated
from the time-series data are consistent with those estimated from other data types
(e.g., from age-based data). Second, there is a need to develop eﬀective techniques
that consider discrete decisions in the estimation of these nonlinear models. In all
the estimation papers discussed above, the time-varying transmission parameter is
discretized and each point in time is treated as a continuous variable, and any matching with a seasonal high/low pattern must be inferred from the solution proﬁle. To
estimate a seasonal transmission proﬁle induced by school-term holidays, a more appropriate representation is to directly estimate a discrete a high/low switching pattern
in the transmission parameter, resulting in a mixed-integer nonlinear programming
(MINLP) problem for estimation. Furthermore, once these infectious disease models
have been developed and veriﬁed, there is a desire to incorporate them into decisionmaking problems, which inherently contain discrete variables (e.g. where and when
to deliver vaccine, selecting among diﬀerent response possibilities, etc.). Therefore,
it is important to develop techniques that are capable of solving challenging MINLP
problems with infectious disease models.
According to the deterministic and stochastic time-series susceptible-infectedremoved (TSIR) infectious disease models, we develop parameter estimation problems formulated as large-scale NLPs and MINLPs. For each optimization problem,
there exist various reformulations that are mathematically similar or equivalent. Our
experience has shown that appropriate problem reformulations can signiﬁcantly improve computational eﬃciency. Furthermore, diﬀerent variable conﬁgurations can
also strongly impact the problem complexity. A number of possible reformulations are
compared on real data, and the resulting optimization problems are solved with the
global optimizor BARON (Tawarmalani and Sahinidis, 2002). Numerical experiments
have indicated that the log-transformation with the “one-step-ahead” model is the
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most promising problem formulation in terms of solution quality and computational
cost. In this paper, for the sake of simplicity, we only present four problem formulations based on the log-transformation. We consider real case-count data from three
diﬀerent cities, including London, New York City, and Bangkok. To eﬃciently solve
the resulting optimization problems, we develop a tailored global optimization strategy based on the outer approximation (OA) method and compare it with BARON.
Numerical results demonstrate strong correlations between the seasonal transmission
parameter proﬁles and school-term holidays.
The remainder of this paper is organized as follows: Section 2.1 provides background on infectious disease modeling and parameter estimation, as well as global
optimization strategies. Section 2.2 describes problem formulations based on deterministic and stochastic disease models. Section 2.3 outlines our tailored global optimization solution approach. Section 2.4 provides numerical results and comparisons
between diﬀerent problem formulations.

2.1

Background
During the past several decades, a large amount of work has been done to de-

velop models to better understand the spread of infectious diseases, and two major
categories of mechanistic disease models have arisen (Anderson and May, 1991; Hethcote, 2000). Agent-based modeling techniques provide a straightforward approach
to handle many of the complexities involved in the system (Ferguson et al., 2005).
However, these models are only appropriate for solution of the forward problem (simulation), and they often contain a large number of model parameters that cannot be
easily speciﬁed with the given data. Compartment-based models give rise to a set
of diﬀerential or discrete-time equations with fewer parameters, enabling estimation
using available data. In these models, the population is divided into categories with
respect to various stages of the disease. For instance, the basic susceptible-infectedremoved (SIR) model assumes homogeneous mixing of the population and divides
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individuals into three groups: susceptible to the disease (S), infected and infectious
(I), or recovered from the disease and currently immune (R). Additional compartments can be considered (e.g. infants with maternal immunity) according to the
disease characteristics.
For estimation of parameters in these models, two general strategies exist. Simulationbased strategies, such as Markov chain Monte Carlo (MCMC) and sequential Monte
Carlo (SMC), are widely applied in estimating parameters for infectious disease spread
(Cauchemez and Ferguson, 2008; He et al., 2010). However, one major shortcoming
of these sample-based approaches is computational ineﬃciency. Optimization-based
approaches, while only providing point estimates, require signiﬁcantly less computational eﬀort. With the developement of advanced optimization tools, parameter
estimation problems formulated as large-scale NLPs can be eﬃciently solved to local
optimality in minutes or even seconds (Word et al., 2010, 2012, 2013).
A large body of previous work has focused on estimating transmission parameters
and analyzing the correlations between the transmission rate and local social and
environmental factors. In the case of measles, early work suggested a correlation between the computed seasonal pattern in transmission rate and school-term holidays
(Soper, 1929; Fine and Clarkson, 1982). Extending previous work, Finkenstädt and
Grenfell (2000) introduced the time-TSIR model along with a two-step estimation
procedure for a seasonal, periodic transmission parameter. In the susceptible reconstruction phase, susceptible dynamics are estimated from local linear regression.
Then, these dynamics are ﬁxed and treated as known inputs when the transmission
parameters are estimated. Although the estimation is based on an approximate linearized model, it provides convincing evidence of the correlation between seasonality
of the transmission rate and school holiday schedules. In a later paper (Bjørnstad
et al., 2002), model parameters are estimated with various optimization strategies
including conditional least squares, proﬁle likelihood, linear likelihood, and ad hoc
nonlinear minimization. Additionally, a generalized proﬁling approach has been designed for continuous-time disease models, which combines least-squares trajectory
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matching and gradient matching ﬁtting criteria (Hooker et al., 2011). Recently, estimation results based on large-scale nonlinear programming from our research group
have shown that seasonal transmission proﬁles are correlated with school-term holidays across several locations with very diﬀerent social settings and holiday schedules
(Word et al., 2013).
As previously mentioned, there is a need to ﬁnd global optima in the NLP formulations and to extend NLP formulations to include discrete decisions, giving rise to
MINLP problems. In general, deterministic global optimization algorithms are categorized into three major groups: single-tree methods and multi-tree methods. The
single-tree methods, especially, the oﬀ-the-shelf global optimization tool like BARON
can be used to solve our parameter estimation problems formulated as NLPs and
MINLPs. However, these single-tree approaches may be too computationally expensive for large-scale problems and the knowledge of problem formulation can not be
directly used by the solvers. The multi-tree solution techniques, on the contrary,
provide a ﬂexible and powerful way to design a tailored optimization framework for
optimization problems with certain special structures. Particularly, in our problem
formulations the nonlinearity only arises from univariate convex terms, i.e., the exponential functions, which is a good feature for our tailored algorithm. In this work,
our global optimization framework is compared with oﬀ-the-shelf global optimization
tools in terms of solution quality and computational eﬃciency based on diﬀerent real
case-count data.

2.2

Estimation Problem Formulations
Inspired by the well-known TSIR model (Bjørnstad et al., 2002), four problem

formulations are proposed. In Sections 2.2.1 and 2.2.2, we describe two base formulations for the parameter estimation problem. The ﬁrst formulation, labeled (DP-C),
is based on the deterministic skeleton of the TSIR model, and assumes noise in the
measurements only. The second formulation, labeled (SP-C), is based on a stochastic
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model where new cases in each time step are drawn from a negative binomial distribution (Kendall, 1949; Bjørnstad et al., 2002). For both base formulations, the
transmission parameters corresponding to each time point are treated as continuous
variables, and only yearly periodicity is enforced. In Section 2.2.3 we extend both
base formulations by requiring the transmission parameter proﬁle follow a pattern
with switching between high and low values. The goal of these new formulations is
to estimate the switching pattern along with both the high and low values.

2.2.1

Base Deterministic Formulation

The ﬁrst base formulation, shown below, is a least-squares estimation problem
based on the deterministic skeleton of the TSIR model (Bjørnstad et al., 2002),
min

α,β,I,S

s.t.

f=

X
(Ct∗ − γt It )2
t

βτ (t) It∗ α St
=
Nt∗

∀t∈T

∗
St+1 = St + Bt∗ − It+1

∀t∈T

It+1

(DP-C)

where t∈T refers to the index of discrete time intervals, It is the number of infectious
individuals in time period t, St is the number of susceptible individuals, Ct∗ is the reported number of cases, and It∗ is the number of true infectious individuals. Note that
the reported incidence, Ct∗ , is not equal to It∗ . The number of cases is under-reported,
and the relation between them is given by, Ct∗ =γt It∗ , where γt is the reporting fraction. In particular, γt can be precomputed with a susceptible reconstruction process
and treated as a known input in the parameter estimation problem (Finkenstädt and
Grenfell, 2000). In our research, instead of using a time-varying reporting fraction,
γt is ﬁxed to a single value across the entire time horizon. The objective of this optimization problem is to minimize the errors between real and estimated reported case
counts.
According to the deterministic TSIR model, the ﬁrst constraint is the infection
balance and the second is the susceptible balance. Nt∗ is the total population and Bt∗
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is the number of births (or new susceptible individuals), and they are all known inputs in this formulation. Parameter βτ (t) is the continuous time-varying transmission
parameter that is discretized over all time points in one year. To enforce a yearly
periodicity of the transmission parameter, the function τ (t) is used to map from the
overall time period t to an index from the beginning of the current year. The exponent parameter α provides a correction of the discrete-time model by introducing a
nonlinear dependence on the incidence (Xia et al., 2004). It is worth pointing out
that the deterministic model used in (DP-C) is a “one-step-ahead” model, since It∗
are calculated before estimation and treated as constants in both constraints. As
a result, all susceptible variables St where t6=1 can be eliminated using susceptible
balance equations, leaving only S1 as a degree of freedom.
Problem reformulations can signiﬁcantly improve computational eﬃciency and
convergence behavior. According to the properties of problem (DP-C), we perform
an exact log-transform on the nonlinear infection balance equations, leading to the
following problem reformulation,
min

˜ I,S,
˜ S˜
α,β,

s.t.

f=

X
(C̃t∗ − I˜t − γ̃t )2
t

I˜t+1 = β̃τ (t) + S̃t + αI˜t∗ − Ñt∗

∀t∈T

Bt∗

∀t∈T

St+1 = St +

St = exp(S̃t )

−

It∗+1

(DP-C-LT)

∀t∈T

where a tilde indicates the log-transformed variable. Compared with the original
formulation (DP-C), this reformulation has several advantages. First, the nonlinearity is signiﬁcantly reduced giving either linear constraints or constraints with univariate convex functions, which will strongly facilitate the global solution strategy
proposed later. In addition, we do not require equality constraints βτ (t) = exp(β̃τ (t) )
or It = exp(I˜t ), because βτ (t) and It only appear in the infection balance constraints.
Note that this log-transform formulation, however, is not equivalent to (DP-C), since
the objective function in (DP-C-LT) is a least squares error of the log of the reported

21
cases, assuming that errors are governed by a log-normal distribution instead of a
normal distribution.

2.2.2

Base Stochastic Formulation

The second formulation is based on a stochastic infectious disease model. Previous
work (Kendall, 1949; Bjørnstad et al., 2002) has shown that the stochastic TSIR
model, under several moderate assumptions, is a special case of the Yule process, a
birth-and-death process with positive birth rate and zero death rate. As a result, if
there are It infectious individuals at the beginning of a time period t, the probability
that It+1 people will be infected during that time period is given as


It+1 + It − 1
PtIt (1 − Pt )It+1
PIt ,It+1 (T ) =
It − 1

(2.1)

where, Pt is the probability that no positive growth (It+1 =0) given a single infectious
person (It =1) at the beginning of time period t. In particular, the number of new
infectious individuals It+1 within time period t is governed by a negative binomial
distribution and the expected value is given by
E(It+1 ) = It

1 − Pt
Pt

(2.2)

Note that in discrete-time disease model, the expected value of It+1 is also calculated
from
βτ (t) α
I St
Nt∗ t

E(It+1 ) =

(2.3)

Combining these two equations gives the expression for Pt
Pt =

1
βτ (t) α−1
I St
Nt∗ t

(2.4)
+1

The probability of observing a given set of reported incidences is
Ptotal =

Y

∗
PIt∗ ,It+1

(2.5)

t

where It∗ is the corrected reported case counts at time period t. A complete derivation
of the stochastic model is shown in Appendix A.
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Formulating this problem based on maximum likelihood of the negative binomial
distribution gives the following nonlinear optimization problem
max

α,β,S,P

s.t.

Y

Ptotal =

∗
PIt∗ ,It+1

t

PIt∗ ,It∗+1
Pt =

 ∗

It+1 + It∗ − 1
∗
I∗
=
Pt t (1 − Pt )It+1
∗
It − 1
1

βτ (t) ∗ α−1
I
St
Nt∗ t

∀t∈T
(SP-C)
∀t∈T

+1

∗
St+1 = St + Bt∗ − It+1

∀t∈T

By maximizing Ptotal , the likelihood of observing a given set of reported incidences,
we can estimate the unknown parameters βτ (t) and α. Note that this original formulation (SP-C) is extremely challenging to solve due to strongly nonlinear terms in the
objective function and constraints. Therefore, a similar log-transform reformulation
will be used again, leading to a new formulation:
min

˜ S,
˜
˜ P˜ ,λ
α,β,S,

s.t.

P̃total =

X

P̃It∗ ,It∗+1

t

P̃It∗ ,It∗+1 = (It∗ + It∗+1 )P̃t − It∗+1 λ̃t

∀t∈T

P̃t = ln(exp(λ̃t ) + 1)

∀t∈T

λ̃t = β̃τ (t) + S̃t + (α −

1)I˜t∗

−

Ñt∗

(SP-C-LT)

∀t∈T

St+1 = St + Bt∗ − It∗+1

∀t∈T

St = exp(S̃t )

∀t∈T

It is worthwhile to point out that this reformulation, labeled (SP-C-LT), is equivalent to the original formulation (SP-C) since an exact log-transform is performed
here. Although we introduce more variables and constraints, this new formulation is
preferable because it has a linear objective function, and linear or univariate convex
terms in the constraints.
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2.2.3

Formulations with Binary Variables

As previously introduced, two base problems, (DP-C-LT) and (SP-C-LT), are formulated as nonlinear programming (NLP) problems corresponding to the continuous
treatment of the transmission parameter βτ (t) . Though this assumption has been
widely used in previous research, the estimated transmission proﬁles do not follow a
strict high-low pattern that might be expected if the dominant seasonal variations
were due to school-term holidays. To better demonstrate possible correlations between transmission parameters and school holidays, we impose a discrete high/low
pattern on the time proﬁle of βτ (t) , leading to binary variables yτ (t) as indicators of
this switching pattern. Particularly, if yτ (t) =1, the corresponding βτ (t) is required to
be equal to the high value, otherwise βτ (t) is required to be equal to the low value.
The estimation procedure will be required to solve for the high-low pattern (yτ (t) )
and the high and low values of the transmission parameters (βhigh and βlow ). This
concept can be formulated as a set of disjunctions:
⎡
⎤ ⎡
⎤
_ yτ (t) = 1
yτ (t) = 0
⎣
⎦ ⎣
⎦ ∀ τ (t)
βτ (t) = βhigh
βτ (t) = βlow

(2.6)

where βhigh and βlow are two continuous variables indicating the high and low values
of the transmission parameters, respectively. The big-M method can be used to
formulate these disjunctions, giving constraints as
0 ≤ βhigh − βτ (t) ≤ M ∗ (1 − yτ (t) )

∀ τ (t)

(2.7a)

0 ≤ βτ (t) − βlow ≤ M ∗ yτ (t)

∀ τ (t)

(2.7b)

yτ (t) ∈ {0, 1}

∀ τ (t)

(2.7c)

where M ∗ is a suﬃciently large constant. Note that the tightest big-M formulation
can be obtained by adjusting the value of M ∗ based on the upper and lower bounds
of transmission parameter. For log-transform formulations, constraints similar to
(2.7) can be obtained by replacing βτ (t) , βhigh , and βlow with their corresponding
log-transformed variables β̃τ (t) , β˜high , and β̃low . These new constraints and variables
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can be added to (DP-C-LT) and (SP-C-LT), giving two MINLP formulations labeled
(DP-B-LT) and (SP-B-LT), respectively. Recall that these problem formulations
(shown in detail in Appendix B) will simultaneously estimate the switching patterns
as well as the corresponding high and low values of the transmission parameters.

2.3

Global Optimization Strategy
Local nonlinear solvers, such as IPOPT, are widely used to solve NLP formula-

tions in optimization-based parameter estimation (Word et al., 2010, 2012, 2013).
However, there is no guarantee of global optimality, and these NLP solvers are not
capable of solving the MINLP formulations that arise when some of the variables
are discrete. Therefore, based on the special property of our estimation formulations
that all constraints are linear or univariate convex, we propose a solution approach
to solve these challenging NLPs and MINLPs to global optimality.
Inspired by the outer approximation (OA) algorithm, the global solution strategy
proposed here is an iterative algorithm relying on the solution of a sequence of lower
and upper bounding problems. In this implementation, the non-convex, nonlinear
terms in our problem formulation are ﬁrst relaxed by the outer approximations, leading to a convex relaxation formulated as a mixed-integer linear programming (MILP)
problems. This MILP relaxation is solved to determine a valid lower bound on the
original problem. For the MINLP formulations (DP-B-LT) and (SP-B-LT), solving
the MILP relaxation also provides a candidate solution vector for the discrete variables. If the MILP relaxation is infeasible, then the original problem is also infeasible
and the algorithm terminates. Otherwise, the binary variables are ﬁxed to the solution from the MILP relaxation, leading to an NLP subproblem whose optimal solution
provides a valid upper bound. The MILP relaxation can be further tightened by reﬁning the outer approximations, giving a tighter relaxation in the next outer iteration.
In this way, outer iterations cycle between the solution of an MILP relaxation and an
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NLP subproblem, generating a sequence of lower and upper bounds. The algorithm
terminates when the relative optimality gap is below a given tolerance.
This approach is highly appropriate for the estimation formulations introduced in
Section 3. Since the nonlinearity only arises from univariate convex functions, piecewise linear outer approximations can be easily implemented to generate relaxations of
the original problems. The basic ideas behind piecewise linear outer approximation
are outlined below.
Consider a nonlinear equality constraint of the form c=f (x) with feasible region
[xL , xU ]. Given the points x1 ≤ x2 ≤, ..., ≤ xM +1 that divide the entire feasible region
into M partitions or segments, where x1 =xL and xM +1 =xU , an outer approximation
can be formed by introducing linear under- and over-estimators for each small segment
m bounded by [xm , xm+1 ]. In particular, for a univariate convex function f (x), the
following linear under-estimators are valid for the entire region,
c ≥ f (xm ) + f 0 (xm )(x − xm ) ∀ m

(2.8)

where f 0 (x) is the ﬁrst derivative of f (x).
To obtain tight over-estimators, however, we implement piecewise linear constraints over the region . There are many diﬀerent representations for piecewise
linear functions in the context of MILP, such as big-M, convex hull, SOS2 (specialordered set of variables of type II), and the incremental model. Previous studies have
implied that these modeling strategies may strongly impact the diﬃculty of resulting
relaxation problems formulated as MILPs. Comprehensive reviews and comparisons
of a number of relaxation techniques are provided by Vielma et al. (2010) and Geißler
et al. (2012). Unfortunately, no evidence has shown that any piecewise linear modeling technique can dominate others across all instances. To identify the most suitable
method for our problems, we did a case-by-case study by testing diﬀerent reformulations. Based on our computational results, the incremental model, originally proposed
by Markowitz and Manne (1957), is selected because of relaxation tightness and computational eﬃciency. Therefore, the incremental model is used to construct the MILP
relaxations in our global optimization framework.
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Theoretically, we can improve the tightness of the outer approximation arbitrarily
by simply increasing the number of segments. However, the resulting MILP relaxation
can easily be too challenging to solve since the piecewise linear over-estimators will
lead to a large number of additional binary variables. In this approach, we reﬁne the
convex relaxation by gradually adding new segment points in each iteration based on
previous solutions of the MILP master problem and the NLP subproblem. The goal is
to tighten the outer approximation while controlling the number of total segments. In
addition, we can achieve tighter relaxation by improving bounds of variables involved
in nonconvex, nonlinear terms. As a result, bound tightening strategies are widely
used in global optimization algorithms. In particular, the feasibility-based bound
tightening (FBBT) technique reduces the domain of variables based on primal feasibility or constraints of the optimization problem. Since variables bounds are updated
sequentially, the FBBT is an iterative process and consecutive FBBT propagations
may lead to a series of gradually shrinking feasible regions. The optimization-based
bounding tightening (OBBT) method seeks for tighter feasible region by maximizing
and minimizing variable values considering all constraints in the convex relaxation
and the objective cut-oﬀ, i.e., the objective function value is no worse than the current
best value. The OBBT strategy may lead to tighter variable bounds, however, the
corresponding computational cost can be prohibitively high since two optimization
problems are solved for each variable. For this reason, in practice, the OBBT method
is only implemented when it is necessary.
In summary, a description of the global optimization approach is given below.
Step 0 Initialization Initialization and generation of a loose MILP relaxation with
a large feasible region and a few segments.
Step 1 Solve the MILP Relaxation MILP relaxation is solved to global optimality. If the MILP relaxation is feasible, update the current lower bound and
proceed to Step 2 Solve the NLP Subproblem. Otherwise, the original MINLP
problem is infeasible and the algorithm terminates.
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Step 2 Solve the NLP Subproblem Give the solution obtained in the previous
step, the NLP subproblem is reinitialized and solved to local optimality. If
the subproblem is feasible and the objective function value is better than the
current upper bound, update the upper bound. If the optimality gap between
current upper and lower bounds is below the tolerance, the algorithm terminates
and global solution is obtained. Otherwise proceed to Step 3 Reﬁne the MILP
Relaxation.
Step 3 Reﬁne the MILP Relaxation The current MILP relaxation is reﬁned by
adding new points to the piecewise under- and over-estimators. The feasible region is reduced by optimization-based bound tightening (OBBT) and feasibilitybased bound tightening (FBBT) strategies every 5 major iterations. Proceed
to Step 1 Solve the MILP Relaxation.
Note that the global solution approach provided above is suitable for both the NLP
formulations (DP-C-LT) and (SP-C-LT), and the MINLP formulations (DP-B-LT)
and (SP-B-LT). For the NLP formulations the binary variables in the MILP relaxations only arise from the piecewise linear over-estimators. However, for MINLP
formulations, we also consider the inherent binary variables indicating the high/low
pattern of the transmission parameters.

2.4

Computational Results and Comparisons
In this section, we ﬁrst show the numerical results of the four problem formula-

tions, focusing on the estimated values and patterns for the transmission parameters.
We then show the performance of our global algorithm on these problem formulations,
including total computation time and relative optimality gap. The transmission parameters are estimated using real measles case-count data from three cities, London,
New York City (NYC), and Bangkok. These datasets also include yearly birth records
and populations. In our discrete-time infectious disease models, the interval time is
biweek, which is the epidemic generation length (sum of the latent period and the
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infectious period) of measles. The reporting fraction precomputed with susceptible
reconstruction process is treated as a constant across the entire time period in each
case.
Our global solution framework is implemented in PYOMO, a Python-based optimization modeling language (Hart et al., 2017). The computation is preformed on
a 64-bit server with 48 CPUs (Intel(R) Xeon(R) CPU E5-2697 v2 @ 2.70GHz) and
total memory of 264 GB. All MILP relaxation problems are solved with GUROBI
6.5.2 (Gurobi Optimization, 2016) and the thread option is set to 24. All NLP subproblems are solved with IPOPT 3.12.6 (Wächter and Biegler, 2006) using HSL
linear solver MA27 (HSL, 2013). The relative optimality gap of the global algorithm
is set to be 0.1%. The total computation time limit is 1 hour (3600 seconds) and
the outer iteration number limit is set to 100. For the propose of comparision, all
problems are directly solved to global optimality with BARON 16.12.7 (Tawarmalani
and Sahinidis, 2002) with the relative optimality gap of 0.1% and the CPU time limit
of 1 hour.

2.4.1

Estimation Results

Measles in London has been well studied, and transmission parameter estimates
can be found in the literature (Finkenstädt and Grenfell, 2000; Cauchemez and Ferguson, 2008; Word et al., 2012). To compare with previous results and verify our
formulations, we ﬁrst estimate transmission parameters for London. The time period
studied is from 1944 to 1963, and the reporting fraction is ﬁxed to 45.1% over the
entire time horizon. Figure 2.1(a) shows the normalized transmission parameters estimated using the problem formulations with continuous variables. We can clearly see
that similar results are estimated by both the deterministic formulation (DP-C-LT)
and the stochastic formulation (SP-C-LT). These seasonal proﬁles both show strong
correlation with the school-term holidays (indicated in gray). Moreover, these results
agree with the values reported in previous work (Finkenstädt and Grenfell, 2000;
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Cauchemez and Ferguson, 2008; Word et al., 2012). However, the estimated values
from the stochastic formulation are more separated, since normalized parameters are
slightly lower in summer and fall (biweeks 7-18) but relatively higher during winter
(biweeks 19-25).
The high/low switching proﬁles estimated using the MINLP formulations are
shown in Figure 2.1(b). For the deterministic formulation (DP-B-LT), the transmission rates are low during the Easter holiday around biweek 8 and the summer
holiday over biweeks 15-18. It is worthwhile to point out that the estimated low
pattern is three biweeks longer than the actual summer holiday. A diﬀerent seasonal
high/low proﬁle is estimated using the stochastic formulation (SP-B-LT), showing
a continuous low transmission proﬁle lasting about six months which includes both
Easter and summer holidays, and a high pattern for most of the rest of the year. The
resulting high/low pattern can be partially explained as a diﬀerent interpretation of
the estimates based on its continuous counterpart (SP-C-LT). It is likely to consider
transmission parameters during summer and fall to have a low pattern, especially
when parameter values during winter are sightly over estimated. Additionally, these
seasonal patterns lead to very close objective function values in the stochastic formulation (SP-B-LT). In particular, the optimal seasonal pattern obtained by the
deterministic formulation gives an objective value of 1526593, which is already within
0.1% relative gap of the global solution of 1525079.
To further verify our approach based on the stochastic TSIR infectious disease
model, we estimate the transmission parameters using simulated data. In our simulations, the transmission parameters are chosen to follow a high/low seasonal pattern
which is consistent with school-term holidays of London, including Easter holiday
round biweek 8 and the summer holiday over biweeks 15-18. For each time period t,
the number of new infectious individuals It+1 is drawn from a negative binomial distribution with parameters related to the transmission parameter and It . In addition,
random measurement noise, which is assumed to follow a normal distribution with
0 mean and standard deviation of 5%, is added to our case counts. The transmis-
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Fig. 2.1. Measles in London: Comparison of the deterministic problem
(—) and the stochastic problem (- -) with continuous variables (a) and
discrete variables (b). For problems with continuous variables, these
transmission parameters are normalized about their mean values. For
problems with discrete variables, only the seasonal high/low patterns
are shown. The school holidays are indicated in gray.

sion parameters are then estimated based on simulated data using both stochastic
formulations (SP-C-LT) and (SP-B-LT).

Fig. 2.2. Simulation Result: The acutal transmission parameter values (- -) and the estimated transmission parameters (—) of ﬁve simulations. Transmission parameters are normalized about their mean
values.
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For the continuous formulation (SP-C-LT), the estimated transmission proﬁles are
normalized and shown in Figure 2.2. In general, the estimates of the transmission
parameters are close to the actual parameter values used in our simulations. However,
the diﬀerent realizations of the stochastic simulation process and the measurement
noise may still have noticeable impacts on the estimated values. The high/low seasonal patterns reported by the discrete formulation (SP-B-LT) exactly match the
actual proﬁle used in our simulations. The transmission parameter values are low
during the school-term holidays of London and stay high during the rest of the year.
For this sake of simplicity, these estimation results are not plotted here. Therefore,
the ‘strange’ high/low seasonal proﬁles estimated by the stochastic formulation may
be due to noise and poor data. They may also suggest that there are other factors
impacting the transmission rate to be explored in the future.
We also seek to verify our approach on other cities with diﬀerent holiday schedules. Here, we consider New York City and Bangkok. The time horizon considered
for New York City is 1947-1962, and a constant reporting fraction of 10.7% is used.
For estimation problems with continuous variables, the normalized seasonal proﬁles
are shown in Figure 2.3(a). Similar results are provided by both formulations. Again,
the parameter estimation based on the stochastic model is slightly more diﬀerent,
leading to higher estimated values during spring (biweeks 2-7) but lower values in
winter (biweeks 19-22). High/low transmission patterns are also estimated by the
deterministic and stochastic formulations with binary variables (Figure 2.3(b)). Furthermore, the seasonal high/low pattern obtained from the deterministic formulation
(DP-B-LT) shows nearly perfect agreement with the long summer break occurring
from mid-June to mid-September (approximately bieweeks 11-17). The one-biweek
lag of the estimated transmission pattern could be due to delays in reporting. The
low seasonal proﬁle from the stochastic formulation (SP-B-LT), however, is slightly
longer (two more biweeks after the holiday). This may due to the under estimation
of parameter values in biweeks 19 and 20.
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Fig. 2.3. Measles in New York City: Comparison of the deterministic
problem (—) and the stochastic problem (- -) with continuous variables (a) and discrete variables (b). For problems with continuous
variables, these transmission parameters are normalized about their
mean values. For problems with discrete variables, only the seasonal
high/low patterns are shown. The school holidays are indicated in
gray.

For Bangkok, we consider a time period from 1980 through 1987. Case-count data
for Bangkok is interesting for two major reasons. First, the reporting fraction over
the time horizon studied is only 3.21%, which is the lowest among all three cities.
As a result, more measurement noise may be included when generating corrected
infectious individuals from reported case counts, leading to a challenging estimation
problem. Second, the school-term holidays for Bangkok are very diﬀerent from those
of the other two data sets. There are two main breaks around one academic year;
one is from the beginning of March until mid-May (biweeks 5-9) and the other is
during the entirety of October (around biweeks 20-21). Therefore, by solving these
problems, we expect to obtain a seasonal transmission proﬁle that signiﬁcantly diﬀers
from the results for the other cities. As shown in Figure 2.4(a), nearly identical
transmission parameters are estimated by both continuous formulations (DP-C-LT)
and (SP-C-LT), demonstrating two obvious drops in the transmission rate which
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are strongly consistent with the school-term holidays for Bangkok. Moreover, the
same high/low pattern, as shown in Figure 2.4(b), is obtained using both MINLP
formulations, which, again, shows clear correlation between transmission rate and
school holidays. Similarly, the lag of the estimated transmission pattern could be due

Formula(on	
  (DP-‐C-‐LT
)	

Deterministic
Problem
Formula(on	
  
(SP-‐C-‐LT)	
  
Stochastic
Problem

1.6
1.4
1.2
1
0.8
0.6
0.4
0

5

10
15
Time (Biweeks)

20

(a) Continuous Variable

25

Transmission Parameter Pattern

Normalized Transmission Parameter

to delays in reporting.
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Fig. 2.4. Measles in Bangkok: Comparison of the deterministic problem (—) and the stochastic problem (- -) with continuous variables (a)
and discrete variables (b). For problems with continuous variables,
these transmission parameters are normalized about their mean values. For problems with discrete variables, only the seasonal high/low
patterns are shown. The school holidays are indicated in gray.

Given estimation results for three cities, we can compare the performance of different problem formulations. First, we compare diﬀerent formulations according to
whether they are based on the deterministic TSIR model or the stochastic model. For
the NLP formulations (DP-C-LT) and (SP-C-LT), the reported normalized seasonal
patterns are very close in each case, as shown in Figure 2.1(a), 2.3(a), and 2.4(a).
For MINLP formulations (DP-B-LT) and (SP-B-LT), though some diﬀerences exist
between these estimation results, similar seasonal proﬁles are also obtained, as shown
in Figure 2.3(b) and 2.4(b). To sum up, the deterministic and stochastic formulations
can lead to similar transmission proﬁles in most cases.
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Comparison between NLP formulations and MINLP formulations, again, shows
similar estimation proﬁles across various disease models. By imposing a seasonal
high/low pattern, the MINLP formulations (DP-B-LT) and (SP-B-LT), however, can
provide stronger pictures of the seasonal proﬁles of transmission rates. Instead of
visually inferring a seasonal pattern from the solution proﬁle, the reported high/low
switching pattern can be directly used to study the correlation between transmission parameters and school holidays. However, the MINLP formulations are more
computationally diﬃcult to solve due to binary variables associate with the high/low
transmission parameter patterns.

2.4.2

Performance Results

Table 2.1 shows the size of the problem formulations and the performance of our
global algorithm. These non-convex optimization problems are all very challenging
to solve to global optimality due to the large number of variables and nonlinear
constraints, and presence of binary variables. Therefore, it is necessary for us to
design a tailored global solution strategy, since common global solvers may fail to
solve them within reasonable computation time.
From Table 2.1 we ﬁnd that the global solution strategy proposed in this work
is well suited for these parameter estimation problems. All problem formulates can
be solved to 0.1% optimality with 4 minutes. Results show that the problem formulations based on the stochastic TSIR model, (SP-C-LT) and (SP-B-LT), are more
computationally eﬃcient and the average CPU time is only around 50% of the average
computation time of the deterministic formulations (DP-C-LT) and (DP-B-LT). For
either disease model, the MINLP formulation is more challenging to solve since they
consider binary variables for indicating high/low patterns. The computation times
of formulations (DP-B-LT) and (SP-B-LT) are in general about 5 times higher than
those of their NLP counterparts (DP-C-LT) and (SP-C-LT).
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Table 2.1.
Problem Size and Performance Results: number of continuous variables (V), number of nonlinear constraints (NL) and number of binary variables (B). The formulations based on the deterministc disease model with continous transmission parameter (DP-C-LT) and
with high/low pattern enforced (DP-B-LT), the formulations based
on the stochastic disease model with continous transmission parameter (SP-C-LT) and with high/low pattern enfored (SP-B-LT)
CPU Time (s)
City

Formulation

V/NL/B
Our Algorithm

BARON

DP-C-LT

1587/520/0

38.4

417.2

DP-B-LT

1615/520/26

223.0

3600∗

SP-C-LT

2627/1040/0

25.2

3600∗

SP-B-LT

2655/1040/26

121.1

3600∗

DP-C-LT

1275/416/0

51.4

379.4

DP-B-LT

1303/416/26

54.2

3600∗

SP-C-LT

2017/832/0

17.5

3116

SP-B-LT

2045/832/26

61.9

3600∗

DP-C-LT

651/208/0

38.6

3600∗

DP-B-LT

679/208/26

99.3

3600∗

SP-C-LT

1067/416/0

7.5

1637

SP-B-LT

1095/416/26

28.1

3600∗

London

New York

Bangkok
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On the contrary, the commercial global optimizer BARON fails to solve many
problem formulations within given CPU time limit (1 hour or 3600 seconds). For
the cases that BARON can solve, the corresponding computation times are signiﬁcantly higher compared with our tailored global solution algorithm. However, it is
worthwhile to point out that we only consider the default options of BARON. Tuning
option values may signiﬁcantly improve the performance of BARON in solving these
problems.
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3. A MULTI-TREE APPROACH FOR GLOBAL
SOLUTION OF ACOPF PROBLEMS USING PIECEWISE
OUTER APPROXIMATIONS1
The ﬁeld of power systems engineering deals with the generation, transmission, and
distribution of electric power. A power grid is an electric system that transfers power
from generators to demand (i.e., load), and includes ancillary devices that enable
1

Part of this section is reprinted with permission from “A Multitree Approach for Global Solution
of ACOPF Problems Using Piecewise Outer Approximations” by Liu, J., Bynum, M., Castillo, A.,
Watson, J., Laird, C.D., 2017. To Appear, Computers and Chemical Engineering, Copyright 2017
by Elsevier.

System Description:
118 buses
186 branches
91 load sides
54 thermal uni ts

One-line Diagram of I EEE 118-bus Test System
IIT Power Group, 2003

Fig. 3.1. The IEEE 118-bus benchmark system topology.
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control to ensure security, stability, and reliability in operations. In Figure 3.1, we
show a “one-line” diagram of a widely used benchmark test system that illustrates
a power grid using a simpliﬁed notation, intended for power ﬂow analysis. Nodes in
the graph correspond to buses in the transmission system, each of which may have
associated generators and loads that respectively represent sources and sinks in the
network. Nodes are connected by branches that represent transmission elements in
the network. For purposes of planning analyses and operations, a circuit-based mathematical model of the network is typically applied in order to accurately characterize
power and current ﬂows.
The U.S. electric grid is mostly an alternating current (AC) system. In an AC
system, voltages V – energy/charges quantiﬁed in Volts (V) – and currents I – charge
ﬂows quantiﬁed in Amperes (A) – are assumed to be sinusoidal waves that cycle at
a constant of 60 times per second (i.e., 60 Hz). Under the assumption of constant
frequency, the power system can be represented with phasors, which is a complex
number representing a sinusoid, and the need for modeling short-term dynamics is
removed. The result is an algebraic model of the cyclic steady-state behavior for AC
power ﬂows.
Building on a base AC power ﬂow model, the objective of the AC optimal power
ﬂow (ACOPF) problem is to determine generator set points (i.e., power output levels)
that minimize total operating costs of the system while meeting the existing loads subject to key operational limits and physical power ﬂow laws. First formulated over half
a century ago in 1962 by Carpentier (Carpentier, 1962), the ACOPF is the most representative mathematical program of steady-state operations in AC power networks.
Due to the complex number representations of voltage and current phasors and alternative strategies for calculating power and/or current ﬂows, there are a number
of diﬀerent possible formulations for the ACOPF (Cain et al., 2013). These formulations are, however, universally nonlinear and non-convex, such that the ACOPF is
currently not solved in practice due to perceived concerns over computational eﬃciency, solver reliability, and the strong desire to identify global solutions (which is

39
known to be NP-hard (Verma, 2009) even for networks with tree topologies (Lehmann
et al., 2016)). Instead, the least-cost economic dispatch for operating actual power
grids is determined using numerous simpliﬁcations of the ACOPF constraint set, the
most common being the linearized “DC” power ﬂow constraints.
A broad range of solution techniques have been applied to solve the ACOPF
problem, as surveyed in (Castillo and O’Neill, 2013b; Frank et al., 2012a,b; Ghaddar
et al., 2016; Huneault and Galiana, 1991; Low, 2014a,b; Momoh et al., 1999a,b).
General software tools exist to solve the ACOPF problem (Zimmerman et al., 2011)
and many of these tools are based on general platforms for algebraic modeling (e.g.,
AIMMS (Kuip, 2013), Ampl (Fourer et al., 1993), GAMS (Rosenthal, 2008), and
Pyomo (Hart et al., 2011, 2017)) that interface with nonlinear optimization solvers
(e.g., CONOPT (Drud, 1985), IPOPT (Wächter and Biegler, 2006), KNITRO (Byrd
et al., 2006), MINOS (Murtagh and Saunders, 1983), and SNOPT (Gill et al., 2005)).
While these nonlinear solvers do not provide any guarantee of global optimality,
and do not provide any quantiﬁcation of the optimality gap, prior analyses have
shown these techniques to be scalable and reliable depending upon the initialization
conditions, data set parameterization, and ACOPF problem formulation (Castillo
and O’Neill, 2013a). However, given the importance of these formulations to power
systems operations and electricity pricing – wholesale prices are computed as the duals
of power balance constraints at buses – there is a need for optimization techniques
that can both locate globally optimal solutions and prove their global optimality,
quickly and at scale.
A handful of recent approaches focus on development of relaxations of the ACOPF
problem to compute lower bounds on the global optima. These relaxations are convex
and can provide a (ideally tight) lower bound, certify problem infeasibility and, in
some cases, can even be provably exact under certain conditions (Huang et al., 2017;
Lavaei and Low, 2012; Low, 2014b) related to the underlying physics and network
structure (Lavaei et al., 2014; Sojoudi and Lavaei, 2012). Such relaxations are based
on semideﬁnite programming (SDP) (Bai et al., 2008; Ghaddar et al., 2016; Josz et al.,
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2015; Lavaei and Low, 2012; Madani et al., 2015; Molzahn et al., 2013; Molzahn and
Hiskens, 2014, 2015) and second-order cone programming (SOCP) (Coﬀrin et al.,
2015, 2016; Kocuk et al., 2016a; Kuang et al., 2015). While these relaxations may
provide eﬀective lower bounds on the objective function, when the relaxation is not
exact, the solution may not be feasible or even physically meaningful. Consequently,
the Lasserre hierarchy (Lasserre, 2001) that incorporates sum-of-square polynomials has been applied to tighten the SDP relaxation and guarantee global optimality (Ghaddar et al., 2016; Josz et al., 2015; Molzahn and Hiskens, 2014, 2015); however, this approach presents practical diﬃculties for eﬃcient implementation within
a branch-and-cut algorithm and becomes numerically intractable for large-scale networks. Kuang et al. Kuang et al. (2015, 2016) propose LP and SOCP hierarchies that
alleviate the computational burden of solving the polynomial optimization problems
proposed in (Ghaddar et al., 2016; Josz et al., 2015; Molzahn and Hiskens, 2014,
2015). Alternatively, local search techniques or penalty approaches can be applied to
recover ACOPF feasible solutions, but global optimality is not guaranteed (Madani
et al., 2016). Phan (Phan, 2012) proposes a Lagrangian duality-based branch-andbound speciﬁcally to solve the ACOPF to global optimality, and Chen et al. (2017)
develop a spatial branch-and-cut approach for QCQP problems, and some of their
test problems are taken from the ACOPF literature.
Here, we focus on developing rigorous deterministic optimization algorithms for
ACOPF that provide a guarantee of optimality and that can also be feasibly embedded into optimization algorithms for solving variants of the ACOPF with discrete
decision variables – which result in very diﬃcult mixed-integer nonlinear optimization models. The latter arise in numerous real-world power systems applications, including unit commitment, transmission switching, and contingency analysis. Global
solution techniques for non-convex optimization problems can be generally classiﬁed
into approximation/relaxation techniques, cutting plane (valid inequality) techniques,
and branch-and-bound techniques where deterministic algorithms may leverage more
than a single strategy. Branch-and-bound methods (Dakin, 1965; Land and Doig,
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1960) seek to solve a lower-bounding (relaxed) problem and an upper-bounding problem, progressively partitioning the search space to improve tightness of the lower
bound and allow fathoming of the search space when the lower bound is already
larger than a known upper bound. These methods have seen signiﬁcant success with
the introduction of Branch-and-Reduce (Ryoo and Sahinidis, 1995, 1996; Sahinidis,
1996; Tawarmalani and Sahinidis, 2002; Epperly and Pistikopoulos, 1997) and other
variants (Zamora and Grossmann, 1999; Kesavan and Barton, 2000; Kleniati and
Adjiman, 2014).
In contrast, multi-tree methods (Belotti et al., 2013) iteratively solve a sequence
of lower-bounding and upper-bounding problems with a variety of strategies designed
to close the gap. A promising class of multi-tree methods are known as outerapproximation (OA) methods (Duran and Grossmann, 1986; Fletcher and Leyﬀer,
1994). While ﬁrst used for convex NLPs and mixed-integer problems with convex
relaxations, these methods can also be used for non-convex problems. Typically,
mixed-integer linear programming (MILP) relaxations are formulated for the lowerbounding problem and the responsibility of branching is pushed to an MILP solver.
An important feature of multi-tree approaches is that the lower-bounding problem
need not be convex. Rather, the primary requirements are that the lower-bounding
problem can be solved to global optimality and can be reﬁned in some way to an
arbitrary level of accuracy. Further eﬃciency gains are possible with increased integration between the global optimization approach and the MILP solver (Mahajan
et al., 2011).
In this paper, we present an OA-based multi-tree approach for global solution of
the ACOPF problem. The upper-bounding problem is the well-known rectangular
power-voltage (RPQV) formulation of the ACOPF problem. The lower-bounding
problem is a piecewise outer approximation based on the SOCP relaxation of the
ACOPF problem originally introduced by Jabr (Jabr, 2006) and later extended by
Kocuk et al. (Kocuk et al., 2016b). In the next section, we introduce the RPQV
formulation and the classic SOCP-based relaxation. We then introduce a new piece-
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wise outer approximation for the ACOPF problem based on SOCP relaxations that
includes piecewise McCormick envelopes for the second-order cone surface constraint,
and piecewise relaxations for multivariate arctangent functions. This piecewise relaxation forms the lower-bounding problem in the outer approximation algorithm. The
OA-based multi-tree algorithm is discussed in Section 3.3. In Section 3.4 we discuss
the performance of this approach in terms of computational time and in terms of relative gap when compared with current state-of-the-art in convex ACOPF relaxations.

3.1

Notation

Sets
B

Set of all buses

Bb

Set of all buses connected to bus b

L

Set of all branches (transmission lines)

Lin
b

Set of all inbound branches to bus b

Lout
b

Set of all outbound branches from bus b

G

Set of all generators

Gb

Set of all generators at bus b

C

Set of simple cycles

Lc

Set of branches in cycle c

cs
Zb,k

Set of all possible combinations of partitions for sb,k and cb,k

cc
Zb,k

Set of all possible combinations of partitions for cb,b and ck,k

Parameters
Bb,k , Gb,k

Susceptance and conductance matrices for branch (b, k)

Bbsh , Gbsh

Shunt susceptance and conductance at bus b

PbD , QD
b

Real (P) and reactive (Q) power demand (or load) at bus b

PgG,min , PgG,max Minimum/maximum real power output of generator g
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Minimum/maximum reactive power output of generator g
QgG,min , QG,max
g
Vbmin , Vbmax

Minimum/maximum voltage magnitude at bus b

max
Sb,k

Apparent power magnitude limit on branch (b, k)

A0g , A1g , A2g

Coeﬃcients of quadratic production cost function of generator g

Variables
G
pG
g , qg

Real (p) and reactive (q) power output of generator g

f
pfb,k , qb,k

Real (p) and reactive (q) power ﬂow at the from end of branch (b, k)

t
ptb,k , qb,k

Real (p) and reactive (q) power ﬂow at the to end of branch (b, k)

vbr , vbj

Real and imaginary part of complex voltage at bus b

θb,k

Voltage phase angle diﬀerence between ends of branch (b, k)

cb,k , sb,k

Auxillary variables used in relaxations

ccb,k , csb,k

Auxillary variables used in relaxations

yb,k,i,j , δb,k,i,j Binary variables used in piecewise relaxations

3.2

Problem Formulation and Piecewise Relaxations
The OA-based multi-tree approach used in this paper is described in detail in

Section 3.3. The approach relies on an upper-bounding problem that can be used to
ﬁnd candidate solutions of the ACOPF problem. Here, we make use of the RPQV
formulation with IPOPT to obtain solutions to the upper-bounding problem. The
lower-bounding problem must be a relaxation of the original problem, but it need
not be convex. Rather, it must be solvable to global optimality with the ability to
reﬁne the relaxation to arbitrary tightness. In this paper, we develop a piecewise
outer approximation based on the SOCP relaxation introduced by Jabr (2006) and
extended by Kocuk et al. (2016b). This relaxation can be reﬁned by progressively
adding smaller intervals in the piecewise representation as the algorithm progresses.
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Section 3.2.1 shows the RPQV formulation used for the upper-bounding problem, and Section 3.2.2 describes the traditional (non-piecewise) SOCP relaxation.
Sections 3.2.3 and 3.2.4 show our piecewise relaxation of the ACOPF problem.

3.2.1

Rectangular Power-Voltage (RPQV) Formulation

The ACOPF problem can be formulated in many diﬀerent ways (Cain et al.,
2013). The polar formulation considers power ﬂow balances at the buses, and the
transmission line equations are written in terms of power, voltage magnitudes, and
voltage angles. The RPQV formulation replaces the voltage magnitudes and angles
with real and complex voltages, removing trigonometric functions in the power balance, but introducing additional bilinear terms in the tranmission line equations and
the voltage limits. The rectangular-current-voltage formulation (Castillo and O’Neill,
2013b) writes the transmission line equations in terms of current and voltage, and
has the favorable property that there are fewer nonlinear terms, since the bilinearities
appear at each bus instead of each branch. Each of these diﬀerent formulations are
discussed in detail in Castillo and O’Neill (2013b) and computational performance is
compared in Castillo and O’Neill (2013a).
The RPQV model is widely used to formulate ACOPF problems and is selected
for the upper-bounding problem in this work because it also forms the basis for the
SOCP-based relaxations used in the lower-bounding problem. The RPQV problem
formulation is given by,
min

X
[A2g (pgG )2 + A1g pgG + Ag0 ]

(3.1a)

g∈G

s.t.
X

f
2
D
pb,k
+ Gsh
b vb + Pb −

X

(b,k)∈Lin
b

(b,k)∈Lout
b

g∈Gb

X

X

f
qb,k
− Bbsh vb2 + QD
b −

X

(b,k)∈Lin
b

ptb,k +
t
qb,k
+

X

(b,k)∈Lbout

pgG = 0

∀b∈B

(3.1b)

qgG = 0

∀b∈B

(3.1c)

∀ (b, k) ∈ L

(3.1d)

g∈Gb

ff 2
ft
pfb,k = Gb,k
vb + Gfb,kt (vbr vkr + vbj vkj ) − Bb,k
(vbr vkj − vbj vkr )
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f
ff 2
ft
ft
qb,k
= −Bb,k
vb − Bb,k
(vbr vkr + vbj vkj ) − Gb,k
(vbr vkj − vbj vkr )

∀ (b, k) ∈ L

(3.1e)

j j
tf
j r
tt 2
r r
r j
t
pb,k
= Gb,k
vk + Gtf
b,k (vk vb + vk vb ) − Bb,k (vk vb − vk vb )

∀ (b, k) ∈ L

(3.1f)

tf
j r
t
tt 2
r j
qb,k
= −Bb,k
vk − Bb,k
(vkr vbr + vkj vbj ) − Gtf
b,k (vk vb − vk vb )

∀ (b, k) ∈ L

(3.1g)

f 2
f 2
max 2
t
max 2
(pb,k
) + (qb,k
) ≤ (Sb,k
) , (ptb,k )2 + (qb,k
)2 ≤ (Sb,k
)

∀ (b, k) ∈ L

(3.1h)

(Vbmin )2 ≤ vb2 = (vbr )2 + (vbj )2 ≤ (Vbmax )2

∀b∈B

(3.1i)

PgG,min ≤ pgG ≤ PgG,max , QG,min
≤ qgG ≤ QgG,max
g

∀g∈G

(3.1j)

The objective (3.1a) is to minimize the production cost, which is usually written
as a quadratic function of the real power generation. Here A2g , A1g , and A0g are known
coeﬃcients associated with a speciﬁc generator g. Equations (3.1b, 3.1c) are the
balance equations for both real power and reactive power at each bus b. The power
ﬂow in the “from” and “to” ends of the transmission lines are modeled with equations
(3.1d-3.1g). Here, a branch (transmission line) is denoted as l≡(b, k), where b is the
index of the bus at the from end of branch l and k is the index of the bus at the
to end. Real and reactive power injections at either end of a branch are explicitly
expressed in terms of complex voltages. These power ﬂow constraints are based on
the RPQV model, where
⎡
Gl =

⎤

Gf f , Gfl t
⎦
⎣ l
Gltf , Gltt

⎡
⎤
ff
ft
Bl , Bl
⎦
, Bl = ⎣
tf
tt
Bl , Bl

are the real and imaginary parts of the admittance matrix of branch l. Paramesh
ters Gsh
b and Bb are the shunt conductance and susceptance at bus b, respectively.

A discussion of the relationship between these power ﬂow constraints and the πtransmission model is given in Appendix D. Thermal limits on the lines are enforced
in equations (3.1h) through bounds on the square of the apparent power ﬂow at both
ends of branch l. Equations (3.1i) and (3.1j) provide bounds on the voltage magnitudes and the generator real and reactive power respectively. More details on the
RPQV model can be found in Castillo and O’Neill (2013b) and the MATPOWER user
manual. MATPOWER is a commonly-used MATLAB-based power system analysis
tool (Zimmerman et al., 2011).
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Any solution of the RPQV formulation given by equations (3.1) provides a valid
upper bound of the ACOPF problem, and this formulation is used as the upperbounding problem in this work. For the lower-bounding problem, we require a relaxation of the ACOPF problem, and we base our approach on ideas from existing
SOCP relaxations, discussed next.

3.2.2

SOCP-based Reformulation of the ACOPF Problem

The formulation (3.1) is a non-convex optimization problem due to quadratic and
bilinear terms. To support development of tight convex relaxations, Jabr (2006) was
the ﬁrst to reformulate this problem through the introduction of a set of new variables
deﬁned as,
cb,b ≡ (vbr )2 + (vbj )2 = vb2
cb,k ≡ vbr vkr + vbj vkj = |vb ||vk | cos θb,k
sb,k ≡ vbr vkj − vkr vbj = −|vb ||vk | sin θb,k
With this transformation, the quadratic and bilinear terms can be replaced by the
new variables, cb,k and sb,k , leading to the reformulation
min

X
[A2g (pgG )2 + A1g pgG + Ag0 ]

(3.2a)

g∈G

s.t.
X

(3.2b)
ptb,k +

X

f
D
pb,k
+ Gsh
b cb,b + Pb −

X

f
qb,k
− Bbsh cb,b + QD
b −

pgG = 0

∀b∈B

(3.2c)

qgG = 0

∀b∈B

(3.2d)

ft
pfb,k = Gfb,kf cb,b + Gfb,kt cb,k − Bb,k
sb,k

∀ (b, k) ∈ L

(3.2e)

ff
ft
ft
f
qb,k
= −Bb,k
cb,b − Bb,k
cb,k − Gb,k
sb,k

∀ (b, k) ∈ L

(3.2f)

tf
tt
t
= Gb,k
ck,k + Gtf
pb,k
b,k ck,b − Bb,k sk,b

∀ (b, k) ∈ L

(3.2g)

tf
tf
t
tt
qb,k
= −Bb,k
ck,k − Bb,k
ck,b − Gb,k
sk,b

∀ (b, k) ∈ L

(3.2h)

f 2
max 2
t
t
max 2
(pfb,k )2 + (qb,k
) ≤ (Sb,k
) , (pb,k
)2 + (qb,k
)2 ≤ (Sb,k
)

∀ (b, k) ∈ L

(3.2i)

(b,k)∈Lin
b

(b,k)∈Lout
b

g∈Gb

X

X

X

(b,k)∈Lbin

t
qb,k
+

(b,k)∈Lout
b

g∈Gb

47
(Vbmin )2 ≤ cb,b ≤ (Vbmax )2

∀b∈B

(3.2j)

G,max
, QgG,min ≤ qgG ≤ QgG,max
PgG,min ≤ pG
g ≤ Pg

∀g∈G

(3.2k)

where the power balance and branch injection constraints are all linear. It is worthwhile to point out that the reformulation (3.2), as written, is not mathematically
equivalent to the original formulation (3.1), and additional constraints are required
for equivalence. First, according to the deﬁnitions of cb,k and sb,k , we have
cb,k = ck,b , sb,k = −sk,b ∀ (b, k) ∈ L

(3.3)

2
c2b,k + sb,k
= cb,b ck,k ∀ (b, k) ∈ L

(3.4)

and

Note that constraint (3.4) is non-convex since it indicates the surface of a rotated
second-order cone in R4 , and we call this the second-order cone surface constraint.
In addition, we need to consider the cycle constraints, which ensure that the sum
of angle diﬀerences along each cycle (or loop) equals zero.
X

θb,k = 0

∀c∈C

(3.5a)

∀ (b, k) ∈ L

(3.5b)

(b,k)∈Lc



sb,k
θb,k =− arctan - cb,k



Here Lc denotes a simple cycle in the network. Previous work has shown that cycle constraints can be neglected for radial networks; however, for general meshed
networks, these constraints have to be enforced. Therefore, an equivalent ACOPF
problem formulation in the space of the new variables is given by equations,
(3.2), (3.3), (3.4), (3.5)

(3.6)

Note that the reformulation (3.6) is still a non-convex optimization problem due to
the second-order cone surface constraints (3.4) and the arctangent functions in the
cycle constraints (3.5).
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Equations (3.2) formed the basis for development of strong SOCP relaxations of
the ACOPF problem. Jabr (2006) ﬁrst proposed an SOCP relaxation, where the
non-convex constraint (3.4) is relaxed with the inequality,
2
≤ cb,b ck,k ∀ (b, k) ∈ L
c2b,k + sb,k

(3.7)

Though quadratic and bilinear terms are included, constraint (3.7), known as the
second-order cone constraint, is convex since the corresponding feasible region is the
surface and the inner space of a rotated second-order cone (note that cb,b and ck,k are
non-negative). The classic SOCP-based convex relaxation proposed in (Jabr, 2006)
includes equations (3.2), (3.3) and (3.7) only, excluding the cycle constraints. To
further improve the tightness of this formulation, Kocuk et al. (2016b) proposed three
strong SOCP-based relaxations, including diﬀerent relaxations of the cycle constraints
(3.5), and additional SDP-based cuts. Numerical results have shown that these strong
SOCP relaxations are tighter than the classic formulation (Jabr, 2006). Moreover,
they can provide even tighter relaxations than the SDP approach in several benchmark
problems. Although the SDP-based separation cuts provide stronger relaxations on
most of their test problems, the generation of these cuts requires solution of a number
of SDP subproblems.
While these relaxations have been shown to be quite strong, they are not appropriate for the OA-based multi-tree approach as written. That is, they cannot be reﬁned
to produce increasingly tight relaxations. Because of the favorable tradeoﬀ between
tightness of the relaxation and computational cost, the lower-bounding problem used
in this paper builds from ideas in the SOCPA formulation proposed by Kocuk et al.
(2016b). The next subsections focus on the development of piecewise representations
of the second-order cone surface constraints (3.4) and the arctangent cycle constraints
(3.5).
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3.2.3

Piecewise Relaxation of the Second-Order Cone Surface Constraint

In a typical SOCP-based relaxation, equation (3.4) is directly relaxed with the onesided second-order cone inequality (3.7). For a large number of benchmark problems,
this relaxation is tight enough and the residual of cb,b ck,k −c2b,k −s2b,k is negligible. This
means the optimal solution of the relaxation problem automatically converges to some
point very close to or even on the surface of the second-order cone. However, there
exist counter examples where this relaxation is not tight. In these cases, the optimal
solution of the relaxation problem lies in the interior of the second-order cone and
equation (3.7) alone is not enough to provide tight relaxation of the ACOPF problem.
The existence of these examples illustrates the need to enforce the full second-order
cone surface constraint (3.4) instead of (3.7) alone.
To ensure a tight relaxation, the equality constraints (3.4) needs to be considered
directly. As others have done, we continue to relax the convex side of this constraint
with the second-order cone inequality (3.7), but also add a relaxation for the other side
of the inequality based on McCormick envelopes (McCormick, 1976) on the bilinear
terms.
Introducing two new variables,
2
csb,k = c2b,k + sb,k

ccb,k = cb,b ck,k ,
the non-convex equality constraint (3.4) can be written as,
csb,k = ccb,k ∀ (b, k) ∈ L

(3.8)

Both new variables can be relaxed using standard outer approximation techniques
which give a set of linear over- and under-estimators. Since c2b,k + s2b,k is a convex
function, the linear over-estimator of csb,k is given as
L
U
csb,k ≤ (cLb,k + cUb,k )cb,k + (sb,k
+ sb,k
)sb,k − cLb,k cUb,k − sLb,k sUb,k ,

(3.9)
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providing a single linear over-estimator for the entire domain [cLb,k , cUb,k ] × [sLb,k , sUb,k ].
Note that under-estimators for csb,k are not needed because we are directly including
(3.7).
For variable ccb,k , the well-known McCormick envelopes (McCormick, 1976) provide the tightest linear envelopes. Particularly, for the domain [cLb,b , cUb,b ] × [cLk,k , cUk,k ],
we have two under-estimators
ccbk ≥ cb,b cUk,k + cUb,b ck,k − cUb,b cUk,k
ccbk ≥

cb,b cLk,k

+

cLb,b ck,k

−

(3.10)

cLb,b cLk,k

Again, note that the over-estimators are not required because we directly include
(3.7).
It is worthwhile to point out that the tightness of these over- and under-estimators
are strongly dependent on the upper and lower bounds of variables, and while the
OA-based multi-tree approach makes use of bounds tightening methods, further reﬁnement is still necessary with piecewise relaxations where the feasible domain is
split into a set of smaller regions with over- and under-estimators constructed for
each region.
In this piecewise outer approximation approach, discrete variables are required
to indicate which region is active. For this reason, the resulting relaxations are formulated as mixed-integer programming problems. There exist a number of diﬀerent
mathematical representations for piecewise over- and under-estimators (Wicaksono
and Karimi, 2008; Vielma et al., 2010; Hasan and Karimi, 2010; Misener and Floudas,
2012; Geißler et al., 2012). Previous studies have indicated that the choice of representation can strongly impact computational performance. Comprehensive comparisons for piecewise bilinear representations can be found in the literature (Gounaris
et al., 2009; Hasan and Karimi, 2010; Geißler et al., 2012). Such an analysis for the
ACOPF relaxation is beyond the scope of this paper. Here, a bivariate partitioning
is used (Hasan and Karimi, 2010) (i.e., both variables in the bilinear terms are partiL
tioned). Using [sLb,k,i , sUb,k,i ] to refer to the i-th interval for sb,k and [cb,k,j
, cUb,k,j ] to refer
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to the j-th interval of cb,k , we can write the following piecewise over-estimators for
csb,k as,
U
csb,k,i,j ≤ (cLb,k,j + cb,k,j
)cb,k,i,j

+ (sLb,k,i + sUb,k,i )sb,k,i,j

csb,k

U
L
U
− (cLb,k,j cb,k,j
+ sb,k,i
sb,k,i
)yb,k,i,j
X
=
csb,k,i,j

cs
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

∀ (b, k) ∈ L

(3.11a)

(3.11b)

cs
(i,j)∈Zb,k

sb,k,i,j ≤ sUb,k,i yb,k,i,j

cs
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.11c)

sb,k,i,j ≥ sLb,k,i yb,k,i,j
X
sb,k =
sb,k,i,j

cs
∀ (b, k) ∈ L
∀ (i, j) ∈ Zb,k

(3.11d)

∀ (b, k) ∈ L

(3.11e)

cs
(i,j)∈Zb,k

cb,k,i,j ≤ cUb,k,j yb,k,i,j

cs
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.11f)

cb,k,i,j ≥ cLb,k,j yb,k,i,j
X
cb,k =
cb,k,i,j

cs
∀ (b, k) ∈ L
∀ (i, j) ∈ Zb,k

(3.11g)

∀ (b, k) ∈ L

(3.11h)

∀ (b, k) ∈ L

(3.11i)

cs
(i,j)∈Zb,k

X

yb,k,i,j = 1

cs
(i,j)∈Zb,k

yb,k,i,j ∈ {0, 1}

cs
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.11j)

The binary variables yb,k,i,j are used to indicate which subregion [sLb,k,i , sUb,k,i ] ×
cs
[cLb,k,j , cUb,k,j ] is active for each branch (b, k). The set Zb,k
is the set of all subregions

[sLb,k,i , sUb,k,i ] × [cLb,k,j , cUb,k,j ] for each branch (b, k). The variable csb,k,i,j is the value of
csb,k within the corresponding subregion. It is equal to 0 if the subregion is not active
and equal to csb,k if the subregion is active. Similarly, sb,k,i,j and cb,k,i,j are the values
of sb,k and cb,k within the corresponding subregions.
Constraint (3.11a) is the over-estimator for each subregion. Constraints (3.11c),
(3.11d), (3.11f), and (3.11g) force sb,k,i,j and cb,k,i,j to be zero if the subregion is not
active and within the bounds of the subregion if the subregion is active. Note that
if the subregion is not active, these constraints along with (3.11a) force csb,k,i,j to be
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less than or equal to 0. Constraint (3.11i) ensures that only one subregion can be
active for each branch.
We used the following for the under-estimators for ccb,k .
ccb,k,i,j ≥ cbb,k,i,j cUk,k,j
U
+ cb,b,i
ckb,k,i,j

cc
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.12a)

cc
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.12b)

U
− cUb,b,i ck,k,j
δb,k,i,j
L
ccb,k,i,j ≥ cbb,k,i,j ck,k,j
L
+ cb,b,i
ckb,k,i,j

ccb,k

L
− cLb,b,i ck,k,j
δb,k,i,j
X
=
ccb,k,i,j

∀ (b, k) ∈ L

(3.12c)

cc
(i,j)∈Zb,k

cbb,k,i,j ≤ cUb,b,i δb,k,i,j

cc
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.12d)

cbb,k,i,j ≥ cLb,b,i δb,k,i,j
X
cbb,k,i,j
cb,b =

cc
∀ (b, k) ∈ L
∀ (i, j) ∈ Zb,k

(3.12e)

∀ (b, k) ∈ L

(3.12f)

cc
(i,j)∈Zb,k

ckb,k,i,j ≤ cUk,k,j δb,k,i,j

cc
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.12g)

ckb,k,i,j ≥ cLk,k,j δb,k,i,j
X
ckb,k,i,j
ck,k =

cc
∀ (b, k) ∈ L
∀ (i, j) ∈ Zb,k

(3.12h)

∀ (b, k) ∈ L

(3.12i)

∀ (b, k) ∈ L

(3.12j)

cc
(i,j)∈Zb,k

X

δb,k,i,j = 1

cc
(i,j)∈Zb,k

δb,k,i,j ∈ {0, 1}

cc
∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L.

(3.12k)

Similar to above, the binary variables δb,k,i,j are used to indicate which subregion
L
cc
[cLb,b,i , cUb,b,i ] × [ck,k,j
, cUk,k,j ] is active for each branch (b, k). The set Zb,k
is the set of

all subregions [cLb,b,i , cUb,b,i ] × [cLk,k,j , cUk,k,j ] for each branch (b, k). The variable ccb,k,i,j is
the value of ccb,k within the corresponding subregion. It is equal to 0 if the subregion
is not active and equal to ccb,k if the subregion is active. Similarly, cbb,k,i,j and ckb,k,i,j
are the values of cb,b and ck,k within the corresponding subregions.
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Constraints (3.12a) and (3.12b) are the under-estimators for each subregion. Constraints (3.12d), (3.12e), (3.12g), and (3.12h) force cbb,k,i,j and ckb,k,i,j to be zero if
the subregion is not active and within the bounds of the subregion if the subregion is
active. Note that if the subregion is not active, these constraints along with (3.12a)
and (3.12b) force ccb,k,i,j to be greater than or equal to 0. Constraint (3.12j) ensures
that only one subregion can be active for each branch.
The combined constraints,
(3.7), (3.8), (3.11), (3.12),

(3.13)

form the piecewise relaxation of the second-order cone surface constraints.

3.2.4

Piecewise Relaxation of the Arctangent Function in the Cycle Constraints

To obtain a convex relaxation of the reformulation (3.6), we also need to relax the
nonlinear arctangent terms in the cycle constraints (3.5). Similarly, we are interested
in constructing linear over- and under-estimators for these expressions.
Given the domain [cLb,k , cUb,k ] × [sLb,k , sUb,k ] one approach to derive piecewise relaxations is to identify the “tightest” hyperplanes which pass through each of the vertices
and lie strictly above or below the arctangent function over the domain. The two
over-estimators and two under-estimators for each arctan term can be parameterized,


sb,k
arctan
≥ αiu sb,k + βiu cb,k + γiu ∀ i ∈ {1, 2}
cb,k


(3.14)
sb,k
o
o
o
arctan
≤ αi sb,k + βi cb,k + γi ∀ i ∈ {1, 2}
cb,k
where the values of parameters α, β, and γ, are based on diﬀerent feasible domains
of sb,k and cb,k (Kocuk et al., 2016b). In Kocuk et al. (2016b), relaxations of the
arctangent functions are computed by solving four optimization problems for each
arctangent function to lift the linear planes and ensure none of the feasible region
is violated. In our approach, piecewise relaxations are desired over a number of
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subintervals, and we derive linear envelopes that pass through the arctangent function
at each of the four corners. The expressions for the parameters from our approach
are provided in Appendix C.
As before, piecewise representations are used to improve tightness as the algorithm progresses. In particular, for each arctan term, we partition the domains of
L
variables cb,k and sb,k , leading to small sub-regions [sLb,k,m , sUb,k,m ] × [cb,k,n
, cUb,k,n ], where

m=1, . . ., M and n=1, . . ., N . Note that the binary variables introduced for cb,k and
sb,k can be shared with those used in the over-estimators introduced for variable csb,k .
We use the following piecewise relaxations for the cycle constraints in (3.5).
u
sb,k,i,j
− θb,k,i,j ≥ αb,k,i,j,n
u
+ βb,k,i,j,n
cb,k,i,j

cs
∀ n ∈ {1, 2} ∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.15a)

cs
∀ n ∈ {1, 2} ∀ (i, j) ∈ Zb,k
∀ (b, k) ∈ L

(3.15b)

u
+ γb,k,i,j,n
yb,k,i,j
o
− θb,k,i,j ≤ αb,k,i,j,n
sb,k,i,j
o
+ βb,k,i,j,n
cb,k,i,j

θb,k

o
yb,k,i,j
+ γb,k,i,j,n
X
=
θb,k,i,j

∀ (b, k) ∈ L

(3.15c)

cs
(i,j)∈Zb,k

(3.11c) − (3.11j)
Note that we only need to impose cycle constraints for a set of simple cycles,
which is called a cycle basis (Kocuk et al., 2016b). For instance, in a connected
graph with n buses and m branches, the cycle basis contains a number of m−n+1
simple cycles. In larger networks, m−n+1 may still be quite large. Therefore, the
relaxations of the arctangent functions are initialized with only a single interval (no
piecewise components), and then selectively reﬁned as described in Section 3.3.
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3.3

Global Solution Framework for ACOPF
The global solution approach developed for the ACOPF problem in this paper

is a multi-tree method (Belotti et al., 2013) that iteratively solves a sequence of
upper-bounding and lower-bounding problems. The upper bound at each iteration
is found by solving the original non-convex problem to local optimality. For the
ACOPF problem in this paper, the RPQV formulation in equations (3.1) is used for
the upper-bounding problem. The lower bound at each iteration is computed using
a piecewise outer-approximation of (3.1) based on the variables in the classic SOCP
relaxation. Outer-approximation (Duran and Grossmann, 1986; Fletcher and Leyﬀer,
1994) is traditionally used for convex NLP problems or MINLP problems with convex
binary relaxations, however, convexity is not required. The lower-bounding problem
must represent a true relaxation of the original problem, it must be solvable to global
optimality, and it must be possible to reﬁne the relaxation to suﬃcient accuracy for
the desired optimality gap. In this paper, the lower-bounding problem is the piecewise
SOCP-based relaxation of the ACOPF problem given by,
(3.2), (3.3), (3.5a), (3.7), (3.8), (3.11), (3.12), (3.15),

(PW-ACOPF-R)

where the selection of intervals for each of the constraints is managed by the algorithm described below. If none of the variables are partitioned (initial relaxation),
this is a convex SOCP problem and can be solved to global optimality by local solvers.
However, if internal points (i.e., additional intervals) are added to the piecewise representation, the resulting relaxation is formulated as a mixed-integer second-order cone
programming (MISOCP) problem, which can be solved by commonly-used mixedinteger programming solvers.
Theoretically, one can achieve arbitrary tightness by simply increasing the number
of segment points. However, the resulting relaxation, formulated as a large-scale MISOCP problem, can be very challenging to solve or even become intractable. Therefore, the overall algorithm iteratively solves a sequence of lower- and upper-bounding
problems, where the lower-bounding problem is progressively and selectively reﬁned
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as the algorithm proceeds. The goal is to provide strong improvement in the tightness
of the relaxation while ensuring eﬃcient solution of the lower-bounding problem by
introducing fewer discrete variables.
Note that the lower-bounding problem (PW-ACOPF-R) is a true relaxation of the
original ACOPF problem. Therefore, if the lower-bounding problem is ever infeasible,
then the original ACOPF problem is also infeasible and the algorithm terminates.
Otherwise, the solution provides a valid lower bound of the optimal objective function
value for the ACOPF problem.
In each iteration, the upper-bounding problem is reinitialized with the solution
obtained from the lower-bounding problem and solved with a local NLP solver to
search for a better candidate solution and upper bound. If the gap between the
upper and lower bound closes, then a provably global solution has been found. While
there is no guarantee that the upper-bounding problem will converge to the global
minimum, in practice this approach has been eﬀective. Furthermore, since the lowerbounding problem is progressively reﬁned, in the limit, the solution of the lowerbounding problem will approach the global solution of the original ACOPF problem
and eventually meet the desired tolerance criteria. The algorithm terminates when the
relative optimality gap is below a given tolerance or the computational time exceeds
the desired threshold.
The performance of this global solution framework depends strongly on the tightness of the lower-bounding problem, and it is well known that reducing the bounds on
key variables can have a signiﬁcant impact. In this work, optimization-based bounds
tightening (OBBT) is used to reduce the domain of the variables and improve the relaxation. This optimization-based strategy solves two optimization problems for each
selected variable to ﬁnd the smallest lower bound and the largest upper bound where
the problem is still feasible. Global optimality is required for the OBBT problems
(so as not to improperly cut oﬀ a valid part of the feasible region), and they are derived directly from our lower-bounding problem by modifying the objective function
and adding the objective cut-oﬀ constraint based on the current upper bound. This
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OBBT approach is described well in several sources (Belotti et al., 2013; Tawarmalani
and Sahinidis, 2002; Gleixner et al., 2017). The OBBT approach is computationally
expensive. Therefore, it is only implemented on all sb,k and cb,k variables in the initial
step of the algorithm, and applied selectively thereafter. To further improve computational time, these problems are solved in parallel using Pyomo (Hart et al., 2011,
2017) and mpi4py (Dalcin et al., 2005; Dalcı́n et al., 2008; Dalcin et al., 2011).
The following algorithm is used for global optimization of the ACOPF problem:
0. Initialization: The upper bounding problem (3.1) is solved to local optimality. If the upper bounding problem is feasible, the corresponding objective
function value is used as the initial upper bound. Otherwise, the initial upper bound is set to a suﬃciently large value. An initial lower-bounding problem (PW-ACOPF-R) with no partitioning (e.g., lower and upper bounds only
are used in the relaxation) is generated. Optimization-based bound tightening
(OBBT) is performed for selected variables, including sb,k and cb,k , based on the
initial upper bound and the lower-bounding problem.
1. Solve the Lower-Bounding Problem: The

lower-bounding

(PW-ACOPF-R) is solved to global optimality.

problem

If this relaxation is in-

feasible, the original ACOPF problem is infeasible, and the algorithm
terminates. Otherwise, the lower bound on the problem is updated as needed
and the algorithm proceeds to Step 2.
2. Solve the Upper-Bounding Problem: The

original

non-convex

ACOPF

problem (3.1) is solved to local optimality with the variables initialized from
the solution of the lower-bounding problem. If the problem is feasible and the
objective is lower than the best known feasible solution, the upper bound is
updated. If the optimality gap between the current upper and lower bounds is
below the given tolerance, the algorithm terminates with the global solution. If
the algorithm execution time is larger than the maximum execution time, then
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the algorithm terminates with the best solution found. Otherwise, proceed to
Step 3.
3. Reﬁning the Lower-Bounding Problem: In this step, additional intervals are
added to the piecewise representations.

Given the solution of the lower-

bounding problem, the second-order cone surface constraints with residuals
greater than a speciﬁed tolerance are identiﬁed, and the corresponding variable
domains are further partitioned by adding new segment points according to the
solution of the lower-bounding problem. As well, the network solution is examined, and we identify simple cycles within the cycle basis that have the largest
cycle constraint violations. Similarly, the corresponding variable domains are
further partitioned by adding new segment points based on the solution of the
lower-bounding problem. Bounds for variables associated with these modiﬁed
constraints are tightened using OBBT. Proceed to Step 1.
This algorithm is used to converge ACOPF problems to global optimality as
demonstrated on a number of test cases in the next section.

3.4

Numerical Results
The primary purpose of this work is to provide an algorithm to quickly identify

global solutions to the ACOPF problem, which requires a rigorous approach to closing
any remaining optimality gap and proving global optimality of candidate solutions.
Our OA-based approach solves a sequence of upper- and lower-bounding problems
where the lower bounding problem is a piecewise relaxation of ACOPF that allows
further reﬁnement as the algorithm progresses. Here, we compare the performance of
our approach against the current state-of-the-art reported in the literature for convex
relaxations of the ACOPF problem.
Comparisons are made with the quadratic convex (QC) relaxation proposed by
Coﬀrin et al. (2016) and reﬁned in Coﬀrin et al. (2015), the classic SOCP (Jabr, 2006)
formulation (SOCP), and three strong relaxations (SOCPA, S34A, and SSDP) proposed by
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Kocuk et al. (2016b). Recall that the SOCPA is SOCP strengthened by cycle constraints
with linear cuts around the arctangent functions, the S34A is further strengthened by
imposing polynomial-based relaxations for cycle constraints arising in 3- and 4-node
cycles, and the SSDP is SOCP strengthened by generation of SDP separation cuts.
We observe that all of these relaxations (QC, SOCP, SOCPA, S34A, and SSDP) are
single relaxations and are therefore not global optimization approaches. Computational results in Kocuk et al. (2016b) do include up-front computations for bounds
tightening and generation of improved cuts. However, they are still single-pass approaches and do not iteratively reﬁne or tighten the relaxation. This diﬀerence makes
it diﬃcult to compare the performance of these approaches with our global approach,
which does provide iterative tightening of the relaxation. Therefore, when presenting
experimental results below, we report solution quality and run time of our approach
executed to termination as well as the corresponding statistics for the ﬁrst iteration
of our OA approach, i.e., a single pass that includes solution of the lower-bounding
relaxation and the upper-bounding problem.
We test our approach on 14 benchmark ACOPF test cases, including 6 standard
IEEE instances from MATPOWER (Zimmerman et al., 2011) and 8 instances (under
‘typical operating conditions’) from the NESTA test case archive (Coﬀrin et al., 2014).
The NESTA test cases are designed to contain more realistic operating data and can
be more computationally challenging than standard IEEE test cases. Our global solution framework is implemented in Python 2.7 with Pyomo 5.1 (Hart et al., 2017, 2011).
All experiments are executed on a 64-bit server with 48 CPUs (Intel(R) Xeon(R) CPU
E5-2697 v2 @ 2.70GHz) and total memory of 264 GB. All lower-bounding problems
are solved with GUROBI 6.5.2 (Gurobi Optimization, 2016), with the thread option
set to 24. The NLP problems are solved with IPOPT 3.12.6 (Wächter and Biegler,
2006) conﬁgured using the MA27 sparse linear solver (HSL, 2013).
The relative optimality gap of the global algorithm is deﬁned as
� U B LB  U B
z −z
/z ×100 where z U B and z LB are the current “best” values of the
upper and lower bounds on the objective function, respectively. The convergence
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tolerance for the relative optimality gap is set to 0.1%, the total computational time
limit is 3600 seconds, and the maximum outer iteration number limit is set to 100.

3.4.1

Comparison of Optimality Gap

In Table 3.1, we report optimality gaps resulting from both our global OA approach (including the ﬁrst iteration of our OA approach) and the single-pass convex
relaxations reported in the literature.
As shown in the table, our global approach achieves the speciﬁed target optimality
gap (less than 0.1%) for all but one test case. Comparing with speciﬁc single-pass
convex relaxations, our global approach obtains equal or smaller optimality gaps
than the QC, SOCP, and SOCPA relaxations for all test cases considered. Note that
the optimality gap tolerance is set to 0.1%, and the global approach does not reﬁne
further after this tolerance is met. Therefore, it is more important to take note of
the more challenging problems where the single-pass relaxations do not achieve tight
relaxation on their own. Although our global approach is based on similar relaxations
as the SOCP-based methods, our implementation further reﬁnes these relaxations
with the piecewise outer approximations and therefore improves the tightness of the
lower bounding problem. Finally, our proposed approach is competitive with the
tightest SOCP-based relaxation, SSDP, and yields signiﬁcant improvements over SSDP
on the nesta case3 lmbd and nesta case5 pjm cases. For the nesta case3 lmbd
and nesta case5 pjm test cases, the ﬁrst iteration of the OA approach ﬁnds a solution
that is in the interior of the second-order cone inequality, and it is likely that this
harms the quality of the other single-pass relaxations as well. However, our global
approach explicitly addresses this violation through reﬁnement of the piecewise outer
approximations and additional bounds tightening. These results show that our OAbased multi-tree approach is able to eﬀectively close the gap and solve even the more
challenging problems to global optimality.
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5.24
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0.02
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-
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0.06

0.02

0.01
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0.01

0.01

14.26

14.47

14.54

14.54

0.25

0.03

0.00

0.00

0.01

0.01

0.00
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0.00

0.00

0.00

0.00

6.22

0.43

0.97

1.25

1.32

1.24

S34A SSDP

SOCP SOCPA

QC

Single-Pass Relaxations

seconds.

1 This case failed to solve to a gap of 0.1% in the allotted time (3600s). The reported gap of 0.59% was achieved in 423

0.00

Approach

Global OA

nesta case3 lmbd

Case Name

Table 3.1.
Percentage relative optimality gap. The ‘-’ indicates no results were reported by the authors on this test case;
the ‘∗ ’ indicates results that are reported to the tenth decimal place only. Note that the optimality tolerance
for our Global OA Approach is set to 0.1%, and no additional reﬁnement is done after this gap is achieved.
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Comparing the optimality gap from the ﬁrst iteration of our OA approach with
those obtained by the other relaxations shows that the relaxations proposed in this
work are competitive with all the reported relaxations except for those based on generating SDP cuts. While SSDP relaxations are tighter than the initial OA relaxation,
this comes with an increased computational cost to solve the SDP subproblems and
generate these cuts. Furthermore, these additional cuts could be included with our
lower-bounding problem. However, the improvement in the relaxation would need to
be weighed against the increased computational cost associated with generating the
cuts.

3.4.2

Comparison of Computational Performance

One of our key objectives is to quickly generate globally optimal solutions to the
ACOPF quickly. To assess the degree to which we achieve this objective, we report
computational timing results for each of the test cases in Table 3.2. In this table, we
report the best upper bound and lower bound identiﬁed, the relative optimality gap
(in %), the solver CPU time (in s), and the number of outer iterations. Consistent
with other reported timing in the literature, this table shows only the cumulative time
required by the solvers (on both the upper- and lower-bounding problems), and omits
the overhead associated with data processing, model construction, and OBBT. All
the benchmark test cases with the exception of nesta case118 ieee can be solved
to under the 0.1% optimality gap within the time allotted, and out of that set only
the nesta case30 ieee takes longer than one minute to solve. Many of the instances
were solved within a single iteration, due to the tight variable bounds obtained by
the initial OBBT process and the strength of the SOCP-based relaxations used.
For one of the test cases, nesta case118 ieee, our global approach fails to converge to the threshold gap of 0.1% within the allotted time, and terminates with an
optimality gap of 0.59% after 4 outer iterations. The time reported in this table is
the time to obtain the listed optimality gap. In this instance, the initial relaxation is
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not very strong, and the size of the lower-bounding problem (PW-ACOPF-R) grows
dramatically as points are added to many of the piecewise relaxations. In future work,
we will explore more targeted, adaptive reﬁnement strategies to control this growth
and increase reﬁnement only where necessary. With the exception of the ﬁnal test
case, the computational times for these problems are short enough to allow global
solution of the ACOPF problem in a real-time context. However, the problem sizes
are still below those considered in practice, and further development of our global
approach is necessary to ensure reliable, eﬃcient convergence for larger systems.
Table 3.3 compares the computational performance of our global approach with
the reported solution times for the single-pass convex relaxations from the literature.
The times reported for the solution of these relaxations are taken from Kocuk et al.
(2016b) directly, and were not run on the same computing hardware or software platform as those reported for our approach, and are therefore not directly comparable.
However, all experiments are conducted on modern computing platforms, making the
qualitative comparison instructive. We further reinforce that these are solve times for
the solution of a single relaxation and upper-bounding problem only. Therefore, computational time between these approaches and our global approach are not directly
comparable since these single-pass relaxations do not include progressive reﬁnement
to close the gap. Nevertheless, the computational timing results show that the ﬁrst
iteration of our OA approach (a single pass through our algorithm) is comparable to
the times reported for these SOCP-based relaxations.
Of course, for challenging problems where the initial relaxation was not suﬃciently
tight and further iterations of the OA approach are required, the computational time
of the global approach is larger than the single-pass relaxations. This shows the
additional computational cost required to reﬁne the initial relaxation and provide
global solutions within the desired optimality gap.
Future work will focus on strategies for improving the performance of our approach
on larger test cases. Examples of possible strategies include heuristics for eﬀective
partitioning of variable domains (e.g., non-uniformly spaced partitions and relocating
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Table 3.2.
Computational Performance. Note that the solver CPU time does
not include overhead computational costs related to data processing,
model construction, and OBBT.
Upper

Lower

Gap

CPU Time Iteration

Bound

Bound

(%)

(s)

nesta case3 lmbd

5812.64

5812.64

0.00

0.25

3

nesta case5 pjm

17551.89

17536.94

0.09

50.37

16

case6ww

3143.97

3142.55

0.02

0.07

1

nesta case6 ww

3143.97

3143.43

0.02

0.11

1

case14

8081.52

8081.10

0.01

0.10

1

nesta case14 ieee

244.05

244.04

0.00

0.07

1

case30

576.89

576.45

0.08

33.01

6

nesta case30 ieee

204.97

204.78

0.09

250.02

8

case39

41864.12

41862.14

0.00

2.76

1

nesta case39 epri

96505.52

96499.21

0.01

0.72

1

case57

41737.79

41731.17

0.02

0.92

1

nesta case57 ieee

1143.27

1143.10

0.01

0.27

1

129660.69

129562.20

0.08

53.83

3

3718.64

3696.81

0.59

423.13

4

Case Name

case118
nesta case118 ieee

1 This case failed to solve to a gap of 0.1% in the allotted time (3600s). The
reported gap of 0.59% was achieved in 423 seconds.
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Table 3.3.
Comparison of computational time between global approach and solution of single relaxations.
Single-Pass Relaxations

Global OA
Case Name
Approach

1st OA

SOCP

SOCPA

nesta case3 lmbd

0.25

0.03

0.02

0.13

0.31

0.21

nesta case5 pjm

50.37

0.05

0.02

0.13

0.15

0.21

case6ww

0.07

0.07

0.06

0.26

0.32

0.46

nesta case6 ww

0.11

0.11

0.02

0.22

0.24

0.51

case14

0.10

0.10

0.05

0.38

0.41

0.61

nesta case14 ieee

0.07

0.07

0.02

0.45

0.48

0.67

case30

33.01

0.38

0.06

0.78

0.81

1.03

nesta case30 ieee

250.02

0.21

0.04

0.88

1.03

1.08

case39

2.76

2.76

0.09

0.91

0.99

0.82

nesta case39 epri

0.72

0.72

0.04

0.89

0.97

0.64

case57

0.92

0.92

0.11

1.45

1.51

1.93

nesta case57 ieee

0.27

0.27

0.08

2.04

2.09

2.17

case118

53.83

1.21

0.30

3.64

5.12

5.04

nesta case118 ieee

423.13

1.04

0.25

4.98

5.57

5.97

S34A SSDP

1 This case failed to solve to a gap of 0.1% in the allotted time (3600s). The
reported gap of 0.59% was achieved in 423 seconds.
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partitions) and improved bounds tightening procedures. For example, more computationally eﬃcient feasibility-based bounds tightening techniques could be used in
combination with OBBT. We will also explore alternative formulations for the piecewise relaxations and other relaxation strengthening ideas. For example, the power
loss constraints used to strengthen the QC relaxation in Coﬀrin et al. (2016) could
be utilized in our approach.
Future work will also include integration of our outer approximation approach
with other NLP problems involving AC power ﬂow (e.g., contingency analysis and
voltage stability) and other MINLP problems involving AC power ﬂow (e.g., unit
commitment and transmission switching).
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4. GLOBAL SOLUTION STRATEGIES FOR THE
NETWORK-CONSTRAINED UNIT COMMITMENT
(NCUC) PROBLEM WITH NONLINEAR AC
TRANSMISSION MODELS
The unit commitment (UC) problem is a key optimization problem in power systems operations (Wood and Wollenberg, 2012) for day-ahead scheduling. Due to the
scale of real-world power systems, network-constrained unit commitment (NCUC)
problems can be extremely large and computationally challenging to solve. Consequently, linearized “DC” network approximations and ex-post AC feasibility checks
are presently solved in practice because integrated UC with AC optimal power ﬂow
(ACOPF) is a discrete and nonconvex optimization problem, where AC feasibility
alone is known to be non-deterministic polynomial-time (NP) hard (Lehmann et al.,
2016). However, there is signiﬁcant interest in obtaining solutions in tractable runtimes to higher-ﬁdelity models that endogenize reactive power and voltage security
requirements into the day-ahead market process; there is evidence with even a nonglobal solution method (Castillo et al., 2016) that the inclusion of ACOPF constraint
set into the UC can lead to less costly and more reliable solutions.
The NCUC problem with nonlinear AC transmission models can be formulated as
a mixed-integer quadratically constrained quadratic programming (MIQCQP) problem, which is a sub-class of mixed-integer nonlinear programming (MINLP). General
MINLP solution techniques can be divided into one of two classes: stochastic and
deterministic methods. Stochastic methods, which include metaheuristics such as
simulated annealing, tabu search, and genetic algorithms, can be easily implemented
but fail to provide quality of convergence criteria and any guarantee of global optimality. Deterministic methods in contrast are able to rigorously determine globally optimal solutions. Single-tree deterministic algorithms, such as the well-known
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Branch-and-Bound (BB) methods (Land and Doig, 1960; Dakin, 1965), seek a global
optimum by searching a single tree using a systematic enumeration strategy consisting of three primary steps: branching, bounding, and selecting. BB-based global
optimization strategies have been well-studied and specialized, yielding strategies
such as Branch-and-Reduce (Ryoo and Sahinidis, 1996), Reduced Space Branchand-Bound (Epperly and Pistikopoulos, 1997), Branch-and-Contract (Zamora and
Grossmann, 1999), Branch-and-Cut (Kesavan and Barton, 2000), and Branch-andSandwich (Kleniati and Adjiman, 2014). In general, these approaches are suitable for
general, nonconvex MINLP problems of small or medium size, but become computationally intractable with increasing number of discrete variables.
In contrast, multi-tree methods (Belotti et al., 2013) are based on the strategy of
iteratively solving a sequence of related lower-bounding and upper-bounding problems. For MINLP problems that are convex in the continuous variable domain,
many multi-tree solution strategies – including Generalized Benders Decomposition
(GBD) (Geoﬀrion, 1972), Outer Approximation (OA) (Duran and Grossmann, 1986;
Fletcher and Leyﬀer, 1994), and Exact Cutting Plane (ECP) methods (Westerlund
and Pettersson, 1995) – are eﬀective, and have been applied to a broad range of
MINLPs in various application domains. Then for nonconvex MINLP problems with
special properties (e.g., those that are bilinear, polynomial, linear fractional, or concave separable), extensions of the above mentioned multi-tree methods can be found
in literature (Pörn et al., 1999; Pörn and Westerlund, 2000).
Our proposed global optimization algorithm for the NCUC is a multi-tree method
because it solves a sequence of mixed-integer upper-bounding problems and nonlinear
lower-bounding problems. In our approach, convex relaxations of the nonlinear AC
transmission model play a crucial role, as a strong relaxation can improve the tightness
of the mixed-integer master problem, leading to a tighter lower bound and thus faster
convergence. Promising strategies to convexify the AC transmission model include
the semideﬁnite relaxation (SDR) (Bai et al., 2008), the quadratic convex relaxation
(QCR) (Coﬀrin et al., 2016), and second-order cone relaxations (SOCR) (Jabr, 2006).
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The SDR is tighter relative to the other approaches (Lavaei and Low, 2012) but
lacks suﬃcient conditions for exactness and can terminate with a non-zero duality
gap (Kocuk et al., 2016a; Molzahn et al., 2014; Lesieutre et al., 2011), which results
in physically meaningless solutions. Since the SDR is computationally prohibitive
as the problem size increases (Bose et al., 2015; Kocuk et al., 2016b), a notable
alternative is the QCR, which is neither dominated nor dominates the SDR (Coﬀrin
et al., 2016); however the strength of the QCR depends on the assumption that voltage
angle diﬀerences are small, which may not be practical for real-world power systems.
Lastly, the SOCR (Jabr, 2006; Kocuk et al., 2016b) has a relatively loose relaxation
to its SDR and QCR counterparts but is computationally eﬃcient and solvable with
commercial solvers (i.e., Gurobi and CPLEX) used by current independent system
operators (ISOs) for dispatch and settlements. Therefore we leverage our recent work
on SOCR with reﬁnements that often out-performs the above approaches in singleiteration solve time and ﬁnal optimality gap (J. Liu et al., 2017).
In summary, we propose here (1) a NCUC formulation that explicitly includes
the ACOPF constraint set through a nonlinear AC transmission model, (2) a scalable global optimization algorithm for the resulting nonconvex MINLP problem (3)
that leverages a novel integration of multi-tree method, second-order cone relaxation,
piecewise outer approximations, and domain reduction techniques in order to arbitrarily tighten the optimality gap. To the best of our knowledge, this is the ﬁrst
global solution framework proposed for the NCUC problem with guarantee to solve
the problem to global optimality (within reasonable tolerances).
The remainder of this paper is organized as follows. In Section 4.2 we introduce
our NCUC formulation, which includes a nonlinear AC transmission network model.
In Section 4.3 we outline our global optimization algorithm. In Section 4.4 we report
numerical results on a variety of test systems.

70
4.1

Notation

Sets
B

Set of all buses {1, ..., B}

Bb

Set of all buses that are connected to bus b

G

Set of all generators {1, ..., G}

Gb

Set of all generators at bus b

L

Set of all branches (transmission lines)

Lin
b

Set of all inbound branches to bus b

Lout
b

Set of all outbound branches from bus b

Sg

Set of startup segments of generator g {1, ..., Sg }

SC

Set of all synchronous condensers {1, ..., SC}

SC b

Set of all synchronous condensers at bus b

T

Set of time periods {1, ..., T }

Parameters
Ag,n

Coeﬃcients (n = 0, 1, 2) of quadratic
production cost function of generator g

Bbsh

Shunt susceptance at bus b

Bl

Imag. part of branch l admittance matrix

Gsh
b

Shunt conductance at bus b

Gl

Real part of branch l admittance matrix

su
Kg,τ

Startup cost of generator g

Kgsd

Shutdown cost of generator g

D
Pb,t

Real power demand at bus b, time t

PtR

System reserve requirement at time t

PgG,min

Min. real power output of generator g
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PgG,max

Max. real power output of generator g

QD
b,t

Reactive power demand at bus b, time t

QG,min
g

Min. reactive power output of generator g

QG,max
g

Max. reactive power output of generator g

QSC,min
sc

Min. output of synchronous condenser sc

QSC,max
sc

Max. output of synchronous condenser sc

RDg

Ramp-down limit of generator g

RUg

Ramp-up limit of generator g

Slmax

Apparent power limit on branch l

SDg

Shutdown capability of generator g

SUg

Startup capability of generator g

su
Tg,τ

Startup cost function time segment for generator g

Tgu

Minimum uptime of generator g

Tgd

Minimum downtime of generator g

Vbmin

Min. voltage magnitude at bus b

Vbmax

Max. voltage magnitude at bus b

Variables
δg,τ,t

Startup cost segment indicator

θl,t

Voltage phase angle diﬀerence between ends
(bus b and bus k) of branch l at time t, θb,k,t

cb,k,t

Second-order cone variable

cpg,t

Production cost for generator g at time t

fp

Total production cost

f sd

Total shutdown cost

f su

Total startup cost
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pG
g,t

Real power output of generator g at time t

pfl,t

Real power ﬂow from branch l, at time t

ptl,t

Real power ﬂow to branch l, at time t

G
qg,t

Reactive power output of generator g at time t

f
ql,t

Reactive power ﬂow from branch l, at time t

t
ql,t

Reactive power ﬂow to branch l, at time t

SC
qsc,t

Reactive power output of synchronous
condenser sc at time t

a
rg,t

Real power reserve provided by generator g
at time t

sb,k,t

Second-order cone variable

ug,t

Startup status, equal to 1 if generator
g starts up at time t, 0 otherwise

vb,t

Voltage magnitude at bus b at time t,
j 2
2
r 2
vb,t
= (vb,t
) + (vb,t
)

j
vb,t

Imag. part of voltage phasor at bus b, time t

r
vb,t

Real part of voltage phasor at bus b, time t

wg,t

Shutdown status, equal to 1 if generator
g shuts down at time t, 0 otherwise

yg,t

Unit on/oﬀ status, equal to 1 if generator
g is on-line at time t, 0 otherwise

4.2

NCUC Problem Formulation
In this section, we introduce our NCUC problem formulation. We ﬁrst present

the core UC model in Section 4.2.1, which is based on the compact three-binary
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(3BIN) formulation introduced in (Morales-España et al., 2013). We then present the
widely-used rectangular power-voltage (RPQV) model in Section 4.2.2 to represent
the steady-state operations of the nonlinear AC transmission network. We integrate
these constraint sets to represent the NCUC problem that explicitly includes the
ACOPF constraint set in Section 4.2.3, which is a MIQCQP; a tailored solution
technique for this model is proposed in the following section.

4.2.1

Unit Commitment Model

We use the term UC skeleton when referring to a unit commitment model consisting only of a cost function, operating constraints, and any associated continuous and
binary variables with no network representation. We summarize several key components of the 3BIN formulation here; refer to (Morales-España et al., 2013) for further
details.

Cost Function
The total cost in UC is the sum of three major components – production costs,
startup costs, and shutdown costs – as follows:
f p + f su + f sd .
We assume that the production cost f p is a quadratic monotonically non-decreasing
function of real power generation; in practice, this is often replaced with a piecewise
approximation. Computation of f p in the quadratic case is accomplished by imposing
the constraints
p
2
G
Ag,2 (pG
g,t ) + Ag,1 pg,t + Ag,0 yg,t ≤ cg,t
X
X
p
fp =
cg,t
g∈G

t∈T

∀ g, t

(4.1a)
(4.1b)

where Ag,2 , Ag,1 , and Ag,0 are known cost coeﬃcients in ($/MW2 h), ($/MWh) and
($/h) associated with a speciﬁc generator g.
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To formulate the total startup cost, f su , we ﬁrst introduce a new binary variable
δg,τ,t , which indicates the startup type τ of generator g at time period t. In particular,
δg,τ,t takes the value of 1 if the generator g starts up at time t and has been previously
su
su
, Tg,τ
oﬄine within [Tg,τ
+1 ) hours. The logical constraints between wg,t , ug,t , and δg,τ,t

are given as
δg,τ.t ≤
ug,t =

su
Xt+1−Tg,τ
+1
su
t0 =t−Tg,τ

X
τ ∈Sg

wg,t0

δg,τ,t

∀ g, t, τ ∈ [1, Sg )

(4.2a)

∀ g, t

(4.2b)

where Sg is the number of startup types for generator g. Note that wg,t with positive
time index t are variables, otherwise wg,t are treated as constants to demonstrate
previous system status.
For a thermal unit, the startup cost is assumed to be a monotonically increasing
step function with respect to the generator’s previous oﬀ-line time. The total startup
cost is given by
f su =

X

X
g∈G

X
τ ∈Sg

t∈T

su
Kg,τ
δg,τ,t

(4.3)

su
where Kg,τ
is the cost of startup type τ for generator g. Given logical constraints

(4.2a) and (4.2b), and the monotonically non-decreasing startup cost function, it can
be shown that δg,τ,t will always solve to a binary value. In other words, instead of
explicitly deﬁning δg,τ,t as a binary, it can be relaxed as a continuous variable within
range [0, 1].
The shutdown cost of generator g is assumed to be independent of its previous
on-line states, and the total shutdown cost is:
f sd =

X

X
g∈G

t∈T

Kgsd wg,t

(4.4)

Operating Constraints
According to operating restrictions, a thermal unit must stay in one state (either
on-line or oﬀ-line) for a certain period of time before its state can be changed again.
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Such time periods vary between diﬀerent generator types. To enforce this requirement,
we have to introduce minimum uptime and downtime constraints
Xt
ug,t0 ≤ yg,t
∀ g, t
0
u

(4.5a)

t =t−Tg +1

Xt
t0 =t−Tgd +1

wg,t0 ≤ 1 − yg,t

∀ g, t

(4.5b)

where ug,t and wg,t with positive time index t are unknown variables, otherwise they
are treated as constants to indicate previous system status. Additional constraints
are required to denote the logical correlation between ug,t , wg,t , and yg,t in
yg,t − yg,t−1 = ug,t − wg,t ∀ g, t.

(4.6)

Note that these constraints ensure that a generator cannot start up and shut down
within the same time period. Given the fact that yg,t is a binary variable, imposing
constraints (4.5a), (4.5b) and (4.6) together guarantees that ug,t and wg,t take binary
values only. Consequently, ug,t , wg,t , and δg,τ,t , though initially deﬁned as binaries,
can be relaxed as continuous within [0, 1], leaving the yg,t as the only binary variables
in our UC skeleton formulation. The spinning reserve constraint is deﬁned as
X
rg,t ∀ t
(4.7)
PtR ≤
g∈G

and determines the extra generating capacity available by generators included in
the commitment solution at time t; typically, the spinning reserve is deﬁned as a
fraction of the current total power demand. The upper- and lower-bounds of generator
output is dependent on its operating state; the real power productions are constrained
by [PgG,min , PgG,max ], the startup and shutdown capabilities SDg and SUg , and state
indicators yg,t , ug,t , and wg,t where both real power generation pg,t and spinning reserve
rg,t are accounted for in
pg,t + rg,t ≤ (PgG,max − PgG,min )yg,t − (PgG,max − SUg )ug,t

∀ g, t

(4.8a)

pg,t + rg,t ≤ (PgG,max − PgG,min )yg,t − (PgG,max − SDg )wg,t+1

∀ g, t

(4.8b)

when Tgu = 1, and
pg,t + rg,t ≤ (PgG,max − PgG,min )yg,t − (PgG,max
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−SUg )ug,t − (PgG,max − SDg )wg,t+1

∀ g, t

(4.9)

when Tgu ≥ 2. The real power production is also constrained by ramp-up and rampdown limits, which are given as
pg,t + rg,t − pg,t−1 ≤ RUg

∀ g, t

(4.10a)

− pg,t + pg,t−1 ≤ RDg

∀ g, t

(4.10b)

Then, the reactive power productions are only constrained by [QG,min
, QgG,max ] and
g
yg,t in
G
QG,min
yg,t ≤ qg,t
≤ QgG,max yg,t ∀ g, t.
g

(4.11)

Synchronous condensers are not modeled with startup/shutdown costs and their reSC,max
active power output is constrained by [QSC,min
]
, Qsc
sc
SC
SC,max
QSC,min
≤ qsc,t
≤ Qsc
∀ sc, t.
sc

4.2.2

(4.12)

AC Transmission Network Model

In electric power system analysis, the RPQV model is widely-used to represent
an AC transmission network; this approach explicitly models real and reactive power
ﬂows in terms of complex voltages in the rectangular form. A transmission line is
denoted as l≡(b, k), where b is the index of the bus at the from end and k is the index
of the bus at the to end of branch l. For integration into our UC skeleton, the RPQV
model is given by
X

ptl,t +

X

f
2
D
pl,t
+ Gsh
b vb,t + Pb,t −

X

pG
g,t = 0

∀ b, t

(4.13a)

∀ b, t

(4.13b)

j j
j r
2
r r
r j
pfl,t = Glf f vb,t
+ Gfl t (vb,t
vk,t + vb,t
vk,t ) − Blf t (vb,t
vk,t − vb,t
vk,t )

∀ l, t

(4.13c)

f
j j
j r
2
r r
r j
ql,t
= −Blf f vb,t
− Blf t (vb,t
vk,t + vb,t
vk,t ) − Glf t (vb,t
vk,t − vb,t
vk,t )

∀ l, t

(4.13d)

j
j
tf
tf
j
j
2
r
r
r
r
ptl,t = Gtt
l vk,t + Gl (vk,t vb,t + vk,t vb,t ) − Bl (vk,t vb,t − vk,t vb,t )

∀ l, t

(4.13e)

l∈Lout
b

l∈Lin
b

X
l∈Lbin

t
ql,t
+

X
l∈Lout
b

g∈Gb
f
2
ql,t
− Bbsh vb,t
+ QD
b,t −

X
g∈Gb

G
qg,t
−

X

SC
qsc,t
=0

sc∈SC b
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j
j
j
j
t
2
r
r
r
r
ql,t
= −Bltt vk,t
− Bltf (vk,t
vb,t
+ vk,t
vb,t
) − Gtf
l (vk,t vb,t − vk,t vb,t )

∀ l, t

(4.13f)

2
(Vbmin )2 ≤ vb,t
≤ (Vbmax )2

∀ b, t

(4.13g)

f 2
(pfl,t )2 + (ql,t
) ≤ (Slmax )2

∀ l, t

(4.13h)

t 2
t 2
(pl,t
) + (ql,t
) ≤ (Slmax )2

∀ l, t

(4.13i)

j 2
2
r 2
where vb,t
= (vb,t
) + (vb,t
) ; see (J. Liu et al., 2017) for details on computing Gl and

Bl submatrices. Note that the RPQV problem is non-convex due to a large number
of quadratic and bilinear terms.

4.2.3

NCUC Problem Formulation

Combining the UC skeleton with the multiple-period RPQV model gives the
NCUC formulation:
min f p + f su + f sd
(4.14)
s.t.

(4.1a) − (4.13i)

which is a MIQCQP. In the next section we exploit the special mathematical structure
of this problem to solve the problem globally.

4.3

Global Solution Framework for NCUC
We now propose a global solution strategy to solve the NCUC problem. Our pro-

posed approach is outlined in Section 4.3.1 with the lower-bounding problem detailed
in Section 4.3.2 and the upper-bounding problem detailed in Section 4.3.3; for further
supporting details, refer to (J. Liu et al., 2017).

4.3.1

Global Solution Algorithm

Our proposed global solution framework is a multi-tree method and solves a sequence of lower-bounding and upper-bounding problems in the major iteration, where
we reformulate the NCUC to be a convex relaxation in the continuous variable do-
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main. More speciﬁcally, the lower-bounding problem is a mixed-integer second-order
cone relaxation (MISOCR) of (4.14), and the upper-bounding problem is a nested
multi-tree method where the subproblems of this approach are deﬁned in each minor iteration. By applying a nested multi-tree approach, both the upper-bound and
lower-bound of each major iteration are solved to global optimality. More formally,
our global optimization algorithm for the NCUC problem in (4.14) is:
Step 0. Initialization: The initial lower-bounding problem is formulated and
solved as a MISOCP (see Section 4.3.2). If the problem is infeasible, then
the NCUC problem (4.14) is also infeasible and the algorithm terminates. Otherwise, initialize the major iteration k = 1 and go to Step 2.
Step 1. Solve the Lower-Bounding Problem: Solve the MISOCP (with integer
cuts) to compute the lower bound. If the MISOCP is feasible, update the
lower bound and proceed to Step 2. Otherwise, the algorithm terminates and
the best known feasible solution of the upper-bounding problem is a globally
optimal solution to the NCUC problem (4.14).
Step 2. Solve the Upper-Bounding Problem: The upper-bounding problem is
a nested multi-tree method (see Section 4.3.3) applied to the ﬁxed integer solution obtained in Step 1 (for k > 1) or Step 0 (for k = 1). If the upper-bounding
problem is feasible to the NCUC problem (4.14) and the objective function
value is better than the best known solution, then update the upper bound. If
the optimality gap between the current upper and lower bound is below some
-tolerance, then the algorithm terminates and the global solution to the NCUC
is obtained. Otherwise, proceed to Step 3.
Step 3. Reﬁne the Lower-Bounding Problem The MISOCP in major iteration
k is tightened by adding integer cuts, which fathom sub-optimal integer solutions
that have already been visited. Increment the major iteration k = k + 1 and
proceed to Step 1.
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The convergence criteria of the proposed global solution framework depends on
the following two important aspects. First, the tightness of the MISOCP impacts
convergence speed; thus we leverage both a tight convex hull in the UC skeleton
and a strong relaxation of the RPQV formulation that is computationally eﬃcient.
Second, global optimality of the nested multi-tree method enables us to solve the
best known solution to global optimality and therefore incorporate integer cuts to the
MISOCP. Now we detail the proposed lower-bound problem in Section 4.3.2 and the
proposed upper-bounding problem in Section 4.3.3.

4.3.2

Lower-Bounding Problem

The tightness of the lower-bounding problem is important to the convergence of
the global framework proposed in Section 4.3.1. Particularly, the lower-bounding
problem is a convex relaxation of the continuous variable domain of the original
NCUC problem.
Originally proposed in (Jabr, 2006), a set of new variables are ﬁrst deﬁned as
j 2
r 2
cb,b,t = (vb,t
) + (vb,t
)

∀ l≡(b, k)

(4.15a)

j j
r r
cb,k,t = vb,t
vk,t + vb,t
vk,t

∀ l, t

(4.15b)

j
r j
r
sb,k,t = vb,t
vk,t − vk,t
vb,t

∀ l, t

(4.15c)

Therefore, the quadratic and bilinear terms in RPQV can be replaced by the new
variables, cb,b,t , cb,k,t and sb,k,t ; we refer to the MISOCR of the NCUC problem (4.14)
as the NCUC-RQ:
min
s.t.
X

f p + f su + f sd
(4.1a) − (4.12), (4.13h), (4.13i)
X f
X
D
ptl,t +
pl,t + Gsh
pG
b cb,b,t + Pb,t −
g,t = 0

l∈Lin
b

l∈Lout
b

X

X

l∈Lin
b

(4.16a)

t
ql,t
+

l∈Lout
b

(4.16b)
∀ b, t

(4.16c)

∀ b, t

(4.16d)

g∈Gb
f
ql,t
− Bbsh cb,b,t + QD
b,t −

X
g∈Gb

G
qg,t
−

X
sc∈SC b

SC
qsc,t
=0

80
pfl,t = Gfl f cb,b,t + Gfl t cb,k,t − Blf t sb,k,t

∀ l, t

(4.16e)

f
ql,t
= −Blf f cb,b,t − Blf t cb,k,t − Gfl t sb,k,t

∀ l, t

(4.16f)

tf
tf
ptl,t = Gtt
l ck,k,t + Gl ck,b,t − Bl sk,b,t

∀ l, t

(4.16g)

t
ql,t
= −Bltt ck,k,t − Bltf ck,b,t − Gltf sk,b,t

∀ l, t

(4.16h)

(Vbmin )2 ≤ cb,b,t ≤ (Vbmax )2

∀ b, t

(4.16i)

cb,k,t = ck,b,t

∀ l, t

(4.16j)

sb,k,t = −sk,b,t

∀ l, t

(4.16k)

2
c2b,k,t + sb,k,t
≤ cb,b,t ck,k,t

∀ l, t

(4.16l)

Note that the power balance, branch injection, and nodal voltage constraints are
now all linear, with the addition of the second-order cone constraints in (4.16j) −
(4.16l). These second-order cone constraints result in a strict convex relaxation since
the corresponding feasible region includes both the surface and the inner space of a
second-order cone in R4 ; to reduce the computational complexity, we do not include
the cycle constraints (Kocuk et al., 2016b) in the NCUC-RQ formulation.

4.3.3

Upper-Bounding Problem

The upper-bounding problem is a nested multi-tree method with lower-bounding
and upper-bounding subproblems that are iteratively solved in a sequence of minor
iterations. These subproblems are obtained for a ﬁxed point solution of the MISOCR,
i.e., the binary variables are ﬁxed to 0 or 1 based on the solution to the lowerbounding problem of the major iteration. Therefore, in the minor iteration the upperbounding problem is the nonlinear multi-period ACOPF, and the lower-bounding
problem is a convex relaxation of it. The lower bound is initially solved as a SOCP and
then reﬁned through optimality-based bounds tightening (OBBT) and piecewise outer
approximations, which is reformulated as a MISOCP due to the piecewise segments.
The reﬁnements result in variable domain reduction and a tightening relaxation that
eﬃciently solves for the global solution of the ACOPF to an arbitrary tolerance on
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the optimality gap; for supporting details to this nested multi-tree method, refer to
(J. Liu et al., 2017).

4.4

Numerical Results
We now test our global solution algorithm for NCUC on four benchmark prob-

lems: a 6-bus test system (Fu et al., 2006), two 24-bus test systems including RTS-79
(Subcommittee, 1979) and RTS-96 (Grigg et al., 1999), and a modiﬁed IEEE 118-bus
test system (Fu et al., 2006); the time horizon for these unit commitment test cases is
24-hours at a hourly time resolution. Our global solution framework is implemented
in PYOMO, a Python-based optimization modeling language (Hart et al., 2017). The
computation is preformed on a 64-bit server with 48 CPUs (Intel(R) Xeon(R) CPU
E5-2697 v2 @ 2.70GHz) and total memory of 264 GB. All SOCP and MISOCP are
solved with GUROBI 6.5.2 (Gurobi Optimization, 2016) and the thread option is set
to 24; the NLP subproblem is solved with IPOPT 3.12.6 (Wächter and Biegler, 2006)
using HSL linear solver MA27 (HSL, 2013). The global solution algorithm is solved
to an optimality gap below 0.5%, and the nested multi-tree method to an optimality
gap of 0.1%. The total computational time limit is 10 hours and the outer iteration
number limit is set to 30.

4.4.1

Computational Performance

Computational results are shown in Table 4.1, which reports details on our global
solution framework proposed in Section 4.3.1. The second column reports the best
upper bound, which corresponds to the best known solution to the NCUC, and the
third column reports the best lower bound, which corresponds to the solution of the
NCUC-RQ. The relative optimality gap is shown in the fourth column, followed by
the total computational time and the number of major iterations.
All problems can be solved within 0.5% optimality gap under the computational
time limit, which results in global optimality within reasonable tolerances, and only
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Table 4.1.
Numerical results for the Global Solution Algorithm to the NCUC
Problem, GUROBI6.5.2, MILPGap=0.1%
Case

Upper Bound Lower Bound

Gap (%)

CPU Time (s)

Iteration

Case6

101, 763

101, 655

0.11%

3.6

1

RTS-79

895, 096

893, 967

0.13%

266.4

1

RTS-96

886, 362

885, 707

0.07%

321.0

1

Case118

835, 926

833, 057

0.34%

8480

1

one iteration is required before the convergence. The smallest scale power system,
Case6, can be solved in 5 seconds. The two 24-bus test cases, RTS-79 and RTS-96, can
be eﬃciently solved around 5 minutes. For the most challenging case with 118 buses,
Case118, our algorithm reports the globally optimal solution within one iteration and
in approximately 2 hours and 21 minutes of run time.

4.4.2

Globally Optimal Unit Commitment Schedules

The globally optimal schedules for our test cases are shown in Table 4.2, 4.3, and
4.4; there are multiple globally optimal solutions for RTS-79, RTS-96, and Case118
(not reported here). The multiple global solutions are due to the symmetry in these
power networks, e.g., the colocation of identical generating units at a given bus in
the 24-bus case and identical branches in the 118-bus case. To partially remedy this
problem, symmetry-breaking constraints can be imposed within the global solution
algorithm for the NCUC formulation.
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Table 4.2.
Commitments for the 6-Bus System
Bus

Gen Commitment (h)

B1

G1

1-24

B2

G2

1, 12-21

B6

G3

10-22
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Table 4.3.
Commitments for the 24-Bus Systems
Bus

Gen

Commitment (h)
RTS-79

RTS-96

B1

G1, G2

Ø

Ø

B1

G3, G4

8-23

8-23

B2

G5, G6

10

Ø

B2

G7

8-24

8-24

B2

G8

8-23

8-23

B7

G9

1-23

1-23

B7

G10

9-24

10-24

B7

G11

10-18

Ø

B13

G12

11-22

1-18

B13

G13

Ø

11-22

B13

G14

Ø

Ø

B14

G15

1-24

1-24

B15

G16-G18

10-15

Ø

B15

G19, G20

10-13

Ø

B15

G21

9-24

9-24

B16

G22

1-24

1-24

B18

G23

1-24

1-24

B21

G24

1-24

1-24

B22

G25-G30

1-24

1-24

B23

G31-G33

1-24

1-24
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Table 4.4.
Commitments for the 118-Bus System
Gen

Commitment (h) Gen

Commitment (h)

G1

Ø

G28

1-24

G2

Ø

G29

1-24

G3

Ø

G30

1-24

G4

1-10, 24

G31

Ø

G5

1-24

G32

Ø

G6

Ø

G33

Ø

G7

11-22

G34

7-24

G8

Ø

G35

1-24

G9

Ø

G36

1-24

G10

1-2, 12-24

G37

8-23

G11

1-24

G38

Ø

G12

Ø

G39

Ø

G13

Ø

G40

1-10, 22-24

G14

10-22

G41

Ø

G15

Ø

G42

Ø

G16

9-16

G43

1-24

G17

Ø

G44

Ø

G18

Ø

G45

1-24

G19

Ø

G46

Ø

G20

1-24

G47

Ø

G21

8-24

G48

Ø

G22

Ø

G49

Ø

G23

Ø

G50

Ø

G24

9-23

G51

9-13

G25

Ø

G52

14-23

G26

Ø

G53

7-24

G27

1-2, 13-24

G54

9-23
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5. A GLOBAL STOCHASTIC PROGRAMMING
APPROACH FOR THE OPTIMAL PLACEMENT OF
IMPERFECT SENSORS1
A systematic approach to sensor network design is of prime importance in modern
process safety, such as the design of gas or ﬁre detection system for industrial plants
and contamination warning system for water distribution networks. To rapidly detect hazardous events and minimize the corresponding damages, eﬃcient detection
and mitigation systems depend on appropriate design of the sensor network, including
type, number, and placement of sensors. However, the optimal design of these systems
is very challenging because signiﬁcant uncertainty must be taken into consideration,
including weather and environmental conditions, hazardous event locations and characteristics, and process operation conditions and dynamics properties. Prescriptive or
semi-quantitative approaches have been widely used in sensor system design (Kessler
et al., 1998; Kumar et al., 1999; Ostfeld and Salomons, 2004). However, these heuristic techniques do not make full use of the information from high-impact scenario
simulations and fail to provide rigorous proof of the solution quality.
In the last few decades, a large body of literature has focused on developing rigorous quantitative strategies like the stochastic programming (SP) based approaches.
A number of SP-based techniques have been proposed and implemented to solve a
variety of real-world sensor placement problems (Berry et al., 2005, 2009; Legg et al.,
2012, 2013; Benavides-Serrano et al., 2013). Most of these previously proposed SP formulations have assumed perfect sensors. In reality, however, detectors are imperfect
and subject to unpredictable failures. In many practical cases, sensor unavailability
1

Part of this section is reprinted with permission from “A Global Stochastic Programming Approach
for the Optimal Placement of Gas Detectors with Nonuniform Unavailabilities” by Liu, J., Laird,
C.D., 2017. To Appear, Journal of Loss Prevention in the Process Industries,, Copyright 2017 by
Elsevier.
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can signiﬁcantly impact the performance of the entire sensor network. To improve
the reliability of the optimal placement, therefore, it is important and necessary to
explicitly consider sensor unavailability, especially the probability of a false-negative
detection. Berry et al. (2005) ﬁrst proposed an SP-based imperfect-sensor model for
the contamination warning system design in water distribution networks. Inspired by
their seminal work, Benavides-Serrano et al. (2013, 2016) presented SP formulations
for ﬂammable gas detection and mitigation systems considering sensor unavailabilities. However, the resulting sensor placement problems, formulated as large-scale
mixed-integer nonlinear programming (MINLP) problems, are very challenging to
solve due to the presence of discrete variables and nonlinear constraints. To solve
these problem eﬃciently, Benavides-Serrano et al. (2016) approximated the MINLP
formulation with a mixed-integer quadratic programming (MIQP) problem by considering up to two levels of detection redundancy.
In this paper, we focus on solving the original MINLP formulation (Berry et al.,
2005) considering nonuniform sensor unavailabilities and all detection levels. We propose a multi-tree global optimization approach depending on solutions of a sequence
of upper-bounding master problems and lower-bounding subproblems. The master
problem, formulated as a large-scale mixed-integer linear programming (MILP) problem, is a convex relaxation of the original MINLP formulation. To further improve
the tightness of the master problem, we introduce problem speciﬁc upper- and lowerbounding constraints. Theoretically, the master problem can be arbitrarily tightened
by simply adding continuous variables and linear bounding constraints. The subproblem is obtained by ﬁxing all binary variables in the original MINLP formulation.
For the optimal sensor placement problem, the resulting subproblem has zero degrees
of freedom and thus can be directly computed with a single forward simulation. In
this way, iterations cycle between the solution of the master problem and the forward
simulation of the subproblem, generating a sequence of lower and upper bounds.
The global algorithm terminates when the relative optimality gap is below a given
tolerance.
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The rest of this chapter is organized as follows. In Section 5.1, we brieﬂy review
mathematical models for sensor placement problems and global optimization techniques for MINLP problems. Section 5.2 provides notation and Section 5.3 presents
the original MINLP formulation and its mathematically equivalent MILP reformulation. Section 5.4 outlines our tailored global solution framework and master problems
formulated as mixed-integer linear programming problems. Sections 5.5 and 5.6 show
numerical results on two applications in gas detection system and water contamination warning system.

5.1

Background
In this section, we provide a brief literature review on two topics that are central

to our contribution: modeling of sensor placement problems and global optimization
techniques for general mixed-integer nonlinear programming (MINLP) problems.

5.1.1

Modeling Strategies for Sensor Placement Problems

The sensor placement problem has frequently been addressed as a special case of
the p-median problem (PMP). In a PMP, we want to locate p facilities to minimize
the weighted average distance between the demand nodes and the nearest of the
selected facilities (Hakimi, 1965). For a perfect sensor placement problem, which is
equivalent to a classic PMP, commonly-used modeling and solution strategies designed
for PMPs can be directly implemented, including heuristic and greedy algorithms.
However, most of these strategies may fail to guarantee high solution quality. Rigorous
MILP algorithms, on the other hand, provide an alternative way to solve a PMP.
Particularly, the ﬁrst stochastic programming (SP) formulation for sensor placement
in water network systems is proposed by Berry et al. (2005). With the assumption of
perfect sensors, the resulting optimization problem is formulated as an MILP problem,
which can be solved by general mixed-integer solvers.
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In real world, however, detectors are imperfect and subject to unpredictable failures. In many cases, these imperfections can signiﬁcantly impact the performance of
the entire detector system. To improve the reliability of the design, therefore, it is
necessary to explicitly consider sensor unavailability, particularly the probability of a
false-negative. A number of extensions to the original PMPs have been proposed to
handle facility unavailabilities. For instance, Snyder and Daskin (2005) presented the
reliability PMP (RPMP) based on the assumption of uniform unavailabilites. In this
approach, the probabilities produced are modeled via the binomial distribution, which
leads to an MILP problem. The median problem with unreliable facilities (MPUF) is
proposed by Berman et al. (2007), where the unvailabilities are assumed to be uniform
and the detection levels are limited to a given number. For a comprehensive review
of the unavailability considerations into the PMPs please refer to Benavides-Serrano
et al. (2013) and Snyder et al. (2015).
In the context of stochastic programming approaches, the ﬁrst imperfect-sensor
model is presented by Berry et al. (2009). This model, though originally proposed
to design contaminant warning systems in water networks, is general and well suited
for any sensor placement problem considering unavailabilities. However, the resulting
MINLP problem is very diﬃcult to solve due to strong nonlinearities. To partially
redeem this challenge, previous work has assumed a uniform unavailability across all
sensors in the network (Benavides-Serrano et al., 2013). However, this assumption is
not always reasonable since the probability of sensor failure usually depends on the
detector type, maintenance condition, and environment. An alternative approach is
recently proposed by Benavides-Serrano et al. (2016) based on reducing the number
of detection levels while maintaining nonuniform unavailabilities. Sensitivity analysis
has shown that for small-to-moderate unavailabilities we only need to consider a small
number of detection levels. However, it is worth pointing out that these SP-based
formulations are merely approximations of the actual MINLP problem. As a result,
none of these approaches can guarantee the solution quality or global optimality.
To the best of our knowledge, there exists no global optimization framework that

90
is speciﬁcally designed to solve general sensor placement problems with nonuniform
unavailabilites.

5.1.2

Global Optimization for Mixed-Integer Nonlinear Programming
Problems

Sensor placement problems considering nonuniform unavailabilities can be formulated as MINLP problems. Two major solution techniques can be used here:
stochastic methods and deterministic methods. Stochastic approaches, such as random search, simulated annealing, and genetic algorithms, can be easily implemented.
However, none of these algorithms can provide a guarantee of the solution optimality. The deterministic methods, in contrast, are able to rigorously identify globally
optimal solutions. The single-tree deterministic algorithms, such as the well-known
BB methods (Land and Doig, 1960; Dakin, 1965), seek the global optimum on a
single searching tree using a systematic enumeration strategy including major steps:
branching, bounding, and selecting. Alternatively, the multitree methods are based
on iteratively solving a sequence of master problems and subproblems.
The proposed global optimization algorithm is regarded as a multi-tree method,
since it is an iterative algorithm relying on solutions of a sequence of mixed-integer
master problems and nonlinear subproblems. The master problem, which formulated
as an MILP problem, is a convex relaxation of the original MINLP problem formulation. The master problem is derived from the zero-one polynomial reformation of the
original MINLP formulation. The upper bounding subproblem is obtained by ﬁxing
all binary variables, which, in this case, results in a subproblem that can be directly
computed with a single forward simulation. In this way, iterations cycle between the
solution of the master problem and the subproblem, generating a sequence of lower
and upper bounds. The global algorithm terminates when the relative optimality gap
is below a given tolerance.
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5.2

Notations

Sets
A

Set of hazardous scenarios

L

Set of candidate detector locations

La

Set of locations providing detection of scenario a, La ⊆L

La,i

Set of locations providing detection of scenario a
better than location i, La,i ⊂La

D

Set of dummy location, {D}

Parameters
αa

Probability of scenario a

da,i

Damage coeﬃcient (≥ 0) for scenario a at location i

smax

Maximum number of detectors allowed in the network

q̄i

Time-averaged unavailability for detector placed at location i

p̄i

Time-averaged availability for detector placed at location i

Variables
xa,i

Probability that a detector placed at location i is
the ﬁrst to detect scenario a

x̃a,D

Log of the probability that dummy location D is
the ﬁrst to detect scenario a

si

Binary variable that equals to 1 if a detector is
placed at location i and 0 otherwise

zi,j1 ,··· ,jn

Continuous variable between 0 and 1, zi,j1 ,...,jn ≡si sj1 · · · sjn
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5.3

Stochastic Programming Formulations for Sensor Placement Problems
The original SP formulation considering imperfect sensors was proposed by Berry

et al. (2009) to design a contaminant warning system for water distribution networks.
In this model the nonuniform unavailabilities are explicitly taken into account, and
the resulting optimization problem is formulated as an MINLP problem. However,
this problem is challenging due to strong nonlinearities arising from multiplication of
binary variables. To solve this problem to global optimality, we propose a mathematically equivalent formulation based on the log-transformation of the original problem
formulation. In this new formulation, nonlinearties are signiﬁcantly reduced and
nonlinear constraints only arise from univariate convex functions. This feature can
strongly facilitate the development of the global solution strategy. To motivate the
new formulation, previous formulations for perfect and imperfect sensors are ﬁrst
introduced, followed by a description of the global solution approach.

5.3.1

Perfect-Sensor Placement Problem

The perfect-sensor placement problem, labeled (SP), is a classic P-median problem
(PMP).
min
s,x

s.t.

X

X

αa

a∈A

i∈La

X
i∈La

S

S

da,i xa,i
D

xa,i = 1

∀a∈A

D

xa,i ≤ si
X
si ≤ smax

∀ a ∈ A, i ∈ La

(SP)

i∈L

si ∈ {0, 1}
0 ≤ xa,i ≤ 1

∀i∈L
∀ a ∈ A, i ∈ La

Here, A presents the set of hazardous scenarios and L presents the set of candidate
sensor locations. Set La ⊆L consists of candidate locations that can provide detec-
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tion of scenario a and set D={D} includes a dummy location where a virtual perfect
sensor is always placed to “detect” any undetectable scenario. The objective is to
select a sensor placement that minimizes the expected damage cost across all possible scenarios in A. The parameter αa is the probability (or weight) of scenario a,
which is obtained from the scenario distribution based on the historical records or
simulations. Parameter da,i ≥0 is the damage coeﬃcient, which can be measured by
the detection time of scenario a at location i. The values of these damage coeﬃcients
are obtained from computer-aided simulations, such as computational ﬂuid dynamics
(CFD) simulations for gas leaks and hydraulic simulations for water contamination.
Binary variable si is an indicator for a sensor placed at location i. If a detector is
installed at location i then si =1, otherwise si =0. Continuous variable xa,i indicates
the probability that hazardous scenario a is ﬁrst detected by the sensor placed at
location i. Given a certain sensor placement, it is possible that detection is not
achieved for every individual scenario in A. In other words, there may exist some
scenarios that can not be detected by the current sensor placement. To account for
this situation, a dummy location set D is introduced. For scenario a, da,D , the damage
coeﬃcient at the dummy location is the damage that would result if the scenario went
undetected. In the absence of this data, the damage coeﬃcient is set to a value that
is signiﬁcantly higher than the largest da,i among all candidate locations in La .
The ﬁrst constraint in formulation (SP) guarantees that the summation of the
“ﬁrst-to-detect” probabilities equals 1 for each scenario (recall that the dummy location is included). For each non-dummy location the second constraint enforces xa,i =0
if there is no sensor placed at location i, i.e., si =0. Otherwise, xa,i ≤1 and the second
constraint is redundant. Note that the probability of the dummy location, xa,D , is
not explicitly provided. However, it can be interpreted from the ﬁrst and second
constraints. The third constraint provides an upper bound of the total number of
detectors that can be allocated in the system (not including the virtual sensor placed
at the dummy location D), where smax is the maximum number of detectors allowed.
It can be shown that in a sensor placement problem, this constraint is always ac-
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tive, meaning the maximum number of sensors are used, at the optimal solution.
Therefore, it is valid to rewrite it as an equality constraint.
The perfect-sensor placement model (SP) is formulated as an MILP problem,
which can be eﬃciently solved by common mixed-integer solvers. It is worthwhile
to point out that this optimization problem has an interesting property in that the
continuous variable xa,i always solves to a binary value, either 0 or 1. For scenario
a, xa,i =1 means the damage coeﬃcient da,i is the smallest among all locations placed
with sensors. In other words, xa,i indicates which sensor is the “ﬁrst” to detect
hazardous scenario a in terms of the ordered damage coeﬃcients. Formulation (SP)
is known as the “perfect-sensor” model.

5.3.2

Original Imperfect-Sensor Placement Problem Formulation

The imperfect-sensor SP model, labeled (impSP), was originally proposed by
Berry et al. (2009) to design contaminate warning systems for water distribution
networks. From a mathematical perspective, this problem formulation is suitable for
general sensor placement problems arising from various areas.
min
s,x

s.t.

X

X

αa

a∈A

i∈La

X
i∈La

S

S

da,i xa,i
D

xa,i = 1

∀a∈A

D

xa,i = p̄i si

Y

(1 − p̄j sj )

∀ a ∈ A, i ∈ La

j∈La,i

X

(impSP)

si ≤ smax

i∈L

si ∈ {0, 1}
0 ≤ xa,i ≤ 1

∀i∈L
∀ a ∈ A, i ∈ La

Compared with the perfect-sensor formulation (SP), the imperfect-sensor problem
has the same objective function to minimize the expected damage cost across all hazardous scenarios in A. The only diﬀerence between the perfect- and imperfect-sensor
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formulations lies in the constraints related to the “ﬁrst-to-detect” probability xa,i .
In imperfect-sensor formulation (impSP), xa,i is expressed as a zero-one polynomial
as shown in the second constraint. Here, set La,i ⊂La includes candidate locations
that can provide detection of scenario a better (i.e., smaller damage coeﬃcient) than
location i. In particular, if candidate location i is already the best location to detect scenario a, we have La,i =Ø and xa,i =p̄i si . Parameter p̄i =1 − q̄i is the given
time-averaged availability of a detector placed at location i, and parameter q̄i is the
corresponding time-averaged unavailability. Further description of this formulation
can be found in the original paper (Berry et al., 2009).
It is worthwhile to point out that the imperfect-sensor placement problem
(impSP), though formulated as an MINLP problem, can be reformulated as a mathematically equivalent MILP problem. In fact, formulation (impSP) is a zero-one polynomial programming problem, where the nonlinearities only arise from the expression
of probability xa,i . Note the second constraint can be rewritten as
xa,i

N
X
=
(−1)n Φa,i,n

(5.1)

n=0

Here, N = min(smax −1, |La,i |), where |La,i | denotes the cardinality of set La,i . If n=0
we have
(5.2)

Φa,i,0 = p¯i si
For any n>0, the polynomial Φa,i,n is deﬁned as
X

p̄i p̄j1 · · · p̄jn si sj1 · · · sjn

(5.3)

where Qa,i,n is a set of n-tuples of locations in La,i and |Qa,i,n | =

�|La,i |
. Particularly,
n

Φa,i,n =

(j1 ,...,jn )∈Qa,i,n

Qa,i,1 =La,i .
For each (j1 , ..., jn ) ∈ Qa,i,n , we introduce new binary variable zi,j1 ,...,jn ≡
si sj1 · · · sjn and the corresponding logic relationships are
zi,j1 ,...,jn ≥ si + sj1 + · · · + sjn − n
zi,j1 ,...,jn ≤ sk

(5.4)
∀ k ∈ {i, j1 , · · · , jn }
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Given the fact that s is binary variable, imposing above constraints guarantees that z
solves to a binary value. As a result, binary variable z can be relaxed as a continuous
variable within the range of 0 to 1.
Now each zero-one polynomial Φa,i,n can be written as a linear function of z
Φa,i,n =

X

∗
z
Pi,j
1 ,...,jn i,j1 ,...,jn

(5.5)

(j1 ,...,jn )∈Qa,i,n
∗
where parameter Pi,j
=p̄i p̄j1 · · · p̄jn .
1 ,...,jn

Replacing the second constraint in formulation (impSP) with constraints (5.1),
(5.2), (5.4), and (5.5) gives a mathematically equivalent reformulation formulated
an MILP problem. Note that linearization techniques designed for general zeroone polynomial programming problem can be used here, which may lead to various
linear cutting planes. However, in this MILP reformulation, the numbers of variables
and constraints are O(|A|·|L|smax ). In real-world applications, we usually consider
hundreds of scenarios and candidate locations, and the value of smax may vary from
5 to 50. As a result, the MILP reformulation can easily become computationally
prohibitive to solve directly or even intractable. Therefore, we need an approach that
can progressively introduce this complexity only as needed.

5.4

Global Solution Framework for Optimal Placement of Imperfect Detectors
In this section, we propose a tailored global solution strategy to solve the gen-

eral imperfect-sensor placement problems (impSP). We propose in Section 5.4.1 the
global solution framework based on solutions of a sequence of lower bounding master problems and upper bounding subproblems. Provided with all binary decisions,
fortunately, the subproblem is a square system which can be directly computed with
a single forward simulation. The master problem, however, is a convex relaxation
of the MINLP formulation (impSP). We present detailed formulation of the master
problem in Section 5.4.2.
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5.4.1

Global Solution Algorithm

Regarded as a multitree method, our global solution framework is an iterative
algorithm relying on solving a sequence of lower bounding master problems and upper
bounding subproblems. In our algorithm, a major iteration is deﬁned as a pair of
master/subproblem solves.
The master problem, formulated as an MILP problem, is a convex relaxation of
(impSP). If the master problem is infeasible, the corresponding sensor placement
problem is also infeasible and the algorithm terminates. Otherwise, the master problem provides a valid lower bound of the objective function value and a candidate set
of binary values for the discrete decision (e.g., the sensor placement, si ). The mixedinteger master problem can be reﬁned by adding integer cuts, which can eliminate
all integer solutions that have been previously visited. As a result, diﬀerent solutions
are obtained during each major iteration. The master problem can also be reﬁned by
adding linear cuts, which can reduce the searching space and lead to a tighter MILP
relaxation.
A corresponding subproblem is obtained by ﬁxing all binary variables present
in the formulation (impSP) to the values from the solution of the master problem.
In this particular formulation, when all binary variables are speciﬁed, the resulting
upper bounding subproblem has no degree of freedom and can be computed directly
through a forward simulation. The subproblem provides a valid upper bound of the
objective function value.
The algorithm proceeds through a series of major iterations, cycling between the
solution of a mixed-integer lower bounding master problem and a forward simulation
of the upper bounding subproblem, yielding a sequence of lower and upper bounds.
Finally, the algorithm terminates when the relative optimality gap is below a given
tolerance. More formally, the global optimization framework is given as follows:
Step 0 Initialization The initial mixed-integer master problem (without any integer cut) is formulated and solved. If the problem is infeasible, then the original
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sensor placement problem is also infeasible and the algorithm terminates. Otherwise, go to Step 2 Solving the Upper Bounding Subproblem.
Step 1 Solving the Lower Bounding Master Problem The

mixed-integer

master problem is solved to global optimality (candidate master problem
formulations are presented in Section 5.4.2). If the master problem is feasible,
update the current lower bound and proceed to Step 2 Solving the Upper
Bounding Subproblem. Otherwise, the algorithm terminates, the current upper
bound is the best value of the objective function and the corresponding solution
is the globally optimal solution.
Step 2 Solving the Upper Bounding Subproblem Given the integer solution
obtained in the previous step, the nonlinear subproblem is fully determined
and thus merely a forward simulation. If the objective function value is lower
than the current upper bound, update the upper bound and record the corresponding solution. If the optimality gap between the current upper and lower
bound is below the tolerance, the algorithm terminates and the global solution
is obtained. Otherwise proceed to Step 3 Reﬁning the Lower Bounding Master
Problem.
Step 3 Reﬁning the Lower Bounding Master Problem The current MILP
master problem is reﬁned by adding integer cuts to eliminate the current integer solution. Problem speciﬁc linear upper- and lower-bounding constraints can
also be added to further tighten the master problem (details are presented in
Section 5.4.2). Proceed to Step 1 Solving the Lower Bounding Master Problem.
The convergence speed of this global solution framework strongly depends on the
tightness of the lower bounding master problem. Thus, it is crucial to introduce
a strong but computationally eﬃcient relaxations as the master problem. In the
rest of this section, we focus on developing tight convex relaxations of the MINLP
formulation (impSP).
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5.4.2

MILP Relaxation with Upper-Bounding Constraints

As previously mentioned, the size of the MILP reformulation of (impSP), measured by the number of variables and constraints, is O(|A|·|L|smax ). This is because
that we consider all detection levels up to smax for each scenario a. To reduce the size
of the resulting MILP reformulation, thus, we can truncate the expression of probability constraints and only consider detection levels up to K, where Ksmax . In
addition, the new MILP formulation is a relaxation of the original problem (impSP)
since variables and constraints related to higher detection levels are not explicitly
enforced.
Recall the probability constraints in the original MINLP formulation (impSP)
Y

xa,i = p̄i si

(1 − p̄j sj )

(5.6)

j∈La,i

If we only consider K detection levels, then the above equality constraint can be
relaxed by a set of inequality constraints
xa,i ≤ p̄i si

Y

(1 − p̄j sj ) ∀ (j1 , · · · , jM ) ∈ Qa,i,M

(5.7)

j∈{j1 ,··· ,jM }

where M = min(K−1, |La,i |). Qa,i,M is a set of M-tuples of locations from set La,i .
�

The cardinality of Qa,i,M is |LMa,i | .
For instance, if we only consider one detection level (i.e., K=1), the resulting
inequality constraint is
xa,i ≤ p̄i si

(5.8)

If we only consider two detection levels (i.e., K=2), the resulting inequality constraints
are
∗
zi,j ∀ j ∈ La,i
xa,i ≤ p̄i si − Pi,j

(5.9)

∗
Recall Pi,j
=p̄i p̄j and Qa,i,1 =La,i . For continuous variables z, we have

zi,j ≥ si + sj − 1
zi,j ≤ si , zi,j ≤ sj

(5.10)
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Therefore, the convex relaxation of the MINLP formulation (impSP) up to two
detection levels is given as
min
s,x

s.t.

X

X

αa

a∈A

i∈La

X
i∈La

S

S

da,i xa,i
D

xa,i = 1

∀a

D

∗
xa,i ≤ p̄i si − Pi,j
zi,j

∀ a, i, j

zi,j ≥ si + sj − 1

∀ i, j

zi,j ≤ si , zi,j ≤ sj
X
si ≤ smax

∀ i, j

(impSP-R2)

i∈L

si ∈ {0, 1}
0 ≤ xa,i , zi,j ≤ 1

∀i
∀ a, i, j

We label this (impSP-R2) to indicate that it is a relaxation of the original MINLP
formulation (impSP) with enforced probability constraints up to two detection levels.
Note that the relaxation (impSP-R2) is diﬀerent from the approximation proposed in
previous work Benavides-Serrano et al. (2016), which considers two detection levels
while enforce probabilities of all higher detection level to be zero. In other words,
our relaxation can report a valid lower bound of the objective function of the original
formulation (impSP), while their approximation can not provide a valid lower bound.
Given positive damage coeﬃcients da,i , the optimization problem tends to push
all xa,i down to the lowest possible value so that the object function value is minimized. However, the ﬁrst constraints in formulation (impSP-R2) requires that the
probabilities for each scenario sum to 1. Therefore, locations with larger damage
coeﬃcients will still be pushed down to their lower bounds, while the locations with
small damaged coeﬃcients will be pushed to their upper bound. In other words, at
the optimal solution, for each (a, i) pair, at least one of the inequality probability
constraints in (impSP-R2) will be active and become equality-constrained. As a re-
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sult, the relaxation (impSP-R2) provides an exact upper bound of every xa,i up to
two detection levels.
According to this special property, to further tighten the MILP relaxation, we
can impose upper bounding constraints for higher detection levels. For instance, if
three detection levels are enforced, we need to introduce additional upper bounding
constraints
∗
∗
∗
z − Pi,j
z + Pi,j
z
∀ (j1 , j2 ) ∈ Qa,i,2
xa,i ≤ p̄i si − Pi,j
1 i,j1
2 i,j2
1 ,j2 i,j1 ,j2

(5.11)

and corresponding constraints for continuous variable z
zi,j1 ,j2 ≥ si + sj1 + sj2 − 2

(5.12)

zi,j1 ,j2 ≤ si , zi,j1 ,j2 ≤ sj1 , zi,j1 ,j2 ≤ sj2
Theoretically, we can simply increase the number of detection levels to achieve arbitrary tightness of the relaxation problem. Particularly, if we consider detection levels
up to smax , then the resulting relaxation problem is the tightest and is mathematically
equivalent to the original MINLP formulation in terms of the optimal solution. In
practice, trade-oﬀs have to be made between tightness and computational eﬃciency.
Roughly speaking, |Qa,i,M | is O(|La,i |M ). To further tighten the relaxation problem,
we can gradually add more upper-bounding constraints for some selected locations
and/or scenarios. For instance, according to previous solutions, upper-bound constraints up to higher detection levels can be added in Step 3 during every iteration
of our global solution strategy mentioned in Section 5.4.1.

5.4.3

MILP Relaxation with Lower-Bounding Constraints

To improve the tightness of the MILP relaxation problem, we can also impose
lower-bounding constraints. In the original MINLP formulation (impSP) we enforce
the summation of the ﬁrst-to-detect probabilities to be 1
X
i∈La

S

xa,i = 1
D

(5.13)
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Note that the probability of the dummy location, xa,D , is implicitly determined by this
constraint. However, xa,D can be directly expressed in terms of a zero-one polynomial
xa,D =

Y

(1 − p̄j sj )

(5.14)

j∈La

Imposing (5.14) also guarantees the summation of probabilities to be 1. As a result,
it can used to replace (5.13) in the original formulation (impSP) and the convex
relaxation (impSP-R2). Particularly, we will focus on developing tight lower bounding
constraints for xa,D .
First, the log-transformation of (5.14) gives
x˜a,D =

X

sj ln q̄j

(5.15)

j∈La

where we deﬁne a new variable x̃a,D ≡ ln(xa,D ). To obtain a mathematically equivalent
reformulation of (5.14), we also need to recover xa,D from
xa,D = exp(x̃a,D )

(5.16)

Note that exp(x̃a,D ) is a univariate convex function, which can be relaxed using a set
of linear under-estimators
exp(x̃a,D ) ≥ exp(x̃∗a,D,m )(x̃a,D − x̃∗a,D,m + 1) ∀ m ∈ Ma

(5.17)

where segment points x̃∗a,D,m are prespeciﬁed over the feasible domain of x̃a,D and
|Ma | is the number of such segment points.
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Combining (5.16) and (5.17) provides lower-bounding constraints for xa,D . The
resulting convex relaxation, formulated as an MILP problem, is then given as
min
s,x

s.t.

X
a∈A

αa

X
i∈La

S

da,i xa,i
D

∗
xa,i ≤ p̄i si − Pi,j
zi,j
X
sj ln q̄j
x̃a,D =

∀ a, i, j
∀a

j∈La

xa,D ≥ exp(˜
x∗a,D,m )(˜
xa,D − x˜∗a,D,m + 1)

∀ a, m

zi,j ≥ si + sj − 1

∀ i, j

zi,j ≤ si , zi,j ≤ sj
X
si ≤ smax

∀ i, j

(impSP-R2D)

i∈L

si ∈ {0, 1}
0 ≤ xa,i , zi,j ≤ 1

∀i
∀ a, i, j

We label this problem (impSP-R2D) to indicate that it is a relaxation of the original
MINLP formulation (impSP) with speciﬁc upper-bounding constraints up to two
detection levels and lower-bounding constraints for the dummy location. It is used
as the master problem in our global solution strategy mentioned in Section 5.4.1.
Theoretically, we can arbitrarily tighten under estimation of an exponential term
by simply adding more linear under-estimators (5.17). However, this may cause
numerical diﬃculty in solving (impSP-R2D) since the problem size can be extremely
large and the under-estimators are nearly linearly dependent. As a result, we only
consider a small number of segment points, which are selected to provide relatively
tight under-estimations. To further tightening, we can adjust segment point locations
and/or gradually add linear under-estimators in Step 3 within each iteration of our
global algorithm mentioned in Section 5.4.1.
In many multi-tree algorithms, integer cuts are added to the master problems to
cut oﬀ integer solutions that have been visited. From a mathematical perspective,
it is similar to fathoming a node in the branch-and-bound methods. According to
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our numerical experiments, we notice that an integer solution, which is “close” to the
previously visited ones, is likely to be returned in later iterations. Here, two integer
solutions are considered close if the corresponding placements have only one diﬀerent
location. The conventional integer cut, which only cuts oﬀ one integer solution each
time, is not eﬃcient enough to signiﬁcantly improve convergence speed. Therefore,
in this work we impose the “strong” integer cut which can cut oﬀ a set of candidate
integer solutions that are close to the current integer solution. Since each subproblem
is simply a forward simulation, it is computationally eﬃcient to check all integer
points that are eliminated by the strong integer cut. By doing that, we also increase
the probability to further improve the upper bound of the problem. Note that these
forward simulations are independent and can be computed in parallel.

5.4.4

Implementation

Our global solution framework is implemented in PYOMO, a Python-based optimization modeling language (Hart et al., 2017). The computation is preformed on a
64-bit server with 48 CPUs (Intel(R) Xeon(R) CPU E5-2697 v2 @ 2.70GHz) and total
memory of 264 GB. All MILP relaxation problems are solved with CPLEX 12.5.1
(ILOG, 2013) and the thread option is set to 24. All NLP subproblems are directly
computed through forward simulations. The relative optimality gap of the global algorithm is set to be 0.1%. The total computation time limit is 1 hour (3600 seconds)
and the outer iteration number limit is set to 100. For the propose of comparison, all
problems are directly solved to global optimality with BARON 16.12.7 (Tawarmalani
and Sahinidis, 2002) with the relative optimality gap of 0.1% and the CPU time limit
of one hour. In this work, the proposed global solution algorithm for imperfect-sensor
placement problems is tested on two cases: optimal sensor placements in a ﬂammable
gas detection system and a water contamination warning system.
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5.5

Case Study: Gas Detection System
The data set used here is previously employed by Benavides-Serrano et al. (2013,

2016) and Legg et al. (2012, 2013). It is based on a real, medium-scale, proprietary oﬀshore facility geometry capturing the full process features, such as equipment, piping,
and support structures. Gas dispersion scenario simulations are provided by GexCon
using FLACS, a validated tool for gas dispersion and explosion modeling in the technical safety context. Particularly, this data set consists of 270 hazard scenarios and
994 potential gas detector locations. The damage coeﬃcient da,i is the detection time,
which is equal to the time diﬀerence between the initiation of hazardous scenario a
and the ﬁrst time when the local gas concentration at location i is above a speciﬁed
threshold (10% in this case). To capture undetected scenarios, the damage coeﬃcient
at the dummy location is set to be a suﬃciently large value. For a complete discussion
regarding the data set, the data generation, and the data collection procedure please
refer to the previous work (Benavides-Serrano et al., 2015).

5.5.1

Sensor Placement Results

For the purpose of comparison, we consider the perfect-sensor formulation (SP)
and the original imperfect-sensor formulation (impSP). To demonstrate the eﬀect
that sensor unavailabilities have on the optimal placement, we consider three levels
of sensor failure probability: 0.1 (low), 0.2 (medium), and 0.3 (high). For candidate
location i, the time-averaged unavailability q̄i is randomly selected from a normal
distribution, where the mean value is the unavailability level (e.g., 0.1, 0.2 or 0.3) and
the variance is 10% of the corresponding mean value. For each sensor unavailability
level, smax , the number of sensors, varies from 1 to 50.
Figure 5.1 shows the optimal objective values reported by the perfect- and
imperfect-sensor models under diﬀerent q̄ and smax . In particular, Figure 5.1(a) uses
perfect-sensor formulation for placement but evaluates detection time with imperfect
sensors. On the other hand, Figure 5.1(b) explicitly considers sensor unavailability
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for placement. The optimal objective function value (i.e., expected detection time
across all scenarios) decreases as the maximum number of sensors increases for both
problem formulations (SP) and (impSP). Increasing smax can signiﬁcantly reduce
the expected detection time when the number of sensors is relatively small. Given
the fact that large penalty values are used if scenarios are not detected, the optimal
sensor placement at this stage focuses more on maximizing coverage to reduce the
number of undetected scenarios. As smax gradually increases, however, full coverage
is almost achieved and most scenarios can be detected by at least one sensor. Adding
extra sensors may only lead to small improvement in coverage when the number of
sensors are already large, e.g., smax ≥40. Now the focus of the optimization problem
is to further reduce the expected detection time by adjusting sensor locations.
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Fig. 5.1. Objective Function Values for Perfect- and Imperfect-Sensor
Formulations under Diﬀerent Unavailability Levels for Gas Detection
System

As demonstrated in Figure 5.1, the unavailability level has a strong impact on
the optimization results. The expected detection time increases as the unavailability
level increases, since hazardous scenarios are more likely to be undetected due to
undesirable sensor failures. In addition, given the same number of sensors, the optimal
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Table 5.1.
Optimal Placement of Imperfect-Sensor Formulation with smax =10
Unavailability Level

Optimal Placement (Locations with Sensors)

q̄ = 0.1

39 58 82 110

138

487

632

639

688

964

q̄ = 0.2

45 58 82 131

138

372

632

639

818

964

q̄ = 0.3

39 44 58

137

138

487

632

639

876

82

placements may be diﬀerent under various unavailability levels. For instance, Table
5.1 shows the optimal sensor placements based on the imperfect-sensor formulation
(impSP) when smax =10. In this particular case, only ﬁve locations, i.e., 58, 82, 138,
623, and 639, are shared across the optimal placements under all three unavailability
levels. This means that the imperfect-sensor formulation is able to optimally adjust
the sensor locations based on the current unavailability level. On the contrary, the
perfect-sensor formulation (SP) gives the same sensor placement for a ﬁxed smax
regardless of the actual sensor unavailabilities. As a result, the placements based on
the perfect-sensor formulation are not “optimal” in most cases.
We compared the relative improvement between the perfect- and imperfect-sensor
formulations which is deﬁned as the diﬀerence between the two objective values divided by the objective value of the perfect-sensor formulation. A large improvement
means the the perfect-sensor assumption is not suitable and the detector unavailabilities must be explicitly taken into consideration. Figure 5.2 shows the relative
improvement (in percentage) for all three unavailability levels. For a ﬁxed number
of sensors, relative improvement is strongly related to the unavailability level. The
major reason is that the perfect-sensor formulation (SP) assumes no sensor failures,
i.e., q̄i =0 for every candidate location i. For low sensor unavailability level, such an
assumption is realistic and the corresponding placement can be sub-optimal or even
globally optimal. Note that the perfect-sensor formulation is more computationally
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eﬃcient than its imperfect-sensor counterpart. Therefore, the perfect-sensor model
can be eﬃciently solved ﬁrst to obtain a very good initial guess. As the unavailability level increases, however, the perfect-sensor assumption is no longer valid and
the resulting sensor placements are signiﬁcantly worse than the global solutions. The
imperfect-sensor formulation (impSP), on the contrary, explicitly considers the sensor
unavailabilities leading to signiﬁcantly better performance. This veriﬁes the importance of considering the imperfect-sensor model if the sensor failure probabilities are
not negligible.
The relative improvement is also positively related to the number of sensors. In
general the improvement increases as more sensors are placed. Particularly, the improvement grows quickly when the number of sensors is greater than 25. This, again,
can be attributed to the diﬀerent assumptions of the sensor unavailabilities. Since the
unavailability level is entirely ignored in the perfect-sensor formulation, the resulting
placement is neither realistic or eﬃcient. Especially for medium or large smax , extra sensors are nearly randomly added without considering the actual unavailability
level. In contrast, the imperfect-sensor formulation makes the most of any additional
sensor to improve the system reliability and scenario detectability. For this reason,
the imperfect-sensor formulation leads to a higher improvement in expected detection
time.
To sum up, for low unavailability level, e.g. q̄≤0.2, and small number of sensors,
e.g. smax ≤10, the perfect-sensor formulation can provide very good sensor placements and the corresponding improvements are small. On the other hand, if q̄≥0.3
or smax ≥25, the relative improvements are larger than 1% and the imperfect-sensor
formulation should be used to obtain the optimal placement. Note that the improvement does not monotonically increase but decreases at smax =25. This may be due
to some special properties of this problem such as the network structure and the
scenario set under investigation. More interestingly, the relative improvements under
diﬀerent unavailability levels converge to 18% at smax =50, which suggests that smax
has become the dominant factor to determining the improvement. In other words,
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Fig. 5.2. Comparison between Perfect- and Imperfect-Sensor Formulations under Diﬀerent Unavailability Levels for Gas Detection System

even if the unavailability level is only 0.1, the perfect-sensor assumption is still not
valid when smax is very large.

5.5.2

Computational Comparison

Table 5.2 shows the performance of our global algorithm in solving the imperfectsensor placement problem (impSP). In particular, the optimization problems are
solved with a diﬀerent number of sensors under three unavailability levels. The same
scenario set A, candidate location set L, and the damage cost coeﬃcients da,i are
used across all cases.
From Table 5.2 we ﬁnd that the proposed global solution strategy is well suited
solving the imperfect-sensor placement problems. Generally, when the unavailability
level is low (q̄=0.1) to medium (q̄=0.2), all imperfect-sensor placement problems can
be eﬃciently solved under 0.1% gap after only one iteration. The reason is that the
relaxations considering up to 2 detection levels are already tight enough. However,
when the unavailability level is high, i.e., q̄=0.3, the imperfect-sensor placement problems are more diﬃcult to solve, leading to more iterations and higher computational
costs. In this case, more detection levels are involved in detecting hazardous scenar-
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Table 5.2.
Numerical Performance for Gas Detection System for Imperfect Sensors
q̄ = 0.1
smax

q̄ = 0.2
Time Gap (%)

Iter

q̄ = 0.3

Gap (%)

Iter

Time Gap (%)

Iter

Time

1

0.00

1

8

0.00

1

7

0.00

1

9

5

0.00

1

28

0.00

1

33

0.01

1

38

10

0.01

1

45

0.01

1

50

0.00

1

47

15

0.01

1

43

0.01

1

40

0.02

1

64

20

0.01

1

52

0.02

1

58

0.03

1

62

25

0.01

1

40

0.02

1

65

0.04

1

73

30

0.01

1

68

0.02

1

67

0.06

1

69

35

0.01

1

53

0.03

1

82

0.00

2

207

40

0.01

1

86

0.04

1

104

0.00

2

184

45

0.02

1

94

0.05

1

90

0.06

2

359

50

0.02

1

113

0.06

1

97

0.09

2

355
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ios. To attain the tightness of the relaxation problems, upper-bounding constraints
based on three detection levels must be taken into consideration, which increases the
problem size and complexity.
The number of sensors also impact the computational eﬃciency. First, larger smax
can lead to extremely large number of possible combinations of candidate locations.
Moreover, there may exist a large number of integer solutions giving very similar objective function values. As a result, the branch-and-bound tree can be very large and
the computational time dramatically increased. Therefore, if smax is large and the unavailability level is high, the imperfect-sensor placement problem is more challenging
to solve to global optimality.
On the contrary, the commercial global optimizer BARON fails to solve many
problem formulations within given CPU time limit (1 hours or 3600 seconds). For
the cases that BARON can solve, the corresponding computation times are significantly higher compared to our tailored global solution algorithm. However, it is
worthwhile to point out that we only consider the default options of BARON. Tuning
option values may signiﬁcantly improve the performance of BARON in solving these
problems. It is worthwhile to point that although one hour is set as the time limit,
it is still orders of magnitude less than the time required by the CFD simulations.

5.6

Case Study: Water Contamination Warning System
In this section, the proposed global solution strategy is implemented for optimal

design of a water contamination warning system. The water distribution network
considered here, known as the KL Network, consisting of 935 nodes and 1274 pipes.
The KL Network, shown in Figure 5.3, is a modiﬁcation of the water distribution
network originally proposed by (Kang and Lansey, 2011), where the pumps and ﬁreﬁghting conditions are not considered. In this case, a hazardous event is generated
at each node leading to a total number of 935 scenarios. For each hazard scenario,
contamination is continuously injected under a constant rate to the water distribution

112

Fig. 5.3. Skeleton of the KL Network

network. The injunction starts at time t=0 and lasts during the entire simulation time
horizon. The hydraulic of the water distribution system is considered and the local
contamination concentration at each node is simulated. If the local concentration
goes above a speciﬁed threshold, the scenario is detected by that location and the
corresponding detection time is used as the damage coeﬃcient. In this work, the
simulation duration is 6 hours and the time step is 1 minute. All hydraulic and water
quality simulations are performed using EPANET (Rossman et al., 2000).

5.6.1

Sensor Placement Result

Figure 5.4 shows the optimal objective values reported by the perfect- and
imperfect-sensor models. Similarly, the optimal objective function value decreases
as the maximum number of sensors increases for both problem formulations. The
beneﬁts of introducing additional sensors are gradually reduced as the total number
of sensors increases for all three unavailability levels. If the number of sensors is ﬁxed,
the expected detection time increases as the unavailability level increases.
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Fig. 5.4. Objective Function Values for Perfect- and Imperfect-Sensor
Formulations under Diﬀerent Unavailability Levels for Water Contamination Warning System

To better demonstrate the performance of the perfect- and imperfect-sensor formulations, Figure 5.5 shows the relative improvement, deﬁned in the previous section.
The imperfect-sensor formulation (impSP) leads to signiﬁcant improvement in the expected detection time when the unavailability level is high or the number of sensors
is large. For low unavailability level, i.e., q̄=0.1, the relative improvements nearly
increase monotonically as the number of sensors increases. For q̄=0.2 and q̄=0.3, the
relative improvement increases dramatically when the number of sensors is relatively
small (from 5 to 15). When more sensors are added, however, the corresponding improvements converge to certain values, which means that there exists an upper limit
of the relative improvement for a given unavailability level. This matches the reasoning that if the number of sensor further increases, the corresponding improvement
should decrease. Particularly, all three improvements will converge to 0% if sensors
are placed in all candidate locations.
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Table 5.3.
Numerical Performance for Water Contamination Warning System
q̄ = 0.1
smax

q̄ = 0.2

Gap (%)

Iter

Iter

Time

1

0.00

1

18

0.00

1

19

0.00

1

19

5

0.01

1

32

0.01

1

63

0.01

1

146

10

0.01

1

27

0.03

1

76

0.00

2

248

15

0.01

1

73

0.05

1

62

0.02

2

267

20

0.01

1

73

0.05

1

97

0.03

2

280

25

0.01

1

135

0.07

1

69

0.04

3

630

30

0.01

1

110

0.07

1

64

0.06

3

1044

35

0.02

1

103

0.07

1

87

0.00

3

1455

40

0.02

1

60

0.08

1

135

0.00

3

1639

45

0.03

1

63

0.09

1

193

0.06

2

697

50

0.03

1

41

0.07

1

236

0.09

3

2600

5.6.2

Time Gap (%)

Iter

q̄ = 0.3
Time Gap (%)

Numerical Results

Table 5.3 shows the performance of our global algorithm in solving the imperfectsensor placement problem (impSP). Similarly, for q̄=0.1 and q̄=0.2, the imperfectsensor problem (impSP) can be solved below 0.1% optimality gap within only one
iteration. For high unavailability level, i.e., q̄=0.3, the resulting problems become
more challenging to solve and multiple iterations are required. In particular, the most
diﬃcult problem with 50 sensors and under high unavailability level of 0.3 requires 3
iterations and 43 minutes to solve. However, when compared with the computational
time of CFD simulations, the solution time is still orders of magnitude lower. Again,
the global solver BARON failed to solve the problem within given CPU time limit (1
hours or 3600 seconds).
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6. SUMMARY1
Large-scale MINLP problems can arise from various practical applications, and can
be extremely challenging to solve. In this thesis, we focus on developing and applying
problem-speciﬁc, mutli-tree-based global algorithms for large-scale MINLP problems
arising from three diﬀerent areas, including parameter estimation of infectious disease
models, optimization in power systems, and optimal placement of imperfect sensors.
Tailored algorithms are developed according to special problem structures and properties, and sophisticated techniques, such as bound tightening and piecewise outer
approximation, are implemented to improve the convergence. In this chapter, we ﬁrst
provide the major contributions of each application and then make suggestions for
future work.

6.1

Parameter Estimation of Infectious Disease
Chapter 2 focuses on parameter estimation of infectious disease. In this work

we present two base parameter estimation problems (DP-C) and (SP-C) based on
the deterministic and stochastic TSIR infectious disease models, respectively. The
time-dependent transmission parameters are treated as continuous variables in both
formulations. However, the resulting NLP problems are very challenging due to a
large number of nonlinear, non-convex terms in the constraints. To reduced the strong
nonlinearity, we reformulate both problems based on the log-transformation, giving
two new reformulations (DP-C-LT) and (SP-C-LT) with linear and univariate convex
1

Part of this section is reprinted with permission from
“A Multitree Approach for Global Solution of ACOPF Problems Using Piecewise Outer Approximations” by Liu, J., Bynum, M., Castillo, A., Watson, J., Laird, C.D., 2017. To Appear, Computers
and Chemical Engineering, Copyright 2017 by Elsevier.
“A Global Stochastic Programming Approach for the Optimal Placement of Gas Detectors with
Nonuniform Unavailabilities” by Liu, J., Laird, C.D., 2017. To Appear, Journal of Loss Prevention
in the Process Industries, Copyright 2017 by Elsevier.
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functions. To extend the two base problems, we further impose a high/low switching
pattern to the transmission parameters. As a result, the optimization problems are
formulated as MINLP problems (DP-B-LT) and (SP-B-LT).
The performance of diﬀerent problem formulations is compared on real case-count
data from three cities, London, New York, and Bangkok. Numerical results show that
transmission parameters are strongly correlated to the school term holidays in all three
cases. In particular, the correlations are clearly demonstrated when the high/low
patterns are explicitly imposed as in formulations (DP-B-LT) and (SP-B-LT). The
transmission rate is high during the school term and drops down to a low value
during holidays. For continuous transmission parameters, both deterministic and
stochastic formulations (DP-C-LT) and (SP-C-LT) report similar estimates in all
three cases. For transmission parameters with high/low patterns, however, estimation
results vary between formulations based on diﬀerent disease models. Particularly,
formulation (DP-C-LT) reports high/low patterns of transmission parameters that
are more consistent with the school-term holidays.
This work was also motivated by the need for global strategies for parameter estimation for infectious disease models. First, local NLP solvers can ﬁnd local minima
with solutions that do not agree with other epidemiological estimates. Our global
strategies identify the global minima of the NLP formulations that are consistent
with estimates from previous work. Second, there is a need for solution strategies to
address MINLP problems with infectious disease models. Inspired by the OA method,
we propose a multi-tree-based global solution strategy relying on solving a sequence
of lower bounding MILP relaxation problems and NLP subproblems. This tailored algorithm is successfully implemented to solve the resulting NLP and MINLP problems
in all three cases and it outperforms the oﬀ-the-shelf global optimization tool.
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6.2

Global Solution of the ACOPF Problem
Chapter 3 addresses on the AC optimal power ﬂow problem, which is a critical

component in modern electricity markets to determine generator operating points
and nodal electricity prices. Although linear approximations of the OPF (e.g., the
so-called “DCOPF”) provide improved computational performance and solver reliability over the nonlinear ACOPF formulations, these approximate formulations do
not yield globally optimal solutions to the nonlinear AC power ﬂow system, and
are not even guaranteed to be AC feasible. Similarly, linear approximations of the
ACOPF seem attractive when addressing power systems operations and planning optimization problems with discrete decision variables, e.g., the unit commitment and
transmission switching problems. However, such mixed-integer linear programming
approximations suﬀer the same problems as above, yielding solutions that may not
even be AC feasible, yet alone optimal. Given the huge potential cost savings and
the use of these models in market pricing, there is signiﬁcant industrial and academic
interest in developing fast, global solution algorithms for the ACOPF.
Current research in this area has focused mainly on the development of tight
convex relaxations for the ACOPF problem. While semideﬁnite programming relaxations have received signiﬁcant interest, exact relaxations of the ACOPF can only
be guaranteed for certain network structures(Kocuk et al., 2016b). Furthermore the
computational cost of these approaches can be quite high, and they present practical
diﬃculties for eﬃcient implementation within a branch-and-cut algorithm framework.
In contrast, approaches based on quadratic envelopes or second-order cone relaxations
(Jabr, 2006; Kocuk et al., 2016b; Coﬀrin et al., 2015, 2016) are signiﬁcantly more
computationally eﬃcient, even on large-scale test problems. While these approaches
yield strong relaxations on many of the standard test problems, there are several
standard test cases where signiﬁcant optimality gaps remain, and there is a need
to further reﬁne these relaxations in the context of branch-and-bound or piecewise
outer-approximation strategies.
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We seek an optimization approach that can provide can provide rapid solution
of NLP ACOPF problems to global optimality, while employing a strategy that is
appropriate for extension to MINLP problems with many discrete variables. In this
work we introduce a multi-tree global optimization algorithm based on piecewise outer
approximation for global solution of the ACOPF problem. This approach provides
several important contributions. While most existing work in the area has focused
on the development of tighter “single-pass” relaxations, our multi-tree approach for
ACOPF makes use of piecewise outer approximations that can be further tightened
to reduce the optimality gap beyond the initial relaxation. While tightening these relaxations introduced additional binary variables to the the problem, the iterative OA
approach allows for targetted reﬁnement to reduce the optimality gap while controlling the growth in problem size. At each iteration, we reﬁne the domain partitioning of
problem variables selectively, and perform parallel OBBT on the associated variables.
The piecewise relaxations used in the lower-bounding problem are based on the successful family of second-order cone relaxations (Jabr, 2006; Kocuk et al., 2016b). In
this work, we derive piecewise outer approximations of the SOCP-based relaxations,
including new expressions for piecewise outer approximations of the multivariate arctangent constraint that do not require the solution of additional optimization problems
for computation of the necessary parameters.
The OA-based multi-tree approach developed in this paper is able to close the
optimality gap to under 1% on all test problems considered and to 0.1% on all but one
of the test problems within the allotted time. As shown in the numerical results, the
approach is able to close the gap eﬀectively, and even outperforms the SSDP relaxations
on traditionally challenging test problems where signiﬁcant optimality gaps remain
for the single-pass relaxations. The computational time of a single iteration of our
OA approach is comparable to the solution times for the single-pass relaxations, and
the overall time required to solve to global optimality is under one minute for all but
two of the test cases considered.
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6.3

Global Solution of the NCUC Problem
In Chapter 4, we focus on the solution of the network-constrained unit commit-

ment problem, which plays an important role in determining optimal and physically
feasible schedules for thermal generating units to satisfy forecasted electricity demand
in a power system. Previously proposed NCUC problem formulations suﬀer from poor
solution quality due to the fact that they fail to consider some critical physics present
in AC transmission network models. To address this problem, we present an NCUC
formulation coupled with a nonlinear AC transmission model. The resulting optimization problem is a mixed-integer quadratically constrained quadratic programming (MIQCQP) problem. A multi-tree global solution strategy is proposed to solve
the resulting NCUC problems. In our approach, the convex relaxation formulated as
mixed-integer second-order cone programming (MISOCP) problem is implemented
for the lower-bounding master problem. The non-convex, nonlinear subproblem, formulated as a multi-period ACOPF problem is solved to global optimality using the
algorithm proposed in Chapter 3. Numerical results on four benchmark problems
have shown excellent performance of our tailored algorithm in terms of both solution
quality and computational eﬃciency.
Although the run times associated with our algorithm are still longer than that
required for operations, we have demonstrated the utility of our approach to ﬁnd
NCUC solutions. Speciﬁcally, our algorithm can be used to obtain“oﬀ-line” provably
(near-) globally optimal solutions, which can be used to test and validate other algorithmic approaches – including heuristics – that may be developed, e.g., that of
Castillo et al. (2016).

6.4

Optimal Placement of Imperfect Sensors
Chapter 5 addresses on the optimal placement of imperfect sensors. Sensor net-

work design is of great importance in various areas such as modern process safety and
public health security. The reliability and accuracy of a sensor network strongly de-
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pends on the appropriate placement of detectors. However, the optimal sensor placement problem is very challenging due to numerous uncertainties, such as weather and
environmental conditions, hazardous event locations and characteristics, and process
nonlinear and/or dynamic behaviors. Prescriptive or semi-quantitative approaches
have been widely used in sensor network design. Unfortunately, none of these techniques can provide rigorous proof of the solution quality. In this thesis, we focus on
the development of the stochastic programming (SP) based approach to rigorously
solve the optimal sensor placement problem to global optimality.
The imperfect-sensor placement problem, formulated as a mixed-integer nonlinear
program (MINLP), is originally proposed by Berry et al. (2009) for water contamination warning system design. This problem formulation, however, provides a general
form of optimal sensor placement problems considering sensor unavailabilities arising
from various areas. In this work, we focus on developing tight relaxations of the
original imperfect-sensor problem, where all detection levels are either explicitly or
implicitly taken into consideration.
We ﬁrst show that the original MINLP formulation is a zero-one polynomial programming problem, which can be rewritten as a mathematically equivalent mixedinteger linear programming (MILP) problem. However, the resulting MILP can be
computationally prohibitive since the problem size increase exponentially as function
of the number of locations. Therefore, it is impractical or even impossible to directly
solve the MILP reformulation to obtain the optimal sensor placement for a real-world
problem. To solve this challenging problem to global optimality, we propose a multitree method which depends on the solutions of a sequence of upper-bounding master problems and lower-bounding subproblems. In this case, fortunately, the upper
bounding subproblem can be directly computed by forward simulation. The master problem, formulated as an MILP problem, is a convex relaxation of the original
MINLP formulation.
The tightness of the master problem is very important to the convergence of the
proposed global algorithm. In particular, we propose two methods to improve the
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tightness of the master problem. First, we impose problem speciﬁc upper-bounding
constraints, which are directly derived from the zero-one polynomials in the original
formulation. By doing this, we can enforce the tightest upper bounds for probabilities
up to any detection levels. However, trade-oﬀs have to be made between problem
size and tightness. In addition, we also introduce lower-bounding constraints for
the probabilities of dummy locations. In particular, log-transformation is used to
represent the probability and univariate convex terms, the exponential functions,
are introduced. To attain the convexity of the problem, the exponential terms are
replaced by a set of linear under-estimators (or cuts) and the resulting master problem
is still an MILP formulation.
Our proposed global algorithm is tested on two real-world sized cases, a ﬂammable
gas detection system design considering 270 hazard scenarios and 994 candidate locations, and a water contamination warning system considering 935 scenarios and 100
candidate locations. In both cases, we consider three levels of sensor unavailability
and various number of sensors. The performance of the imperfect-sensor formulation is compared with the perfect-sensor formulation. Numerical results show that
if the unavailability level is high or the sensor number is large, the imperfect-sensor
formulation signiﬁcantly outperforms the perfect-sensor formulation in terms of expected detection time (relative improvement ≥10%). Moreover, the proposed global
algorithm provides eﬃcient solutions for the sensor placement problems considered
in this work. In both cases, all problems can be solved within three iterations and
30 minutes. However, the commercial global solver BARON fails to solve most of the
optimization problems under the default option settings.
To sum up, the multi-tree-based algorithms provide a generic, ﬂexible framework
for global optimization. A multi-tree algorithm does not manage a BB tree and the
branching is implicitly performed by the MIP solver for the lower-bounding problem.
Thus, it is relatively easy to implement as a meta-algorithm. Moreover, the multi-tree
methods explicitly consider the special structure of an optimization problem and the
convergence of the algorithm can be signiﬁcantly improved if appropriate problem
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formulations are used. Considering all these advantages, the multi-tree algorithms
provide signiﬁcant ﬂexibility in testing various conﬁgurations of MIP solvers, problem
formulations, relaxation strategies, and other sophisticated techniques. It is surprising
to ﬁnd that our tailored algorithms outperform the oﬀ-the-shelf global solvers across
all applications under investigation. In several cases, the proposed approaches can
eﬃciently solve the challenging problems that cannot be solved by these state-of-theart tools.

6.5

Future Work
The following are some recommendations for future work.
For parameter estimation of infectious disease discussed in Chapter 2, future work

can be done in two major areas. From an infectious disease perspective, the problem
formulations proposed in this work can be extended to other diseases, such as dengue
fever, a severe mosquito-borne tropical disease, which has much more complex spread
dynamics. In addition, the proposed problem formulations can be integrated with
diﬀerent models, such as the dynamic transportation models, to analyzed the disease spread cased by other possible eﬀects. From an algorithm perspective, various
mathematical techniques can be applied in our global solution framework to improve
solution quality and convergence speed. The future work will also focus on developing an automatic modeling and optimization tool for general infectious disease model
simulation and estimation.
For optimization in power systems mentioned in Chapter 3 and 4, future work
is required to improve convergence speed of the proposed multi-tree algorithms. In
this work, we only consider the rectangular power-voltage formulation of the ACOPF
problem, however, there exist other equivalent reformulations, such as rectangular
current-voltage formulations and polar power-voltage formulation. These alternative
formulations may lead to tighter relaxations for certain cases and can easily integrate
with the multi-tree global algorithms. By taking all of these complexities into consid-
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eration, we expect to obtain even better solutions in signiﬁcantly less computational
time.
For sensor placement problem discussed in Chapter 5, future work includes the
further enhancement of the proposed global solution framework by considering sophisticated techniques, improvement of the tightness of the master problem by considering
linear cuts designed for general zero-one polynomial programming problems, and development of a Python-based toolbox for general sensor placement problems arising
from various areas.
For algorithm development and application, future work includes the design of
a general multi-tree toolbox, which will be implemented in Pyomo. This toolbox
should provide enough ﬂexibility to adjust easily according to various needs of users.
To improve the convergence of the algorithm, sophisticated techniques, such as piecewise outer approximation and bound tightening, should be incorporated with the
generic multi-tree framework. This requires implementing various mathematical representations for univariate and multivariate piecewise functions, applying uniform and
non-uniform partitioning strategies, introducing rigorous or heuristics rules to choose
key partitioning variables, and performing parallel computing on bound tightening.
In addition, systematical studies are required to better understand special properties
and structures, which are suitable for multi-tree algorithms, of various optimization
problems. The observations may provide some guideline in selecting appropriate
problem formulations for future practical applications.
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Bai, X., H. Wei, K. Fujisawa, and Y. Wang (2008). Semideﬁnite programming for
optimal power ﬂow problems. International Journal of Electrical Power & Energy
Systems 30 (6), 383–392.
Belotti, P., C. Kirches, S. Leyﬀer, J. Linderoth, J. Luedtke, and A. Mahajan (2013).
Mixed-integer nonlinear optimization. Acta Numerica 22, 1–131.
Belotti, P., J. Lee, L. Liberti, F. Margot, and A. Wächter (2009). Branching and
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A. DERIVATION OF THE STOCHASTIC MODEL
Inspired by the stochastic model where new cases in each timestep are drawn from
a negative binomial distribution (Kendall, 1949; Bjørnstad et al., 2002), a stochastic
formulation is derived in this section. First, a brief introduction to Yule processes is
given. By comparing Yule processes with the stochastic disease model, we address
that the number of infectious individuals over time is governed by a negative binomial
distribution.

A.1

Yule Process

Yule process is a special case of a birth-and-death process, in which the birth
rate is positive while the death rate is zero. In a Yule process, each individual acts
independently and takes an exponentially distributed amount of time with parameter
λ to give birth. If the current population is i, the probability that the population will
increase by j after a time period of t is given by


j+i−1 i
p (1 − p)j
Pi,j (t) =
i−1

(A.1)

where p≡e−λt is the probability that given a single individual no new birth occurs
during a time period of t. For this reason, the number of new births, j, is governed
by a negative binomial distribution
j ∼ N B(E(j), i)

(A.2)

1−p
E(j) = i - - p

(A.3)

and the expected value of j is
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A.2

Discrete-Time Infectious Disease Model: A Special Case of Yule
Process

In discrete-time infectious disease models, the interval time period T is often
chosen to be the epidemic generation length L, which is the sum of the latent period
and the infectious period of that disease. Meanwhile, we assume that the transmission
rate during a ﬁxed time interval is only dependent on It , the number of infectious
individuals at the beginning of that time period. Each infectious individual acts
independently and takes an exponentially distributed amount of time to infect another
person. We also assume that all the current infectious individuals It can only recover
at the end of that time interval, which means death rate is 0 during each time interval.
With these assumptions, the infectious disease process within each time interval is a
Yule process. Thus, if there are It infectious individuals at the beginning of a time
period t, the probability that It+1 people will be infected during that time period is


It+1 + It − 1
PtIt (1 − Pt )It+1
PIt ,It+1 (T ) =
(A.4)
It − 1
where Pt ≡P1,0 (T ) is the probability that no epidemic occurs (It+1 =0) given a single
infectious person (It =1) at the beginning of time period t. Analogically, the number
of new infectious individuals It+1 within time period t is governed by a negative
binomial distribution
It+1 ∼ N B(E(It+1 ), It )

(A.5)

and the expected value is given by
E(It+1 ) = It

1 − Pt
Pt

(A.6)

Note that in discrete-time disease model, the expected value of It+1 is also calculated
from
E(It+1 ) =

βτ (t) α
I St
Nt∗ t

(A.7)

Combining these two equations gives the expression for Pt
Pt =

1
βτ (t) α−1
I St
Nt∗ t

(A.8)
+1
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A.3

Maximum-Likelihood Estimation

According to previous results, we can calculate the probability of observing a given
set of reported incidences using
Ptotal =

Y

PIt ,It+1

(A.9)

t

The maximum likelihood estimation problem based on discrete-time stochastic model
is formulated as
max

α,β,S,P

s.t.

Ptotal =

Y

∗
PIt∗ ,It+1

t
∗
PIt∗ ,It+1

Pt =

 ∗

It+1 + It∗ − 1
∗
I∗
=
Pt t (1 − Pt )It+1
∗
It − 1
1

βτ (t) ∗ α−1
I
St
Nt∗ t

∀t∈T
(SP-C)
∀t∈T

+1

∗
St+1 = St + Bt∗ − It+1

∀t∈T
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B. PROBLEM FORMULATIONS
B.1

Deterministic Log-Transformed Formulation with High/Low Pattern
(DP-B-LT)

min

˜ I,S,
˜ S,y
˜
α,β,

s.t.

f=

X

(C̃t∗ − I˜t − γ̃t )2

t

I˜t+1 = β̃τ (t) + S̃t + αI˜t∗ − Ñt∗

∀t∈T

∗
St+1 = St + Bt∗ − It+1

∀t∈T

St = exp(S̃t )

∀t∈T

0 ≤ β̃high − β̃τ (n) ≤ M ∗ (1 − yτ (t) )

∀ τ (t)

0 ≤ β̃τ (t) − β̃low ≤ M ∗ yτ (t)

∀ τ (t)

yτ (t) ∈ {0, 1}

∀ τ (t)

(DP-B-LT)
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B.2

Stochastic Log-Transformed Formulation with High/Low Pattern
(SP-B-LT)

min

˜ S,
˜
˜ P˜ ,λ,y
α,β,S,

s.t.

P˜total =

X

∗
P˜It∗ ,It+1

t
∗
∗
∗
P̃It∗ ,It+1
= (It∗ + It+1
)P̃t − It+1
λ̃t

∀t∈T

P̃t = ln(exp(λ̃t ) + 1)

∀t∈T

λ̃t = β̃τ (t) + S̃t + (α − 1)I˜t∗ − Ñt∗

∀t∈T

∗
St+1 = St + Bt∗ − It+1

∀t∈T

St = exp(S̃t )

∀t∈T

0 ≤ β̃high − β̃τ (t) ≤ M ∗ (1 − yτ (t) )

∀ τ (t)

0 ≤ β̃τ (t) − β̃low ≤ M ∗ yτ (t)

∀ τ (t)

yτ (t) ∈ {0, 1}

∀ τ (t)

(SP-B-LT)
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C. PARAMETERS FOR ACTAN OVER- AND
UNDER-ESTIMATORS
If sLb,k ≥0, we have
arctan
α1u

=

α2u =
α1o =
α2o =
β1u

=

β2u =

=

β2o =

b,k
L
cb,k

− arctan

 sL 
b,k

cL
b,k

sUb,k − sLb,k
 sU 
 sL 
arctan cUb,k − arctan cUb,k
b,k

sUb,k

b,k

−

sLb,k

U
cb,k
� U 2 � U 2
sb,k + cb,k
L
cb,k
� L 2 � L 2
sb,k + cb,k
−sUb,k
� U 2 � L 2
sb,k + cb,k
−sLb,k
� L 2 � U 2
sb,k + cb,k

arctan
β1o

 sU 

 sU 
b,k
U
cb,k

(C.1)

− arctan

 sU 
b,k

cL
b,k

cUb,k − cLb,k
 sU 
 sL 
b,k
arctan cU − arctan cLb,k
b,k

U
cb,k

b,k

−

L
cb,k

and γ can be calculated from corresponding α and β.
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If sUb,k ≤0, we have
α1u = �

L
cb,k
U
sb,k

2

� L 2
+ cb,k

U
cb,k
� U 2

L 2
sb,k
+ cb,k
 sU 
 sU 
b,k
arctan cU − arctan cLb,k

α2u = �
α1o =

α2o =

β1u =

β2u =
β1o =
β2o =

b,k

b,k

cUb,k − cLb,k
 sL 
 sL 
arctan cUb,k − arctan cLb,k
b,k
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arctan cUb,k − arctan cUb,k
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U
L
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− sb,k
 sU 
 sL 
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b,k

U
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−

−sUb,k
� U 2 � U 2
sb,k + cb,k
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sb,k + cb,k

L
sb,k

(C.2)
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L
If sUb,k ≥0 and sb,k
≤0, we have

arctan
α1u =

 sU 
b,k
cL
b,k

− arctan



sL
u
cL
b,k



sUb,k − sLu

 sL 
U
arctan csUu − arctan cUb,k


α2u =

b,k

arctan
α1o =

α2o =
β1u =

=

β1o =

−

 sU 
b,k
cU
b,k

sLb,k

− arctan



sL
o
cU
b,k



sUb,k − sLo
 U
 sL 
arctan csLo − arctan cLb,k
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sUo − sLb,k

(C.3)
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L
where suL = max(sb,k
, x∗ ) and x∗ is the solution of

arctan
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x
L
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−x
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, x∗ ) and x∗ is the solution of
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sUo = min(sUb,k , x∗ ) and x∗ is the solution of
arctan





x
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− arctan

L
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−
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x2 + cLb,k
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D. AC NETWORK CHARACTERISTICS
Assuming balanced three-phase, steady-state conditions, we can model each branch
of the AC network with the generalized π-model as shown in Figure D.1. The series
admittance yl = gl + jbl is equivalent to the inverse of the branch impedance zl where
the series conductance gl and series susceptance bl are determined as:
.�


rl2 + x2l ,
.�

bl = −xl rl2 + x2l

gl = r l

(D.1)
(D.2)

for all transmission branches l ∈ L. Actual transmission lines that are medium and
long distance overhead lines or underground cables can have signiﬁcant charging currents due to the separation of the conductive material by an insulating medium; as
a result there is an eﬀective capacitance between the conductors and potentially a
conductance, which is the result of leakage over the surface of the insulating medium.
These line characteristics are accounted for with a shunt component yls = gls + jbls to
represent the shunt susceptance bsl (i.e., the reactive capacitance) and the shunt conductance gls . This line shunt is incorporated into the generalized π-model as two equal
s
s
and yl,k
distributed at each end of line l, assuming homogeneous
shunt elements yl,b

yl

+
Bus b
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Fig. D.1. The generalized π-model diagram for branch l.
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line parameters along the length of l. Typically the shunt conductance is negligible,
which leads to the assumption that only the shunt susceptance is nonnegative, i.e.,
s
s
s
s
= gl,k
= 0 and bl,b
, bl,k
≥ 0.
gl,b

The π-model can be generalized to incorporate an in-phase or phase-shifting transformer at either the bus b-side or the k-side of branch l; therefore the generalized
π-model is deﬁned for each branch l ∈ L interconnecting buses b and k where k ∈ Bb
and b ∈ Bk . A practical transformer that is located on the bus b-side of l can be
modeled as an ideal transformer with turns ratio τl,b in series with admittance yl , in
order to characterize the resistive losses and leakage ﬂux (i.e., self-resistance). Depending on if τ̃l,b is real or complex, the transformer is in-phase or phase-shifting. If
in-phase on the bus b-side of l, then τ̃l,b = τl,b ; otherwise for a phase-shift of φl,b radians, then τ̃l,b = τl,b ejφl,b = τl,b cos φl,b + jτl,b sin φl,b (by Euler’s formula). Therefore the
generalized branch (primitive) admittance matrix (Andersson, 2008) for a π-model
for a line or transformer is deﬁned as for all l ∈ L where Yl = Gl + jBl . Note that
for modeling a transmission line, τl,b = τl,k = 1 and φl,b = φl,k = 0; for an in-phase
s
s
= yl,k
= 0, τl,k = 1, and φl,b = φl,k = 0; and
transformer on the b-side of l, then yl,b
s
s
for a phase-shifting transformer on the b-side of l, then yl,b
= yl,k
= 0, τl,k = 1, and

φl,k = 0. Furthermore, the above representation models a two-winding transformer;
generally for a P -winding (P > 1) transformer at branch l, the Yl matrix would be
of size P × P .
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