In a thought-provoking paper, Efron (2011) investigated the merit and limitation of an empirical Bayes method to correct selection bias based on Tweedie's formula first reported by Robbins (1956) . The exceptional virtue of Tweedie's formula for the normal distribution lies in its representation of selection bias as a simple function of the derivative of log marginal likelihood. Since the marginal likelihood and its derivative can be estimated from the data directly without invoking prior information, bias correction can be carried out conveniently. We propose a Bayesian hierarchical model for chi-squared data such that the resulting Tweedie's formula has the same virtue as that of the normal distribution. Because the family of noncentral chisquared distributions, the common alternative distributions for chi-squared tests, does not constitute an exponential family, our results cannot be obtained by extending existing results. Furthermore, the corresponding Tweedie's formula manifests new phenomena quite different from those of the normal distribution and suggests new ways of analyzing chi-squared data.
can be applied to assess goodness of fit, homogeneity, and independence etc.
Suppose we conduct the chi-squared test a large number of times. Based on these test results, not only would we like to know which test is significant after adjustment for multiplicity, but also the effect size of significant test results. Our approach to the issues raised hinges on Tweedie's formula based on a Bayesian hierarchical model for chi-squared data, which is then employed to construct posterior intervals for the effect size.
The Bayesian hierarchical model has a long history in empirical Bayes literature. Robbins (1956) contained several remarkable Bayesian estimation formulae under such models. The theoretical properties of empirical Bayes estimates as well as their dominance of maximum likelihood estimates are an important part of the profound study in Stein (1981) and Brown (1971) . In the regression context, Yuan and Lin (2005) adopted another empirical Bayes approach through efficient approximations and algorithms instead of a closed-form representation of the estimand. Benjamini and Hochberg (1995) introduced false discovery rate (FDR) as a criterion to control type I error in multiple testing situations. They also provided a sequential p-value rejection procedure to control FDR, the proportion of false positives. Benjamini-Hochberg (BH) procedure does not change the ranking of test statistic values and only suggests a way to threshold them. After thresholding, a subset of large chi-squared values are retained for further investigation. Selection bias discussed in Efron (2011) refers to the tendency of the corresponding true effect sizes of the retained chi-squared values to be less extreme.
Bayes rule is free from selection bias which is nicely explained in Dawid (1994 ), Senn (2008 , and Lu and Deng (2016) . It turns out that in case of normal distributions, and more generally in exponential families, the posterior mean under an arbitrary prior is a simple function of the marginal likelihood. Tweedie's formula embodies this explicit relationship between the posterior mean and the marginal likelihood. Efron (2010 Efron ( , 2011 an empirical Bayes procedure for large scale inference, incorporating a plug-in estimate of the marginal likelihood in Tweedies formula as a way to correct selection bias. In this regard, please also see Jiang and Zhang (2009) , Muralidharan (2010) , Brown et al. (2013) , Fu et al. (2017) , and Weinstein et al. (2018) .
Large scale effect size estimation in the form of confidence intervals originated with Benjamini and Yekutieli (2005) from frequentist perspective. Efron (2008 Efron ( , 2010 adopted an empirical Bayes approach to the subject. Broadly speaking, our work is related to post-selection inference which has gained considerable attention in recent years, specially in Lasso related research; see e.g. Lockhart et al. (2014) , Taylor and Tibshirani (2015) , and Lee et al. (2016) etc.
It is possible to transform the chi-squared values into z-values, then use Tweedie's formula for normal distributions, following what has been done in Efron (2010 Efron ( , 2011 , to overcome selection bias. The merit of this approach is to save the trouble of developing a new theory for chi-squared tests. On the other hand, in the process of transformation, we lose the intrinsic meaning of the non-centrality parameter of chi-squared distribution and have to interpret the chi-squared data in normal-distribution terms. In this paper, we develop a parallel theory so that the chi-squared data can be interpreted in their own right.
Our contribution is twofold. First, we formulate a somewhat unexpected model showing that Tweedie's formula can hold outside the exponential family. Secondly, we introduce new statistical tools to carry out a type of post-selection inference for chi-squared data. The rest of the paper is organised as follows. In Section 2, we present a Bayesian hierarchical model for non-central chi-squared distributions and show that it is possible to derive an explicit formula for the posterior mean of the non-centrality parameter under an arbitrary prior. In Section 3, we derive a formula for the posterior variance of the non-centrality parameter, which can then be used to construct posterior bands for the effect size. Section 4 suggests ideas to interpret the non-centrality parameter estimates. Section 5 contains a simulation study on a sparse model with interaction effects, exploring possible applications to variable selection for high-dimensional data. Two real data examples are presented in Section 6. Some concluding remarks are given in Section 7.
A Hierarchical Model for Chi-squared Data
For easy reference, we record here the chi-squared density function with k degrees
where Γ(a) = ∞ 0 t a−1 e −t dt is the celebrated gamma function. It is known that the noncentral chi-squared distribution with non-centrality parameter λ can be written as the Poisson mixture of chi-squared densities as follows
Let g(λ) be the prior density. The marginal density function is
and the posterior density equals
We can encapsulate the preceding results in a hierarchical model as follows
First draw the non-centrality parameter λ from the prior density g(λ). Next generate a non-negative integer J according to a Poisson distribution with mean λ/2. Then sample from the chi-squared population with k + 2J degrees of freedom. The very last step of the aforementioned data generating process indicates that 2J standard normal random variables squared are added to the null distribution, chi-squared with k degrees of freedom, to reflect the effect size of the non-null distribution. This interpretation will be helpful in understanding the results to be derived below.
The non-centrality parameter
In a chi-squared test with k null degrees of freedom, there exists a k-variate (asymptoti-
identity covariance matrix. For instance, when testing k linear constraints on the regression coefficients β ∈ ℜ p in a linear model of p covariates, say, Aβ = 0 with A ∈ ℜ k×p , the mean of the standardized test statistic can be expressed as
where X is the design matrix and σ is the standard deviation of the random error. The test statistic has (asymptotically) the same distribution as
Under the alternative hypothesis, the chi-squared test statistic has noncentral chi-squared distribution with non-centrality parameter λ =
The distribution of X depends on the mean vector µ of Y only through the non-centrality parameter λ because the normal distribution is rotational invariant. If we view µ i as the effect size for ith component of the k-variate random variable Y , then the non-centrality parameter equals the squared distance between the effect and no-effect mean vectors.
The noncentral chi-squared distributions are stochastically increasing in the noncentralily parameter λ; see e.g. van der Vaart (1998) . Hence the power of a chi-squared test is an increasing function of λ and one can use it to rank chi-squared tests: the test statistic with higher underlying non-centrality parameter has higher power. Furthermore, in some situations, this monotone relationship can be quite simple to describe using λ. For example, in Cox and Reid (1987) , the following approximation of noncentral chi-squared probability by a central one
In brief, common alternative hypotheses for chi-squared tests and rotational invariance of normal distributions lead to noncentral chi-squared distributions with non-centrality parameter λ, which has intrinsic geometrical meaning. Moreover, the non-centrality parameter ranks chi-squared tests according to their powers. Based on these facts, if we would like to name one parameter as the 'effect size' of chi-squared tests, the non-centrality parameter λ is a very compelling candidate.
Suppose we conduct a large number of chi-squared tests simultaneously and select a subset of large chi-squared statistic values. The usual estimates of the non-centrality parameter based on selected chi-squared values are subjected to selection bias and thus very
misleading. In what follows, we propose an empirical Bayes approach to the problem based on the posterior mean and variance of λ under model (2.1).
A preliminary Tweedie-type expression of the posterior mean
When a chi-squared test statistic X = x is observed under model (2.1), the posterior mean equals
where E k−2 (2J|x) is the posterior mean of 2J when the null distribution is chi-squared with k − 2 degrees of freedom. We need the following lemma for a preliminary Tweedie-type result.
Lemma 1
The following relationship is true between the marginal density and its derivative under model (2.1)
or equivalently
Proof Taking the derivative of chi-squared density function
and integrating with respect to λ and j to obtain the marginal density g k (x) yield the desired result. ✷ Applying Lemma 1 and (2.2), we arrive at the following result.
Proposition 1 Under model (2.1), the posterior mean of noncentral parameter λ
where l ′ k is the derivative of marginal log likelihood with k degrees of freedom.
Note that Lemma 1 implies that l ′ k (x) > −1/2. Thus the last factor on the right hand side of (2.3) is positive. We can view (2.3) as a preliminary Tweedie's formula for chi-squared distribution. It bears considerable resemblance to Tweedie's formula for the normal distribution
The most prominent common feature in Tweedie's formulas for normal distributions (2.4) and chi-squared distributions (2.3) is that both depend on log marginal likelihood in an essential way. As mentioned earlier, 2J reflects the effect size in model (2.1). In particular, the expectation of 2J equals λ. At the risk of terminology abuse, call E k−2 (2J|x) in (2.3) the 'pseudo-observed' effect size, since model (2.1) has 2J one step closer to the observed value x than λ. The variance of chi-squared random variable is twice the mean so that the '2' in 1 + 2l ′ k (x) has to do with the variance. Putting these together, we can see the remarkable similarity between Tweedie's formulas for the normal distribution and that for the chi-squared distribution, matching almost point-by-point, except for the curious appearance of k − 2 instead of k as the null degrees of freedom in E k−2 (2J|x). Figure 1 indicates that the multiplier 1+2l ′ k (x) of the pseudo-observed value E k−2 (2J|x) in (2.3) is bigger than one for small x, implying the posterior mean is larger than the observed value x. For larger x value, it is smaller than one, implying the posterior mean is smaller than observed value x. For x near k, the null degrees of freedom, the posterior mean is close to the observed value x. All these are anticipated bias-correction results of the posterior mean.
Estimating the effect-size degrees of freedom
Lemma 1 expresses the posterior mean in terms of E k−2 (2J|x), the expected effect-size degrees of freedom. We now study how to estimate it from the data. A simulation study indicates that the resulting estimates are rather inaccurate and we shall not use them in bias correction. Nevertheless, these estimates provide valuable insight into the understanding of the effect-size degrees of freedom as an important component of the posterior mean.
According to model (2.1), the observed chi-squared value X = x in E k−2 (2J|x) is selected from a chi-squared population with k − 2 + 2J degrees of freedom. If we employ maximum likelihood estimation, then x = mode{X} = k−4+2J, which leads to estimating 2J by x − k + 4. Since 2J is nonnegative, we modify the preceding maximum likelihood estimate to become
where a + = max{0, a}. On the other hand, if one prefers the method of moment for estimation, then x = E k−2 (X) = k − 2 + 2J. Therefore, the corresponding estimate for the method of moment is
Both estimation methods suggest estimating the effect-size degrees of freedom by softthresholding the observed value x with respect to a reduced null degrees of freedom. It appears that the presence of the effect-size degrees of freedom in the posterior mean expression carries a shrinkage effect on the observed value x.
A Tweedie's formula for chi-squared statistic
While being a Tweedie-type of result, equation (2.3) is inappropriate for the purpose of selection bias correction. Containing the term E k−2 (2J|x), it is not susceptible to direct estimation by sample data. Although we can estimate E k−2 (2J|x) by (2.5) and (2.6), both estimates are unsatisfactory due to the fact that their accuracy does not improve even with infinite amount of data. Here we obtain a formula for E k−2 (2J|x) so that a ready-for-use
Tweedie's formula can be derived.
The chi-squared density has the following property
which implies that
Consequently,
where the second equation is obtained by repeatedly applying Lemma 1.
It is worth noting that the second term, x−k+4 , on the right hand side of (2.7) matches the estimate (2.5), which to a certain extent explains why (2.5) is inaccurate. Comparing (2.5) with (2.7), we notice that (2.5) lacks a bias correction term like the first term on the right hand side of (2.7), which 'borrows strength' from nearby observed values, and thus indicates the primitive nature of (2.5) as an estimate of the effect size λ.
Substituting (2.7) into (2.3), we obtain
Theorem 1 Under model (2.1), the posterior mean of effect size can be calculated from the marginal log likelihood gradients according to
(2.8)
The preceding formula can be employed to estimate the posterior mean after estimating the 1st and 2nd derivatives of log-density by the sample data. The other useful expression of the posterior mean involving the derivatives of marginal log likelihood is given by the following corollary, which comes from the second equation of (2.7).
Corollary 1
The posterior mean under model (2.1) can also be written as
(2.9) Equation (2.9) reveals the fact that the posterior mean of the effect size achieves bias correction for chi-squared statistic in two steps, which is totally new to what we know about Tweedie's formula for normally distributed data. Specifically, equation (2.9) accomplishes the bias correction in two steps. The first step is a two-layer multiplicative adjustment of x and the second step is the deduction by a reduced null degrees of freedom times the first layer of multiplicative adjustment.
The next lemma is useful in comparing the magnitude of multiplicative adjustment between the two layers.
Lemma 2 If the marginal density g k is log concave, then the derivative of marginal log
it is sufficient to prove that
Log concavity of g k (x) implies that l ′′ k (x) < 0. Using Lemma 1, we can show that
The proof is completed.
✷
Assuming log concavity, Lemma 2 implies that the second layer of correction, l ′ k−2 (x), produces smaller adjustment than the first layer l
For large x value, however, the second layer produces larger adjustment than the first layer since 0 > l 
The two-layer adjustment is plotted in Figure 2 and the pattern is basically the same as that of one layer: pulling up small value and pulling down large value of x. On the other hand, the adjustment at both ends for very small and large x values are obviously magnified by incorporating the second layer.
The bias-corrected value given by the posterior mean is in 
it's supposed to be. Figure 3 also shows that one-layer correction seems to be inadequate because its values u are uniformly larger than those of the two-layer values v.
Posterior Variance and Intervals
In this section, we provide additional results, which enable us to construct posterior intervals for the effect size based on the posterior mean derived in the previous section.
Posterior variance and related results
Here we derive expressions that facilitate the calculation and estimation of posterior variance for the effect size. We begin with
Apply Lemma 1 twice, first on g k−4 then on g k−2 , to obtain
we have Theorem 2 In model (2.1), the posterior variance equals
Theorem 2 has the posterior variance as the sum of two terms. If the marginal likelihood function is log concave, the first term, which involves l ′′ k (x), is negative because the second derivative of marginal log likelihood is negative and its multiplier E k−4 [4J(J − 1)|x] is positive. The second term, involving (1 + 2l
2 , must be positive because the posterior variance would be negative otherwise. It then follows that the multiplier
2 must be positive. This multiplier roughly corresponds to the variance of 2J, the effect size degrees of freedom, if we ignore the difference between the second factorial moment and the second moment of 2J, and the difference between k − 4 and k − 2, the respective null degrees of freedom in the second moment and the first moment of 2J. With all these modifications to facilitate interpretation, equation (3.2) presents the posterior variance as the adjusted variance of 2J by multiplying (1 + 2l ′ k (x)) 2 , followed by a deduction proportional to the second derivative of marginal log likelihood times the second moment of 2J.
In (3.2), we know how to estimate each part on the right hand side from the data directly except for E k−4 [4J(J − 1)|x], which is the task we now undertake.
Lemma 3 Under model (2.1), the second factorial moment of J can be expressed in terms of the marginal densities with different null degrees of freedom as follows
and
Proof. The chi-squared density satisfies
combining (3.3) and (2.7) with k − 2 replaced by k − 4, we obtain the desired expression
Furthermore, the equations for g k−4 and g k−8 follow from applying Lemma 1 successively on subscript k, which goes backward at step size of 2. ✷ Applying Lemma 1 successively results in decreasing null degrees of freedom from k to k − 2, k − 4, k − 6, · · · and increasing order of derivatives for g k (x). The process begs the question "how far can it go?". When k−2i < 0, we lose the natural interpretation of the chisquared density as the sum of independent standard normal squares. Note that the gamma function can be extended to negative non-integer values via analytic continuation on the complex plane. For example, if k is an odd number, then we can write down the function
Thus the derivative formula of Lemma 1 is still valid for any odd number k − 2i because the only mathematical property that we use in the derivation is Γ(a+ 1) = aΓ(a). To be more precise, when k −2i < 0, the corresponding f k−2j is no longer a legitimate probability density function but we can still formally write down the function.
It would not cause any problem because we condition on x and never integrate with respect to x in the whole process. Hence, it is mathematically straightforward to define g k−2i based on f k−2i for both positive and negative k − 2i so long as it is not an even integer.
By Lemma 3, we can calculate the second factorial moment of J from the log-density gradients. As the first order log-density gradient can be estimated from the sample data accurately via the penalized least-squares method proposed by Sasaki et al. (2014) , its higher order gradients can be obtained by taking derivatives. Together with (3.2), we can estimate the posterior variance from the data directly. On the other hand, simulation study shows that the Poisson regression method suggested by Efron (2010) produces reasonable estimates for the marginal density but not its derivatives.
Theorem 2 and Lemma 3 highlight the fact that posterior variance can be estimated directly from the data after plugging in estimates of the log-density gradients. On the other hand, it raises the concern of the need to estimate higher order derivatives of the marginal log likelihood. Would that give inaccurate estimates and render the theorem of less practical value? The simulation study and real data examples to be presented below show that the idea of the penalized least-squares method in Sasaki et al. (2014) can be employed to construct reliable posterior mean and variance estimates.
Effect size posterior interval
Next we will examine the performance of posterior intervals of the form
where z 0.95 = 1.645, the 95% quantile of the standard normal distribution. In this subsection, we assume the true model is known. suffer from such problems. On the whole, assuming the true density is known, the normal transformation method and the proposed method produce quite reasonable coverage rates, close to the intended coverage probability 90%, and the latter is somewhat closer.
In the pioneering paper, Benjamini and Yekutieli (2005) construct effect size interval estimates following a frequentist approach. Benjamini and Yekutieli's (BY) procedure controls the false coverage rate (FCR). In our study, the procedure indeed keeps FCR close to the desired level at the cost of considerably overshooting the intended confidence level.
The intervals are substantially wider than that of the normal transformation method and the proposed method. In addition, the lower half of the interval covers a lot more points than the upper half, indicating re-center is needed for better performance. The finding is similar to that in §11.4 of Efron (2010), where insightful explanation of what we have observed in Figure 5 is also given.
The models in Figures 4 and 5 are different. The latter model has a point mass at zero π 0 = P {λ = 0} = 0.9, while the former does not. The formulas for posterior mean and variance in Figure 5 need to be adjusted according to the formulas on page 228 of Efron (2010), which we record here for completeness.
The posterior mean and posterior variance in Figure 5 are given by
where E(λ|x) is given by (2.8), var(λ|x) by Theorem 2, and fdr(x) is the local false discovery rate defined by
Posterior significance
The non-centrality parameter λ = k 1 µ 2 i equals the sum of squared effects over k components of Y . Having observed X = x, we have no information on individual component effects and thus use the average E(λ|x)/k as the starting point for further analysis.
To calibrate the value of E(λ|x)/k, we compare it to the contribution from one component under the null hypothesis, which has chi-squared distribution with one degree of freedom. It seems convenient to calibrate E(λ|x)/k using the same distribution. That is, we assess the level of evidence in E(λ|x)/k using the same scale as that of a chi-squared random variable with one degree of freedom.
Definition 1 E(λ|x) is posterior significant at α-level per degree of freedom, if
where z a is the a-quantile of a standard normal distribution so that P (χ 1 ≥ z 2 1−α/2 ) = α. For example, E(λ|x) is posterior significant at 10% level with k = 7 degrees of freedom, if
Calibrating E(λ|x)/k with chi-squared one can be understood from the signal-versusnoise viewpoint. View chi-squared one as the background noise and E(λ|x) as the expected signal when x is observed. Then E(λ|x)/k is the expected signal per 'channel' and there are k channels in total. In real data problems, the magnitude of signals is typically comparable to that of noises. If the signals are much smaller than the noise, then we have no hope to detect them. If the signals are much larger than the noise, then the signal is so easy to detect that the problem would be readily solved by other applied scientists and there is no need to involve statisticians. The most interesting case is that the signal and noise are roughly comparable and thus we measure the strength of E(λ|x)/k by chi-squared one.
The following interpretation continues along the same line to calibrate the total signal and total noise by the same distribution.
Since the components of Y are independent, calibrating each component as chi-squared one is the same as calibrating the total of k components by chi-squared k. In view of
having observed X = x, α-level posterior significance requires that the total signal E(λ|x) exceeds the critical value of a chi-squared k probability at most α. Actually, the exact probability can be much smaller than α as k increases. For example, for k = 3 and 7, P (χ 3 ≥ 3z 2 0.95 ) = 0.04 and P (χ 7 ≥ 7z 2 0.95 ) = 0.008, respectively. Thus, calibrating the total signal by the total noise distribution, 10% posterior significance implies that the total signal is substantially stronger than the total noise, and at 5% would be even more so.
In terms of deviation from the zero effect level, the interpretation goes as follows. The standard normal distribution has a standard deviation of 1. Thus the expected deviation from zero due to the null hypothesis (noise) is 1 per degree of freedom. At 10% posterior significance, the expected deviation from zero due to the effect (signal) is 1.645 ≈ 1 + . Hence 10% posterior significance implies that the expected deviation due to the signal/effect is nearly 2/3 larger than that due to the noise/null per degree of freedom. Similarly, at 5% posterior significance, the expected deviation due to the signal/effect is nearly twice (1.96 ≈ 2) as large as that due to the noise/null per degree of freedom. Therefore, at 10% or 5% posterior significance, the signal is critically larger than the noise to allow effective separation between the two.
Another way to make sense of posterior significance is to compare it with FDR. These two concepts are very different ones and have different purposes. The latter focuses on the null cases to make sure that not too many of them are selected, while the former focuses on non-null cases to estimate their effect sizes. However, both concepts induce thresholding the chi-squared statistic values so that we can compare their respective thresholds. In all our simulation studies and real data examples, the cutoff values for 10% posterior significance are substantially higher than those for the 10% FDR, possibly due to bias correction effect of the posterior mean. This indicates that 10% posterior significance represents a high standard to achieve, substantially higher than 10% FDR, which has very little chances to be fulfilled by the null cases or non-null cases with small effects. In short, posterior significance enables the assessment of different levels of evidence among supposedly nonnull cases selected according to the FDR criterion.
Posterior dominance
When E(λ|x) is above the whole posterior interval E(λ|x ′ ) ± z 1−α/2 var(λ|x ′ ) at the other value x ′ , this is another type of important results to be considered separately.
Definition 2 E(λ|x) dominates E(λ|x ′ ) with at least (1 − α) posterior probability, if
For example, if
then E(λ|x) dominates E(λ|x ′ ) with posterior probability at least 90%. The 'at least' in the statement is not only because E(λ|x) is at least as high as the upper limit of the posterior interval at x ′ but also because it is higher than those values between the lower limit and zero. Thus the concerned posterior probability is actually close to 95%.
If the posterior interval at x is completely above that at the other value x ′ , we have
Definition 3
The posterior interval at x dominates the other posterior interval at x ′ with at least 1 − α posterior probability, when
In the next two sections, we'll apply the concepts of posterior significance and posterior (interval) dominance defined above to illustrate the findings in the simulation study and real data examples, where the posterior mean and intervals are estimated from sample data.
Variable Selection via Chi-squared Statistic
Let X 1 , · · · , X 100 be i.i.d. Bernoulli distributed with P (X i = 0) = P (X i = 1) = 1/2. Consider the following model for the response variable Y ,
where ǫ is independent normal distributed with mean zero and standard deviation 0.5. It is worth mentioning that X 1 + X 2 − 2X 1 X 2 in model (5.1) is the celebrated XOR function, a classical example in neural network demonstrating that a nonlinear function can be learned via hidden layers, whereas the part involving {X 3 , X 4 , X 5 } is the triplet version of XOR; see e.g. §6.1 of Goodfellow et al. (2017) . The model (5.1) has the nature flips a fair coin.
If head (or tail) appears, then Y equals the XOR function (or the triplet version) plus the random error ǫ, respectively. To see how the variables in a triplet jointly affects the value of Y , we employ the chi-squared statistic
where P i represents the partition of 8 groups defined by the triplet. Hence Q equals the sum of squared deviations of group means from the sample mean over a total of 8 groups.
When X 1 , · · · , X 5 / ∈ {X i 1 , X i 2 , X i 3 }, that is, the triplet contains no relevant variables, Q is asymptotically chi-squared distributed with k = 8 − 1 = 7 degrees of freedom since the population mean estimated by the sample mean costs one degree of freedom. It is noticeable that with 7 degrees of freedom, the chi-squared statistic Q can capture all kinds of departures from the no-effect null hypothesis in a triplet, including interaction, nonlinearity, and mixture in model (5.1).
We compute the chi-squared statistics for all C(100, 3) = 100 × 99 × 98/6 triplets.
Then apply the BH procedure with FDR = 0.1 to select 107 presumably non-null triplets.
The results are given in Figure 6 (a). A prominent fact is that the triplets {X 3 , X 4 , X 5 } and {X 1 , X 2 , X i }, i = 3, 4, · · · , 100 are distinctively separated from other triplets. These 99 triplets all have their non-centrality parameter estimates posterior significant at 5%
level. Furthermore, they achieve posterior interval dominance over other triples with 90% posterior probability. In other words, the data provide strong, if not overwhelming, evidence that these triplets contain causal variables that influence the values of Y .
If it is known that only a small number of variables are relevant, that is, the underlying model is sparse, then we can conclude that X i , i = 6, · · · , 100 are included in a high-scored triplet only because they are combined with {X 1 , X 2 }. Dropping X i from {X 1 , X 2 , X i } would lead to even more significant chi-squared statistic value (smaller pvalue) for {X 1 , X 2 }. Therefore, Figure 6 indicates that, as a variable selection procedure, the proposed method can correctly identify the two signaling modules, {X 1 , X 2 } and {X 3 , X 4 , X 5 } out of many irrelevant X-variables under additive noises {ǫ}.
The posterior mean estimated by the normal transformation method for the top 99 triplets are larger and appear more significant than the proposed method. However, these estimates are unreliable for two reasons. First, the corresponding posterior intervals are too wide. More importantly, these posterior mean estimates do not carry shrinkage effect and are larger than the corresponding chi-squared statistic values x ′ s. That is not supposed to happen because the estimates are corrected for selection bias. These results occur possibly due to unsatisfactory performance of the density and its derivatives estimates by Poisson regression method that comes with the normal transformation method.
For comparison, we expand the design matrix by adding all of the two-way and three-way interaction terms and run the LASSO analysis of Tibshirani (1996) to select the relevant variables. We adopt 10-fold cross-validation to choose the tuning parameter value, and the mean squared error (MSE) curve for the tuning parameter ρ is shown in Figure 6 (b).
The persistently decreasing MSE implies that the LASSO fails to select any relevant variables, possibly due to the fact that it is mainly designed for detecting main effects instead of interaction effects. The LASSO is correlation-based and it can be shown that in model (5.1) all relevant variables X 1 , · · · , X 5 have zero correlation with the response variable Y so that it is difficult for the LASSO to pick up the signal in these variables.
Consequently, not only the LASSO but also any correlation-based variable selection method are likely to experience the same difficulty in model (5.1). Further discussion of (5.1) and the simulation results in this section are in Section 7, where a comparison with the real data example in Section 6.2 will be presented too.
6 Real Data Examples
Differences in gene expression among ethnic groups
We apply the proposed method to a large panel of microarray data first analyzed in Spielman et al. (2007) to characterize genetic variation among four major population groups.
The dataset consists of p = 8793 annotated human genes expression levels over n = 166 individuals from four populations. These include 60 European-derived individuals from the Utah pedigrees of the Centre d'Etude du Polyporphisme Humain (CEU), 41 Han Chinese in Beijing (CHB), 41 Japanese in Tokyo (JPT), and 24 from the Han Chinese in Los Angeles (CHLA). While Spielman et al. (2007) reported that 25% of gene expression levels differs significantly between populations, possibly due to allele frequency differences at cis-linked regulators, some follow-up studies (Leek et al., 2010) criticized the pervasive significance because the populations and processing dates are highly correlated. Strong batch effects (observed or unobserved) such as the processing dates should be accounted for before any significance test is conducted.
For each gene, the following statistical model decomposes the expression level into contributions from three sources: ethnic group membership, latent common factors, and random errors. Specifically, the expression level of ith-gene,
where X ∈ R n×4 is the contrast matrix for the group membership, Z denotes the latent common factors, and ε i is the random error with constant variance σ 2 i . The latent factor part is estimated by Z γ i using the restricted principle component analysis algorithm proposed by Du and Zhang (2017) . Then a chi-squared statistic is employed to test homogeneity among the four groups. The test statistic T i , which has chi-squared distribution with k = 3 degrees of freedom asymptotically under the null hypothesis, is computed as
where σ i is the root mean squared error of the i-th regression and A ∈ R 3×4 is the dummy matrix for testing the homogeneity hypothesis β i2 = β i3 = β i4 = 0.
At false discovery rate α = 0.10, 164 genes were identified and their corresponding posterior intervals are shown in Figure 7 . The results indicate that 58 and 26 out of 164 genes achieve posterior significance at 10% and 5% levels, respectively. The two genes with the largest effect sizes dominate other genes with 90% posterior probability.
The 90% posterior intervals of both the proposed and the normal transformation methods are all above zero, but the latter intervals are longer and further away from zero, with 87 and 33 genes posterior significant at 10% and 5%, respectively. These results are consistent with findings from simulation studies that the normal transformation method has a smaller shrinkage effect than the proposed method for large test statistic values.
Gene expression profiling and prediction of breast cancer metastasis
The data set of this example is from the study in van't Veer et al. (2002) . About 30% of breast cancer patients would benefit from chemotherapy or hormonal therapy, which reduce the risk of distant metastasis. The other 70-80% of patients would survive without We examine the interaction among 4918 genes via the chi-squared statistic (similar to Section 5)
where P i represents the partition of the sample into 8 groups by the triplet (X i 1 , X i 2 , X i 3 ) = (0, 0, 0), (0, 0, 1), · · · , (1, 1, 1). The sample mean, group means, and the sample variance of Y are denoted by Y , Y j , and σ 2 , respectively. We use the statistic Q to capture three-way interactions in triplets. The reason for focusing on three-way interaction is that two-way interaction is deemed too simple to explain complex disease such as breast cancer, while four-way interaction is computationally prohibiting.
We compute the chi-squared statistic Q for all 4918 × 4917 × 4916/6 triplets. It takes about 28 hours on a PC with two CPU of 2.66G Hz each. Thus with parallel computing, it can be done in a few hours, a very manageable task. From the top 50,000 Q-values, we identify 35 non-overlap triplets by going down the ordered list, removing all triplets overlapped with previously retained ones of higher Q-values. This is for reducing the dependence among overlapping triplets. Then randomly select 10,000 triplets and combine with the 35 non-overlapped ones to produce the posterior bands in Figure 8 .
With a little over 10,000 triplets, we can cover nearly all genes (missing only 7 out of 4918 genes in a simulation experiment). It is reasonably close to the minimum number of randomly selected triplets that achieves nearly complete coverage (a naive approximation via coupon collector's problem yields an expected value of around 12,000). If we go well beyond 10, 000 triplets, then there would be too many overlapped genes and the dependence problem becomes severe. On the other hand, using substantially below 10,000 triplets not only leaves a sizable subset of genes uncovered but also produces unreasonable posterior mean estimates. Therefore, with a random sample of around 10,000 triplets, we have a comprehensive coverage of the whole gene pool and not too many overlapped genes in triplets, which may otherwise distort the findings due to dependence.
Using the BH procedure with the FDR level 0.10, 37 triplets are selected and their corresponding posterior estimates and intervals are in Figure 8 . Nearly all (33 out 35) triplets from the 50,000 overall top triplets achieve 10% posterior significance, while 8 achieve significance at 5% level. Moreover, 34 highest ranked triplets dominates two triplets on the far left with 90% posterior probability. These results indicate that there is considerable evidence of higher order interactions among the top-scored triplets. To predict the metastasis status of a breast cancer patient, it is desirable to include higher order interactions in the prediction rule as in Wang et al. (2012) .
For this dataset, the normal transformation method produces unreasonable results.
Specifically, the posterior mean E(λ|x) for x > 45 is even larger than x, losing the shrinkage effect expected of any selection bias corrected estimate. Furthermore, the posterior intervals are much wider than those of the proposed method. This is particularly so for large x values.
These results confirm previous findings from the simulation studies in Section 3.2 that the normal transformation method does not perform well for large x values. 
Concluding Remarks and Discussions
For large scale inference problems, controlling FDR is now a standard practice after performing a large number of hypothesis tests simultaneously. Suppose that a FDR procedure selects a relatively small subset of supposedly non-null cases for further analysis such as estimating their effect sizes. In this regard, Efron (2011) proposed an empirical Bayes method for post-selection inference based on Tweedie's formula for normal data.
Tweedie's formula captures selection bias in a simple relationship involving the marginal likelihood, which allows direct estimation by sample data. Here we develop a parallel formulation for chi-squared data. A Bayesian hierarchical model is introduced as the starting point. We also examine a few new phenomena in the resulting Tweedie's formulas, which may inspire construction of new data-dependent procedures for bias correction.
One of the intended applications of Efron (2011) is the t-test whereas ours is the chisquared test. Both are very common and time-honored statistical tests. In the context of variable selection for high dimensional data, t-tests are useful in linear main effect models, whereas chi-squared tests can be applied to a wide variety of models combining sparsity, nonlinearity, interaction, and mixture features such as the one in Section 5.
The simulation study in Section 5 is intriguing in three aspects. First, having its root in deep learning, the model (5.1) is very different from the usual regression models commonly adopted for high dimensional data analysis. It is quite challenging to identify the causal variables not only because model (5.1) is highly nonlinear containing interactions as large as main effects in size and opposite in sign, but also because all causal variables in a signaling module have to be identified together, otherwise the incomplete modules behave like noises from which is difficult to separate. Specifically, each causal variable has zero correlation with the response variable. Secondly, the model (5.1) bears no resemblance to the Bayesian hierarchical model (2.1). However, the statistical tools derived from model (2.1) can identify the two signaling modules perfectly as if the tools were designed specifically for model (5.1) but in fact they are not. Thirdly, the shape of the posterior bands in Figures 6(a) and 8
are quite similar, even though the former is based on simulated data and the latter comes from real data without knowledge about the data generating mechanism. Does it mean that the real data are generated by a mechanism sharing some attributes in common with model (5.1)? The issue is worthy of further study.
Two real data applications are considered: interaction-based variable selection for high dimensional data in preparation for prediction of breast cancer metastasis, and testing genetic homogeneity among ethnic groups with a small number of confounding latent factors (each with loading from a large number of variables). We provide point and interval estimates with selection bias corrected. We interpret these effect size estimates in order to assess different levels of evidence among selected chi-squared test results.
Several issues remain to be explored. Under what condition(s) the posterior distribution of model (2.1) is unimodal? Unimodality would provide additional justification for the posterior intervals proposed in Section 3.2. How to estimate and adjust for skewness in the posterior distribution? Skewness adjustment would improve the coverage rate of posterior intervals. What does a dependable estimation method for the marginal log likelihood and its derivatives look like? We already mentioned that the idea of penalized least squares method in Sasaki et al. (2014) can be adopted to provide reliable log density gradient estimates. All these issues will be addressed in details in another paper as they are technically involved.
