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Ordered phases emerged in active suspensions of polar swimmers are under long-wavelength hy-
drodynamic mediated instabilities. In this letter, we show that chemical molecules dissolved in
aqueous suspensions, as an unavoidable part of most wet active systems, can mediate long-range
interactions and subsequently stabilize the ordered phases. Chemoattractant in living suspensions
and dissolved molecules producing phoretic forces in synthesized Janus suspensions are reminiscent
of such molecules. Communication between swimmers through the gradients of such chemicals gen-
erated by individual swimmers, is the foundation of this stabilization mechanism. To classify the
stable states of such active systems, we investigate the detailed phase diagrams for two classes of
systems with momentum conserving and non-conserving dynamics. Our linear stability analysis
shows how the stabilization mechanism can work for swimmers with different dynamical proper-
ties, e.g., pushers or pullers and with various static characteristics, e.g., spherical, oblate or prolate
geometries.
Understanding and explaining the physics of active
matter have attracted many interests recently [1–4]. Ac-
tive suspensions, both living and synthetic systems, are
not bounded by equilibrium laws, thus, show a variety
of behaviors ranging from collective self organized mo-
tion (even in two dimension) [5–7] to nontrivial rheo-
logical properties [8–12]. Long-range rotational order,
observed in active suspensions, are under strong dynam-
ical instabilities mediated by hydrodynamic interactions
in low Reynolds wet systems [5, 13]. This instability is
generic in the sense that, it is not affected by any short-
range interaction but its underlying mechanism is very
sensitive to the hydrodynamic details of individual swim-
mers. For pushers (pullers), bend (splay) fluctuations
diverge and initiate the instability. Interestingly and in
contrast to this hydrodynamic mediated instability, there
are examples that the ordered phases can be observed ex-
perimentally. Furthermore, studying stabilization mech-
anisms provides guidelines for designing micro swimmers
exhibiting collective ordered motion. System-size depen-
dent fluctuations in elastic systems [14] and 2-D film con-
finement [15, 16] provide mechanisms that can stabilize
the instability.
In this article, we show that chemical signaling between
swimmers is another potential mechanism that can stabi-
lize the instabilities. Phenomena of taxis (chemo, photo
and etc.) that are vital activities in most living organisms
[17] and phoretic interactions between active agents in
suspension of artificial swimmers [18, 19] can be consid-
ered as examples of such chemical signaling. Depending
on the details of system under investigation, chemotaxis
itself can initiate Keller-Segel type instabilities [20, 21]
but there are examples showing that phoretic interac-
tions between active agents can lead to interesting col-
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lective behaviors [18, 22, 23]. Interplay between hydro-
dynamic and chemotaxis is investigated previously with
a view on the effects of self generated flows on the stabil-
ity of isotropic phase of auto-chemotactic swimmers [24].
In a different regime and at the threshold of hydrody-
namic instabilities, we study the influence of chemotaxis
on long wave-length instabilities. In both living and syn-
thetic active matter, individual agents change their state
of motion in response to a gradient in chemicals. Here
we use a macroscopic phenomenological description in
which, chemotaxis can be considered as currents propor-
tional to the local gradient of concentration. Although,
there are microscopic derivations that can support this
picture [21, 25], chemotactic coefficients defined in this
way can also be considered as parameters that can be
measured experimentally. Extending the idea of phoretic
Brownian particle [26] to both momentum conserving
and non-conserving systems, we formulate a continuum
description for an active suspension and use linear sta-
bility analysis to determine the stability criteria.
Let us consider an interacting suspension of swimmers
moving in the presence of a concentration of chemical nu-
trients. Each swimmer is an axisymmetric particle with
major and minor diameters given by ` and ∆` and it
moves with an intrinsic speed given by v0 along its major
axis denoted by a unit vector m. In a mean field descrip-
tion, the dynamics of this suspension is described by sin-
gle particle probability distribution function ψ(r,m, t),
showing the probability to find a swimmer with orien-
tation m in position r at time t. In addition to this
distribution function, chemical concentration c(r, t) and
velocity profile of the ambient fluid u(r, t), created by
moving swimmers, are dynamical variables that need to
be determined. The Smoluchowski equation for ψ gov-
erns the dynamics of this interacting suspension:
∂
∂t
ψ(r,m, t)+∇·Jt+∇m ·Jm+(m×∂m) ·Jm⊥ = 0, (1)
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2where ∇ and ∇m stand for positional and orientational
gradients. Denoting by D and Dr, the transnational dif-
fusion tensor and rotational diffusion coefficient of the
swimmers, the currents are given by:
Jt = [vm + u−D∇− (kBT )−1D∇U − χt∇c]ψ,
Jm⊥ = −[Dr(m× ∂m)(1 +
U
kBT
) + χrm×∇c]ψ,
and Jm = (I−mm)·(Ω+AG)·mψ. Chemotaxis transna-
tional and rotational currents are introduced through
phenomenological coefficients χt and χr, both can have
positive or negative values. Symmetric and antisymmet-
ric parts of the fluid velocity gradient are denoted by
2G = ∇u + (∇u)T and 2Ω = ∇u − (∇u)T respectively.
For axisymmetric swimmers we have A = (1−∆2)/(1 +
∆2) [27]. In terms of distribution function, we define den-
sity ρ =
∫
dmˆψ, polarization P =
∫
dmˆψmˆ and nematic
order parameter as: Q =
∫
dmˆψ(mˆmˆ − I/3). To take
into account the hydrodynamic interactions, we consider
the dynamics of fluid. Denoting the viscosity of ambient
fluid by η, fluid flow obeys Stokes equation η∇2u−∇Π =
∇ · σa, that is supplemented by incompressibility condi-
tion ∇ · u = 0. Assuming that the swimmers are force-
dipoles with strength ζ, their contribution to the Stokes
equations appears as an active stress σa = ζQ [2]. For
a dipolar swimmer, we assign ζ = 6piη`2v0∆p where,
∆p is a dimensionless number showing the strength of
force-dipole associated with swimmer, for pusher ∆p > 0
and for puller ∆p < 0. Alternatively, to account for
the hydrodynamic effects, an effective two-body interac-
tion between swimmers can also be considered [28–30].
We also consider a short-range interaction potential as:
U = − 43pi`3U0(1 + `
2
10∇2)m ·P with U0 > 0 to introduce
polar order in the suspension [31].
Considering both diffusion and convection, concentra-
tion of chemical molecules obeys the following equation:
∂tc(r, t) = −u · ∇c + Dc∇2c − K(c)ρ(r, t) + S where,
chemical molecules are injected to the medium through
a uniform source term S and swimmers act as sinks for
chemical molecules. Reaction rate K, is assumed to obey
Michaelis-Menten kinetics, characteristic of catalytic re-
actions, as: K(c) = K0c(c+ cM )−1 where K0 is the max-
imum reaction rate and cM denotes a concentration at
which, the reaction rate reaches to its half maximum
value [32–34]. The kinetics we are considering here is
the simplest choice and there are other possibilities that
we can consider as well without any crucial change in our
final results.
To study the dynamics of fluctuations, we consider the
case that our system fluctuates around a uniform distri-
bution of both chemical nutrients and swimmers and set
c = c0+δc and ρ = ρ0+δρ. For t > 1/Dc, system reaches
to steady state and denoting the fluctuation wave vector
by q, the chemical concentration and velocity profile can
be obtained explicitly as:
u˜ = iζ
ηq
(qˆqˆ − I) · δQ˜ · qˆ, δc˜ = −K(c0)
Dcq2 + ρ0∂cK
δρ˜, (2)
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FIG. 1. (a) Stable regions for a 3-D momentum con-
serving polar suspension. In terms of ∆p and χ¯r, stable
regions are shown for rod-shape, spherical and disk-shape
swimmers. Boundaries of the stable regions are shown by
dotted, solid and dashed lines for rod-shape, spherical and
disk-shape swimmers respectively. (b) Regions of stability
for a momentum non-conserving suspension interacting with
substrate through friction coefficients Γ¯ and Γ′ < 0. On
the vertical axes, two highlighted points specify an interval
−Γ¯min < ∆p < Γ¯max where, the hydrodynamic screening
stabilizes the system for Γ′ < 0 and χ¯t = χ¯r = 0. With short-
range chemotaxis-assisted interaction, stable states will grow
both for positive and negative values of Γ′. Here, we have set
E = −2 and Pe = 1.
where variables with tilde sign, show Fourier modes. In
terms of chemical concentration, two different regimes of
diffusion and reaction dominated can be distinguished.
For sufficiently small concentrations c0  cM , the dy-
namics of chemical molecules is totally governed by re-
action process as: δc˜ = −(c0/ρ0)δρ˜ but for larger con-
centrations (c0 ≥ cM ), it is dominated by diffusion:
δc˜ = −(K0/Dcq2)δρ˜. Having in hand the above results
for δc˜ and u˜, we can eliminate them from the Smolu-
chowski equation and obtain an equation that governs the
dynamics of ψ. Instead of ψ, we can study the dynamics
of its moments ρ, P, Q and higher moments. Cutting
the hierarchical equations obtained with this method at
the second order moment, will results in closed equations
that show the dynamics of the system (details are given
at the supplementary note).
As a result of short-range interactions, a transition
from a homogeneous isotropic state with ρ = ρ0 to a
polar state with P = ρ0P0nˆ will take place. To analyze
the stability of polar state, we add small fluctuations δn
and δρ to the steady state values then, study their lin-
earized dynamics. Introducing the Fourier transform for
any fluctuating field as f(r, t) =
∫
dqdωf˜(q)ei(q·r−ωt)
and denoting by θ the angle between qˆ and nˆ, dimen-
sionless modes can be obtained as: ω¯ = a1`q cos θ + ih±
where,
h± = g(θ)
[
1±
(
sin2 θ(χ¯r+ia2`q cos θ)
g(θ)2 + (1−
2χ¯t
g(θ) )
2
) 1
2
]
.
(3)
Characteristic frequency ω0 = 12γ×(v0/`) is used to make
frequencies non-dimensional. Dimensionless phoretic co-
3efficients are defined by:
χ¯t =
χt
2v0χ0
, χ¯r =
χr
ω0χ0
, χ0 =
Dcω0
ρ0K0v0
, γ = 3piρ0`3,
g(θ) = ∆p cos 2θ + χ¯t, a2/∆p = 2a1 = 4γ−1.
For simplicity we first begin by considering the spher-
ical swimmers A = 0. Geometric effects for rod- or disk-
like swimmers will be discussed at the end. The condition
=(ω¯) < 0 (<(ω¯) 6= 0 or = 0) shows the stability criterion
( oscillating or non-oscillating) and the onset of instabil-
ity is given by the condition =(ω¯) > 0.
Well established results corresponding to the hydrody-
namic mediated instability of polar phase can be seen by
ignoring the chemotaxis in the above results [2, 5, 35].
Setting q = χ¯t = χ¯r = 0, we see that =(ω¯) =
2∆p cos 2θ, showing that instability of pushers (∆p > 0)
and pullers(∆p < 0) are due to bend (θ = 0) and splay
(θ = pi/2) fluctuations, respectively. Chemotaxis medi-
ated instabilities in the absence of hydrodynamic interac-
tions can also be investigated by setting ∆p = q = 0 that
will result in =(ω¯) = χ¯t
[
1±<(1 + sin2 θχ¯r
χ¯2t
) 12
]
. Regarding
the signs of χ¯r and χ¯t, we can distinguish different cases.
When both of them are positive or one positive the other
negative, it is easily seen that the homogeneous polar
state is unstable. For χ¯t > 0, chemotaxis collapse occurs
that eventually makes the system inhomogeneous. For
χ¯r > 0, an instability in director (resulted from phoretic
torque between swimmers) destroys polar order. Only
the case where both chemotactic coefficients are nega-
tive (χ¯r < 0, χ¯t < 0), stable polar state is expected to
observe in the system. In this regime, and for angles
satisfying χ¯rsin2 θ < −χ¯2t , oscillating states can also be
observed. Wave-number dependent oscillations of polar
state in active matter have been studied before [36, 37].
Here, in addition to sound-like waves (terms proportional
to a1), wave-number independent (q = 0) oscillations of
polar state is observed.
When both chemotaxis and hydrodynamics are consid-
ered, interesting results will appear. Regarding the above
discussion and in terms of chemotactic coefficients, we ex-
pect to see non-trivial results when χ¯r < 0, χ¯t < 0. For a
fixed and negative value of χ¯t, fig. 1(a) shows a phase dia-
gram of possible phases that can appear in a non-confined
interacting suspension at the limit of q = 0. Chemotactic
coefficient χ¯r and strength of hydrodynamic interactions
∆p, are used to label the phase diagram. As seen from
the phase diagram, chemotaxis can not completely sup-
press hydrodynamic instabilities of pushers (∆p > 0) and
a polar suspension of pushers is always unstable. Inter-
estingly, chemotaxis can suppress the splay fluctuations
and stabilize the polar state for pullers (∆p < 0) and
both static and oscillating polar phases can be seen at the
phase diagram. Oscillations of polarized state observed
in this phase diagram are scale-free in a sense that their
frequency do not depend on wave-vector.
To have an intuitive picture about the stabilization
mechanism, figures 2(a) and (b) show a collection of
nearly parallel swimmers that are under small bend and
splay fluctuations, respectively. As seen from figures and
as a result of such director distortions, density fluctu-
ations will appear in the system. In terms of director
fluctuations δn, density fluctuation for the case of splay
is a first order effect but it is second order for bend dis-
tortion. In both cases, considering density fluctuations
shows that, reoriented swimmers are much affected by
the swimmers from left side where, their overall chemo-
tactic torque tends to diminish fluctuations. Fluctua-
tions suppression is much stronger for the splay case. To
obtain this result, we have used the relation −χ¯rm×∇c
with χ¯r < 0 for chemotactic angular velocity and have
assumed that at steady state, each swimmer consumes
chemical molecules (K0 > 0) and produce a radial gradi-
ent in chemicals. To prevent chemotactic collapse, it is
necessary to consider χ¯t < 0. For the case of bend fluc-
tuations and at the first order of δn, chemotactic torques
acting on distorted swimmers from left and right sides
will cancel each other. Considering the higher order cor-
rections, chemotaxis tends to diminish the fluctuations
but, it is not so strong to remove the instability medi-
ated from bend fluctuations in a system of pushers.
To investigate the stability of polar state in a system
with finite size, we have plotted in fig. 2(c) and (d), the
growth rate =(ω) as a function of θ for different values of
q. Regarding the instability criterion =(ω) > 0, fig. 2(c)
shows that for pushers and at the absence of chemotaxis,
the instability comes from bend modes (θ = 0, pi). Here,
chemotaxis can suppress the fluctuations and make the
instability angles more narrower but it is not able to to-
tally remove the instability. This conclusion is valid for
both infinite and finite systems. Fig. 2(d) shows that for
pullers, and at χ¯r = χ¯t = 0, splay modes (θ = pi/2) di-
verges and initiate hydrodynamic instability. In this case
chemotaxis can suppress the splay fluctuations for both
infinite and finite system of pullers and eventually stabi-
lize the system. Note that parameters are chosen from
the stable region of phase diagram.
Elasticity that is identified by dimensionless bend and
splay moduli K¯b and K¯s, is another interesting effect
that can suppress the fluctuations. Including elastic-
ity in our model, function g(θ) should be replaced by
g(θ) = ∆p cos 2θ+χ¯t−(q`)2(K¯s sin2 θ+K¯b cos2 θ) in equa-
tion 3. As shown in reference [14], elasticity introduces a
length Lb = `
√
K¯b/∆p, that systems with smaller sizes
L < Lb, are stable against hydrodynamic fluctuations.
Presence of chemotaxis does not change this picture for
a suspension of pushers, but it enhances the threshold
length scale. This elasticity induced stability mechanism
for finite systems, works for the unstable part of the phase
diagram presented in fig. 1(a).
To investigate the stability of isotropic state, we study
the dynamics of fluctuations around a steady state given
by P = Q = 0. For diffusion-dominated regime, lineariz-
ing the dynamical equations leads to the following modes
4FIG. 2. (a) and (b) demonstrate how chemotaxis tends to
suppress both bend and splay distortions in a suspension of
spherical swimmers. As we can see, restoring torque (shown
by curved red arrow) is more stronger for the case of splay
fluctuations. (c) and (d) show the growth rate, =(ω), as a
function of wave angle θ in a suspension of nearly aligned
pushers and pullers, respectively. In the absence of chemo-
taxis (circled-red), bend distortions (θ = 0, pi) make push-
ers suspension unstable but for pullers it is splay fluctuation
(θ = pi/2) that initiate the instability. Effects due to chemo-
taxis, shown as blue lines, strongly (weakly) diminish splay
(bend) fluctuations for infinite and finite systems. Numerical
values are a2 = 8, |∆p| = 0.2, χ¯r = −0.6 and χ¯t = −0.5.
for the fluctuations at q = 0:
ω¯=
{
iχ¯t − iD¯ ± i
(2
3 χ¯r + (χ¯t + D¯)
2) 12 , 4i5 A∆p − 6iD¯0
}
,
where D¯0 = Dr/ω0, D¯ = D¯0(1 − ρ0/ρ∗) and ρ∗ =
9/(4piU0`3). Stability of an isotropic suspension of swim-
mers depends not only on their type (pusher or puller),
but also on their shape through parameter A. In the
absence of chemotaxis and for A∆p > 15D¯0/2, the
isotropic state is unstable both for a suspension of push-
ers (∆p > 0) with A > 0 and for pullers (∆p < 0) with
A < 0 [35, 37]. Isotropic suspension of spherical swim-
mers (A = 0) is always stable. As one can see from the
above equation, modes associated to hydrodynamic and
chemotaxis are independent and chemotaxis is not able
to remove the instabilities . Taking into account the sta-
bility criterion for both hydrodynamic and chemotaxis
part, we see that for A∆p < 15D¯0/2, stable isotropic
state can be observed under the condition χ¯t < D¯ and
χ¯r < −6D¯χ¯t.
Extending all the above results for reaction-dominated
regime, shows that chemotaxis does not have any strong
effect on the phase portrait of both polar and isotropic
momentum conseving suspensions. In this regime, any lo-
cal decrease in chemical molecules does not have enough
time to diffuse and propagate to the position of other
swimmers and subsequently chemotaxis is not able to re-
move hydrodynamic instabilities.
Friction with a substrate is another interesting and im-
portant factor in many experiments. Such friction can
remove the instabilities by screening the long-range hy-
drodynamic interactions [38]. To study the dynamics of
a suspension that is in contact with substrate, we replace
the Stokes equation by: −Γu − ∇Π = ζ2D∇ · Q + Γ′P
where Γ(> 0) and Γ′ are two phenomenological fric-
tion coefficients for the fluid and swimmers respectively
[39, 40]. For diffusion-dominated regime, neglecting the
effects of convection, as a result of hydrodynamic screen-
ing, polar suspension is always stable. For reaction-
dominated regime both hydrodynamic and chemotaxis
appear as short-range effects. Stable states of the suspen-
sion for this case, is presented in phase-diagram fig. 1(b)
where, we investigate the stability criterion for different
values of friction and rotational chemotaxis coefficients.
Friction coefficient enters through a dimensionless vari-
able given by ∆p/Γ¯ with Γ¯ = Γ`2/η. At the absence
of chemotaxis (χ¯r = χ¯t = 0) and for Γ′ < 0, friction
can stabilize the suspension. This stability occurs in an
interval given by −Γ¯min < ∆p < Γ¯max, denoted by two
highlighted points on the vertical axis. By turning on the
chemotaxis, both rotational and translational, available
stable states will grow for Γ′ < 0. For Γ′ > 0 and at the
presence of chemotaxis, there is also a stable region that
is shown in fig. 1(b).
To analyze the stability criteria for non-symmetric
swimmers, we set A 6= 0 and study the fluctuations
spectrum. Detail analysis show that, in comparison to
the spherical swimmers, hydrodynamic fluctuations are
weaker in both rod-shape pullers and disk-shape push-
ers. This result holds for both momentum conserving
and momentum non-conserving systems. As a result, de-
pending on the geometry of swimmers, chemotaxis can
stabilize both pusher and puller suspensions. Results for
both prolate and oblate swimmers are reflected in fig. 1.
To estimate the range of chemotactic coefficients in mi-
cron scale systems, we note that the chemotactic velocity
has the same order of magnitude as the swimming speed
thus, χt ∼ v0`/c. For a swimmer with v0 = 50µm/s
and ` = 5µm, moving in a 10µM concentration of food
molecules with Dc ∼ 5×10−10m2/s, we can estimate the
dimensionless chemotactic coefficients defined in equa-
tion (3) as: χ¯t ∼ χ¯r ∼ O(1). Here we have used
K0 ∼ 103s−1 and ρ0 ∼ 1016m−3. This estimation shows
that our choice of parameters in fig. 1, can cover most
real systems.
In conclusion, we have studied the role of chemotac-
tic interaction in both wet and dry active systems and
have shown that for both pushers and pullers, chemo-
taxis can suppress fluctuations. In a bulk of fluid, this
suppression is much stronger for pullers and can de-
velop a stable region in their phase diagram for vari-
ous geometries of swimmers. For pushers in bulk fluid,
chemotaxis can stabilize suspension of disk-shape swim-
mers. In the presence of a substrate and for small chem-
ical Pe´clet number, long-range chemotactic interaction
5can stabilize both puller and pusher suspensions when
χ¯t,χ¯r < 0. In the case of finite Pe´clet number (presented
in fig. 1(b), chemotaxis-assisted interaction can stabilize
hydrodynamic fluctuations.
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