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INTRODUCTION
this book is devoted to applied econometrics for macroeconomics. 
it presents all basic method for time series analysis. such methods should 
be quite useful in modern economics conditions. for instance, we should 
make different forecasts in constantly changing macroeconomic condi-
tions. for this purpose it is necessary to have special skills in working 
with time series. moreover, different data types require particular tools for 
their interpretation and analysis. this book should provide current master 
students with all instruments for achieving the purposes indicated above.
as the course is devoted to applied aspects, we will not present extra 
difficult formulas and estimation methods in this book. it is more important 
to understand key features of time series and main approaches to analyzing 
and forecasting. this goal can be achieved without the deepest digressions 
into mathematics.
the book includes seven chapters. this first chapter is devoted 
to main characteristics of time series. also it covers topics connected with 
seasonality, data smoothing and transformations, the concept of stationa-
rity. the second chapter presents different modifications of unit root tests. 
the third chapter covers models of stationary time series. in particular, 
arma, arcH/GarcH models are presented here. the fourth chapter 
includes intervention analysis. it covers topics in event representation, vec-
tor of autoregression models and Granger causality relationships. the fifth 
chapter is devoted to the concept of cointegration. there are different 
methodologies for identification of cointegration and error correction 
model. the sixth chapter includes topics in forecasting. for example, there 
is an estimation of forecast’s quality etc. the seventh chapter is included 
to cover topics connected with time series analysis in applied statistical 
packages. it contains examples of estimating different time series models 
in stata and eViews. the book is also provided with the list of references 
and appendixes which include tables with critical values and may be useful 
for practical works.
6chapter 1  
INTRODUCTION TO TIME SERIES ANALYSIS
1.1. Main Characteristics of Time Series
it is known that econometrics works with data sets, and such sets 
can describe economic objects in different states. traditionally research-
ers indicate three data types:
 – cross-sectional data;
 – time series;
 – panel data*.
the first type represents a set of different objects at a particular 
time period. time series, in opposite, describe one object during several 
moments of time.  panel data are a combination of two previous types: 
they characterize a set of objects during several periods. naturally, 
applied econometrics for macroeconomics works with time series. so, 
this course is devoted to data analysis in dynamics and forecasting. fur-
ther we will consider only time series, their main features and special 
method for interpretation of such data.





frequency is one of the most important features of any time series. 
it reflects how often the data were collected within one time period. for 
example, we can consider a year as a unit of time. if we collect the data 
every day, we will obtain series with daily frequency. if we do it only 
once a month, we will have monthly data etc. in our case daily data are 
* often pooled cross-sectional data are named as the forth type. We will not mark 
this one because it is a combination of all presented data types.
7characterized with high frequency, and monthly series will have lower 
frequency.
there are several problems connected with data frequency. the 
first problem is seasonality. often data with high frequency are charac-
terized with seasonal waves. it means that the result of any observation 
depends on particular moment of time when such observation has been 
made. in most cases seasonality is objective. so, if we consider some 
groups of goods (shoes, clothes etc.), we will mark that there are peaks 
and falls. such fluctuations can be explained by features of demand 
functions. 
seasonality takes place in data with high frequency. so, annual 
data should not be corrected for seasonality because it does not appear 
in such case. But seasonality can be observed within a year when we 
collect data with higher frequency (quarterly, monthly, daily etc.). We 
should expect seasonal trends here and correct data to eliminate. 
let’s consider an example which reflects seasonal fluctuations. 
fig. 1.1 represents the dynamics of consumer price index (cpi) for 
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fig. 1.1. monthly cpi dynamics for russia in 2011
* all values are obtained on the end of the period as a fraction to december 
of a previous year. 
8there are particular seasonal tendencies for russian cpi. We can 
see increasing dynamics, but some corrections take place. for example, 
growth in cpi stops and then it demonstrates decreasing tendency in 
the summer and in the beginning of the autumn (June, July, august, and 
september). this fact reflects seasonal fluctuations. sometimes season-
ality is brighter in the data, and it makes problems for our analysis. the 
reason is seasonality increases variance in the data. as a result, estima-
tors become less efficient, and we can loss accuracy. it leads to mistakes 
in forecasting. so, we have to eliminate seasonality from time series to 
improve estimators. the ways how this process can be provided, will 
be discussed below. 
the second problem which appears with frequency also is 
explained by higher variance in the data. often it concerns data with 
high frequency (daily or more frequent observations). for such data we 
should use special models and tools to estimate parameters and create 
forecasts.
another feature of time series is a mean value. there can be two 
possibilities:
 – constant mean;
 – non-constant mean.
the first case supposes that the mean does not change during the 
time. formally we can present:
µt  = µ.
such situation is desirable for the analysis, but it does not take 
place in most cases. 
often we should consider the second possibility when the mean 
depends on a particular moment of time:
µt  = f (t).
such function characterize both linear and non-linear dyna mics. 
the main example when the mean is determined by the time is a trend. 
there can be different types of trends. linear, exponential, loga rithmic 
functions can reflect trends in time series. such trends describe com-
mon dynamics and tendencies which appear in particular time series. 
also trends can be used for forecasting purposes. 
9there are several ways how to eliminate trend form the data. these 
methods will be described and discussed below.
the third characteristic of time series is variance. in general, 
it measures a dispersion of observations around the mean. for statisti-
cal reasons variance should be constant:
σt = σ.
in this case the variance does not depend on a particular moment of 
time. such condition can guarantee that our statistical estimators will be 
efficient (will have the least variance in a particular estimators’ class). 
But sometimes we can face with the opposite case when the vari-
ance is characterized by a special skedastic function:
σt = g(t).
such situation is called heteroskedasticity. this function also can 
belong to different classes. in the indicated case we should use special 
correction instruments to make our estimation properly. sometimes it 
is also necessary to use special models for the data with such variance. 
in any case if we do not correct heteroskedasticity, we will have false 
standard errors of estimators and make incorrect inferences about their 
significance.
the forth feature of time series is covariance between observations 
made at different moments of time. in general, it exists for any time 
series because the data are characterized with memory. in other words, 
a particular value today depends on previous actions and observations 
which took place yesterday, the day before yesterday etc. the existence 
of such memory makes some problems for the analysis. We face with 
autocorrelation. in general sense autocorrelation presents a dependence 
of current values from previous ones. there are negative sequences of 
autocorrelation. it leads to inconsistent and biased estimators which 
cannot be used for forecasting. it means that autocorrelation should be 
corrected in the model.
applied econometrics for macroeconomics provides a range of 
autocorrelation models which can be used for the analysis and further 
forecasting. But not all data can be estimated initially. for statistical 
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purposes we should provide some transformations to clean time series 
from negative features. the first problem as it was indicated above is 
seasonality. then we will consider different ways how to solve this one.
1.2. Adjustment of Time Series
as it was marked above, data with high frequency (quarterly, 
monthly, daily etc.) are characterized with seasonality. it increases the 
variance in time series and leads to loss in estimators’ quality. also we 
should analyze data with a constant mean. as a result, it is necessary to 
correct time series for trends and eliminate seasonality. 
in general, any time series can be decomposed on determined and 




trends and seasonality were briefly discussed above. cycles are 
connected with fluctuations which is longer than seasonal corrections. 




to show these types formally, we will introduce following labels. 
let’s yt will be an initial range, ft will represent a trend, st — a seasonal 
part, ct — a cyclical component, et — a random part. then additive 
interaction will look like: 
yt = ft + st + ct + et. (1.1)
multiplicative form can be presented as:                                         
yt = ft · st · ct · et. (1.2)
these two forms can be represented graphically. the difference 
concerns a seasonal component. so, if such fluctuations are constant 
(equal peaks and falls around the mean), we can use additive models. 
11
in opposite case multiplicative model takes place. Graphically additive 
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fig. 1.2. additive and multiplicative models of time series
main problems for time series analysis can be formulated in the 
following way:
to determine which part problem is present in particular data 
(trend, seasonality, cycles); 
to evaluate unknown parameters for deterministic components;
to find the best model for random component approximation and 
estimate its parameters.
the solution of all indicated problems helps to create a proper fore-
cast with minimum errors.
now we will consider ways how to find and eliminate determinis-
tic component from time series. 
initially it is always useful to present the data graphically and pro-
vide a visual analysis. let’s look at a previous example with russian 
cpi (fig. 1.1). as it was marked earlier, there is an increasing trend 
with seasonal fluctuations. We can say nothing about a cyclical compo-
nent because this series is not quite large. so, from such observation we 
have established two determined parts in the dynamic data. 
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now we should remove these components from our series. let’s 
start from the trend. What can we say about this one? We definitely 
know that there is increasing dynamics. also it would be useful to have 
a function which could represent the trend. for example, it may be 
a linear function*:
yt = α + βt + εt, (1.3)
where α is an intercept, βt presents a trend component, and εt includes 
an error term. in our example we have a linear trend. 
also a trend function can be non-linear. for instance, there can be 
a quadratic specification of the model:
yt = α + βt + γt2 + εt. (1.4)
this form makes sense if there is a maximum or minimum value in 
the data. for economic sets the order higher than two (quadratic func-
tion) is not used. 
non-linear trends can be presented as a half-logarithmic or loga-
rithmic function:
ln ;t ty t= α +β + ε  (1.5)
.ln lnt ty t= α +β + ε  (1.6)
in any case a non-linear trend can be transformed into linear. for 
this purpose it is sufficient to take a logarithm of initial series, and a new 
range will be characterized with a linear trend.
one more type of trend is an autoregression trend. it shows the 
dependence of current values from previous ones. it is harder to find 
such kind of trends graphically. as a result, it makes sense to check its 
existence analytically.
there are three main ways how to exclude the trend: 
 – differencing;
 – detrending;
 – centered moving average.
* the usage of the intercept is not necessary. significance of such trend equation 
can be checked with standard tests.
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to apply differencing, we should transform a non-linear trend into 
a linear one. the matter is that we create a new range from the first dif-
ferences, and this new series should be without a trend. every element 
of this new data set can be obtained according to the next formula:
1.t t ty y y −∆ = −  (1.7)
if these data keep a trend, it is possible to repeat the procedure and 
take the second difference:
2
1.t t ty y y −∆ = ∆ −∆  (1.8)
in general, it is possible to take a finite number of differences and 
work with the last range as with initial data. But there are two prob-
lems. the first one is on every step we miss one observation. so, if we 
take a lot of differences, we will loss the same number of observations. 
there is no problem if a data set includes 10 000 observations, and we 
take 50 differences. But if we have only 100 observations, in the same 
situation we will loss a half of them.
the second problem is that we should interpret results of the anal-
ysis. differences with high orders are quite difficult and sometimes 
impossible for interpretation. for economic data the order higher than 2 
is not used because of problems with interpretation. moreover, in most 
cases it is enough for removing a trend.
detrending means evaluation of a trend equation and separation of 
a random component. if we suppose a general view of a trend function, 
it is possible to estimate its unknown parameters using standard tools of 
regression analysis. for example, if we use a linear model, we should 
compute estimators for α and β*:
 (1.9)
By obtaining these estimators, we find a deterministic part of the 
series. But in the same equation, indicated above, we can see a random 
component of the series:
 (1.10)
* significance of estimators can be checked with standard statistical toolkit. 
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this component is deprived from a trend because a deterministic 
part was removed from the series. now we can work with a new range 
like with the initial data*. 
the third way, a calculation of centered moving average, also 
allows us to decrease an additional variance in time series. the idea is 
that we use previous, current and future values to estimate a mean for 
every moment of time. depending on data frequency, it is necessary 
to choose a number of periods, τ. if we deal with quarterly data, τ will 
be equal to 4. for monthly frequency this number will be 12 etc. for 
calculation we should use the formula for a mean chronological value. 
let’s consider quarterly data. then a centered moving average for every 
period will look like:




t t t t t
t
y y y y y
y
− − + ++ + + +
=  (1.11)
Weights before the first element and the fifth one are connected 
with an even number of period within a year. in opposite case these 
parts would be included with weights equal to 1.
such average is calculated for every period of time except the first 
and the last two. it means that we also loose some data. But a resulting 
curve will be smoother than initial one because we decrease a variance 
in the data using centered moving average.
now we should consider how it is possible to remove seasonality 
form time series. it allows us to exclude an additional variance from the 
data and work only with non-systematic components in the range. 
there are three main methods for seasonality separation:
 – fourier spectral analysis;
 – dummy variables;
 – seasonal indexes.
the first algorithm is based on a standard spectral analysis. the 
idea is to present seasonality as a set of harmonic (sinusoidal) functions 
with a particular wave. formally it looks like:




sin  cos  .t k k k k
k
y M t N t
∞
=
= ω + ω∑  (1.12)
Where:
 – E(Mk) = E(Nk) = 0; 
 – Var (Mk) = Var (Nk) = σ; 
 – Corr (Mk, Nk) = 0; 
 – and ωk represents a length of the wave (frequency).
this method allows us to reflect seasonal dynamics properly, but it 
is quite hard for manual calculations. fourier’s decomposition is real-
ized in many statistical packages and can be provided automatically.
the second method uses with dummy variables which correspond 
to every season. let’s consider quarterly data. then we should present 
three dummy variables:
1




















We do not include a variable for the fourth quarter to prevent a per-
fect multicollinearity problem. then this quarter will be a base level in 
the model.
Using presented labels, we can write a specification:
0 1 1 2 2 3 3 .t ty d d d= α +α +α +α + ε  (1.13)
it is a multiple linear regression model which can be estimated with 
the ordinary least squares method (ols). significance of coefficients 
and the regression can be checked with standard statistical tests. if the 
16
regression is not significant, we can supposes that seasonality does not 
take place in the model.
the third method is connected with constructing of seasonal 
indexes. We will consider a case with quarterly data again. to calculate 
seasonal indexes, it is necessary to smooth the range with a centered 
moving average method. as a result, we will have two data sets: yt will 
present an initial range, and yt will describe smoothed one.
now we will present an example with artificial data to present this 
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fig. 1.3. Graphical representation of initial data
this graph demonstrates seasonality in the data. it means that we 
should remove it for making quality forecasts.
Before constructing indexes, we should determine in what kind dif-
ferent parts of time series interact with each other. in other words, what 
kind of models we should use: additive or multiplicative. to solve this 
problem it is enough to study a graphical presentation of the data and 
mark their characteristic features. as it was indicated above, if fluctua-
tions are equal, it is reasonable to use an additive model. in opposite 
case a multiplicative model should be applied. in our case data do not 
demonstrate equal fluctuations. it means that different components of 
time series interact in multiplicative form, and we should use this model 
for further analysis. 
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now we need to calculate a difference between real and smoothed 
values, zt. formally it can be presented in the next way:
 for additive model,t t tz y y= − 






on this step we have got deviations of real values from centered 
average means. now we can calculate a mean deviation for any particu-
lar quarter. for example, if we have 3 years, we observe each quarter 
three times during this period. But smoothed values for each quarter 
will be available only two times because we do not have enough obser-
vations to calculate these numbers. to present it visually, look at the 
tab. 1.1 with the data and all previous calculations.
Table 1.1
Initial Data and All Calculations




1 1243 — —
Q2 2 1468 — —
Q
3
3 1590 1412,9 1,125
Q
4




5 1294 1511 0,856
Q2 6 1685 1555,6 1,083
Q
3
7 1890 1564 1,203
Q
4




9 1304 1486,4 0,877
Q2 10 1502 1451,5 1,0348
Q
3
11 1625 — —
Q
4
12 1368 — —
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now we can calculate the first set of indexes which will present 
a mean deviation for each quarter. for this purpose we use the formula 
of an arithmetic mean:
( ) ( )1 1
1
, Year 2 , Year 3
,
2




( ) ( )2 2
2
, Year 2 , Year 3
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( ) ( )3 3
3
, Year1 , Year 2
,
2




( ) ( )4 4
4
, Year1 , Year 2
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now we should correct these indexes to reflect the lack of season-
ality within a year. so, the sum of all indexes should be equal to 0 for 
additive model, and their product should be equal to 1 for multiplicative 
model. to solve this problem it is necessary to find a correcting number:
1 2 3 4  for additive model;
4
i i i i+ + +
π =
1 2 3 4  for multiplicative model.i i i i⋅ ⋅π = ⋅
and now it is possible to calculate final seasonal indexes with the 
help of the correcting number:
, 1, 2, 3, 4 for additive model;k ks i k= − π =
, 1, 2, 3, 4 for multiplicative model.kk
is k= =
π
the graph constructed from seasonal indexes is called a seasonal 
wave. and now it is possible to remove seasonality from the data set. 
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for this every observation should be divided on a corresponding index 
for multiplicative case, and the index is differenced from the initial 
value in additive model. for our example initial and final graphs are 












fig. 1.4. Graphs for initial and seasonal adjusted data
a new curve is smoother than initial one. it means that seasonality 
was successfully removed from the data, and now this set can be used 
for further estimating and forecasting.
thus, we have discusses different ways how to remove determin-
istic components and save irregular part from time series. and now it is 
necessary to speak about stationarity and its importance for time series 
analysis.
1.3. Stationary Time Series
time series analysis is connected with the concept of stationarity 
closely. in general sense a range is stationary if three conditions are 
satisfied:
 – E( yt) = µ = const < ∞;
 – Var ( yt) = σ = const < ∞;
 – Cov ( yt, yt−s) = Cov ( yt−j, yt−j−s) = γ = const < ∞.
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it means that all parameters of this distribution do not depend on 
time.
in economic sense stationary processes are quite important. for 
example, such data always converge to the constant mean. this fact 
allows us to analyze a steady system, observe different shocks and the 
process of their neutralization. also only stationary data can be esti-
mated with standard econometric tools, and it will be possible to apply 
asymptotic test to obtained estimators. moreover, it is impossible to 
make a good forecast using non-stationary data because false estimators 
and a lack of convergence.
let’s consider several examples of stationary processes. the first 
one is a white noise:
, ~ (0, ).t t ty iid= ε ε σ  (1.14)
this distribution of the error term is desirable because it signalizes 
about proper estimation and good quality of estimators. But often time 
series are not distributed this way, and we should use other models to 
present the data correctly.
another stationary process is an autoregression process with 
order 1:
0 1 1 .t t ty y −= α +α + ε  (1.15)
But this process is stationary with one assumption:
1 1.α <  (1.16)
only in this case the process will converge to the mean. if this 
restriction is satisfied as equality, we will have a unit root case, and 
the process will not be stationary. if the sign of the restriction will be 
changed, we will have the lack of convergence in the process. it will be 
non-stationary too.
it is possible to show that the given process with the presented 
assumption has constant mean, variance and covariance, and these val-
ues do not depend on time. in opposite case when the assumption is not 
satisfied parameters of this distribution will not be constant.
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now we can consider non-stationary processes too. the first case 
is a random walk:
0 1 .t t ty y −= α + + ε  (1.17)
this process was briefly discussed above when we were speaking 
about ar(1) process. this case is equivalent the next situation:
1 1.α =  (1.18)
in other words, the process has a unit root and is not stationary. 
the name “random walk” is connected with unpredictable dynamics 
which is generated with such process. all changes are included into 
the error term, εt. it is the reason why the work with such processes is 
complicated. 
another example of non-stationary process is a trend:
, ~ (0, ).t t ty t iid= β + ε ε σ  (1.19)
in this case a mean of such process will not be constant:
( ) ( ).t tEy E t t f t= β + ε = β =  (1.20)
the mean depends on time. the same will not be true for variance 
and covariance of this process (it also can be shown analytically).
this process will also be non-stationary:
0 1 1 1, 1.t t ty y t−= α +α +β + ε α <  (1.21)
despite stationarity of this autoregression process, the trend com-
ponent breaks the property. also it is possible to combine different 
trends with the random walk and other processes to generate non-sta-
tionary one.
initially we do not know a formal representation of the process 
which exists in the data. But we can make some assumptions about sta-
tionarity with the help of visual analysis. Graphically stationary process 
looks like fig. 1.5*.
* Growth rate for american Gdp per capita was used here to construct the graph 
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fig. 1.5. Graphical representation of a stationary process
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fig. 1.6. Graphical representation of a random Walk process
* american cpi was used here to construct the graph (yearly data, 1947–2010). 
source: www.bea.gov.
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the non-stationary process can also look like data with any trend 
dynamics.
any non-stationary data can be transformed into stationary pro-
cess. methods which allow us to do this transformation were presented 
above when we were speaking about trends. there are detrending and 
differencing.  
Visual analysis can be informative for the first stage of any research, 
but it is necessary to give quantity and quality explanations to initial 
assumptions. for this purpose there are different unit root tests which 
help to determine stationarity or non-stationarity of the process. this 
methodology will be covered in the next chapter. 
Questions
1. What main characteristics of time series do you know? explain 
briefly what they mean.
2. list components which are included into time series. How can 
these parts interact with each other? are there any ways to sepa-
rate these components from the data?
3. What types of trend removing do you know? Briefly explain the 
idea behind each method.
4. is it possible to correct seasonality in the data? list the ways to 
do it.
5. What does it mean stationary time series? provide examples of 
stationary and non-stationary processes. Why cannot we apply 
standard statistical tests for non-stationary series?
exercises
1. find monthly data for any economic indicator and consider 
a 3-years period. 
a) present the data graphically. How can you describe this 
dynamics? is there a trend? What can you say about 
seasonality?
b) if seasonality is presented in your data, what kind of models 
(additive or multiplicative) should you apply to correct it? 
Use seasonal indexes to do it.
c) present initial and adjusted data on one graph. Has a variance 
become lower after all transformations? 
2. show analytically that ar(1) process with  has constant 
mean, variance and covariance. 
3. show analytically that a white noise with a linear trend has 
a mean depending on time and constant variance.
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chapter 2  
UNIT ROOT TESTS AND TESTS  
FOR STRUCURAL BREAKS
2.1. The Idea and the Dickey — Fuller Test
stationarity is a desirable case for time series analysis as it was 
marked above. non-stationary processes do not converge to the mean 
and cannot be estimated with standard statistical tools. it is possible to 
make some inferences about stationarity of the data looking at a graph. 
But we should use a criterion to formulate final conclusions, and for this 
purpose there are some parametric tests which allow us to test stationar-
ity statistically.
consider a standard ar(1) process without intercept:
1 1 .t t ty y −= α + ε  (2.1)
We know that this process will be stationary if the next condition 
satisfies:
1 1.α <  (2.2)
it means that for testing stationarity we should formulate the next 
hypothesis:
0 1: 1, the process is non-stationary;H α =
1 1: 1, the process is stationary.H α <
formally this hypothesis can be tested. But if the initial data gen-
erate a non-stationary process, we must not use standard tests because 
the results will be false. in 1987 phillips showed that non-stationary 
process did not converge to standard distribution constants. moreover, 
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estimators present a stochastic process. it means that we should trans-
form our equation. We subtract an element yt −1 from both sides of the 
equation:
1 1 1 1 ,t t t t ty y y y− − −− = α − + ε
( )1 11 ,t t ty y −∆ = −α + ε
1 1, 1 .t t ty y −∆ = γ + ε γ = −α  (2.3)
We have actually performed differencing and have obtained a sta-
tionary process. it is possible to rewrite the hypothesis:
0 : 0, the process is non-stationary;H γ =
1 : 0, the process is stationary.H γ <
now we can apply a standard t-test to check stationarity. this test 
is known as the dickey — fuller test. it allows us to control stationar-
ity. an observed value can be calculated as follow:
 (2.4)
accounting our alternative hypothesis*, a rejection rule will be 
written in the next way:
observed critical
0  should be rejected.DF DFt t H< →
for this comparison dickey-fuller critical values are used (see 
app., tab. 1).
there are different specifications of the test. the first specification 
is called “none” (model A), and it corresponds with our initial equation:
1 .t t ty y −∆ = γ + ε  (2.5)
* in this case we have a left-side critical region because of the sign of the alternative 
hypothesis.
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the second type is called “intercept” (model B):
0 1 .t t ty y −∆ = α + γ + ε  (2.6)
the third specification includes a trend component (model C ):
0 1 .t t ty t y −∆ = α +β + γ + ε  (2.7)
for all these specifications the testing hypothesis is kept, but criti-
cal values and observed statistics change. there are special tables with 
such critical values for different specifications and degrees of freedom.
the dickey — fuller test will work properly if the error term in 
the model is presented as a white noise. it means that we should correct 
autocorrelation and heteroskedasticity. to solve this problem the aug-
mented dickey — fuller test is applied. all possible specifications can 
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∆ = α + γ + ϕ ∆ + ε∑  (2.10)
in these equations k is a number of lags which allow us to remove 




to choose a proper number of lags we should start from the maxi-
mum and then to decrease this number until autocorrelation disappear. 
the number of lags does not influence critical values, but it determines 
a observed statistics. it means that it is necessary to be attentive choos-
ing the number k in the model. choosing k, it is possible to consider 
the significance of the last lag on a 10 % level or account information 
criteria (they should be minimal in a proper specification).
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if the data are stationary on all specification and critical values, 
there is no necessity to do any transformation for achieving station-
arity. But often we have cases when data are not stationary on some 
specifications. the lack of the bases to reject the null hypothesis for any 
specification can help us to establish a source of non-stationarity. for 
example, if the null hypothesis was not rejected for the model C (“trend 
and intercept”), we can assume that non-stationarity is connected with 
the trend. to solve this problem it is recommended to do some trans-
formations. to achieve stationarity we can apply differencing. for eco-
nomic data stationarity is usually achieved after first differencing and 
rarer after second differencing. Higher orders are not applied because 
there are difficulties with their interpretation. detrending also can be 
applied for achieving stationarity. 
there are different cases when the range can include more than one 
unit root. for economic data it is possible to have two unit roots, cases 
with three and more roots are rare. in 1987 dickey and pantula sug-
gested an algorithm which allowed them to test more than one unit root. 
they considered a top-down approach to compare different numbers 
of unit roots in the process. authors showed that such correspondence 
worked only with such approach, and an opposite was false. also there 
may be seasonal unit roots which also can be tested (the Hylleberg test 
will be considered below). 
in general, the dickey — fuller test is quite widespread and stan-
dard instrument for testing stationarity. it is automatically realized in 
all applied statistical packages. But there are some problems with this 
test. this fact stimulated researchers to create new modifications for 
testing stationarity with autocorrelation and heteroskedasticity. fur-
ther we will consider other tests and problems associated with the 
dickey — fuller test.
2.2. The Phillips — Perron Test
this test has no significant distinctions form the dickey-fuller test 
in formulating initial hypotheses. this test also checks a single unit 
root, but it is constructed in such way to correct heteroskedasticity and 
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autocorrelation in the model. the test includes non-parametric correc-
tion to remove these negative things from the analysis and to obtain an 
adequate result.
null and alternative hypotheses are formulated as follow:
0 : 0, the process is non-stationary;H γ =
1 : 0, the process is stationary.H γ <








in this case  and  are consistent estimators for the variance in 
the error term of the model. a calculated value should be compared 
with dickey — fuller critical values. then it is possible to speak about 
rejection of the null hypothesis.
the phillips — perron test is also performed in most statistical 
packages. as a rule, the results obtained with two considered tests cor-
respond despite the differences in calculations and estimations. But 
there are problems generated by these tests. in 1982 nelson and plosser 
noticed that the dickey — fuller test often gave unit roots in the series 
where it should not. they studied macroeconomic data from 1860 to 
1970 on the basis of autoregression analysis and got that only 1 range 
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from 14 was stationary. authors showed that the dickey — fuller test 
gave non-stationarity if their studying coefficient was close to unity. 
also the test does not account structural breaks. this observation 
allowed them to say that the test was not powerful. it means that the 
probability of type ii errors is high for the dickey — fuller test, and 
often we accept false hypothesis as true one. this fact leaded to creation 
of new tests for stationarity which would be more accurate.
2.3. The Kwiatkowski — Phillips —  
Schmidt —Shin (KPSS) Test
as it was indicated above a standard dickey — fuller test has 
high probability of type ii errors. it decreases the power of the test. to 
solve the problem and increase the power researches started to seek for 
new ways to improve the quality of estimation. as a result, the Kwiat-
kowski — phillips — schmidt — shin (Kpss) test was created.
in standard tests the null hypothesis was about non-stationarity 
of the dynamic process. the Kpss test works with an opposite order. 
it states the next hypotheses:
0 : stationary process,H
1 : non-stationary process.H
now we will describe the idea of the test. it is possible to present 
any time series as a mixture of three elements:
 – trend;
 – random walk;
 – stationary error term.
formally this combination will look as follow:
.t t ty t r= β + + ε  (2.12)
the first element in the right part presents a linear trend. the sec-
ond component can be written as a random walk:
1 ,t t tr r u−= +  (2.13)
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2~ (0, ).t uu iid σ
the last element in the initial decomposition is a random error 
term. in principle, it is possible to include any other deterministic com-
ponents in the right part of the equation (constants etc.). Using facts 
presented above we can rewrite hypotheses in formal representation:
2
0 : 0,uH σ =
2
1 : 0.uH σ ≠
in other words, if the null hypothesis is true, rt will not change in 
time. it means that such random walk will be transformed into constant 
because shocks do not take place in this particular process.
there are two possible specifications for further estimation. the 
first one is called level stationarity:
0 .t ty a= + ε  (2.14)
the second type is named trend stationarity and can be written as 
follow:
0 .t ty a t= +β + ε  (2.15)
this test assumes a standard ols estimation and uses LM-test. 


















in these formulas s represents a consistent estimator of a long-run 
variance in εt calculated with the help of estimators from initial regres-
sion in levels or with a trend.
LM-test is built on the basis of χ2 distribution. this criterion is char-
acterized with right-side critical region. then a rejection rule sounds 
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like that: if an observed value is more than a corresponding critical one 
(see app., tab. 2), the null hypothesis should be rejected in favor of 
the alternative statement. it means that analyzing data generate a non-
stationary process if we reject the null hypothesis.
in general, the Kpss test has helped to improve a quality of sta-
tionarity identification. as it was marked above, we can face other 
kinds of unit roots. for example, it is possible to catch a seasonal unit 
root or a unit root in panel data which also include dynamic component. 
further we will consider tests which can determine these unit roots.
2.4. Seasonal Unit Root  
and Unit Roots in Panel Data
if we speak about seasonal unit roots, it is possible to remove sea-
sonality from the data and provide standard unit root tests. However, 
sometimes it is necessary to keep information about seasonality because 
it is connected with a purpose of particular research. for this case there 
is a special test which allows us to catch seasonal unit roots without any 
previous transformations of the data. 
this methodology was suggested by Hylleberg, engle, Granger, 
Yoo (HeGY) in 1990. they considered a polynomial, Φ(L):
( ) ( )41 .L LΦ = −
let’s consider a range yt. to test seasonal unit roots, they suggested 
estimating the next equation with the ols:
( ) 1 1, 1 2 2, 1 3 3, 2 4 3, 1 . t t t t t tL y y y y y− − − −Φ = π + π + π + π + ε  (2.17)
the labels presented on the right side of the equation perform the 
next values:
( )2 31, ,1t ty L L L y= + + +
( )2 32, ,1t ty L L L y= − + −
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( )23, 1 .t ty L y= −
if to consider the element Φ (L), we will get the next characteristic 
equation:
( ) ( ) ( )( ) ( )( )( )( )4 2 2 1 1 1 1 1 1 1 .L L L L L L iL iLΦ = − = − + = − + − +  (2.18)
then we have the next possible values for π which correspond with 
roots of this characteristic equation:
1 2 3 41, 1, , .i iπ = π = − π = π = −  (2.19)
if to match this result with possibility of seasonality, there will be 
the next hypotheses:
1 1, there is no seasonality;π =
2 1, there are two cycles within a year;π = −
3 4, , there is one cycle within a year.i iπ = π = −
stationarity will take place only if all coefficients are not equal to 




 are equal to zero, we have two unit 
roots. if π
1
 and π2 are zero, we obtain one unit root. 
the analysis is built on t-test and F-test. it is also admissible to 
include a constant term and trends into analyzing regression. thus, this 
test helps to consider data with seasonality and not to remove a signifi-
cant part of information about time series.
panel data also includes a dynamic component. as a result, there 
is a possibility of unit roots in such data. there is a test which was sug-
gested by im, pesaran and shin. they considered a panel as a set of n 
ranges. every range includes t observations. then the next equation can 
be estimated with the ols:
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this form corresponds with a standard dickey — fuller regres-
sion. other specifications can also be used here. for example, we can 
exclude a trend from the analysis. such regressions should be provided 
for all n ranges. moreover, all regressions must be estimated in the 
same specifications.
for every regression an observed statistics can be calculated 
according to the next formula:
 (2.21)
in the end of calculation n such values will be available. to find 







== ∑  (2.22)
null and alternative hypotheses will be formulated as follow:
0 : 0  1, ,  (unit root),iH i nγ = ∀ = …
1 :   0 (stationarity).iH i∃ γ <
a test statistics will be biased because we use a mean value from 












critical values will be determined with a number of groups (n), the 
inclusion of the trend and significance level. a rejection rule is formu-
lated as for the dickey — fuller test. 
But this test has several lacks. the first one is that we consider a lot 
of γ. it is possible that, for example, only two coefficients from a hun-
dred will statistically differ from zero. in such situation the test will 
give us stationarity, but in fact the process will be opposite. it means 
that we will make a false conclusion about the existence of unit roots 
in panel data.
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the other problem is that there may be correlation between error 
terms in different regressions:
( , ) 0.it jtСorr ε ε ≠
in this case we have cross-sectional correlation and cannot make 
conclusions with the unit root test in presented form.
there are different tests to find cross-sectional correlation. We will 
consider the Breusch-pagan test. null and alternative hypotheses are 
presented as:
( )0 : , 0  , there is no cross-sectional correlation;it jtH Сorr tε ε = ∀
( )1 :   , 0, there is cross-sectional correlation.it jtH tСorr∃ ε ε ≠
the test statistics looks like:
 (2.24)
if an observed value more than critical one, we should reject the 
null hypothesis.
this modification of the test works properly for small n and large t. 
if these numbers are quite big, the statistics will be modified:
 (2.25)
there is another distribution, and it is necessary to use other criti-
cal values. thus, by testing cross-sectional correlation, we can under-
stand perspectives of using unit root tests for panel data.
so, we have studied different modification of unit root tests. But 
sometimes the results obtained with the help of such tests can contradict 
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with initial assumptions. the reason is that not all tests are sensible to 
structural breaks in the data. to find such breakes special procedures 
are used, and below we consider them.
2.5. Tests for Structural Breaks
often the data in dynamics are characterized by structural breaks. 
there is a special kind of models which allows researchers to analyze 
consequences of such breaks and shocks. in this paragraph we will deal 
only with tests for structural breaks, and models for intervention analy-
sis will be covered above.
a structural break presents a change in the dynamics in response 
to exogenous shocks. it is important to find such breaks because they 
strongly influence an estimation quality. it is possible that the data have 
to be described with different models before and after the break. the 
existence of such event also should be accounted in forecasting.
to find potential structural breaks, it is useful to look at the graphi-
cal representation of the data. there are three possible types of breaks:
 – Breaks in trends;
 – Breaks in intercepts;
 – Breaks in trends and intercepts.
if we are speaking about linear trends, breaks are connected with 
changes in slopes, but not in intercepts. Visually it looks like fig. 2.1.
yt
ttbreak
fig. 2.1. Break in trend
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fig. 2.2. Break in intercept
Breaks in both deterministic components can be drawn as pre-
sented on the fig. 2.3.
yt
ttbreak
fig. 2.3. Break in trend and intercept
all these breaks can be noticed on the graphs, but it is also neces-
sary to provide some tests. such tests help us to find unobserved visu-
ally structural breaks and check our assumptions about potential break 
points.
to illustrate these tests and principles of their work, we will use 
an example. there is a range, and it represents consumption per capita 
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for the U. s. economy. these data are quarterly and were collected 

















0 50 100 150 200 250
t
fig. 2.4. Graphical representation of Quarterly consumption per capita 
for american economy (1947–2010)
let's make some assumptions about potential break points. there 
is an exponential trend in the data. in standard analysis it would be 
necessary to transform this one into a linear trend. But to take a loga-
rithm means to do a monotonous transformation which does not change 
basic properties of the function. in other words, points with breaks 
will be kept at the same places, and it is not necessary to linearize the 
trend here. thus, we will work with initial data without any additional 
transformations.  
now we will consider potential break points. the first break takes 
place at the moment #103 (the fourth quarter of 1971). this dynamics 
can be characterized as growth. Using some facts from the U. s. eco-
nomic history, we can suppose that it was connected with overcoming 
of the recession in the end of 1960th years. this drop was stimulated 
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by differences in dynamics of real and nominal wages, deterioration of 
trade balance. as a result, consumption per capita did not demonstrate 
a tendency to grow. the situation had improved by 1971, and it led to 
growth in consumption per capita and a break in the trend. 
the second break in trend and intercept takes place at the moment 
#243 (the fourth quarter of 2007). the potential source of such dynam-
ics was the beginning of the crisis in the mortgage market. also 
decreasing in consumption per capita is connected with dynamics of 
other macroeconomic indicators closely. this period was characterized 
with high prices for energy sources (oil, natural gas etc.), and this fact 
led to cpi growth and falling in consumption per capita. thus, using 
visual representation and some facts about the U. s. economy, we have 
made assumptions about potential break points. But we should test sta-
tistically if our guesses are true. for this purpose there are several tests 
for structural breaks.
the first one is the perron test. this test helps to find different types 
of structural breaks, and it is also connected with the unit root identifi-
cation closely. to provide this test, we should have some assumptions 
about potential break points because we can check only one possible 
moment of time on every step.
to provide the test, we should create three new dummy variables:
( ) breakbreak

















break break ,, if  
0,  therwise.t





these variables help to label moments of time after the break. the 
idea is to test if the variables are significant in the model or not.
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there are three possible specifications, and they correspond with 
the number of break types. the first one presents the break in intercept 
(model A):
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y t dD t D u y y− −
=
= µ +β + + θ +α + ρ ∆ + ε∑  (2.26)
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y t DT y y− −
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= µ +β + γ + α + ρ ∆ + ε∑  (2.27)
the third model incorporates these two cases (model C ):




t t t i t i t
i
y t dD t D u DT y y− −
=
= µ +β + + θ + γ + α + ρ ∆ + ε∑  (2.28)
in all these specifications k is a number of lags including to correct 
autocorrelation. the last lag should be significant on 10 %. also it is 
possible to choose k controlling information criteria (they are minimal 
in the best specification).
initially we should choose one specification which we will test. 
in general, null and alternative hypotheses are formulated in the next 
way:
0 : there is a unit root;H
1 : there is no unit root, and the specification is true.H
let’s write all possible null and alternative hypotheses for models. 
model A has the nest presentation for testing:
0 : 1, 0, 0, 0,H dα = β = θ = ≠
1 : 1,  0, 0, 0.H dα < β ≠ θ ≠ =
for model B hypotheses will be the next:
0 : 1, 0, 0,H α = β = γ =
1 : 1, 0, 0.H α < β ≠ γ ≠
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for model C we have these ones:
0 : 1, 0, 0, 0, 0,H dα = β = θ ≠ ≠ γ =
1 : 1, 0, 0, 0, 0.H dα < β ≠ θ = = γ ≠
to test the range on stationarity, it is necessary to use special per-




this value characterizes in what part of the whole observation 
period the break took place. there is a table with such critical values 
where λ and different probabilities are indicated. such table is provided 
in the appendix.
now it is possible to consider our example. We supposed that the 
break in trend was at the moment #103. the model specification will 
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null and alternative hypotheses have been considered above.
the hypothesis about stationarity can be checked with a standard 
t-test:
 (2.29)
We should use perron’s critical values here (app., tab. 3). then 
we have a standard process for testing and making conclusions. for the 
second potential break point we should use model C, but the mecha-
nism for testing will be the same.
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another test was suggested by Zivot and andrews. the idea of the 
test is the same: we imply a null hypothesis about a unit root. there 
are also three possible specifications, but they differ a little from the 
perron test:
( ) ( )1
1
 model ,  break in trend
k
t t i t i t
i
y t D u y y A− −
=
= µ +β + θ +α + ρ ∆ + ε∑
1
1
 (model , break in intercept)
t t t
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= µ +β + γ + α +
+ ρ ∆ + ε∑
( ) 1
1
 (model ,  break in trend and intercept).
t t t
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= µ +β + θ + γ + α +
+ ρ ∆ + ε∑
this test assumes testing of a single structural break. in fact, null 
and alternative hypotheses are:
0 : 1,H α =
1 : 1.H α <
the statistics will look like:
the idea is that we test every moment of time (hypothetically from 
1 to T ) according to the chosen specification. as a result, we have got 
T statistical values for â . then we should choose the point with mini-
mal t-statistics and continue the estimation here. there are also special 
critical values for the test. to find a proper value, it is necessary to 
know a type of the model (A, B, and C) and the level of significance. 
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according to these critical values, we can make conclusions about non-
stationarity and structural breaks (see app., tab. 4).
another test is the Vogelsang test. it also indicates a single struc-
tural break and assumes consideration of all moment of time. the 
advantage of the test is that it estimates all possible types of breaks in 
one specification. the model for testing has the next representation:
2
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the next dummy variables should be generated to estimate the 
equation:
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in principle, it is possible to exclude a quadratic trend and provide 
the analysis without this component. null and alternative hypotheses 
can be presented as follow:
0 : 0 ,iH iδ = ∀
1 :   0.iH i∃ δ ≠
in other word, the null hypothesis assumes that there is a stable 
trend without breaks. the alternative one says that there is breaks in the 
















in this formula j is a number of restrictions (p + 1), and 
 reflects a quantity of parameters in the model.
the model should be estimated for all moment of time. then the 
moment with a maximum F-statistics should be chosen and checked for 
breaks. let’s consider our example with consumption per capita.
there are special critical values for this test (see app., tab. 5). 
they depend on a type of a break and other parameters which can be 
calculated for asymptotic distribution. We should find the next values:











 =   
 
( )( ) 1 .sup F sup p F= +
if we know these values, it is possible to find critical values for 
every specification. 
We have two assumptions about break points:
 – at the moment #103 (break in trend);
 – at the moment #243 (breaks in trend and intercept).
it is quite time-expensive to check all points, and we will study 
only the nearest ones. for the first moment we will take points #101, 
#102, #103, #104, #105, #106 and choose the value where F-statistics 
will be maximal. our dynamics is characterized with non-linear trend, 
and we will keep a quadratic component in the regression equation:
2
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∆ = β +β +β + δ + δ + π + ρ ∆ + ε∑ ∑
We included 6 lags of the dependent variable to remove autocor-
relation (k = 6) and obtained the next results for F-statistics (tab. 2.1): 
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Table 2.1
F-Statistics for the Regression in the Vogelsang Test  








then we will investigate periods which are placed close to the 
moment #243: #241, #242, #243, #244, #245. We have the following 
results for the same regression presented in the tab. 2.2.
Table 2.2
F-Statistics for the Regression in the Vogelsang Test  







according to this test, we have only one point where the break can 
be, and it is T = 243.
now we should calculate a critical value. We considered p = 2 and 
T = 256, and we have the next values for all necessary statistics:






( )1 2 1 59,74
2




 = =  
 
( )( ) 1 3 59,74 179,22.sup F sup p F= + = ⋅ =
We have a break in the last share of the sample. in the table with 
critical values we will look at λ = 0,15. We assumed the break and trend 
and intercept, and then we should take a critical value for model C. 
in principle, it is enough to find a critical value for sup(F ). Using this 
number we can say if the null hypothesis has to be rejected or not. 
our initial data are not stationary because there is an exponential trend. 
so, we must find sup(F ) for non-stationary time series, model C, and 
λ = 0,15. 
if we will consider α = 0,05, this critical value will be equal to 
17,88. there is a right-side critical region; an observed value is more 
than critical one. it means that we should reject the null hypothesis, and 
we actually have a break at the moment #243.
thus, now we are familiar with unit root tests and tests for struc-
tural breaks. also the conception of stationarity was presented above. 
it is possible to consider models of stationary time series, and it will be 
covered in the next chapter.
Questions
1. What is the main idea of unit root tests? Why cannot we apply 
standard tests to check the null hypothesis?
2. list unit root tests which you know. What are differences 
between them?
3. does the dickey — fuller test have any disadvantages? How is 
it possible to solve the problems in such estimation if they take 
place?
4. describe the idea of the unit root test for panel data. What restric-
tions exist for this test?
5. What instrument applies to test structural breaks? list tests for 
structural breaks, which you know, and the main ideas behind 
them.
exercises
1. take three macroeconomic time series with quarterly frequency 
(the minimal number of observations is 100). 
a) present the data graphically. What can you say about the 
existence of seasonality, trends, and stationarity?
b) test every range for stationarity using a standard dickey — 
fuller test. What number of lags should you include to remove 
autocorrelation? if initial data are not stationary, apply some 
transformations and repeat the test until stationarity will be 
achieved.
c) now test your data with the phillips — perron test. What is 
the main advantage of this test comparing with the dickey — 
fuller test? do your results differ from the dickey — fuller 
test? if they do, what can be the reason for such difference?
d) then use the Kpss test to check stationarity of these series. 
compare your results with previous steps.
e) What test would you prefer and why? 
2. for this task you can use the data from previous problem:
a) What can you say about the existence of structural breaks in 
the data? What kind of breaks do you suppose in any potential 
break point and why? can you provide any economic 
explanation for the existence of the break in these points?
b) provide the perron test to check all potential break points. 
Were your initial guesses right? if they were not, can you give 
any econometric explanation to this fact?
c) provide the Zivot and andrews test. How many breaks can 
you check with this test? do your results correspond with 
initial guesses? if they do not, try to explain such result using 
econometric toolkit.
d) Use the Vogelsang test. compare the result with previous 
steps.
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chapter 3  
MODELS OF STATIONARY TIME SERIES
3.1. ARMA Model
earlier we have performed the concept of stationarity and different 
tests which allow us to test the process for unit roots. now we will study 
different types of models using for stationary time series. the first class 
of such models is so-called arma models.
let’s consider different components of this process. the first part 
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= α + + ε∑  (3.1)
the constant term is an exogenous parameter in the model. the 
number p should be chosen to remove autocorrelation form the model, 
and the model can be named as ar( p). the error term in this model has 
to be a white noise (the mean is equal to zero, the variance is constant, 
autocorrelation does not take place). 









= β ε∑  (3.2)
the process does not include a constant. the number q also can be 
various and have to correspond the case when autocorrelation is absent 
in the model. also the first coefficient, β
0
, usually is normalizes to unity. 
arma model is a combination of presented processes with orders 
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it is arma( p, q) model. numbers p and q can differ or correspond 
with each other. for example, we can write arma(3, 2):
0 1 1 2 2 3 3 1 1 2 2.t t t t t t ty y y y− − − − −= α +α +α +α + ε +β ε +β ε
We have presented the model for initial data without any trans-
formations. But it is known that often time series are non-stationary in 
levels. as a result, it is necessary to modify ranges to achieve stationar-
ity. if we use differencing and build arma for a new range created by 
this way, we have arima( p, k, q) model. the element “i” reflects the 
order of integration. in general, the range is integrated with the order k 
if it was generated as k differences from the initial series. for example:
( )1 ~ 1 ,t t ty y y I−∆ = −
( )2 1 ~ 2t t ty y y I−∆ = ∆ −∆
…
1 1
1 ~ ( ).
k k k
t t ty y y I k
− −
−∆ = ∆ −∆
let’s presents arima(3, 1, 2) model:
0 1 1 2 2 3 3 1 1 2 2.t t t t t t ty y y y− − − − −∆ = α +α ∆ +α ∆ +α ∆ + ε +β ε +β ε






α <∑  (3.4)
this condition is not satisfied if the estimation was started before 
achieving stationarity. if stability condition is broken, the process does 
not converge. in this case we cannot find good estimators for coeffi-
cients of the model and have no ability to make forecasts. also it is 
impossible to apply standard instruments for testing hypotheses. if the 
condition is satisfied as equality, we have a unit root in the process.
speaking about arma process, it is necessary to tell about variance 
in the error term. the model assumes that the variance is constant and 
does not depend on time. in other words, conditional variance should 
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be equal to unconditional one. if it takes place, we have no problems in 
the model. But if the assumption is broken, we should apply a special 
model to estimate processes in the variance. this class of models will 
be discusses below. 
estimation of arma models usually follows to Box-Jenkins meth-
odology. there are several steps:
1. the range has to be stationary:
 – Unit root tests are provided:
 – if the range is non-stationary, we should apply different 
transformations (detrending or differencing) and repeat the 
test until stationarity will be achieved;
2. We should estimate autocorrelation and partial autocorrelation 
functions and choose feasible lags for ar and ma processes;
3. models, chosen on the second step, are being estimated. there 
have to be no autocorrelation in the error term. if the model has 
autocorrelation, it should be excluded from the analysis;
4. the best model is being chosen from all suitable variants accord-
ing to minimal values of information criteria.
the first step was studied earlier. now we should define autocorre-
lation (acf) and partial autocorrelation (pacf) functions. acf allows 











−ρ =  (3.5)
this function includes correlation between all elements which are 
placed between yt and yt–s. 
ar lags (the number p) can be supposed according to pacf func-
tion. the function includes the next elements:
( ) , .r t t rCov y y −ρ =  (3.6)
there is no additional covariance, this function accounts only con-
nection between this two elements.
to identify autocorrelation we can also use special tests. for 
example, it is possible to use Box — pierce Q-test. null and alternative 
hypotheses look as follow:
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0 : 0  1, , ,iH i kρ = ∀ = …
1 :   0, 1, ,  .iH i i k∃ ρ ≠ = …
in this case ρi is an element of acf. the null hypothesis says that 
there is no autocorrelation. the alternative hypothesis states the pres-
ence of autocorrelation. statistics for the test is:
 (3.7)
if the observed value is more than critical one, the null hypothesis 
must be rejected. then we can say that there is autocorrelation on the 
lag k.
another test is the ljung — Box Q-test. the hypotheses and the 
rejection rule are the same, but the test allows us to control the size of 
the sample. statistics will look like:
 (3.8)
also we can analyze acf and pacf graphically. let’s consider 
fig. 3.1 where these functions are presented.
fig. 3.1. Graphical example for acf and pacf functions
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there are thresholds and bars. if the bar crosses the threshold, it 
gives a signal about the presence of autocorrelation on this lag. if there 
are doubts about the cross, it is necessary to look at the probability for 
Q-test and make an inference about rejection or acceptance of the null 
hypothesis (no autocorrelation). in our case we have the next poten-
tial processes: ar(1), ar(2), ar(3), ar(6), ar(9), ma(1), ma(2), 
ma(3), ma(9), ma(10), ma(11) and their possible combinations. 
the maximal number of lags p and q also can be determined as T/4. 
also there is the next tendency in time series: high frequency requires 
more lags.
on the third step models with all possible numbers of lags should 
be estimated. every model must be tested for autocorrelation (it can be 
any test for autocorrelation). if the model has autocorrelation, it should 
be excluded from the analysis.
on the last step we choose the best model from all variants from 
the third step. the choice is based on minimal values of information 
criteria. there are three criteria which are often used in econometrics. 
the first is akaike information criterion:
ln( ) 2 , 1.AIC T SSR n n p q= + = + +  (3.9)
in this formula the letter n presents the number of parameters in 
the model.
the second criterion is schwarz — Bayesian information criterion:
ln( ) ln .SBIC T SSR n T= +  (3.10)
the third one is Hannan — Quinn information criterion:
( )( )ln( ) 2 ln ln .HQIC T SSR n T= +  (3.11)
it is possible when for different models we have opposite values 
of information criteria. for the first model AIC is minimal, but for the 
second model SBIC or HQIC is less. in such case we should choose 
the second model. it is connected with statistical power of information 
criteria. so, SBIC and HQIC are more powerful than AIC, and in our 
choice we should follow this rule.
53
it should be noted that arma models are not estimated with the 
ols. as we have stability condition here, special methods with con-
vergence are to be used here. it is iteration methods which work with 
special functions (likelihood functions). for example, the newton 
approach for approximate calculations can be used to estimate arma 
processes. these methods are realized automatically in applied statisti-
cal packages.
arma and arima models can be used for forecasting and pre-
sentation of common dynamics of the data. But there are cases when the 
assumption about constant variance in the error term is broken. in such 
case other models are applied, and further we will study their identifica-
tion and estimation.
3.2. ARCH and GARCH models
as it was mentioned above, standard arma models work with 
some assumptions about a variance in the error term. formally it can 
be written as:
( ) ( ) ( )  , .t t s t tVar Var Var t s−ε = ε = ε ∀
it implies that the variance in the error term should be constant, and 
unconditional and conditional values are the same. But this assumption 
is not satisfied always. if it is not true, the estimation process requires 
other modifications of the model. as a result, models of autoregressive 
conditional heteroskedasticity (arcH) and generalized conditional 
heteroskedasticity (GarcH) have to be used.
let’s consider a standard ar (1) process. it is possible to calculate 
unconditional and conditional means and variances and illustrate that 
these values will be different. conditional mean and variance for ar (1) 
will look as follow:
( ) ( )1 0 1 1 0 1 1;( ) |t t t t t t tE y E y y E y y− − −= = α +α + ε = α +α
( )( ) ( )( )2 2 2 21 0 1 1 1( ) | | .t t t t t t t t tVar y E y Ey y E y y y E− − −= − = −α −α = ε = σ
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Unconditional values for the same process will be the next:
( )0 1 1 0 1 0 1 2
2 0
0 0 1 1 0 1 2
1
( ) ( )
( ) const
1
t t t t t
t t




= α +α + ε = α +α α +α + ε =
α
= α +α α +α α +α + ε =…= =
−α
( ) ( ) ( ) ( )
( )( )
2
0 1 1 1 1 1 1
2
2 2 2




t t t t t t
t




= α +α + ε = α + ε = α +σ =
σ
= α α +σ +σ =…= =
−α
the last equation was written under assumption that there is no 
endogeneity problem (explaining variables are not correlated with the 
error term). arma processes can be presented with conditional homo-
skedasticity, but they cannot deal with conditional heteroskedasticity 
when σ2 is not constant. in this case arcH/GarcH models have to 
be applied.
now we will consider arcH and GarcH processes. it is clear that 
both these processes concern variance in the error term. in fact, arcH 
process for the error term reminds a standard ar process for initial time 









= α + α + ε∑  (3.12)
( )20 1 ,  ~ 0,1 .
m
t t i t ti
u u iid
=
ε = γ + γ ε∑
the expression under the square root is conditional variance for the 
model. the number m also should be chosen with the help of different 
procedures and test which will be discusses below. also we can present 
conditions for non-negative values under the root:
0 0,  0  .i iγ > γ ≥ ∀  (3.13)
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γ <∑  (3.14)
if this condition is broken, we cannot estimate the process and 
coefficients properly. moreover, it is impossible to use usual sta-
tistical tests to checks our suppositions about parameters of the 
model. there can be not only ar( p)—arcH(m) combination, but 
arma( p, q)— arcH(m) too. the general representation of the model 
depends on the character of variance in the error term.
GarcH process reminds ma process for initial time series. for-





t i t i j t j t
i j
y y − −
= =
= α + α + β ε + ε∑ ∑  (3.15)
( )20 1 1 ,  ~ 0,1 ,
m n
t t i t j t j ti j










= γ + γ ε∑
conditions for non-negative values under the root are the same. 






γ + θ <∑ ∑  (3.16)
now the formal presentation of the processes is clear. now it is 
important to show the ways how conditional heteroskedasticity can be 
identified in the model. first of all we should estimate arma( p, q) 
model for which we will test the error term. then it is necessary to 
save residuals from the model and generate their squares. further we 
will work with the range from squares of the residuals, and all tests 
will be provided for this series. there are different methods to identify 
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conditional heteroskedasticity, and all of them are based on the analysis 
of the error term and correlation relations.
the first way is to generate the range of residuals from arma( p, q) 
model, create their squares and repeat the Box — Jenkins procedure for 
new range with all possible number of lags n and m.
the second method is supposed to analyze acf and pacf func-
tions. for this purpose ljung — Box Q-test and LM-test can be used. 
let’s consider the first test.
null and alternative hypotheses will be presented in the next form:
0 : 0  1, ,  (there are no ARCH/GARCH processes);iH i kρ = ∀ = …
:   0, 1, ,  (there are ARCH/GARCH processes).a iH i i k∃ ρ ≠ = …
statistics for ljung — Box Q-test is the same, but now we should 










in this case et presents residuals from initial arma model. if the 
observed value is more than critical one, we should reject the null 
hypotheses. it means that arcH/GarcH processes are presented in 
the model, and they should be estimated.
LM-test helps to identify only arcH(m) processes. to test the 
hypothesis about the existence of arcH(m) process, we should esti-














null and alternative hypotheses will be the next:
( )( )0 : 0  1, ,  there is no ARCH process ;iH i m mγ = ∀ = …
( )( )1 :   0, 1, ,  there is ARCH process .iH i i m m∃ γ ≠ = …
statistics for the test has a form:
( )2 2~ .LM TR m= χ  (3.19)
the number R2 is taken from the regression for . if the observed 
value is more than critical one, we should reject the null hypothesis 
about the absence of arcH(m) process.
if we have found arcH process, now it is possible to catch 
GarcH one. for this purpose LM-test is also applied. on the first 
step it is required to estimate arma( p, q)—arcH(m) model which 
was identified earlier. then we will work with residuals (in particular 
with their squares) from this model. let’s denote this variable as lt to 
prevent complications with previous labels. the next model should be 











− = γ + γ + ϕ∑  (3.20)
a fraction, which is places on the left side of the equation, is so-
called standard residuals. the variable ht can be calculated according 
to the formula indicated above. null and alternative hypotheses will be 
the next:
( )0 : ARCH model;H m
( )1 : GARCH , model.H m n
statistics is calculated as earlier with R2 from the regression pre-
sented for testing:
( )2 2~ .LM TR m= χ  (3.21)
if we reject the null hypothesis, we can say about the existence of 
GarcH process in data.
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now we can present the procedure for estimation of 
arcH/ GarcH models:
1. stationarity should be achieved in initial data (different transfor-
mations and unit root test are to be used);
2. a proper arma model is being chosen and estimated. then the 
residuals from the model are saved. a new range from squares 
of these residuals are generated;
3. arcH and GarcH processes are revealed with the help of dif-
ferent tests (ljung — Box test, LM-test etc.);
4. When the process has been caught, lags are chosen (numbers m 
and n). for this purpose acf and pacf functions for squares 
of the residuals should be studied (it is possible to use correlo-
gram). the number m is connected with pacf, and n should be 
chosen according to acf;
5. then the model arma( p, q)—GarcH(m, n) is estimated with 
the maximum likelihood estimation method (mle). all restric-
tions for the coefficients in the GarcH part must be satisfied:






γ + θ <∑ ∑
6. after the estimation standard residuals should be saved in the 
model. if there is no autocorrelation in the residuals, the model 
is good. it can be tested with LM-test, Q-tests etc. sometimes it 
is necessary to add lags into arma to remove autocorrelation 
from the process.
there are different modifications of arcH/GarcH models. for 
example, integrated GarcH (i-GarcH) process can be performed. 






γ + θ =∑ ∑  (3.22)
it means that the process can be non-stationary, and it will describe 
persistent variance. also it is possible that such process has infinite 
variance. in such case the variance in the sample is not defined, and the 
process does not converge to a number.
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another example is GarcH in mean (GarcH-m) model. in this 
case conditional variance is used as a regressor in the arma part. 
there is an example for ar(2)—GarcH(1)-m process:
0 1 1 2 2 ,t t t t ty y y h− −= α +α +α +µ + ε  (3.23)
2
0 1 1 .t th −= γ + γ ε
there are other types of GarcH models. for example, threshold 
(tGarcH) allows us to separate negative and positive shocks. expo-
nential GarcH is widespread in finance etc.
in general, arcH/GarcH models are applied to data with high 
frequency where conditional heteroskedasticity is usual. this kind 
of models is popular in finance because the dynamics of data, using 
here, cannot be described with standard arma models properly. 
so, arcH/ GarcH models are quite useful for different researches 
especially if they concern high frequency data.
thus, we considered models for stationary time series. But all pre-
sented processes work only with a single variable in dynamics. often 
it is necessary to analyze different macroeconomic series together 
and observe the response of one variable to changes in another one. 
for this purposes intervention analysis is used. further we will study 
main concepts and models in this field of applied econometrics for 
macroeconomics.
Questions
1. What kinds of models for stationary time series do you know? 
list the differences between the models which you have 
indicated.
2. describe the essence of ar and ma processes. for what pur-
pose can they be used?
3. What are autocorrelation and partial autocorrelation functions? 
How can they help to identify ar and ma processes?
4. What tests for autocorrelation do you know? state null and alter-
native hypotheses and a rejection rule. 
5. explain the Box — Jenkins methodology. How can we choose 
the best arma model?
6. What is the difference between arma and arcH/GarcH 
models? Why should we use any additional corrections for 
arma models?
7. How can we catch arcH/GarcH processes? What tests are 
used to do it? describe the main principles of these tests.
8. in what researches arcH/GarcH models can be applied? 
9. list different types of arcH/GarcH models. What are their 
key features and differences?
exercises
1. for this problem you need two any macroeconomic series with 
quarterly or yearly frequency (the minimal required number of 
observations is 150).
a) present you data graphically and check them for stationarity. 
if it is necessary provide all transformation to achieve 
stationarity,
b) now you are asked to present arma model for your data. 
What potential combinations of ar and ma processes can 
you present? What properties does the best model have?
c) estimate all potential arma models and choose the best one 
for both time series. What criteria have you used to find the 
best model?
2. to solve this task you can use data sets from the first problem. 
a) Use the best arma models form the first problem. You 
should identify arcH process in the data. What test will you 
use? provide the test and report results for both time series,
b) if you have found arcH process, now you are able to catch 
GarcH one. What test can you apply? provide the test and 
report the result,
c) during the first two steps you have make inferences about the 
existence of arcH/GarcH processes in the data. now you 
should write and estimate proper models for these processes. 
choose lags m and n and inspect the quality of your models.
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chapter 4  
INTERVENTION ANALYSIS
4.1. General Facts about Intervention Analysis
We have already seen elements of intervention analysis in specifi-
cations of tests for structural breaks. the main idea of intervention anal-
ysis is to catch some events and test their impact on different variables. 
if we know a particular moment of time when the event happened, it is 
possible to create a new discrete variable to follow consequences of the 
event.
there are different ways to present such shocks in the model. the 
first type of representation is a pure jump. choosing this one we assume 
that if the event took place, its influence will keep in the system for all 
next periods. formally this variable can be performed as follow:
0,  before the event,





if you remember, structural breaks in intercept were constructed 
by this way.
also the event can take place during a particular moment of time, 
and then its impact will disappear. it is a pulse function. for this repre-
sentation the variable should be performed as:
0,  before and after the event,





But it is not necessary that shocks will keep in the system or disap-
pear at once. sometimes the impact of the event can weak in time or, 
in opposite, increase. for the first case a prolong impulse function can 
be presented:
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0, before the event,
1, at the moment of the event,
0,75, at the moment  1,
0,5, at the moment 2,
0,25, at the momet 3,














for the case of gradual changes and accumulating impact the dis-
crete variable can be constructed by the next way:
0, before the event,
0,25, at the moment of the event,
0,5, at the moment 1,
0,75, at the moment 2,









if you have your own research purposes, know some facts about 
the character of the event and need to construct a special variable, you 
are not restricted. But it is important to make a proper specification for 
your model and state the variable clearly.
now it is important to state some facts about impulse and transfer 
functions. for this purpose we will consider the simplest case — a stan-
dard ar(1) process with one event:
0, before the event,





formally the process will look like:
0 1 1 .t t t ty y s−= α +α + λ + ε  (4.1)
it is obvious that before the event intercept is equal to α
0
. after 
the event we have an additional constant in the model, λ. then new 
intercept will look like (α
0
 + λ). if there is a difference in intercepts 
before and after the event, we can assume that long-run means will also 
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differ in response to the shock. now we show that it is true, and the 
event changes a long-run mean. But one remark should be done here. 
We assume that the process is stationary (ar models are built only for 
stationary data). it implies that stability condition is satisfied:
1 1.α <
in opposite case we cannot estimate coefficients properly, and it 
will be impossible to calculate long-run means because the process will 
not converge.











if to provide the same procedure for the process after the event, we 
will obtain:
( ) ( )
( )
0 1 1 0 1 0 1 2
2 0





t t t t t
t t




= α +α + λ + ε = α + λ +α α +α + λ + ε =
α + λ
= α + λ + α + λ α +α α +α + λ + ε =…= =
−α
it means that the event has led to changes in the long-term mean. 
as a result, the dynamics of the process has changed too. it is impor-
tant fact for forecasting because such changes require special models to 
control interventions.
in general, we want to know the response of our series to exoge-
nous changes. these changes come to the model as different events and 
lead to shocks (positive or negative). in other words, we are interested 
in how current shocks influence future values of the variable. 
to find an answer for this question, we will rewrite the process:
( )0 1 1 0 1 0 1 2 1  etc.t t t t t t t ty y s y s s− − −= α +α + λ + ε = α +α α +α + λ + λ + ε
it is possible to continue this function, but all necessary moments 
are clear now. the function presented above is called impulse response 
function. it shows how current values react on shocks in previous 
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periods. if we want to know a particular value of changes, we should 
take a derivative. for example, we are interests how yt responds to the 











= + = λ + λα  (4.3)
it should be remarked that it is necessary to account two elements 
in this derivative. the variable st–1 influence not only current values, but 
also previous observations. if we want to estimate the reaction of yt on 
changes in st–2, we should include three elements in the derivative:
22 1
1 1
2 2 2 2
.t t t t
t t t t
dy dy dy dy
ds ds ds ds
− −
− − − −
= + + = λ + λα + λα  (4.4)
now we can modify this presentation a little. We will present the 
reaction of future values on current changes in our discrete variable, st. 
in any moment of time t + i the reaction on the event in period t can be 
calculated as:




+ = λ + α +α +…+α  (4.5)
then it is possible to estimate this reaction on the infinite time 















it should be noted that this result was obtained with the assumption:
1 1.α <
if it is not satisfied, we cannot find a particular value for this limit. 
this fact also indicates the importance of stability condition.






λ α + λ α
= −
−α −α −α  
(4.7)
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the first element on the right side of the equation is the mean after 
the event. the second element is the mean before the event. in fact, 
the value of the response is equal to the difference between long-term 
means.
to use and estimate the model with intervention properly, it is nec-
essary to have enough data before and after the event. if this condition 
does not take place, we cannot use the estimators for forecasting and 
further analysis.
also intervention analysis operates with the term “transfer func-
tion”. it describes the process of transferring from one moment of time 
to another one. this function includes an exogenous variable, and the 
variable produces potential shocks in the system. Using lag operators 
we can present the transfer function in the next form:
( ) ( )0 1 .t t t ty A L y B L s−= α + + + ε  (4.8)
We assume that st is an exogenous variable. it means that it is not 
correlated with the error term and yt–1. this condition is necessary to 
prevent endogeneity problem. But in fact we do not know if the vari-
able st is exogenous or not. the source of endogeneity problem here is 
the existence of potential simultaneity. often macroeconomic variables 
influence each other, and sometime these connections are quite com-
plicated. if we ignore the existence of such interaction, we can obtain 
inconsistent and biased estimators because endogeneity problem. to 
prevent these negative facts it is possible to estimate a system of simul-
taneous equations. such procedure also allows researchers to analyze 
shocks and use impulse response functions. the system of simultane-
ous equations for several time series with lags is called vector of autore-
gression (Var). the concept of Var and its different forms will be 
discussed in the next paragraph.   
4.2. Vector Autoregression (VAR) model
this concept is quite convenient for the analysis. in particular, 
Var allows researchers to observe responses of variables to changes 
in other parameters of the model. there are different forms of Var 
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representation, but they have a common feature. so, we estimate not 
separate equations, but a whole system. such approach helps to identify 
bilateral interactions and obtain good estimators for which consistency 
and unbiasedness are satisfied. let’s present a common view of Var 
and consider its different forms.
initially we must clarify what kind of data can be used in the Var 
model. this model is an extension of standard autoregression models. 
as we saw earlier, these models are based on the assumption that the 
variable depends on its previous values and an exogenous parameter 
(usually it is a constant). a common principle is that time series have to 
be stationary. the second aspect is that ranges, which are being used in 
the estimation, have to be integrated with the same order. if initial data 
are stationary, we construct the Var in levels. But if they are not, we 
have to provide some transformations for achieving stationarity.
When we use differencing for this purpose, it is possible to obtain 
stationary series with different orders of integration. for example, the 
first range is integrated with the order one, and the second series is sta-
tionary in levels (integrated with the order zero). But in such case it is 
also possible to construct the Var model, but it should be in levels. for 
example, such approach is admissible when we want to estimate series 
integrated with different orders. sometimes it is necessary for research 
purposes and can be done.  
if time series have the same order of integration, there are two pos-
sibilities. the first one is that data are cointegrated. this concept will 
be considered in details in the next chapter. But the reason is that coin-
tegration requires some changes in the Var specification. if the series 
are cointegrated, we should include the error term as a regressor in the 
Var. as a result, we will get an error correction model (ecm) which is 
constructed for cointegrated time series. 
if our series are not cointegrated, it is enough to provide all neces-
sary transformation for achieving stationarity. then the Var model can 
be built of the data have the same order of integration. 
the Var can be presented in two forms:
 – structural form;
 – reduced form.
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for simplicity we will present the case with two variables in the 
system. the model will be written in levels. then the Var in structural 
form look like that:
1,0 1,1 1,1 1 1,2 1 1,
2,0 2,1 2,1 1 2,2 1 2,
,
.
t t t t t
t t t t t
y c c z y z
z c c y y z
− −
− −
= + +ρ +ρ + ε
 = + +ρ +ρ + ε
 (4.9)
above we have presented the Var with the order one. this order is 
determined with the number of lags including in the model. for exam-
ple, if we enter lags with a maximal number k, we will have the Var 
with the order k. the system has to include exogenous parameters. in 
our case constants play this role in equations. each variable depends 
on its lags and another series. moreover, a current value of the variable 
is determined with the same one for another variable. as a result, we 
analyze interactions during present and previous moments of time. it is 
a key feature of the Var in structural form. Using this model, we can 
represent and observe structural networks in different macroeconomic 
series. also it is possible to analyze response functions and include 
shocks in the model*.
it is possible to present the Var in the matrix form. for this we 





























* shocks can be presented in the error term, but it is possible to include another 
exogenous variable in the model. But in this case it is necessary to control if rank 
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then we can rewrite the Var with the order one in the matrix 
form:
0 1 1 .t tAx R R x e−= + +  (4.10)
as for other econometric models, the error term must be charac-
terized with a zero mean, no autocorrelation and constant variance to 
provide the best estimators. these conditions can be violated in some 
cases, and often it depends on a chosen estimation method.
as it was marked above, the Var presents a system of equa-
tions. as a result, it requires special methods for estimation. for 
example, it is possible to estimate theses equations separately with 
the ols, but in such case we lose effects which can be caught when 
we consider a system. also if we ignore the system existence, we can 
face endogeneity problem. as a result, the estimators will be biased 
and inconsistent. in any case, it will be better to estimate a system if 
it takes place.
the system should be estimated simultaneously. for this purpose 
it is possible to use different modifications of the least squares method 
(for example, the Gls, 3sls) or the maximum likelihood estimator. 
But there are several problems connected with the system identification. 
in particular, the rank condition should be satisfied. in other words, we 
must have enough instruments for endogenous variables. if this condi-
tion is violated, we have a set of possible values for parameters, and the 
system is not identified.
there are two conditions which help to determine if the equa-
tion is identified or not. the first one is an order condition. it says 
that any equation in the system is identified if the number of included 
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endogenous variables is less or equal to the number of excluded exog-
enous variables. 
the second one is a rank condition. the rank condition says that 
the equation is identified if other equations include at least one signifi-
cant exogenous variable which is excluded from the analyzing one. in 
other words, there are enough significant instruments for endogenous 
variables in the equation. the order condition is necessary for the rank 
condition, and the rank condition is necessary and sufficient for identi-
fication of the equation.
let’s present the example; we will present endogenous variables 
with the letter y, and exogenous ranges will be noted with z. the system 
includes three simultaneous equations which should be estimated:
1 2 3 1 3 1
2 1 3 4 2 4 2




t t t t t t
t t t t t t t
t t t t
y y y z z
y y y y z z
y y z
= + + + + ε
 = + + + + + ε
 = + + ε
 (4.11)
now we should find which equations are identified and can be esti-
mated. We have four endogenous and exogenous variables. the equa-
tions have the next number of exogenous and endogenous variables on 
the right hand:
 – the first equation: two included endogenous variables vs. two 
excluded exogenous variables;
 – the second equation: three included endogenous variables vs. 
two excluded exogenous variables;
 – the third equation: one included endogenous variable vs. three 
excluded exogenous variables.
to test the rank condition, we should know particular values for 
estimators and their statistics. now we can check only the order condi-
tion. for the first equation this condition is satisfied because the number 
of included endogenous variables is equal to the quantity of excluded 
instruments. for the second equation the order condition is violated 
(3 included > 2 excluded). for the third equation this condition is true. 
But we have another problem here. there is an overidentification. for 
one endogenous variable we have an excessive number of instruments. 
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it is possible that some instruments are weak, and we can remove them 
from the iV regression. there are special tests for overidentification, 
and they help to catch this problem in the model*. 
sometimes the Var in structural form is not identified because not 
all instruments (for example, lags) are exogenous. it means that we can-
not find a single set of estimators. if we have this problem, it is possible 
to construct the Var in reduced form. to derive this form, we will use 
the Var in structural presentation with matrixes:
0 1 1 .t tAx R R x e−= + +
now we will multiple all elements on a−1 (an inverse matrix for a) 
at the left:
1 1 1 1
0 1 1 .t tA Ax A R A R x A e
− − − −
−= + +  (4.12)
let’s present the next labels:
1
0 0 ,A R D
− =
1
1 1,A R D
− =
1 .A e− = µ
now we can rewrite the equation in the next form:
0 1 1 .t tx D D x −= + +µ  (4.13)
this is the Var in reduced form. in fact, we removed values of the 
current period from the right side of the equation. it means that only pre-
vious periods influence present moment. also one variable has no direct 
connections with other series, and we excluded structural components 
from the analysis. so, if we are speaking about economic researches, it 
is better to use the Var in structural form not to lose hidden relations. 
* this theme is not a key point for applied econometrics for macroeconomics. for 
the Var concept we should know only sources of potential problems. if you want to 
study the system estimation in more details, you are recommended to use economet-
rics textbooks (for example: Wooldridge J. M. introductory econometrics: a modern 
approach.).
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But if it is impossible because of problems with the system identifica-
tion, you are recommended to estimate the Var in reduced form.
in general, the Var with the order k can be presented in matrixes. 





t i t i
i
Ax R R x e−
=
= + +∑  (4.14)





t i t i
i
x D D x −
=
= + +µ∑  (4.15)
as it was said earlier, the Var model can include different number 
of lags k. it is necessary to choose the best model. to do it we can use 
different criteria and tests. in principle, we can use the same approach 
as for standard arma( p, q) models. so, it is possible to estimate mod-
els with different number of lags, to test the significance of the last one 
and also compare information criteria. the model with minimal values 
of these criteria will be the best one. information criteria can be calcu-
lated according to the next formulas:
ln( ) 2 , 1,AIC T SSR n n p q= + = + +
ln( ) ln ,SBIC T SSR n T= +
( )( )ln( ) 2 ln ln .HQIC T SSR n T= +
in these formulas the letter n presents the number of parameters in 
the model.
another approach is more powerful because it is based on asymp-
totical properties of estimators. it assumes the LR-test. two models 
with different numbers of lags are compared. the model with more lags 
is called unrestricted (abbreviation UR), and another one is restricted 
(abbreviation R). to provide the test we must know determinants of 
estimated covariance matrixes of error terms from two models. this 
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determinant will be denoted as |Σ|. null and alternative hypotheses are 
the next:
0 : the model with less lags is better 
(lags with higher orders are not significant);
H
1 : the model with more lags is better 
(at least one lag with higher order is significant).
H
statistics for the test can be calculated according to the formula:
( ) ( ) ( )2 2ln ln , .R UR UR RLR T m m k k N= Σ − Σ ∼ χ = −  (4.16)
the letter n indicates the number of variables in the Var, kUR and 
kR reflect lags in unrestricted and restricted models accordingly.
there is a right-side critical region. if the observed value is more 
than critical one, the null hypothesis should be rejected. if the lr-test 
and information criteria give controversial results, we have to use the 
test to make the final inference. the reason is that the test is more sta-
tistically powerful than criteria, and the probability of type ii error is 
less here.
the Var model allows researchers to analyze different shocks 
and their consequences for the system. to provide such observations 
impulse response functions are used. earlier we studied the mechanism 
how these function can be obtained. now we will consider their imple-
mentation for the Var model. 
impulse response functions show changes in one variable in 
response to exogenous shocks in another one. so, if we have three time 
series in the system, we can obtain nine impulse response functions. 
the first group of them will reflect the variance: the variable will react 
on its own shocks. there will be three such functions in the case of 
three time series. the second group will characterize relations between 
different variables. there will be six functions of such type.
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impulse response functions are built with the assumption that all 
variables are stable except the pair of analyzing series. the first series 
has a shock, and the second one demonstrated the reaction on this event 
in the system. exogenous shocks can be accounted in the error term. 
the matter is that they are not generated in the system which is stable.
initially we have said that the Var model was built for stationary 
time series. it means that shocks will disappear in the system over time. 
fluctuations, stimulated with any shocks, will converge to the constant 
mean for any time series*. 
performing impulse response functions for each variable we can 
observe its reaction on external events and make forecasts to predict the 
dynamics of studying series. all modern statistical packages can build 
impulse response functions automatically. We present the example for 
the U. s. economy. We analyze monthly data for inflation, interest rate 
and unemployment rate from 1955 to 2011. for the Var model in the 
first differences impulse response functions are shown on the fig. 4.1.
Usually impulse response functions are built for particular num-
ber of standard deviations. innovation is a shock in the system, and it 
is value is equal to one standard deviation in the considered example. 
there are ten time periods (months), but it is possible to widen this 
horizon**. 
for example, on these graphs we can see that unemployment and 
inflation are characterized with negative relations. so, the growth in 
inflation leads to decreasing unemployment rate. But also we see that 
such interaction is not long, and the shock is neutralized by the end of 
the tenth period. such dependence between inflation and unemploy-
ment is known as the phillips curve, and it is not satisfied in the long-
run period. We have illustrated this fact with the help of the Var and 
impulse response functions.
another useful consequence from the Var model is variance 
decomposition. this instrument helps to present the variance of each 
variable as a result of different factors’ interaction over time. more 
* this fact will be satisfied if the data are stationary and stability conditions take 
place in the system.
** cholesky approach was used here. it is sensible to the order of variables.
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precisely, we can say how the innovation in one variable is important 
in the forecast for another time series. in fact, this approach helps to 
decompose the variance in forecast errors.
Responce to Cholesky One S. D. Innovations
Responce of DINFRATE to DINFRATE 
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1    2     3     4     5    6     7     8    9    10
Responce of DINRATE to DINFRATE 
Responce of DUNRATE to DINFRATE 
Responce of DINFRATE to DINRATE 
Responce of DINRATE to DINRATE 
Responce of DUNRATE to DINRATE 
Responce of DINFRATE to DUNRATE 
Responce of DINRATE to DUNRATE 
Responce of DUNRATE to DUNRATE 
fig. 4.1. impulse response functions for the Var model  
in the first differences
(the U. s. monthly data from 1955 to 2011)
We should find the mean squared error of the forecast which can be 
obtained with the help of this Var. for standard models this value is 
calculated according to the next formula:
 
(4.17)
so, we should know the forecast and the number of observations 
to calculate this value. in our case with the system it is more difficult 
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to find mse because the structure of the model is more complicated. 
applying to the Var and impulse response functions, mse presents 
a sum of innovation responses. also we can estimate a gain of particular 
innovations into the error variance for each variable. in fact, variance 
decomposition is a relative measure which characterizes an importance 
of innovations in one variable for the forecast of another time series. 
the variance decomposition can be presented as a set of graphs or 
as a table. We will show the table for our data on fig. 4.2.
fig. 4.2. Variance decomposition for the first difference of inflation
We show this example only for one variable, but it is enough for our 
demonstration. We can observe how the gain of other factors to the vari-
ance of inflation increases in time. initially all variance are explained 
by the variable itself. But by the end of the tenth period this share is 
only 86,9 %. other percents are distributed between two variables in 
the system: interest rate (8,3 %) and unemployment (4,8 %). so, using 
this mechanism we can also observe the reaction of each variable for 
exogenous shocks.
thus, using the Var model we can identify different types of rela-
tionships between economic variables. moreover, we can estimate con-
sequences of shocks in the system and calculate gains of each factor 
in the common variance. this model is very important for macroeco-
nomic analysis. But it is possible that relations between variables are 




sometimes we have cases when one variable does not determine 
another one, but it takes place in inverse order. in other words, we can 
separate a cause and an effect. as a result, it is possible to indicate the 
direction of such relationship. to find this interaction we should ana-
lyze causality for time series.
in fact, it is necessary to answer a question if lags of one variable 
enter in the equation for another one. Using causality approach we can 
also make inferences about exogeneity of one time series for any par-
ticular variable. this method was suggested by Granger, and now it is 
called Granger causality.
it should be remarked that Granger causality does not help to iden-
tify all types of interactions between different macroeconomic series. 
it is not consistent if the variables are driven by another process which 
is not included in the analysis. Granger causality can be provided for 
stationary and non-stationary series with some corrections. then we 
will consider all basic cases which can take place in the process of 
Granger causality analysis. 
initially we will consider stationary series. in the simplest form 
we can use the standard F-test. let’s there are two variables: yt and zt. 
as the series are stationary, we can present the model in levels. We want 
to know if lags of zt influence yt or not. We can present unrestricted and 
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R y c y −
=
= + ρ + ε∑
 
(4.19)
null and alternative hypotheses will look as follow:
0 :  does not Granger cause ,t tH z y
1 ;mπ =…= π
1 :  Granger causes , t tH z y
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  0, 1, , .jj j m∃ π ≠ = …
test statistics is calculated according to the next formula:





mF F m T m kSSR
T m k
−
= − − −
− − −
 (4.20)
there is a right-side critical region. rejection rule will be formu-
lated in the next way: if the observed value is more than critical one, 
we have to reject the null hypothesis. so, we can say that zt Granger 
causes yt.
there are three possible ways how the variables can interact with 
each other. the first one takes place when time series are not connected. 
in this case there is no Granger causality. 
the second way is possible when the variables influence each other 
simultaneously. in other words lags of each variable are significant in 
the equation for another one. in this case k and m may be equal or not. if 
they are the same, we have a so-called near Var case. But if these num-
bers differ, we should estimate a seemingly unrelated equations model. 
the third possibility takes place when there is no simultaneous 
interaction. for example, yt Granger causes zt, and the opposite is not 
true. in this case zt will be a cause, and yt presents an effect. then we can 
say that zt is weakly exogenous for yt, and it can be used as an instru-
ment for the effect variable with some assumptions.
it is possible to present Granger causality in matrixes. let’s con-
sider the Var with the order p which includes n variables. the reduced 
form in matrix representation looks like:
( ) ( )
( ) ( )
1 10 11 1 1 1 1
0 1 1
.
t n t t
nt n n nn nt nt
x A A L A L x e
x A A L A L x e
−
−
 …       
        … = … + … … … … + …        





(L) represents a polynomial of the lag operator L. it includes 
coefficients of lagged values of the variable j on the series i. if to for-
mulate Granger causality in these terms, it can be written: the variable j 
does not Granger cause for the series i if all elements in A
ij
(L) are equal 
to zero. 
in general, the idea of Granger causality is clear. now it is possible 
to consider a practical application of this concept for the Var model. 
Using Granger causality, we can determine if it is necessary to include 
an additional variable into the Var structure or not. this test is known 
as the Block test.
We have the Var in reduced form for two variables: yt and zt. We 
want to know if any new variable lt should be included in the model. an 
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then null and alternative hypotheses can be written as follow:
0 : 0  1, , ,  the variable should not be included into the VAR;iH i kδ = ∀ = …
1 :   0, 1, , , the variable should be included into the VAR.iH i i k∃ δ ≠ = …
to test the null hypothesis the LR-test is used. the procedure is the 
same as for the chose between different Var specifications. to provide 
the test we should know determinants of covariance matrixes of error 
terms. statistics is calculated according to the next formula:
( )( ) ( )23 1 ln ln ~ 2 .R RLR T k k= − − Σ − Σ χ  (4.24)
if the observed value is more than the critical one, the null hypoth-
esis should be rejected. as a result, we can include an additional vari-
able into the Var and provide the analysis for three time series. if there 
are more than three variables, the testing procedure will be the same.
earlier we have considered only the case for stationary time series. 
it is known that standard statistical tests do not work for non-stationary 
data because such series generate processes with the absence of conver-
gence. sims, stock and Watson worked under causality tests for non-





t i t i j t j t
i j
y c y z− −
= =
= + ρ + π + ε∑ ∑  (4.25)
for simplicity and clarity the case with k = m = 3 will be considered:
1 1 2 2 3 3 1 1 2 2 3 3 .t t t t t t t ty c y y y z z z− − − − − −= + ρ +ρ +ρ + π + π + π + ε  (4.26)
let yt is not stationary in levels, but it is integrated with the order 
one. it means that the series is stationary in the first differences. the 
range zt is integrated with the order zero, so it is stationary. then we can 
use standard t-tests and F-tests to check the null hypothesis about the 
absence of Granger causality. in fact, we test coefficients for stationary 
variables, and standard estimation procedures give us true results.
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But if we want to test hypotheses for yt, we should transform the 
specification a little. let’s add and subtract from the right-hand side an 
element  We will have the next result:
1 1 2 2 2 1 2 1 3 3 1 1 2 2 3 3 .t t t t t t t t t ty c y y y y y z z z− − − − − − − −= + ρ +ρ +ρ −ρ +ρ + π + π + π + ε
if to provide all necessary transformations, the equation will get 
the next view:
( )1 2 1 2 1 2 3 3 1 1 2 2 3 3 .( )t t t t t t t t ty c y y y y z z z− − − − − − −= + ρ +ρ −ρ − +ρ + π + π + π + ε
let’s introduce the next label:
1 2.ψ = ρ +ρ
then the equation can be rewritten in the next form:
1 2 1 3 3 1 1 2 2 3 3 .t t t t t t t ty c y y y z z z− − − − − −= +ψ −ρ ∆ +ρ + π + π + π + ε
as y
t
 is integrated with the order one, its first difference is station-
ary. as a result, we can test the coefficient before ∆yt −1 with the help of 
standard procedures.
But if zt is also integrated with the order one (the data are not sta-
tionary), we cannot use such approach. as a result, we have to change 
our model. let’s add and subtract from the right-hand side elements 
ρ
2 
yt −1 and π2 zt −1:
1 1 2 2 2 1 2 1 3 3 1 1 2 2
2 1 2 1 3 3 .
t t t t t t t t
t t t t
y c y y y y y z z
z z z
− − − − − − −
− − −
= + ρ +ρ +ρ −ρ +ρ + +π + π
+π − π + π + ε
after all transformations we will obtain the next equation:
1 2 1 3 3 1 2 1 3 3 , t t t t t t t ty c y y y z z z− − − − − −= +ψ −ρ ∆ +ρ + θ − π ∆ + π + ε  (4.27)
1 2.θ = π + π
now it is possible to test restrictions for coefficients because the 
first differences are stationary. But there is an assumption: it is possible 
to test Granger causality only if the coefficient θ is equal to zero. this 
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assumption is connected with non-stationarity of the data. in fact, if we 
want to test Granger causality, we can state the next null and alternative 
hypotheses:
0 2: 0,H θ = π =
1 2:  0, or  0, or both.H θ ≠ π ≠
thus, tests for additional lags inclusion can be provided for station-
ary and non-stationary time series. 
Granger causality helps to identify different types of interactions 
between variables, but there are some disadvantages in the method. 
for example, all tests work with the assumption that the error term is 
distributed normally and, as a result, symmetrically. this fact helps to 
find symmetric interactions, but often we face asymmetry in shocks and 
data distributions. Granger causality cannot catch this type of interac-
tions, and we lose some information in the analysis. also the tests do 
not work properly when analyzing data are driven by another process 
which is not accounted. realization of these facts stimulated develop-
ment of the causality concept, and new models and approaches for test-
ing were appeared.
thus, Granger causality allows us to identify a type of interac-
tion between macroeconomic variables and decide if it is necessary to 
include additional lags into the model or not. often this concept helps 
to find not obvious interrelations in the data and present their analysis. 
However, as a rule economic data demonstrate bilateral relations, and 
the interaction between data series can be quite strong. the concept of 
cointegration can help to present mutual dynamics of time series. this 
part of applied econometrics for macroeconomics will be covered in the 
next chapter. 
Questions
1. What is intervention analysis about? 
2. How is it possible to present shocks in the model? 
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3. What are special features of the Var model? What forms of this 
model do you know? explain the main differences between each 
other.
4. What problems can appear in the process of system estimation? 
What method can be applied to estimate the system? 
5. formulate order and rank conditions. describe the principle of 
their work. How can they help in the identification of system 
equations?
6. How will you choose the best specification for the Var model? 
describe two approaches to this problem. Which of them is 
more powerful and why?
7. What is Granger causality? What types of interaction does it 
help to identify?
8. What statistics are used to test Granger causality? provide an 
example.
9. How can you test the necessity to include an additional variable 
into the Var? describe the idea of the test; formulate testing 
statistics and rejection rule.
10. is it possible to test Granger causality for non-stationary data? 
if yes, what transformations should be provided? are there any 
assumptions for this test?
11. are there any disadvantages of Granger causality approach?
exercises
1. for this task you need to use three macroeconomic series with 
quarterly frequency (minimum 100 observations). 
a) You should choose the data and explain potential short-term 
and long-term interrelations which can be found here. to 
confirm your supposition you should use economic theory 
and your own experience;
b) now you are asked to estimate two Var models with these 
variables. are there significant variables (lags) in every 
equation of both models? 
c) You should choose the best model. provide all necessary 
calculations and find the best specification.
d) What does impulse response function show? How can it be 
derived? present impulse response functions for your best 
model and interpret the result. Have you suppositions, made 
on the first steps, been true or not? How can you explain these 
results?
e) What is the variance decomposition? present and interpret 
this decomposition for your best model.
2. to manage this task you need two any macroeconomic series 
with yearly frequency (minimum 50 observations).
a) present data dynamics graphically. What do you think about 
the direction of interactions between these variables?
b) test the data for stationarity. if they are not stationary in 
levels, provide all necessary transformations;
c) test Granger causality in two directions using facts about 
stationarity / non-stationarity. if your data are not stationary, 
do you have to provide any modifications in the model to 
test the hypotheses about causality? present models with and 
without restrictions, test statistics and rejection rules. make 
you conclusions about causality and its direction in the data.
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chapter 5  
COINTEGRATION AND ERROR  
CORRECTION MODELS
5.1. Cointegrated Time Series
as we know not all time series are stationary. for example, they 
may be integrated with different orders. Usually if we two time series 
integrated with the same order, their linear combination will have this 
order too. the reason is that long-term dynamics of such series has 
particular patterns, and the combination will take these ones from both 
series and save their properties. But sometimes such combination can 
be integrated with the less order than initial time series. in this case we 
have so-called cointegration between two ranges.
this concept was suggested by Granger and then developed by 
nelson, plosser, engle, Johansen and other researchers. in terms of 
systems cointegration shows the existence of long-run equilibrium. We 
can find enough examples of cointegrated time series in any economy 
because this system has sustainable relationships and equilibrium. 
cointegrated time series demonstrate similar dynamics. let’s consider 
the next example. We have quarterly data from 1947 to 2010. there are 
time series for consumption per capita and Gdp per capita for the U. s. 
economy. We present the data on a single graph. the result is reflected 
on the fig. 5.1.
these series have the same dynamics: there are identical peaks and 
recession, similar exponential trend. formally we also know that con-
sumption and income (Gdp per capita) have direct dependence: if Gdp 
per capita grows, individual consumption will increase too. it is a typi-
cal example of cointegrated time series.
now it is possible to present the definition of cointegration in for-
mulas. let’s there are two time series: yt and xt. these data are inte-
grated with the order one. indicated time series will be cointegrated if 
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and only if their linear combination, zt, is integrated with the order zero. 
formally the next note will be done:
( ) ( )~ 1 , ~ 1 ,t ty I x I















































fig. 5.1. dynamics for the U. s. consumption and Gdp per capita  
(quarterly data, 1947–2010)
initial series have to be integrated with the same order. in oppo-
site case it is impossible to speak about cointegration because a liner 
combination will inherit the highest order of the “parents”. formally 
differencing is a linear combination of time series with the same order 
of integration. the result is cointegrated time series with the less order 
of integration:
( ) ( )1~ 1 , ~ 1 ,t ty I y I−
( )1 2 1 1 2~ 0 , 1, 1 .t t ty y y I−∆ = γ + γ γ = γ = −
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for our example we have CI(1,1). the first number reflects the 
order of integration from initial series. the second one means the dif-
ference between orders of old series and a linear combination. in the 
example our series were integrated with the order one, and a new range 
had the order zero. it is not difficult to calculate that the difference is 
equal to one. Using these numbers we can present any cointegration in 
a short record.
also there is a term “cointegration vector”, or CV. this vector is 





=  γ 
often it is assumed that these coefficients are stable in time. in fact, 
this statement is not always satisfied. also it is important to notice that 
there is a set of cointegration vectors. for example, we can multiple our 
CV on any positive number and the vector will change. to avoid this 
plurality it is a common step to normalize the first coefficient to unity. 
then we have:
( ) ( )~ 1 , ~ 1 ,t ty I x I





=  γ 
earlier we have seen that cointegrated time series demonstrate the 
same dynamics (for example, in trend components). now we can illus-
trate this fact using general facts about cointegration and time series 
decomposition*. in the first chapter we said that time series included 
deterministic and irregular parts. then we can present our series, 
* for more details you can follow: Dolado J. J., Gonzalo J., Marmol F. lecture 
notes for cointegration [electronic resourse]. Url: http://www.eco.uc3m.es/~jgonzalo/
cointegration.pdf
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integrated with the order one, as a linear combination of trend (T ) and 
any stochastic process (ε). formally it will look like:
, , ,t y t y ty T= + ε
, , ,t x t x tx T= + ε
( ) ( ), , , ,, , ,  ~ 1 , , ~ 0 .t t y t x t y t x ty x T T I Iε ε
there are no any violations in assumptions about initial orders of 
integration. for instance, a linear combination of I(1) and I(0) always 
will be integrated with the order one. it initial series are cointegrated, 
the next fact takes place:
2 ~ (0).t t tz y x I= + γ
if we replace initial series with their decomposition, we will have 
the next result:
( ), , 2 , , , , 2 , 2 , ~ (0).t y t y t x t x t y t y t x t x tz T T T T I= + ε + γ + ε = + ε + γ + γ ε
if a series is stationary, there must not be trend. it implies:
, 2 , 0,y t x tT T+ γ =
, 2 , .y t x tT T= −γ
it means that cointegrated time series have to share the same trend 
dynamics up to a scalar. of course, in general case we can find a set 
of such trends, but normalized coefficients allow us to determine this 
component in a single form.
cointegration can be observed not only for two variables. there 
is a term multicointegration for this case. if the system includes more 
than two variables, it is possible to take series with different orders of 
integration. the reason is that such series can be combined in different 
order. for instance, we have two series with the order three, one range 
with the order two and the last series with the order one. initially we 
will combine the first two series with the order three and obtain a new 
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range with I(2). on the next step it is possible to create a combination 
from the new series and our initial range with the order two. as a result, 
we will get another series with I(1). on the last step two I(1) series will 
be mixed. 
We can observe cointegration for series with the order higher than 
one. and now we will formulate a common definition for cointegration: 
a vector of n time series, integrated with the order d, will be 
CI(d, b) if their linear combination exists and integrated with the order 
(d − b).
formally we can write the next:
( ) ( )1 ~ , , ~   1, , ,t nty I d y I d i n… ∀ = …  (5.1)






 = … 
 γ 
Usually series integrated with high orders are not used for 
researches. it is quite difficult to interpret these data. moreover, most 
economic series have the order not higher than two. opposite cases take 
place rarely. But if it happens, you should think about interpretation of 
your future results or choose another approach to analyze the data*.
as it was said above, cointegration gives a signal about the exis-
tence of long-term equilibrium. in particular, the linear combination 
characterizes deviations from the long-term mean. if to consider an 
example where this variable is integrated with the order zero, we can 
say about stationarity of the linear combination. the long-term mean 
* this case can appear in the data with high frequency where high orders are 
required for achieving stationarity. also it is possible that such data have not a single 
unit root (this question was discussed in the second chapter). if it is true, the standard 
concept of cointegration will not work properly here. the reason is that it is built on the 
assumption about a single unit root. in opposite case different modifications and other 
procedures for identification should be applied.
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should be equal to zero in this case. to illustrate this fact, we will use 
formulas and the case of two variables:
( )2 ~ 0 ,t t tz y x I= + γ
( ) .Tt t tz CV y x=
Using these facts, Granger formulated the next theorem (so-called 
representative theorem): if time series are cointegrated, they can be pre-
sented with the error correction model. the inverse theorem sounds as: 
if the error correction model exists, time series are cointegrated. this 
theorem says that for cointegrated time series it is possible to construct 
the model with the long-term mean equal to zero. in other words, this 
model allows us to correct a short-term dynamics for correspondence 
with long-term values. for this purpose cointegration vector and special 
weights are used. in fact, the error correction model (ecm) is a case of 
the Var model which was studies above. in the next paragraph we will 
cover main feature of the ecm.  
5.2. The Error Correction Model
the ecm is a case of the Var model, but it helps to account the 
existence of cointegration between different time series. in fact, this 
model corrects short-run values and forecasts to provide the conver-
gence to long-run equilibrium. let’s give a formal representation of the 
ecm.
as earlier, we will consider a case with two variables, integrated 
with the order one. our time series are cointegrated, and their linear 
combination can be found according to the next formula:
2 ~ (0).t t tz y x I= + γ
then the ecm will have the next representation:
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it is assumed that there is no autocorrelation in error terms of the 
model. if we rewrite the ecm and change zt, we will see that β’s present 
correcting weights:
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so, these values correct coefficients of cointegration vector, and 
it helps to satisfy the condition about zero long-term mean. the model 
characterizes transitional dynamics to the long-run equilibrium. also 
it was said that a linear combination of stationary time series showed 
deviations from this long-term mean. moreover, the combination can 
be considered as residuals (an error term) from another regression. in 
fact, using the ecm we correct these residuals to satisfy the long-run 
mean.
We cannot apply the Var model in its standard form because 
in case of cointegrated time series error terms are correlated with 
our regressors. it leads to appearance of endogeneity problem. to 
prevent this we should include the error term in the model as an 
explanatory variable. then we will have ecm with consistent and 
unbiased estimators (if other conditions for a new error term are not 
violated).
if time series are cointegrated, at least one β coefficient must be 
significant. it is connected with causality which takes place in the case 
of cointegrated time series. a significant coefficient can indicate the 
direction of interaction between time series in dynamics.
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also it is possible to present the ecm in matrixes. let’s there is 
a vector xt which includes n time series. there are p time series from 






t t i t i t
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y c y y− −
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′∆ = +βγ + ϕ ∆ + ε∑  (5.4)
( )1  ,t t nty y y ′= …






 γ … γ
 
γ = … … … 
 γ … γ 
( )1 ,t t ntε = ε …ε
 is a matrix.iϕ
time series are not always cointegrated. different possibilities can 
be presented here. for example, we have two time series. they can be 
integrated with the same order or not. let’s consider the first case. if our 
series have the same order of integration they can be cointegrated or 
not. in case of cointegrated series we have to estimate the ecm. if the 
data are not cointegrated, we should test Granger causality and try to 
reveal some patterns in these time series. in the second case when the 
data are not integrated with the same order, we can estimate the Var 
model in levels and try to find interrelations here.
there are different ways how cointegration can be identified. How-
ever, two approaches are the most popular. the first one is engle — 
Granger approach. the second way was suggested by Johansen on the 
basis of the ecm analysis. Both these approaches will be studied in the 
next paragraph.
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5.3. Methods for Identification of Cointegration
as it was marked in the previous paragraph, there are two main 
methods to identify cointegration. the first one is the engle — Granger 
methodology. this approach is quite simple and representative. it works 
properly in the case of two cointegrated variables, but it is not conve-
nient if our vector includes more than two time series. let’s consider 
this approach more attentive.
We will consider an example with two time series as it has been 
done above. the procedure consists of several steps:
1. initially we have to check the order of integration for our time 
series. to provide this step we can use different unit root tests. But 
the best results will be obtained with the dickey — fuller test and the 
Kpss test. as you remember, the phillips — perron test corrects statis-
tics for heteroskedasticity and autocorrelation, but there is no necessity 
to provide this procedure for cointegrated series. all necessary lags and 
components should be included into the test specification.
Using these test inferences about the order of integration can be 
done. if time series are integrated with the same order, we can continue 
the identification. in opposite case we should use other methods to test 
interrelations (for example, the Var model in levels);
2. now it is possible to estimate long-run equilibrium in the model. 
for this purpose the standard ols method is used. the next specifica-
tion is suggested:
.t t ty c x= + γ + ε
time series are integrated with the same order. intercept presents 
a deterministic component in the model because for non-stationary time 
series this part presents in decomposition. also it is possible to include 
trend in the model. the linear combination can be calculated:
3. as our time series are non-stationary, we cannot use standard sta-
tistics for checking the significance of coefficients. But in 1987 stock 
showed that for cointegrated data ols estimators were consistent. also 
93
he found that these estimators would converge to real values with higher 
speed. for this fact the term super consistency was introduced*. How-
ever, there is a problem connected with the identification of cointegra-
tion. so, we can obtain false cointegration which has the next features:
0 if .DW t→ →∞
to check if the regression is false or not, the cointegrating regres-
sion durbin — Watson test can be applied. null and alternative hypoth-
eses have the next form:
0 : 0,H DW =
1 : 0.H DW >
Usually the durbin — Watson test shows the presence of auto-
correlation in residuals. the null hypothesis shows an absence of 
cointegration in the model (our linear combination has a unit root). in 
opposite, the alternative hypothesis gives a signal about a presence of 
cointegration (the linear combination is stationary.
special critical values are used for this test. to find a particular 
value, we should know a number of potential cointegrated variables and 
a number of observations. if the value of durbin — Watson statistics is 
more than critical one, the null hypothesis should be rejected. critical 
values for the test can be found in the appendix, tab. 6.
But this test has one significant disadvantage. it works properly 
only if the linear combination can be presented as a standard ar(1) 
process. in other cases the test will not give us true results. the evi-
dence is that often linear combinations are driven by more difficult and 
complicated processes. this limitation of the test does not allow us to 
use it for all possible cases.
* it works for large samples. is the sample is not enough big, super consistency will 
not take place.
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another test, which can be used for checking the order of inte-
gration in the linear combination, is the davidson — macKinnon test. 
in principle, it is the augmented dickey — fuller test for the model 
without trend. But there is one modification. the reason is that we use 
estimated parameters to calculate the linear combination. it gives us 
additional variance in the variable. a standard dickey — fuller test 
does not account this fact. as a result, we have to use other critical val-
ues to provide the analysis. they are called macKinnon critical values 
(see app., tab. 7) and calculated for the case where additional variance 









∆ε = α +µε + δ ε +∑
for this model we calculate dickey — fuller statistics and com-
pare it with the macKinnon critical value. the table with these values 
is also included into the appendix. null and alternative hypotheses are 
the same as for the previous test. if the observed value is less than criti-
cal one (there is a left-side critical region), we have to reject the null 
hypothesis about an absence of cointegration. it means that time series 
are cointegrated.
4. if time series are cointegrated, we construct the ecm to correct 
the long-run mean:
10 1 1 1
1 1
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at least one coefficient β must be significant. the best specification 
can be chosen with the help of information criteria (they have to be 
minimal).
if time series are not cointegrated, we can test Granger causality 
and try to determine the direction of relationships in the system.
this method works well if we have only two time series. in practice 
we analyze more complicated systems and relationships. as a result, we 
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have to work with more than two variables. in this case it is convenient 
to use Johansen’s methodology for identification of cointegration*. 
the Johansen test gives estimators with good statistical proper-
ties, but it is built on the assumption about normal distribution of error 
terms. in fact, this statement can be violated. However, this test is more 
powerful then the engle — Granger methodology. in particular, it does 
not require a single cointegration vector. now we will study the main 
principles of the Johansen test.






t t i t i t
i
y c y y− −
=
′∆ = +βγ + ϕ ∆ + ε∑  (5.6)
in fact, it is the Var model in reduced form with the inclusion of 
our linear combination  let’s assume that all variables, presented 
in yt, are integrated with the order m. We do not know how many coin-
tegrated variables are here. it is possible that no one linear combina-
tion generates stationary time series. in opposite, all n ranges can be 
cointegrated with each other. We need a method to test the number of 
cointegrated time series (so-called cointegration restrictions).
let’s look at our ecm presented above. in fact, an element βγ′ is 
a matrix (a product of two vectors one of which is transposed) with n 
rows. the number of columns depends on the quantity of cointegrated 
time series. let’s say that there are r cointegrated series. then our 
matrix will have the dimension n · r.
What does this matrix present? it includes coefficients which 
determine our linear combinations. for example, if all variables are not 
cointegrated, there are only zero values in this matrix. in other words, 
our linear combinations are not integrated with the less order. But it is 
* in more details you can see this concept here: Dolado J. J., Gonzalo J., Marmol F. 
lecture notes for cointegration [electronic resourse]. Url: http://www.eco.uc3m.
es/~jgonzalo/cointegration.pdf; Bo Sjo. testing for Unit roots and cointegration 
[electronic resourse]. Url: http://www.iei.liu.se/nek/ekonometrisk-teori-7-5-hp-
730a07/labbar/1.233753/dfdistab7b.pdf 
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possible that some coefficients are significant (not equal to zero), and 
then we can speak about the existence of cointegration in the model.
actually we should find a rank of this matrix (a number of linearly 
independent rows and columns). to find the rank is equivalent to deter-
mine the number of significant eigenvalues. there are three possible 
combinations:
rank(βγ′) = r = 0. it means that there are no cointegrated time series 
in the model. no one combination can generate a stationary range;
rank(βγ′) = r = n. in this case all variables are cointegrated;
0 < rank(βγ′) = r < n. there are r cointegrated time series in the 
model (r independent rows and columns).
in principle, the test works “down-top”. for example, on the first 
step the next null hypothesis can be formulated: there is no cointegra-
tion (r = 0). in opposite, the alternative hypothesis will sound like: there 
is at least one cointegration equation. if we reject the null hypothesis 
on this step, we can continue the analysis. then the null hypothesis will 
be about the existence of a single cointegration relation. the alternative 
one will state that there is more than one cointegration equation. the 
test will continue until the null hypothesis is accepted.
in the first case it is possible to present the model in differences 
because no one combination generates stationary time series in levels. 
for the third case the situation can be the next. We may have the result 
that r < n variables are cointegrated. But it does not mean that all r 
series are necessary to construct linear cointegrated with lower order of 
integration. these variables can generate necessary ranges in different 
combinations in each other. in such case it is useful to provide addi-
tional test and check if any variables can be excluded from the combi-
nation or not.
as the test is built on the assumption about normal distribution 
about error terms, we have to test residuals for autocorrelation and het-
eroskedasticity. in other words, the test is sensible to specification errors. 
as a result, we should be careful using this methodology. also this test 
works properly on large samples (it is true for all parametric tests).
the Johansen test shows a number of cointegration equations, 
but it does not give us an ability to know what variables take part in 
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cointegration equation and how cointegration vector looks like. to 
determine a particular specification we should provide additional esti-
mation procedures.
the test is based on a trace concept, and often it is called trace test. 
there are special critical values for the Johansen test (it is possible to 
include trend, and then you should use other critical values). so, this 
approach is convenient for the analysis of more than two time series and 
cointegration relationships.
thus, we have studied the concept of cointegration and main meth-
ods how it can be caught. this concept has a wide application in macro-
economics and finance. it helps to analyze mutual dynamics and pres-
ent equilibrium trajectories. also it is possible to find different types 
of interactions between variables. the ecm can be used for long-term 
forecasting. 
now we have covered all basic concepts of applied econometrics 
for macroeconomics. the main purpose of all modern researches is to 
create a quality forecast. and below we will consider how these predic-
tions can be made and their quality estimated.
Questions
1. What is cointegration? present the concept briefly using graphi-
cal examples and formulas.
2. How can this concept be applied for economic theory? What 
type of interactions does it describe?
3. show that cointegrated time series have similar trends up to 
a scalar. Use graphical examples and formulas to illustrate this 
fact.
4. What is the error correction model? How can it be applied for 
cointegrated time series? describe the main idea of the model 
from the position of economic theory.
5. How can cointegration be identified in time series? list all 
approaches for testing cointegration.
6. describe the engle — Granger methodology. What advantages 
does this approach have?
7. describe the idea of the Johansen test. When is it preferable to 
use this test for cointegration? list its advantages and disadvan-
tages in the context of estimating techniques.
exercises
for this exercise you have to use two pairs of time series. one pair 
should be cointegrated potentially, and the second couple should not. 
it is recommended to use quarterly data (if there is seasonality, you 
should remove it from time series). the minimal number of observa-
tions is 100. 
a) illustrate your data with graphs. can you provide any evidence 
from economic theory why you data may be cointegrated or not? 
You can use formulas and general theoretical statements.
b) check the order of integration for your time series. is it possible 
to combine your series and check cointegration relationships? if 
your data are not cointegrated potentially, what kind of models 
can be used to reveal connections in the data?
c) check your first pair of time series for cointegration with the help 
of the engel — Granger methodology. What test will you use? 
What assumptions can be done for testing procedure? formulate 
null and alternative hypotheses, test statistics and rejection rules. 
What critical values have to be used for the test? are your data 
cointegrated or not?
d) repeat the previous step for the second pair of time series. are 
these data cointegrated or not?
e) if your data cointegrated, present the ecm for them. What can 
you say about the model? choose the best specification.
f) if your data are not cointegrated, provide Granger causality tests. 
What type of interactions can you identify here?
g) test cointegration with the help of the Johansen methodology. 
do your results differ from previous steps?
h) How do your inferences correspond with economic theory and 
your initial suppositions about cointegration? explain your 
answer.
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chapter 6  
FORECASTING
6.1. Main Principles of Forecasting
earlier we have studied different types of econometric models and 
indicated main problems connected with their estimation. in the begin-
ning of the book it was stated that the main purpose of applied econo-
metrics for macroeconomics was to estimate dynamic processes and 
create forecasts. now you know all basic methods of time series analy-
sis and can use them for forecasting. it is necessary to present some 
methods to estimate the quality of forecasts and choose the best one.
in general, forecasts are built with the help of estimators which can 
be obtained during analysis of macroeconomic time series. there are 
different models, and not all of them can give us proper results. thus, 
we should know some criteria which help us to identify the quality of 
any forecast.
it is known that we work with samples in econometrics. the sam-
ple includes only a part of possible data. Using this information we 
can provide various estimation procedures and obtain results. also it 
is possible to calculate an error term which always exists in the model 
because the estimators are equal to their true values asymptotically (we 
use finite samples to predict necessary parameters, and obtained values 
can differ from true ones). such estimation can be made for any sample.
But then we want to find future values, and there are no observa-
tions yet. in this case it is possible to use estimators, found for known 
samples, and calculate necessary data with the help of previous infor-
mation. in other words, current and past observation will take part in 
constructing future values. to provide this calculation we should know 
estimators. and the quality of estimators will determine an accuracy of 
the forecast. that is why we always want to obtain consistent, unbiased 
and efficient estimators of unknown parameters.
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so, for every sample we can obtain two forecasts: for current and 
previous data and for future values. the first one assumes the calcula-
tion of an error term. for the second part of our forecast we cannot find 
this term because we do not have a sample for future periods. in this 
case the forecast is built on previous values, and it is quite important to 
use all considered models (arma, arcH/GarcH, Var, cointegra-
tion analysis etc.) to make a good prophecy.
in principle, forecasting includes the next steps:
1. different models are found and estimated for the given sample;
2. the error terms are calculated for all models estimated on the 
first step;
3. the best forecast (or a combination of different forecasts) is 
chosen;
4. future values of the dependent variable are calculated.
if first two steps are familiar, the third one is not obvious. What 
indicators can show the forecast’s quality? now we will consider all 
possible criteria for choosing the best prediction.
the first one is a standard coefficient of determination and its dif-
ferent modifications. this number reflects the percent of explained 
variation in the data. for linear regression model with intercept this 
coefficient will look as follow*:
 (6.1)
in this representation the value of the coefficient cannot be less 
than zero and not higher than unity. if the coefficient is closer to unity, 
the model approximates the sample well. as a result, we can generate 
good forecasts with the help of this model.
* there are different modifications of this coefficient. in particular, some of them 
allow negative values for the coefficient (it can be if squares of residuals do not take 
part in the calculation).
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the next possible values of the coefficient can be presented:
 – R2 = 0;
 – 0 < R2 < 1;
 – R2 = 1.
the first case assumes that all real values belong to the predicted 
regression line. it seems that this case is desirable. However, it is not 
a good sign in the estimation process. often such values of the coeffi-
cient are connected with the presence of multicollinearity in the model. 
it is reasonable that not all real data will place on the regression line 
because there are shocks. Usually such values of the coefficient take 
place when independent variables are strongly correlated with each 
other. as a result, we have multicollinearity, and it leads to inconsistent 
and biased estimators. it is a signal that we have to change specification 
of the model or use other methods for estimation.
the second case, when 0 < R2 < 1, is usual. if the coefficient is 
close to unity, we can say about a good quality of the estimation. When 
this value is near to zero, it indicates that the chosen specification does 
not give proper results. to improve the quality it can be necessary to 
change the specification (include non-linear terms, lags etc.).
the third case when the coefficient is equal to zero says about bad 
results of the estimation. But there can be different reasons for this. the 
first one is that dependent and explanatory variables are not connected 
with each other. it means that we have to find other regressors and re-
estimate the model.
the second reason is an error in the specification. for example, we 
consider linear relationships, but actually they are non-linear (quadratic 
etc.). in this case it is possible to change specification. if estimation 
results do not improve, you should think about causality and potential 
regressors in the model.
and the third case is possible if there are no correlation relation-
ships between variables. But it does not mean that there are no any other 
interactions. in this case it is useful to analyze data more precisely and 
try other estimation procedures. for example, it is possible to construct 
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a theoretical model to reveal actual relationships between variables. 
then using your quality analysis, it is possible to test found relation-
ships with econometric tools.
one more disadvantage of this coefficient is connected with the 
number of regressors. so, the coefficient will grow when more variables 
are included in the right-hand side of the regression equation. it means 
that we cannot compare models with different number of regressors 
using this coefficient. 
also it is impossible to compare models with different specifica-
tions using such approach. for example, we cannot choose the best 
model with the help of the coefficient when we have linear and loga-
rithmic representations. to provide such analysis we should use special 
procedures (for example, Box—cox methodology). thus, the coeffi-
cient of determination may be a good instrument for estimation of the 
forecast’s quality. But it cannot be used to compare models with differ-
ent specifications. as a result, we should use other indicators to deter-
mine the best forecast among all feasible opportunities.
there are other values which can help us to find the best forecast. 
all of them are built on the calculation of errors in different models. 
if we decide to find a mean error, we will get a zero value. to avoid such 
case it is necessary to provide some transformations with the error term. 
the first such indicator is a mean absolute deviation (MAD). it reflects 
a mean absolute error of the forecast and can be calculated according to 
the next formula:
 (6.2)
for the best forecast this value should be minimal.
the second indicator is a mean squared error (MSE ) of the fore-
cast. in fact, it is a variance of the error term in the model. this value 
calculates according to the next formula:
 (6.3)
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Visually it is not the same as the variance because we do not sub-
tract the mean. But the main assumption about the error term in econo-
metric models is that its mean should be equal to zero. in fact, there are 
no any contradictions, and this value can be considered as a variance 
of the error term. the best forecast will have the least variance in the 
error term.
the third value, which helps to estimate the quality of made fore-
casts, is a mean absolute percentage error. it reflects a mean error ratio 
in initial data. this value can be found as follow:
 (6.4)
the forecast is good if this value is more than zero and less then 
0,1. if you have several forecasts with satisfactory values of MAPE, you 
should choose the model with the minimal value.
the last indicator is a mean percentage error. it has the next formal 
representation:
 (6.5)
this value reflects a bias in the forecast. it can show if predicted 
values are higher or lower than actual numbers on the average. You can 
choose the forecast with the least bias.
in general, the best forecast can have the least values for all four 
indicators. But it is possible that these indicators will demonstrate oppo-
site dynamics for different forecasts. in this case it is recommended to 
take the forecast with less MSE and MPE. then it will be possible to 
predict future values of analyzing time series.
also it is possible to use the F-test to compare different forecasts. 
for example, we want to know if our forecasts are equivalent asymptot-
ically (it is possible) or not. this test is available only for two models. 
if you have more than two forecasts, you should construct all possible 
binary relations.
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to provide the test we should calculate MSE for both forecasts. 
then null and alternative hypotheses will be:
( )0 1 2:  forecasts are asymptotically equivalent ;H MSE MSE=
( )1 1 2:  forecasts are not asymptotically equivalent .H MSE MSE≠
test statistics can be presented in the next form:
 (6.6)
Using this statistics we can reformulate null and alternative 
hypothesis:
0 : 1,H F =
1 : 1.H F ≠
if the observed value is more than critical one, we have to reject the 
null hypothesis. in this case we should choose the model with less MSE 
and forecast future values with its help.
all presented values can be calculated only for forecasts which 
were constructed with the help of the sample. if we find future values, 
we cannot estimate any statistical numbers because we do not know 
real data. But it is possible to check the forecast’s quality post-factum 
and do necessary corrections to improve its quality.
thus, there are different indicators which help to choose the best 
forecast. now we will consider advantages and disadvantages of fore-
casts which can be made with the help of models presented earlier.
6.2. Forecasting With the Help of Different Models
earlier we have studied different models which can be applied for 
time series analysis. and now it is necessary to understand which of 
them can be used for forecasting successfully and which cannot.
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let’s start from different regular components. if we have data with 
high frequency, we face with seasonality problem. it is known that this 
component can be removed from the data, and different methods can 
be used for this purpose. for example, we can use seasonal dummy 
variables or moving averages to smooth the data. if we speak about 
forecasting, it is quite important to remove seasonality before we do 
any estimation. the reason is seasonality worsens estimation proper-
ties. as a result, we can obtain biased and inconsistent forecasts. so, it 
is necessary to remove seasonality on the first step of forecasting.
after this correction we can do forecasts with the help of trend 
dynamics. after removing seasonality we have “clean” trends. there 
can be different types of trend dynamics. for example, it is possible to 
face linear, quadratic, cubic, logarithmic, exponential and other trends. 
We can consider a quadratic trend. it can be presented that at a particu-
lar moment of time a variable has a minimal value. as a result, such 
trend will look like parabola:
2 .t ty t t u= α +β + γ +  (6.7)
to find parameters, we should create a variable which will reflect 
numbers of time periods. We can estimate this equation with the ols 
and predict values for yt:
 (6.8)
if we do not know a particular trend function, we can estimate sev-
eral models and choose the best one with the help of special indica-
tors. But if we want to compare predicted values with initial data and 
if our forecast should include seasonality, we have to come back this 
deterministic component into the model after the estimation. in fact, we 
will do forecast using the trend equation, without seasonality and obtain 
good estimators, and then seasonal component will be accounted via 
inverse transformation. as a result, we will have predicted data which 
describe actual dynamics. this approach is quite simple, but it does not 
give good results. in fact, any trend is a mean value, and in most cases 
our predictions will not correspond with actual dynamics. However, 
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forecasting with the trend can help to present a common dynamics of 
the system and do some inferences in the first approximation. 
also we can use arma models for forecasting. this kind of mod-
els is quite convenient for predictions. to calculate future values we 
should know only previous values of the dependent variable and the 
error term. no additional data are required. let’s consider an example 
how a forecast function can be derived for an ar(1) process. formally 
a regression equation has the next view:
0 1 1 .t t ty y −= α +α + ε  (6.9)
then a future value of yt will be presented as follow:
1 0 1 1.t t ty y+ += α +α + ε  (6.10)
an expected value for this variable will be:
 (6.11)
then we can predict the next value:
 (6.12)
these calculations can be continued. Using presented results, we 
can write the forecast function for the ar(1) process and the moment 
of time k:
( )10 1 1 1 .1 k kt k tEy y−+ = α +α +…+α +α  (6.13)
Using this function for any moment of time we can predict yt. to 
do it we should know only coefficients (they can be obtained from the 
model) and a single value of yt. it can be noticed that more complicated 
structures can be used to construct this function. as a result, it can dif-
fer from our presentation, but the main principle will be kept: to predict 
future values you should know only previous ones and coefficient from 
the estimated model.
You know the process how the best arma model can be chosen. 
this forecast is more accurate than trend functions, but it is also not 
so good. these models can be used for short-run forecasts, but they 
are weak if we want to predict long-run interactions and dynamic 
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processes. this kind of models works with one variable and does not 
account dynamics of other macroeconomic series. for example, if we 
have interventions and breaks in other variables, a standard arma 
model will not allow us to reflect this fact in the forecast. potentially 
these shocks can be included into the error term, but it is not possible 
here. 
arcH/GarcH models can be used for forecasting data with high 
frequency. But as a rule, these data cannot be predicted accurately. We 
can follow common tendencies and pattern here, but all particular val-
ues will not be precise. However, if arcH/GarcH processes take 
place in your arma model, they have to be accounted in the model. 
in opposite case estimators can have bad properties, and any short-run 
forecast, created with the help of such model, will be inconsistent. thus, 
arma models can be used for short-run forecasts, and then they have 
to be revised and corrected for constructing new predictions. 
Better forecasts can be obtained with the Var model. the main 
advantage of this estimation mechanism is a system approach. it allows 
us to reveal mutual dynamics of different variables and create more 
accurate forecasts. if the Var was estimated correctly, it is possible to 
follow all simultaneous changes in variables and present consequences 
of potential exogenous shocks (impulse response functions and vari-
ance decompositions can be used here). moreover, it is possible to 
model different scenarios of various changes in variables forming the 
Var. this model can be used for long-term forecasts.    
in the case of cointegrated time series the best way will be to esti-
mate the ecm. as it was discussed above, the ecm corrects short-run 
dynamics and describes long-term equilibrium. this model is the best 
candidate for forecasting in the case of long-term relations.
But the problem is that the ecm can be presented only for coin-
tegrated time series. moreover, if we have more than two cointegrated 
variables, we often know a little about cointegration vector and par-
ticular interactions in the model (this question was discussed when we 
studied the Johansen test). it means that the ecm is not always feasible, 
and in this case we should use the Var for long-term forecasting and 
arma models for short-run prophecies. 
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also it is possible to use causality relationships to create some 
forecasts, but in general this case will be equal to the Var (if there are 
causality relationships) or the arma (if there is no causality).
cointegrated time series have the same trend dynamics, and this 
fact can be used for general forecasts. for example, if we have enough 
information about one of cointegrated time series (it can be informa-
tion which is not reflected in statistical data directly), we can predict its 
dynamics and forecast possible values for another series. 
thus, different models can be used for forecasting. But sometimes 
we have several quality predictions. in this case it is possible to con-
struct combined forecasts which will be discussed in the next paragraph.
6.3. Combined Forecasts
often it is impossible to find a single model which would describe 
the data perfectly well. But we need forecasts with maximal accuracy. 
sometimes it is useful to integrate all proper forecasts and create a pre-
cise prediction. Below we will consider how it can be done in practice.
in general, a process of combining different forecasts can be pre-
sented in several steps:
1. on this step we should estimate several models for a particular 
sample;
2. We predict values of a dependent variable using models and esti-
mators obtained on the first step;
3. then we are to determine weights for every forecast in the final 
prediction with the help of fitted values and initial observations;
4. now it is possible to calculate future values for a period where 
no sample is.
now we will consider different approaches how such forecast can 
be found. the simplest way is to calculate an arithmetic mean for all 
found forecasts. it means that weights will be equal for all forecasts. 
But actually these predictions can enter with different shares into the 
final forecast. We will study cases when these weights can be not neces-
sary equal. 
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the first method is quite simple, but it requires strict assumptions. 
let we have a variable yt and n forecasts for it (all forecasts will be 
denoted with the letter f ). We want to construct a single forecast, and 
it can be presented as a linear combination of all existed predictions:
1 1 .t t n ntf f f= ϕ +…+ϕ  (6.14)
then our variable can be written as follow:
.t t ty f= + ε  (6.15)
as our final forecast is a linear combination (coefficients present 
weights in the model), the next assumption can be done:
1 1.nϕ +…+ϕ =  (6.16)
in fact, we do not know our final forecast. as a result, we cannot find 
these weights without additional transformations of the model. Using 
the assumption stated above we can provide the next transformation:
1 1.1n n−ϕ = −ϕ −…−ϕ  (6.17)
then we can put this expression into our equation for the final fore-
cast and for the variable:
( )1 1 1 1, 1 1 .1t t n n t n nt ty f f f− − −= ϕ +…+ϕ + −ϕ −…−ϕ + ε  (6.18)
providing transformations we can obtain the next equation:
( ) ( ) ( )1 1 2 2 1 1, .t nt t nt t nt n n t nt ty f f f f f f f u− −− = ϕ − + ϕ − +…+ϕ − +  (6.19)
it is a regression equation, and it can be estimated with the ols or 
other statistical methods. it is important that we can find these coeffi-
cients which present weights of different forecasts in the final prediction.







ε = =∑  (6.20)
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this fact can be checked for our model:
this condition will be satisfied only if the sum of all coefficients 
is equal to one. this assumption is quite strong, and often it is violated. 
thus, it is necessary to find some ways to remove this assumption with-
out losses in the forecast’s quality.
if we simply remove the assumption without any changes in the 
model’s specification, the condition about a zero mean of the error term 
can be false. in fact, the forecast will be biased. to solve this problem, 
Granger and ramanathan suggested including intercept into the model 
of combined forecasts. this coefficient reflects a bias taking place when 
we remove the assumption about potential coefficient values. then the 
model can be presented in the next form:
0 1 1 .t t n nt ty f f= ϕ +ϕ +…+ϕ + ε  (6.21)
this approach is the best way to combine forecasts because it does 
not require any assumptions for coefficients, but a zero mean condition 
is satisfied.
thus, it is possible to create a proper forecast using several models. 
such approach allows researchers to combine different methodologies 
and decrease errors in forecasts.   
and one more remark can be done for this topic. there are no par-
ticular models and function which would generate perfect forecasts. 
moreover, all modern predictions are not accurate enough. if you use 
complicated constructions and models, it does not guarantee that your 
forecast will be precise. one potential way to improve your forecasting 
is to construct a theoretical framework. it means that you should present 
a mathematical background for your future research. initially you are 
recommended to reveal quality relationships and then to test them with 
statistical tools. econometrics can help you to check interactions and 
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hypotheses, but it cannot formulate quality results. thus, your research 
should have a strong theoretical framework and empirical confirmation. 
all concepts, which were reflected in this book, can be estimated 
and tested in special statistical packages. further we will show the ways 
how it can be done in applied programs such as stata and econometric 
Views (eViews).
Questions
1. What indicators can help to determine the forecast’s quality? 
What is their statistical mention? What model will be the best 
according to these indicators?
2. list advantages and disadvantages of the coefficient of determi-
nation. How can the coefficient help to find the best forecast?
3. What kind of models can be used for forecasting? What are their 
advantages and disadvantages?
4. What model would you use to predict the data with high fre-
quency in short-run? and in long run? explain your answer.
5. list main steps for creating a combined forecast. Why is it use-
ful to do such predictions?
6. What is the main principle of combined forecasts? What condi-
tions should be satisfied? How is it possible to weaken these 
conditions?
exercises
to do this exercise you are recommended to use quarterly data (one 
time series, a minimal number of observations is 100).
a) present the data graphically. What can you say about seasonality 
and trend? if there is seasonality, you have to remove it to make 
a proper forecast. to do it you can use any possible method;
b) now there is no seasonality in the data. What can you say about 
a trend function? make assumptions about its general view and 
estimate unknown parameters. predict fitted values and find 
MSE, MAPE, MAD and MPE. What can you say about a quality 
of your forecast? Using your estimation results you should 
predict the data for 20 periods (5 years in case of quarterly data). 
do not forget to come back seasonality after prediction. present 
initial data and fitted values with forecasting results on a single 
graph;
c) now you should estimate two arma models for your data (do not 
forget to test stationarity and arcH/GarcH processes!). after 
estimation you should choose the best model for forecasting 
using MSE, MAD, MAPE, MPE. When you choose the best 
model, please, do the forecast for nearest 20 periods;
d) now you have two forecasts: the first one, estimated with the help 
of trend equations, and the second one, obtained from arma 
models. now you are asked to present a combined forecast for 
actual data and future 20 periods. What approach will you use 
to create this forecast? estimate all necessary equations and 
present all made forecasts on a single graph.
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chapter 7  
APPLIED ECONOMETRICS 
FOR MACROECONOMICS  
IN STATISTICAL PACKAGES
7.1. Adjustment Data in Statistical Packages
modern econometric models can be very complicated for estimat-
ing. moreover, if we work with many variables and specific functions, 
it may be impossible to provide all necessary estimation procedures 
without technical support. to solve this problem applied statistical 
packages were created. in particular, they can help us to do difficult 
calculations and estimations. further we will consider how all models, 
indicated above, can be presented in applied packages.
there are different programs which can work with econometric 
models. some of them require writing specific codes (for example, 
tsp). other programs are more user-friendly. We will show estimation 
procedures for eViews and stata. the first package is convenient for 
time series analysis. the second one also can solve the same tasks. in 
principle, it is a question of habits what package to use. also you can 
apply other programs to solve exercises and practical questions.
to start your work in eViews you should create a so-called work-
file. to do this you are to choose “file — new — Workfile”. in a new 
window you have to put a structure of your file. if your data are time 
series, you should indicate their frequency. also it is possible to state 
“start date” and “end date”. if the program indicated quarterly, monthly, 
weekly and other types of data separately, it is not necessary to write 
particular parts of a year (they will be counted from the first period 
automatically). But if you want to establish any specific date, you 
should use special syntax of the program. all parts of a year should be 
separated with “:”. for example, if you want to say “the fourth quarter 
of 1976”, you should write “1976:Q4” in eViews. the same note can be 
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done for months (in this case “Q” should be replaced to “m”), weeks, 
days etc. if you work with cross-sectional data, the option “unstruc-
tured” should be chosen. in case of panel data it is necessary to indi-
cate “Balanced panel”*. thus, the program will now what type of data 
should be analyzed.
if you work with time series in stata, you should know the next 
feature. the program does not separate time series, cross-sectional data 
and panels automatically. You must say what type of data will be stud-
ied. to do this you should state identifiers for time and objects. if you 
work with time series, it is enough to specify only the first identifier. in 
case of panel data both variables should be stated.  
let’s start from our initial point which was connected with data 
transformations and seasonality. it is always useful to present data 
graphically because it can help you to make inferences about poten-
tial problems in time series. it is quite simple to visualize your data in 
eViews. You can choose any variable and open it with double-click. 
in the appeared window you can see all data in the range and its fre-
quency**. it is possible to study all descriptive statistics, characteristics 
of the distribution here. to plot a graph you should choose “View — 
Graph” there are different types of graphical representations. for the 
first approximation it is useful to study a line graph for your data. also 
there are graphs which can help to analyze seasonality. they can be 
considered in further analysis. 
stata also allows us to create different graphs. in you command 
a graph type should be indicated. also the graph has to include two 
variables. in opposite case the program will not work. for example, to 
plot a scatter graph for time series in stata you need to state the time 
identifier and write a command “scatter variable t”. instead of “vari-
able” you can put any time series and follow its dynamics.
* in different versions of the program these names can be different, but the main 
principle is kept.
** also it is possible to open several time series in a single window. to do this you 
should select all necessary variables with pressed ctrl, click the right button of the 
mouse and choose “open — as group”. Using this option you can analyze correlation 
relationships and identify potential sources of multicollinearity. 
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Using graphical representations you can make inferences about 
potential characteristics of your time series. for example, you can iden-
tify a trend and a function which can describe it. also it is possible to 
find seasonality in the data using the graph. if you see periodical fluc-
tuations in time series with high frequency, you can assume seasonality 
here. in eViews you can use several ways to remove it:
 – census X12;
 – X11;
 – moving average;
 – exponential smoothing etc.
the first two methods present seasonal indexes as a main way to 
remove seasonality. the third method is a standard moving average 
which is calculated for particular frequency. exponential smoothing is 
also quite popular and convenient for further analysis. in principle, you 
can choose any method if there are no restrictions in your research. 
all these methods remove seasonality successfully. in opposite case 
you should use a specific transformation to save main properties of the 
data. to remove seasonality in eViews you should open a necessary 
variable and choose “proc — seasonal adjustment”. then you can use 
any method presented in the program. the same can be done in stata. 
similar transformations can be done without special packages, but this 
way is more convenient and quicker.
also it is possible to remove seasonality with the help of dummy 
variables. to do it you should generate a set of new variables. each vari-
able will reflect a particular time period within a year (quarter, month, 
week etc.). to remove seasonality you should simply run a regression 
of your variable on these dummy (do not forget about perfect multi-
collinearity when you estimate such equations with dummy’s!). then 
you can save residuals, and this new range will not contain seasonal 
components. 
if you remove seasonality, it does not mean that the trend will dis-
appear too. if you want to provide detrending, you can also include 
a trend function into your model with dummy variables. But it is pos-
sible to provide detrending separately.to do this you can assume a gen-
eral form of the trend function. if you assume a linear trend, you can 
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estimate a corresponding regression model. the same is true for other 
trend functions. 
to estimate this equation with the ols in stata you can use a vari-
able which presents a time identifier. let’s assume that we have a linear 
trend in the data. then the command can be written as “reg variable t”. 
a command “reg” reflects the ols and can be used for estimation of 
the trend equation. in stata a constant term is included into the model 
automatically, and you do not need to indicate it separately. a vari-
able “t” is a time identifier. if you save residuals from this model, you 
will get data without trend.
as you remember, we do not state any identifiers in eViews. then 
we should generate a variable which will reflect a number for any period 
of time. to do this we need to specify “genr t = @trend”. a command 
“genr” is standard for creating new variables. then you can use this 
new variable and estimate a trend equation using a command “ls vari-
able c t”. a part “ls” shows that we use the ols. if we include a constant 
term, we need to write it in the command. as earlier, residuals from the 
model should be saved, and a new series will not include trends.
differencing also can be done in these applied packages. in eViews 
you need to specify a new variable (use the command “genr”) and use 
a lag operator. for example, we want to find the first differences of 
any variable. then we should write “dvar = d(variable)”. in this case 
“dvar” is a name for a new series, and a part “variable” reflects initial 
data. further this new series can be presented on the graph and tested 
for unit roots.
in stata the command for lags will be different. a time identifier 
is also used for this operation. a command for creating new values is 
“gen” (or “g”). the next command will be written for the first differ-
ences: “gen dvar = variable — variable[n − 1]”. in this case we specify 
the difference between present and previous values. if it is necessary to 
generate differences with higher orders, you can repeat this procedure 
for new time series.
thus, all transformations and seasonal adjustments can be provided 
with the help of special statistical packages. then we will consider how 
different unit root tests can be done in these programs.
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7.2. Unit Root Tests in Applied Statistical Packages
a lot of tests and estimation procedures are realized in applied sta-
tistical packages. Unit root tests are not an exception. so, dickey — 
fuller, phillips — perron, Kpss, and other tests can be calculated in 
eViews. stata allows us to present only the first two tests. let’s con-
sider how it can be done in applied statistical packages.
initially we present eViews possibilities. the dickey-fuller test 
is a standard procedure for estimation. to provide it you should open 
a variable which must be checked for stationarity. then you need to 
choose “View — Unit root test”. the program contains the next meth-
ods for unit root testing:
 – augmentes dickey — fuller test;
 – phillips — perron test;
 – Kpss test;
 – ng — perron test;
 – eliott — rothenberg — stock point-optimal test.
You can choose any method, but now we will consider the first 
approach. the program allows you to test stationarity of the first and the 
second differences without creating new variables. so, you have three 
possibilities for testing: level (initial values of time series), the first dif-
ferences, the second differences. differences with higher order do not 
use in econometrics because their interpretation is complicated. But if 
you need to test such values, you always can generate corresponding 
variables.
also you can choose a specification of the model which you will 
test. as it was marked in the second chapter, there are three alterna-
tives: none, intercept, and trend and intercept. to establish a number of 
lags you can use two ways. the first one is to select lags automatically. 
the program suggests several criteria to provide this procedure. But the 
main principle is to minimize information criterion. Using your knowl-
edge about these criteria it is possible to assume that schwarz —Bayes 
and Hannan — Quinn criteria will be better than akaike’s approach 
because they are more powerful. the program does not realize the “top-
down” approach when the significance of the last lag is tested. in this 
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case you can use the second alternative and state lags yourself. choos-
ing this number you can analyze significant lags or information criteria. 
the choice of lags is very important for test results, and you should 
provide this procedure carefully. 
When all parameters of the test are chosen, you can study its results. 
they are reflected in the table. so, you can find observed and critical 
values for all levels of significance (macKinnon critical values are pre-
sented here). also it is possible to observe estimators for all parameters 
in the model and find general information about the regression (statis-
tics, criteria etc.). the rejection rule says that if the observed value is 
less than critical one, the null hypothesis has to be rejected (there is no 
unit root, the data are stationary). if you have found a unit root, the test 
should be repeated for differences.
also we can use the phillips — perron test to check the data for 
a unit root. You need to choose “View — Unit root test”, but now it is 
necessary to state “phillips — perron” in a dialog window. the test also 
can be presented for different levels and specifications. as you remem-
ber, the phillips — perron test allows us to correct autocorrelation and 
heteroskedasticity. to achieve this goal it includes non-parametric com-
ponents in the test statistics. other estimation methods must be applied 
to identify a unit root. the Bartlett kernel method is applied automati-
cally for this test, but you can specify different methods. all these pro-
cedures help to correct standard errors (they are not estimated properly 
because of heteroskedasticity). also it is possible to state if lags will 
be chosen automatically or not. null and alternative hypotheses are the 
same as for the augmented dickey — fuller test.
an observed statistics will be different from the previous test 
because it was calculated with corrections. But usually inferences about 
non-stationarity from these tests correspond.  the rejection rule is the 
same: if the observed value less than critical one, the null hypothesis 
has to be rejected (time series is stationary).
the Kpss test also can be done automatically in eViews. there 
are two possible specifications: level and trend and intercept. lags can 
be chosen automatically or specified by the user. the test also corrects 
heteroskedasticity and autocorrelation. as you remember, null and 
119
alternative hypotheses were changed here. so, the null one states that the 
range is stationary. also another distribution is used here*. as a result, 
there is another rejection rule (for the right-side critical region): if the 
observed value is more than critical one, the null hypothesis has to be 
rejected (it means that the data are not stationary). the Kpss test is 
more accurate, and its results can differ from the first two tests. 
now we will consider unit root tests in stata. to provide the aug-
mented dickey — fuller test in this program you need to choose “sta-
tistics → time series → tests → augmented dickey—fuller Unit root 
test”. in a dialog window you can specify the regression which will be 
estimated. for example, you can exclude a constant term (option “sup-
press constant term in regression”) and obtain a standard none specifi-
cation. also it is possible to include a trend, and you will obtain other 
results. lags have to be stated by a user. it is possible to use information 
criteria for choosing a proper number. But in this case it will be better to 
apply the “top-down” approach controlling the significance of the last 
lag and autocorrelation in the model. to provide such procedures it is 
convenient to state “display regression table” in test’s parameters. the 
rejection rule for this test was presented above.
the phillips — perron test also can be done in stata. You should 
follow “statistics → time series → tests → phillips — perron Unit 
root test”. there are two possibilities to choose lags. the first approach 
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the second variant supposes that a number of lags will be chosen 
by a user. there are no any additional parameters for the test which can 
be specified in stata. the result has the same interpretation as in the 
augmented dickey — fuller test. stata also allows us to provide other 
* this test is built on the LM-test. as a result, critical values have to be obtained 
with the χ2 distribution.
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tests for stationarity. it is tests for a white noise which also show if the 
process is stationary or not. 
also it is possible to analyze seasonal unit roots in applied statisti-
cal packages. for instance, it is possible to provide the Hylleberg — 
engle — Granger — Yoo test in stata (a command hegy4)*. other tests 
also can be provided in statistical packages.
in general, eViews is more convenient for unit root tests because it 
allows us to change different parameters of specifications. also a gen-
eral report is more informative and user-friendly in eViews. But this 
program does not contain test for structural breaks in all possible modi-
fications (they are not presented automatically). speaking about this 
part of time series analysis it is reasonable to use stata. now we will 
consider how tests for structural breaks can be provided in this program.
7.3. Tests for Structural Breaks  
in Applied Statistical Programs
as it was mentioned above, it is convenient to provide test for 
structural breaks in stata. earlier we studied three tests for structural 
breaks: the perron test, the Zivot and andrews test and the Vogelsang 
test. let’s consider all of them.
the perron test is not realized automatically in statistical packages, 
but it is not difficult to provide it manually. initially we should present 
a graph and assume a particular moment where a break could be. more-
over, we should suppose a type of this break because it will determine 
our specification for testing the hypothesis about a unit root. in any 
case, it is necessary to create additional variables for the test:
( ) breakbreak
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then we can write the next commands in stata if we suppose a par-
ticular value of t
break
. for the first variable it will be (names for new 
variables can be different):
gen dtb = 0
replace dtb = 1 if t = t
break
 + 1
for the second variable we have the next commands:
gen du = 0
replace du = 1 if t > t
break
the third variable will be the next:
gen dt = 0
replace dtb = t − t
break
 if t > t
break
Using these variables we can estimate a necessary regression 
(its common view depends on a type of the break) with the ols. lags 
have to be chosen with the help of the “top-down” approach (the last lag 
must be significant in the final specification). then we can test null and 
alternative hypotheses (their formal presentation also depends on a type 
of the break). for particular variables we can estimate the significance 
of coefficients with standard statistical tests. if we want to check a unit 
root, we should use special critical values for the perron test. then it is 
possible to do inferences about the existence of structural breaks or unit 
roots in the model.
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the Zivot and andrews test can be done automatically in stata*. 
this test shows a single break. it also can be provided in three pos-
sible modifications (break in trend, break in intercept or both). the test 
should be done separately for every modification. also it is possible to 
present a graph with t-statistics after all estimations. to use the tests 
you need to write a command “zandrews variable, break(trend) graph”. 
in the brackets after “break” you should state a type of the break (trend, 
intercept or both). a minimal value of t-statistics will be reflected on the 
graph. then this value has to be compared with critical one. the rejec-
tion rule says that if the observed value is less then critical one, the null 
hypothesis about a unit root has to be rejected in favor of the alternative 
hypothesis (it indicates that the break exists). special critical values 
must be applied for this test too.
the third test suggested by Vogelsang also is not presented in stata 
or eViews automatically. However, it is not a problem to provide all 
necessary estimation procedures manually. the Vogelsang test does not 
check a unit root in time series. it reflects only structural breaks. as you 
remember, we need to estimate the next specification:
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if there is a linear trend in the data, we should choose p = 1. in case 
of non-linear trends (for example, a quadratic trend can exist) it will be 
reasonable to take p = 2. to find a potential break point, all F-statistics 
can be compared for the next null and alternative hypotheses:
0 : 0  0,1,2,pH pδ = ∀ =
1 : at least one coefficient is significant.H
* this test is not installed automatically. to do this you need to enter a command 
“ssc install zandrews”.  
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as it was considered in the example, it is quite difficult to check all 
points for breaks. so, we need to make an assumption about potential 
break points and test only their neighborhood. for each point the next 
variables must be created:
gen du = 0
replace du = 1 if t > t
break
gen dt = 0
replace dt = t − t
break
 if t > t
break
after estimating each regression we should provide the F-test and 
remember observed values of statistics. then the point with the maxi-
mal value has to be chosen. it means that the break can be found at 
this moment of time. further it is necessary to compare an observed 
value in the break point with critical one for the Vogelsang test. to do 
it additional calculations of mean(F ), exp(F ), sup(F ) must be done. 
if these calculated values are more than critical points, the null hypoth-
esis about a stable trend must be rejected in favor of the break existence.
thus, it is possible to estimate structural breaks in applied statisti-
cal packages. not all tests can be done automatically, but some of them 
are not complicated technically. different models also can be presented 
in programs, and further we will consider models for stationary time 
series.
7.4. Models for Stationary Time Series
as you know, there are particular types of econometric models 
which can be applied only for stationary time series. in opposite case 
stability condition will be violated, and estimators will have bad prop-
erties. moreover, they will not converge to particular numbers. it means 
that initially you have to check the data for stationarity, do all necessary 
transformations (if they are required for achieving stationarity). only 
after all these procedures you can apply special models.
the first type of models, which will be considered in applied statis-
tical packages, is arma models (or arima if differencing was applied 
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for making the data stationary). let’s present this estimation in eViews. 
initially it is useful to look at correlogram. to do it you should open 
a necessary variable and choose “View — correlogram”. the program 
will ask you to state the number of lags, and you can use a common 
rule to do it: the maximal number of lags can be found as the number of 
observations divided into four. then you can remove insignificant lags.
also it is possible to state for what variable you want to present this 
correlogram. so, you can choose initial values (levels) or differences 
for non-stationary time series. Using this graph and statistics you can 
assume potential ar and ma processes (to identify ar lags pacf has 
to be used; acf indicates ma lags). a graphical example was provided 
in the chapter devoted to models of stationary time series. the correlo-
gram also includes Q-statistics and probabilities for each lag. they can 
be interpreted as follow: if any probability is less than the stated critical 
level, the null hypothesis has to be rejected. in case of autocorrelation 
the null hypothesis says that all k lags of the autocorrelation function 
are not significant. if we reject this statement, it means that there is 
autocorrelation on some lags.  
then you must specify the equation using a special syntax. for 
example, arma(2, 3) can be written in eViews as:
ls variable c ar(1) ar(2) ma(1) ma(2) ma(3).
also it is possible to specify equations using “Quick — estimate 
equation”. the result will be the same. then you have to test the model 
for autocorrelation. it is possible to look at the durbin — Watson statis-
tics (it is reflected in the window with results). But other tests also can 
be realized automatically. in the window with results you must choose 
“View — residual tests”. it is possible to construct correlograms for 
residuals or use the LM-test. null and alternative hypotheses will be the 
same. it there is no autocorrelation in the models, you have to remem-
ber values of information criteria to make a final comparison (these 
numbers are contained in the table with results of arma estimation). 
similar actions are applied for other arma specifications, and then 
you can determine the best model. 
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it is also possible to estimate arma models in stata. moreover, 
it is more convenient because this program allows us not to write all 
arma lags manually. We must indicate only a total number of lags for 
ar and ma processes and specify the order of differencing*. to pres-
ent correlograms in this program you can use a command “corrgram 
variable”. to provide the estimation you should use ‘statistics — time 
series — arima and armaX models”. in a dialog window you 
should reflect a variable for which the model must be constructed. also 
it is possible to include exogenous variables into the regression (you 
should not write a constant term separately because it will be included 
automatically). then you must establish lags for your processes (they 
also can be indicated separately). if you use only ma processes, you 
also have to choose “suppress a constant term”. 
after estimation you also have to test autocorrelation. in case of its 
absence you should remember information criteria. to find these values 
in stata you must specify “estat ic”. the choice of the best model is 
based on minimal values of information criteria.
now we will consider arcH/GarcH models. to find these pro-
cesses it is necessary to determine a proper arma models and work 
with its residuals. let’s start from eViews. initially we must store resid-
uals from a corresponding arma model. the program saves residuals 
of the last regression in a variable “resid”. so, we simply should gener-
ate a new series which will be equal to “resid” in square (it is necessary 
to analyze squares of residuals because we estimate process for a vari-
ance in the error term). then we can provide tests for autocorrelation 
(the Q-test, the LM-test). also the program allows us to estimate the 
presence of arcH processes without generating new variables. after 
estimating the best arma model we can choose “View — residual 
tests — arcH lm test”. as you remember, the null hypothesis says 
that there is no arcH process in residuals. if an observed value is more 
than critical one, this statement must be rejected. in this case we can say 
that arcH processes take place in the data. 
* also the program can estimate seasonal arma models.
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to catch Garch processes we should use other tests which are not 
realized automatically in eViews. to provide this testing it is necessary 
to find standard residuals. it can be done with the help of the regression 
which was used for arcH identification and the arma/arcH model. 
after generating this variable we must find if there is autocorrelation or 
not (standard tests, the LM-test)*. if it is true, there is a GarcH pro-
cess. in opposite case we will use only arcH processes. 
potential lags can be found with the help of correlograms. to esti-
mate such model in eViews we should choose “Quick — estimate 
equation”. in the row “methods” arcH must be chosen. the arma 
model, for which this estimation is being provided, is to be specified in 
a dialog window (do not forget to type a constant term in the arma 
specification). also it is possible to estimate different modifications of 
arcH/GarcH models (for instance, arcH-m, eGarcH etc.). then 
we should state lags for arcH and GarcH processes. if there is no 
GarcH, this lag will be equal to zero. in case of tarcH a threshold 
level also must be presented. the program allows us to choose different 
specifications for error terms. after all these procedures the estimation 
can be done.
in the table with results the program shows coefficients for arma 
and arcH/GarcH equations. a proper arcH/GarcH model must 
not contain autocorrelation. then we have to find standard resi duals** 
and test them for autocorrelation. sometimes additional lags are to 
be included into the arma model to remove autocorrelation from 
arcH/ GarcH processes.
similar estimation procedures can be provided in stata. this 
program contains more modifications of arcH/GarcH models 
than eViews. for example, nonlinear and asymmetric models can be 
* also it is possible to use the Bds-test for these residuals to identify GacH 
processes. this test checks if residuals are independently identically distributed or not. 
the Bds-test can be done in eViews automatically. to provide it you should open these 
residuals and choose “View — Bds independence test”. the null hypothesis states 
that the residuals are i.i.d.
** in case of GarcH processes we cannot test residuals which are not corrected 
for conditional variance. so, we can work only with standard residuals which can be 
obtained with the help of estimated coefficients.
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estimated here. the process of stating specification parameters looks 
like for arma models. so, lags of arcH and GarcH processes can 
be presented. also a constant term can be excluded from a final regres-
sion equation. results will be reported in a single table. information 
criteria can be displayed with the command “estat ic”.
thus, models of stationary time series can be successfully esti-
mated in applied statistical packages. other types of models for macro-
economic time series also can be presented in stata, eViews and other 
packages. 
7.5. Intervention Analysis  
in Applied Statistical Packages
earlier we have studied models which can be applied for the analy-
sis of different interactions between variables. it can be models with 
events, the vector of autoregression or Granger causality relationships. 
now their usage in applied statistical packages will be covered.
it is convenient to analyze consequences of events in stata. for 
example, if we want to create a variable which would reflect an impulse 
or other types of interventions, commands “gen” and “replace” can 
be used. such actions can be followed in the block devoted to tests 
for structural breaks in applied packages. including such variables in 
regression equations it is possible to evaluate their significance and 
present impulse response functions.
the Var and Granger causality are realized in programs too. 
let’s start from eViews. We can assume that there are three variables 
which are integrated with the same order. We want to estimate the Var 
model, present impulse response functions and variance decomposi-
tions. then we should select all necessary variables, click with the right 
button and choose “open — as Var”. a dialog window reflects two 
alternatives. the first one assumes that we can construct an unrestricted 
Var. the second alternative allows us to estimate the error correction 
model (ecm). the ecm will be discussed later, now we consider only 
the unrestricted Var model. also we can specify exogenous variables. 
if there are no additional exogenous components or special variables, 
128
we should indicate only a constant term (it is necessary to identify 
parameters of the system). the last thing is to state a number of lags 
including into the model. You can use autocorrelation functions for 
variables to choose a potential number of lags. You can assume what 
time is necessary to neutralize shocks in the system and take corre-
sponding lags. for instance, if you suppose that in case of quarterly data 
chocks disappear during three years, you should try twelve lags. the 
final specification will be chosen with the help of information criteria 
and the LM-test.
the model will be estimated in the reduced form to find particular 
values for coefficients*. the model is estimated as a system. in other 
words, parameters in all equations are found simultaneously. there are 
no probabilities for coefficients, but the table includes standard errors 
and t-statistics for every parameter. Using this information, it is pos-
sible to say if a variable is significant or not. in the bottom of the table 
there is general information about the estimated system. if to remember 
about post estimation procedures, we are to be interested in the deter-
minant of residual covariance matrix and information criteria. these 
values are important for a comparison of different specifications in the 
Var model. 
other specifications are estimated with the same actions. then the 
best model must be found. initially we can assume that the model with 
minimal values of information criteria is the best one. However, for 
more accurate inferences we have to provide the LR-test. the program 
does not calculate all necessary statistics automatically. as a result, this 
test must be done manually. it does not require difficult calculations 
and special critical values (they are standard and taken from χ2 distribu-
tion). When the test is finished, it is possible to make forecasts with the 
help of the chosen model.
When the proper model is chosen, impulse response functions and 
variance decompositions can be presented. to draw impulse response 
functions it is enough to click the button “impulse” in the table with esti-
mation results. a user can choose a type of displaying these functions 
* in opposite case the model may be not identified (see additional notations in 
chapters above).
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(table, multiple or combined graphs). also a method for standard errors 
calculation can be changed. User can also specify a number of periods. 
Using presented graphs consequences of chocks can be observed.
to find variance decompositions you should follow “View — Vari-
ance decomposition”. there are different forms of presenting results 
and methods for standard errors calculations. it is convenient to present 
variance decompositions in tables. then gains of other factors into the 
variance of a particular variable can be analyzed.
stata also has automatic procedures for the Var analysis. more-
over, there is an opportunity to construct the Var in a structural form. 
to provide the estimation you should choose “statistics — multivariate 
time series”. then different forms of the Var can be used. it is also 
possible to exclude a constant term from the analysis. impulse response 
functions and variance decompositions can be found in “statistics — 
multivariate time series — irf and feVd analysis”. 
Both programs allow us to present Granger causality relationships 
with automatic tools. in eViews you can find corresponding tests in 
“Quick—Group statistics — Granger causality test”. in a dialog win-
dow it is enough to indicate variables for which you want to test cau-
sality. for a particular number of lags the program gives a table with 
results. there are possible null hypotheses (if we analyze more than two 
variables, several tests can be provided automatically), test statistics 
and probabilities. if any probability is less than a critical level, the null 
hypothesis about an absence of Granger causality has to be rejected in 
favor of alternative one. 
Granger causality also can be tested in stata. to find this option 
you should use “statistics — multiple time series — Var diagnostics 
and tests — Granger causality tests”. it is possible to provide the test 
using the Var model which was estimated earlier. also the program 
can check Granger causality for any time series without previous sys-
tem estimations.
thus, intervention analysis can be done automatically. it is quite 
convenient to use special programs because this part of applied econo-
metrics for macroeconomics is built on systems’ estimation. it requires 
complicated calculations and matrix analysis, so the programs help us 
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to solve these problems easier. cointegration relationships can be pre-
sented as the ecm which is a special case of the Var model. such 
analysis can be provided automatically too.
7.6. Cointegration
earlier we discussed two different approaches to the question of 
cointegration identification. the first method was suggested by engle 
and Granger, and it works properly for the case of two time series. But 
if the number of ranges is more than two, such analysis becomes com-
plicated, and it is reasonable to use the second approach which is called 
the Johansen test.
the engle—Granger methodology can be presented manually 
without any difficulties. it is not presented in applied packages. the 
procedure is quite simple: we run the regression of one potentially coin-
tegrated variable to another range (these series have to be integrated 
with the same order), save residuals and check them for stationarity. 
also we are to control if this regression is false or not. When the residu-
als are integrated with the less order, we can say that time series are 
cointegrated. in opposite case they are not cointegrated, and we can test 
the data for Granger causality (this algorithm was considered above).
the Johansen test is not so simple for manual calculations, and 
it can be done automatically in eViews and stata. to provide the test 
in eViews you should choose necessary variables and open them as 
a group. then you should follow “View — cointegration test”. the 
program suggests different specifications which can be checked. You 
are to say what deterministic components will be included into cointe-
gration equations (an abbreviation ce in the program). You can exclude 
trends (linear or quadratic), intercepts and combine these deterministic 
parts in the system. lags also must be specified by a user. 
in the table with results you can see different rows. the row 
“none” means the null hypothesis that there are no cointegration equa-
tions (time series are not cointegrated). the row “at most one” indi-
cates the hypothesis that there is a single cointegration equation (a pair 
of cointegrated variables) etc. if the null hypothesis is rejected, the 
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program checks more cointegration restrictions. in case of two vari-
ables the rejection of “at most one” means that there are two cointegra-
tion restrictions, and time series are cointegrated. 
in tables below it is possible to find coefficients for cointegration 
equations. Using results from the ecm it is possible to make forecasts 
for long-run periods. thus, this methodology can be useful for fore-
casting and estimation of lon-term interactions between different time 
series.
the same procedure can be done in stata. to present the ecm you 
should follow “statistics → multivariate time series → Vector error-
correction model (Vecm)”. all parameters of the model (dependent 
variables, deterministic components, number of included lags) must be 
specified in a dialog window. if you want to find a number of cointegra-
tion equations in the model, the next way should be used: “statistics — 
multivariate time series — cointegrating rank of a Vecm”. Using 
this option it can be found what number of variables is cointegrated 
with each other. But we do not know what particular series form these 
relationships. to find cointegrating groups additional tests and estima-
tions must be provided.
thus, cointegration can be tested with the help of applied statistical 
packages. the engle—Granger methodology can be provided manually. 
main statistical programs do the Johansen test automatically. it helps to 
find a number of cointegration equations and determine coefficients in 
the ecm. then these data and results can be used for forecasting.
7.7. Forecasting
the main purpose of time series analysis is to create a proper fore-
cast. all presented concepts can be used for predictions. some of them 
are good for short-run forecasts; other can be applied for long-term peri-
ods. to make predictions it is necessary to know estimators of unknown 
parameters in the model. then these values can be used for calculation 
of future data with the help of previous information. there are different 
indicators which can help to find the best forecast. as main types of 
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time series models can be estimated in applied statistical packages, it is 
also possible to determine and evaluate forecasts here.
let’s start from eViews. We can do retrospective forecasts (predict 
future values using information about previous periods) with the help 
of arma, arcH/GarcH, Var, ecm models. to do the forecast the 
model must be estimated properly. in fact, we have to provide a cor-
rect in-sample forecast. it means that all necessary stability conditions, 
assumptions about error terms have to be satisfied. in other words, esti-
mators must have good statistical properties.
You know how these models can be estimated in eViews. if we 
estimated the Var model, it is possible to make an in-sample forecast 
and find indicators of its quality. to provide such prediction, the model 
has to be estimated in the program. in the window with final results you 
should choose “proc — make model”. a system will be presented here. 
then it is necessary to click “solve” to find fitted values. additional 
parameters for solution must be stated here. in the first part (usually it 
is called “Basic options”) you can choose solution types, a kind of the 
forecast, a sample range etc. Usually we are interested in deterministic 
parts of time series; in such case this option must be chosen. also the 
Var model presents a dynamic system, and we want to know future 
values. then the forecast will be dynamic. it is possible to create pre-
dictions only for some parts of the sample. if you need fitted values for 
several periods (not for a whole range), start and final data must be indi-
cated. in the part “solver” different solution methods can be chosen. 
also it is useful to switch on an option “stop solving for missing data”. 
When all solvers’ parameters are indicated, the process can be started.
as a result, a set of new variables will be created. these time series 
present fitted values of initial data estimated with the help of the Var 
model. in principle, it is possible not to use the system for the forecast (an 
option “fit” should be chosen in the part “Basic options” for a solver). 
so, separate equations from the Var can take part in calculations. But 
if we are interested in the system and interactions between time series, 
it is reasonable to provide corresponding methods of forecasting.
initial and new time series can be presented on a single graph. 
it can help you to understand if the forecast approximates the real data 
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well or not. to estimate the forecast’s quality more precisely special 
indicators must be calculated. this procedure is not presented automati-
cally in eViews. so, if you want to find MAD, MSE, MAPE, MPE, it 
must be done manually (for instance, excel can be used for such opera-
tions). it makes sense to compare several forecasts and choose the best 
one where these indicators are minimal*.
When in-sample forecasts were done and the best model was cho-
sen, an out-of-sample prediction can be made. When you started your 
work in eViews, the size of the sample had to be stated. to create addi-
tional observations for out-of-sample forecasts we need to widen the 
sample range. this parameter can be changed in your work-file. in ear-
lier versions of eViews it was necessary to choose “proc — change 
Work-file range”. in later editions it sounds like “proc — structure / 
resize current page”. Using this option you can widen the sample on 
necessary number of observations. then you should repeat all actions 
which were done for forecasting with the Var model. the same method 
can be used if you want to provide a forecast with the help of the ecm 
(in case of cointegrated time series).
as you remember, the Var model often is used for long-run fore-
casts. to predict short-term dynamics it can be useful to find a proper 
arma model. You know how this model must be specified and esti-
mated. Usually there are several arma models without autocorrela-
tion. it means that they can be used for forecasting. to find the best 
model MAD, MSE, MAPE, MPE should be calculated. to find these 
values new fitted variables must be found. it can be done in the win-
dow with estimation results. You should click the button “forecast” 
and specify all necessary parameters (a type of the forecast, displaying 
of the graph etc.). then actual and predicted values can be compared; 
and all indicators of the forecast’s quality must be calculated. the best 
forecast has minimal values of MAD, MSE, MAPE, MPE. the out-of-
sample forecast can be done with the help widening the sample’s range.
* it is possible that for different forecasts these indicators demonstrate opposite 
dynamics. in this case you are recommended to use mse and mpe as main signals for 
the best model (we are interested in the forecast with minimal variance in the error term 
and the least bias). 
stata also can be used for forecasting. if you use a standard arma 
or arcH/GarcH model, it is enough to use a command “predict 
variable”*. then actual and fitted values can be compared. if you use 
multivariate time series, you should follow “statistics — time series — 
multivariate time series — dynamic forecasts”. Using this option, 
predictions can be calculated in the system. it is important if we want to 
observe structural interactions and relationships**.
thus, forecasting can be provided in applied statistical packages. 
to do this it is necessary to widen the sample’s range. the programs do 
not calculate MAD, MSE, MAPE, MPE automatically, but these actions 
can be done manually without any difficulties.
* instead of “variable” a name for new time series must be inserted. 
** if you want to provide an out-of-sample forecast in stata, you should widen the 




We studied main types of models which can be used for time series 
analysis. the basic concept in time series analysis is stationarity. it 
means that the process converges to a constant mean. in other words, 
shocks do not accumulate in the system. stationarity can be tested with 
the help of special procedures. sometimes the data have structural 
breaks in trend, or in intercept, or both. these dynamic changes also 
can be tested with econometric tools. 
there are special models which can be applied for stationary time 
series. if there is no conditional heteroskedasticity, arma models can 
be used successfully to present dynamics. But if this assumption is vio-
lated, arcH/GarcH models must be presented. 
also it is possible to provide intervention analysis. We can study 
how different event determine time series. the event (shock) can be 
included in the model as a discrete variable. the result of such analysis 
is an impulse response function. it shows how current events influence 
future values of time series.
sometimes variables are connected with each other. to follow 
their mutual dynamics the Var (vector of autoregression) model can 
be constructed. this model presents a system which can be estimated 
simultaneously. to study mutual dynamics and consequences of shocks 
impulse response functions and variance decompositions can be used.
it is possible that time series have the same dynamics. it can be 
observed in deterministic parts of time series (trends, seasonal fluctua-
tions etc.). if such data are integrated with the same order and their 
linear combination is integrated with the less one, we can say about 
cointegration. cointegrated time series can be presented in terms of the 
ecm (error correction model). this model presents long-run equilib-
rium and correct short-term dynamics.
the main goal of time series analysis is to create proper forecasts. 
to provide it we should use econometric models with good statistical 
properties of estimators. there are in-sample and out-of-sample fore-
casts. Using the first type we can find the best model for forecasting. to 
make a correct choice special statistical indicators must be calculated 
(MAD, MSE, MAPE, MPE). the best model has to be characterized 
with minimal values of these indicators. in some cases it is reasonable 
to combine different models. then the final specification will be used 
for out-of-sample forecasts. 
most estimation procedures can be done in applied statistical pack-
ages. But you have to know how all these methods work to avoid mis-
takes in the process of forecasting. so, you should know which model 
is better for short-run predictions and which one generated proper long-
term forecasts. 
today applied econometrics for macroeconomics is developing. 
new tests and approaches are appearing; different types of known mod-
els are being suggested. the reason for further studies is that we do not 
know how to construct the best predication. any dynamics cannot be 
presented perfectly. one part of this error may be explained through 
stochastic processes. But another part is connected with imperfect esti-





Dickey — Fuller Critical Values
time span critical level
model A   0,10    0,05     0,025   0,01
T = 25 −1,60 −1,95 −2,26 −2,66
T = 50 −1,61 −1,95 −2,25 −2,62
T = 100 −1,61 −1,95 −2,24 −2,60
T = 250 −1,62 −1,95 −2,23 −2,58
T = 300 −1,62 −1,95 −2,23 −2,58
T = ∞ −1,62 −1,95 −2,23 −2,58
model B   0,10   0,05  0,025    0,01
T = 25 −2,62 −3,00 −3,33 −3,75
T = 50 −2,60 −2,93 −3,22 −3,58
T = 100 −2,58 −2,89 −3,17 −3,51
T = 250 −2,57 −2,88 −3,14 −3,46
T = 500 −2,57 −2,87 −3,13 −3,44
T = ∞ −2,57 −2,86 −3,12 −3,43
model C   0,10   0,05    0,025    0,01
T = 25 −3,24 −3,60 −3,95 −4,38
T = 50 −3,18 −3,50 −3,80 −4,15
T = 100 −3,15 −3,45 −3,73 −4,04
T = 250 −3,13 −3,43 −3,69 −3,99
T = 500 −3,13 −3,42 −3,68 −3,98
T = ∞ −3,12 −3,41 −3,66 −3,96
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Table 2
Critical Values for KPSS test
critical level
critical Value








fraction, Λ critical level
model A    0,10    0,05  0,025    0,01
λ = 0,1 −3,40 −3,68 −3,93 −4,30
λ = 0,2 −3,47 −3,77 −4,08 −4,39
λ = 0,3 −3,46 −3,76 −4,03 −4,39
λ = 0,4 −3,44 −3,72 −4,01 −4,34
λ = 0,5 −3,46 −3,76 −4,09 −4,45
λ = 0,6 −3,47 −3,76 −4,09 −4,45
λ = 0,7 −3,51 −3,80 −4,07 −4,42
λ = 0,8 −3,46 −3,75 −3,99 −4,33
λ = 0,9 −3,38 −3,69 −3,97 −4,27
model B
λ = 0,1 −3,36 −3,65 −3,94 −4,27
λ = 0,2 −3,49 −3,80 −4,08 −4,41
λ = 0,3 −3,58 −3,87 −4,17 −4,51
λ = 0,4 −3,66 −3,94 −4,20 −4,55
λ = 0,5 −3,68 −3,96 −4,26 −4,56
λ = 0,6 −3,66 −3,95 −4,20 −4,57
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pre-break 
fraction, Λ critical level
λ = 0,7 −3,57 −3,85 −4,13 −4,51
λ = 0,8 −3,50 −3,82 −4,07 −4,38
λ = 0,9 −3,35 −3,68 −3,96 −4,26
model C
λ = 0,1 −3,45 −3,75 −4,01 −4,38
λ = 0,2 −3,66 −3,99 −4,32 −4,65
λ = 0,3 −3,87 −4,17 −4,46 −4,78
λ = 0,4 −3,95 −4,22 −4,48 −4,81
λ = 0,5 −3,96 −4,24 −4,53 −4,90
λ = 0,6 −3,95 −4,24 −4,49 −4,88
λ = 0,7 −3,86 −4,18 −4,44 −4,75
λ = 0,8 −3,96 −4,04 −4,31 −4,70
λ = 0,9 −3,46 −3,80 −4,10 −4,41
Table 4
Zivot and Andrews Critical Values
critical level
0,10 0,05 0,025 0,01
model A −4,58 −4,80 −5,02 −5,34
model B −4,11 −4,42 −4,67 −4,93
model C −4,82 −5,08 −5,30 −5,57




stationary case, λ = 0,01
critical
level
p = 0 p = 1 p = 2
mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F )
0,10 2,00 1,59   9,24 3,49 2,76 13,62 4,74 3,70 16,06
0,05 2,66 2,20 10,85 4,42 3,52 15,44 5,65 4,41 17,89
0,025 3,34 2,80 12,46 5,36 4,18 17,26 6,69 5,22 19,57
0,01 4,21 3,63 14,49 6,64 5,24    19,90 8,14 6,24 21,65
stationary case, λ = 0,15
critical
level
p = 0 p = 1 p = 2
mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F )
0,10 1,58 1,23   7,32 2,70 2,33 11,25 3,58 3,18 13,96
0,05 2,20 1,89   9,00 3,50 3,13 13,29 4,41 3,98 15,48
0,025 2,85 2,53 10,69 4,35 3,88 15,12 5,25 4,68 17,61
0,01 3,70 3,46 13,02 5,55 5,05    17,51 6,47 5,78 19,90
Unit root case, λ = 0,01
critical
level
p = 0 p = 1 p = 2
mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F )
0,10 3,32 4,02 16,14   7,14   6,98 22,60 10,18   9,58 28,11
0,05 3,91 4,84 18,20   8,22   8,18 25,27 11,74 11,09 31,35
0,025 4,53 5,68 20,23   9,29   9,27 27,76 13,17 12,50 34,45
0,01 5,35 6,69 22,64 10,54 10,56  30,44 14,80 14,42 38,43
Unit root case, λ = 0,15
critical
level
p = 0 p = 1 p = 2
mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F ) mean(F ) exp(F ) sup(F )
0,10 2,28 3,87 15,78 6,12 6,90 22,29   8,65   9,54 27,99
0,05 3,43 4,71 17,88 7,19 8,12 25,10 10,00 11,07 31,29
0,025 3,99 5,57 20,08 8,07 9,24 27,56 11,32 12,47 34,39
0,01 4,65 6,60 22,48 9,17 10,54 30,36 13,02 14,34 38,35
Table 6
Critical Values for the Cointegrating Regression  





2 0,72 0,38 0,2
3 0,89 0,48 0,25
4 1,05 0,58 0,3






    0,01 0,05     0,1
2 −3,9 −3,34 −3,04
3 −4,24 −3,74 −3,45
4 −4,64 −4,1 −3,81
5 −4,96 −4,42 −4,13
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GLOSSARY
Alternative hypothesis — a general statement which is opposite to the null 
hypothesis. in fact, it is a negation of the null hypothesis. Usually it is 
formulated in terms “there are differences between objects”. the next 
expressions can be used in the alternative hypothesis: “is not equal”, “is 
more than”, “is less than”, “at least one” etc.
Autoregression process (AR) — a dynamics based only on previous values of 
the variable. it means that current time series are determined only by their 
history. the process is estimated only for stationary time series (stability 
condition must be satisfied). this process has memory and can be caught 
with the help of autocorrelation tests. potential lags for this process can 
be assumed using correlogram.  
ARCH/GARCH processes — arcH (autoregressive conditional heteroske-
dasticity) and GarcH (generalized autoregressive conditional heteroske-
dasticity) processes take place when the assumption about unconditional 
mean and variance are violated in the arma model. these processes are 
to be constructed only for stationary time series. the arcH process looks 
like the ar process estimated for the error term (from the arma model). 
the GarcH process can be compared with the ma process applied for 
the error term.
Asymptotic properties — properties appear on infinitely large sample. they 
are connected with assumptions about distributions of error terms and 
parameters in the model. asymptotic properties are very important for 
estimating the model’s quality.
Autocorrelation — dependence between values of different time periods. 
so, current observations can be connected with previous ones. in terms of 
Gauss — markov assumptions autocorrelation is a violation of the fifth 
condition (error terms for different objects or time periods must not be 
correlated). the presence of autocorrelation in residuals means that there 
are problems with the model’s specification. autocorrelation leads to 
inconsistent and biased estimators. autocorrelation can be identified with 
the help of special statistical tests (the Q-test, the lm-test etc.).
Autocorrelation function (ACF) — a measure of dependence between values 
from different moments of time. it also includes correlations for all period 
placed between stated time targets.
145
Cointegration — a presence of long-term interactions between time series. 
cointegration can be observed only for series integrated with the same 
order. time series are cointegrated if their linear combination is integrated 
with the less order than initial data. cointegrated time series have similar 
deterministic components (trends, seasonal patterns etc.). cointegrated 
time series can be presented via the error correction model (ecm), which 
characterizes long-run equilibrium.
Combined forecast — a mixture of different models using for predictions. 
this forecast is a linear combination (various assumptions about the sum 
of weights can be done) of models. such forecast can be used for achiev-
ing more accurate results. Weights for each component in combines fore-
cast can be estimated with the help of regression equation.
Conditional mean — a mean calculated with respect to some distribution 
function. as usual, conditional mean is not equal to unconditional one. 
Conditional variance — a variance calculated with respect to some distribu-
tion function. as usual, conditional variance is not equal to unconditional 
one. 
Consistency — one of main statistical properties of estimators. it states that an 
estimator must converge (in probability) to a real value asymptotically. if 
it is true, the estimator is consistent. it means that results for large samples 
have to be more accurate than for small numbers of observations. this 
property works asymptotically, and it is a difference between consistency 
and unbiasedness.   
Constant term — a deterministic part of a regression equation. also it is 
called intercept. this parameter can be considered as an exogenous vari-
able (for instance, this approach is applied in Var models). Usually this 
term is included into all specifications.   
Correlation — a connection between different variables. regression analysis 
is built on the assumption that dependent and explanatory variables must 
be correlated. Usually the strength of correlation is measured with the 
help of a special coefficient. if its value is close to unity, there are strong 
correlation relations. if the coefficient is close to zero, variables have 
weak connections. in some cases the presence of correlation can become 
a problem. for example, the fourth Gauss — markov condition says that 
regressors must not be correlated with the error term. in opposite case we 
have endogeneity problem.
Critical level — a probability established for constructing a confidence interval. 
this interval is built with the assumption about a particular distribution. 
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for different critical levels these intervals will be different. critical level 
is necessary for seeking for critical points and testing hypotheses.
Critical region — a part of numeric line where the null hypothesis has to 
be rejected. critical region lies outside of the confidence interval. there 
are two-side and one-side critical regions. two side critical regions are 
applied for symmetric distributions and alternative hypotheses in terms of 
“not equal”. one-side critical regions are used in other cases (asymmetric 
distribution and other terms for alternative hypotheses).
Critical value — a calculated value for particular distribution, critical level 
and degrees of freedom. this value is necessary for testing hypotheses. 
observed value for statistics have to be compared with the critical value. 
then it is possible to determine if the null hypothesis must be rejected or 
not.  
Detrending — a possible way to exclude deterministic components from time 
series. it assumes that a trend function must be specified and a correspond-
ing equation has to be estimated. then residuals from this model should 
be saved, and a new range without trend is made. as usual, data after 
detrending are stationary and can be used for arma and arcH/ GarcH 
estimation.
Difference — a variance between two objects or periods. for time series dif-
ference is calculated for current and previous values. differencing is the 
second way to achieve stationarity. it is possible to take differences finite 
number of times and create stationary time series.  
Distribution of a random variable is a special order which reflects probabili-
ties for all possible outcomes. 
Dummy variable — a variable which can accept only two possible values. 
Usually they are denoted as 0 and 1. dummy variables are a special case 
of discrete variables. they are used to formalize quality features and 
characteristics.
Endogeneity — a violation of the fourth Gauss — markov assumption: 
regressors have not to be correlated with error terms. endogeneity leads 
to biased and inconsistent estimators. there are four main sources of 
endogeneity: omitted variables, specification errors, measurement errors, 
simultaneity.  
Error term — residuals in regression models. in fact, it is a difference between 
actual and fitted values.
Forecasting — a process of prophecies creation. possible values of current 
and future observations can be found with the help of regression models 
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and statistical estimators. there are different types of forecasts. it is pos-
sible to present dynamic and static forecasts.
Granger causality — a case when lags of one variable determine dynamics 
for other time series. Granger causality includes not all types of interac-
tions. there are three possibilities: variables are not connected; one vari-
able determines another one, and inverse statement is not true; bilateral 
interaction. Granger causality can be caught with special tests.
Heteroskedasticity — a violation of the sixth Gauss — markov assumption. it 
means that a variance in the error term is not constant. in fact, it is a func-
tion of regressors.
Impulse response function — a funktion, which reflects how one variable 
changes in response to shocks in another one. 
Information criteria — a special statistical value which indicate the model’s 
quality. these criteria are calculated with the help of ssr (sum of squared 
residuals) and a total number of observations. the best model has least 
values of information criteria. in general, criteria have less statistical 
power than asymptotic tests.
Innovation — a shock in a variable. if there is a dynamic system (or equation), 
such innovation can leads to changes in other variables. mutual changes 
can be analyzed via impulse response functions. 
Lag operator — a short method to present lags in the model. Usually it is 
noted with the letter “L”. for any time series L0 is a unity and means yt. 
then yt−1 will be L, yt−2 will become L2 etc.
Long-run equilibrium — a steady state in the system. it exists if variables are 
connected with each other. the model has to generate a process converg-
ing to long-run equilibrium.  
MA process — a process, which can be described as dependence of current 
values from actual and previous error terms. ma process can be con-
structed only for stationary time series. in general view it does not include 
any constant terms (a mean for error terms has to be equal to zero). poten-
tial lags for this process can be chosen with correlogram (pacf) and sta-
tistical tests.
Maximum likelihood estimator (MLE ) — one of possible statistical estima-
tors. it works with likelihood function which replicates the sample with 
the highest probability. in case of MLE and right specification of a likeli-
hood function we have consistent, unbiased (asymptotically) and efficient 
(asymptotically) estimators. 
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Mean absolute deviation (MAD) — one of possible indicators of the fore-











the beast forecast has minimal MAD.
Mean absolute percentage error (MAPE ) — one of possible indicators of 
the forecast’s quality. it calculates a mean absolute difference between 
actual and predicted values in percents:
the best forecast has minimal MAPE.
Mean percentage error (MPE ) — one of possible indicators of the 
forecast’s quality. it calculates a mean difference between actual 
and predicted values in percents:
this value reflects the presence of biases in the forecasts. if it is not equal 
to zero, the forecast generates higher or lower values than actual observa-
tions (the direction of this bias can be found with the sign of MPE ).
Mean squared error (MSE ) — one of possible indicators of the forecast’s 
quality. it calculates a mean square of differences between actual and pre-
dicted values:
in fact, it is a variance of these differences. the best forecast will have the 
least variance in the error term.
Multicollinearity — a case when explanatory variables are strongly correlated 
with each other. it leads to inconsistent and biased estimators. 
Null hypothesis — a general statement which has to be tested. Usually it for-
mulates in terms “there is no difference” (“is equal to”).
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Ordinary least squares (OLS) — a statistical estimator. it chooses models 
parameters to minimize squares of residuals. When all Gauss — markov 
assumptions are satisfied, the ols is the beast linear unbiased estimator.
Partial autocorrelation function (PACF) — indicates correlation relations 
between observations from different periods. this function does not 
include additional correlations from moments placed between studying 
data. pacf helps to find potential ma lags. 
Random walk — a stochastic process which cannot be predicted. changes in 
future values are determined only by shocks presented in the error term.
Reduced form (of the VAR model) — does not include current values in the 
regressors’ list. this transformation helps to avoid problems in the esti-
mation process (identification problems etc.).
Rejection rule — an order stating when the null hypothesis has to be rejected. 
in general sense it can be written as follow: when the observed value is in 
the critical region, the null hypothesis must be rejected.
Residuals — a difference between actual and fitted values in the model.
seasonality — a deterministic component in time series. it presents a pattern 
determining dynamics for various moments within a particular period (for 
instance, a year). it leads to additional fluctuations and a higher variance 
in the data.
Seemingly unrelated models (SUR) — a set of connected equations which 
have different explanatory (in particular, exogenous) variables. these 
equations can be estimated separately, but better results will e obtained 
in case of system estimation. if to ignore this fact, it is possible to face 
endogeneity.
Simultaneous equation models (SEM) — a system of equations including 
the same variables. these equations have to be estimated simultaneously.
Specification — a general view of the model. it includes a functional form and 
a set of regressors.
Stability condition — a restriction for possible coefficients. it must be sat-
isfied to guarantee convergence in the process and find a single set of 
estimators.
Standard residuals — residuals corrected for conditional heteroskedasticity. 
stationarity — a key concept in time series analysis. it means that time series 
have constant mean, variance and correlation between observations on 
the same distance. in economic sense stationarity characterizes a system 
where shocks do not accumulate. 
Structural break — a change in deterministic components of time series 
(trend, or intercept, or both). 
Structural form (of the VAR model) — indicates structural interactions 
between time series. it includes current values of variables into the right-
side part of the equation. sometimes it is impossible to find a single set of 
estimators for this model. then the reduced form must be applied.
trend — a deterministic component in time series. it characterizes long-term 
dynamics of time series, which is possible to find a trend function, esti-
mate it and decompose the data.
Unbiasedness — one of main statistical properties. it states that an expected 
value of the estimator is equal to its real one. 
Unit root — a feature of non-stationary processes. it can cause problems with 
estimation procedures. as a result, time series with unit roots have to be 
transformed or estimated with special methods (for example, cointegra-
tion analysis can be applied for non-stationary series).
White noise — a special kind of distribution which is desirable in the error 
term. it requires a zero mean, a constant variance and independent identi-
cal distribution. if this assumption is violated, it becomes impossible to 
test hypotheses, and statistical properties of estimators worsen.
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