The relationship between species number and area is an old problem in biology. We propose here an interacting particle systemᎏthe multitype voter model with mutationᎏas a mathematical model to study this problem. We analyze the species area curves of this model as the mutation rate ␣ tends to zero. We obtain two basic types of behavior depending on the size of the spatial region under consideration. If the region is a square with area ␣ yr , r ) 1, then, for small ␣ , the number of species is of order 1y r Ž . 2 ␣ log ␣ , whereas if r -1, the number of species is bounded.
Introduction.
The relationship between species number and area has Ž . puzzled naturalists since the early 1800s. Watson 1835 says ''On the average, a single county appears to contain nearly one half the number of species found in Britain; and it would, perhaps, not be a very erroneous guess to say that a single mile may contain half the species of a county.' ' Arrhenius Ž . 1921 was the first to formalize this by saying that the logarithm of the number of species was a linear function of the logarithm of the area or, equivalently, species number S and area A are related by a power law S s cA z . While some biologists have suggested other curves, the Arrhenius Ž . relationship is the most accepted. See Connor and McCoy 1979 for a summary and analysis of more than 100 studies. A more recent survey can be Ž . found in Williamson 1988 .
Although there is general agreement about the form of the species area curve, there has been much debate over the last 50 years about the causes of Ž . this relationship. For instance, Preston 1962 argued that if species abundances follow a lognormal distribution and each area is a random sample from the larger population, then S s cA z with z f 0.26. MacArthur and Ž . Wilson 1967 proposed in their study of ''island biogeography,'' that on each island, the number of species represented an equilibrium between immigra-Ž . tion and extinction. Hubbell 1992 was the first to suggest that one could derive species area relationships from a spatially explicit model. Unaware of the interacting particle systems literature, he constructed a fairly compli-cated discrete time model that allowed several species to inhabit each site, with the probability of local extinction per species being inversely proportional to the number of species at the site. He then studied the system using simulation.
In this paper, we will introduce a more elementary interacting particle system model and study its species area curves. We represent space by the two-dimensional integer lattice Z 2 , imagining our terrain to be divided into square cells, each of which can be occupied by at most one species. We are interested in systems where species compete and occasionally mutate into new types. In this context, it would be natural to formulate a contact process type model in which individuals can die, give birth onto vacant sites and mutate. However, to obtain a computationally tractable model, we will simplify further and formulate a voter type model in which each site is always occupied, but species can displace others in nearby sites. Results of Neuhauser Ž . 1992 suggest this change does not affect the qualitative properties of the species area curves. However, the proofs we present here would become considerably more complicated. We restrict ourselves in this paper to mathematical aspects of the problem, leaving the biological implications to be Ž . discussed in the companion paper by Durrett and Levin 1996 . In the multitype voter model with mutation, the state of the system at time 2 Ž . Ž . t is given by a random function : Z ª 0, 1 , with x being the type of t t the individual at x at time t. We index our species by values w in the Ž . interval 0, 1 , so we can pick new species at random from the set of possibilities without duplicating an existing species. To formulate the dynamics, we Ž . first introduce the dispersal function p, where p y y x gives the probability that an offspring born at x is sent to y. For simplicity, we will make the Ž . natural assumption that p only depends upon distance. That is, p y y x s Ž< <. Ž . y y x . The two mechanisms in the modelᎏbirth with displacement and mutationᎏare described by the following rules.
1. Each site y is invaded at rate 1, changing its value to the state of a site x, Ž . chosen with probability p y y x . 2. Each site y mutates at rate ␣, changing to a new type wЈ, chosen Ž . uniformly on 0, 1 .
Ž . The voter model was first studied by Clifford and Sudbury 1973 and Ž . Holley and Liggett 1975 . It and its generalizations treated in the genetics w Ž .x literature see, e.g., the papers of Sawyer cited in Liggett 1985 are mathematically tractable because there is a duality that allows us to reformulate questions in terms of random walks. In Section 2, we will define the voter model from a percolation substructure and construct its dual process, a coalescing random walk system
s A and consists of particles which execute rate-1 0 Ž . independent random walks with jump kernel p x , except that particles coalesce when one particle jumps onto a site occupied by another particle. Since the finite-dimensional distributions of B, t for s F t do not depend on s t, we can let B denote a process defined for all s G 0 with these finites dimensional distributions. The percolation substructure also has mutation event markers, which occur independently at each site at rate ␣ and have independent uniform random variables attached to them. We use « to denote weak convergence, which in this setting is just convergence of finite-dimensional distributions, and we refer to as an ϱ equilibrium.
The model introduced above ignores habitat diversity, but allows us to consider the question: what would species area curves look like in a homogeneous world where the only forces at work are mutation, colonization and extinction? Since we expect the mutation rate ␣ to be small, we will look at the behavior of the species area curves for the equilibria as ␣ ª 0 and ϱ space is rescaled in a suitable way.
The basic result we need for coalescing random walks is the asymptotic rate at which the density of particles goes to 0. This rate, obtained by Ž . Bramson and Griffeath 1980 , is used in the proofs of Theorems 1 and 2. In the proof of Theorem 3, we also make use of some results of Bramson, Cox Ž . Ž . and Griffeath 1986 . Both papers treat only the case where the kernel p x is nearest neighbor, although the results can presumably be extended to the Ž . case that p x has mean zero and finite variance by repeating the existing arguments with minor modifications. However, since we do not want to do this here, we will restrict our attention to the nearest neighbor case.
We now state our results for the multitype voter model with mutation on 
Ž . Ž .

log L
In the Arrhenius relation S s cA z , the exponent z is the slope of the line obtained from a log-log plot of species number versus area. Theorem 1 says Ž . that for ␣ close to zero, plotting log N r2 log L as a function of r gives a line r segment on 0 F r F 1 with slope zero and another line segment on r G 1 with slope 1.
It is easy to see why the curve should have slope 1 for r G 1. First, note Ž . Ž . that the distribution of x , x g B B finite , can be computed by running ϱ the dual process B until all particles encounter mutations. The type at x in s equilibrium will be determined by the first mutation event that occurs along the path
. shows the above computation is essentially correct. By sharpening our argument we can considerably improve Theorem 1. Our results for the two regimes r G 1 and r -1 are as follows. 
Ž .
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We will give the limiting distribution of N in Section 5. One can also show r lim EN exists, but to do this we would need to repeat several pages of Bramson, Cox and Griffeath 1986 with minor changes.
It is, at first sight, disappointing that our limiting curve given in Theorem 1 consists of two line segments with slopes 0 and 1, rather than a single line with an ''interesting'' slope. However, if we assume that the species area curve is approximately linear for 0 F r F 1, then Theorem 2 can be used to Ž . arrive at a slope that depends on ␣. See Durrett and Levin 1996 for details of this and for further discussion of the biological interpretation of our results.
In this paper we have restricted our attention to two dimensions since it is the most appropriate setting for biological applications. In the one-dimensional nearest neighbor case, the different types will occupy finite unions of . However, in this situation, the number of species found grows like log L as L ª ϱ; that is, there is no power law behavior.
A second nonspatial approach to the problem is to look at the number of < Ä 4 < distinct points N s X , . . . , X in the first n members of a random sample . interesting mathematical studies investigating these ideas; see Karlin 1967 , Ž . Ž . Rouault 1978 and Pitman 1996 . In particular, appropriate assumptions on the population distribution can lead to power law growth of N as n ª ϱ.
n It is interesting to compare and contrast the spatial and nonspatial approaches to this question. However, since our understanding of that topic depends on results on the abundance of the various species in the spatial model, we will postpone our discussion to a future paper on that topic.
The remainder of this paper is devoted to proofs. Various duality relations and the proof of Proposition 1 are given in Section 2. Theorems 1᎐3 are proved in Sections 3᎐5. Theorem 1 is, of course, a consequence of Theorem 2.
We first give the simpler result and its proof to prepare the reader for the proof of Theorem 2, which is the most technical part of the paper. It involves 
Duality and the proof of Proposition 1.
In this section, we first describe the construction of the voter model from a percolation substructure, and the resulting duality with coalescing random walks. Proposition 1 then follows easily. We also formulate some additional notation and results which we will use in the proofs of our theorems. Ž . Ž . Following the approach of Griffeath 1979 or Durrett 1988 , we construct Ž . the classical voter model without mutation, only two opinions by defining, Ä x 4 for each site x, a rate-1 Poisson process T , n G 1 and a collection of i.i.d.
x random variables Z , n G 1 with P Z s z s p z . At time T , the voter at n n n y s x q Z x will adopt the state of the voter at x. All Poisson processes T x n n and random variables Z x are assumed to be independent. The entire collecn˜y tion constitutes the ''percolation substructure.'' Let T denote the successive n times at which the voter at y adopts the state of another voter; it follows with y Ä 4 a little work that T , n G 1 are also independent rate-1 Poisson processes.
To facilitate the definition of the dual, we write a ␦ at y, T and draw an
arrow from x, T to y, T . We say that there is a path up from x, 0 to n n Ž . y, t in the percolation substructure if there is a sequence of times 0 s s -
that the following statements hold:
For each set of sites A, we put An important feature of this construction is that we can construct a dual process on the same percolation substructure. We reverse the directions of the arrows and define paths going down in the analogous way. For each set of sites B, for fixed t and 0 F s F t, put B , t s x : for some y g B, there is a path down from y, t to x , t y s .
s Then A and B, t are dual in the sense that for any 0
The finite-dimensional distributions of B, t for s F t do not depend on t, so s we can let B denote a process defined for all s G 0 with these finite-dimen-
Ž . sional distributions, and call the dual of . It follows from 2.1 that
It is easy to see that the dual process B is a coalescing random walk. The s individual particles in B perform independent rate-1 random walks with s Ž . jump distribution p x , with the collision rule that when two particles meet, they coalesce into a single particle.
We may also define a multitype voter model using the same percolation Ž . substructure. Assume now that the type of an individual belongs to 0, 1 , and Ž . write x for the type of the individual at site x at time t. Given , we put 
Ž
. ␣ ) 0, so P / л ª 0 as s ª ϱ. This implies that converges weakly as s t t ª ϱ and the limit does not depend on the initial configuration. Since the voter model with mutation is a Feller process, the limit is an equilibrium.
ϱ Since the limit is independent of the initial configuration, it is unique. I
We need some additional preparatory material for the proofs of Theorems 1᎐3. For the process , define t N A s the number of species types in set A at time t.
s the number of mutations occurring on
Ž . We will refer to , 0 F s F t as the ancestral path and to , 0 F s F t s s as the extended ancestral path of A. We will make use of the shorthand
By inspecting the percolation substructure and the definitions of and
, it is not difficult to see that
Ž .
or, more generally,
There is a useful ''converse'' to ; , namely,
s s
Ž . Taking expectations in 2.5 gives
This gives, in particular,
Ž . Ž . Inequalities 2.5 ᎐ 2.9 will be used at various places in Sections 4 and 5.
We will also need to do some more careful estimation for Y in Section 4.
G f s holds for s g t , t on some event G, for a given 
Ž . as L ª ϱ. Substitution of the estimate for EG in 3.1 into 3.2 shows that
Ž . L ª ϱ and hence as ␣ ª 0 and consequently the lower bound in 1.1 holds. I REMARK. The above argument immediately generalizes to any finite range model with mutation.
Throughout the text, C will denote a finite positive constant whose value is unimportant, and which will be allowed to change from line to line.
PROOF OF THE UPPER BOUND. Since the map r ª N is nondecreasing, it is r clearly enough to prove the bound for r ) 1. It suffices to show log EN Ž .
Ž . To demonstrate 3.3 , start in equilibrium and let it evolve using the t percolation substructure from Section 2. Here and later on we employ the Ž . Ž x 2 Ž . notation B M s yMr2, Mr2 for M ) 0. It follows from 2.9 that 3.5 z F .
Ž . t t
We will first use Lemma 3.1 to prove Theorem 1 and then prove the 2 2Ž1y .
, where s 1 y 1rr. Recall that r ) 1. From Ž . p x s x and set s Ý x p x , i s 1, 2 
, it follows that
2 2 r2 as ª 0. Pick ) 0 so that y 1 F 3 r4 for 0 F F . 
Since ; , one has
Ž . On account of 3.11 , this gives 
Ž .
This gives the bound 
t t t Much of the work done in the proof of Theorem 2 is devoted to making this precise in the form of the following two propositions.
t and large enough L.
We will use Propositions 2 and 3 to prove Theorem 2, and then go back and prove them.
PROOF OF THE UPPER BOUND. We employ the duality relationships in Section 2 for started from equilibrium. Let
, be the number of mutations along the extended
ancestral path between times T and T . Set N t equal to the number of iy1 i r Ž r . Ž . species in B L at time t. By 2.5 , 
4.4
Y rL log L ª 0 in probability
To analyze Y , we substitute K for L in Proposition 2. One gets that with 2 probability close to 1,
Ž . The upper bound corresponding to 2.10 implies that on the event where 4.5 holds, Y is smaller in distribution than X , a Poisson random variable with
Ž By Chebyshev's inequality, X r ª 1 in probability since X has mean and 1 1
. variance equal to . Therefore, 2 2 2 ry2
Ž . To analyze Y , we substitute K for L in Proposition 3. Together with 2.8 , 3 this implies that log t 1 q
as L ª ϱ. It also follows from Proposition 3, that
Ž .
T 3
Lªϱ
One therefore gets that
Ž . as L ª ϱ. Combining 4.4 , 4.6 , 4.7 and 4.8 , we obtain that for any ) 0, 
T 2 Ž . for large L. Using Proposition 2 now, together with 2.6 , it follows that for any ) 0,
We denote by G the set on which the event in 4.12 holds for a L given L.
Ž . We now mimic the reasoning leading to the upper bound 4.6 . Set f t s 1 y 2 L 2 r log t r t. 
and X r ª 1 in probability. So, we have 2 2 1 y 3 Ž . 
PROOF. By Lemma 3.2, the probability of a random walk moving distance
Since the creation of particles at each x g Ѩ B L occurs at rate at most 1, Ž . the number of births of such random walks on Ѩ B L over the time interval w x 0, u is therefore bounded by a Poisson random variable with mean CLu.
Ž . Taking expected values gives 4.13 . I Lemma 4.1 leads easily to the following bound, which will be used in the proof of Lemma 4.2.
PROOF. It is clear from the definition of the coalescing random walk that
Ž . defined at the end of Section 2. Since all points in B L are distance greater
Taking expectations above and applying 4.13 and 4.15 , one gets Ž . 4.14 . I Lemma 4.1 also gives an upper bound for the voter model on the probabil-Ž . ity of offspring of a parent at the origin escaping from B L by time u. The bound will be used in the proof of Lemma 4.3.
COROLLARY 2. Suppose that L is large and L
We use the duality relationship 2.11 . From this, it follows that
The statement then follows from 4.13 . I
In the proofs of Lemma 4.2 and Propositions 2 and 3, we will use the Ž . following analog of 3.16 . Here, we set
Ž . The reason for this choice of L will become clear in the proof of Lemma 4.2.
Ž . 3r4 Using Lemma 3.2 again, this time with K s log L , we see that
be used in the proofs of both of the propositions.
where L is given by 4.16 , and argue as in 3.13 and 3.14 . Since ; , t t one has 2 BŽ L. 
Ž . 
Ž . for large L and t. Together with 4.22 , this gives the lower bound in 4.18 . I Propositions 2 and 3 both involve extensions of Lemma 4.2. Proposition 2 asserts convergence in probability simultaneously over
rather than just convergence of expectations. Proposition 3 extends the upper 2 Ž . 2 end of the range of t in Lemma 4.2, for the upper bound, to L r log log
The lower end of the range given here, log L, is sufficient . for our purposes. Since Proposition 3 involves less work, we show it first.
PROOF OF PROPOSITION 3. On account of Lemma 4.2, it is enough to
where we set
Ž . and L is given by 4.16 . Our choice for M implies that MrL ª 1 as L ª ϱ.
Ž . Reasoning as in Lemma 4.2 for the first term on the right-hand side of 4.24 gives
for large L and t.
To demonstrate Proposition 3, we need to show that the second term on the Ž .
BŽ L.
right-hand side of 4.24 goes to 0. For this, we first consider at the
. for large L. These particles need to move a distance of at least v log log L w x Ž . c Ž . 3r4 over t g u, v to enter B M . By Lemma 3.2, with K s log log L , the probability that a given one of these particles does this by time v is at most 
as a sum of the indicators of F , it is easy to see that
Let denote the voter model started from x . We recall from Section 2
Ž . that, by duality, F is also the event that l B L / л. Using the same Ž .
for large enough t. We define l so that 3r2 2 4.32 t s l r log l .
so that the choice is unique. Since log t F 2 log l, it is easy to see that 
Ž . 4.36
We use the bound 4.37
To convert the bound into the form given in 4.36 , we note that log t rt is 
as L ª ϱ. The bound 4.1 follows by setting ␦ s r5 n 1r5. I
Proof of Theorem 3.
Ž .
PROOF OF THE UPPER BOUND. We compute the upper bound in 1.3 for 0 F r -1. As in Section 4, we employ the duality relationships in Section 2 1 Ž . for the process started in equilibrium. Let 0 --1 y r n , and T s 0, We proceed to estimate the terms on the right-hand side.
For y , note that by Lemma 3. Ž .
and we are done. I
