I. INTRODUCTION
Digital information processing using Multiple-Valued Logic (MVL) is carried out using more than discrete logic levels. Due to technological reasons and for easy interfacing with the predominantly existing binary digital systems, 4-valued logic has been the most widely used. Recent advances in Very Large Scale Integration (VLSI) technology made it possible to fabricate more efficient 4-valued circuits using binary CMOS (Complementary Metal Oxide Semiconductor) technology. These circuits have shown considerable reduction both in processing time and chip area compared to their binary counterparts [1] - [8] .
The MVL functional synthesis problem is however more complex when compared to its binary counterpart. This is because of the massive size of the MVL functional search space. Consider, for example, the case of two-variable functions. While there are only 16 expensive [9] . A number of iterative heuristics for near minimal synthesis of MVL functions have been introduced see, for example, [9] - [16] . Fuzzy-based synthesis of MVL functions has also been reported in the literature [17] .
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is a set of r -valued n variables. Table I shows a number of possible MVL logic operators. 4) Repeat steps 1 to 3 until no more minterms remain uncovered. The selection of appropriate minterms and the implicants covering them play an important role in obtaining less number of product terms to cover a given function. The DCAs reported in the literature differ in the way appropriate minterms are chosen. They also differ in the way appropriate implicants are identified. Different metrics to select minterms have been proposed in the literature. We have presented a comprehensive analysis of the DCAs in [14] . The outcome of this analysis has indicated that improvements to the DCA are still possible. We have introduced three iterative-based heuristics as improvements to the DCA. These are explained below.
III. WEIGHTED DIRECT COVER (WDC)
It is observed in [14] that all criteria used for selection of minterms and/or implicants have linear and monotonic function. All criteria, except for RBC and NRC, assume values greater than or equal to 0. We use the term weight pattern to specify the weight for each selection criterion for both minterm and implicant and that the weight should be in the set {0, 1, 2, 3}. A minterm weight pattern 112 means that w CF =1, w CFN =1, and w IW =2. Combining the weight patterns for minterms with the weight patterns for implicants, we will have 4096 different patterns (P-1, P-2, …). Representatives of different weight scenarios are examined (see Table II ). These weight patterns will be used for both minterm and implicant. In total, the number of different algorithms (because of different patterns) tested in this paper is (24) 2 = 576.
All of the 576 patterns will be tested using our benchmark. Since presenting all results from the 576 different algorithms is not practical, we only present the best 10 results (in terms of average PTs) for both 2-variable 4-valued and 2-variable 5-valued functions among the benchmarks used. Table III  and Table IV show these results, respectively. The results presented in these tables show that the best result is obtained using the following pattern: for minterm, CF = 0, CFN = 1 and IW = 2 and for implicant, RBC = 1, NRC = 0 and LRZ = 0. Using this pattern (written shortly as 012-100), the average number of product terms (PTs) required to cover a given 2-variable 4-valed function is 7.24914 while it is 12.1658 in the case of a 2-variable 5-valed function.
The performance of the WDC algorithm is assessed through the results obtained using a benchmark consisting of 50000 randomly generated 2-variable 4-valued functions and a benchmark consisting of 50000 randomly generated 2-varaiable 5-valued functions. This assessment is presented in Section VI. 
IV. ORDERED DIRECT COVER (ODC)
According to this approach selection criteria are ordered based on a given priority [15] . There are three criteria for minterm selection. These are Smallest CF, Smallest CFN, and Smallest IW. There are three criteria for implicant selection. These are Smallest RBC, Smallest NRC, and Largest LRZ. Assume that for minterm selection we set Criterion 1 as "Samllest CF", Criterion 2 as "Smallest CFN" and Criterion 3 as "Smallest IW" and for implicant selection we set Criterion 1 as "Samllest RBC", Criterion 2 as "Smallest NRC, and Criterion 3 as "Largest LRZ" (See Table  V) . In Table VI , we summarize the different scenarios for ordering (O-1, O-2, …) the above mentioned criteria. We assess the performance of the ODC through the results obtained using the same benchmark used in the case of the WDC. P1  CR1  ~  ~  P9  CR2  CR1  CR3  P2  CR1  CR2  ~  P10  CR2  CR3  CR1  P3  CR1  CR3  ~  P11  CR3  ~  ~  P4  CR1  CR2  CR3  P12  CR3  CR1  ~  P5  CR1  CR3  CR2  P13  CR3  CR2  ~  P6  CR2  ~  ~  P14  CR3  CR1  CR2  P7  CR2  CR1  ~  P15  CR3  CR2  CR1  P8  CR2  CR3  ~   Table VII and Table VIII show ten orderings that give the best results for 2-variable 4-valued and 2-variable 5-valued functions, respectively. The performance of the ODC algorithm is assessed through the results obtained using a benchmark consisting of 50000 randomly generated 2-variable 4-valued functions and a benchmark consisting of 50000 randomly generated 2-varaiable 5-valued functions. This assessment is presented in Section VI.
The Fuzzy Direct Cover (FDC) algorithm employs fuzzy rules to select the best minterm and the best implicant covering it [16] . A fuzzy logic rule expresses the way in which linguistic variables (objectives) are interrelated, the relationship between these objectives, and the overall function value [17] . The goal is to find a high quality solution, represented by a linguistic variable. See the next two illustrative examples. 1) IF a minterm has a good CF OR good CFN OR good IW, THEN it is a good minterm for selection. 2) IF an implicant has a good RBC OR a good LRZ OR a good NRC, THEN it is a good implicant for selection. Our proposed Fuzzy-based Direct Cover (FZDC) algorithm employs fuzzy rules (along with preferences) to select the best set of minterm and the most appropriate implicant covering each such that the whole function is covered. The goodness of a minterm (implicant) is examined using the abovementioned fuzzy rules and preferences. Looking at these rules, it is easy to deduce that we can use the "OR-"like operator to aggregate all decision criteria. Table IX shows the mathematical formulae we introduced for each membership function in the minterm selection. Table X shows the same for implicant selection. Efficiency of the proposed fuzzy selection process is influenced by the parameter used in fuzzy operators, i.e. the value of  in OWA operator. In addition to that, fuzzy preference rules will also impact the performance of the proposed algorithm. Since there are three criteria for each of the minterm and implicant selection, there will be additional 6 parameters to fine-tune in order to get the best performance of the algorithm. In order to obtain the best result using the proposed fuzzy-based selection criteria, the following set of experiments are conducted: Table XI shows the fuzzy preference used for the first experiment. Using the above mentioned fuzzy preferences, we tested the proposed fuzzy selection criteria against the 50000 randomly generated 2-variables 4-valued MVL functions. Five different fuzzy operators are used for this purpose. Table XII shows the results of the experiment. It should be noted that we list the results obtained in two cases: not considering minterm values in any order (No CMV) and taking minterm values in ascending orders; lower to higher values (With CMV). We set  = 0.5 while collecting the results reported in Table XII. 
VI. COMPARISON
In this section we provide a comparison among the iterative heuristics presented above. The results shown in Table XIII reveal that the three heuristic algorithms outperform other existing DC-based techniques, regardless of the number of minterms in the given MVL function. Among the three introduced algorithms, it is clear that in the worst case, the FDC produces results that are as good as those produced by the other two algorithms. However, in vast majority of the cases, the FDC produces results that are better than those produced by the other two algorithms in terms of the average number of product terms needed to synthesize a given function. The following Tables XIV to XVI provides tabular forms of the obtained percentage improvements achieved using the three iterative heuristics as compared to the results obtained using the conventional DC heuristics. From Table XIV, we can see that the maximum percentage of improvement achieved using the FDC heuristic over all DC-based techniques is 12.067% and this is achieved in 6589 functions out of the 50000 (about 13.2% of the benchmark functions). From Table XV, we can see that the maximum percentage of improvement achieved using the WDC heuristic over all DC-based techniques is 11.192%. This has been achieved in 6589 functions (about 13.2% of the 50000 benchmark functions). From Table XVI, we can see that the maximum percentage of improvement achieved using the ODC heuristic over all DC-based techniques is 11.828%. This has been achieved in 6589 functions (about 13.2% of the 50000 benchmark functions). A summary of the results obtained using the three heuristic algorithms is provided in Table XVII in the form of an overall comparison among the heuristic algorithms and the existing DC-based algorithms in terms of the average number of PTs used using the randomly generated 50000 2-variable 4-valued and the 50000 2-variable 5-valued benchmarks. for synthesis of MVL functions: the WDC, ODC, and FDC. We have also compared the results obtained using these algorithms through simulating the three algorithms using two benchmarks: 50000 2-variable 4-valued and 2-variable 5-valued functions. The results obtained showed that the three heuristics outperform the conventional DCs. Among the three heuristics the FDC achieved the best improvements.
