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Abstract—This paper investigates the problem of sparse sup-
port detection (SSD) via a detection-oriented algorithm named
Bayesian hypothesis test via belief propagation (BHT-BP) [7],[8].
Our main focus is to compare BHT-BP to an estimation-based
algorithm, called CS-BP [3], and show its superiority in the SSD
problem. For this investigation, we perform a phase transition
(PT) analysis over the plain of the noise level and signal mag-
nitude on the signal support. This PT analysis sharply specifies
the required signal magnitude for the detection under a certain
noise level. In addition, we provide an experimental validation to
assure the PT analysis. Our analytical and experimental results
show the fact that BHT-BP detects the signal support against
additive noise more robustly than CS-BP does.
Index Terms—Noisy sparse recovery, sparse support detection,
phase transition, belief propagation.
I. INTRODUCTION
Noisy sparse recovery is referred to the problem of recov-
ering a sparse signal x0 ∈ RN from noisy linear projection
y ∈ RM generated by an underdetermined system (M < N).
In such a problem, sparse support detection (SSD) is important
because once the support is known, the uncertainty to the
recovery is confined to the additive noise, which can be
optimally solved in terms of mean squared errors using the
simple least square approach [1]. Nevertheless, most recovery
algorithms to date for the problem have been developed under
the auspices of signal estimation rather than support detection.
They include algorithms developed under the criteria of the
l1-norm minimization and the MAP-estimation such as least
absolute shrinkage and selection operator (LASSO) [2] and
Baysian compressive sensing via belief propagation (CS-BP)
[3], respectively.
Thus, we make note of the fact that these estimation-based
algorithms may not be good choices when it comes to the SSD
problem under noisy setup. Indeed, recently several studies
have indicated that the existing estimation-based algorithms
lead to a potentially large gap with respect to the theoretical
limit for the noisy support recovery [4]-[6]. Wainwright and
Akcakaya et al. have shown that LASSO, a sparse signal
estimator, has a significant performance gap from the Fano’s
detector which is information-theoretically optimal, in the
linear sparsity regime [4],[5]. Furthermore, Fletcher et al.
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noted the suboptimality of LASSO and OMP compared to
the maximum likelihood detector and they remarked that the
gap grows as SNR increases [6].
In this paper, we consider a recently proposed detection-
oriented algorithm named Bayesian hypothesis test via be-
lief propagation (BHT-BP) [7],[8]. This algorithm detects
the signal support through a sequence of binary hypothesis
tests, where each hypothesis test is designed from the MAP-
detection criterion using Bayesian philosophy. In our previous
studies [7],[8], we have shown in extensive simulation that
BHT-BP works better than the estimation-based algorithms,
such as CS-BP and LASSO, for the SSD problem, particularly
when situations are noisy. In addition, we noted that BHT-
BP is noteworthy as a low-computational algorithm having
O(N logN) order of complexity, enabled by belief propaga-
tion (BP) working on sparse measurement matrices. In those
studies, however, the superiority of BHT-BP to the estimation-
based algorithms was verified only in simulation.
The main focus of this paper is to introduce a phase
transition (PT) analysis which can be used to describe how
the support detection of the BHT-BP algorithm behaves as the
additive noise level is varied. Namely, it provides an exact
border line between success and failure of the algorithm on
the plane of the noise level and the signal magnitude. The
term “phase transition” was first used by Donoho and Tanner
[9],[10] in the sparse recovery literature, where the relation
between the undersampling ratio and the signal sparsity was
the focus which is different from the work studied here.
The importance of the signal magnitude, the smallest mag-
nitude on the support to be more precise, in noisy sparse
recovery problems has been emphasized in [4],[6] where
they have shown that the required number of compressive
measurements for support detection is inversely proportional
to the power of the smallest magnitude on the support. Their
study, however, did not answer the following question: for
successful support detections, how large should the signal
magnitude be at a fixed noise level? With the PT analysis in
this paper, such a statement can be made sharp. In addition,
in order to verify the superiority of the detection-oriented
algorithm BHT-BP to the estimation-based one CS-BP, we
compare the PT region of BHT-BP to that of CS-BP. The
comparisons are made both in analysis and simulations which
confirm that the PT region of BHT-BP is larger than that of
CS-BP.
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Fig. 1. Channel model for sparse support detection
II. PROBLEM FORMULATION
A. Signal Model
We consider a sparse signal x0 ∈ RN which is a realization
of a random vector X. Here we assume that the elements
of X are i.i.d. and that the supportive state of each Xi is
determined by a Bernoulli random variable Si with a mixing
rate q := Pr{Si = 1}, i.e.,
Si =
{
1, if Xi 6= 0
0, else ∀ i ∈ {1, ..., N}. (1)
Hence, the state vector S ∈ {0, 1}N fully contains the support
information on the signal X. For nonzero values, we consider
equiprobable signed values i.e., Xi|Si=1 ∼ 12δ+x+ 12δ−x where
δτ denotes the delta function peaked at τ .
Then, the support detector observes a noisy measurement
vector, i.e.,
y = Φx0 + w ∈ RM , (2)
where we use sparse measurement matrices Φ ∈ {0, 1}M×N
whose matrix sparsity is regulated by its fixed column weight,
i.e., |{j : φji 6= 0}| = L, and a zero-mean Gaussian vector
w ∈ RM drawn from N (0, σ2W I) to represent additive white
noise.
In the SSD problem, we assume a spike-and-slab prior such
that for each signal element Xi, it is given by
fXi(x) := qfXi(x|Si = 1) + (1− q)fXi(x|Si = 0)
= qN (x; 0, σ2X) + (1− q)δ0, (3)
where we use f(·) to denote a probability density function
(PDF). The variance σ2X is calibrated according the magnitude
of the target signal x0. Namely, if the signal has large values
on its support, the variance σ2X should be sufficiently large for
the support detection.
B. Channel Model
Signal support detection can be performed in an element-
wise manner on the basis of decoupling principle [11],[12].
According to this principle, the vector measurement channel
can be decoupled to a sequence of scalar Gaussian channels
in the large system limit (N →∞). In this case, the input of
each elementwise support detection is a scalar estimate of Xi
denoted by Zi, as shown in Fig.1.
The decoupling for the elementwise detection can be
achieved using an iterative BP algorithm. Indeed, Guo and
Wang have shown that the BP algorithm finds the marginal
posteriors of the signal exactly if the matrix Φ is assumed
to be a sparse matrix with the no-short-cycle property [13].
Such a setting is called large-sparse-system (LSS) setup. Fig.1
shows the overall channel model considered in this paper in
which we assume that the signal length N is sufficiently large
to justify the LSS setup.
C. Problem Statement
In this study, we aim to analytically compare the noisy
behavior of the two types of algorithms: BHT-BP and CS-
BP. The CS-BP algorithm is an estimation-based algorithm
which obtains the signal estimate directly from the posterior
density of Z ∈ RN using the MAP or the MMSE estimator
[3]. Therefore, in CS-BP, the support information is provided
as a by-product of the signal estimate. Namely, if a scalar
estimate given by Zi is nonzero, then the algorithm simply
decides the element belongs to the signal support. Accordingly,
the detection function for a supportive state Si in CS-BP is
described by
hCS-BP,i := log
fXi(x = x̂MAP,i|Zi,Φ)
fXi(x = 0|Zi,Φ)
H1
≷
H0
0, (4)
where H0 := {Si = 0} and H1 := {Si = 1} denote two
possible hypotheses, and we assume CS-BP uses the MAP-
estimator such that an estimate of Xi is given as x̂MAP,i :=
argmax
x 6=0
fXi(x|Zj ,Φ). The detection in (4) can be achieved
with the marginal posterior fXi(x|Y,Φ) since
fXi(x|Zj ,Φ) =
∫
Y
fXi(x|Zj ,Y,Φ)︸ ︷︷ ︸
=fXi (x|Y,Φ)
fY(y|Zi,Φ)dy, (5)
and fY(y|Zi,Φ) ≥ 0 for all y where fXi(x|Y, Zi,Φ) =
fXi(x|Y,Φ) is true because Zi is a function of Y. Therefore,
(4) can be rewritten as
hCS-BP,i = log
fXi(x = x̂MAP,i|Y,Φ)
fXi(x = 0|Y,Φ)
H1
≷
H0
0. (6)
In contrast, for a detection-oriented algorithm BHT-BP, finding
the sparse support set is an end in itself. Therefore, the
detection function of BHT-BP is designed from the MAP-
detection of the supportive state Si, given by
hMAP,i := log
Pr{Si = 1|Zi,Φ}
Pr{Si = 0|Zi,Φ}
H1
≷
H0
0. (7)
3In (7), the posterior probability of a supportive state Si can
be decomposed as
Pr{Si|Zi,Φ}
=
∫
Xi,Y
Pr{Si|Xi,Y, Zi,Φ}︸ ︷︷ ︸
=Pr{Si|Xi,Φ}
fXi(x|Zj ,Y,Φ)︸ ︷︷ ︸
=fXi (x|Y,Φ)
×
× fY(y|Zi,Φ)dxdy
=
∫
Y
∫
Xi
fXi(x|Si) Pr{Si}fXi(x|Y,Φ)
fXi(x)
dx
 fY(y|Zi,Φ)dy,
(8)
where Pr{Si|Xi,Y, Zi,Φ} = Pr{Si|Xi,Φ} holds true be-
cause Zi and Y are conditionally independent of Si given
Xi. In addition, we know from (5) that fXi(x|Y, Zi,Φ) =
fXi(x|Y,Φ). Therefore, the MAP-detection can be achieved
by considering only the integral within brackets since
fY(y|Zi,Φ) ≥ 0 for all y. Using these facts, the detection
function of BHT-BP is defined as
hBHT-BP,i := log
q
1− q + log
∫ fXi (x|S=1)
fXi (x)
fXi(x|Y,Φ)dx∫ fXi (x|S=0)
fXi (x)
fXi(x|Y,Φ)dx
H1
≷
H0
0.
(9)
These detection functions in (6) and (9) will be used later on
for development of the PT analysis in Section III-B.
As the first step of this analysis, we provide an analytical
expression of the marginal posterior fXi(x|Y,Φ) obtained via
BP, under the LSS setup. This posterior expression is used to
represent the detection function of CS-BP (6) and BHT-BP
(9) as a function of σW and x0,i. Then, using this result,
we analyze the failure event for each detection function and
compare the condition for these two events over the plane of
the noise level σW and signal magnitude x0,i. Our analytical
and experimental results show that BHT-BP detects the signal
support more robustly than CS-BP, for the given noise level
σW and signal magnitude |x0,i|.
III. MAIN RESULT
A. Derivation of Marginal Signal Posterior
Let V (l)Xi→Yj and U
(l)
Yj→Xi represent the BP-messages passed
from Xi to Yj and from Yj to Xi, respectively, for all pairs
of (i, j) : φji 6= 0 at the l-th iteration. Our derivation starts
from the message U (l)Yj→Xi , expressed as
U
(l)
Yj→Xi = Yj −
∑
k:φjk 6=0,k 6=i
E{Xk|V (l−1)Xk→Yj ,Φ}+Nj . (10)
By the central limit theorem (CLT), as a sum of i.i.d. random
variables, the message UYj→Xi is asymptotically Gaussian
under the LSS setup [13]. Then, we have
U
(l)
Yj→Xi
by CLT∼ N
(
yj −
∑
k
E{Xk|V (l−1)Xk→Yj ,Φ}, σ2W + σ2CEI
)
,
(11)
where σ2CEI denotes the variance of the cross-element-
interference (CEI). In addition, we use the fact that the mean
of the Gaussian PDF in (11) converges to the true value, i.e.,
yj −
∑
k
E{Xk|V (l−1)Xk→Yj ,Φ} → x0,i, and the interference term
will be eliminated, i.e., σ2CEI → 0, as the iteration becomes
deeper l → ∞ under the large system limit (N → ∞) [13].
For the convergence of BP, we assume that the mixing rate q is
very small (0 < q  1) such that the signal is sparse enough.
Accordingly, the PDF of messages from the measurement side
toward Xi converges to a Gaussian PDF with the mean x0,i
and the variance σ2W , i.e.,
fUYj→Xi (u|Xi,Y,Φ)→ N (u;x0,i, σ2W ). (12)
As we discussed in Section II-B, the no-short-cycle property
of the matrix Φ ensures that elements of {UYj→Xi}(i,j):φji 6=0
are i.i.d. Then, using this property and the Bayesian rule, the
marginal posterior of each Xi is obtained as
fXi(x|Y,Φ)
by BP≡ fXi(x|Y,Φ,U) (13)
= η
fXi(x)× ∏
j:φji 6=0
fUYj→Xi (u|Xi,Y,Φ)
 ,
where η[·] is the normalization function ensuring∫
fXi(x|Y,Φ)dx = 1. In addition, note that
|{j : φji 6= 0}| = L from our signal model; hence, the product
in (13) is made up of L densities for UYj→Xi ∀j : φji 6= 0.
By applying the prior knowledge given in (3) and the result
of (12) to (13), we have
fXi(x|Y,Φ)
= η
[
qc2N (x; Lx0,iσ
2
X
Lσ2X + σ
2
W
,
σ2Xσ
2
W
Lσ2X + σ
2
W
) + (1− q)c1δ0
]
,
(14)
where we use the fact that the product of Gaussian PDFs
results in a scaled Gaussian PDF, i.e.,
N (x;µ1, σ21)×N (x;µ2, σ22) ∝ N (x; b, B),
with B = σ
2
1σ
2
2
σ21+σ
2
2
, b =
µ1σ
2
2+µ2σ
2
1
σ21+σ
2
2
. Hence, the constants c1, c2
in (14) are defined by
c1 := exp
[
−Lx
2
0,i
2σ2W
]
/
√
2piσ2W /L,
and
c2 := exp
[
x20,i
2(σ2X+σ
2
W /L)
]
/
√
2pi(σ2X + σ
2
W /L).
The expression in (14) reveals that the marginal posterior
consists of a slab-PDF N (x; Lx0,iσ2X
Lσ2X+σ
2
W
,
σ2Xσ
2
N
Lσ2X+σ
2
W
) and a zero-
spike δ0. For convenience, we define the mixing rate ρi, the
mean µi, and the variance θ2i of the marginal posterior as
ρi :=
qc2
qc2+(1−q)c1 , µi :=
Lx0,iσ
2
X
Lσ2X+σ
2
W
, and θ2i :=
σ2Xσ
2
N
Lσ2X+σ
2
W
,
respectively. Then, using these parameters ρi, µi, θ2i , we can
rewrite the marginal posterior in (14) as a spike-and-slab PDF,
i.e.,
fXi(x|Y,Φ) = ρiN (x;µi, θ2i ) + (1− ρi)δ0. (15)
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Fig. 2. Marginal posterior corresponding to noise level σW when q = 0.05, σX = 5, x0,i = 2.5, and L = 4 given Si = 1. The figure shows that the
probability mass in the posterior spreads over the x-axis and approaches the prior PDF, as σW increases.
B. Phase Transition Analysis of Sparse Support Detection
We start the phase transition (PT) analysis from studying the
behavior of the marginal posterior fXi(x|Y,Φ) corresponding
to the noise level σW . We first examine the two extreme
cases: σW → 0 and σW → ∞. In the noiseless setup,
i.e., σW → 0, the parameters of fXi(x|Y,Φ) converges to
lim
σW→0
ρi = 1, lim
σW→0
µi = x0,i, lim
σW→0
θi = 0. Therefore, the
marginal posterior converges to a delta function peaked at x0,i,
i.e.,
lim
σW→0
fXi(x|Y,Φ) = δx0,i . (16)
As σW increases, the probability mass in the posterior spreads
over the x-axis, as shown in Fig.2. In the extreme case, i.e.,
σW → ∞, then the parameters converges to lim
σN→∞
ρi =
q, lim
σW→∞
µi = 0, lim
σW→∞
θi = σX ; hence, the marginal
posterior converges to the prior PDF, i.e.,
lim
σW→∞
fXi(x|Y,Φ) = fXi(x). (17)
Note that the results of (16) and (17) are independent of the
other parameters σX , x0,i, q. These facts indicate that, when
the measurements Y are clean, the detection of the supportive
state of x0,i can be achieved by either approach given in (9) or
(6) without uncertainty, whereas in the extremely noisy case,
the measurements Y are not at all useful for recovery of x0,i,
and the both approaches do not work for the support detection.
We now consider the failure event of the support detection.
Let Fi denote the failure event of an index i ∈ {1, ..., N}, i.e.,
Fi := {DecideH1, Si = 0} ∪ {DecideH0, Si = 1}, (18)
which is the union of two possible failure cases in ele-
mentwise support detection. Let us consider the first case
{DecideH1, Si = 0} in (18). For any zero element, i.e.,
Si = 0, it can be shown that the additive noise does not affect
the success of the elementwise support detection. Namely, the
state detection of Si = 0 is always right regardless of the noise
level. i) When the situation is noiseless, we know from (16)
that the marginal posterior becomes the delta function peaked
at the true value xi,0 = 0. Therefore, it is obvious that
argmax
x
lim
σN→0
fXi(x|Y,Φ, Si = 0) = argmax
x
δ0
= 0, (19)
where the second line holds owing to the nature of the delta
function δ0. ii) The challenging case is when the noise level
σW is large. But, from (17), we have already seen that
the marginal posterior converges to the prior density as σW
increases. Hence, clearly we have
argmax
x
lim
σN→∞
fXi(x|Y,Φ, Si = 0) = argmax
x
fXi(x)
= 0, (20)
where the second line holds by definition of the prior density
given in (3). From i) and ii), the peak of fXi(x|Y,Φ, Si = 0)
remains at x = 0 regardless of the noise level, meaning that the
state of any zero element having Si = 0, is detected perfectly
with no failure, i.e., {DecideH1, Si = 0} = ∅. Therefore, the
failure event Fi is confined to the case Si = 1, i.e.,
Fi = {DecideH0, Si = 1}. (21)
This result in (21) reveals an important fact which the
additive noise only disturbs the detection of signal elements
on the support set. Such a result was also discussed in [1],[14],
in terms of the l1-norm recovery and OMP. Returning to (21),
it is worthwhile to note that, the result is valid for both BHT-
BP and CS-BP because both are derived from the use of the
marginal posteriors.
In order to draw the PT boundary of BHT-BP and CS-BP,
we need to find the condition which causes the failure event
Fi (21) of each detector, with respect to the noise level σW
and the signal magnitude |xi,0| on the signal support. For each
element on the support, the failure event is equivalent to the
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Fig. 3. PT diagram for elementwise support detection for various parameter sets of (σX , q) where the matrix Φ with L = 4 is considered. The dashed
curve and solid curve indicate BHT-BP and CS-BP, respectively. In these figures, the region above the curves corresponds to the SSD-failure and the region
below corresponds to the SSD-success.
case when the detection function is nonpositive, i.e.,
hCS-BP,i(σW , x0,i) ≤ 0, (22)
for CS-BP from (6), and
hBHT-BP,i(σW , x0,i) ≤ 0, (23)
for BHT-BP from (9), respectively. Note that hBHT-BP,i and
hCS-BP,i are functions of the noise level σW and square of the
signal element x20,i. Therefore, we can ignore the sign of xi,0
and handle the signal magnitude |x0,i| in this analysis. The
equality condition of (23), and that of (22) divide the plane of
σW and |x0,i| into two distinct regions: an ‘SSD-failure’ and
an ‘SSD-success’, as depicted in Fig.3. In the figure, the region
above the boundary corresponds to h(σW , x0,i) ≤ 0, which
describes the failure, whereas the region below corresponds
to h(σW , x0,i) > 0, which describes the success. Such a
figure is what we mean by the term PT analysis. Hence, the
boundary derived from the equality condition determines the
region of success and failure over the plain of σW and |x0,i|.
The broadness of the success region indicates the recovery
ability of the corresponding detector. Namely, the wider the
success region is, the more capable a detector is.
The BHT-BP boundary provides a wider success region than
the CS-BP boundary does. Examples are shown in Fig.3-(a)
for the parameter set σX = 10, q = 0.02, Fig.3-(b) for σX =
5, q = 0.02, Fig.3-(c) for σX = 10, q = 0.05, and Fig.3-(d)
for σX = 5, q = 0.05 where we consider the matrix Φ with
L = 4. From these examples, it is evident that BHT-BP is
superior to CS-BP. In these figures, we also note that BHT-BP
generally performs better when the signal magnitude |x0,i| is
larger.
The result shown in Fig.3 can be interpreted as follows.
In the case of CS-BP, additive noise produces the event
Fi when the zero-spike becomes the peak of the marginal
posterior by exceeding the peak of the slab-PDF, as described
in (6). For example, CS-BP misdetects the supportive state
with the posteriors of σW ≥ 2 given in Fig.2. In the BHT-
BP case, however, the detector determines the supportive state
by considering the noise spreading effect of the posterior,
which corresponds to the inner products of the marginal
posterior and the function consisting of the prior knowledge,
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Fig. 4. Experimental probability of support detection failure for BHT-BP and CS-BP when N = 1024, q = 0.02, and L = 4.
i.e.,
∫ fXi (x|S)
fXi (x)
fXi(x|Y,Φ)dx, as described in (9). Hence,
the detection of BHT-BP is performed by incorporating the
posterior function fXi(x|Y,Φ) over the entire x-axis, in
contrast to that of CS-BP which only considers the function at
a given point. Therefore, BHT-BP detects the signal support
against additive noise more robustly than CS-BP does.
IV. EXPERIMENTAL RESULTS
We support our analytical results with an experimental
validation. We measured the probability of the SSD-failure,
defined as
Pr{Fi|Si = 1}, (24)
for both BHT-BP and CS-BP over the plain of the noise level
σW and signal magnitude |x0,i|. For the evaluation of each
experimental point, we used the Monte Carlo method with
100 trials where each trial is generated under the parameters
of N = 1024, L = 4 and the undersampling ratio N/M = 0.5.
To obtain the marginal posteriors of the signal, we used the
iterative BP algorithm introduced in [3],[7],[8].
The experimental failure probability of BHT-BP and CS-
BP is shown in Fig.4 and Fig.5 for various parameter sets
of (σX , q), with the corresponding analytical boundary given
in Fig.3. In these figures, the brightness of each experimental
point represents the value of the failure probability. For exam-
ple, when the color is bright, the failure probability is close to
one. These experimental results show that the figures of CS-
BP include a wider white region than that of BHT-BP. We also
note in these figures that the transition indeed occurs near the
analytical boundary. Thus, we can say that these experimental
results are in good agreement with the analytical results given
in Section III-B.
V. CONCLUSION
The main aim of this investigation is to answer if a detec-
tion oriented algorithm BHT-BP [7],[8] provides any better
results than an estimation based algorithm CS-BP [3] for
the recovery of sparse support in a noisy underdetermined
system of equations. A focus is to come up with a measure
with which superiority of one to the other can be made
precisely. To this end, we first obtained an expression of the
marginal posterior as a function of the noise level and signal
magnitude. Using the posterior expression, we have shown that
the support detection errors occur only for signal elements on
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Fig. 5. Experimental probability of support detection failure for BHT-BP and CS-BP when N = 1024, q = 0.05, and L = 4.
the support. We used such a fact to find the PT boundary which
divides the plane of the noise level and signal magnitude into
two distinct regions: an “SSD-failure” and an “SSD-succes.”
Specifically, the diagram provides information on the required
signal magnitude for the recovery under a certain noise level or
the allowable noise level for the recovery given a fixed signal
magnitude. The PT analysis shows in a clear transition diagram
how much BHT-BP is better than CS-BP, in recovering the
sparse support.
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