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Kondo insulators are primary candidates in the search for strongly correlated topological quantum
phases, which may host topological order, fractionalization, and non-Abelian statistics. Within some
Kondo insulators, the hybridization gap is predicted to protect a nontrivial topological invariant and
to harbor emergent heavy Dirac fermion surface modes. We use high-energy-resolution spectroscopic
imaging in real and momentum space on the Kondo insulator, SmB6. On cooling through T
∗
∆ ≈
35 K we observe the opening of an insulating gap that expands to ∆ ≈ 10 meV at 2 K. Within
the gap, we image the formation of linearly dispersing surface states with effective masses reaching
m∗ = (410 ± 20)me. We thus demonstrate existence of a strongly correlated topological Kondo
insulator phase hosting the heaviest known Dirac fermions.
1 Correlated topological matter is a frontier in the
search for exotic quantum phases. Heavy fermion sys-
tems were recently predicted to host a novel topologi-
cal Kondo insulators (TKI) phase (2). Kondo insulators
(KI) (3) are formed when strong interactions within a
periodic array of localized moments, usually f -electrons,
lead to reorganization of the low temperature electronic
structure. The process opens an insulating gap ∆, driven
by hybridization between renormalized, low-lying local-
ized states and itinerant conduction electrons (Figs. 1A-
B). The KI SmB6, in which localized f and itinerant
d states are contributed by Sm atoms (Fig. 1A inset),
exhibits such a characteristic metal-insulator crossover
at TMI ≈ 30-50 K (4, 5). Mysteriously, the resis-
tance plateaus below 5 K (4, 5), signaling the onset of a
new conduction channel whose origin has been intensely
debated for decades (3). One resolution to the long-
standing problem posits that the SmB6 ground state is a
TKI (2, 6–8), whose low temperature conductivity orig-
inates from topologically emergent Dirac surface states
within the narrow energy window of the KI gap. Large
f -electron contributions to these states are predicted to
yield the heaviest Dirac states of any known material.
2 Although recently discovered topological insulators
have reasserted the importance of topology in con-
densed matter systems, the topological invariant of their
bulk band structure is fully understood within a non-
interacting fermion description, and their surface states
are trivial metals with ordinary fermionic excitations (9).
In contrast, the many-body ground states of interact-
ing or strongly correlated systems are expected to gen-
erate long-range entanglement and ground state degen-
eracy, leading to topological order (10). Furthermore,
predictions for surface states of strongly correlated topo-
logical materials include interacting Dirac liquids with
spontaneously generated anomalous quantum Hall states
(11), topological order (12–14), fractionalization (14),
and non-Abelian exchange statistics (12, 13). The prodi-
gious density of the Dirac states expected near the Fermi
level magnifies their susceptibility to some of these antic-
ipated novel orders, and their potential utility.
3 Electronic structure calculations (6–8) predict SmB6
to be a TKI. Figs. 1A,B show the expected bulk band
structure of the associated Kondo lattice model with
two crystal-field-split f states and a band of d elec-
trons. Quantum mechanical mixing between opposite
parity f and d states vanishes at the high symmetry
points k∗ = Γ, X,M,R where parity is a good quantum
number, thus forcing nodes in the hybridization matrix
element, 〈f |V (k∗) |d〉 = 0 (Fig. 1C). Consequently, the
parity δ(k) of the fully hybridized filled states is inverted
at three symmetry-equivalent X-points in the 3D cubic
Brillouin zone. The resulting topological invariant (2, 6),
captured by the index ν = δΓδR(δXδM )
3 = −1, where
δΓ,X,M,R = ±1 is the parity of filled bands at high sym-
metry points (red circles Fig. 1D), predicts a non-trivial
topological phase. On the SmB6 Kondo lattice, topo-
logically emergent surface states are predicted to i) lie
predominantly within the energy interval of the bulk gap
generated by correlations, ii) have a Dirac spectrum, iii)
be centered at the Γ¯ and two X¯-points of the 2D surface
Brillouin zone, and iv) have distinct band velocities. The
last prediction follows intuitively from observing that 3D
constant-energy manifolds at the X-points with differ-
ent relative orientations create inequivalent 2D projec-
tions (Fig. 1D). Consequently, surface states connecting
2D projected bulk hybridized bands are expected to have
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Fig. 1. Anticipated topological Kondo insulator elec-
tronic structure of SmB6. (A) The Kondo insulator (KI)
electronic structure consists of an itinerant d-character band
(blue), centered around the X point, which hybridizes with
localized f -character (red) states. Both f and d states are
contributed by the Sm atoms, which form a cubic unit cell
(inset). (B) Narrow energy window of the same electronic
structure in (A). As the temperature is lowered one d-band,
d, and two closely spaced crystal-field-split f -states, f1 , f2 ,
hybridize to form three separate bands, E+, E−1 , E
−
2 , with
a gap of several meV. (C) The topological invariant for the
KI electronic structure is calculated from a product of par-
ity eigenvalues, which are opposite for d and f states. Top:
Nodes in the hybridization parameter, |V (k)|2, at the X and
Γ points lead to pure f or d character of the hybridized bands
at those locations. Middle: The filled bands, E−1 , E
−
2 have
full f character at Γ and evolve to either d or f at X. Bot-
tom: Thus, total parity, δ, is reversed only at the X points
(marked red circle). (D) The cubic topological Kondo insula-
tor (TKI) electronic structure has parity inversion at three X
points (red balls) in the 3D Brillouin zone giving a Z2 topo-
logical index ν = δΓδR(δXδM )
3 = −1 that encodes the strong
topological state. When projected onto the 2D Brillouin zone,
the inversion manifests at the Γ¯ and two X¯ points (red circles)
and consequently sets the locations of the predicted 2D Dirac
states. These Dirac surface states acquire different velocities
because the three symmetry-equivalent constant energy con-
tours have inequivalent projects onto the 2D surface Brillouin
zone (green ellipses and blue circle).
distinct velocities at the Γ¯ and X¯-points (Fig. 1D).
4 Experimentally, temperature-dependent point-
contact spectroscopy (15) has shown the SmB6 bulk
electronic structure to be consistent with a KI, while
surface conduction channels have been demonstrated
by geometry-dependent transport measurements at low
temperatures (5, 16). Magnetothermoelectric studies
(17) imply that the (110) surface of SmB6 may harbor
heavy metallic surface states, though the topological
nature of such states is not clear. On the other hand,
torque magnetometry experiments on the (110) surface
measured surface states whose velocities are more than
two orders of magnitude larger (18) than expected
for SmB6 surface states (8). In contrast, a separate
quantum oscillation measurement attributed these
states to the bulk (19). Direct energy and momentum
resolved electronic structure mapping by angle resolved
photoemission spectroscopy (ARPES) (20–22) appeared
to show linearly dispersing surface bands with velocities
at least an order of magnitude larger than those expected
for the Dirac fermions of SmB6 and with an inferred
Dirac point buried far below the bulk gap (8) (table
II in (1)). Because much of the active physics in the
ground state resides within a small energy window
set by the KI gap, ∆ ≈ 8-10 meV, as revealed by
transport experiments (16, 23), ARPES mapping of
the electronic structure is limited in detecting narrow
bandwidth states of a incipient TKI (24). Furthermore,
ARPES measurements typically average over different
(polar) surface terminations with relative intensity
and chemical potential shifts in their surface states,
rendering interpretations difficult (25). Collectively,
these suggestive but controversial experiments have
renewed the urgency to discover topological states
arising from strong electronic interactions. Ultimately,
observation of strongly correlated topological states in
SmB6 requires measurements on a uniform and ordered
surface termination, access to filled and empty states
at low temperatures, and meV energy resolution in
momentum space to disentangle the shallow dispersions
of a bulk KI band structure (see Fig. 1B) and surface
heavy Dirac fermions (see Fig. 1D).
5 To search for a strongly correlated topological phase
in SmB6 and the topologically emergent heavy Dirac
fermions, we used spectroscopic scanning tunneling mi-
croscopy (STM) to image the temperature-dependent
electronic structure in both r and k-space. We stud-
ied the (001) surface of SmB6, prepared by cleaving
single crystals in cryogenic ultra-high vacuum and di-
rectly inserting into the STM at 4 K. We focus on re-
gions where exactly half of the Sm atoms remain on the
cleaved surface, resulting in an ordered (2 × 1) recon-
struction (Fig. 2A) (26, 27) that is non-polar and thus
eliminates the possibility of polarity-driven surface states
(28). We measured energy-resolved differential conduc-
tance dI/dV (r, E = eV ) ≡ g(r, E), where I is the tun-
neling current and V is the bias applied between the
sample and STM tip. We used 1.5 meV energy reso-
lution in six separate fields of view, each ∼ 30 nm in size.
In each case, the periodic modulations in g(r, E) around
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Fig. 2. Raw quasiparticle interference (QPI) from three different sample areas. (A) A (2×1) surface reconstruction
on the half-Sm termination of SmB6 doubles the unit cell in the y direction, creating the rows of atoms shown in the topographic
image (sample bias Vs = −50 meV, current set point Is = 100 pA). (B) Fourier transform (FT) magnitude of spatially resolved
differential conductance maps, |g˜(q, E)| for E = −2 meV, acquired in a typical field of view as shown in (A). Scattering of
momentum eigenstates from defects generates quasiparticle interference (QPI) manifesting as peaks in q-space whose trajectory
is determined by k-space electronic structure. The largest signal appears along the qy direction. The image has been two-fold
symmetrized to increase signal-to-noise. (C-E) θ-averaged linecuts along qy of |g˜(q, E)| on three different sample areas give
consistent results. In each case, dispersing QPI signals are marked by dashed guides: blue and green lines track surface states,
while the red guides track KI states (section III of (1)). The surface states are quantified by fitting each row to a sum of
Gaussians that reflect contributions from the Bragg peak, low-q disorder and dispersing QPI (circles). A box-windowed FT
(zoomed inset in (C)) enhances the low-q signal (blue) compared to the Hanning-windowed FT that reduces spread of the
high-q states in the main panel. The q-axis error bars are estimates based on the covariance matrix of the Gaussian fits,
whereas the E-axis error bars show the energy resolution of the STM.
the defect sites are identified as quasiparticle interference
(QPI) patterns, generated by elastic scattering of k-space
eigenstates. The energy-resolved interference modulation
wavevector, q(E) = kf (E) − ki(E) encodes the crystal
momentum transfer between initial (ki) and final (ki)
states (29–31). The modulations manifest as peaks in
the Fourier transform (Fig. 2B) whose energy-dependent
trajectory (representative raw data in Figs. 2C-E) can be
used to infer k-space electronic structure (see section III
of (1) for additional raw data and analysis).
6 Dispersing QPI trajectories corresponding to distinct
components of the SmB6 electronic structure are observ-
able in the Fourier transform of g(r, E), with highest
signal-to-noise along qy (Figs. 2C-E) primarily due to
the anisotropy of the scattering form factor (32). Two
sets of dispersions, one very shallow (green guides) and
one steep (blue guides), are observed at energies within
the Kondo insulator gap, ∆. The remaining set of disper-
sions, observed at higher |E| (dashed red guides), can be
mapped to the known low-energy Kondo insulator states
of SmB6 (see section III of (1)). The dispersions are
reproducible in six different raw datasets, on three dis-
tinct samples, from two different growers, with distinct
STM acquisition parameters, three of which are shown
in Figs. 2C-E. We quantify these in-gap states by fit-
ting each energy of |g˜(qy, E)| with a Gaussian or sum
of Gaussians to distinguish the contributions from dis-
persing QPI, static low-q disorder and Bragg peaks (de-
tails in section III of (1)). The extracted dispersions
of scattering vectors in the QPI, overlaid on Figs. 2C
and E, show two sets of linear traces that would be ex-
pected from scattering within distinct Dirac cones (sec-
tion III and Figs. S7-8 in (1)). The average nodal point
energies ED = −5 ± 1 meV, lie within the KI gap,
and their distinguishing velocities in momentum space,
vX¯ ≈ 1150±40 m/s and vΓ¯ ≈ 14000±1000 m/s, identify
them as Dirac states positioned at the two symmetry-
equivalent X¯-points and the Γ¯-point, respectively (Fig.
1D). The largest effective Dirac mass is at the X¯ point
with m∗ = ~kF /vDX¯ = (410± 20)me. We note that kF ,
the size of our Fermi pockets along qy, is in excellent
agreement with ARPES measurements (20, 21). How-
ever, the apparent discrepancies between our measured
velocities and Dirac points, and those of ARPES, can be
explained by the fact that we access a single, non-polar
surface, whereas ARPES experiments typically average
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Fig. 3. Concomitant evolution of topological Dirac states and KI gap. (A) Quantum mechanical interference of
electrons tunneling from the tip to either d or f states in the SmB6 Kondo lattice renders g(E) data (open circles) inequivalent
to the density of states. The data must be fit to a co-tunneling model representing bulk contributions (equation (1), black
line) from which the KI density of states can be extracted. The fit at 15 K captures nearly all features of the spectrum: the
inset shows KI state contributions, D(E) (blue), when the interference terms (orange) are removed. At 2 K, the fit deviates for
energies within the KI gap (grey region) signaling that the bulk KI structure in the co-tunneling fit no longer fully captures the
data. (B) The temperature evolution of KI states in SmB6 from fitting g(E, T ) to a co-tunneling model (see blue curve in (A)).
The KI gap ∆ is observable below T ∗∆ ≈ 35 K and reaches ≈ 10 meV at low temperatures. (C) Subtraction of co-tunneling
model from g(E) for a sequence of temperatures. The intensifying V-shaped residuals are characteristic of a linear band with
a nodal energy at −5 meV, in agreement with our independent raw QPI measurements showing Dirac states (see Figs. 2C-E).
(D) As temperature increases, the integrated spectral weight under the residuals in (C), wSS blue dots, decays faster than
expected from thermal broadening (thick blue line, see section VI of (1)). (E) The integrated spectral weight within ∆, w∆
black dots, shows a sharpening of the KI gap at lower temperatures. The formation of the Dirac states observed in (D) mirrors
the sharpening of the KI gap at low temperatures, demonstrating the direct relationship between the evolving host insulator
and its topologically emergent states (see inset).
over a mixture of terminations. The Dirac cones we im-
age are in excellent agreement with expectations for a
TKI phase with f -dominated heavy Dirac fermions (6–
8).
7 Intra-cone backscattering is the simplest identifiable
process responsible for the observed Dirac-state QPI. We
adduce that the scattering vector q(EF ) = 2k(EF ) is
in good agreement with the size of surface state Fermi
pockets in electronic structure calculations (8). Although
backscattering of topological surface states is generally
suppressed in topological insulators, it has been observed
to generate a QPI signal when the scattering involves a
spin-flip in the plane, attributed to a magnetic scatter-
ing potential (33). To assess the magnetic character of
defects in the Sm layer around which we detect QPI, we
measured magnetic susceptibility and found that a small
inclusion of nominally non-magnetic Sm-vacancies led to
additional magnetic structure at low temperatures, akin
to the addition of Kondo holes (34) (see section VIII of
(1)).
8 The formation of heavy Dirac fermion surface states
is predicated on the coherence of the correlation-driven
gap. With increasing temperature, incoherent Kondo lat-
tice states spread into the gap as the hybridization be-
5tween f and d electrons unwinds. This process is ex-
pected to drive a topological phase transition at higher
temperatures as band-parity-inversion is lost, eliminating
the non-trivial surface states. However, theory has not
yet succeeded to describe coherent Kondo lattice evolu-
tion, much less the concomitant formation of heavy Dirac
fermions. Here, we extract experimentally this com-
plex connection by tracking the simultaneous tempera-
ture evolution of the KI gap and Dirac surface state con-
tributions to g(E). In general, g(E) cannot be directly
interpreted as density of states in multi-orbital Kondo
lattice systems because of quantum interference between
electrons co-tunneling into f and d states (35, 36). We
account for this effect by modeling the differential con-
ductance spectrum as
g(r0, E) ∝
[
tT ImG(r− r0 = 0, E)t
]
, tT = [td tf1 tf2 ],
(1)
where tα represent tunneling probabilities into the indi-
vidual orbital states and G(r, E) is the Fourier transform
of G˜(k, E), the renormalized KI Green’s function that
implements a tight-binding Hamiltonian describing the
known bulk bands (section III of (1)). Figure 3A shows
a fit to a single spectrum taken at 15K, demonstrating ex-
cellent parametrization of the SmB6 KI electronic struc-
ture. In the same panel, a fit at 2K reveals that the KI
model, representing the bulk, does not capture the full
set of states for energies within the gap, ∆. The devia-
tions, plotted in Fig. 3C for a sequence of temperatures,
show a lineshape characteristic of linear bands with a
crossing point near −5 meV, corroborating our indepen-
dent QPI measurements of heavy Dirac surface states.
Similar temperature-dependent features in g(E) spectra
have also been observed on the (1×1) boron termination
layer (37).
9
The emergence of surface states is connected to the
development of the insulating gap, which is most clearly
seen in the density of states for the d and f levels. The KI
model provides a weighted sum of the density of states,
D(E), which can be used to track the bulk gap. In-
deed, the temperature dependence of D(E, T ), presented
in Fig. 3B, reveals a narrow energy window of dimin-
ished spectral weight that onsets below T ∗∆ ≈ 35 K and
exhibits a gap of ∆ ≈ 10 meV at low temperatures, in
correspondence with bulk probes of SmB6 (4, 5, 15, 16).
The surface state and in-gap spectral weights are pre-
sented in Fig. 3D and E, respectively. Foremost is their
inverse relationship: the surface states diminish rapidly
as the KI gap fills. We note that the Dirac weight dimin-
ishes faster than would be expected by thermal broaden-
ing alone (blue line in Fig. 3D), and indeed faster even
than the filling of the insulating gap around 35K where
the topology of the bands is inverted. One possible ex-
planation for this fast decay is that the surface states are
reliant on bulk coherence. Alternatively, Kondo lattice
defects can generate magnetic correlations that suppress
the onset of surface states to lower temperature (5, 38).
10 The visualization of correlation-driven topological
surface states, a pressing challenge in recent years, has
now been achieved by STM. Simultaneous imaging of
Kondo insulator formation and slow Dirac surface modes
within the bulk gap provides direct evidence that SmB6
is a topological Kondo insulator harboring the heaviest
known Dirac fermions. The optimal positioning of the
f -character surface states at the chemical potential, en-
forced by Kondo lattice interactions, increases prospects
for interface engineering to discover novel forms of topo-
logical superconductivity and construct transformative
quantum devices. SmB6 and prospective TKIs may be-
come leading testbeds for fractional and non-Abelian
statistics, both of which are essential elements of prospec-
tive universal topological quantum computation.
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Figure S 1. Typical surface morphology of SmB6.
(A) Topographic line cut across five atomically flat terraces.
The difference in the vertical height between adjacent terraces
is a0. Inset shows a 50 nm × 15 nm topography of these
terraces. (Vs = −100 mV, RJ = 10 GΩ.) (B) Representa-
tive images of 1 × 1 polar Sm termination (Vs = −200 mV,
RJ = 10 GΩ). Lower panel shows surface corrugation along
the red arrow. (C) Representative image of 2× 1 non-polar,
half-Sm termination (Vs = −100 mV, RJ = 5 GΩ). Lower
panel shows surface corrugation along the red arrow. (D-E)
Spectral features in STM differential conductance g(E) are
shifted to lower energies on the 1 × 1 termination (D) than
the 2× 1 termination (E).
MATERIALS AND METHODS
Magnetic susceptibility measurements were performed
on single crystalline samples of SmB6 and Sm0.95B6
grown by the Al-flux technique with starting composi-
tion Sm:B:Al = 1− x : 6 : 700 (x = 0.0 and 0.05, respec-
tively). The mixture of Samarium pieces, Boron powder
(99.99%) and Aluminum shots (99.999%) was placed in
an alumina crucible and loaded in a vertical tube furnace
with ultra high-purity Ar flow. The furnace was heated
to 1450◦C for 12 h followed by slow cooling to 1050◦C at
2◦C/h. At 1050◦C the furnace was shut down, and the
flux was removed at room temperature by etching with
a NaOH solution. The atomic structure of the resulting
single crystals was verified by X-ray diffraction at room
temperature in a Bruker D8 Venture diffractometer using
a Mo Kα X-ray source. A Quantum Design supercon-
ducting quantum interference device was used to mea-
sure the magnetic response of the crystals to a magnetic
field of 1 kOe. The magnetic susceptibility curves were
normalized to their values at 350K because of the uncer-
tainty in the determination of the actual number of Sm
vacancies.
STM experiments were carried out on single crystals of
pure, 0.1% Gd-doped, and 0.5% Fe-doped SmB6 grown
using the Al-flux method (39). Crystals were cleaved in
cryogenic ultrahigh vacuum (UHV) at ∼ 30K and imme-
diately inserted into our home-built STM. STM tips were
cut from PtIr wire and cleaned by in-situ field emission
on Au foil. The cryogenic UHV environment allowed the
cleaved surface to stay clean for several months. Data
were collected on three different samples and multiple
fields of view.
SUPPLEMENTARY TEXT
I. Sample characterization by STM
The topographic image in Fig. S1 A shows the cleaved
surface of SmB6, with atomically flat terraces of typ-
ical 10-20 nm extent. These terraces are separated
by steps of height equal to the cubic lattice constant
a0 = 4.13 A˚, which identifies the cleaved surface as the
(001) plane. We observed several ordered and disordered
surface morphologies, consistent with reports from other
STM groups (26, 27). Two of the ordered terminations
are shown in Fig. S1 B and D. Interestingly, we mea-
sured spectroscopic signatures of two f -levels at lower
energies on the (1 × 1) surface than the (2 × 1) surface
(compare Figs. S1 D and E), possibly due to band bend-
ing on a polar (1 × 1) cleave. For this reason, the STM
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Figure S 2. Insignificant tip-induced band bending on SmB6. (A) Variation of differential conduction spectra at
different tip-sample separations. The junction resistance RJ = Vs/Is, where Vs and Is are the spectroscopic bias and current
feedback parameters, scales exponentially with the tip-sample separation for fixed bias. The spectra have been scaled by a
multiplicative constant and offset from the RJ = 5 GΩ spectrum for clarity. All spectra were acquired at the same spatial
location, equivalent acquisition parameters, and a common Vs = −100 mV. There is no apparent change in the shape of the
spectra with tip-sample separation indicating that the electric field of the tip in the experimental parameter regime does impact
the position of the electronic bands. (B) Typical differential conductance spectra acquired with two different STM tips showing
nearly identical features. The reproducibility of the spectra ensures consistent interpretation of data across many experiments
even with tip variations.
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Figure S 3. Magnetic susceptibility increases with the addition of Kondo holes (A) Temperature dependent magnetic
susceptibility measurements comparing pure SmB6 and Sm0.95B6. The data has been normalized to their respective values at
350K. Below 60K, a relative increase in the susceptibility is observed in SmB0.95. (B) Temperature dependent difference in the
normalized magnetic susceptibilities of SmB6 and SmB0.95. Below 60K there is a divergence suggesting an increase in magnetic
content in Sm0.95B6 with respect to SmB6. As the onset temperature is close to the Kondo lattice coherence temperature, the
upturn in susceptibility is likely attributed to Kondo hole formation at the Sm vacancy sites.
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Figure S 4. Heavy quasiparticles induce short-ranged interference patterns. (A) Quasiparticles in SmB6 contain
contributions from both localized f (red) and itinerant d electrons (blue), depicted by the radial part of their wavefunctions.
(B) When the d and f bands hybridize, the effective mass of quasiparticles is renormalized, and they become non-dispersive
close to the chemical potential (red trace), but dispersive away from it (blue trace) (C) The in-plane spatial decay length of the
quasiparticles is determined by the k-space full width at half maximum shown in (B); the real-space decay is shorter when the
effective mass is large, as these quasiparticles contain a large contribution of localized f states. (D) This 22 nm area on Fe-SmB6
contains several quasiparticle scattering centers including an Fe substitution and a Sm vacancy. (E) The broad peaks along qy
in the Fourier-transformed differential conductance reflect interference patterns caused by scattering heavy quasiparticles. This
image has been two-fold symmetrized to increase signal to noise. (F) In real space, the quasiparticle interference is short ranged
around defects, reflecting the contribution from localized f states. The oscillations create a ring in the corresponding Fourier
transform at the Fermi wavevector (inset). This data was recorded in the marked area in (D). (G) A linecut away from the Fe
impurity shows induced oscillations that decay after about three periods, similar to the simulation of heavy quasiparticles in
(C) (red trace).
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Figure S 5. Consistent QPI signatures in raw data from seven areas on three samples. (A-C) Three different regions
on the surface of Gd-doped SmB6 give the same features in these arc-averaged linecuts of Hanning-windowed FT differential
conductance, |g˜(q, E)|, along the qy-direction. In each, quasiparticle interference contributes dispersing traces corresponding
to scattering within three distinct bands: bulk KI bands (red lines), X-point Dirac states (green lines), and Γ-point Dirac states
(blue line). (D) The same qualitative QPI traces are measured on pure SmB6 with lower resolution, and on (E-F) Fe-doped
SmB6, where they appear fainter, likely due to a higher doping level of 0.5%. Setup conditions for each data set are shown in
table I.
measurements in the text were carried out on a (2× 1)-
reconstructed half-Sm termination, which avoids band
bending and trivial surface states arising from a polar
termination (25, 28).
II. Insignificant tip-induced band bending in SmB6
Tip-induced band bending can introduce systematic
errors in STM electronic structure studies of semicon-
ductors (40). Local modifications to the Fermi level in
the material occur when some fraction of the applied po-
tential between the sample and the probe tip is dropped
in the sample itself. The energy scale of the change is de-
pendent on the tip-sample distance, shape of the tip, ap-
plied voltage, and size of the semiconducting gap. Even
at lowest temperatures the SmB6 excitation gap is small,
and the typical STM bias voltages used to probe spec-
tral features are also small suggesting that tip-induced
band bending is not a serious consideration. We veri-
fied this empirically by examining the STM differential
conductance spectrum with tip-sample separations and
different tips, as detailed in Fig. S2. The energy scales
of all spectra are unaltered by the various experimental
parameters, demonstrating that tip-induced band bend-
ing does not play a significant role in the analysis in this
paper.
III. Backscattering in strongly correlated topological
materials
Our measured QPI patterns of the topologically emer-
gent surface states in SmB6 are a consequence of
backscattered or nearly backscattered electrons across
the Dirac cones. In theoretical models of topological in-
sulators where the band and spin structure of the Dirac
cones is described solely by a Rashba spin-orbit interac-
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Figure S 6. Quasiparticle interference of bulk KI states (A) Spatially resolved maps of differential conductance,
g(r, E), shown at several energies on a 2×1 reconstructed region (Vsetup = 30 mV, RJ = 250 MΩ, lock-in amplifier modulation
Vrms = 1.5 mV, T = 4.4 K). (B) Corresponding magnitude of their Fourier transforms |g˜(q, E)|, which were processed by
two-fold symmetrizing along the qy diagonal, masking real-space defects to reduce low-q disorder, and with an edge-preserving
Gaussian filter for clarity. (C) θ-averaged linecuts of the unfiltered |g˜(q, E)| along the qy direction and their fits to a three-
Gaussian model which captures dispersive peaks from quasiparticle interference (red Gaussian), as well low q disorder and the
Bragg peak.
tion, QPI arising from intra-cone backscattering (both
for magnetic and non-magnetic defects) is suppressed
by the helical spin structure of the cone (41). How-
ever, any canting of the in-plane spin structure, for ex-
ample, by a Dzyaloshinski-Moriya interaction, will im-
mediately enhance the backscattering signature in the
QPI spectrum. Such canting can also occur due to local
spin-polarizations induced by magnetic defects (42), or
in topological insulators with strong interactions, such
as TKI, where it was shown theoretically that surface
states possess an out-of-plane spin polarization (11, 43).
As it turns out, QPI patterns induced by backscatter-
ing of topological surface states have previously been de-
tected in the magnetically doped topological insulator
Bi2−xFexTe3 (33).
In strongly correlated systems, defects that arise from
the presence of nominally non-magnetic atoms, disloca-
tions, or simply missing atoms, can still induce mag-
netic moments in their vicinity, such that the effective
defect (bare defect plus induced magnetic moment) is
magnetic in nature. This scenario has been observed
in great detail in cuprate superconductors and theoreti-
cally resolved by accounting for the strong antiferromag-
netic fluctuations present even in the paramagnetic phase
(44). A similar effect was observed in the spin-gap com-
pound CuGeO3 (45). In the heavy fermion compound
CeCoIn5, NMR measurements revealed that Cd dopant
atoms nucleate antiferromagnetic islands (46). Indeed,
scenarios in which nominally non-magnetic become effec-
tively magnetic require only the presence of strong anti-
ferromagnetic correlations, which are also present in the
Kondo lattice of SmB6.
To resolve the magnetic nature of defects in our sam-
ples that induce responsible for QPI, we measured the
magnetic susceptibility of nominally pure, stoichiometric
SmB6 and crystals grown with a controlled increase in the
concentration of vacancies at the Sm sites (see Materials
and Methods). The results, presented in Fig. S3, show
that defects at the Sm sites produce an enhancement
of the susceptibility below the Kondo lattice coherence
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Figure S 7. Quasiparticle interference of Γ-point Dirac surface states (A) Spatially resolved maps of differential
conductance, g(r, E), shown at several energies on a 2 × 1 reconstructed region (Vsetup = 30 mV, RJ = 250 MΩ, lock-in
amplifier modulation Vrms = 1.5 mV, T = 4.4 K). (B) Corresponding magnitude of their Fourier transforms |g˜(q, E)|, which
were processed by two-fold symmetrizing along the qy diagonal, masking real-space defects to reduce low-q disorder, and with
an edge-preserving Gaussian filter for clarity. (C) θ-averaged linecuts of the unfiltered |g˜(q, E)| along the qy direction and
their fits to a single Gaussian which captures the dispersion.
temperature of ≈60K. Recently, measurements on 0.5%
Fe-doped SmB6 also showed a similar enhancement of
the low temperature susceptibility (38), indicating that
defects in the Sm matrix manifest as magnetic objects
at low temperatures. Both observations are in reason-
able agreement with earlier studies of Kondo lattice com-
pounds with substitutions at the rare-earth sites. For
example, in CePd3 (47), small concentrations of La were
substituted at the Ce sites and the enhanced low temper-
ature magnetic susceptibility was shown to be consistent
with Kondo hole formation at the La sites, yielding emer-
gent magnetic defects. Thus, independent of whether the
scatterers that give rise to the QPI signal are nominally
magnetic or non-magnetic at high temperatures, the in-
trinsic defects in SmB6 likely become magnetic at low
temperatures allowing backscattering within the helical
surface states that we observe in our QPI patterns. As a
consistency check, we also substituted 0.1% Gd at the Sm
sites, which act as magnetic defects at all temperatures
(5). We found that the QPI response in the Gd-doped
sample was similar to the undoped sample, where scat-
tering occurs mainly around Sm vacancy sites.
IV. Consistent quasiparticle interference signal in
multiple samples
We conducted spectroscopic-imaging STM experi-
ments on non-polar, (2 × 1) Sm-surface terminations to
measure the Kondo insulator and emergent Dirac surface
state electronic structure. On these surfaces, quasipar-
ticle interference (QPI) around defects generates short-
ranged spatial modulations in STM differential conduc-
tance g(r, E), which correspond to broad peaks in the
Fourier transform (FT) of g(r, E). Our QPI signal is at-
tributed to three distinct states: X¯-point heavy Dirac
fermions, Γ¯-point Dirac fermions and heavy fermions
from the bulk Kondo insulator. Each of these states has a
high renormalized mass, due to a contribution from local-
ized f electrons. Consequently, the interference pattern
induced by heavy quasiparticles is expected to be short
range, inheriting the localized nature of the f electrons.
Mathematically, a short-range QPI pattern is character-
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Figure S 8. Quasiparticle interference of X-point Dirac surface states (A) Spatially resolved maps of differential
conductance, g(r, E), shown at several energies on a 2 × 1 reconstructed region (Vsetup = 30 mV, RJ = 170 MΩ, lock-in
amplifier modulation Vrms = 0.5 mV, T = 5.1 K). (B) Corresponding magnitude of their Fourier transforms |g˜(q, E)|, which
were processed by two-fold symmetrizing along the qy diagonal, masking real-space defects to reduce low-q disorder, and with
an edge-preserving Gaussian filter for clarity. (C) θ-averaged linecuts of the unfiltered |g˜(q, E)| along the qy direction and
their fits to a three-Gaussian model which captures dispersive peaks from quasiparticle interference (green Gaussian), as well
low q disorder and the Bragg peak.
Table S I. Experimental conditions for differential conductance maps
Data (Fig. S5) Sample Area (nm) Vsetup (mV) RJ (GΩ) Vrms T (K) ∆E (meV)
A Gd-SmB6 30× 30 30 0.17 0.5 5.1 1.7
B Gd-SmB6 30× 25 30 0.25 1.5 4.4 2.6
C Gd-SmB6 30× 30 30 0.25 1.5 4.4 2.6
D SmB6 20× 20 -100 1.0 3.0 7 5.1
E Fe-SmB6 30× 30 30 0.15 0.5 4.4 1.5
F Fe-SmB6 30× 30 30 0.15 0.5 4.4 1.5
ized by broad features in q space; the full width at half
maximum (FWHM) reflects the in-plane decay length of
the QPI envelope. In other words, as quasiparticle bands
become heavier, constant-energy cuts through the spec-
tral function yield peaks with a larger FWHM, corre-
sponding to more localized states inducing shorter-range
QPI patterns. We illustrate this effect for a simple Kondo
insulator model that includes a dispersive d band and a
non-dispersive f level, described by the Hamiltonian
H =
∑
k
2t cos(ka)d†kdk + εff
†
kfk −∆(d†kfk + f†kdk).
(S1)
The spectral function is calculated from the standard def-
inition
A˜(k, E) = −Im [(E + iΓ)1−H(k)]−1 /pi, (S2)
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Figure S 9. Simulated random impurities create low-q disorder in FT. (A) (top) Simulated contribution to differential
conduction from the (2 × 1) surface reconstruction in SmB6. (middle) The Fourier transform of panel (A) shows sharp peaks
at the Bragg points, but no low-q disorder. (bottom) In a clean system all spectral weight in the arc-averaged linecut along qy
appears around the Bragg peak with a slight leakage due to finite-size effects. (B-C) Same as panel (A), but for a simulation
that includes 12 randomly placed defects of random intensity and width. Even a small number of defects induces low-q disorder
in the FT (middle), which often produces ripples in the arc-averaged linecuts (bottom). (D) Increasing the number of defects
in the simulation to 50 greatly enhances low-q disorder. (E) To reduce the effect of low-q disorder from random impurities, we
apply a small Gaussian mask to the center of each defect before taking the Fourier transform.
where Γ is the inverse quasiparticle lifetime and 1 is the
2 × 2 identity matrix. The bands in this model flatten
near the energy of the localized state, causing peaks in
the spectral function to broaden, as shown in Fig. S4B.
The possible scattering vectors are described by the joint
density of states (JDOS), calculated from the autocor-
relation of the spectral function. As expected, the real-
space QPI signal, calculated from the inverse FT of the
JDOS, decays rapidly for heavy quasiparticle states (red
trace in Fig. S4C), but remains long lived for itinerant
quasiparticles (blue trace in Fig. S4C). Experimentally,
QPI generates broad features in q space, with a width at
the Fermi level of ∆q ≈ 0.2 pi/a0, as shown in Fig. S4E.
Correspondingly, the real-space QPI pattern decays after
approximately three periods (Fig. S4F-G).
The short-ranged nature of our QPI signal yields broad
features in q space that are most readily visible in the raw
linecuts along qy, as in Fig. 2 of the main text. We mea-
sured consistent QPI patterns in six raw datasets from
three samples (see Fig. S5), over a range of experimental
conditions listed in table I. In most cases, the momen-
tum resolution is inherently limited by the width of the
QPI, rather than the experimental setup. Our maximum
energy resolution is 1.5 meV, calculated as the convo-
lution of the derivative of the Fermi function with the
semi-circular kernel imposed by the bias modulation. We
found that the signal is clearest in the Gd-doped sample,
and noticeably diminished in the Fe-doped sample, likely
because of the increased doping concentration in the lat-
ter case.
For each of the main signals we detect, we show an
extended subset of real-space differential conductance
maps, their corresponding FT, and linecuts along the
highest signal-to-noise direction qy, in Figs. S6-8. To
visualize the broad QPI signal in the images of FT dif-
ferential conductance (panel B in Figs. S6-8) we took
two further processing steps: we reduce the low-q noise
by applying a small Gaussian mask around each defect
before Fourier transforming, see Fig. S9 and section V;
and we apply an edge-preserving Gaussian filter that av-
erages nearby pixels only if they have similar intensity
(48). The latter step is unnecessary for the quantita-
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Figure S 10. Training a tight-binding model for the bulk KI states. (A) Quasiparticle interference from bulk KI states
creates intensity in Fourier transformed differential conductance measurements that follows this q(E) trajectory. The peak
positions are determined from the fits shown in Fig. 6C, and are assigned to bulk KI states if the energy is outside the KI gap.
(B) At each such energy, q(E) measures the wavevector for elastic scattering of quasiparticle states, that is, it connects points
on constant energy contours of the momentum-resolved spectral function, A˜(k, E). (C) Measured differential conductance,
g(E), fits well to the bulk KI model (equation (S6), yellow line). Because the fit is calculated from a spectral function, as shown
in (B), the KI model can be trained on both g(E) and q(E) data: the KI model shown here is simultaneously fit to data sets
from three distinct areas on the sample.
tive extraction of QPI peaks from the linecuts shown in
panel C of Figs. S6-8, which were taken from the unfil-
tered data. To increase the signal-to-noise ratio in these
linecuts, we azimuthally averaged over a small fixed an-
gle of ∼ 20◦ about the predominant scattering direction,
qy, for each energy.
Our FT differential conductance measurements con-
tain three main contributions of varying magnitude: low-
q disorder, a |QBragg| = pi/a0 Bragg peak for the 2×1
surface reconstruction, and broad QPI peaks generated
by elastic scattering of heavy quasiparticle states (29–31).
At each energy, we disentangle these contributions by fit-
ting the azimuthally averaged linecuts with a combina-
tion of three Gaussians, for the bulk KI states (Fig. S6C)
and the X¯-centered Dirac states (Fig. S8C); or one Gaus-
sian for the Γ¯-centered Dirac states (Fig. S7C), which are
far away from the Bragg peak and in an energy range
where the effect of disorder is small. By isolating the
q(E) trajectory of the QPI peaks, we reconstruct the k-
space dispersion of each band from q(E) = 2k(E), the
process valid for intra-cone back scattering (Fig. S10 and
Fig. 2 in the main text).
V. Impact of defects on quasiparticle interference
QPI patterns, observed in the Fourier transform of spa-
tially resolved g(r, E), are generated by defects that scat-
ter quasiparticle states. In Fig. S9, we simulate how a
random distribution of featureless impurity states on an
otherwise clean 2×1 reconstructed SmB6 surface can pro-
duce a modulated spectral weight in the Fourier trans-
form at small q. We find that even a small number of
defects induces low-q disorder in the FT (Fig. S9B-C).
The amount of low-q disorder can be reduced by apply-
ing a small Gaussian mask to the center of each defect
before Fourier transforming (Fig. S9D-E). This masking
technique helps to quantitatively determine the quasipar-
ticle dispersion, but the dispersion itself is qualitatively
visible in the raw linecuts along qy (Fig. S5 and Fig. 2 in
the main text). It is used only in panel B-C of Fig. S6-8.
The symmetry of QPI patterns is not only determined
by the symmetry of the underlying electronic band struc-
ture, but also by the symmetry of the scattering potential
responsible for generating the modulated electronic den-
sity. The q-space QPI signal is a product of a bare QPI
component multiplied by a structure factor component
which, in the Born approximation, is the Fourier trans-
form of the scattering potential. The bare QPI is what
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Figure S 11. Quantum interference between co-tunneling channels. (A) Fitting T = 2 K STM differential conductance
spectrum to a Kondo insulator model gives contributions from three direct, D, channels (blue): d, f1, f2; and the three possible
interference terms (red): d-f1, d-f2, f1-f2. The total spectrum (black) consists predominately of tunneling into the itinerant d
band, with a prominent peak-dip feature caused by d-f1 interference. The tunneling probability ratios have been normalized
to td = 1. (B) Same decomposition as in (A), but for a fit to T = 50 K data. (C) The temperature evolution of the direct
bulk conductance D(E) shows a hybridization gap gradually forming around the chemical potential as spectral weight w∆ is
pushed out.
would be generated by a rotationally symmetric point-
scatterer (49). Experimentally, influence of the impurity
structure factor has been observed by STM in Fe-based
superconductors (32): highly anisotropic QPI patterns
were shown to be a direct consequence of anisotropic im-
purity states.
VI. Modelling the spectral function of a Kondo
insulator
Independent of the extraction of surface state trajec-
tories from raw QPI data near the Fermi level already
described, we use higher-energy QPI data to understand
the bulk KI states. The ground state electronic struc-
ture of a Kondo insulator can be found by diagonaliz-
ing the Hamiltonian describing hybridization between an
itinerant d-band, d(k), and two closely spaced f -bands,
f1(k), f2(k):
H(k) =

d(k) −V1(k) −V2(k)
−V1(k) f1(k) 0
−V2(k) 0 f2(k)
 (S3)
where Vi(k) is the momentum hybridization matrix ele-
ment between d and fi states. Exclusion of the third
crystal field split f band, Γ7, in our model is also con-
sistent with calculations showing its minimal impact on
the hybridized bands (7, 8). In TKI theories for SmB6,
the expression for the hybridization, Vi(k) = vi sin(ka0)
with a0 the lattice constant, is antisymmetric because
of restrictions imposed by the opposite parity of the d
and f states. The associated Kondo insulator spectral
function and Green’s function, follow from the standard
definitions
A˜(k, E) = −ImG˜(k, E)/pi
G˜(k, E) = [(E + iΓ)1−H(k)]−1 , Γ = [Γd,Γf1 ,Γf2 ]
(S4)
where Γ−1i are the quasiparticle lifetimes for the i
th band
and 1 is the 3× 3 identity matrix.
The complexity of the Kondo insulator model neces-
sitates optimizing the numerical algorithm for efficient
computation time. One essential optimization converts
all multidimensional integrals in momentum space to sin-
gle dimensional ones by implementing a coordinate trans-
formation, kz → k′z, to convert the ellipsoid constant en-
ergy contours of the light band, d(k) = Ei, into spheres.
The resulting isotropic band structure is then expressed
as a function of a single radial coordinate, kr. In this
1D representation the conduction band, d(k), is mod-
elled by a parabola with a band minimum at -1.6eV and
a Fermi wavevector kF = 0.54pi/a0, in good agreement
with ARPES cuts along Γ-X in momentum space (21).
The 1D representation reduces the 2D tight-binding Sm
4f bands in the model to an isotropic form,
fi(kr) = χfi cos(kra0)− µfi (S5)
where 2χfi is the bandwidth and µfi is the center of the
band with respect to the chemical potential. In the limit
that the f states are flat the 2D to 1D transformation
does not affect the angular distribution of spectral
weight so that k-space integrals are unchanged. With
some bandwidth, undercounting of f states may occur
near the edges of the Brillouin zone. One further opti-
mization to our numerical techniques involved trials of
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Figure S 12. Temperature dependence of bulk KI
electronic structure. Temperature evolution of Kondo in-
sulator electronic structure parameters involving the f states.
The parameters are evaluated by fitting STM differential con-
ductance spectra to the Kondo insulator model in equation
(S6). The relevant parameters are shown for the upper f1
level hybridization in blue and the lower f2 level in red: (A-B)
χfi , half-bandwidth of f states; (C-D) µfi , middle of f bands
(E-F) vi, hybridization element between fi and d states; (G-
H) Γfi , inverse fi quasiparticle lifetime; (I-J) tfi/td, relative
tunneling probability between fi and d channels. The gray
region is an estimation of the confidence interval of the lin-
ear trend-line. The most significant temperature dependence
is observed in the band broadening, Γfi , indicating a loss of
coherence with increasing temperature.
various momentum dependent hybridization functions.
To within the resolution of our data we determined that
the secondary hybridization term between d and f2
states could be replaced with a constant, V2(k) = v2.
This simplification significantly sped up the fitting
routine but maintained the same features as the use of
V2(k) = v2 sin(ka0). Our final model hybridized band
structure closely matches first principle methods (8)
and provides an accurate description of the observed
quasiparticle scattering dispersion in the higher energy
range, away from the Fermi level where the independent
surface state fitting was already described in section III.
(Fig. S10A-B).
VII. Co-tunneling formulation of STM differential
conduction
An electron from the STM tip can tunnel into a Kondo
lattice through either the d-conduction or f -electron
states at position r. Quantum interference between these
paths means that STM differential conductance spectra,
g(E), can no longer be simply treated as proportional
to the density of states. In this case, the expression to
describe the experimentally measured spectra must be
modified to include relative coupling to each electronic
state component in addition to their interference terms
(36). In SmB6, on-site hybridization between opposite
parity d and f orbitals is suppressed and dominated by
non-local interactions. This non-locality gives rise to the
antisymmetric form of the momentum space hybridiza-
tion function, V (k), crucial for the topological structure.
Consequently, co-tunneling into d and f states must oc-
cur via hybridization with neighboring sites. However,
recent numerical models show that non-local hybridiza-
tion and co-tunneling in a TKI generates an effective
local co-tunneling process into the d and f states with
a k-symmetric hybridization (50), motivating the local
co-tunneling formulation we employ (equation (1) of the
main text). The expanded equation reads
dI(r, E = eV )
dV
= −2pie
~
Ntip(td)
2
[ ≡D(E)︷ ︸︸ ︷
Ndd(r, E) +
(
tf1
td
)2
Nf1f1(r, E) +
(
tf2
td
)2
Nf2f2(r, E)
+ 2
tf1
td
Ndf1(r, E) + 2
tf2
td
Ndf2(r, E) + 2
tf1
td
tf2
td
Nf1f2(r, E)
]
. (S6)
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Figure S 13. Consistent temperature dependent Dirac surface states across multiple samples. (A) A fit to
the Kondo insulator model in equation (S6) (solid lines) captures the contribution from bulk-projected bands to differential
conductance, g(E) (open circles). However, as the temperature is lowered past 10 K, a significant deviation between the fit
and the data develops for energies near the hybridization gap. (B) Because the bulk contribution is removed by the fit, these
deviations are attributed to residual surface conductance. Their V-shape is typical for a linear band dispersion, and contains a
nodal energy of −5 meV that agrees with the Dirac point measured by QPI (Fig. 3C-D of the main text). (C-F) Consistent low
temperature deviations between g(E) and the bulk KI model were measured on (C-D) Gd-doped samples and (E-F) undoped
samples.
where Nij = −ImG¯ij(r − r0 = 0, E), and G¯ij is the
same as the Green’s function defined in Methods Sec-
tion VI but with the hybridization terms altered to be
k-symmetric. Specifically, we chose the forms V1(k) =
v1| sin(k)| and V2(k) = v2 for the fits presented in this
work (see previous section). At each temperature, the
fit to g(E) is decomposed into the components of the
above expression: three terms that directly couple to the
density of states for the d, f1 and f2 levels, called D(E);
and three interference terms (Fig. S11A-B). Here D(E)
is a weighted sum of the density of states for the three
bands, and consequently reflects the opening of a gap as
temperature is lowered (Fig. S11C).
Fits of differential conductance spectra to equation
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Figure S 14. Heavy Dirac states decay faster than predicted by thermal broadening. (A) The effect of thermal
broadening is simulated by convolving a measured g(E) spectrum (blue circles) with the derivative of the Fermi-Dirac distri-
bution evaluated at the target temperature (here 10K, black circles). Both spectra are then fit to the KI model in equation
(S6) (solid, dashed lines, respectively). (B) Both the 2 K measurement and the 10 K simulation show a pronounced deviation
from their respective fits for energies around the KI gap, reflecting surface state contributions disregarded by the model. In
our simulation of thermal broadening, the integrated residual is predicted to decay by 7% from 2 K to 10 K. (C) Measured
g(E) spectra at 2 K (blue) and 10 K (red) and their respective fits to the KI model (solid lines). (D) The measured integrated
residual decays much faster than expected: there is a 64% change in the shaded areas, not the 7% predicted in (B). Here, the
rapid decay is influenced by the entangled host KI insulator unwinding, which destroys the coherence of the topological ground
state.
(S6) yields a complete parametrization of the Green’s
function in equation (S4), subject to the functional forms
of the various bands described in the last section. The
most important of these parameters are plotted as a func-
tion of temperature in Fig. S12. Significant evolution is
seen in the broadening term, Γf , of the two f bands.
With increasing temperature, the states broaden with
contributions from both thermal smearing and reduction
of coherent scattering between the f states themselves.
VIII. Dirac point confirmation by scanning
tunneling spectroscopy
The STM differential conductance spectra are decom-
posed into a surface and bulk contribution by fitting to
the KI model in equation (S6): the fit describes the
bulk, while the residual is attributed to surface conduc-
tion (Fig. S13). This V-shaped residual matches expec-
tations for topological surface states accessed by QPI: it
is only appreciable for energies within the KI gap, and
it has a nodal energy close to the Dirac point extracted
independently from QPI (compare Fig. S13 and Fig. 2 in
the main text). Moreover, it is consistent across multi-
ple samples, indicating that the QPI is not significantly
influenced by the addition of a small concentration of
dopants (perhaps because native Sm vacancies already
act as magnetic scatterers; see Fig. S3).
In a TKI, the temperature-dependent coherence of the
bulk hybridization gap directly affects the surface states,
in addition to thermal broadening. We simulated the
effect of thermal broadening in three steps. First, we
convolved measured g(E) spectra with the derivative of
the Fermi-Dirac distribution evaluated at the target tem-
perature (Fig. S14A). Second, we fit the resultant curve
to the KI model (equation (S6)). Finally, we computed
the residual of the fit and its integrated spectral weight
(Fig. S14B). We found that thermal broadening explains
only a small fraction of the decay in the residual surface
conductance as temperature is raised: the primary effect
is from the bulk system losing coherence, which causes
the Kondo screening to become unwound and the topo-
logical state to disappear (Fig. S14C-D).
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Table S II. Comparison of surface state properties.
Technique STM (present work) Theory (8) Photoemission (21) Quantum oscillation (18)
~vX¯ (meV·A˚) 7.6± 0.3 16± 2 240± 20 1900± 300
EDX¯ (meV) −5.4± 0.1 1± 1 −65± 4 −57± 9
2(kFX¯ − X¯)(pi/a0) 0.54± 0.02 0.25± 0.02 0.38± 0.03 0.039± 0.003
~vΓ¯ (meV·A˚) 90± 9 50± 2 220± 20 4300± 100
EDΓ¯ (meV) −9± 2 −7± 1 −23± 3 −460± 20
2kFΓ¯(pi/a0) 0.07± 0.01 0.18± 0.02 0.12± 0.03 0.142± 0.001
IX. Comparing STM, photoemission, and quantum
oscillations
The extraction of SmB6 surface state properties by an-
gle resolved photoemission (20–22) and quantum oscil-
lations experiments (18) has been controversial because
of a large quantitative discrepancy between these tech-
niques, in addition to disagreement with theoretical pre-
dictions. First, quantum oscillation velocities are one
order of magnitude larger than those observed by pho-
toemission. Second, the extracted velocities in photoe-
mission experiments are approximately an order of mag-
nitude larger when compared to first principles calcula-
tions (8). Furthermore, photoemission infers that the
Dirac nodal energies lie well below the energy interval
of the Kondo insulator gap, an observation that appears
inconsistent with the topological origins of the surface
states. Table II lists representative values of the surface
state Fermi velocities determined by three experimental
techniques and compares them to theory. In contrast
to extractions from quantum oscillation and photoemis-
sion experiments, the velocities measured in this work by
STM are within a factor of two of theoretical predictions.
