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1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction
A sign pattern matrix (or sign pattern) is a matrix with entries in {+,−, 0}. For A = [aij ] ∈
Rn×n, the sign pattern of A is given by sgn(A) = [sgn(aij)]. The qualitative class of the n× n
sign pattern A, denoted Q(A), is the set of all matrices, A ∈ Rn×n, such that sgn(A) = A. A
matrix in Q(A) is called a realization of A. Sign pattern A allows property P (or is potentially
P) if there exists a realization A ∈ Q(A) that has property P and sign pattern A requires
property P if every realization A ∈ Q(A) has property P.
The study of sign patterns began in the field of economics, particularly with Samuelson’s
[48] introduction of qualitative economics. Samuelson raised the question as to whether one
could completely determine the signs of the entries in the solution to a linear system from only
qualitative knowledge of the linear system. The study of sign patterns has applications to many
fields (e.g., economics, biology, chemistry, and sociology) in which the qualitative information
about a dynamical system is known, but the quantitative information is unknown or unreliable.
For a more thorough historical perspective of the study of sign patterns, see [8, 29].
The matrix exponential function etA is defined by its power series expansion as etA =
∞∑
k=0
tkAk
k!
. An n× n matrix A = [aij ] ∈ Rn×n is essentially nonnegative if aij ≥ 0 for i 6= j and
i, j ∈ {1, . . . , n}. Matrix A ∈ Rn×n is called eventually nonnegative (eventually positive) if there
exists k0 ∈ Z+ such that for all k ≥ k0, Ak ≥ 0 (respectively, Ak > 0), where the inequality
is entrywise. Matrix A is exponentially nonnegative (exponentially positive) if for all t > 0,
etA ≥ 0 (respectively, etA > 0). Matrix A is eventually exponentially nonnegative (eventually
exponentially positive) if there exists some real number t0 ≥ 0 such that for all t > t0, etA ≥ 0
(respectively, etA > 0.)
2Eventually exponentially nonnegative matrices have important applications. For example,
Noutsos and Tsatsomeros [43] studied linear differential systems of the type
x′(t) = Ax(t) (A ∈ Rn×n,x0 = x(0) ∈ Rn, t ≥ 0), (1.1)
whose solutions are nonnegative (positive) for all t ≥ T for some T ∈ R. These solutions are
the n× n eventually exponentially nonnegative (positive) matrices.
In this dissertation, we study the problem of determining which sign patterns require even-
tual exponential nonnegativity (Chapter 2) or allow eventual exponential positivity (Chapter 3).
1.1.1 Definitions and notation
If for the sign patterns A = [αij ] and Â = [α̂ij ], αij 6= 0 implies αij = α̂ij , then A is
a subpattern of Â and Â is a superpattern of A. The positive part and negative part of sign
pattern A, denoted A+ = [α+ij ] and A− = [α−ij ], respectively, are defined by
α+ij =

+ if αij = +
0 otherwise
, and α−ij =

− if αij = −
0 otherwise
.
Note that A+ and A− are subpatterns of A, and that A = A+ + A−. Given an n × n sign
pattern A = [αij ], the n× n sign pattern AD(+) = [α̂ij ] is defined to be α̂ij = αij for i 6= j and
α̂ii = + for i, j ∈ {1, . . . , n}. AD(−) and AD(0) are defined analogously, with negative and zero
diagonal, respectively. Two n × n sign patterns A and B are equivalent if there exists some
permutation matrix P such that B = P TAP or B = P TATP .
An n×n matrix S is nonsingular if it is invertible, that is, if there exists a matrix S−1 such
that SS−1 = I = S−1S (where I is the n × n identity matrix). Two n × n matrices A and B
are similar if there exists a nonsingular matrix S such that B = S−1AS.
The characteristic polynomial of A ∈ Rn×n is pA(x) = det(xI − A), where I is the n × n
identity matrix. The minimal polynomial of A, denoted mA(x), is the unique monic polynomial
of least degree such that mA(A) = 0. If there exists a scalar λ and nonzero vector x such that
Ax = λx, then λ is an eigenvalue with associated (right) eignevector x. If the nonzero vector w
is such that wTA = λwT, then we call w a left eigenvector of A associated with the eigenvalue
3λ. It is well known that λ is an eigenvalue of A if and only if λ is a root of pA(x) and the
(algebraic) multiplicity of λ as an eigenvalue of A is the multiplicity of λ as a root of pA(x).
The spectrum of A, denoted spec(A), is the multiset of the eigenvalues of A. The spectral
radius, ρ(A), is defined to be ρ(A) = max{|λ| : λ ∈ spec(A)}. It is well known that similar
matrices have the same spectrum. An eigenvalue λ of A is called a dominant eigenvalue if
|λ| = ρ(A). Let Re(z) denote the real part of z ∈ C. The spectral abscissa, α(A), is defined as
α(A) = max{Re(λ) : λ ∈ spec(A)}. Eigenvalue γ ∈ spec(A) is a rightmost eigenvalue of A if
Re(γ) = α(A).
Matrix T = [tij ] is upper triangular (respectively, strictly upper triangular) if tij = 0 for i > j
(respectively, tij = 0 for i ≥ j). An upper triangular (strictly upper triangular) sign pattern is
defined similarly. It is well known that the eigenvalues of an upper triangular matrix, T = [tij ],
are the diagonal elements tii.
A k × k Jordan block for λ ∈ C is a square matrix of the form
Jk(λ) =

λ 1 0 · · · 0
0 λ 1 0
...
. . .
. . .
. . .
...
0 · · · 0 λ 1
0 · · · 0 0 λ

.
A Jordan matrix is a block diagonal matrix of the form J = Jk1(λ1)⊕· · ·⊕Jkp(λm). Note that
it is possible for J to have more than one block—possibly of different sizes—corresponding to
a given eigenvalue, so there is no assumption that the λi are distinct. A Jordan canonical form
of matrix A is a Jordan matrix that is similar to A.
A square matrix A (or sign pattern) is called reducible if there exists some permutation
matrix P such that PAP T =
A11 A12
0 A22
, where A11 and A22 are nonempty square matrices
(sign patterns) and 0 is a (possibly rectangular) block consisting entirely of zero entries. If no
such permutation exists, then A is irreducible.
A digraph G = (V,E) of order n is a set of vertices V = {1, 2, . . . , n} and arcs (directed
edges) E = {(x, y) : x, y ∈ V }. A loop is an arc e = (x, y) ∈ E such that y = x. We do not
4allow multiple arcs, that is, the arc-set is a set (not a multiset) of ordered pairs. For x 6= y, the
arcs (x, y) and (y, x) are two distinct arcs and the digraph may contain one, both, or neither
of these arcs. A (directed) walk (or v1-vk walk) in digraph G is a sequence of vertices and arcs
v1, (v1, v2), v2, (v2, v3), . . . , vk−1, (vk−1, vk), vk, provided that (vi, vi+1) ∈ E for i = 1, 2, . . . , k−1.
If x is a vertex in a walk, we say the walk passes through or visits vertex x. The number of times
a walk visits a vertex x is the number of times x appears in the sequence v1, v2, . . . , vk. Since
we do not allow multiple arcs, when writing out a walk, we will list only the vertices through
which the walk passes, e.g., (v1, v2, . . . , vk). The vertices v2, . . . , vk−1 in the above v1-vk walk
are referred to as the interior vertices of the walk. If v1 = vk, the walk is called a closed walk.
A cycle is a closed walk in which each interior vertex is visited only once. A path is a walk
in which no vertex is repeated. The length of the walk (v1, v2, . . . , vk) is the number of arcs
traversed in the walk, i.e., k − 1. Therefore a path of length k uses k + 1 vertices and a cycle
of length k uses k vertices. We say that vertex u ∈ V has access to vertex v ∈ V if there exists
a u-v walk in G. For v ∈ V , In(v) is the set of vertices which have access to v and Out(v) is
the set of vertices to which v has access. Digraph G = (V,E) is strongly connected if for any
two vertices u, v ∈ V , u has access to v (i.e., there exists a u-v walk in G).
We say that the digraph G = (V,E) is associated with the matrix A = [aij ] ∈ Rn×n
(respectively, n × n sign pattern A = [αij ]), or that A is associated with G, when aij 6= 0
(respectively, αij 6= 0) if and only if (i, j) ∈ E. Therefore a matrix (or sign pattern) has a
nonzero diagonal element aii if and only if its associated digraph G has the loop (i, i) in its arc-
set. It is well known that a matrix (or sign pattern) is irreducible if and only if its associated
digraph is strongly connected. We denote the weighted digraph associated with A by Γ(A),
where (i, j) ∈ E if and only if aij 6= 0 and if (i, j) ∈ E, we assign to arc (i, j) the arc-weight
aij . Similarly, we denote the signed digraph (the weighted digraph with arc-weights coming
from {+,−}) associated with the sign pattern A by Γ(A). The product of a u-v walk in Γ(A)
is the product of the weights of the arcs in said u-v walk. The sign of a u-v walk in Γ(A) (or in
Γ(A)) is the sign of the product of said u-v walk. We call a walk arc-positive if each arc used
in the walk has positive arc-weight.
A digraph G = (V,E) is bipartite if its vertex set V can be partitioned into two disjoint
5subsets V1 and V2 so that arc (i, j) ∈ E implies that either (1) i ∈ V1 and j ∈ V2 or (2) j ∈ V1
and i ∈ V2. Let M = [mij ] ∈ Rm×n. The Ko¨nig digraph of M , denoted K(M), is a weighted
bipartite digraph on m+n vertices, with vertices Vr = {r1, . . . , rm} corresponding to the rows of
M and vertices Vc = {c1, . . . , cn} corresponding to the columns of M . The ordered pair (ri, cj)
is an arc in K(M) if and only if mi,j 6= 0 and the weight of arc (ri, cj) is given by mi,j . Consider
the matrices X = [xij ] ∈ Rm×n and Y = [yij ] ∈ Rn×p and their Ko¨nig digraphs K(X) and
K(Y ), with vertices VX,r∪VX,c and VY,r∪VY,c, respectively (where VX,r = {rX,1, rX,2, . . . , rX,m},
VX,c = {cX,1, cX,2, . . . , cX,n}, VY,r = {rY,1, rY,2, . . . , rY,n}, and VY,c = {cY,1, cY,2, . . . , cY,p}). It is
well known that the (i, j)-entry of the product XY can be computed as follows (see, e.g., [6]).
First, construct the composite Ko¨nig digraph: for 1 ≤ k ≤ n, identify vertex cX,k with vertex
rY,k and rename as vk. Second, for 1 ≤ k ≤ n, compute the weight, wk, of the (rX,i, vk, cY,j)-
path as wk = xi,kyk,j . Finally, compute the sum w1+w2+ · · ·+wn. By the definition of matrix
multiplication, this sum is the (i, j)-entry of the product XY . This process readily generalizes
to products of more than two matrices (see, e.g., Example 2.4.1 in Chapter 2). Note that
Brualdi and Cvetkovic´ [6] collapse what we call the composite Ko¨nig digraph into the Ko¨nig
digraph for the matrix that is the result of computing the product. For example, the arc weight
of the arc (rX,i, cY,j) in K(XY ) would be the sum w1 + w2 + · · ·+ wn.
1.1.2 Functions of matrices
We use the interpretation of Higham in [34] for a “function of a matrix.” That is, modifying
a scalar function, f , appropriately to have a matrix A ∈ Rn×n (or Cn×n) as an input and an
n × n matrix, f(A), (in either Rn×n or Cn×n) as an output in such a way as to be a natural
generalization of the scalar function. For example, if p : R→ R is a polynomial having constant
term c, when considering the matrix function p : Rn×n → Rn×n, we must replace the constant
term by cI, where I is the n× n identity matrix.
There are several ways to define a matrix function (see, e.g., [33, 34]) and we use a few
of these different (but equivalent) definitions of etA to prove various results in Chapter 2.
If the scalar function f : C → C has a convergent power series, then the matrix function
f : Cn×n → Cn×n can be defined by the power series. However, for many interesting functions
6(e.g., the exponential function), terminating the power series after a finite number of terms
results in an approximation to the function, not the function itself. While this is natural in
decimal arithmetic, it presents some challenges for sign patterns, where zero and approximately
zero differ significantly.
Let λ1, λ2, . . . , λs be the distinct eigenvalues of A ∈ Cn×n. Let ni be the index of λi, that
is, the size of the largest Jordan block for λi, for i = 1, 2, . . . , s (which is equivalent to the
multiplicity of λi as a root of the minimal polynomial of A). The function f is defined on
the spectrum of A if f (j)(λi) exists for j = 0, 1, . . . , ni − 1; i = 1, 2, . . . , s, where f (j) is the
jth derivative (these values are called the values f takes on the spectrum of A). The Jordan
canonical form definition of a matrix function is:
Definition 1.1.1 ([34, p. 3]). Let f be defined on the spectrum of A ∈ Cn×n and let A have
Jordan canonical form S−1AS = J = Jk1(λ1) ⊕ · · · ⊕ Jkp(λs). Then f(A) := Sf(J)S−1 =
S
[
f
(
Jk1(λ1)
)⊕ · · · ⊕ f(Jkp(λs))]S−1, where
f
(
Jki(λj)
)
:=

f(λj) f
′(λj) · · · f
(ki−1)(λj)
(ki−1)!
0 f(λj)
. . .
...
...
. . .
. . . f ′(λj)
0 · · · 0 f(λj)

for i = 1, . . . , p.
An advantage of using the Jordan canonical form definition of a matrix function is that a
finite process yields the exact function value (rather than an approximation). However, one
must compute the Jordan canonical form of A, which can be highly nontrivial, especially if n
is large. In fact, if n ≥ 5 it may not be possible to find the exact values of the eigenvalues.
The definition of a matrix function via polynomial interpolation utilizes the numerical
analysis technique of approximating a function f with an interpolating polynomial p. It is
important to note that for a polynomial p, p(A) is determined by the values of p on the
spectrum of A.
Theorem 1.1.2 ([34, Theorem 1.3]). For polynomials p and q and A ∈ Cn×n, p(A) = q(A) if
and only if p and q take the same values on the spectrum of A.
7The Hermite interpolation definition of a matrix function is:
Definition 1.1.3 ([34, p. 5]). Let f be defined on the spectrum of A ∈ Cn×n and let mA(x)
be the minimal polynomial of A. Then f(A) := p(A), where p is the polynomial of degree less
than
∑s
i=1 ni = degmA(x) that satisfies the interpolation conditions p
(j)(λi) = f
(j)(λi), for
j = 0, 1, . . . , ni − 1 and i = 1, . . . , s.
It is well known that the polynomial p in Definition 1.1.3 is unique; and this polynomial is
called the Hermite interpolating polynomial. Moreover, the Hermite interpolating polynomial
is given explicitly [34, p. 6] by
p(z) =
s∑
i=1
(ni−1∑
k=0
1
k!
φ
(k)
i (λi)(z − λi)k
)∏
j 6=i
(z − λj)nj
,
where
φi(z) =
f(z)∏
j 6=i(z − λj)nj
.
1.1.3 Calculating the matrix exponential function
Calculating etA can be very difficult for arbitrary A ∈ Rn×n, especially when n gets large.
There are many methods used to calculate etA for a given matrix (see, e.g., [47, 40, 41, 1, 27]).
However, as Moler and van Loan note in [40, 41], in practice, most of these methods only
provide an approximation and determining which method is best to use depends greatly on
the combinatorial structure (sparse versus dense) and eigenstructure of A and how accurate
of an approximation is needed. For this dissertation, we do not necessarily need to know the
exact entries of etA, but we do need to know whether those entries are positive, negative, or
zero as t→∞. Therefore an approximation is not good enough; moreover, we need to be able
to analyze the sign of each entry as t → ∞. Therefore we use only the power series, Jordan
canonical form, and Hermite interpolation definitions from Section 1.1.2 to calculate etA.
81.2 Literature Review
1.2.1 Generalizations of positive matrices
Nonnegative matrices, positive matrices, and their generalizations have been studied for over
one hundred years, with some of the earliest results published by the German mathematicians
Oskar Perron and Georg Frobenius. Hawkins provides a thorough history of what is now called
the Perron-Frobenius theorem in [31]. Perron’s namesake theorem first appeared in [45], with
its proof appearing in [46].
Theorem 1.2.1 (Perron’s Theorem). Let A ∈ Rn×n be entrywise positive. Then ρ = ρ(A) > 0
is a simple eigenvalue of A and there exist positive vectors x,w such that Ax = ρx and wTA =
ρwT.
Perron also established what Hawkins calls Perron’s Corollary.
Corollary 1.2.2. Let A ∈ Rn×n be entrywise nonnegative. If Ak > 0 for some power k ≥ 1,
then ρ = ρ(A) > 0 is a simple eigenvalue of A and there exist positive vectors x,w such that
Ax = ρx and wTA = ρwT.
Perron’s proofs of these results relied on limits and he set forth a challenge to prove these
results using purely algebraic techniques (i.e., without limits). Frobenius answered this chal-
lenge in his papers on positive and nonnegative matrices [24, 25, 26], in which the ideas of
irreducibility and primitivity were introduced. Frobenius did not use graph theory to define
these ideas; however, we shall: Digraph G is primitive if it is strongly connected and the great-
est common divisor of the lengths of its cycles is one. An n× n nonnegative matrix A (or sign
pattern) is primitive if the digraph associated with A is primitive. It is well known (see, e.g.,
[7]) that a primitive matrix is eventually positive.
Theorem 1.2.3 (Perron-Frobenius Theorem). Let A ∈ Rn×n be irreducible and A ≥ 0. Then
ρ = ρ(A) > 0 is a simple eigenvalue of A and there exist positive vectors x,w such that Ax = ρx
and wTA = ρwT.
Matrix A has the strong Perron-Frobenius property if λ1 = ρ(A) > 0 is a simple eigenvalue
of A with a positive eigenvector (called a Perron vector) and |λ| < λ1 for all λ ∈ spec(A) such
9that λ 6= λ1. It is well known that A ∈ Rn×n is eventually positive if and only if both A and AT
have the strong Perron-Frobenius property (see, e.g., [30, 37, 42]). Both Handelman [30] and
Johnson and Tarazaga [37] consider matrices with this property but Noutsos introduced the
terminology “strong Perron-Frobenius property” after others (e.g., [50]) had started to consider
matrices with similar, but weaker, eigenstructure.
See [4, 32, 49] for surveys of results relating the combinatorial structure of nonnegative
matrices and their eigenstructure (the eigenvalues—including multiplicity—and eigenvectors).
Since eventually nonnegative matrices were introduced by Friedland [23] in 1978, many people
have studied eventually nonnegative matrices (see, e.g., [23, 30, 53, 9, 52, 10, 17, 18]) in an
attempt to better understand the combinatorial structure of nonnegative matrices, eventually
nonnegative matrices, and other generalizations, and how it relates to the eigenstructure of the
matrix. Matrix A has the Perron-Frobenius property if ρ = ρ(A) is an eigenvalue of A and there
exists x ≥ 0 such that Ax = ρx. The term Perron-Frobenius property was used in [50], where
the authors extend the Perron-Frobenius theorem to matrices having some negative entries.
The following result appeared in [42, Theorem 2.3] but without the necessary hypothesis that
A must not be nilpotent, as was pointed out in [17]; the correct version appears in [43]
Theorem 1.2.4 ([43, Theorem 3.12]). Let A ∈ Rn×n be an eventually nonnegative matrix that
is not nilpotent. Then both A and AT have the Perron-Frobenius property.
Unfortunately, Theorem 1.2.4 is not an “if and only if” test. In an attempt to recover
eigenstructure closer to the strong Perron-Frobenius property, and an “if and only if” test for
eventual nonnegativity, the class of strongly eventually nonnegative matrices were introduced
in [11] (an earlier preprint version of [12]) and [35]. Matrix A ∈ Rn×n is strongly eventually
nonnegative if A is eventually nonnegative and there exists some power of A that is both
nonnegative and irreducible. Along with strongly eventually nonnegative matrices, [11] also
introduces an eigenstructure property that is stronger than the Perron-Frobenius property,
but weaker than the strong Perron-frobenius property. Matrix A has the semi-strong Perron-
Frobenius property if ρ = ρ(A) > 0 is a simple eigenvalue of A having a positive eigenvector.
Hogben [35] provides an “if and only if” test for strong eventual nonnegativity.
10
Noutsos and Tsatsomeros provide the following result relating eventually exponentially
positive and eventually positive matrices.
Theorem 1.2.5 ([43, Theorem 3.3]). For a matrix A ∈ Rn×n the following properties are
equivalent:
(i) There exists a ≥ 0 such that both matrices A + aI and AT + aI have the strong Perron-
Frobenius property (where I is the n× n identity matrix).
(ii) A+ aI is eventually positive for some a ≥ 0.
(iii) AT + aI is eventually positive for some a ≥ 0.
(iv) A is eventually exponentially positive.
(v) AT is eventually exponentially positive.
They also showed that certain eventually nonnegative matrices are also eventually expo-
nentially nonnegative. The notation index0(A) is used to denote the size of the largest Jordan
block for the eigenvalue 0, where index0(A) := 0 if 0 is not an eigenvalue of A.
Theorem 1.2.6 ([43, Theorem 3.7]). Let A ∈ Rn×n be an eventually nonnegative matrix with
index0(A) ≤ 1. Then A is an eventually exponentially nonnegative matrix.
Noutsos and Tsatsomeros also studied the eigenstructure of the solutions to Equation (1.1):
Theorem 1.2.7 ([43, Theorem 3.14]). Let A ∈ Rn×n be an eventually exponentially nonnega-
tive matrix. Then the following hold:
(i) eA and (eA)T have the Perron-Frobenius property.
(ii) If ρ(eA) is a simple eigenvalue of eA and ρ(eA) = eρ(A), then there exists a0 ≥ 0 such that
lim
k→∞
1
ρ(A+ aI)k
(A+ aI)k = xyT
for all a > a0, where x and y are, respectively, right and left nonnegative eigenvectors of
A corresponding to ρ(A), satisfying xTy = 1.
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Generalizations of eventual positivity are not the only eventual properties to be studied.
For a matrix property P, the n × n matrix A is eventually P if there exists k0 ∈ Z+ such
that Ak has property P for all k ≥ k0. Digraph G = (V,E) is cyclically r-partite if there
exists a disjoint partition V1∪˙V2∪˙ . . . ∪˙Vr = V of r nonempty subsets such that for each arc
(i, j) ∈ E, there exists ` ∈ {1, . . . , r} with i ∈ V` and j ∈ V`+1 (with r + 1 interpreted as 1).
For r ≥ 2, matrix A ∈ Rn×n (or sign pattern A) is called r-cyclic if its associated digraph
is cyclically r-partite. Hogben [35] introduced the notion of an eventually r-cyclic matrix.
Eventually irreducible matrices were introduced in [53], where it was shown that a matrix that
is both eventually irreducible and eventually nonnegative is in fact eventually positive. Hogben
and Wilson [36] further studied eventually r-cyclic matrices, as well as eventually reducible
matrices, and showed that if A ∈ Cn×n is eventually reducible, then the reducibility index k0
is at most n.
Corollary 1.2.8 ([36, Corollary 3.7]). Let A ∈ Cn×n. Then the following are equivalent:
(i) A is eventually reducible.
(ii) An and An+1 are reducible.
(iii) For every integer k ≥ n, Ak is reducible.
1.2.2 Sign patterns that require or allow property P
Whether a sign pattern requires or allows property P has been studied for many properties
related to generalizations of positivity and nonnegativity. In general, determining which sign
patterns require property P is more tractable than the problem of determining those sign pat-
terns that allow P. See [29] for a general survey of results on various sign pattern problems.
Sign patterns that require or allow various special eigenstructures have been studied (see, e.g.,
[38, 16, 5, 44, 14, 11, 12, 15]). The allows problem for the properties eventual nonnegativity
and eventual exponential nonnegativity are wide open, whereas those sign patterns that require
eventual positivity, eventual nonnegativity, and eventual exponential positivity have been com-
pletely characterized [19] and Chapter 2 of this dissertation presents results on sign patterns
that require eventual exponential nonnegativity. Some progress has been made on the allows
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problem for eventual positivity (in [3]) and eventual exponential positivity (in Chapter 3 of
this dissertation). These are discussed in more detail below.
A sign pattern that requires (respectively, allows) nilpotence necessarily requires (respec-
tively, allows) eventual nonnegativity. It is clear that sign pattern A requires nilpotence if and
only if A is permutationally similar to a strictly upper triangular sign pattern, i.e., that the
digraph associated with A contains no loops or cycles of length 2 or more. The problem of
characterizing those sign patterns that allow nilpotence (generally called potentially nilpotent
sign patterns) is still open, despite being thoroughly studied. In [51], Yeh characterizes various
star sign patterns (those patterns that have an associated digraph that is a star) as to whether
or not they are potentially nilpotent, as well as characterizing which 7× 7 tridiagonal sign pat-
terns, A = [αij ], such that αii = 0 and αij 6= 0 if and only if αji 6= 0 are potentially nilpotent.
Eschenbach and Li [22] provide some necessary conditions for a sign pattern to be potentially
nilpotent. The minimum rank of sign pattern A is mr(A) = min{rank(A) : A ∈ Q(A)}. The
nilpotence index of a nilpotent matrix is the minimum k ∈ Z+ such that Ak = 0 and the nilpo-
tence index of sign pattern A is the minimum nilpotence index over all nilpotent realizations
A ∈ Q(A). Eschenbach and Li characterized the potentially nilpotent sign patterns A that have
nilpotence index 2 and mr(A) = 1. They also characterized the 3× 3 potentially nilpotent sign
patterns and determined almost all 4×4 potentially nilpotent sign patterns with nilpotence in-
dex 2 and conjectured that the remaining four sign patterns whose nilpotence index they could
not determine did not have nilpotence index 2. This conjecture was confirmed in [21]. Much
work has also been done on so called spectrally arbitrary sign patterns, i.e., those sign patterns
that have a realization achieving every possible characteristic polynomial and therefore every
possible spectrum (see, e.g., [16, 39, 5, 44, 14, 15]). It is well known that A ∈ Rn×n is nilpotent
if and only if 0 is the only eigenvalue of A, so a spectrally arbitrary sign pattern is potentially
nilpotent.
Sign patterns that require eventual positivity, eventual nonnegativity, exponential positivity,
or eventual exponential positivity have been characterized in [19].
Theorem 1.2.9 ([19, Theorem 2.3]). The sign pattern A requires eventual positivity if and
only if A is nonnegative and primitive.
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Theorem 1.2.10 ([19, Theorem 2.6]). The sign pattern A = [αij ] requires eventual nonneg-
ativity if and only if for every s, t (s 6= t) such that αst = −, A[In(s)] and A[Out(t)] require
nilpotence.
Theorem 1.2.11 ([19, Theorem 2.9]). Let A be a square sign pattern. Then the following are
equivalent.
(i) A requires eventual exponential positivity.
(ii) A is irreducible and its off-diagonal entries are nonnegative.
(iii) A requires exponential positivity.
Sign patterns that allow eventual positivity (also called potentially eventually positive sign
patterns) were studied in [3]. Several necessary or sufficient conditions are given for a sign
pattern to allow eventual positivity.
Theorem 1.2.12 ([3, Theorem 2.1]). Let A be a sign pattern such that A+ is primitive. Then
A is potentially eventually positive.
The minimum number of positive entries in a potentially eventually positive sign pattern
was also established.
Corollary 1.2.13 ([3, Corollary 4.5]). For n ≥ 2, the minimum number of + entries in an
n× n potentially eventually positive sign pattern is n+ 1.
The 2× 2 and 3× 3 potentially eventually positive sign patterns are characterized in [3].
Theorem 1.2.14 ([3, Theorem 6.1]). A 2× 2 sign pattern A is potentially eventually positive
if and only if A+ is primitive.
Theorem 1.2.15 ([3, Theorem 6.4]). A 3× 3 sign pattern A is potentially eventually positive
if and only if A+ is primitive or A is equivalent to a sign pattern of the form
B =

+ − 	
+ ? −
− + +
 ,
where ? is one of 0,+,− and 	 is one of 0,−.
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Matrix A is power-positive if Ak > 0 for some k ∈ Z+. Clearly eventually positive matrices
are power-positive and so a sign pattern that requires (respectively, allows) eventual positivity
also requires (respectively, allows) power-positivity. In [13], it is shown that sign pattern A
requires power-positivity if and only if eitherA or−A requires eventual positivity. Furthermore,
it is shown in [13] that sign pattern A allows power-positivity if and only if either A or −A
allows eventual positivity.
The preprint [11] provides an analysis of the relationships between the classes of sign pat-
terns that allow eventual positivity, nilpotence, eventual nonnegativity, strong eventual non-
negativity, and the semi-strong Perron-Frobenius property. The next theorem and the Euler
diagram in Figure 1.1, which summarize these relationships, appear in [11] but were removed
before publication as [12] when the focus was later narrowed. They are included here for
completeness.
Theorem 1.2.16 ([11, Theorem 4.7]). The Euler diagram in Figure 1.1 gives the relationship
among the following eight classes of sign patterns (for patterns of order at least two):
1. potentially eventually positive sign patterns (PEP),
2. potentially strongly eventually nonnegative sign patterns (PSEN),
3. sign patterns that allow the semi-strong Perron-Frobenius property (PSSPF),
4. irreducible sign patterns (irreducible),
5. potentially eventually nonnegative sign patterns (PEN),
6. r-cyclic sign patterns (r-cyclic),
7. potentially nilpotent sign patterns (PN),
8. nonnegative sign patterns (nonnegative).
1.3 Dissertation Organization
This dissertation is organized in the format of a dissertation containing journal papers.
In the General Introduction the research problem and related background information are
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PEPPSEN
PSSPFirreducible
PEN
r-cyclic
PN
nonnegative
0 − 0+ 0 0
0 0 0
 [− −
0 0
]
+ − 0+ − 0
0 0 0
 [0 −
0 0
] 
0 I3
+ + 0
+ − 0
0 0 0
0

+ + 0+ − 0
0 0 0

0 + +0 0 +
0 0 0
 [0 +
0 0
]  0 I2+ 0
0 +
0

[
+ 0
0 +
]
[
+ +
− −
]  0 I2+ +
− − 0

[
0 +
+ 0
] [
+ +
+ 0
]

0 0 + +
0 0 + −
+ + 0 0
+ 0 0 0
 [+ ++ −
]

0 0 + +
0 0 + +
+ − 0 0
− + 0 0

+ − −+ − −
− + +

?? ??

0 + − 0
+ + + +
+ + + +
− 0 0 0


0 I4
0 + − 0
+ + + +
+ + + +
− 0 0 0
0

[− −
− −
] [
0 −
− 0
]
?? ??
?? ??
Figure 1.1 [11, Figure 4.1] An Euler diagram of classes of sign patterns related to potentially
eventually nonnegative sign patterns, for patterns of order at least 2. A sign
pattern in a given region is an example of a sign pattern belonging to that region.
We do not have examples of sign patterns belonging to regions containing ??. It
is conjectured that those regions are in fact empty (i.e., that PSSPF = PSEN).
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presented. A review of literature on the subject is also given.
Chapter 2 contains the paper “Sign patterns that require eventual exponential nonnega-
tivity” [20], submitted to the Electronic Journal of Linear Algebra. In the paper, we develop
conditions necessary for a sign pattern to require eventual exponential nonnegativity. We also
provide conditions sufficient for a sign pattern that is permutationally similar to an upper trian-
gular sign pattern to require eventual exponential nonnegativity, as well as sufficient conditions
for a sign pattern that requires eventual nonnegativity to also require eventual exponential
nonnegativity.
Chapter 3 contains the paper “Potentially eventually exponentially positive sign patterns”
[2], which was published in Involve: A journal of mathematics. In the paper, we introduce the
study of potentially eventually exponentially positive sign patterns (sign patterns that allow
eventual exponential positivity). It is shown that the set of sign patterns that allow eventual
positivity and the set of potentially eventually exponentially positive sign patterns are not
equal, i.e., that that the former is properly contained within the latter. We also characterize
all 2 × 2 and 3 × 3 potentially eventually exponentially positive sign patterns. This paper
was produced based on results from a Research Experiences for Undergraduates project held
at Iowa State University in the summer of 2010. Drs. Catral and Hogben were the faculty
mentors and C. Erickson was the graduate student research assistant on the project. This
paper is included in this dissertation because it was C. Erickson’s introduction to sign pattern
problems involving the matrix exponential function. C. Erickson was the primary writer and
one of the main researchers of the paper.
Chapter 4 summarizes results and discusses plans for future research.
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CHAPTER 2. SIGN PATTERNS THAT REQUIRE EVENTUAL
EXPONENTIAL NONNEGATIVITY
A paper submitted to the Electronic Journal of Linear Algebra
Craig Erickson
Abstract
Sign patterns that require exponential nonnegativity are characterized. A set of conditions
necessary for a sign pattern to require eventual exponential nonnegativity are established.
It is shown that these conditions are also sufficient for an upper triangular sign pattern to
require eventual exponential nonnegativity and it is conjectured that these conditions are both
necessary and sufficient for any sign pattern to require eventual exponential nonnegativity. It
is also shown that the maximum number of negative entries in a sign pattern that requires
eventual exponential nonnegativity is (n−1)(n−2)2 + 2.
2.1 Introduction
A real square matrix is eventually exponentially nonnegative (positive) if there exists some
τ0 ≥ 0 such that eτA is an entrywise nonnegative (positive) matrix for all τ > τ0. If eτA is
entrywise nonnegative (positive) for all τ > 0, then A is called exponentially nonnegative (pos-
itive). Ellison, Hogben, and Tsatsomeros [4] showed that a sign pattern A requires exponential
positivity if and only if A requires eventual exponential positivity and characterized such sign
patterns.
In Section 2.2, we establish some eigenstructure of eventually exponentially nonnegative
matrices, which is analogous to the eigenstructure of eventually exponentially positive matrices
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established in [1]. In Section 2.3, we develop a set of necessary conditions for a sign pattern
to require eventual exponential nonnegativity and conjecture that these conditions are also
sufficient for a sign pattern to require eventual exponential nonnegativity. We utilize the
Hermite interpolation method for evaluating eτA in confirming this conjecture in the case that
the sign pattern is permutationally similar to an upper triangular sign pattern. The remainder
of the current section contains definitions, notation, and results cited throughout this paper.
2.1.1 Definitions and notation
A sign pattern A is a matrix with entries in {+,−, 0}. The class of all real matrices for
which sgn(A) = A is called the qualitative class of A, denoted Q(A), and a realization of A is a
real matrix A ∈ Q(A). Sign pattern A allows property P if there exists a realization A ∈ Q(A)
which has property P. The sign pattern A requires property P if every realization A ∈ Q(A)
has property P.
Let A = [aij ] be an n × n matrix, we denote the (i, j)-entry of A` by a(`)ij and use similar
notation for the (i, j)-entry of the power of a sign pattern.
Definition 2.1.1. An n× n matrix A = [aij ] ∈ Rn×n is
• eventually nonnegative (positive) if there exists k0 ∈ Z+ such that for all k ≥ k0, Ak ≥ 0
(Ak > 0), where the inequality is entrywise.
• exponentially nonnegative (positive) if for all τ > 0, eτA =
∞∑
k=0
τkAk
k!
≥ 0 (eτA > 0).
• eventually exponentially nonnegative (positive) if there exists τ0 ≥ 0 such that for all
τ > τ0, e
τA =
∞∑
k=0
τkAk
k!
≥ 0 (eτA > 0).
• essentially nonnegative if aij ≥ 0 for all i 6= j.
Another (equivalent) definition of an eventually exponentially nonnegative matrix is: for all
i, j ∈ {1, 2, . . . , n}, if (eτA)ij 6= 0 then limτ→∞(eτA)ij > 0. The dominant term (or dominating
term) of (eτA)ij is the term which determines limτ→∞(eτA)ij . So if A is eventually exponentially
nonnegative, either (eτA)ij = 0 or the dominating term for the (i, j)-entry is positive for all
i, j ∈ {1, . . . , n}.
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Definition 2.1.2. Given an n×n sign pattern A = [αij ], we denote by AD(+) = [α̂ij ] the n×n
sign pattern such that α̂ij = αij for i 6= j and α̂ii = + for i, j ∈ {1, . . . , n}. AD(0) and AD(−)
are defined analogously, with zero and negative diagonal, respectively.
A square matrix (or sign pattern) A is called reducible if there exists some permutation
matrix P such that PAP T is upper block triangular with square diagonal blocks. If no such
permutation exists, then A is irreducible.
We say that the digraph G = (V,E) is associated with the matrix A = [aij ] ∈ Rn×n, or
that A is associated with G, when aij 6= 0 if and only if (i, j) ∈ E. Therefore A has a nonzero
diagonal element aii if and only if G contains the loop (i, i). We denote the weighted digraph
associated with A by Γ(A), that is, (i, j) is an arc in Γ(A) with weight aij if and only if aij 6= 0.
Likewise, Γ(A) is the signed digraph associated with A.
Let G = (V,E) be a digraph and u, v ∈ V . A vertex u ∈ V has access to vertex v ∈ V
if there exists a u-v walk in G or u = v. For v ∈ V we define In(v) to be the set of vertices
which have access to v and define Out(v) to be the set of vertices to which v has access. The
product of a u-v walk in Γ(A) is the product of the weights of the arcs in the walk. The sign of
a u-v walk in Γ(A) (or Γ(A)), is the sign of the product of the u-v walk. An arc-positive walk
(path) is a walk (path) that uses only positive arcs. An arc-positive walk W may pass through
a vertex that has a negative loop, so long as the negative loop is not included in W .
The spectral abscissa of matrix A is defined as α(A) := max{Re(λ) : λ ∈ spec(A)}. Eigen-
value γ ∈ spec(A) is a rightmost eigenvalue of A if Re(γ) = α(A). In [1] an eigenvalue is called
a rightmost eigenvalue if it is real and equal to the spectral abscissa, we allow for a rightmost
eigenvalue to be complex (in which case it would not be the unique rightmost eigenvalue). Note
that if α(A) is an eigenvalue of A, then it is a rightmost eigenvalue of A. Furthermore, if the
spectral radius ρ(A) is an eigenvalue of A, then ρ(A) = α(A) is a rightmost eigenvalue of A.
It is well known that eλ is an eigenvalue of eA if and only if λ is an eigenvalue of A. Suppose
that A is eventually exponentially nonnegative. Then (eA)k = ekA ≥ 0 for large enough integers
k, therefore eA is eventually nonnegative and either eA is nilpotent (which is not possible) or
both eA and (eA)T = eA
T
have the Perron-Frobenius property (i.e., ρ(eA) ∈ spec(eA), and
ρ(eA) has corresponding nonnegative left and right eigenvectors).
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2.1.2 Results cited
Theorem 2.1.3. [5, p. 323] Let A,B ∈ Rn×n. If λ is a simple eigenvalue of A and A(ε) =
A+ εB, then in a neighborhood of the origin there exist differentiable (and hence continuous)
functions λ(ε) and x(ε), with λ(0) = λ and x(0) = x, such that A(ε)x(ε) = λ(ε)x(ε).
Lemma 2.1.4. [7, Lemma 2.2] Let A ∈ Rn×n. The following are equivalent:
(i) A is eventually exponentially nonnegative.
(ii) There exists a ∈ R such that A+ aI is eventually exponentially nonnegative.
(iii) For all a ∈ R, A+ aI is eventually exponentially nonnegative.
Theorem 2.1.5. [4, Theorem 2.9] Let A be a square sign pattern. Then the following are
equivalent.
(i) A requires eventual exponential positivity.
(ii) A is irreducible and its off-diagonal entries are nonnegative.
(iii) A requires exponential positivity.
Note that for β ≥ 0, since A and βI commute,
eτA = e−τβIeτ(A+βI) = e−τβeτ(A+βI),
so A may have negative diagonal entries and be (eventually) exponentially nonnegative. In
fact, the sign pattern
− +
+ −
 requires (eventual) exponential positivity by Theorem 2.1.5.
Theorem 2.1.6. [4, Theorem 2.6] The sign pattern A = [αij ] requires eventual nonnegativity
if and only if for every s, t such that αst = −, A[In(s)] and A[Out(t)] require nilpotence.
Theorem 2.1.6 can be rephrased in graph theory language as follows:
Theorem 2.1.7. The sign pattern A = [αij ] requires eventual nonnegativity if and only if for
every s, t such that αst = −, every directed walk in Γ(A) that contains the arc (s, t) is a path.
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2.2 Eventually exponentially nonnegative matrices
This section introduces some results on eventually exponentially nonnegative matrices that
are interesting in themselves. We will use them primarily as tools in proving sign pattern
results in Section 2.3.
Observation 2.2.1. Let A be a block triangular matrix with square diagonal blocks
A1, A2, . . . , Am. Then e
τA is block triangular and the diagonal blocks of eτA are
eτA1 , eτA2 , . . . , eτAm.
The following lemma appears as an aside in [7] and is a result of the application of [6,
Theorem 1.36] to the matrix exponential function.
Lemma 2.2.2. Let A ∈ Rn×n. Then x ∈ Rn is an eigenvector of eA if and only if x is an
eigenvector of A.
In [1], it was shown that matrix A is eventually exponentially positive if and only if the
spectral abscissa of A is a simple (real) eigenvalue of A with corresponding positive left and right
eigenvectors. Eventually exponentially nonnegative matrices also have a special eigenstructure.
Theorem 2.2.3. Let A ∈ Rn×n be eventually exponentially nonnegative. Then the spectral ab-
scissa of A is an eigenvalue with corresponding nonnegative left and right eigenvectors. Equiv-
alently, A has a real rightmost eigenvalue with corresponding nonnegative left and right eigen-
vectors.
Proof. Since A is eventually exponentially nonnegative, there exists τ0 ≥ 0 such that for all
τ > τ0, e
τA ≥ 0. Let k0 = dτ0e, then for all k ∈ Z+, k ≥ k0,
(
eA
)k
= ekA ≥ 0 and hence eA
is eventually nonnegative. Therefore ρ
(
eA
)
is a (nonzero) eigenvalue of eA with corresponding
nonnegative left and right eigenvectors. By Lemma 2.2.2, there exists µ ∈ spec(A) such that
eµ = ρ
(
eA
)
and µ has corresponding nonnegative left and right eigenvectors. Moreover, since∣∣∣ea+ib∣∣∣ = ea |cos(b) + i sin(b)| = ea (cos2(b) + sin2(b)) = ea,
ρ(eA) = eRe(µ) ≥ eRe(λ) for all λ ∈ spec(A), and since ez : R → R is nonnegative and strictly
monotonically increasing, this implies that Re(µ) ≥ Re(λ) for all λ ∈ spec(A). Therefore Re(µ)
is the spectral abscissa of A, and µ has nonnegative left and right eigenvectors.
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Moreover, since A is real and µ has corresponding nonnegative (and therefore real) left and
right eigenvectors, µ must be real.
However, as the following example shows, a matrix can have a simple real rightmost eigen-
value with corresponding nonnegative left and right eigenvectors without being eventually ex-
ponentially nonnegative.
Example 2.2.4. Let A =

0 4 1 0 0
9 0 0 1 0
0 0 0 1 −1
0 0 0 1 1
0 0 0 0 −1

. Then spec(A) = {−6,−1, 0, 1, 6} and
[
2 3 0 0 0
]T
and
[
6 4 1 1 0
]T
are right and left eigenvectors, respectively, corre-
sponding to the eigenvalue 6. However, the (1, 5)-entry of eτA is
− 1
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e−6τ +
e−τ
10
− e
τ
14
,
which is negative for τ > 0.
2.3 Sign patterns that require exponential nonnegativity or eventual
exponential nonnegativity
In [4] Ellison, Hogben, and Tsatsomeros showed that a sign pattern requires eventual ex-
ponential positivity if and only if it requires exponential positivity. This is not the case for
nonnegativity. If a matrix A is exponentially nonnegative, then A is also eventually exponen-
tially nonnegative; therefore the class of sign patterns that require exponential nonnegativ-
ity is contained in the class of sign patterns that require eventual exponential nonnegativity.
However, as Example 2.3.3 below shows, a sign pattern can require eventual exponential non-
negativity without requiring exponential nonnegativity, so the two classes of sign patterns are
not equivalent. It is well known that matrix A is exponentially nonnegative if and only if A
has no negative off-diagonal entries (i.e., is essentially nonnegative, see, e.g., [2, Chapter 6,
Theorem (3.12)], [7]). This immediately leads to a classification of those sign patterns that
require exponential nonnegativity.
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Proposition 2.3.1. Let A = [αij ] be an n×n sign pattern. A requires exponential nonnegativity
if and only if αij 6= − for i 6= j.
So if A is irreducible and requires exponential nonnegativity, then A requires (eventual)
exponential positivity by Theorem 2.1.5.
It is clear from the power series definition of eτA that for a sign pattern to require eventual
exponential nonnegativity, the following necessary condition must hold.
Observation 2.3.2. Let A be a sign pattern that requires eventual exponential nonnegativity.
If Γ(A) has a negative i-j walk of length k, then there must exist a positive i-j walk of length
greater than k.
While it is true that if A requires eventual exponential nonnegativity, then AD(+) allows
eventual exponential nonnegativity; as the following example shows, it is not necessarily the
case that AD(+) requires eventual exponential nonnegativity.
Example 2.3.3. Consider the matrix
A =

0 a12 −a13
0 0 a23
0 0 0
,
where a12, a13, a23 > 0. Clearly
eτA =

1 τa12 −τa13 + τ2a12a23
0 1 τa23
0 0 1

and for τ >
a13
a12a23
, we have eτA ≥ 0, therefore A = sgn(A) requires eventual exponential
nonnegativity. However, the matrix
A =

1 1 −10
0 110 1
0 0 110
,
which is in Q(AD(+)), is not eventually exponentially nonnegative. The (1, 3)-entry of eτA is
10eτ/10
(
80− 80e9τ/10 − 9τ)
81
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which is negative for τ > 0. Therefore AD(+) does not require eventual exponential nonnega-
tivity.
In [4] it was shown that a sign pattern requires exponential positivity if and only if it requires
eventual exponential positivity. The preceding example also illustrates that a sign pattern may
require eventual exponential nonnegativity without requiring exponential nonnegativity.
The following proposition gives a condition which is sufficient for the sign pattern A to
require eventual exponential nonnegativity.
Proposition 2.3.4. Let A be an n× n sign pattern such that
1. A requires eventual nonnegativity, and
2. if there is a negative (directed) s-t walk of length k in Γ(A), then there exists an ` > k
such that every s-t walk of length ` is positive.
Then A requires eventual exponential nonnegativity.
Proof. Let A = [aij ] ∈ Q(A). Then, denoting the entries of Am by a(m)ij , we have
(
eτA
)
ij
=

1 + τaii +
τ2
2
a
(2)
ii +
τ3
3!
a
(3)
ii + · · · if j = i,
τaij +
τ2
2
a
(2)
ij +
τ3
3!
a
(3)
ij + · · · if j 6= i.
Suppose that a
(m)
st < 0 for some m ∈ Z+ and let m0 be the greatest such integer (which
exists since A requires eventual nonnegativity). Then by hypothesis, there exists some ` > m0
such that a
(`)
st > 0. Denote the degree ` Maclaurin polynomial for
(
eτA
)
st
by p`(τ). This
polynomial has a finite number of roots and a positive leading coefficient, therefore there exists
τ0(s, t) ≥ 0 such that p`(τ) > 0 for all τ > τ0(s, t) (namely, τ0(s, t) = 0 if all the roots
of p`(τ) are nonpositive, otherwise τ0(s, t) is the greatest real positive root of p`(τ)). Then(
eτA
)
st
= p`(τ) + r(τ), where r(τ) ≥ 0 for all τ > 0, and hence
(
eτA
)
st
> 0 for τ > τ0(s, t).
If a
(m)
st ≥ 0 for all m ∈ Z+, define τ0(s, t) = 0. Then eτA ≥ 0 for τ ≥ max
1≤s,t≤n
{τ0(s, t)} and A
requires eventual exponential nonnegativity.
For matrix A = [aij ] ∈ Rn×n (or an n × n sign pattern) with associated digraph Γ(A) =
(V,E) let V̂ (s, t) := {v ∈ V : v ∈ Out(s) ∩ In(t)}. Then the embedding A˜[V̂ ] = [a˜ij ] of A is the
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n × n matrix defined by a˜ij = aij if i, j ∈ V̂ = V̂ (s, t) and a˜ij = 0 otherwise. Note that the
(i, j)-entry of eτA is only affected by the nonzero entries in A˜[V̂ ] (where V̂ = V̂ (i, j)), that is,
(
eτA
)
ij
=
(
eτA˜[V̂ ]
)
ij
for i, j ∈ {1, . . . , n}.
Another method to calculate the matrix exponential is by use of an interpolating polynomial.
We make use of the Hermite interpolation formula from [6, Chapter 1], applied to the matrix
exponential function, f(A) = eτA, which is reproduced below for the reader’s convenience. Let
A ∈ Rn×n have m distinct eigenvalues {λ1, . . . , λm}. The Hermite interpolation conditions are:
p(k)(λi) = f
(k)(λi) for 0 ≤ k ≤ ni− 1 and 1 ≤ i ≤ m and the Hermite interpolating polynomial
p(z) is given by
p(z) =
m∑
i=1
(ni−1∑
k=0
1
k!
φ
(k)
i (λi)(z − λi)k
)∏
j 6=i
(z − λj)nj
, (2.1)
where
φi(z) =
eτz∏
j 6=i(z − λj)nj
and ni is the multiplicity of λi as a root of the minimal polynomial of A, i.e., the size of the
largest Jordan block associated with λi in the Jordan canonical form of A. Then e
τA = p(A).
However, as noted by Higham in [6, Remark 1.5], it is often convenient to use a higher degree
interpolating polynomial q(z), for example, replacing ni in (2.1) with the multiplicity of λi as
a root of the characteristic polynomial rather than the minimal polynomial. This is allowed
since as long as p(z) divides q(z), q(z) also satisfies the Hermite interpolation conditions.
It is clear that the (s, t)-entry of a power of A is affected only by the entries associated with
V̂ = V̂ (s, t), so the dominating term of the (s, t)-entry ofA is the same as the dominating term of
the (s, t)-entry of A˜ = A˜[V̂ ]. Let λ̂1, λ̂2, . . . be the distinct eigenvalues of the principal submatrix
A[V̂ ] with n̂1, n̂2, . . . the multiplicities of λ̂1, λ̂2, . . . as roots of the minimal polynomial of
A[V̂ ], respectively. Note that in the Hermite interpolation formula, τ appears only in φ
(k)
i (λ̂i),
for 0 ≤ k ≤ n̂i − 1 and 1 ≤ i ≤ m. Furthermore, for τ > 0, eτµ1 ≥ eτµ2 if and only if
Re(µ1) ≥ Re(µ2). Thus, if the principal submatrix A[V̂ (s, t)] has a unique rightmost eigenvalue,
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which we denote by γ̂ = λ̂ν , then the dominating term of the (s, t)-entry of e
τA is precisely the
(s, t)-entry of (
n̂ν−1∑
k=0
1
k!
φ(k)ν (γ̂)(A˜− γ̂I)k
)∏
j 6=ν
(A˜− λ̂jI)n̂j . (2.2)
Moreover, γ̂ is real, and hence φν(γ̂) =
eτ γ̂∏
j 6=ν(γ̂ − λ̂j)n̂j
is real and positive since γ̂ ≥ Re(λ̂j)
for λ̂j ∈ spec(A[V̂ (s, t)]) and any complex eigenvalues of A[V̂ (s, t)] come in conjugate pairs.
Furthermore,
φ′ν(γ̂) = τ · φν(γ̂)−
(
φν(γ̂)∏
j 6=ν(γ̂ − λ̂j)n̂j
)
d
dz
∏
j 6=ν
(z − λ̂j)n̂j
 ∣∣∣
z=γ̂
= φν(γ̂) (τ −K),
where K is a constant. Therefore φ′ν(γ̂)→∞ as τ →∞. It is apparent that φ(k)ν (γ̂) is a k-th
degree polynomial in τ with leading coefficient φν(γ̂) > 0 and hence φ
(k)
ν (γ̂) → ∞ as τ → ∞.
Since φ
(k)
ν (γ̂) is a k-th degree polynomial (in τ) with leading coefficient φν(γ̂), the dominating
term of the (s, t)-entry of (2.2) is the (s, t)-entry of
eτ γ̂τ n̂ν−1
(nν − 1)!
∏
j 6=ν(γ̂ − λ̂j)n̂j
(A˜− γ̂I)n̂ν−1
∏
j 6=ν
(A˜− λ̂jI)n̂j .
Combining the fact that an eventually exponentially nonnegative matrix has a (real) right-
most eigenvalue (Theorem 2.2.3) with the above Hermite interpolation analysis, we have the
following observation.
Observation 2.3.5. A ∈ Rn×n is eventually exponentially nonnegative if and only if for 1 ≤
s, t ≤ n (i) the (s, t)-entry of eτA is 0 or (ii) the (s, t)-entry of
(A˜− γ̂I)n̂ν−1
∏
j 6=ν
(A˜− λ̂jI)n̂j
is positive.
2.3.1 Necessary conditions
In this section, we discuss the following questions: What properties does every sign pattern
that requires eventual exponential nonnegativity have? What type of structure prohibits a sign
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pattern from requiring eventual exponential nonnegativity? We establish conditions that are
necessary for a sign pattern to require eventual exponential nonnegativity.
A sign pattern is called acyclic if there are no (directed) cycles or loops in Γ(A). An
acyclic sign pattern requires nilpotence, and therefore requires eventual nonnegativity. Propo-
sition 2.3.4 leads to the following result.
Corollary 2.3.6. Let A be an acyclic sign pattern. A requires eventual exponential nonneg-
ativity if and only if for any negative u-v path of length k, there exists a positive u-v path of
length greater than k.
Furthermore, an acyclic sign pattern allows eventual exponential nonnegativity if and only
if it requires eventual exponential nonnegativity.
Lemma 2.3.7. Let C = [cij ] be an n × n matrix with entries in {−1, 0, 1} such that Γ(C) is
a (directed) n-cycle. Then the characteristic polynomial of C is xn + (−1)m+1, where m is the
number of −1 entries in C.
Proof. Without loss of generality, suppose that cij 6= 0 implies j ≡ i + 1 (mod n). Then by
cofactor expansion along the first column, det(C) = (−1)n+1(−1)m. Since each k× k principal
minor of C is 0 for k < n, the characteristic polynomial is pC(x) = x
n + (−1)n det(C) =
xn + (−1)n(−1)n+1(−1)m = xn + (−1)m+1.
Proposition 2.3.8. Let C be an n×n sign pattern such that Γ(C) is a (directed) n-cycle, with
n ≥ 2. C requires eventual exponential nonnegativity if and only if C is nonnegative.
Proof. If C is nonnegative, then C requires (eventual) exponential positivity by Theorem 2.1.5
and therefore C requires eventual exponential nonnegativity.
Suppose that C has at least one negative entry and let C = [cij ] ∈ Rn×n be the characteristic
matrix of C, that is, C ∈ Q(C) and cij ∈ {−1, 0, 1}. If there are an odd number of negative
entries in C, then the characteristic polynomial of C is xn + 1 and the eigenvalues of C are the
n roots of −1; therefore the spectral abscissa of C is not an eigenvalue and C is not eventually
exponentially nonnegative by Theorem 2.2.3.
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If there are an even number of negative entries in C, then the characteristic polynomial
of C is xn − 1 and the eigenvalues of C are the n roots of unity. Therefore 1 is the spectral
abscissa of C. Suppose that Cx = x, where x ≥ 0. Then
c12x1 = x2
c23x2 = x3
...
cn1xn = x1
and since ci,i+1 = −1 for some i ∈ {1, 2, . . . , n}, this implies xi = 0 for i = 1, 2, . . . , n and
hence C does not have a nonnegative eigenvector corresponding to a real rightmost eigenvalue.
Therefore C is not eventually exponentially nonnegative by Theorem 2.2.3.
Proposition 2.3.9. Let A = [αij ] be an n × n sign pattern. If Γ(A) has a cycle of length at
least 2 that contains a negative arc, then A does not require eventual exponential nonnegativity.
Proof. Let A be as prescribed and let W = (i1, i2, . . . , ik, i1) denote a cycle of length at least
2 where αst = − for some s = ij , t = ij+1 (with ik+1 = i1). Consider the matrix C obtained
from the characteristic matrix of A by setting all of the entries not associated with W equal
to zero. For ε > 0, consider A(ε) = C + εB ∈ Q(A). As in the proof of Proposition 2.3.8, C
does not have nonnegative left and right eigenvectors for a real rightmost eigenvalue. Therefore
by Theorem 2.1.3, for small enough ε, A(ε) does not have nonnegative left and right eigenvec-
tors for a real rightmost eigenvalue and hence is not eventually exponentially nonnegative by
Theorem 2.2.3.
Hence if an n×n sign pattern A is irreducible (with n ≥ 2) one of two things is true: either
A is essentially nonnegative and therefore requires exponential positivity by Theorem 2.1.5,
or A has an off-diagonal negative entry and therefore does not require eventual exponential
nonnegativity by Proposition 2.3.9.
The proof of the following result closely follows that of [4, Theorem 2.5].
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Proposition 2.3.10. Let the n × n sign pattern A = [αij ] require eventual exponential non-
negativity. Then there exists no walk in Γ(A) which includes both a negative arc (s, t), s 6= t,
and either a positive loop or arc-positive cycle.
Proof. We proceed by way of contradiction. Let A be as prescribed. Without loss of generality,
suppose there exists a walk W
(s = 1, t = 2, 3, . . . , u, . . . , v, . . . , ` = u)
in which the cycle (u, . . . , v, . . . , u) contains no negative arc (note that it is possible that u = 2
and/or v = ` = u). Consider the matrix C obtained from the characteristic matrix of A by
setting all entries to zero except those associated with the walk W . If we let U = {1, . . . , u−1}
and V = {u, . . . , v, . . . , `− 1}, then C has the block form
C =

C[U ] C[U, V ] 0
0 C[V ] 0
0 0 0
.
Since C[U ] is nilpotent ρ(C[V ]) = ρ(C), denote this by ρ. Since C[V ] is nonnegative and
irreducible, by the Perron-Frobenius theorem, ρ > 0. Moreover, there exists v ∈ Rn such that
Cv = ρv and v[V ] > 0. Working backwards from u, we have vi 6= 0 for i = 1, . . . , u − 1,
and vk < 0, where k is the greatest index in {1, . . . , u − 1} such that ck,k+1 = −1. Note
that ρ is a simple eigenvalue of C, and therefore is a (real) rightmost eigenvalue of C. So for
sufficiently small ε > 0, A(ε) = C+εB ∈ Q(A) does not have a nonnegative (right) eigenvector
corresponding to its spectral abscissa and hence is not eventually exponentially nonnegative.
This contradicts the assumption that A requires eventual exponential nonnegativity; therefore
W cannot contain a positive loop or arc-positive cycle of length 2 or more. The case of a
positive loop or arc-positive cycle coming before the negative arc (s, t) in a walk is similar and
involves considering CT rather than C.
Propositions 2.3.9 and 2.3.10 lead to the following result.
Corollary 2.3.11. Let A be an n× n sign pattern that requires eventual exponential nonneg-
ativity. No walk containing a negative non-loop arc also contains either a positive loop or any
cycle of length 2 or more. Thus AD(0) requires eventual nonnegativity.
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Proposition 2.3.12. Let the n × n sign pattern A = [αij ] require eventual exponential non-
negativity. If αst = −, s 6= t, then there exists an arc-positive s-t path in Γ(A).
Proof. Let A require eventual exponential nonnegativity and suppose that αst = − for some
s, t ∈ {1, . . . , n}, s 6= t. Let W be the longest s-t walk in Γ(AD(0)). If W is an arc-positive
walk, then it contains an arc-positive s-t path.
Suppose that W has a negative arc, (wi, wj). By Observation 2.3.2 there exists a positive
wi-wj walk Pwi,wj in Γ(AD(0)) (which Corollary 2.3.11 implies is a path). Note that the only
vertices that W and Pwi,wj share are wi and wj , otherwise Γ(AD(0)) would have a walk con-
taining both a negative non-loop arc and a cycle, contradicting the assumption that A requires
eventual exponential nonnegativity. Replacing the arc (wi, wj) in the path W with the path
Pwi,wj creates a longer s-t path, contradicting the maximality of W . Therefore the longest s-t
walk does not have any negative non-loop arcs and there exists an arc-positive s-t path.
Lemma 2.3.13. Let A = [αij ] be an n×n sign pattern. If there exists s 6= t such that αst = −,
at least one of αss, αtt is −, and each interior vertex in every arc-positive s-t walk in Γ(A) has
a negative loop, then A does not require eventual exponential nonnegativity.
Proof. Let the sign pattern A, with associated graph Γ(A) = (V,E), be as hypothesized. If for
some s 6= t, αst = − and αvv = − for all v ∈ V̂ = V̂ (s, t) (recall that s, t ∈ V̂ (s, t)), then A
does not require eventual exponential nonnegativity since this is equivalent to A˜ = A˜[V̂ ] with
αst = −, s 6= t, and v ∈ V̂ implies αvv = + requiring eventual exponential nonnegativity, which
contradicts Proposition 2.3.10.
Suppose that (i) for every αst = −, and s 6= t, there exists an arc-positive s-t path; (ii) no
cycle of length 2 or more contains a negative arc; and (iii) no walk containing a negative arc
also contains a positive loop or positive cycle of length 2 or more (otherwise A does not require
eventual exponential nonnegativity by one of Propositions 2.3.12, 2.3.9, or 2.3.10). Choose s, t
so that |V̂ | is minimized over all V̂ such that i 6= j, αij = −, αii = 0, αjj = −, and each
interior vertex in every arc-positive i-j walk in Γ(A) has a negative loop. Then for i, j ∈ V̂ ,
i 6= j, (i, j) 6= (s, t) implies αij ≥ 0 (due to the minimality of |V̂ |, assumptions (i)-(iii), and the
finiteness of Γ(A)).
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Without loss of generality, let s = 1, t = |V̂ |, and v ∈ V̂ imply v ≤ t. Construct A˜ =
[aij ] ∈ Q(A˜) by setting (1) aii = −(t − 1) for i = 2, . . . , t − 1, (2) att = −1, (3) a1t = −t, (4)
ait = 1 if αit 6= 0 for i = 2, . . . , t− 1, and (5) choose the remaining nonzero aij so that column
j has column sum zero for j = 2, . . . , t − 1 (note that column 1 is a zero column). Then 0 is
both a simple eigenvalue and the spectral abscissa of A˜. Let x = [xi] ∈ Rn with xi = 1 for
i = 1, . . . , t− 1, xt = −(t−m) where m =
∑t−1
i=2 ait (so m < t), and xi = 0 for i = t+ 1, . . . , n.
Then x is a left eigenvector of A˜ corresponding to the simple eigenvalue 0. Since x has both
positive and negative entries, A˜ does not have a nonnegative left eigenvector corresponding to
its spectral abscissa.
Let B be the characteristic matrix of A and A(ε) = A˜ + εB ∈ Q(A). For small ε > 0,
A(ε) = A˜ + εB does not have a nonnegative left eigenvector corresponding to its spectral
abscissa ε, hence A(ε) is not eventually exponentially nonnegative. Therefore A does not
require eventual exponential nonnegativity.
The case for αss = −, αtt = 0 is similar, considering the right eigenvector rather than the
left.
Lemma 2.3.14. Let A = [αij ] be an n×n sign pattern. If there exists s 6= t such that αst = −,
αss = αtt = 0, and each interior vertex in every arc-positive s-t walk in Γ(A) has a negative
loop, then A does not require eventual exponential nonnegativity.
Proof. Let the sign pattern A, with associated graph Γ(A) = (V,E), be as hypothesized and
let A = [aij ] ∈ Q(A). Suppose that (i) for every αst = − such that s 6= t, there exists an arc-
positive s-t path; (ii) every cycle of length 2 or more is arc-positive; and (iii) if a walk contains
a negative non-loop arc it does not contain any positive loop or positive cycle of length 2 or
more (otherwise A does not require eventual exponential nonnegativity by one of Propositions
2.3.12, 2.3.9, or 2.3.10).
Suppose that there exists s, t, s 6= t, such that αst = −, αss = αtt = 0, and αvv = − for
v ∈ V̂ (s, t) \ {s, t}. Let V̂ = V̂ (s, t), A˜ = A˜[V̂ ], and m = |V̂ |. It follows from assumptions
(ii) and (iii) that In(s) ∩ V̂ = s and Out(t) ∩ V̂ = t, and hence A˜ has at most m − 2 nonzero
eigenvalues, each of which is independent of ast. By choosing |avv| large and spread out from the
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other nonzero diagonal elements of A˜, we can ensure that the nonzero eigenvalues of A˜ are real,
distinct, and negative and that for the principal submatrix A[V̂ ] the geometric multiplicity of 0
as an eigenvalue is one. Therefore the rightmost eigenvalue of A˜ is 0. Let λ̂1 = 0, λ̂2, . . . , λ̂m−1
be the distinct eigenvalues of A˜. Note that there are n−m+1 zero columns in A˜, so the geometric
multiplicity of 0 as an eigenvalue of A˜ is n−m+ 1. Hence A˜ has n−m+ 1 +m− 2 = n− 1
linearly independent eigenvectors and the size of the largest Jordan block corresponding to
eigenvalue 0 in the Jordan canonical form of A˜ is 2.
Since 0 is the rightmost eigenvalue of A˜, and it is a double root of the minimal polynomial
of A˜, by Observation 2.3.5 it is clear that A˜ is eventually exponentially nonnegative only if
A˜
∏m−1
k=2 (A˜− λ̂kI) ≥ 0. Note that
A˜
m−1∏
k=2
(A˜− λ̂kI) = A˜m−1 − tr(A˜)A˜m−2 + · · ·+ (−1)m−2(λ2 · · ·λm−1)A˜
= A˜m−1 − tr(A˜)A˜m−2 + · · ·+ |λ2 · · ·λm−1|A˜,
since λk < 0 for k = 2, . . . ,m − 1. By assumption no s-t walk of length 2 or more includes
the arc (s, t), so a˜st = ast is not in the (s, t)-entry of A˜
k for k = 2, . . . ,m − 1. Recall that
λ̂2, . . . , λ̂m−1 are independent of ast, and that ast < 0, therefore we may choose ast so that
the (s, t)-entry of A˜
∏m−1
k=2 (A˜ − λ̂kI) is negative and hence A˜ is not eventually exponentially
nonnegative.
Therefore A is not eventually exponentially nonnegative and hence A does not require
eventual exponential nonnegativity.
The previous results lead to the following necessary conditions for the sign pattern A to
require eventual exponential nonnegativity.
Theorem 2.3.15. If the n×n sign pattern A requires eventual exponential nonnegativity, then
(i) every cycle in Γ(A) of length 2 or more is arc-positive,
(ii) if a walk in Γ(A) contains a negative non-loop arc then it does not contain any positive
loop or (arc-positive) cycle of length 2 or more, and
(iii) for every negative arc (s, t) in Γ(A), there exists an arc-positive s-t walk with an interior
vertex that does not have a negative loop.
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It is interesting to note that for a sign pattern A = [αij ] that requires eventual exponential
nonnegativity with αst = −, and s 6= t, the arc-positive s-t path with an interior negative-loop-
free vertex need not be the longest arc-positive s-t path.
1
5
4 3
2
Figure 2.1 The digraph Γ(A) for sign pattern A in Example 2.3.16. The negative arcs are
represented by thick lines.
Example 2.3.16. Consider the matrix
A =

0 a12 0 −a14 a15
0 −a22 a23 0 0
0 0 −a33 a34 0
0 0 0 0 0
0 0 0 a54 0

,
with a12, a14, a15, a22, a23, a33, a34, a54 > 0. See Figure 2.1 for the digraph Γ(A) for A = sgn(A).
Note that the principal submatrices A[{1, 2, 3}] and A[{2, 3, 4, 5}] are each essentially nonnega-
tive and therefore are each eventually exponentially nonnegative. Clearly (eτA)41 = (e
τA)51 =
0, so the only questionable entries are the (1, 4)- and (1, 5)-entries.
Note that (Ak)15 = 0 for k ≥ 2 so by the power series for eτA,
(eτA)15 = τa15,
which is positive for τ > 0.
The distinct eigenvalues of A are 0,−a22, and −a33. The minimal polynomial of A is the
characteristic polynomial, so the size of the largest Jordan block for 0 (the rightmost eigenvalue)
39
is three. The (1, 4)-entry of A2(A+a22I)(A+a33I) is a15a54a22a33, which is positive. Hence by
the previous analysis of the Hermite interpolating polynomial, the dominating term of (eτA)14
is positive.
Therefore the sign pattern A = sgn(A) requires eventual exponential nonnegativity.
2.3.2 Sufficient conditions for upper triangular sign patterns
It is conjectured that the converse of Theorem 2.3.15 is also true, that is:
Conjecture 2.3.17. The n × n sign pattern A requires eventual exponential nonnegativity if
and only if
(i) every cycle in Γ(A) of length 2 or more is arc-positive,
(ii) if a walk in Γ(A) contains a negative non-loop arc then it does not contain any positive
loop or (arc-positive) cycle of length 2 or more, and
(iii) for every negative arc (s, t) in Γ(A), there exists an arc-positive s-t walk with an interior
vertex that does not have a negative loop.
Note that if a sign pattern has no cycles of length 2 or more, it can be simultaneously per-
muted into an upper triangular pattern. We will use Hermite interpolation to prove Conjecture
2.3.17 in the case of upper triangular sign patterns, but first we develop tools to analyze the
sign of the dominating term of the (i, j)-entry of eτA for every realization A ∈ Q(A) when A
is an upper triangular sign pattern that satisfies the hypotheses of Conjecture 2.3.17.
The technique of using Ko¨nig digraphs to compute the product of several matrices motivates
the following terminology (see, e.g., [3] for more on Ko¨nig digraphs and Section 2.4 for a
discussion of how our use of Ko¨nig digraphs differs slightly from that of Brualdi and Cvetkovic´).
Let M (1) = [m
(1)
ij ],M
(2) = [m
(2)
ij ], . . . ,M
(`) = [m
(`)
ij ] be real n × n upper triangular matrices.
The product
m
(1)
i,k1
m
(2)
k1,k2
m
(3)
k2,k3
· · ·m(`)k`−1,j (2.3)
is called a loop-path product of length `. Note that the loop-path product (2.3) is the weight
of the walk (i, k1, k2, . . . , k`−1, j) in the composite Ko¨nig digraph used to compute the product
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M (1)M (2) · · ·M (`). Although Ko¨nig digraphs have no loops, we take the convention of calling
arc (ri, ci) in the Ko¨nig digraph K(M) a loop, since this corresponds to a nonzero diagonal
entry mii. The underlying path of a loop-path product is obtained by ignoring the loops in
the walk (i, k1, k2, . . . , k`−1, j). For example, the loop-path product m
(1)
1,2m
(2)
2,4m
(3)
4,4m
(4)
4,5 has the
underlying path (1, 2, 4, 5).
Consider the upper triangular matrix
A =

a11 a12 · · · a1n
0 a22 · · · a2n
...
. . .
. . .
...
0 · · · 0 ann

.
Let λ1, . . . , λm be the distinct eigenvalues of A and let nj be the multiplicity of λj as a root of the
characteristic polynomial of A for j = 1, . . . ,m. Choose µ ∈ spec(A) and let S = {k : akk = µ}.
Define
B(k) :=

(A− akkI) for k /∈ S
I for k ∈ S
.
Then since any two scalar shifts of A commute with each other,
∏
λj 6=µ
(A− λjI)nj =
∏
k/∈S
(A− akkI) =
∏
k/∈S
B(k) =
∏
1≤k≤n
B(k).
Note that this last equality is true since B(k) = I for k ∈ S. By definition of matrix multipli-
cation, the (1, n)-entry of
∏
1≤k≤nB
(k) is the sum of loop-path products of the form
B
(1)
1,k1
B
(2)
k1,k2
B
(3)
k2,k3
· · ·B(n)kn−1,n (2.4)
where
B
(k)
i,j =

aii − akk for j = i, and k /∈ S
aij for j 6= i, and k /∈ S
and B
(k)
i,j =

1 for j = i, and k ∈ S
0 for j 6= i, and k ∈ S
.
Note that in the following result, the case S = {1} is the reason for the inclusion of the
phrase “at least one of s, t ∈ S” in (iii).
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Lemma 2.3.18. Suppose W is a nonzero loop-path product of the form (2.4). Then (i) W
includes a factor B
(k)
kk with k ∈ S, (ii) if ` is the least integer such that W includes the factor
B
(`)
k`−1,k`, with k`−1 = k`, then ` ≤ k`−1, and (iii) W includes a factor ast with at least one of
s, t ∈ S and s < t.
Proof. If S contains either 1 or n then (iii) is clear. Suppose 1, n /∈ S (and therefore S 6= {1}).
We show thatW includes a factor ast for some t ∈ S. Observe that B(k) is upper triangular for
k = 1, . . . , n and B
(k)
k,k = 0 if k /∈ S. Therefore W is nonzero only if ki ≤ ki+1 for 1 ≤ i ≤ n− 2;
furthermore ki = ki+1 implies that ki = ki+1 ∈ S. By the pigeonhole principle a factor B(k)k,k
appears in W and hence k ∈ S. Let ` be the least integer (2 ≤ ` ≤ n− 1) such that B(`)k`−1,k` is
in W with k`−1 = k`. Due to the triangular structure, ` ≤ k`−1 and if k`−1 /∈ S, then ` < k`−1.
Since 1, n /∈ S, for the loop-path product (2.4) to be nonzero, it includes a factor B(`)st 6= 0, with
s < t and t ∈ S (and hence ` /∈ S, since B(`) = I for ` ∈ S). Therefore, recalling the definition
of B(k) for k /∈ S, each nonzero loop-path product of the form (2.4) has a factor ast appear for
some t ∈ S, with s < t.
For an upper triangular sign pattern that satisfies the conditions of Conjecture 2.3.17, if
the loop-path products (2.4) are positive when µ is the rightmost eigenvalue, then the sign
pattern requires eventual exponential nonnegativity. However, as Example 2.3.19 below shows,
Lemma 2.3.18 does not preclude a loop-path product of the form (2.4) from including a loop at
a vertex not in S (i.e., a factor B
(`)
kk with k > `), which would have a loop weight of unknown
sign. Example 2.3.19 also shows how one can rewrite the sum of two loop-path products as a
single loop-path product with the loop occurring at a vertex in S; and when µ is a rightmost
eigenvalue all loops at vertices in S have nonnegative loop weights.
Example 2.3.19. Consider the upper triangular matrix
A =

a11 a12 a13 a14 a15
0 a22 a23 a24 a25
0 0 a33 a34 a35
0 0 0 a44 a45
0 0 0 0 a55

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a
13
a33 − a22
a34
a45
a34
a44 − a33
Figure 2.2 The composite Ko¨nig digraph for the matrix product B(1)B(2)B(3)B(5) in Exam-
ple 2.3.19. The loop-paths B
(1)
13 B
(2)
33 B
(3)
34 B
(5)
45 and B
(1)
13 B
(2)
34 B
(3)
44 B
(5)
45 are in solid lines
with arc weights displayed.
with µ = a44. Then B
(4) = I so B(1)B(2)B(3)B(4)B(5) = B(1)B(2)B(3)B(5) and the product
B
(1)
13 B
(2)
33 B
(3)
34 B
(5)
45 = a13(a33− a22)a34a45 is not combinatorially zero (see Figure 2.2). However,
the product B
(1)
13 B
(2)
34 B
(3)
44 B
(5)
45 = a13a34(a44− a33)a45 is also not combinatorially zero and sum-
ming these together we get a13a34(a44 − a22)a45, which is a loop-path product utilizing a loop
at vertex ν = 4 with loop weight (a44 − a22). Note that the underlying path of the loop-path
product a13a34(a44 − a22)a45 does not pass through vertex 2.
Lemma 2.3.20. Let A = [aij ] ∈ Rn×n be an upper triangular matrix. If the loop weight
(aii−a``), with i /∈ S, appears in a nonzero loop-path product of the form (2.4), with underlying
path P , then additional loop-path products exist—also with the underlying path P—such that
simplification of the sum of these loop-path products results in a single loop-path product, all of
whose loops are at a vertex in S.
Proof. Suppose ` ∈ {1, . . . , n} is the least number such that a nonzero loop-path product in
the (1, n)-entry of
∏
k/∈S
(A−akkI) can be written as (aii−a``)W for some loop-path productW.
By Lemma 2.3.18 the loop-path product W passes through a vertex ν ∈ S. We first consider
the case ` < ν. The product (aii − a``)W can be viewed as a loop-path product that uses a
loop with weight aii − a`` at vertex i in conjunction with the loop-path product W. If i = ν,
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we are done.
Note that due to the upper triangularity of A, i ≤ ν and ` < i (otherwise the loop-path
product would be zero). Suppose that i < ν. Let j be the next vertex (different from i) through
which W passes. Then (ajj − aii)W is a loop-path product that differs from (aii − a``)W by
shifting the use of a loop from vertex i to vertex j. Moreover, (aii − a``)W + (ajj − aii)W =
[(aii − a``) + (ajj − aii)]W = (ajj − a``)W. If j = ν, we are done. If not, then taking k to be
the next vertex, after j, visited by W and simplifying the sum (ajj − a``)W + (akk − ajj)W
we get (akk − a``)W. Repeating this process, we can shift use of the loop with weight aii − a``
at vertex i in conjunction with W to the use of the loop with weight aνν − a`` at vertex ν in
conjunction with W.
The case for ` > ν is similar.
Repeated application of this process allows for the sum of all nonzero loop-path products
for the (1, n)-entry of
∏
k 6=ν
(A − akkI), where A is upper triangular, to be written as loop-path
products in which all loops occur at vertex ν. Note that this could require using multiple loops
of different weights at vertex ν.
Theorem 2.3.21 follows from Lemmas 2.3.18 and 2.3.20.
Theorem 2.3.21. Let A = [aij ] ∈ Rn×n be upper triangular with m distinct eigenvalues
λ1, . . . , λm. Then for µ ∈ {λ1, . . . , λm}, S = {k : akk = µ}, and M = n − |S| − 1, the
(1, n)-entry of the product
∏
k/∈S
(A− akkI) can be expressed as
∑
ν∈S
[ ∏
k/∈(S∪{1,n})
(aνν − akk)
 a1νaνn + ∑
1<`1<`2<n
ν∈{`1,`2}
 ∏
k/∈(S∪{1,`1,`2,n})
(aνν − akk)
 a1,`1a`1,`2a`2,n
+ · · ·+
∑
1<`1<···<`M<n
ν∈{`1,...,`M}
a1,`1a`1,`2 · · · a`M ,n
]
.
Now we are ready to prove Conjecture 2.3.17 in the case that the sign pattern A is per-
mutationally similar to an upper triangular sign pattern. Recall that if A is upper triangular,
then Γ(A) has no cycles of length 2 or more.
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Theorem 2.3.22. Let A be an n × n upper triangular sign pattern such that (i) if a walk in
Γ(A) contains a negative non-loop arc then it does not contain any positive loop and that (ii) for
every negative arc (s, t) in Γ(A), there exists an arc-positive s-t walk with a negative-loop-free
interior vertex. Then A requires eventual exponential nonnegativity.
Proof. Let A = [aij ] ∈ Q(A). Since A is upper triangular, spec(A) = {aii : 1 ≤ i ≤ n} and
each eigenvalue of A is real. Suppose that
(
eτA
)
ij
6= 0. We show that the dominating term of(
eτA
)
ij
is positive. For any given i, j ∈ {1, . . . , n},
(
eτA
)
ij
=
(
eτA˜
)
ij
,
where A˜ = A˜[V̂ ] and V̂ = V̂ (i, j) = Out(i) ∩ In(j), so we need only show that the dominating
term of
(
eτA˜
)
ij
is positive. From the power series for eτA, we have that the strictly lower
triangular part of eτA is all zeros and
(
eτA
)
ii
= eτaii > 0 for i = 1, . . . , n. So we consider only
i < j. Since A is upper triangular, V̂ (i, j) ⊆ {i, i+ 1, . . . , j − 1, j}.
If the principal submatrix A[V̂ (i, j)] has no off-diagonal negative entry, then A[V̂ (i, j)] is
eventually exponentially nonnegative by Proposition 2.3.1. Note that hypothesis (ii) implies
that the first super-diagonal is nonnegative, therefore A[{i, i + 1}] is essentially nonnegative
and hence eventually exponentially nonnegative for i = 1, . . . , n− 1. Let j > i+ 1 and suppose
A[V̂ (i, j)] has an off-diagonal negative entry. From the interpolation method for calculating the
matrix exponential, the dominating term of
(
eτA˜
)
ij
is determined by the rightmost eigenvalue
of the principal submatrix A[V̂ (i, j)].
Since by assumption there exist s, t, with i ≤ s < t ≤ j, such that αst = −, hypothesis
(ii) guarantees the existence of κ ∈ {s + 1, . . . , t − 1} such that ακκ ≥ 0. Hence the spectral
abscissa α(A[V̂ (i, j)]) is nonnegative, moreover, since A is a real triangular matrix, α(A[V̂ (i, j)])
is an eigenvalue of A[V̂ (i, j)]. Let γ̂ = α(A[V̂ (i, j)]), λ̂1, . . . , λ̂m be the distinct eigenvalues of
A[V̂ (i, j)]. Let n̂ν be the size of the largest Jordan block for γ̂ in the Jordan canonical form of
A[V̂ (i, j)] and n̂k be the algebraic multiplicity of λ̂k (for the submatrix). Let S = {k : i ≤ k ≤
j, akk = γ̂}.
By Observation 2.3.5, the dominating term of
(
eτA˜
)
ij
is positive if and only if the (i, j)-
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entry of
(A˜− γ̂I)n̂ν−1
m∏
i=1
(A˜− λ̂iI)n̂i = (A˜− γ̂I)n̂ν−1
∏
i≤k≤j
k/∈S
(A˜− akkI)
is positive. Let M := j − (i− 1)− |S| − 1 = j − i− |S|. By Theorem 2.3.21, and the fact that
akk − γ̂ = 0 for k ∈ S, the (i, j)-entry of this product can be expressed as
∑
ν∈S
[ ∏
i<k<j
k/∈{i,ν,j}
(aνν − akk)
 aiνaνj + ∑
i<`1<`2<j
ν∈{`1,`2}
 ∏
i<k<j
k/∈({i,`1,`2,j})
(aνν − akk)
 ai,`1a`1,`2a`2,j
+ · · ·+
∑
i<`1<···<`M<j
ν∈{`1,...,`M}
ai,`1a`1,`2 · · · a`M ,j
]
.
Since aνν = γ̂ = α(A[V̂ (i, j)]), aνν − λ̂k > 0 for k = 1, . . . ,m. By hypothesis (i), if aνν =
α(A[V̂ (i, j)]) > 0, every i-ν-j path is arc-positive and hence each product in the sum is positive.
If aνν = α(A[V̂ (i, j)]) = 0, then there could be an i-ν-j path that uses a negative arc (x, y);
however, in using arc (x, y), the path avoids an x-y arc-positive path with a negative-loop-free
vertex z. So any path product which includes axy would then be multiplied by (aνν − azz) = 0
(since 0 ≤ azz ≤ α(A[V̂ (i, j)]) = aνν = 0). Therefore the nonzero products in the sum are
positive.
Hence either
(
eτA
)
ij
= 0 or the dominating term of
(
eτA
)
ij
is positive for any i, j ∈
{1, . . . , n} and A is eventually exponentially nonnegative. Therefore A requires eventual expo-
nential nonnegativity.
2.3.3 Maximum number of negative entries
When studying generalizations of positive or nonnegative matrices, one often considers the
minimum number of positive entries or the maximum number of negative entries (the former is
not relevant for generalizations of nonnegativity). In this section we determine the maximum
number of negative entries in a sign pattern that requires eventual exponential nonnegativity.
It is clear that for n = 1, the answer is one.
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Example 2.3.23. For n ≥ 2, define
Tn :=

− + − · · · · · · −
0 0 + − · · · −
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . + −
0 · · · · · · · · · 0 +
0 · · · · · · · · · 0 −

.
By Theorem 2.3.22, Tn requires eventual exponential nonnegativity. Therefore the maximum
number of negative entries in a sign pattern that requires eventual exponential nonnegativity
is at least (n−1)(n−2)2 + 2 for n ≥ 2. Note that if any of the 2nd through (n − 1)st entries of
the main diagonal of Tn are changed to −, the resulting sign pattern does not require eventual
exponential nonnegativity since it would violate condition (iii) of Theorem 2.3.15.
Theorem 2.3.24. If the n× n sign pattern A (n ≥ 2) requires eventual exponential nonnega-
tivity, then A has at most (n−1)(n−2)2 + 2 negative entries.
Proof. Let A = [αij ] be an n × n sign pattern (n ≥ 2) that requires eventual exponential
nonnegativity. We claim that by Theorem 2.3.15, (parts (i) and (iii)) there exists a permutation
pattern P such that for A′ = PAP T = [α′ij ], α′ij ≥ 0 if i > j or j = i+ 1.
We construct one such permutation by relabeling each vertex in Γ(A) twice, first we relabel
each vertex exactly once with a label in Z, then we shift that labeling so that each vertex is
relabeled with a positive integer. (Note that the goal of this relabeling is so that α′st = − with
s 6= t implies α′st is above the first super-diagonal, the location of positive entries is of no concern
to us.) Let EN ⊂ E be the set of all non-loop negative arcs in Γ(A) and for (i, j) ∈ EN let L(i, j)
denote the length of the longest arc-positive i-j path in Γ(A). The rule for the intermediate
relabeling of the vertices is given by: Let V0 = {∅} and Vk ⊆ V be the set of vertices that have
been relabeled after iteration k. Let Nk be the set of integers used in the intermediate relabeling
of Vk. Choose s1, t1 ∈ V such that (s1, t1) ∈ EN and L(s1, t1) = max{L(s, t) : (s, t) ∈ EN}.
Choose an arc-positive path of length L(s1, t1), denoted P (s1, t1) = (s1, p2, . . . , pL(s1,t1), t1).
Relabel the vertices in P (s1, t1) as s1 7→ 0′, p2 7→ 1′, . . . , t1 7→ (L(s1, t1))′. While there exists
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(s, t) ∈ EN such that {s, t} 6⊆ Vk−1: Choose sk, tk ∈ V \ Vk−1 such that (sk, tk) ∈ EN with
L(sk, tk) = max{L(s, t) : {s, t} 6⊆ Vk−1 and (s, t) ∈ EN} (note that L(sk, tk) ≥ 2). Choose an
arc-positive sk-tk path of length L(sk, tk), denoted P (sk, tk) = (sk, p2, . . . , pL(sk,tk), tk). The
rule for relabeling the vertices in P (sk, tk) for k ≥ 2 depends on which (if any) vertices in
P (sk, tk) have already been relabeled: If {sk, p2, . . . , pL(sk,tk), tk} ∩ Vk−1 = ∅, then relabel the
vertices in P (sk, tk) as sk 7→ (`M + 1)′, p2 7→ (`M + 2)′, . . . , tk 7→ (`M + L(sk, tk) + 1)′ where
`M = maxNk−1. If sk ∈ Vk−1, relabel the vertices in {p2, . . . , pL(sk,tk), tk} ∩ V k−1 sequentially
along the path P (sk, tk) as (`M + 1)
′, (`M + 2)′, . . . , (`M + c)′, where `M = maxNk−1 and
c =
∣∣{p2, . . . , pL(sk,tk), tk} ∩ V k−1∣∣. If sk /∈ Vk−1 and pi ∈ Vk−1 for some i ∈ {2, . . . , L(sk, tk)},
then let j = min{i : pi ∈ Vk−1} and relabel the vertices {sk, p2, . . . , pj−1} as sk 7→ (`m − j +
1)′, . . . , pj−1 7→ (`m−1)′, where `m = minNk−1, and relabel the vertices in {pj+1, . . . , pL(sk,tk)}∩
V k−1 sequentially along the path P (sk, tk) as (`M +1)′, . . . , (`M +c)′, `M = maxNk−1, and c =∣∣{pj+1, . . . , pL(sk,tk), tk} ∩ V k−1∣∣. If {sk, p2, . . . , pL(sk,tk), tk} ∩ Vk−1 = {tk}, relabel the vertices
{sk, p2, . . . , pL(sk,tk)} as sk 7→ (`m − L(sk, tk))′, . . . , pj−1 7→ (`m − 1)′, where `m = minNk−1.
After the process has been completed (i.e., there exists no (s, t) ∈ EN such that {s, t} 6⊆ Vk−1),
the remaining vertices are mapped into {`M + 1, . . . , `M + |V \ Vk−1|}, where `M = maxNk−1.
Note that the vertices have now been relabeled into a set of consecutive integers, at least
one of which is nonpositive. Finally, we relabel each vertex again by adding |`m| + 1 to each
intermediate label so that the final label of each vertex comes from the integers {1, 2, . . . , |V |}.
Since j ≥ i + 2 if α′ij = −, A′ has at most (n−1)(n−2)2 + n negative entries. By part 3 of
Theorem 2.3.15, if α′st = − (where s 6= t), then there exists k ∈ V̂ (s, t) such that α′kk ≥ 0.
Specifically, if α′k−1,k+1 = −, then α′kk ≥ 0 and conversely, if α′kk = −, then α′k−1,k+1 ≥ 0. So
for k = 2, . . . , n − 1, at most one of α′kk and α′k−1,k+1 is negative. Therefore A has at most
(n−1)(n−2)
2 + n− (n− 2) = (n−1)(n−2)2 + 2 negative entries.
It is interesting to note that Tn is not the unique (even when taking into account graph
isomorphism) way for a sign pattern to have (n−1)(n−2)2 + 2 negative entries and to require
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eventual exponential nonnegativity. For example,
− + − − −
0 0 + 0 −
0 0 − + −
0 0 0 0 +
0 0 0 0 −

has (5−1)(5−2)2 + 2 = 8 negative entries and requires eventual exponential nonnegativity by
Theorem 2.3.22.
Corollary 2.3.25. For n ≥ 2 the maximum number of negative entries in a sign pattern that
requires eventual exponential nonnegativity is (n−1)(n−2)2 + 2.
2.4 Appendix: Ko¨nig digraphs
The following is known (see, e.g., [3]) but is included here to aid the reader. Brualdi and
Cvetkovic´ [3] use a slightly different (but mathematically equivalent) method in using Ko¨nig
digraphs to determine a matrix product. The specific difference is noted after we define our
method. Let M = [mij ] be a (real) m× n matrix. The Ko¨nig digraph of M , denoted K(M), is
a weighted bipartite digraph on m+ n vertices, with vertices Vr = {r1, . . . , rm} corresponding
to the rows of M and vertices Vc = {c1, . . . , cn} corresponding to the columns of M . The
ordered pair (ri, cj) is an arc in K(M) if and only if mi,j 6= 0 and the weight of arc (ri, cj)
is given by mi,j . Consider the matrices X = [xij ] ∈ Rm×n and Y = [yij ] ∈ Rn×p and their
Ko¨nig digraphs K(X) and K(Y ), with vertices VX,r ∪ VX,c and VY,r ∪ VY,c, respectively (where
VX,r = {rX,1, rX,2, . . . , rX,m}, VX,c = {cX,1, cX,2, . . . , cX,n}, VY,r = {rY,1, rY,2, . . . , rY,n}, and
VY,c = {cY,1, cY,2, . . . , cY,p}). The (i, j)-entry of the product XY can be computed as follows.
First, construct the composite Ko¨nig digraph: for 1 ≤ k ≤ n, identify vertex cX,k with vertex
rY,k and rename as vk. Second, for 1 ≤ k ≤ n, compute the weight, wk, of the (rX,i, vk, cY,j)-
path as wk = xi,kyk,j . Finally, compute the sum w1 + w2 + · · · + wn. By the definition of
matrix multiplication, this sum is the (i, j)-entry of the product XY . This process generalizes
to products of more than two matrices, as shown in Example 2.4.1. Note that Brualdi and
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Cvetkovic´ collapse what we call the composite Ko¨nig digraph into the Ko¨nig digraph for the
matrix that is the result of computing the product. For example, the arc weight of the arc
(rX,i, cY,j) in K(XY ) would be the sum w1 + w2 + · · ·+ wn.
r1,4
r1,3
r1,2
r1,1
u4
u3
u2
u1
v4
v3
v2
v1
c3,4
c3,3
c3,2
c3,1
1
4
1
−1
1
1
−
10
9
−4
Figure 2.3 The composite Ko¨nig digraph for the matrix product in Example 2.4.1. The arcs
not belonging to any rX,1-cZ,4-path are shown as dashed lines, and their arc weights
are omitted, as they are not used in the calculation of the (1, 4)-entry of the product
XY Z.
Example 2.4.1. Consider the matrices
X =

1 0 0 4
0 5 −6 7
0 0 8 9
0 0 0 10

, Y =

1 −1 0 1
0 1 0 1
0 0 1 −1
0 0 0 1

, Z =

1 5 8 −10
0 2 0 9
0 0 3 0
0 0 0 −4

.
We can use the Ko¨nig digraphs, K(X), K(Y ), andK(Z) (see Figure 2.3) to determine the (1, 4)-
entry of the product XY Z. There are four rX,1-cZ,4-paths in the composite Ko¨nig digraph in
Figure 2.3, adding the weights of these paths, we get (1)(1)(−10) + (1)(−1)(9) + (1)(1)(−4) +
(4)(1)(−4) = −39, which is the (1, 4)-entry of the product XY Z.
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Abstract
We introduce the study of potentially eventually exponentially positive (PEEP) sign pat-
terns and establish several results using the connections between these sign patterns and the
potentially eventually positive (PEP) sign patterns. It is shown that the problem of charac-
terizing PEEP sign patterns is not equivalent to that of characterizing PEP sign patterns. A
characterization of all 2× 2 and 3× 3 PEEP sign patterns is given.
3.1 Introduction
A matrix A ∈ Rn×n is eventually positive if there exists a k0 ∈ Z+ such that for all k ≥ k0,
Ak > 0 (where the inequality is interpreted entrywise). A matrix A is eventually exponentially
positive if there exists some t0 ≥ 0 such that for all t ≥ t0,
etA =
∞∑
k=0
tkAk
k!
> 0.
Eventually exponentially positive matrices have applications to dynamical systems in situations
where it is of interest to determine whether an initial trajectory reaches positivity at a cer-
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tain time and remains positive thereafter [5]. Noutsos and Tsatsomeros provide the following
characterization of eventual exponential positivity in terms of eventual positivity.
Theorem 3.1.1. [5, Theorem 3.3] The matrix A ∈ Rn×n is eventually exponentially positive
if and only if there exists a ≥ 0 such that A + aI is eventually positive (where I is the n × n
identity matrix).
A sign pattern is a matrix having entries in {+,−, 0}. For a real matrix A, sgn(A) is the
sign pattern having entries that correspond to the signs of the entries in A. If A is an n × n
sign pattern, the qualitative class of A, denoted Q(A), is the set of all A ∈ Rn×n such that
sgn(A) = A; such a matrix A is called a realization of A. A sign pattern A is potentially
eventually positive (PEP) if there exists some realization A ∈ Q(A) that is eventually positive.
PEP sign patterns were studied in [1], and we adapt several techniques from that paper to
study potentially eventually exponentially positive sign patterns.
Definition 3.1.2. A sign pattern A is potentially eventually exponentially positive (PEEP) if
there exists some realization A ∈ Q(A) that is eventually exponentially positive.
Since an eventually positive matrix is eventually exponentially positive, a PEP sign pattern
is PEEP. Theorem 3.1.1 leads naturally to consideration of a sign pattern with positive diagonal
entries.
Definition 3.1.3. Given an n×n sign pattern A = [αij ], we denote by AD(+) = [αˆij ] the n×n
sign pattern such that αˆij = αij for i 6= j and αˆii = + for i, j ∈ {1, . . . , n}. AD(0) and AD(−)
are defined analogously, with zero and negative diagonal, respectively.
In [1] it is noted that if A is PEP then AD(+) is also PEP. This observation together with
Theorem 3.1.1 leads to the following observation.
Observation 3.1.4. If A is a PEEP sign pattern, then AD(+) is a PEP sign pattern (and
hence AD(+) is also PEEP).
Given a PEEP sign pattern, we can generate a PEP sign pattern by changing every diagonal
element to +. However, taking a PEP sign pattern and changing + diagonal entries to 0 or −
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does not always yield a PEEP sign pattern. For example
BD(+) =

+ − 0
+ + −
− + +
 (3.1)
is PEP [1], but in Example 3.2.3 below it is shown that the sign pattern
BD(0) =

0 − 0
+ 0 −
− + 0
 (3.2)
is not PEEP. Thus the problem of determining which sign patterns are PEEP is not equivalent
to the problem of determining which sign patterns are PEP.
Section 3.2 presents general results on PEEP sign patterns, including those obtained by
perturbation analysis and connections with known results on PEP sign patterns. At the end of
Section 3.2 the open question of the minimum number of positive entries in an n×n PEEP sign
pattern is discussed. In Section 3.3 small order PEEP sign patterns are characterized. The
remainder of this section contains information on eventually exponentially positive matrices
and terminology on digraphs and sign patterns.
The spectrum of A, denoted σ(A), is the multiset of the eigenvalues of A. The spectral radius
of A is defined as ρ(A) = max{|λ| : λ ∈ σ(A)} and an eigenvalue λ ∈ spec(A) is a dominant
eigenvalue if |λ| = ρ(A). A nonzero vector w is called a left eigenvector of A if wTA = λwT for
some λ ∈ σ(A) (or equivalently, w is a (right) eigenvector of AT ). The matrix A is eventually
positive if and only if A has a unique dominant eigenvalue that is positive and simple, and A
has positive right and left eigenvectors for ρ(A) [4] (this is called the strong Perron-Frobenius
test for eventual positivity).
Definition 3.1.5. A real eigenvalue γ ∈ spec(A) is called the rightmost eigenvalue if it is
simple and for all λ ∈ spec(A), λ 6= γ implies Re(λ) < γ, where Re(α) denotes the real part of
a complex number α.
Not every matrix has a rightmost eigenvalue. This definition was motivated by the following
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test for eventual exponential positivity, which is implicit in the proof of Theorem 3.3 in [5] (and
also follows immediately from that theorem, which is Theorem 3.1.1 above).
Proposition 3.1.6. Let A ∈ Rn×n. Then A is eventually exponentially positive if and only if
A has a rightmost eigenvalue having positive left and right eigenvectors.
An eventually positive matrix must have a positive entry in each row and column. This
need not be the case for an eventually exponentially positive matrix (for example, an eventually
exponentially positive matrix that realizes BD(−) in (3.3) will not have a positive entry in
each row and column). However, certain conditions on the eigenvalues require an eventually
exponentially positive matrix to have a positive entry in each row and column.
Proposition 3.1.7. Let A be an eventually exponentially positive matrix.
1. If A has an eigenvalue with nonnegative real part, then each row and column of A has a
positive entry.
2. If A does not have an eigenvalue with positive real part, then each row and column of A
has a negative entry.
Proof. If A has an eigenvalue with nonnegative real part, then the rightmost eigenvalue γ of A
is nonnegative. By Proposition 3.1.6, A has positive right and left eigenvectors corresponding
to γ. Suppose that row k of A has no positive entry. Since A is an eventually exponentially
positive matrix, A is irreducible, so row k has a negative entry. But then if x > 0, (Ax)k < 0
and (γx)k ≥ 0, so x is not a (right) eigenvector. Thus every row of A has a positive entry.
The result for column k of A is established with the left eigenvector. Similarly, if A has no
eigenvalue with positive real part, then γ ≤ 0 and every row and every column of A has a
negative entry.
A square sign pattern A (or matrix) is reducible if there exists a permutation matrix P such
that
PAP T =
A11 0
A21 A22

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where A11 and A22 are nonempty square sign patterns (or matrices) and 0 is a (possibly
rectangular) block consisting entirely of zero entries. If A is not reducible, then A is called
irreducible (note any 1 × 1 matrix is irreducible). Since an eventually exponentially positive
matrix must be irreducible, a PEEP sign pattern must be irreducible.
For an n×n sign patternA = [αij ], the digraph of A, denoted Γ(A), has vertex set {1, . . . , n}
and arc set {(i, j) : αij 6= 0} . A nonnegative sign pattern A is primitive if A is irreducible and
the greatest common divisor of the lengths of the cycles of Γ(A) is one; for a nonnegative
matrix the definition of primitive is analogous. It is well known that a primitive (necessarily
nonnegative) matrix is eventually positive.
Let A = [αij ], Aˆ = [αˆij ] be sign patterns. If αij 6= 0 implies αij = αˆij , then A is a subpattern
of Aˆ and Aˆ is a superpattern of A. Define the positive part of A to be A+ =
[
α+ij
]
, where
α+ij =
 + if αij = +,0 if αij = 0 or αij = −.
Note A+ is a subpattern of A.
3.2 PEEP sign patterns
In this section we establish general properties of PEEP sign patterns. Some of these results
will be used in Section 3.3 to determine which sign patterns of order at most 3 are PEEP.
Remark 3.2.1. If AD(+) is a PEP sign pattern, then AD(−) is a PEEP sign pattern, because
if A ∈ Q(AD(+)) is eventually positive, there exists t > 0 such that A− tI ∈ Q(AD(−)).
A PEP sign pattern must have a positive entry in each row and column. This need not be
the case for an eventually exponentially positive matrix. The sign pattern
BD(−) =

− − 0
+ − −
− + −
 (3.3)
is PEEP because the sign pattern BD(+) in (3.1) is PEP. But BD(−) does not have a + entry
in row 1 nor in column 3. If A ∈ Rn×n is an eventually exponentially positive matrix with
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nonnegative trace, then A has an eigenvalue with nonnegative real part. As a consequence of
Proposition 3.1.7, we have the following observation.
Observation 3.2.2. If A is a PEEP sign pattern with no − on the diagonal, then A has a +
in each row and column.
The next example shows that the problem of determining which sign patterns are PEEP
is not equivalent to the problem of determining which sign patterns are PEP, because the fact
that AD(+) is PEP does not guarantee that A is PEEP.
Example 3.2.3. The sign pattern
BD(0) =

0 − 0
+ 0 −
− + 0

is not PEEP by Observation 3.2.2, because BD(0) has no − on the diagonal and no + in row 1.
Note that
(BD(0))D(+) = BD(+) from (3.1) is PEP.
Related sign patterns are discussed in Corollary 3.3.4 and Theorem 3.3.5 below.
Matrix perturbations are used extensively in the study of potential eventual positivity. It
is well known that for any matrix A ∈ Rn×n, the eigenvalues of A are continuous functions
of the entries of A. For a simple eigenvalue, the same is true of the eigenvector [3, p. 323].
Because a matrix is eventually positive if and only if it passes the strong Perron-Frobenius test,
eventual positivity is inherited by matrices that are small perturbations of eventually positive
matrices. That is, if A ∈ Rn×n is eventually positive and C ∈ Rn×n is any matrix, then for ε
sufficiently small, A(ε) = A + εC is eventually positive (see, for example, [2] for applications
of this technique). The analogous result for eventually exponentially positive matrices follows
from Proposition 3.1.6 and perturbation theory.
Theorem 3.2.4. If A ∈ Rn×n is eventually exponentially positive and C ∈ Rn×n is any matrix,
then for ε sufficiently small, A(ε) = A+ εC is eventually exponentially positive.
If Aˆ is a superpattern of a PEEP sign pattern A, and A ∈ Q(A) is eventually exponentially
positive, then a matrix Aˆ realizing Aˆ can be obtained by a small perturbation of A.
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Corollary 3.2.5. If A is a PEEP sign pattern, then every superpattern of A is PEEP. If Aˆ
is a sign pattern that is not PEEP, then no subpattern of Aˆ is a PEEP sign pattern.
If a sign pattern A has a primitive positive part, it is PEP. There is an analogous result for
PEEP sign patterns.
Theorem 3.2.6. Let A be a sign pattern such that A+ is irreducible. Then A is PEEP.
Proof. Let B be the matrix obtained from A+ by replacing + by 1. Since B+I ≥ 0, has positive
entries on its diagonal, and is irreducible, B + I is primitive and thus eventually positive. So
B is eventually exponentially positive and A+ is PEEP. Since A is a superpattern of A+, A is
PEEP.
The converse of Theorem 3.2.6 is false because the sign pattern BD(+) (3.1) is a PEP sign
pattern with reducible positive part.
Several necessary or sufficient conditions for PEP sign patterns were established in [1]. The
sign patterns
B1 =

− − +
+ − −
− + −
 , B2 =

− − −
+ − −
− + −

are PEEP and demonstrate that the following statements about PEP sign patterns do not
necessarily hold for PEEP sign patterns:
1. For n ≥ 2, an n×n sign pattern that has exactly one positive entry in each row and each
column is not PEP.
2. For n ≥ 2, the minimum number of + entries in an n× n PEP sign pattern is n+ 1.
3. If A is PEP, then Γ(A) has a cycle (of length one or more) consisting entirely of + entries.
Certain conditions that prevent a sign pattern from being PEP also prevent a sign pattern
from being PEEP.
Theorem 3.2.7. [1] Let A = [αij ] be an n × n sign pattern with n ≥ 2 such that for every
k = 1, . . . , n,
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1. αkk = +, and
2. (a) no off-diagonal entry in row k is +, or
(b) no off-diagonal entry in column k is +.
Then A is not PEP.
Corollary 3.2.8. Let A = [αij ] be an n × n sign pattern with n ≥ 2 such that for every
k = 1, . . . , n,
(a) no off-diagonal entry in row k is +, or
(b) no off-diagonal entry in column k is +.
Then A is not PEEP.
Proof. By Theorem 3.2.7, AD(+) is not PEP, so A is not PEEP.
Corollary 3.2.9. If A is a PEEP sign pattern, then there exists k such that both row and
column k have an off-diagonal +. Hence, a PEEP sign pattern must have at least 2 positive
off-diagonal entries.
A square sign pattern A = [αij ] is a Z sign pattern if αij 6= + for all i 6= j.
Corollary 3.2.10. If A is an n× n Z sign pattern with n ≥ 2, then A is not PEEP.
Proposition 3.2.11. [1] Let
K =

[+] [−] [+] · · ·
[−] [+] [−] · · ·
[+] [−] [+] · · ·
...
...
...
. . .

be a square checkerboard block sign pattern where the block [+] (respectively, [−]) consists of
entirely positive (respectively, entirely negative) entries, and the diagonal blocks are square.
Then −K is not PEP, and if K has a negative entry, then K is not PEP.
Corollary 3.2.12. No subpattern of a checkerboard pattern K that contains a negative entry
is PEEP.
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Remark 3.2.13. Provided the sign pattern K contains a negative entry,
−K =

[−] [+] [−] · · ·
[+] [−] [+] · · ·
[−] [+] [−] · · ·
...
...
...
. . .

is PEEP because the positive part of (−K)D(+) is primitive.
For a PEP sign pattern A, Lemma 4.3 in [1] establishes the existence of a standard form
of a matrix C ∈ Q(A) with ρ(C) = 1 and C1 = 1. We have a related result for PEEP sign
patterns.
Proposition 3.2.14. Let A be a PEEP sign pattern. There is an eventually exponentially
positive matrix C ∈ Q(A) such that the rightmost eigenvalue γ(C) ∈ {−1, 0, 1} and C1 =
γ(C)1.
Proof. There exists A ∈ Q(A) that is eventually exponentially positive. Let γ(A) be the
rightmost eigenvalue of A and v = [v1, . . . , vn]
T be the corresponding positive eigenvector. If
γ(A) 6= 0, let B = 1|γ(A)|A; otherwise, B = A. Then B ∈ Q(A), B is eventually exponentially
positive, γ(B) ∈ {−1, 0, 1}, and Bv = γ(B)v. Let C = D−1BD for D = diag(v1, . . . , vn). Then
C ∈ Q(A) is eventually exponentially positive and γ(C) ∈ {−1, 0, 1} with C1 = γ(C)1.
We have only started the study of PEEP sign patterns and there are many open questions.
Here we highlight one particular question.
Question 3.2.15. What is the minimum number of positive entries in an n × n PEEP sign
pattern, or equivalently, what is the minimum number of positive entries in an eventually
exponentially positive n× n matrix?
This question is motivated by Corollary 4.5 in [1], which states that the minimum number
of positive entries in an n× n PEP sign pattern is n+ 1 (for n ≥ 2). An upper bound for the
minimum number of + entries in a PEEP sign pattern is given by the following example.
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Example 3.2.16. Let Cn be the n× n sign pattern
Cn =

0 + 0 · · · 0
0 0 + · · · 0
...
...
...
. . .
...
0 0 0 · · · +
+ 0 0 · · · 0

.
Since Cn is nonnegative and irreducible, it is PEEP; note that Cn has n positive entries.
Corollary 3.2.17. The minimum number of positive entries in an n × n PEEP sign pattern
is at most n.
The sign pattern BD(−) in (3.3) is a 3× 3 pattern that has only 2 positive entries, and from
Theorem 3.3.5 in the next section it follows that the minimum number of positive entries in a
3 × 3 PEEP sign pattern is exactly 2. But we do not have examples of PEEP sign patterns
having fewer than n positive entries for n > 3.
3.3 Classification of small order PEEP sign patterns
In this section we classify all 2 × 2 and 3 × 3 sign patterns as to whether the pattern is
PEEP.
Two n×n sign patterns A and A′ are equivalent if A′ = P TAP or A′ = P TATP (where P
is a permutation matrix). Throughout this section: ? is one of 0,+,−; ⊕ is one of 0,+; 	 is
one of 0,−.
It is clear that every 1× 1 sign pattern is PEEP. The classification of 2× 2 sign patterns as
to whether they are PEEP is immediate from the classification as to whether they are PEP.
Proposition 3.3.1. A 2× 2 sign pattern is PEEP if and only if it is of the form ? +
+ ?
. (3.4)
Proof. Sign patterns of the form (3.4) have A+ irreducible and so by Theorem 3.2.6, they are
PEEP. For the converse, let A be a 2× 2 PEEP sign pattern. Then AD(+) is PEP. In [1] it was
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shown that any 2 × 2 PEP sign pattern has both off-diagonal entries equal to +, so A must
also have both off-diagonal entries equal to +.
The classification of 3 × 3 sign patterns as to whether they are PEEP makes use of the
following classification as to whether they are PEP.
Theorem 3.3.2. [1] A 3 × 3 sign pattern A is PEP if and only if A+ is primitive or A is
equivalent to a sign pattern of the form
B =

+ − 	
+ ? −
− + +
. (3.5)
Theorem 3.3.3. Let B =

x1 −b12 −b13
b21 x2 −b23
−b31 b32 x3
 with bij > 0 for all i, j = 1, 2, 3 be an eventu-
ally exponentially positive matrix (note there is no restriction on the signs of xi, i = 1, 2, 3).
Then x2 < min{x1, x3}.
Proof. Let γ be the rightmost eigenvalue of B. Observe that B−γI is eventually exponentially
positive with rightmost eigenvalue 0. By Proposition 3.1.7, B − γI must have a positive entry
in each row and column, so x1, x3 > γ. Since the rightmost eigenvalue of B − γI is simple,
0 > tr(B − γI) = (x1 − γ) + (x2 − γ) + (x3 − γ). The first and third term in this sum are
positive, so tr(B − γI) < 0 implies that x2 < γ.
Corollary 3.3.4. A sign pattern equivalent to one of the the forms
M1 =

− − −
+ + −
− + −
 or M2 =

− − −
+ + −
− + +

is not PEEP.
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Theorem 3.3.5. A 3 × 3 sign pattern is PEEP if and only if it is equivalent to one of the
following four forms:
A1 =

? + ?
? ? +
+ ? ?
, A2 =

? + +
+ ? 	
+ 	 ?
, A3 =

? − 	
+ − −
− + ?
, A4 =

+ − 	
+ ⊕ −
− + +
.
Proof. The sign patterns A1 and A2 are PEEP by Theorem 3.2.6. Note that A4 is of the form
B from Theorem 3.3.2; therefore A4 is PEP and hence is PEEP. Let
A =

0 −10 0
22 −33 −8
−16 22 0
.
Since the spectrum of A is {−5,−14+2i√15,−14−2i√15}, γ = −5 is the rightmost eigenvalue
of A, and γ has the right and left eigenvectors [2, 1, 2]T and [18, 25, 40]T respectively. Thus A
is eventually exponentially positive by Proposition 3.1.6. Note that A ∈ Q(A3(0)) where
A3(0) is the form of A3 with all flexible entries set to zero. Therefore A3(0) is PEEP, and by
Corollary 3.2.5 every superpattern of A3(0) is PEEP. Hence every sign pattern of the form A3
is PEEP.
Let A be a 3×3 PEEP sign pattern. Then by Observation 3.1.4, AD(+) is PEP. By Theorem
3.3.2 either (AD(+))+ is primitive or AD(+) is of the form B in (3.5). If (AD(+))+ is primitive,
then A is of the form A1 or A2. Now suppose that (AD(+))+ is not primitive. Then we must
consider all possible sign patterns A such that AD(+) =

+ − 	
+ + −
− + +
. Note that the sign
patterns M1 and M2 in Corollary 3.3.4 and their subpatterns rule out all of the sign patterns
that could possibly have this AD(+) except for those of the form A3 and A4. Therefore if A is
a 3× 3 PEEP sign pattern, it must be of one of the forms A1,A2,A3 or A4.
The symbols 	 and ⊕ are used in Theorem 3.3.5 so that the listed patterns are disjoint
classes. For example, if the (2, 2)-entry of A4 were changed to ?, then one sign pattern of that
form would be equivalent to one sign pattern of the form of A3.
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CHAPTER 4. GENERAL CONCLUSIONS
4.1 General Discussion
Previously known results related to eventually positive, eventually nonnegative, eventually
exponentially positive, and eventually exponentially nonnegative matrices, along with results
about sign patterns that require eventual positivity, eventual nonnegativity, or eventual expo-
nential positivity were presented in Section 1.2. In Chapter 2, we discuss sign patterns that
require eventual exponential nonnegativity, utilizing several different techniques for evaluat-
ing the matrix exponential function. We provide necessary conditions for a sign pattern to
require eventual exponential nonnegativity in Section 2.3.1 and in Section 2.3.2 we provide a
characterization of sign patterns which are permutationally similar to upper triangular sign
patterns that require eventual exponential nonnegativity. In Chapter 3, we discuss potentially
eventually exponentially positive sign patterns. We establish some general properties of these
sign patterns and provide a classification of n× n potentially eventually exponentially positive
sign patterns for n ≤ 3.
4.2 Recommendations for Future Research
The most important open question about sign patterns that require eventual exponential
nonnegativity is to determine sufficient conditions for sign patterns whose associated digraphs
contain a non-trivial connected component, i.e., sign patterns that are not permutationally
similar to upper triangular matrices. It is conjectured that the necessary conditions in Theo-
rem 2.3.15 are also sufficient for a sign pattern to require eventual exponential nonnegativity.
An open question related to eventually exponentially nonnegative matrices is that of the allows
problem; that is, which sign patterns allow eventual exponential nonnegativity?
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