Introduction
By utilizing Appell polynomials and the assumption that p k (y) ≥ 0, ∀k ≥ 0 , Jakimovski and Leviatan generalized the well-known Szász-Mirakyan operators as (see [8] (1+r) n+k+1 , and studied local approximation properties and the convergence in a weighted space of functions. A Voronovskaja-type theorem for these operators was also proved. We note that the operators given by (1.2) are defined for a bigger class of functions, e.g., C γ [0, ∞) than the class C B [0, ∞) considered in [10] , where for a given γ > 0, C γ [0, ∞) is defined as follows:
endowed with the norm ||f || γ = sup
For every γ > 0, we can find an integer m such that γ < m and hence using ( [10] , Lemma 2.2)
also exists and is finite.
Thus L n (f + ; y) and L n (f − ; y) both exist and are finite. Now, since
for every r ∈ [0, ∞), using monotone convergence theorem
By the same argument,
Thus, using (1.3) and (1.4)
Hence the operator (1.2) can be rewritten as
where the kernel K n (y, t) is given by
δ(r) being the Dirac-delta function.
In the present paper we obtain the rate of convergence in terms of the weighted modulus of continuity and the Lipschitz-type maximal function for the operators given by (1.2). Moreover, we study the rate of convergence of these operators in a weighted space and for functions having a derivative locally of bounded variation. Several researchers have contributed in this direction. For some of the related works we refer the readers to (cf. [1-3, 5, 6, 9, 11-13, 16] etc.).
Preliminaries
Lemma 2.1 [10] For the linear positive operators (1.2), the estimates of moments are given by
+ ny
) .
Following [15] , the Lipschitz-type space is defined by
; r ≥ 0 and y
where M is a positive constant and 0 < s ≤ 2.
In what follows, let
Lemma 2.2 For every y ≥ 0 and n ≥ 2, we have
Proof We have
Applying the Cauchy-Schwarz inequality and Lemma 2.1 we obtain
This completes the proof. 2
Let the space C *
Following [17] for f ∈ C * 2 [0, ∞), the weighted modulus of continuity is given by
The weighted modulus of continuity Ω(f, δ) satisfies the following properties:
Using Lemma 2.1, for any λ > 3 and sufficiently large n we have
for every y ∈ [0, ∞).
Lemma 2.4
For a fixed y ∈ (0, ∞), λ > 3 , and n sufficiently large, we have
Proof We may write
Similarly, we can prove the other inequality. 2
Main results
In the following result we obtain the rate of convergence of the operators L n for functions in a Lipschitz-type space.
Then for all y > 0 and n ≥ 2 , we have
Proof First we prove the result for s=2,
Now for (0 < s < 2) , by our hypothesis we have
Applying Hölder's inequality by taking p = 
which completes the proof. 2
In the next theorem we obtain the rate of convergence of the operators L n for functions in the weighted space C 2 [0, ∞). 
Proof From [7] for y ∈ [0, a] and r ∈ [a + 1, ∞), we have r − y > 1; hence it follows that
And for r ∈ [0, a + 1] and y ∈ [0, a]
for any δ > 0. Hence applying the operator L n (.; y) and using Lemma 2.2 and the Cauchy-Schwarz inequality we get
For f ∈ C B [0, ∞), the Lipschitz-type maximal function of order α given by Lenze [14] is defined as follows:ω
In the next result we obtain an estimate of the error for a Lipschitz-type maximal function.
Theorem 3.3 Let f ∈C B [0, ∞) and 0 < α ≤ 1 . Then for all y ∈ [0, ∞), we get
Proof By the definition ofω α (f, y), we have
Applying Hölder's inequality with p = 2 α and
Thus, the proof is complete. 2
The following result is a Korovkin-type theorem in the weighted space C 2 [0, ∞) . This type of result has been discussed in [4] for locally integrable functions. 
Since |f (y)| ≤ ||f || 2 (1 + y 2 ), we have sup y>y0
Let ϵ > 0 be arbitrary. We can choose y 0 to be so large that
, ∀n ≥ n 1 (y) and y > y 0 .
Using Theorem 3.2, we see that there exists n 2 ∈ N such that
Let n 0 = max(n 1 (y), n 2 ) . Then combining (3.2) − (3.5) we obtain the required result. 2
In the next result we present an estimate of the rate of convergence in terms of the weighted modulus of continuity for functions in C * 2 [0, ∞). 
λ > 3 and K is a positive constant independent of f and n.
Proof From the definition of Ω(f, δ) and applying Lemma 2.1 , we have
where ϕ y (r) = 1 + (2y + r) 2 and ψ y (r) = |r − y|. Thus, from (1.1)
From (3.6), applying the Cauchy-Schwarz inequality we are led to
From Lemma 2.1 , it follows that there exists a positive constant K 1 such that
Hence by a similar reasoning, there exists a positive constant K 2 such that
Further, for any λ > 3 and y ∈ [0, ∞) there exists a positive integer n 0 such that
Combining (3.7)-(3.9), we have
Thus, the proof is completed. 
and
Proof From (3.10), we may write Clearly, using the definition of δ y (r)
Hence, using (3.11) we find
where
To find an estimate of E 1 (n, y), by using the definition of λ n (y, r) we have
Applying the integration by parts, we get
Since f ′ y (y) = 0 and λ n (y, r) ≤ 1, we have
Applying Lemma 2.4 and substituting r = y − y u ,
Collecting the estimates (3.13)-(3.15), we obtain
In order to determine an estimate of E 2 (n, y), using (3.10), Lemma 2.4 , and integration by parts Since |f (r)| ≤ M (1 + r 2 ) , for every r > 0, applying the Cauchy-Schwarz inequality and estimating the last term on the right side of the above inequality in a manner similar to the estimate of E 1 (n, y), we get (r − y) 2 K n (y, r)dr
Combining (3.12) and (3.16)-(3.18) and using (2.1), we get the required result. This completes the proof of the theorem. 2
