プライバシを考慮した移動系列情報解析のための安全性の提案 by 川本 淳平 et al.
プライバシを考慮した移動系列情報解析のための安
全性の提案
著者 川本 淳平, 福地 一斗, 照屋 唯紀, 佐久間 淳
内容記述 SCIS 2013 The 30th Symposium on
Cryptography and Information Security
Kyoto, Japan, Jan. 22 - 25, 2013
The Institute of Electronics,




Copyright cThe Institute of Electronics,
Information and Communication Engineers
SCIS 2013 The 30th Symposium on
Cryptography and Information Security
Kyoto, Japan, Jan. 22 - 25, 2013
The Institute of Electronics,
Information and Communication Engineers
プライバシを考慮した移動系列情報解析のための安全性の提案






































天王台 1-1-1, Graduate School of Systems and Infor-
mation Engineering, Information and Systems, University
of Tsukuba, 1-1-1, Tennodai, Tsukuba, Ibaraki, fjunpei,
tadanorig@mdl.cs.tsukuba.ac.jp, jun@cs.tsukuba.ac.jp
y 筑波大学情報学群情報科学類,茨城県つくば市天王台 1-1-1, College of
Information Science, University of Tsukuba, 1-1-1, Tennodai,
Tsukuba, Ibaraki, kazuto@mdl.cs.tsukuba.ac.jp
z 科学技術振興機構さきがけ, Japan Science and Technology Agency
[2] や `-多様性 [3] といった，他人の系列との区別困難性
を基にした安全性を保証することは系列情報が長い場合




























t 時刻（t 2 f1; 2;    ; Tg）
l POI （` 2 f`1; `2;    ; `Lg）
S1 マルコフモデル M1 における状態集合
P マルコフモデルにおける遷移確率行列
(t) 時刻 t における出力ヒストグラムベクトル
(t) 時刻 t におけるターゲットの状態ベクトル













































グラフ) として表現できる．今，与えられた POI の集
合を f`1; `2;    ; `Lg とすると，POI グラフにおける頂
点集合 V は POI の集合に等しく V = f`1; `2;    ; `Lg
となる．また，直接到達可能な POI 間に無向枝を張り，
その枝集合を E と書くと，POI グラフ G は形式的に
G(V;E) と表すことができる．




て POI グラフ G における頂点，すなわち各 POI を
状態とするマルコフモデル M1 を考える．よって，こ
のモデルにおける状態集合を S1 とすると S1 = V と
なる．このモデルにおける遷移確率 P は，POI から
POI への遷移確率 P : S1  S1 ! [0; 1] となる．ただし
8` 2 S1;
P
`02S1 P (`; `
0) = 1 である．この遷移確率の行
列表現を行確率行列 P と書くことにする．なお，POI
































時刻 t における出力ヒストグラムは L 次元のベクト
ル (t) として表し，各 POI に滞在している人数の割合
を意味する．よって，(t) の i 番目の要素を i(t) と書
くと，これは時刻 t において POI `i に滞在している人




刻 t における対象の状態を確率ベクトル (t) と書く．
この (t) は，一カ所のみ 1 でその他が 0 である状態ベ
クトルである．例えば，時刻 t で対象が POI `k に滞在
していたとすると，
(t) = (0; 0;    ; 0;
k
1; 0;    ; 0)t
となる1．




間後の対象の状態 (t + s) を推測する．つまり，攻撃
者は時刻 t に対象が POI `k にいたという情報を基に，
時刻 t+ s における滞在位置を推測する攻撃を行う．こ
の推測値は確率ベクトルであるとし ~(t + s) と書く．
よって，~(t + s) の i 番目の要素を ~i(t + s) と書く
と，8i; ~i(t + s) 2 [0; 1] かつ
P
i ~i(t + s) = 1 であ
る．なお，この間，時刻 t + 1 から t + s の間は直接
対象の状態を知ることはできないとする．その他攻撃者
1 ベクトル v の転置ベクトルを vt と書く．
図 2: 行動パタンが自明な場合．
が利用できる情報は，システムが出力するヒストグラム
(t);(t+ 1);    ;(t+ s) とマルコフモデルにおける


















図 2 は，五つの状態 f`1; `2;    ; `5g からなるマルコフ
モデルの遷移確率を表している．遷移確率より，`5 にい


















の状態 (t) を基に，時刻 t+ s における対象の状態を推
測する．この攻撃者が利用できる情報は，マルコフモデ
ルにおける遷移確率 P と図 1 のシステムが出力するヒ
ストグラム (t);(t+ 1);    ;(t+ s) である．攻撃者
が推測した，時刻 t+ s における対象の状態 ~(t+ s) の





~i(t+ s) = p(`ij(t);P )
と言える．またヒストグラムを用いた場合は，




基に，出力ヒストグラム (t);(t+1);    ;(t+ s) に
よる攻撃者へのゲインを定義する．
定義 3.1 (出力ヒストグラムによる攻撃者へのゲイン)
与えられた攻撃対象の時刻 t における状態 (t) と遷
移確率行列 P の基で，出力ヒストグラム (t);(t +
1);    ;(t+ s) から時刻 t+ s に攻撃対象が POI `i に
滞在していると推測する攻撃者の確信度へのゲインを
Gain((t);(t+ 1);    ;(t+ s); `i;(t);P )
=















(a) 小さい経過時間 (s = 2)．
(b) 大きい経過時間 (s = 7)．
図 3: 経過時間とプライバシ侵害度合いの関係．






定義 3.2 (出力ヒストグラムのプライバシ) s 時間で攻
撃対象の到達可能な状態集合を S01  S1 とすると，出
力ヒストグラム (t);(t + 1);    ;(t + s) が，任意
の `i 2 S01 に対して次の式を満足するとき単調減少関数
 : Z+ ! R+ の基で (t) を持つ攻撃者に対して安全で
あると言う．
Gain((t);(t+ 1);    ;(t+ s); `i;(t);P ) < (s)
(1)
3.2 攻撃者へのゲインの評価




p(`ij(t);P ) = [t(t)P ]i
である2．出力ヒストグラムを用いた場合の推測 p(`ij(t);
(t);(t+ 1);P ) は，
p(`ij(t);(t);(t+ 1);P )
=
p((t);(t+ 1)j`i;(t);P )p(`i;(t);P )
p((t);(t);(t+ 1);P )
(2)
2 ベクトル v の i 番目の要素を [v]i と表す．
4
と計算できる．この式の，p((t);(t + 1)j`i;(t);P )
は，時刻 t における状態 (t) から時刻 t+ 1 に状態 `i
移動した場合の，ヒストグラム (t) 及び (t+1) の尤
度である．今，時刻 t における対象の滞在 POI が `k で
あるとする．すなわち，(t) が，
(t) = (0; 0;    ; 0;
k
1; 0;    ; 0)t
という形であるとする．これは，対象は `k から `i へ移
動したとことを表している．このとき，残り N   1 人
の行動に関して，ある一人が時刻 t から t + 1 の間に
`s から `e に移動したとする．ただし，`s; `e 2 S1 であ
る．この人の行動を a = (`s ! `e) と書くことにする．
この行動 a が起きる確率は，遷移確率行列 P の i; j 成
分を Pi;j と書くと Ps;e である．出力ヒストグラム (t)
と (t+ 1) に矛盾しない N   1 人分の可能な行動には
さまざまな組み合わせが存在するが，そのうちの一つを
A = fa1; a2;    ; aN 1g と書くことにする．この行動集






また，p(`i;(t);P ) = [t(t)P ]i である．よってある行





p(Aj`i;(t);P )p(`i;(t);P ) (3)
となる．従って，ある行動集合 A に対する出力ヒスト
グラム (t)，(t+ 1) が攻撃者へ与えるゲインは，








たせば，出力されたヒストグラム (t), (t+1) は安全
である．よって s = 1 の場合，定義 3.2 の条件は，出力
ヒストグラム (t) 及び (t+ 1) が任意の `i 2 S01 と単
調減少関数  : Z+ ! R+ に対して，
max
A
GainA((t);(t+ 1); `i;(t);P ) < (1)
を満たすことの必要条件となる．以上の議論は s > 1 の
場合にも拡張でき，次の定理を導く．
定理 3.1 ヒストグラムの集合 f(t);(t+1);    ;(t+
s)g と (t)，攻撃対象の時刻 t + s における予測状態
li 2 S01 があるとする．出力ヒストグラム集合に矛盾し
図 4: マルコフモデルの例．
ない攻撃対象以外の N   1 人の可能な行動の集合 A の
集合族を A と書くと，任意の `i 2 S01 に対してある単
調減少関数  : Z+ ! R+ が，
max
A2A
GainA((t);(t+ 1);    ;(t+ s); `i;(t);P )
< (s)
を満足すれば，出力ヒストグラム集合 f(t);(t+1);    ;
(t+s)g は (s) の基で定義 3.2 のプライバシを満たす．
3.3 攻撃者へのゲインの計算例








である．また，時刻 t における攻撃対象の状態 (t) =
(1; 0)t であるとする．よって，出力ヒストグラムを用い
ない攻撃者の推測 p(`j(t);P ) (` = `1; `2) は，
p(`1j(t);P ) = [t(t)P ]1 = 1 0:9 + 0 0:5 = 0:9
p(`2j(t);P ) = [t(t)P ]2 = 1 0:1 + 0 0:5 = 0:1
となる．

















次に，攻撃対象者が時刻 t + 1 で `1 に滞在している
と仮定する．このとき，攻撃対象者以外の可能な行動は










A2 = f(`1 ! `1); (`2 ! `2)g と A3 = f(`1 ! `2); (`2 !
`1)g の二種類が考えられる．尤度はそれぞれ，
p(A2j`2;(t);P ) = 0:45; p(A3j`2;(t);P ) = 0:05
である．従って，式 (3) の分母は，X
`i;(t)
p(Aj`i;(t);P )p(`i;(t);P ) = 0:095
となり，
GainA1((t);(t+ 1); `1;(t);P )
=
0:05 0:9
0:9 0:095  0:5263
GainA2((t);(t+ 1); `2;(t);P )  4:7368
GainA3((t);(t+ 1); `3;(t);P )  0:5263
となる．定理 3.1 より，(1) > 4:7368 であればこの出
力ヒストグラム (t)，(t+ 1) は  の基で安全である．





本節では，2 節で導入した M1 モデルを拡張したモデ
ルについて議論する．M1 モデルでは，状態を POI グ
ラフの頂点としていた．つまり，M1 モデルにおける状








五つの駅が POI f`1; `2;    ; `5g であり，(`1; `5; `3) と
(`2; `5; `4) がそれぞれ別の路線である A 線と B 線の駅
とする．このとき，駅 `5 での乗り換えは通過する人に
比べて少ないと仮定すると，時刻 t で `5 に滞在してい




た POI も併せた POI のペアを状態として持つモデル
が必要になる．このモデルを M2 とする．M2 モデル
における状態集合 S2 は，POI グラフ G における頂点
ペアの部分集合であり S2  V  V と書ける．2 節で
議論したように POI グラフでは，直接到達可能では無
い頂点間に枝は無い．それゆえ S2 は V  V の部分集
合となる．また，M2 モデルにおける遷移確率 P2 は，













きる．Mn モデルにおける状態集合 Sn は Sn  V n と
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