Visualizing 3D time-varying uid datasets is di cult because of the immense amount of data to be processed and understood. These datasets contain many evolving amorphous regions, and it is di cult to observe patterns and visually follow regions of interest. In this paper, we present a technique which isolates and tracks full volume representations of regions of interest from 3D regular and curvilinear Computational Fluid Dynamics datasets. Connected voxel regions, \features", are extracted from each time step and matched to features in subsequent time steps. Spatial overlap is used to determine matching. The features from each time step are stored in octree forests to speed the matching process. Once features are identi ed and tracked, properties of the features and their evolutionary history can be computed. This information can be used to enhance isosurface visualization and volume rendering by color coding individual regions. We demonstrate the algorithm on four 3D time-varying simulations from ongoing research in Computational Fluid Dynamics and show how tracking can signi cantly improve and facilitate the processing of massive datasets.
Introduction
Time varying simulations and observations are commonly used to study the evolution of di erent physical phenomena. Once the evolution is captured, the scientist can attempt to Dept. of Electrical and Computer Engineering and CAIP Center, Rutgers University, P.O. Box 909, Piscataway, NJ 08855-0909, silver@vizlab.rutgers.edu, xswang@vizlab.rutgers.edu http://www.caip.rutgers.edu/vizlab.html new algorithm for feature tracking. The algorithm is then applied to di erent examples from studies in CFD turbulence. These are good candidates for tracking because the large number of amorphous evolving regions make it di cult to observe what is happening in the dataset. Other examples of turbulent datasets can be seen in 4, 5, 6] . A discussion of the algorithm, including correctness and robustness issues is presented in Section 9.
Previous E orts in Feature Tracking
The computer vision community has been very concerned with 2D tracking (for introductions see 7, 8] ), and many of the techniques developed in Computer Vision can be used in this domain to extract, identify and track features (these are discussed in 2, 9]). The main di erence arises in the domain-speci c knowledge needed to accurately analyze the data and the type of data available. The goal of visualization is to help understand and analyze the underlying physics or mathematical model. Because of this, the criteria for tracking features in a scienti c domain are di erent than for most computer vision applications. In a scienti c simulation, evolving features may split, merge or disappear. However, the most important di erence and one which dictates the algorithm that is used is that all the features and all the properties of these features must be computed and tracked. This is essential for proper analysis of the science underlying the simulation, i.e. what changes are taking place in the data, what interactions are occurring, and how the measurement are changing. Therefore, volume features must be tracked (not just boundaries or edges) and quanti ed at each time step.
One important issue for tracking is feature representation. The representation should be general enough to handle a wide variety of shapes of features, yet simple enough to be usable for tracking and quanti cation. Many representation schemes have been proposed for object recognition and motion estimation. A polyhedral representation is one of the most general and intuitive methods in 3D object modeling, and they can be derived using isosurface contours. They must be connected to be tracked, but it is still di cult. Physically-based models have been used for tracking in computer vision and for 3D representations 10, 11, 12] . However, they generally do not classify all events and may have di culty handling topological changes. E orts have begun to perform feature tracking on CFD and related datasets. Most of the 2D e orts have utilized the work in Computer Vision. Two e orts related to the work presented in this paper are 13] and 14]. In 13], 2D cloud patterns are tracked using area overlap to determine correspondence. In 14], 3D vortex skeletons are tracked by searching in subsequent datasets within a window. However, a full treatment of the 3D tracking problem is not addressed.
In our previous work 2], features were tracked using their centroids and second order moments 15]. These parameters work well in describing most of the shapes of objects encountered in many turbulent simulations. However, this scheme was not always reliable, since this is a reduced model. As a result, noticeable errors can occur with concave features and small regions 2].
In this paper, all of these problems have been corrected by taking a full volumetric approach and performing template matching. Furthermore, all events are classi ed, and all parameters are computed and plotted (e.g. volume change over time). Finally, the information gathered, because it is global and pertains to each object and event, can be used to improve the rendering and visualization. ) In many of these de nitions, the features are de ned with some sort of connectivity criteria which enable the method to partition the dataset into \important regions" and background. In this work, we assume features are regions of interest consisting of voxels satisfying a set of pre-de ned criteria. The criteria can be based on any quantities, such as threshold interval, shape, vector direction, and neighborhood connectivity. For the datasets used in this paper and presented in Section 8, features are de ned using a segmentation routine 22, 23, 24, 17] which divides the dataset into background and connected components above the threshold value. Thresholded connected component are a natural rst step at de ning features because standard visualization routines, such as isosurfacing and volume rendering, display these types of regions. Furthermore, for many applications, connected components are the phenomena of interest (e.g. low pressure fronts, eddies, and storms).
A region lling algorithm is used to extract the connected components. The region is lled from the \seed" value until the boundary (threshold value) is reached. The seed can be chosen automatically as an extremal values. The full implementation is described in 24, 17] . Each feature (set of voxels) is stored in an octree 25, 26] . Interior nodes of the octree contain the extremal value of that node's subtree. This property can be utilized as a time-saving strategy when performing the segmentation process for various thresholds. An advantage of the octree data structure is its simple and e cient set operations (union, intersection, and di erence calculations, adjacency and membership testing, and transformations such as translation, rotation, and scaling). The e ciency comes from the octree's spatial indexing feature. The octree can also be used for memory optimization and object-oriented parallel computing. In addition to the actual voxels, global properties such as the centroid, integrated content (IC), mass, moments, volume, and circulation are computed and stored for each separate feature 15, 27] .
Octree features can be visualized using volume rendering or tting a surface around the boundary. Examples are shown in Fig. 4 and Fig. 5 . The upper left image of Fig. 4 shows a 128 3 turbulent dataset visualized using standard isosurfaces. In Fig. 5 , segmentation was rst performed so that each connected region has its own identi able surface which can be colored by any one of the feature's properties. (For other examples see 2, 17] .) Each feature is given a unique object-number for reference. 
Volume Tracking
Once we have de ned features, we can characterize the evolutionary events present in timevarying scienti c simulations as Continuation, Creation, Dissipation, Bifurcation and Amalgamation 2]. For Continuation, one feature continues from a dataset at time t i to the next dataset at time t i+1 . Rotation or translation of the feature may occur and its size may remain the same, intensify (become larger -grow), or weaken (become smaller and begin to dissipate). For Creation, a new feature appears (i.e. cannot be matched to a feature in the previous dataset). For Dissipation, a feature weakens and becomes part of the background. For Bifurcation, a feature separates in two or more features in the next time step, and for Amalgamation two or more features merge from one time step to the next.
Matching features from one time step to the next is known as the correspondence problem. A brute-force approach to the correspondence problem is to perform a matching test on features extracted from one dataset with all of the features extracted from the subsequent dataset, i.e. for each feature from dataset t i , test it against all features from dataset t i+1 and all combinations of features from dataset t i+1 (for amalgamation/bifurcation) and choose the best match. This is demonstrated in Fig. 1 . The number of tests is exponential. Each domain may have di erent criteria for matching, and these are generally based upon volume, shape, distribution of values within the regions, and neighborhood.
In this work, we take a general de nition for both the correspondence problem and the matching test, i.e. one that is derived from viewing animations of 3D datasets. This implies that features from subsequent time steps which overlap and are approximately the same volume/shape match. Scientists routinely do this type of matching by viewing the time steps side by side or superimposed. For our de nitions, we make the basic assumption that we have a su cient sampling to guarantee that matching features overlap in 3D space from one time step to the next. This assumes that features do not move or grow \too much" between successive frames. This rate can be set by changing the tolerance value used by the algorithm. We can therefore state the following observations: The tolerance is a percentage value normalized to the maximum volume of objects being tested. It can be chosen by the user and it is domain dependent. A tolerance is needed to catch for varying sampling frequencies. In Section 8, we discuss the sensitivity of the algorithm to the tolerance. The volume di erence function is performed on the voxels of O i A and O i+1 B . Since the features are stored in octrees, this is a de ned operation 25] which involves traversing both trees and detecting the di erences. The di erence function is demonstrated in Fig. 3 .
Features must overlap to be matched, so we only compute the di erence operation on features which overlap. Since each extracted feature is stored as an octree, O i A , an overlap can be detected by \merging" an octree from t i with the octree forest of t i+1 . For b . The rst step of the feature tracking algorithm is to nd out the features in one step which overlap the features in a subsequent time step to obtain potential candidates for testing. These are stored in an overlap list for each feature. The number of nodes of intersection (the di erence) is also computed during the overlap test. The best matching test is performed only among the candidates found in the overlapping test. The best matching proceeds by testing rst for bifurcation and continuation and then amalgamation. For bifurcation and continuation, the di erence between the template feature (from dataset t i ) and all combinations in the overlap list is computed. The combination with the smallest di erence (and still satisfying the tolerance) is chosen, and all features are removed from the search space. Because an octree is used, the overlap test and all the di erence calculation can be computed at the same time. The entire algorithm can be summarized as follows: Extract all the features from the two datasets and store each feature in its own octree. Since the algorithm is running through many time steps, only one octree forest gets created and t i is carried over from the previous iteration. Note that amalgamation is the \opposite" of bifurcation and can be detected using the same process as amalgamation, but in reverse. Using this heuristic, the number of corresponding test can be signi cantly reduced since only overlapping regions are tested. (However, it can still be exponential for very large regions breaking up into many small ones). For the turbulent simulation in Section 8, regions are localized and large overlaps do not occur. The ambiguous cases present in our previous algorithm 2] are also resolved because full volume matching is performed.
Memory Optimization and Compression
The advantage of an octree, besides the ease with which di erence and overlap can be computed, is that only a part of the octree needs to be in the main memory. The nodes in the memory can serve as a look-up table which can be used to obtain the knowledge of its subregion from the summarized information stored in it. The actual data in the octree is loaded into memory only when it is needed for computation.
Because of the immense amount of data in 3D time varying simulations, Storage, manipulation and rendering is di cult. Generally, more than one dataset cannot be loaded into main memory at the same time. A number of di erent techniques can be incorporated to 8 alleviate the problem. Segmentation and tracking can be performed while the computation is progressing (usually on the supercomputer), bypassing the need to store the entire datasets locally. Alternately, the datasets can be compressed and then processed. Using a lossy compression scheme, we have compressed the datasets shown in Section 8, with a DCT-based compression scheme 28] . With the compression ratio of 24, the errors of attributes between compressed and uncompressed dataset were minimal. For integrated content, the average error was 0.17%, and for volume the average error was 0.2%. Larger errors were observed with small objects. When the feature tracking algorithm was applied to the compressed datasets, no di erences were detected.
Visualization
Tracking produces information which correlates features from one dataset to another. Two di erent classes of algorithms can be used to visualize this information history: (a) visualize the actual \history"; (b) enhance the standard visualization rendering with this supplemental information. In 2], methods are presented to visualize the history which use a Directed Acyclic Graph (DAG) representation, a tree-like representation, a text le with arrows, or a centroid plot. These are all useful as abstractions of the evolution and for classi cation of the data. An example of a DAG is given in Fig. 8 .
The second type of visualization is to use the history to enhance standard graphics renderings of the dataset. The two most popular visualization techniques are isosurfaces and volume renderings. The history information can be used with both techniques. For regions represented by isosurfaces, the isosurfaces can be given the same color throughout their history. When features merge, di erent schemes can be employed for the coloring of the merged region. Generally, the dominant feature establishes the color. The dominance can be calculated using volume, mass, or a local extremal value. For example, if we are interested in understanding the behavior of volume in the evolutionary process, and two features merge, the one with the larger volume assigns the color. Alternately, colors can be added when two features merge (e.g. red+blue = purple). With the color-coded information, the interaction of objects can be understood and detected. In the examples presented in Section 8, for amalgamation, the largest volume region assigns the color to the merged region, and for bifurcation, all children are assigned the parents color. Initial colors are chosen randomly. We found this policy best for our datasets. However, for simulations where one or just a few regions keep bifurcating, this would not be a good policy as all the features would be the same color. If the evolution of only one feature is of interest, it can be tracked and color coded while the remaining features are removed, given a dull color, or made transparent.
Volume rendering can also be enhanced using the tracking information. Di erent methods may be employed. Matched features can be given their own transfer functions (possibly in di erent hues) or only one feature can be tracked and volume rendered. For both methods, some sort of marker-dataset needs to be created which labels all voxels with an objectnumber. The object-numbers are correlated from one dataset to the next with the tracking history (DAG). When only one feature is volume rendered, the voxels belonging to that feature maintain their original values. The marker dataset is then be rendered with any standard volume rendering algorithm. An example of this is shown in Fig. 9 .
Implementation
The current implementation of the tracking system consists of two stand-alone programs written C, which operate on any workstations. The rst performs segmentation, and can be run in an interactive visual mode under AVS 29] to rst determine the appropriate threshold value. In this mode, separate connected isosurfaces are generated in addition to all the measurements. The program can then be run in batch mode with the output as a set of octree forests for each dataset. The tracking program then reads in this information for two datasets at a time, performs the matching, and produces a trak le which is essentially a DAG data le containing all the matched pairs. Separate visualization programs correlate the trak le with the isosurfaces or quanti cations for coloring and rendering. (The tracking can be incorporated with the segmentation program to avoid disk le I/O transferring and octree reconstruction if the threshold is known a-priori.)
Results were computed on a Silicon Graphics Onyx with 512MB memory and 150Mhz R4400 processors. The tracking time between two frames of Simulation I and II ranges from 3 seconds to 60 seconds (average 20 seconds) depending the complexity of the time steps. The complexity is based upon the number of objects (Fig. 5) , the number of thresholded voxels, and the number of events classi eds in neighboring time steps. (The tracking program does not include segmentation time which is very small. However, input/output time is signi cant because of the large size of these datasets.) 8 
Application to CFD Datasets
We demonstrate our algorithm on some problems from Computational Fluid Dynamics (CFD): the rst two are pseudo-spectral simulations of coherent turbulent vortex structures with 128 3 resolution. Simulation I consists of one hundred datasets which were generated on a Connection Machine (CM5). The datasets contain vorticity. For the visualization and tracking, we compute the scalar vorticity magnitude. (The simulation consists of an initial condition of six vortex tubes in parallel and orthogonal positions. A forcing scheme is applied to maintain the energy of the low wave number modes constant. The simulation data is courtesy of N. Zabusky and V. Fernandez 30, 31] .) In this example, the features represented are extracted at a threshold of 48% of the maximum vorticity magnitude in each dataset (each feature has its own threshold interval). In Fig. 4 , four of the one hundred datasets are shown. Note that it is di cult to identify interactions and follow regions and this is especially true for the animation 32].
Once the features are identi ed and color coded, evolutions can be followed. This is demonstrated in Fig. 5 . The color of a feature is inherited from its parent and the feature with the larger volume assigns the color during amalgamation. For bifurcation, all o spring retain the parent's color. The number of features as a function of time is shown at the bottom of Fig. 5 . This is dependent upon the threshold values chosen for the segmentation process. In the example, the absolute thresholds change as a function of the maximum value in the dataset. Furthermore, the segmentation program has an option to remove objects below a speci ed volume under the assumption that these regions are of less interest. (In this simulation, connected regions below a volume of 30 were deleted.) This type of quanti cation will help elucidate the energy transfer mechanisms in turbulence as well as the characteristics of turbulent mixing.
Since all regions are tracked and all events are classi ed, any of one of these can be mapped back to the visualization. In Fig. 6 , one of the the features of Fig. 5 is tracked. Here, 16/100 time steps are shown with one feature colored (olive green) and all others in grey. When a feature is about to merge with this one, it is given another color. For example, the light brown object in t 7 is about to merge with the green one. The nal merged feature is colored green because it is the larger of the two.
This process can easily be seen in Fig. 7 where this event has been isolated. Another bifurcation process can be observed in t 21 . The green object in t 21 splits into two objects, one of which then splits again in in t 40 . The small feature dissipates in t 46 . In addition to the visualization, important quanti cations can be represented. These are necessary for any thorough understanding of the ongoing evolutionary processes. In Fig. 6b , the integrated content (IC) change of the object as a function of time is presented. The split lines indicate bifurcation. A sharp rise in IC can generally be attributed to amalgamation. Another example of IC tracking is shown in Fig. 10.4 (a) . The red cone shaped feature from Fig. 5 tracked as shown in Fig. 16 . It has a short life and breaks up before dissipating. A di erent rendering of tracking results is given in Fig. 9 . In these images, the olive green feature from t = 1 (in Fig. 7) was volume rendered and all other features were given a grey transparent color. This was done by creating a marker-dataset produced by tracking only one region. The statistics of the di erent events for the entire simulation (tolerance=60%) are shown in Table 1 . For this simulation, the initial conditions dictate that the number of creation and dissipation events should be roughly the same. This fact enables us to verify the simulation and check for errors.
Example 2
Simulation 2 is another pseudo-spectral simulation of coherent turbulent vortex structures. The variable being visualized is vorticity magnitude at 48% of maximum threshold value. This simulation runs from t 30 to t 80 . Six datasets from this simulation are shown in Fig. 10 . (The full animation is in 32]). All of the features are tracked and the events are classi ed.
Example 3
Fig . 11 is a simulation of rotating, strati ed turbulence using the quasi-geostrophic (QG) equations, performed by a new, hybrid numerical algorithm developed by 33]. The QG equations are commonly employed to study atmospheric and oceanic vortex dynamics at small to intermediate scales (i.e. 100 to 1000km in the atmosphere). The particular simulation shown here, depicting the evolution of the conservative potential vorticity (PV) eld, demonstrates the propensity for columnar \two-dimensional" vortices to break down into three-dimensional vortex \domes", primarily located at the upper and lower domain boundaries (analogous to the ocean surface and bottom); see 34, 33] for details and further results.
The simulation was performed on a 240 240 60 grid using a combination of spectral and contour methods. Notably, the simulation is performed without viscosity or hyperviscosity, but uses instead contour regularization (in each of the 60 layers) at about a tenth of the horizontal grid length. Dissipation a ects are thereby sharply reduced compared to previous numerical algorithms. The resulting enhancement in accuracy has led to the rst clear demonstration that two-dimensionality breaks down at small to intermediate scales in a rotating, strati ed uid.
Simulation III consists of 161 time steps. The dataset contains three di erent values of PV: +1 for positive values, -1 for negative values, and 0 for the background. Note that the numerical method preserves the piecewise-uniform character of the PV eld, so no new PV values are ever created, in line with the conservative nature of PV.
In this example, the features are extracted from the background and tracked. The same inheritance scheme as used in Simulation I and II is used here and connected regions with a volume of 60 or less are removed. In this simulation, hues of the objects are based on the PV value. Red-like hues are for positive PV, and blue-like hues are for negative PV.
The tracking information will help to understand quantitative aspects of QG turbulence, in particular the size and shape distributions of structures, as well as the frequency and nature of their interactions.
(The simulation was performed on a Cray J90 super computer at the UK RutherfordAppleton Laboratory, and it was provided courtesy of David G. Dritschel.)
9 Example 4 Fig. 12 results from a compressible simulation in the HSCT (High Speed Civil Transport) inlet unstart con gurations 35]. To work with high cruise e ciency, the HSCT inlet is designed to work under the so called \critical operation". The critical operation locates a terminal shock just downstream of the throat to maintain high total pressure recovery with the maximum mass ow. However, the terminal shock location is very sensitive to disturbance and can be pushed out of the inlet to cause the inlet unstart. The inlet unstart will introduce instability to the whole aircraft and may also cause engine surge. The propulsion system works ine ciently when an inlet unstarts.
This simulation is performed on a curvilinear grid, which is 72 points in the streamwise direction, 16 points in the circumferential direction and 42 points in the radius direction. The mesh and shocks segmented from the pressure gradient are shown in Fig. 12 . Fifty two time steps were used for tracking. The tracking was done in the computational domain and the results were mapped to the physical domain for visualization.
In this example, we tracked the terminal shock (Red), which is an important feature for the inlet \unstart con guration". The shock bifurcates in t = 41, but only the centroid of the largest shock in each time step is computed (Fig. 13) . The tracking information on the terminal shock is needed in order to construct a reduced model to predict the unstart condition.
(This simulation was provided courtesy of Prof. Doyle Knight, and Dr. Gecheng Zha, Dept. of Mechanical and Aerospace Engineering, Rutgers University.) 13 
Discussion

Correctness and Robustness
A major di culty with tracking is determining the \correct" tracking results. This is dicult to do without exhaustive testing and impossible if the sampling frequency is too low. Furthermore, the tolerance and threshold values (see below) a ect correctness. Accurate correspondence may also require domain knowledge. Visual testing, while useful, is not always accurate. We have utilized a number of di erent schemes to determine our tracking results. We have performed a part automatic part visual testing on most of the regions in Simulation I, II and III to verify that the tracking results are correct. In addition, we have performed backward testing by running the tracking algorithm in reverse, i.e. from the last dataset to the rst. (Backward testing will catch cases where amalgamation would have been a better match than continuation.) In backward tracking, the events are inversely classi ed, For example, bifurcation is equivalent to amalgamation in forward tracking, amalgamation is equivalent to bifurcation and dissipation to creation. The continuation events remain the same in both testing sequences. The events in the backward testing are mapped back to the corresponding ones in the forward testing by the aforementioned rules for comparison. The results from backward testing were the same as those from forward testing.
Tolerance
The tolerance is sensitive to the rate of change of the volume of the features in the timevarying datasets and the drifting speed of these features. The tolerance chosen depends on the nature of the datasets being investigated, as well as the sampling frequency. For the datasets used in this section, we found that choosing the tolerance between 50% -60% can best account for all the event classi cations. Some errors can occur when small objects are moving too fast. Either the tolerance is too low, or the overlapping condition is not satis ed. A higher sampling frequency will generally solve this problem.
We studied the sensitivity of our algorithm to the tolerance by changing the tolerance and counting events. If the tolerance is too low, many more features will be tagged as dissipation/creation instead of continuation. The number of events as a function of tolerance is shown in Fig. 14 . Similarly, when the tolerance is set too high, regions get marked as continuation when they are not. For these simulations, the tolerance (and threshold value) was chosen by the scientist experimenting with the rst few time steps. We are currently studying the sensitivity of frequency to tolerance and investigating methods to choose the tolerance based on the nature of the data automatically by performing spectral analysis on the 4D space-time datasets.
Threshold
The features extracted for tracking in all three examples were done using a pre-de ned threshold value. The value was chosen by the CFD researchers based upon experience with such simulations and by examining various datasets interactively. The threshold value was either xed throughout the simulation or was based upon a percentage of the extrema. Other criteria could also be speci ed.
Because a threshold value is used, the algorithm is sensitive to a change in this value. We have experimented with di erent threshold values and have plotted the event count per threshold value. This is shown in Fig. 15 . The number of continuation events is relative to the number of objects. As the threshold value is raised fewer features are found.
RMS
In addition to the volume di erence between features, a modi ed root mean squared (RMS) di erence can be calculated, to highlight the change in the actual values (vorticity values). This value may prove useful to help choose the tolerance automatically and aid in correctness testing. The RMS di erence is calculated between the corresponding voxels in the same position of the two objects in two time steps (the value to value overlap). It provides us with the rate of evolving vorticity distribution between the isolated objects in di erent time steps and can be computed while the di erence is being determined. The RMS variation is de ned as: ( Ax i and Bx i denote the scalar value of the data point atx i in object A and object B respectively. Fig. 10.4 shows the RMS variation for the object tracked in Fig. 10 .4 over time. Between t 5 and t 6 the feature barely changes (which can be seen in both the IC plot and RMS plot). It then breaks up before dissipating. Features can also be transformed (translated by their centroids and rotated) to get better results.
Future Research Issues
Tracking features accurately is dependent upon a high temporal sampling rate. However, this condition is not always available. Furthermore, to reduce the total size of time-varying datasets, we may want to use fewer time steps. We are investigating methods which can relax the basic assumption on the sampling frequency. We have performed preliminary tests to determine sensitivity by deleting intermediate time steps and found no distinguishable di erence for deleting every other dataset (and every two in between). Unfortunately, this type of measure is very simulation dependent (how fast regions are moving relative to the simulation time step). Related to this, is a formal method to determine tracking \correctness" which we are currently investigating.
The main di culty with the overlapping criteria is that objects which drift will not be tagged as continuing. (This is especially true for very small objects.) A search window around the object being tested can be used to locate non-overlapping neighboring objects (See Fig. 18 ), which can be added to the candidates for a best matching test. The objects must then be transformed (by their centroid and moments) before a di erence is computed. This type of operation would also be useful to compute a true RMS between evolving features. The size of the search window is based on the sampling frequency.
Ideally, if we can obtain heuristics about how the object evolve or interact in subsequent datasets, we can use that information to perform a correlation test. The potential candidates of correlated objects in the next dataset may be predicted with an inductive learning algorithm and the information lost by sub-sampling can be recaptured. We have started experimenting with some inductive learning methods 36]. We hope we can relax the sampling assumptions and make the program more robust.
The process of feature extraction and feature tracking is an intensive computational process. To deal with high resolution datasets, parallel or distributed algorithms are needed to speed up the process and meet the huge memory requirement. We have been working on the implementation of the feature tracking while the simulation is being computed.
The methods presented here are currently in use in our lab to help analyze the results of CFD simulations. The datasets presented are from ongoing research in turbulence. We are also collaborating with other CFD researchers to use the tracking algorithm on their datasets. Because the method presented is scalar based, it can be used for any simulation or observation which produces scalar values or studies scalar values associated with vector elds.
Non-regular Grids
While the basic philosophy of the algorithm presented here can be used for non-regular grids (hybrid, curvilinear, unstructured), the practical implementation may require extensive changes. For rectilinear and structured grids with implicit connectivity, the segmentation and tracking can be performed in computational space, and then rendered in physical space (as was done in Fig. 12 ). For curvilinear grids, if periodicity exits, both the segmentation program and the feature tracking program must be altered to allow for matching across boundaries 37]. For unstructured grids, new algorithms and data structures must be devised to compute the overlap of non-voxel features e ciently. We are currently researching this issue.
Conclusions
In this paper, we have presented a semi-automatic volume tracking algorithm for 3D time varying datasets and have shown how it can substantially improve the quality of the visual-ization. The algorithm attempts to mimics what the scientist naturally does when viewing a time dependent simulation. Unfortunately, for turbulent 3D simulations, this is di cult to do manually and visually. Using this algorithm one can obtain preliminary tracking results automatically. Since all features are categorized and all events labeled, a wealth of information is available for study. These results can be used to check the simulation further, to perform more advanced quanti cation, to analyze the datasets in limited time interval and to display these results e ectively. This is a crucial step to understanding massive 4D datasets. Figure 18 : A search window to catch drifting objects. A 1 is from t i , a 1 and a 2 are from t i+1 .
