For atoms described by a 1-dimensional Friedrichs model we present the following result: pre-existing resonances, when subjected to a small constant electric field (DC Stark effect), are unstable in the weak field limit. In contrast, pre-existing resonances under the influence of a small time-periodic electric field (AC Stark effect) are stable in this limit.
Introduction
It is well known that atomic bound states below the continuum turn into resonances under the influence of a weak constant electric field (DC Stark effect). These resonances are well defined in a translation or dilation analytic framework and move continuously as a function of the field strength, f , for small |f | and converge to the original bound state in the limit f → 0; see, e.g., [3] , [5] , [6] , [7] , [8] , [10] , [11] , [13] , [16] and references given there. (In this sense eigenvalues below the continuous spectrum are stable under the electric DC field.) It is natural to ask: Is the same true for (nonreal) pre-existing resonances r 0 in atoms (which might arise as shape resonances or due to a broken symmetry)? In this paper we discuss and answer this question in a very simple model, namely the Friedrichs model. Complete proofs of our results can be found in [9] .
At first glance one might expect that essentially the same methods as used in the case of bound states turning into resonances should be sufficient to treat this problem. However, our somewhat surprising result is that this is not true: Not only do these methods fail, but the expected stability result itself does not hold, at least in the physically most relevant case of pre-existing resonances near the real axis. This is due to the blow-up of relevant resolvents as f → 0 for values of the spectral parameter near the pre-existing original resonance; see [8] .
We emphasize that this instability of resonances (if they are sufficiently isolated and near the real axis) should be an observable effect in the laboratory.
This instability result in the DC Stark effect (with electric field f x) is in marked contrast to the AC Stark effect (with time dependent electric field f x sin(ωt)). Here, in the dilation analytic framework, resonances for the time-dependent family of Hamiltonians H(t, f ) (as t varies over a period [0, 2π/ω]) are well defined in an adaptation of the Howland-Yajima formalism (see [4] , [12] , [14] , [15] ) to our Friedrichs model, as nonreal eigenvalues of the dilated Floquet Hamiltonian K(θ, f ) for nonreal θ (see [9] ).
This dichotomy of instability versus stability is reminiscent of the following situation in classical mechanics: Introducing a periodic change in parameters may turn an unstable equilibrium into a stable one. (See for example the unstable equilibrium for a pendulum; [1] .)
Our results need dilation analyticity or analyticity in momentum space in the following sense: Let S θ0 := {z ∈ C | |Im z| < θ 0 } (θ 0 > 0).
2 -valued analytic extension (in the variable θ) to a strip S θ0 for some θ 0 > 0. D θ0 denotes the linear space of L 2 -functions which are dilation analytic in angle θ 0 .
(ii)
T k0 := ψ ∈ L 2 (R) ψ (the Fourier transform of ψ) has an analytic extension to the strip S k0 and sup
In the following we write ( · , · ) X for an inner product in a linear space X and use the notation C ± := {z ∈ C | Im z ≷ 0}. C ± denotes the closure of C ± . By √ · we mean the principal branch of the square root with branch cut (−∞, 0).
The outline of this article is as follows: In Section 2 we describe our central result on instability of pre-existing resonances in the DC Stark effect. In Section 4 we report on numerical calculations verifying this analytic result on instability. In particular, there seems to be a cloud of resonances around the pre-existing resonance, r 0 , converging to the real axis as f ↓ 0. In Section 3 we describe stability of pre-existing resonances in the AC Stark effect.
Friedrichs model with DC Stark effect
the self-adjoint realization in H of
has a simple eigenvalue, 1, embedded in its essential spectrum σ ess (H 0 ) = [0, ∞). Then adding a small rank-2 perturbation gives the Hamiltonian
where θ 0 and k 0 depend (in a certain sense specified below) on the size of ϕ, and ϕ in the right upper corner of H ϕ is identified with the multiplication operator generated by the function ϕ. This perturbation removes the embedded eigenvalue of H 0 and turns it into a nearby resonance of H ϕ (in the sense of Definition 2.1 below). Adding an external electric field the Hamiltonian is modeled by
By standard arguments, the operators H 0 and
We also use a standard definition of resonances as poles of the meromorphic extension of certain matrix elements of the resolvent of H 0 and H ϕ (f ). More precisely:
(ii) For any function g f,ϕ (·) (depending on given ϕ and f ) which is analytic in C + the symbol g c,Ω f f,ϕ (·) denotes the analytically (or meromorphically) continued function to the region Ω f ∪ C + \(−∞, 0].
for all u and v in D θ0 or in T k0 . Setting, for z ∈ C + ,
the resolvent of the matrix operator
, where z ∈ C + , ϕ ∈ D θ0 ∪ T k0 and f ≥ 0. Then for any ψ ∈ D θ0 ∪ T k0 and c ∈ C one finds, for all z ∈ C + ,
can arise is as zeros in Ω f of the function F Since, for f > 0 and u, v ∈ D θ0 or u, v ∈ T k0 , the continued resolvent matrix elements of the 1-dimensional Stark operator, (u , (
, are entire (see [8] and [9] ), the function F f,ϕ ( · ) has an entire extension, more precisely: 1 An entire function g is defined to be of finite order if there exist n ∈ R and R > 0 such that for all z ∈ C with |z| ≥ R one has |g(z)| ≤ e |z| n ; see, e.g., [2] .
Proposition 2.5 ([9, Proposition 1.7, 3.])
Let θ 0 and k 0 be as in Definition 2.1. Let ϕ ∈ T k0 ∪ D θ0 . If ϕ(± √ λ) = 0 for λ ∈ [1 − ε , 1 + ε] with some ε ∈ (0, 1), then for sufficiently small ϕ the operator H ϕ (0) has exactly one resonance close to 1. The smallness of ϕ is measured by the size of
L 2 | for |z − 1| = , where is some number in (0, ε).
This proposition follows from Proposition 2.2 by use of Rouché's Theorem.
Our central result is that pre-existing resonances of H ϕ (0) are unstable under the addition of a constant electric field in the following sense: 
for any ε 1 , ε 2 , ε 3 > 0 sufficiently small and any a > ε 2 . Suppose there exists δ > 0 such that
In particular, Im r → 0 (f ↓ 0). Thus r does not converge to any resonance of H ϕ (0) as f ↓ 0.
The proof of Theorem 2.6 is long and technical. We refer to [9] . Central ideas of the proof are identifying resonances with solutions (in Ω f ) of
where r f,ϕ (z) :
, and determining the leading order of the asymptotic expansion as f ↓ 0 of r c f,ϕ (z) for z ∈ M -given by explicit pole terms -with uniform bounds on the remainder. This expansion is obtained by using contour deformation and the method of steepest descent.
Friedrichs model with AC Stark effect
Our AC Stark Hamiltonian is
for f ≥ 0 and x, t ∈ R, where ω > 0 denotes the frequency of the alternating electric field and ϕ is in D θ0 for some θ 0 ∈ (0, π 2 ). In this time-periodic setting, resonances are defined as nonreal eigenvalues of the complex dilated Floquet Hamiltonian K(f, θ) (given in (3.4) below) associated with the time-periodic Hamiltonian H ϕ (t, f ). This is basically Yajima's idea, see [15] and [14] , where he adapts Howland's formalism, [12] (see also [4] ), to periodic problems. In particular in [15] Yajima considers the AC Stark problem with a class of analytic potentials.
We adapt the framework of [15] to our matrix operator (3.1). We define, for t ∈ R and f ≥ 0,
for all t ∈ R and all f ≥ 0. The unitary transformation T (t, f ) is the implementation of a gauge transformation via a unitary transformation on L 2 (R) ⊕ C; cf. Remark 3 (due to Hunziker) in [4, Chapter 7.3] . T (t, f ) transforms the unbounded electric potential to zero, modulo a shift which is constant w.r.t. x (see (3.3) below). One finds, for f ≥ 0 and t ∈ R,
where a calculation shows
Similarly to [15] , we now consider the so called Floquet Hamiltonian
, where T ω := R/τ Z with τ := 2π/ω (the period). We identify K(f ) with
K(f ) has a self-adjoint realization in K , which we also denote by K(f ). Then K(f ) generates a unitary group {e −isK(f ) } s∈R in K which is unitarily equivalent to the propagator U (t + τ, t; f ) ⊗ 1 L 2 (Tω) (t ∈ R) over the period τ , where i∂ t U (t, s; f ) = H ϕ (t, f ) U (t, s; f ) and U (t, t; f ) = 1 (s, t ∈ R). (Existence and uniqueness of this propagator follow from results in [12] and [15] .) We now define resonances by use of dilation analyticity: Let
where U (·) denotes the group of dilations in L 2 (R) (see (1.1)). Set
where
for all θ ∈ S θ0 , f ≥ 0 and t ∈ R. . Assume in addition that there exists an f 0 > 0 sufficiently small such that for all β ∈ [−f 0 , f 0 ] and all θ ∈ S θ0 the function e f0|x|ω −1 sin θ0 ϕ(e θ x + 2βω −2 ) (x ∈ R) is analytic in the parameter θ and e f0| · |ω
be given by (3.1) and K(f, θ) (f ≥ 0, θ ∈ S θ0 ) by (3.4). Fix θ ∈ S θ0 with Im θ > 0. Suppose there exists an eigenvalue r 0 (not necessarily close to 1) of K(0, θ) of multiplicity m. Then for all f > 0 sufficiently small there are exactly m eigenvalues (counting multiplicities) of K(f, θ) close to r 0 and they all converge to r 0 as f ↓ 0.
The proof is by showing that K(f, θ) converges in norm resolvent sense to K(0, θ) as f ↓ 0 (which needs the uniformity (3.5)). For details we refer to [9] . 
