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The term e-Government refers to providing citizens a series of services that can be 
conveniently conducted over the Internet. However, the potential to redefine and 
transform e-Government increasingly relies on citizens successfully establishing and 
managing a user account profile online. E-Government has not adequately addressed 
user-centric designs for social inclusion of all citizens on e-Government websites. There 
is a lack of research on the usability of user account management, and a clear lack of 
innovation in incorporating user-friendly authentication interfaces to accommodate a 
diverse user population given the wealth of existing research in web authentication 
techniques within Identity Management. The problem is e-Government has no 
standardized approach to evaluate and compare the usability of user account interfaces to 
accommodate a diverse user population and encourage improvements in making user 
account interfaces more user-friendly and accessible to citizens online. 
 
This study proposed extending a well-established usability evaluation methodology 
called GOMS to evaluate e-Government security interfaces for usability. GOMS, which 
comprises of Goals, Operations, Methods, and Selection, was used to compare the task 
time users took to complete similar goals on different websites. GOMS was extended to 
include Security Cases, which are security related goals users desire to accomplish along 
with the selected link and trail necessary to satisfy those goals. 
 
An observational study was conducted to capture the task time 31 users took to complete 
similar Security Cases on three popular e-Government websites (DMV.CA.gov, 
HealthCare.gov, and USPS.com). The study initially defined a catalog of six Security 
Cases specific to user account management and then established benchmark time 
predictions for each of the Security Cases using CogTool. The six Security Cases selected 
were as follows: Registration, Login, Change Settings, Forgot Password, Change 
Password, and Logout. The task time to complete each of the six Security Case on the 
three websites, along with statistical analysis and CogTool’s benchmark time 
predications, were used to quantify and compare the usability of these three websites. In 
order to capture demographic data and assess participant’s satisfaction using the website, 
the study conducted a post evaluation survey using the System Usability Scale (SUS). 
The survey captured age, gender, education, user satisfaction, and computer/security 
knowledge for each participant to assess design considerations to accommodate a diverse 
population. Finally, a library of Security Cases was established to compare and highlight 
the more effective user account interface designs on the three selected e-Government 
websites. 
 
This study found task time data from similar Security Cases could be categorized and 
used to successfully compare and highlight more effective user account interface designs. 
The study revealed gender and education had no distinctions in task time when 
performing user account management related tasks. The study also revealed seniors took 
significantly longer than any other age group to complete complex user account 
management interfaces. Additionally, CogTool did not prove to be effective in 
establishing reliable task time predictions to establish as benchmarks. 
 
The study concluded the GOMS method could successfully be used to establish a set of 
task time metrics in a catalog of Security Cases that can be used to evaluate and compare 
the usability of user account interfaces to accommodate a diverse user population on e-
Government websites. Future usability research should be conducted to evaluate if there 
is a performance relationship between age and security interface complexity. Future 
research should also further evaluate GOMS as a viable methodology to evaluate other 
security interfaces not limited to e-Government and expand upon the library of Security 
Cases to highlight effective security interfaces designs on other websites to accommodate 
a diverse user population.  
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Chapter 1 
Introduction 
Background 
The term e-Government refers to providing citizens a series of services that can 
be conveniently conducted over the Internet. According to Wang (2005), the ultimate 
goal of e-Government is to streamline and automate government services and empower 
citizens with a complete series of online self-servicing options. Providing services to 
citizens over the Internet leads to convenient access to government, along with faster and 
fewer processing errors according to Wang. As a result, government entities are likely to 
realize operational efficiencies, cost savings, and potentially better customer service. 
Government websites are being promoted as portals for citizens seeking authoritative 
information or services (Nariman, 2011). However, recent data suggests that 8 in 10 
Americans visit government websites for services but 1 in 4 leave feeling unsatisfied or 
having a unsuccessful experience (Smith, 2010). 
The potential to redefine and transform e-Government relies on citizens 
successfully establishing and managing a user account profile online. Renaud (2012) 
states e-Government websites are increasingly requiring users to establish and maintain 
an online user account profile. Maintaining an online profile requires users to remember 
and manage their security and privacy settings, which have proven to be both difficult to 
understand and hard to articulate due to ever evolving website security policies. Frequent 
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news stories have reported confidential user account information being compromised on 
popular websites due to user challenges in understanding the implication of changes in 
website security or privacy policy (Spiekermann & Cranor, 2009). 
Very little research has been conducted to study the relationship that exists 
between security and the usability of user accounts on government websites (Wang, 
2005). Many websites now try to empower users by having them actively self-manage 
their online profile and security settings. These emerging demands of establishing and 
managing profiles are overwhelming to users and often set unrealistic usability 
expectations (Kainda, Flechais, & Roscoe, 2010). Given their diverse demographic 
demands, government websites have an overwhelming responsibility to ensure they are 
designed to accommodate the very citizens they serve in addition to providing equal and 
open access to all audiences. However, there is no standardized way to evaluate the 
usability of web interfaces that deal with managing user account profiles along with 
security and privacy settings. According to Kainda, Flechais, and Roscoe (2010), 
conducting usability evaluations of secure systems is difficult and requires procedures 
that deviate from standard Human Computer Interaction (HCI) techniques. As a result, 
government entities have primarily focused on system usability while neglecting user 
account security interfaces such as managing online security and privacy settings. 
Problem Statement 
There is a lack of research on the usability of user accounts on e-Government 
websites and a clear lack of innovation in incorporating user-friendlier authentication 
techniques to accommodate a diverse user population given the wealth of existing 
research in Identity Management. According to Kainda, Flechais, and Roscoe (2010), 
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Identity Management interfaces are inconsistently designed and fail to provide a 
consistent approach to evaluate different designs. Aichholzer (2009) states that e-
Government has not adequately addressed user-centric designs for social inclusion of 
citizens on e-Government websites.   
The problem is e-Government has no standardized approach to evaluate and 
compare the usability of user account interfaces to accommodate a diverse user 
population and encourage improvements in making user account interfaces more 
accessible to e-Citizens. 
Research Goals 
The aim of this study was to identify the usability demands e-Government 
websites place on users in order to actively manage user account security and privacy 
settings in conjunction with the diverse usability demands placed on e-Government. 
Usability and security functionality is not typically considered a system’s primary 
feature, and since usability and security functionalities are hard to quantify and measure, 
security requirements they are typically categorized under the non-functional features in a 
system’s requirements specification documentation. This study proposed extending a 
well-established usability evaluation methodology called GOMS (Goals, Operations, 
Methods, and Selection) (Diaper, & Stanton, 2004) with UML (Unified Modeling 
Language) Use Cases (Fowler, 2004) by establishing common security goals called 
Security Cases. Security Cases can be used to objectively quantify and compare the task 
times (and error count) in completing similar goals on different websites. This study 
assessed if incorporating Security Cases with GOMS analysis, a goal driven usability 
evaluation approach, was a more effective way to quantify and compare different security 
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interfaces when performing an objective usability study to determine more effective 
interface designs to accommodate a diverse population.  
Both usability and security functionalities are hard to quantify and measure due to 
inconstancies in implementation and design. As a result, usability and security 
requirements fail to be considered a system’s primary feature or function and ultimately 
get categorized under non-functional system requirements, therefore not evaluated. The 
GOMS method using Security Cases can be used to evaluate the usability of non-
functional security interface requirements such as managing user account security and 
privacy settings. This study established a set of task time and error count metrics in a 
catalog of Security Cases that can be used to perform an objective usability analysis to 
determine good security interface designs and measure the usability of the security 
interfaces of other websites (figure 1). 
 
Figure 1: Measuring Usability of Security Interfaces 
The results of this research will help encourage improvements in making e-
Government user account interfaces more usable for e-Citizens. The GOMS method 
using Security Cases can be used to evaluate the usability of non-functional security 
interface requirements such as managing user accounts to improve usability on e-
Government websites and accommodate a diverse user population. 
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Research Questions 
E-Government has not adequately addressed user-centric designs for social 
inclusion of citizens since there is a lack of innovation to incorporate alternate 
authentication interfaces on e-Government websites given the wealth of existing research 
(Renaud, 2012).  There also is no standardized approach to evaluate and compare the 
usability of user account interfaces to accommodate a diverse user population and 
encourage improvements in making user account interfaces more accessible to citizens 
(Aichholzer, 2009). This study attempted to answer the following research questions 
specific to user accounts on e-Government websites: 
Q1. Metrics: How does user task time to complete Security Cases establish 
metrics to measure the effectiveness of user account interface designs on 
e-Government websites? 
Q2. Universal Usability: How does the GOMS method using Security Cases 
evaluate if a user account interface design can accommodate a diverse user 
population by highlighting significant differences in task times between 
the following user demographic groups: age, gender, and education? 
Q3. Usability Library of Security Cases: How can a library of Security Cases with 
task time metrics be used to objectively compare different e-Government 
user account interfaces to highlight more effective designs? 
Q4. Task Analysis: How can the GOMS method using Security Cases be used to 
evaluate the usability of a user account interface design by comparing user 
task times and error count in completing a security goal? 
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Q5. Methodology: How can the GOMS method using Security Cases as Goals be 
extended to evaluate user account interfaces on e-Government websites? 
Relevance and Significance 
The ultimate goal of e-Government is to empower a diverse population of citizens 
by providing a series of convenient, self-servicing services online. Yet the challenge and 
responsibility of e-Government remains to ensure these services are remain open and 
accessible to accommodate a diverse user population, in addition to being both secure and 
private (Aichholzer, 2009). Many government websites now empower users by having 
them actively manage their user account settings while imposing a confusing range of 
security and privacy policies. These emerging demands set several unrealistic usability 
expectations that can be overwhelming to users (Kainda, Flechais, & Roscoe, 2010). 
First, e-Government websites still view security as a “non-functional” requirement, thus 
security and privacy interface designs are subjective and rarely evaluated in terms of 
usability. Second, websites are inconsistent in terms of security interface designs and in 
the interaction required to manage user account and security and privacy settings. Third, 
there is no standardized way to evaluate user interfaces that deal with website security 
and privacy. Finally, in order to compare usability results across different websites, there 
are no established library or benchmark metrics to compare common security and privacy 
functionality to help evaluate interface designs and improve usability on e-Government 
websites. 
California Department of Motor Vehicle’s (CA-DMV) website serves the citizens 
of California by providing both vehicle and driver license related information and 
services. It is one of the most visited websites within California Government with 3.6 
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million unique visits recorded in a single month (State of CA, 2013). CA-DMV collects 
over $2 billion dollars online annually in credit card transactions, and the department has 
been designated by the Payment Card Industry (PCI) Council as a level one merchant, 
which requires the department to maintain the highest level of security controls and 
subjects the website to annual independent security audits. In August 2010, CA-DMV 
rolled out an Identity Management system on its website that integrated existing online 
services behind a user account, allowing users to login and manage their user account 
settings. CA-DMV’s login interface is presented in figure 2.  
 
Figure 2: CA-DMV Login Webpage 
CA-DMV’s website (DMV.CA.gov) experienced tremendous growth in the 
number of registered users with active user accounts ever since Identity Management was 
initially released. Over 4 million users had registered as of November 2012, and the 
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website continues to experience incredible growth in the number of registered users 
(figure 3).  
 
Figure 3: CA-DMV Registered Users 
CA-DMV’s growth trend could be contributed to a website security policy to 
secure sensitive online services containing Personally Identifiable Information (PII) 
behind a user account, which required users to register and establish a user account 
profile on the department’s website before they could utilize sensitive services. Services 
that are related to an individual’s identity, or contain PII, are considered sensitive in 
nature and required users to register a profile by validating their identity with information 
on file. Securing sensitive online service appears to be a common trend among many e-
Government websites in order to prevent possible identity theft or fraud. With the release 
of Identity Management at CA-DMV, it has been observed the number of transactions for 
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popular online service requiring users to login may actually have actually decreased as a 
result of securing these services behind a user account (figure 4). 
 
Figure 4: Driver License Renewals Online Trend 
Figure 4 shows a dramatic decrease of approximately 50 percent in the number of 
monthly Driver License renewals completed online compared to the period prior to 
8/1/10, which reflects the release of Identity Management. The Online Driver License 
Renewal service hosted on DMV’s website is secured with Identity Management, and a 
significant decrease in Online Driver License renewals upon securing this service 
suggests a usability issue with the design of CA-DMV’s Identity Management interfaces. 
One of the goals of information security is to protect information from 
unauthorized access, and one of the purposes of privacy is to prevent information 
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associated with an identity from disseminating without authorization. According to 
Windley (2008), privacy is built upon a foundation of good information security, which 
in turn is dependent on a good digital Identity Management infrastructure. One of the 
challenges in delivering e-Government services is to design websites that successfully 
integrate an Identity Management infrastructure with a user-friendly focus, which makes 
it easy for citizens to conduct the desired service they seek. Citizens have come to expect 
and demand e-Governmental services matching private-sector service standards in every 
aspect of quality, quantity, availability, and usability. 
There is limited research available on evaluating e-Government services for 
usability (Wang, 2005). Additionally, government commitment to website accessible 
standards for people with disabilities or low income has still to make significant strides 
despite the Telecommunications Act of 1996 and Section 508’s amendment in 1998 to 
the Federal Rehabilitation Act. As the Internet becomes an ever-important channel to 
government, understanding the digital divide from an e-Government context is critical, 
especially as it relates to services to the poor, elderly, and disabled, along with addressing 
limited Internet access and computer and security knowledge. According to Hall (2011), 
the quality of government services to individuals with lower incomes varies greatly. A 
study by Pilling (2007) confirmed that the elderly, the disabled, or people with lower 
income or education make less use of government websites. According to Pilling, there is 
little evidence indicating the problems dealing with website accessibility and usability are 
being adequately addressed. Therefore, understanding the digital divide from an e-
Government context is critical. 
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Though many are benefiting from the ubiquity of e-Government websites, there 
are still many citizens that fall through the cracks of the digital divide. According to 
Becker (2005), adults 60 years and older encounter usability barriers on e-Government 
websites, which may be difficult to overcome since website access barriers can also be 
attributed to vision, cognition, and physical impairments associated with the normal 
aging process.  This becomes of significant importance given that older adults are coming 
online at an estimated growth rate of 15% per year. In addition, the older adult population 
in the U.S. is growing at an extraordinary rate and baby boomers age and life expectancy 
continues to increases (Becker, 2005). A usability study of CA-DMV’s Identity 
Management interfaces involving 40 participants (22 male, 18 female, and mean age of 
40.47) found a significant difference between age and task times to register on the 
website. This study was a preliminary basis for this research. Results in figure 5 shows 
that participants over 50 took significantly longer to register online than participants 
under 40 (Din, 2011).  
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Figure 5: Mean Time to Register by Age 
Barriers and Issues 
The selection of e-Government websites to include in the usability study 
presented the following issues. Some government websites are restricted and require 
users to pre-register by validating information on file before they can register and access 
their online services. As a result, some participants are not able to complete all the tasks 
identified in the Security Case on restricted websites. A resolution to this issue was to 
limit the study to publicly accessible websites or ensure all selected participants are able 
to pre-register on restricted websites.  
Additionally, obtaining a representative set of participants was required to ensure 
accurate conclusions could be drawn from the study. This required having a 
representative set of users by ensuring sufficient sample of participants was selected that 
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is adequately distributed. To ensure a representative set, participant selection during the 
study continued until an adequate number of participants were selected and a balanced 
distribution had been attainted.  
Obtaining permission to perform a non-intrusive, observational study on human 
subjects for Nova Southeastern University’s Institute Review Board (IRB) was required. 
Ensuring user privacy was considered by the IRB review and factored into the study 
design. Confidentiality criteria were established for the research to ensure no sensitive 
data was observed or retained during the usability study prior to obtaining IRB approval. 
Assumptions, Limitations and Delimitations 
The selection of e-Government websites to include (or exclude) in the usability 
study was an issue that was addressed. Since some government websites are restricted 
and require users to have a business need before they can register or access their services, 
study participants are not be able to complete the tasks identified in the Security Case on 
restricted services. A preliminary assessment showed a sufficient number of open e-
Government websites accessible to conduct the study, and a sufficient number of 
participants could be recruited to conduct statistical tests for significance for hypothesis 
testing. The resolution was to limit the study to pubic accessible sites only. 
The study also assumed participant's familiarity with computer and security 
knowledge did not have an influence on their performance or SUS ratings. In addition, 
obtaining a representative set of participants was required to ensure the sample was 
adequately balanced and accurate conclusions can be drawn from the study.  
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Finally, CogTool was deemed as an effective tool to establish task time prediction 
benchmarks, and statistical analysis assistance was sought via faculty support. 
Definition of Terms 
ACT-R: An architecture and model for simulating and understanding human 
cognition specific to human-computer interactions (ACT-R, 2014). 
Authentication: Authorizing a role to perform one or more job functions on a 
system (Bishop, 2003). 
Brick-and-mortar: A traditional business that services customers in a building in 
contrast to an online business (Merriam-Webster, 2014). 
CA-DMV: California Department of Motor Vehicles.  
CogTool: A user interface task time prediction prototyping tool that is based on 
research in cognitive psychology  (John, 2009). 
Digital Divide: A social issue referring to the differing amount of information 
between those who have access to the Internet and those who do not have access (Internet 
World Stats, 2013). 
E-Government: Technology that enables citizens to more effectively participate in 
government (Blue & Murry, 2012). 
Federated: Independently managed systems that allow interoperability and 
information sharing between organizations (TOGAF, 2011) 
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Goals, Operations, Methods, and Selection (GOMS): A methodology that allows 
designers to evaluate different interface designs in terms of speed and number of 
operations required to accomplish an intended goal (Cairns & Cox, 2008; Card, Moran & 
Newell, 1980). 
Identity Management (IdM): The management of digital identities for the purpose 
of providing user account access-control, accountability, and policy enforcement (Bishop, 
2003). 
Keystroke-Level Model (KLM): A simplified version of GOMS used to predicting 
user performance (Card, Moran & Newell, 1980). 
Non-Functional Requirements: Characteristics of the system to be achieved that 
are not related to functionality but state reliability, security, maintainability, availability, 
and capacity requirements (Brackett, 1990).  
OAuth: An open protocol to allow secure authorization in a simple and standard 
method from web, mobile and desktop applications (OAuth, 2012).  
Personally Identifiable Information (PII): Any information about an individual 
maintained by an agency that can be used to distinguish or trace an individual‘s identity, 
such as name, social security number, date and place of birth (NIST, 2010) 
Section 508: Federal regulations that require Federal agencies to ensure electronic 
and information technology is accessible to people with disabilities (Section 508, 2014).  
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Security Case: Similar to a Use Case but focused on achieving a specific security 
goal in the context of a usability study using task time to evaluate the interaction 
scenarios and steps on a system to satisfy that goal.  
Security Interface: A user interface specific to security functionality.   
SPSS: A software package used for statistical analysis originally named Statistical 
Package for the Social Sciences (SPSS). 
System Usability Scale (SUS): A popular technology independent survey 
instrument that can be used to evaluate user satisfaction on many systems (Brooke, 
1996). 
Task Analysis: Capturing users’ time to perform some work on a system to 
achieve a stated goal (Diaper, & Stanton, 2004). 
Unified Model Language (UML): A general-purpose visual modeling language 
used to specify, visualize, construct, and communicate the artifacts of a software system 
(Rumbaugh, et al., 1999). 
Universal Usability: The design of information systems to accommodate users 
with different skills, knowledge, age, gender disability, literacy, culture, and income 
(Shneiderman, 2000). 
Usability Metrics: Usability measured relative to users' performance on a given 
set of test tasks (Nielsen, 2001). 
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Use Case: A specific UML model used to document the dynamic functionality of 
a system using predominately stick figures, ovals, and textual narratives of scenarios 
specific to a system goal (Rumbaugh et al., 1999).   
Summary 
Government entities have primarily focused on system usability while neglecting 
user account security interfaces such as managing online security and privacy settings. 
The problem is e-Government has no standardized approach to evaluate and compare the 
usability of user account interfaces to accommodate a diverse user population and 
encourage improvements in making user account interfaces more accessible to e-Citizens. 
The research goal of this study was to assess if incorporating Security Cases with GOMS 
analysis is a more effective way to quantify and compare different security interfaces 
when performing an objective usability study to determine more effective interface 
designs to accommodate a diverse population. Since there is no standardized approach to 
evaluate and compare the usability of user account interfaces to accommodate a diverse 
user population, the research questions attempted to establish a library of task time 
metrics to assess universal usability and evaluating usability of user accounts interface on 
different e-Government websites. The relevance and significance of the study was to help 
evaluate interface designs and improve usability on e-Government websites and 
accommodate a diverse user population. 
Chapter 2 presents a review of the literature supporting the research. The 
methodology, research questions, and hypotheses are presented in Chapter 3. Chapter 4 
presents the study conducted along with the data, results, and findings for the first three 
research questions. Finally, chapter 5 presents the conclusions addressing research 
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questions four and five, along with the implications, recommendations, and summary of 
the study.
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Chapter 2 
Review of the Literature 
Overview 
A digital identity is a computer’s representation of a unique entity that typically 
relates to a user (Bishop, 2003). The primary reasons for establishing digital identities are 
to facilitate user authentication and authorization (access controls), provide user activity 
auditing and logging (accountability), and support user security and privacy (policy 
enforcement). According to Bishop (2003), Identity Management refers to the 
management of digital identities for the purpose of providing user access-control, 
accountability, and policy enforcement. On the web, Identity Management systems allow 
users to establish and manage identities in terms of user accounts. However, users 
typically have many user accounts and managing multiple accounts to numerous websites 
has proven to be difficult for users. The process of registering and maintaining multiple 
user accounts, memorizing passwords, and managing website security and privacy 
settings has also proven to be a major nuisance to users. In order to understand the issues 
in evaluating the usability of user account interfaces on e-Government websites, the 
following topics were examined in the literature review: E-Government, Diversity, 
Security, Usability, UML Use Cases and Security Cases, GOMS, CogTool, and Study 
Contributions to Field.  
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E-Government 
Some define e-Government as technology enabling – technology that enables 
citizens to more effectively participate in government – and others define it as objectives 
related to improving the relationship between public servants and citizens such as 
participation and transformation of government in dealing with challenging issues (Blue 
& Murry, 2012). E-Government websites are increasingly requiring users to register a 
user account and establish a profile before they can conduct transactions online. As more 
and more citizens reach out over the Internet and connect with the government for 
information and services, the importance of user account usability increases. Studies have 
shown government websites can be confusing and overwhelming to users. The Internet is 
redefining how we identify ourselves. In the traditional “brick-and-mortar” world, a 
driver's license or passport serves as our authoritative identity source that asserts who we 
are along with our attributes. On the web, online identities are a collection of fragmented 
user account attributes specific to a single website that represents one’s profile, 
preferences, and relationships to other entities (Biship, 2003). The Internet is now 
inundated with websites requesting individuals to identify themselves by establishing 
profiles in the form of a user account, or signing-in using identity credentials from 
popular identity providers such as Facebook and Google. For example, Facebook 
provides federated authentication service using draft identity access protocol standards 
(OAuth, 2012). These identity credentials are conveniently shared by providers to 
authenticate users visiting trusted websites that offer popular services at the cost of 
conceding privacy or risk of compromising security across trusted websites (Hammer, 
2012). With the popularization and dissemination of Identity Management systems across 
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the Internet, government websites are increasingly requiring citizens to identify and 
register their identity in digital form. In order to centralize and secure identities online, 
citizens are increasingly required to register a user account before they can establish a 
relationship with government and conduct secure transactions online. 
Diversity 
E-Government must consider citizens’ diversity and access in order to succeed. 
Citizens differ widely in several key attributes that affect how they interact with 
government. According to Blue and Murry (2012), age, background, education, primary 
language, and understanding of government all influence how citizens interact with 
technology and government. Government must also be sensitive to what is necessary for 
citizens to feel comfortable in participating. While younger citizens may feel more at ease 
interacting online with the government since they grew up with and are more familiar 
with the Internet, it has been assumed that senior citizens require more training and 
support in order to participate. Age also conversely contributes to the level of trust 
citizens have with government, which influences how senior citizens interact with 
government. Literacy rates also greatly differ among citizens so should inconsiderate 
designs continue to be a constraint for less literate citizens participating in government 
online? Understanding and addressing diversity affects how e-Government can design 
successful interactions with citizens (Blue & Murry, 2012). 
Security 
Managing security or privacy settings are rarely the primary goal of a website, as 
users are primarily interested in the services the website provides. Although security and 
privacy are secondary functions to users on a website, they should be seamless, intuitive, 
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and well designed. According to studies at Carnegie Mellon’s CyLab Usable Privacy and 
Security Laboratory (CUPS) website (2011), lay users often do not know or understand 
website user account policies or are unable to express them. The problem is User account 
interfaces are rarely evaluated in terms of usability, as it is hard to quantify the results. 
User account interfaces are inconsistent, subjective to evaluate, and not considered an 
integral function of the system (Blue & Murry, 2012). As a result, many websites view 
security as a “non-functional” requirement and user performance cannot be quantified to 
compare alternate authentication designs to compare against other websites. 
Website security and privacy policies along with technical complexities constrain 
the usability of Identity Management interfaces and can leave users feeling overwhelmed 
in managing multiple user accounts (Dhamija & Dusseault, 2008). Traditional usability 
studies have involved closely observing individuals performing certain tasks using the 
user interface. Current research has shown that users follow the path of least resistance 
when managing security access controls (Dhamija & Dusseault, 2008).  As a result, it is 
important to make security settings more intuitive to the user. Although security is a 
secondary goal on most websites, cognitive scalability can become as important as 
technical scalability. It is important not to overwhelm users with a significant number of 
security or privacy online identifiers that users need to actively manage. A way to assess 
an interface is to evaluate the system in use and assess the cognitive load on users 
(Dhamija & Dusseault, 2008). 
Usability 
Usability simply means making sure that something works well and that an 
average person can use the resource for its intended purpose according to Redish and 
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Dumas (1999). Usability studies represent a process that involves members of a target 
audience evaluating the degree to which a system meets specific criteria. Usability 
measures the extent to which users, in a specific context of use, can use a system to 
achieve specified goals with effectiveness, efficiency and satisfaction (ISO Standard 
9241, 1998). According to Wang (2005), there is little evidence showing if usability is 
meeting the needs of “citizen-centric” government, where website content and services 
should be organized around the anticipated needs of users. 
The usability of online security has received limited attention from the Human 
Computer Interaction (HCI) community (Beznosov et al., 2009). Usability research is 
desperately needed in making online security more usable and intuitive. A new wave of 
highly interactive Web 2.0 applications and Social Networks applications require sharing 
of resources to discriminate information online. Reeder et al., (2007) claim the usability 
of security interfaces of Web 2.0 applications and Social Networks applications has 
received limited treatment from usability experts and there is a need for further research. 
According to Beznosov et al., research is also desperately needed to evaluate security 
access control.  More specifically, understanding how Web 2.0 applications and Social 
Networks applications are evaluated today, what usability testing can be incorporated into 
evaluations, and the user-study methodology for evaluating online access controls. 
The ultimate goal of e-Government is to provide the citizens with more complete 
and convenient services. Therefore, it is of significance to measure the citizen’s 
satisfaction of e-Government services (Jinhua & Peng 2010). Providing e-Government 
with a model that can not only evaluate e-Government services, but also helps in 
understanding why their sites succeed or fail to help citizens is desperately needed 
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according to Wang (2005). Although government websites with Identity Management 
interfaces are becoming more pervasive, Wang claims they fail to provide a consistent 
approach to evaluate the usability of a website's user account interface designs. Current 
studies on e-Government evaluations typically focus on measuring service ratings to 
evaluate a website. However, it is difficult to capture a true factual satisfaction score, as 
users tend to have different usability experiences when being evaluated (Nariman, 2011).  
The International Standards Organization (ISO) Standard 9241, Part 11 provides 
guidance on usability in context of users working (a) effectively (quantitative metric), (b) 
efficiently (quantitative metric), and (c) with satisfaction (qualitative metric) (ISO 
Standard 9241, 1998). This standard measures usability in terms of users achieving 
intended goals. Effectiveness is measured in terms of the accuracy and completeness with 
which users achieve specified goals. Efficiency is measured in terms of resources 
expended in relation to the accuracy and completeness to which users achieve specific 
goals. Finally, satisfaction is measured in terms of user comfort and acceptability. In 
summary, ISO Standard 9241-11 explicitly measures usability in the context of users 
achieving intended goals. 
UML Use Cases and Security Cases 
The Unified Model Language (UML) is a general-purpose visual modeling 
language that is used to specify, visualize, construct and communicate the artifacts of a 
software system (Rumbaugh, et al., 1999). UML was created in the early 1990’s by 
Grady Booch, James Rumbaugh, and Ivar Jacobson to unify the three major modeling 
languages: the Booch method, Object Modeling Technique (OMT) and Object-Oriented 
Software Engineering (OOSE). The Object Management Group (OMG) adopted version 
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1.1 of the UML in 1997. UML has emerged as the de facto standard for modeling 
software systems and became an international standard in 2005 (ISO/IEC 19501). 
According to its authors, UML modeling notation allows everyone from the end-user to 
the engineer to participate in defining systems more precisely and efficiently, thereby 
resulting in a system that can be better managed and adapted to changing business and 
technological requirements (Rumbaugh et al., 1999). One of the 14 diagrams that make 
up the UML, Use Cases are used to model dynamic behavior (Fowler, 2004). Use Cases 
document the functionality of a system in terms of actors and system goals and using 
predominately stick figures, ovals, and textual narratives (Rumbaugh et al.). This study 
proposes defining Security Cases, which are similar to Use Cases but focus on achieving 
specific security goals in context of a usability study. Security Cases will represent 
common user goals and the interaction scenarios required to establish and manage a user 
account on e-Government websites and will be used to compare user task times in 
completing similar goals and evaluate different websites to assess more effective security 
interface designs. 
GOMS 
GOMS (Goals, Operations, Methods, and Selection) analysis allows designers to 
evaluate different interface designs in terms of speed (quantitative metric) and number of 
operations (quantitative metric) required to accomplish an intended goal (Cairns & Cox, 
2008).  In addition to quantitative metrics there are qualitative metrics than can be 
employed such as user’s feeling of security, familiarity, and comfort with the information 
being presented (e.g. this site is certified safe by NIST, etc) and with the information 
being required. Since managing security settings online are consequential yet common 
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tasks across many websites, the hypothesis is that the GOMS method using Security 
Cases is ideally suited to evaluate the usability online security interfaces. Goal based task 
time analysis provides metrics to evaluate the usability of different websites on a 
consistent scale when completing common security goals. The GOMS method using 
Security Cases can also highlight effective characteristics of good interface designs in 
managing security and privacy settings online. 
The GOMS method is a widely used task analysis method that allows designers to 
specifically evaluate interface designs for intuitiveness (metric) using timed evaluations 
in completing a user intended goal (Cairns & Cox, 2008). This study proposed extending 
the GOMS method using Security Cases to see if it can be applied to conduct usability 
studies to evaluate the usability of user account interfaces. By extending GOMS using 
Security Cases, website security features could be evaluated for usability using a 
consistent scale and formally distinguish a good interface design from a bad one. This 
study helped to highlight and determine the common characteristics of good interface 
designs in managing user account, thus allowing designers to distinguish more intuitive 
interfaces and establishing the balance between security and usability on government 
websites. 
CogTool 
CogTool is a free, open source UI prototyping tool from the Human-Computer 
Interaction Institute at Carnegie Mellon University and is based on research in cognitive 
psychology. It claims to provide a rapid and inexpensive way to explore and compare a 
variety of UI design ideas that can be empirically tested with users. It also claims to 
provide an accurate quantitative prediction on how users will perform when a prototype 
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is implemented (John, 2009). It can make quantitative predictions on how long it will 
take a skilled user to execute a task on a UI design, and can perform quantitative 
predictions that can be used to compare design ideas, analyze an existing system for 
bottlenecks in user behavior, and establish quantitative benchmarks. The predictions are 
based on the Keystroke-Level Model (KLM) from Card, Moran, and Newell (1980) and 
implemented using ACT-R, a cognitive architecture model for simulating and 
understanding how people organize knowledge and produce intelligent behavior 
(Anderson and Lebiere, 1998). The ACT-R cognitive architecture model simulates 
human cognitive, perceptual, and motor behavior when interacting with UI prototypes to 
accomplish defined tasks. Previous research has demonstrated CogTool can reliably 
predict the UI task execution time for skilled users (John, Prevas, Salvucci & Koedinger, 
2004) and predict the exploration behavior of novice users (Teo, John & Pirolli, 2007). 
Study Contributions to Field 
Both usability and security requirements are often not considered a system’s 
primary function and typically categorized under non-functional requirements since they 
are hard to quantify and measure. The GOMS method using Security Cases can be used 
to evaluate the usability of non-functional security interface requirements such as 
managing user accounts to improve usability on e-Government websites and 
accommodate a diverse user population. 
Summary 
The process of registering and maintaining multiple user accounts, memorizing 
passwords, and managing website security and privacy settings has proven to be a major 
nuisance to users. With the popularization and dissemination of Identity Management 
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systems across the Internet, government websites are increasingly requiring citizens to 
identify and register their identity in digital form. In order to centralize and secure 
identities online, citizens are increasingly required to register a user account before they 
can establish a relationship with government and conduct secure transactions online.  
E-Government must consider citizen's diversity and access in order to succeed. 
Citizens differ widely in several key attributes that affect how they interact with 
government. Understanding and addressing diversity affects how E-Government can 
design successful interactions with citizens. The problem is security and privacy 
interfaces are rarely evaluated in terms of usability as it is hard to quantify the results. 
User account interfaces are inconsistent, subjective to evaluate, and not considered an 
integral function of the system. Although government websites with Identity 
Management interfaces are becoming more pervasive, they fail to provide a consistent 
approach to evaluate the usability of a website's user account interface designs. Current 
studies on e-Government evaluations typically focus on measuring service ratings to 
evaluate a website. However, it is difficult to capture a true factual satisfaction score as 
users tend to have different usability experiences when being evaluated.  
The GOMS method is a widely used task analysis method that allows designers to 
specifically evaluate interface designs for intuitiveness (metric) using timed evaluations 
in completing a user intended goal (Cairns & Cox, 2008). Security Cases represent 
common user goals and the interaction scenarios required to establish and manage a user 
account on e-Government websites and were used to compare user task times in 
completing similar goals and evaluate different websites to assess more effective security 
interface designs. Additionally, CogTool can perform quantitative predictions that can be 
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used to compare design ideas, analyze an existing system for bottlenecks in user 
behavior, and establish quantitative benchmarks (John, 2009).  
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Chapter 3 
Methodology 
Overview 
By applying a mature research method to a new problem, this study investigated 
the applicability and limitations to extending an existing usability evaluation method to 
address current concerns in computer security. This study proposed extending a well-
established usability evaluation methodology called GOMS (Goals, Operations, Methods, 
and Selection) to evaluate user account interfaces for usability (Card, Moran & Newell, 
1980). By establishing Security Cases, a catalog of goals users typically desire to 
accomplish, GOMS can be used to quantify the time users take to complete a goal and 
compare against similar goals on different websites. This study’s goal was to assess if 
incorporating Security Cases with GOMS analysis, a goal driven evaluation approach, is 
a more effective way to quantify and compare different security interfaces when 
performing an objective usability study to determine more effective interface designs. 
This study first established a catalog of Security Cases specific to user account 
management and then performed an observational study to capture and compare the task 
time users take to complete similar goals on different interface designs. The study then 
utilized a satisfaction survey to capture user’s feedback and demographic data (i.e., age, 
gender, education, user satisfaction, and computer/security knowledge) to assess design 
considerations to accommodate a diverse population (figure 6). 
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Figure 6: Research Method 
Finally, a library was established to record the average task time (and error count) 
to complete the catalog of Security Cases on each e-Government website along with a 
satisfaction score to compare and highlight more effective security interface designs. 
Research Method 
The proposed method used to evaluate website security interfaces for usability 
using GOMS with Security Cases is a sequence of six steps which are summarized in 
figure 7. 
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Figure 7: Six-Step Usability Study Method  
The detailed steps used to conduct the usability study are as follows:  
Step 1: Identify Goals for Security Cases 
The first step was to identify security related goals users typically desire to 
conduct on a website (step 1, figure 7). This required identifying security objectives users 
typically perform on a website and establishing them as Goals. In order to compare the 
usability of different security interface designs, these Goals were documented in a library 
of Security Cases that were conducted in the usability study. Similar to Use Cases, 
Security Cases represent common user interaction scenarios required to achieve a 
Security Goal, such as Registration or Change Password Settings. Security Goals were 
used to establish a library of similar Security Cases that could be evaluated in a usability 
study and objectively compared against other websites in terms of evaluating different 
security interface designs. The Security Cases used for this study were based on common 
1. Identify 
Goals for 
Security Cases
2. Identify 
Operations & 
Methods
3. Design 
Survey
4. Execute 
GOMS Study & 
Survey
5. Analyze 
GOMS Study & 
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functions or patterns users typically perform to manage their user account. The 
HealthCare.gov login page in figure 8 highlights user account functionality familiar to 
many websites: Create Account, Login, Forgot Username and Password.    
 
Figure 8: HealthCare.gov Login Page 
The functionality identified in table 1 represents goals users typically desire to 
accomplish in managing or maintaining their user account on e-Government websites. 
These goals served as Security Cases and were selected for review in the GOMS 
Usability evaluation. 
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1 Registration - User desires to signup for an account at website. 
2 Login – User desires to authenticate to access a service. 
3 Change My Personal Information Settings - User desires to 
change one or more of his/her personal information. 
4 Forgot Password - User cannot recall his/her password and 
wants to recover or reset password. 
5 Change Password Settings - User desires to change his/her 
password.   
6 Logout - User desires to logoff the website. 
Table 1: Security Cases 
Step 2: Identify Operations & Methods 
Operations represent the functional links on the webpage with regards to 
performing GOMS evaluations on websites, and Methods represent the sequence of steps 
the user performs to achieve the intended user Goal on the website. Selection refers to the 
trail the user selects to satisfy the intended goal. The trail could possibly consist of a 
number of page sections or even entire webpages. For example, figure 9 demonstrates the 
combination of page sections (Operations), webpages (Methods) and trail (Selection) 
users need to complete to satisfy the goal Customer Login. The Security Case for 
Customer Login in figure 9 identifies the Operations and Methods that are identified to 
satisfy the specific goal along with the different trail users may Select within the scope of 
achieving the intended Login Goal.   
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Figure 9: GOMS example of Login Security Case 
The next step was to establish a baseline performance measure of the Security 
Cases using CogTool. CogTool has been shown to reliably predict human performance 
for skilled and novice users (Teo, John & Pirolli, 2007). The steps required to produce a 
quantitative prediction of human performance with CogTool was as follows: first, 
identify one or more Security Cases along with the proposed UI designs to evaluate; 
second, identify the Operations and number of Methods, along with the Selection paths to 
satisfy the intended Goal of the Security Case within CogTool; finally, have CogTool 
predict the UI task execution time and document the baseline results for the Security 
Case. 
Goal/Security Case 
Operation 
Selection 
Method 
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Step 3: Design Survey 
This step of the study required creating a survey to measure user satisfaction. 
Originally developed by Brooke (1996), the System Usability Scale (SUS) has become an 
industry standard and referenced in many publications as a post-evaluation survey. SUS 
is a technology independent survey instrument and can be used to evaluate user 
satisfaction on many systems, including software systems, mobile device, Interactive 
Voice Response (IVR) Systems, and especially websites. The SUS is a 10-item 
questionnaire that alternates in positive and negative tone and has 5 ascending response 
options from 1 (Strongly disagree) to 5 (Strongly agree) (figure 10). 
 
Figure 10: Sample SUS questions 
Brooke (1996) is the recognized source of this scale. The SUS provides an overall 
raw score on a scale of 1 to 100 by rating 10 specific website attributes on a scale of 1 to 
5. The SUS scoring method requires participants to respond to all 10 questions and add 
the score as follows, subtract 1 from the user response on odd questions, and on even 
questions, subtract 5 from the user response. If the participant can’t respond to a question 
or leaves a question blank, the center point of the scale (3) should be recorded. This 
results in a possible score of 0 to 40, which is multiplied by 2.5 to rescale the score to a 
possible range of 0 to 100.  This scoring technique provides a consistent scale to measure 
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satisfaction across disparate systems and comparison of satisfaction scores across 
different websites (Sauro & Lewis, 2012). 
According to Brooke (1996), participants should complete the SUS after using the 
system under evaluation but before any discussion or debriefing about the system, and 
instructions to participants should include asking them to record their immediate response 
to each question. Also, any published report that uses SUS in its study is required to 
acknowledge Brooke (1996) as the source of this measure. 
The proposed survey was customized for the purpose of assessing user 
satisfaction on a website. The survey questions were modified to measure user 
satisfaction in completing the identified security goals on the selected website and to also 
capture participant’s age, gender, education, user satisfaction, and computer/security 
knowledge (figure 11). The complete Survey Instrument can be found in Appendix A.   
 
Figure 11: Demographic Survey 
Please see Appendix B for the Study Disclosure. 
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Step 4: Execute GOMS Study & Survey 
Three e-Government websites were selected to evaluate the usability of user 
account interfaces. The websites proposed for the study were California Department of 
Motor Vehicles (DMV.CA.gov), United States Postal Service (USPS.com), and Federal 
Health Insurance Marketplace (HealthCare.gov) (figure 12). 
 
 
 
 
 
Figure 12: Selected E-Government Websites 
The websites selected are publicly accessible, which helped ensure participants 
can complete the identified Security Case scenario during the study. Additionally, these 
websites are popular and a significant source to access e-Government services. 
A minimum of 30 participants per website were selected to participate in the 
usability evaluation in order to attain adequate demographic coverage and a sufficient 
sample to perform statistical analysis. Each of the participants was asked to participate in 
evaluating each of the three websites, resulting in data from 90 distinct website usability 
evaluations.  
Participants were selected based on their willingness to participate and attaining 
equal demographic coverage for age, gender, and education categories. No special 
attention was given to other demographic categories. However, special attention was 
required to ensure there are an equal number of male and female participants and the age 
distribution groups were not skewed to any one particular age range. Participant selection 
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continued until a minimum number of 30 candidates were selected to ensure a 
representative distribution amongst the identified demographic categories had been 
attained. Participant selection continued up to a maximum of 90 potential candidates. If a 
balanced distribution still had not been achieved within these limits, consideration was 
given to performing select non-parametric statistical tests on the data attained for the 
study. Each participant was given an opportunity to review the Study Disclosure 
(Appendix B) prior to beginning the study. The participant was also given the option to 
proceed with the study or opt-out.  A total of 31 individuals were recruited to participate 
in the study, of which all 31 participants successfully completed the study. 
The GOMS analysis was performed next based on the instructions presented in 
Appendix C and required performing an observational study to record the task times and 
error counts to complete established Security Cases from step 1. The study required a 
tester to facilitate the GOMS analysis by observing participants and recording their task 
times and error count to complete each of the Security Case in the log shown in table 2. 
 
Table 2: Task-time & Error Count Log 
The observational study for completing the six established goals for the GOMS 
analysis required a facilitator to record the task times and observe the error counts. The 
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study captured participant’s time and error counts to complete the same Security Cases 
on the three selected websites in table 3, GOMS Study Catalog (Appendix D). 
Security Case/Goal DMV.CA.gov USPS.com HealthCare.gov 
 Time Error 
Count 
Time Error 
Count 
Time Error 
Count 
1. Registration       
2. Login       
3. Change Settings       
4. Forgot Password       
5. Change Password       
6. Logout       
Table 3: GOMS Study Catalog 
After the GOMS analysis, the user was asked to complete the SUS survey to 
provide feedback on their satisfaction with the website and a self-assessment on the 
participant’s computer and security knowledge. The survey instrument also captured the 
following demographic data: age, gender, and education completed (figure 11). 
Step 5: Analyze GOMS Study & Survey Data 
The data from the study was organized to establish a library of Security Cases 
comprising the average task time and error count users take to generate similar goals and 
a corresponding CogTool benchmark task time metric to compare the results against. 
This step required importing both the task time and error count data into a statistical 
software packages such as SPSS and grouping the dataset results by Security Case. 
Additionally, the survey data was converted to a SUS user satisfaction score by summing 
up the survey score and multiplying by 2.5 to rescale the score to a possible range of 0 to 
100. According to a study by Sauro and Lewis (2012), the overall mean SUS score  is 
68 along with a standard deviation of 12.5 based on data from 446 studies and over 5,000 
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individual SUS responses. This mean was used to compare the satisfaction results of the 
selected websites. Finally, the demographic data was coded and grouped by website. A 
standard descriptive statistical analysis was performed to analyze the results.  
Step 6: Present Data & Findings 
The research questions presented earlier helped achieve the goal of evaluating the 
GOMS methodology and assessing if GOMS can be extended to evaluate user account 
interfaces on e-Government websites. The expected data captured during the study aimed 
to highlight if the GOMS Method using Security Cases can objectively compare and 
highlight more effective security interface designs among e-Government websites. Table 
1 presents the Security Cases that were evaluated. The quantitative data was logged, 
summarized and grouped by website in the Task-time & Error Count Log (table 3), which 
was used to establish a catalog that can be used to compare the average task time, 
CogTool baseline prediction, and SUS Satisfaction Score by website.  
Hypotheses specific to the research questions are presented in order. The first 
three research questions sought to capture task time metrics that can be used to evaluate 
the usability of security interfaces. 
Q1. Metrics: How does user task time to complete Security Cases establish 
metrics to measure the effectiveness of user account interface designs on 
e-Government websites? 
Ho1. There is no significant difference in task time to complete a Security Case 
on e-Government websites with different user account interface designs 
(Metrics). 
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The hypothesis related to research question 1 seeked to establish metrics that will test to 
see if there is a significant difference in task times to complete security cases compared 
to CogTool’s baseline prediction. Since the number of participants per website was at 
least 30, t-tests were computed to test this hypothesis by comparing a benchmark to the 
distribution of participant’s task time in completing a Security Case on a website (Sauro 
& Lewis 2012).  
Q2. Universal Usability: How does the GOMS method using Security Cases 
evaluate if a user account interface design can accommodate a diverse user 
population by highlighting significant differences in task times between 
the following user demographic groups: age, gender, and education? 
Ho2: There is no significant difference in task time to complete a Security Case 
between the following user demographic groups: age, gender, and 
education (Universal Usability). 
The hypothesis related to research question 2, evaluated universal usability by organizing 
data into demographic groups and assessing the difference in task times between these 
groups. Since the number of groups compared was more than two, an Analysis of 
Variance (ANOVA) test was used to test this hypothesis by comparing the mean task 
time of each of the following demographic groups: age, gender, and education (Sauro & 
Lewis 2012). 
Q3. Usability Library of Security Cases: How can a library of Security Cases with 
task time metrics be used to objectively compare different e-Government 
user account interfaces to highlight more effective designs? 
  
43
Ho3. There is no significant difference in task time to complete user account 
Security Cases on different e-Government website designs (Usability 
Library of Security Cases). 
The hypothesis related to research question 3 sought to determine if task time data can be 
grouped into a library of similar Security Cases and used to compare websites. Since the 
number of websites evaluated was more than two, an ANOVA test was computed to test 
this hypothesis by comparing the mean task times between the Security Cases of the 
websites selected (Sauro & Lewis 2012). 
The previous three research questions focused on performance metrics to 
highlight usability differences. The focus of the final two research questions was to 
conclude if the proposed methodology was effective in assessing task analysis 
performance metrics to help evaluate the usability of user account interfaces. Research 
questions 4 and 5 focused on assessing if incorporating Security Cases with GOMS 
analysis was an effective approach to quantify and compare security interfaces in order to 
benchmark and highlight more effective interface designs.  
Q4. Task Analysis: How can the GOMS method using Security Cases be used to 
evaluate the usability of a user account interface design by comparing user 
task times and error count in completing a security goal? 
Q5. Methodology: How can the GOMS method using Security Cases as Goals be 
extended to evaluate user account interfaces on e-Government websites? 
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Research question 5 was evaluated based on successfully establishing benchmarks on 
task analysis data on Security Cases and associating with self disclosed satisfaction score 
captured from a post assessment survey. 
Institutional Review Board Process 
The Institutional Review Board (IRB) process is designed to protect the rights of 
human subjects in any research conducted by university faculty, staff, and student. The 
IRB process assures research participants are informed and consent to all known risks 
and protected from unreasonable physical, mental, and emotional risks. The IRB process 
also determines if the importance of the research outweighs the risk to human subjects 
and the researchers are qualified to conduct the research (GSCIS IRB, 2014).  
Since this study required human subjects to complete a survey and participate in 
an observation study, the following steps were completed and approved prior to 
conducting the study: 
• Collaborative Institutional Training Initiative (CITI) Training Program 
• IRB New Protocol Submission form 
• Informed Consent form reviewed by all participants. 
• Upload IRB documents via DTS  
• Formal IRB approval  
Of significant importance was preserving the confidentiality of subjects who participated 
in the study. A unique id was assigned to participants to ensure there was no linkage 
established between the subject and study data. The study also ensured no Personally 
Identifiable Information (PII) was exposed or captured during the study. Additional, all 
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research data is targeted to be destroyed in three year from the termination of the study. 
IRB approval was obtained once all confidentiality concerns were adequately addressed. 
The approval memo is presented in Appendix E. 
Instrument Development and Validation 
The instruments utilized in the study are the SUS survey instrument and CogTool. 
SUS has been referenced in many publications and has become a well-established post-
evaluation survey (Sauro & Lewis, 2012). Additionally, previous research on CogTool 
has demonstrated it can reliably predict the UI task execution time for skilled users (John, 
2004) and predict the exploration behavior of novice users (Teo, John & Pirolli, 2007). 
Since both of these instruments are well established and published, no additional 
validation was done. 
The hypotheses tests proposed assumed a 0.05 probability of a Type 1 error, that 
the null hypotheses is rejected when it is actually true. This probability was deemed 
reasonable to validate there was no linkage between the variables being evaluated and the 
results, and sufficient evidence to conclude on the hypothesis tests conducted.   
Results Analysis 
The data was analyzed using both descriptive and inferential statistical methods 
and then related to the demographic data to see if there were any significant trends or 
patterns specific to the website. This step required performing statistical analysis on 
Security Case task time metrics. The data was evaluated by comparing individual user 
task time results and error counts to evaluate more effective security interface designs, 
and then comparing the individual results to the entire sample population to assess design 
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considerations to accommodate a diverse population. This required performing data 
analysis on task time, error counts, and survey data and then conducting hypothesis 
testing using inferential statistics to test for significant deviations in task time and error 
count by Security Cases. Both a t-test and one-way Analysis of Variance (ANOVA) was 
performed to test the three hypotheses presented earlier. Standard descriptive statistical 
analysis was performed to analyze the results from each of the demographic groups. The 
study then concluded if this approach was effective in evaluating the usability of user 
account interfaces by assessing performance metrics: task time, benchmark, error count, 
and satisfaction score. 
Resource Requirements 
The following resources were required to complete the study and were obtained 
prior to conducting the study: 
• Access to e-Government websites that are open and accessible to the 
public. 
• Sufficient number of participants to conduct the study. 
• Access to SPSS statistical software. 
• Microsoft Excel software. 
• Access to assistance with statistical analysis. 
• Computer 
Summary 
This study initially established a library of common Security Cases specific to 
user account interfaces on e-Government websites and compared the average task time 
users spent to complete similar goals. The study also performed an observational study to 
record the task times to complete established Security Cases and then conducted a survey 
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to capture user’s feedback and demographic data (i.e., age, gender, education, user 
satisfaction, and user computer and security knowledge). This study then determined if 
the GOMS method using Security Cases was an effective approach to evaluate the 
usability of user account interfaces and allow for the establishment of benchmarks using 
task analysis data on Security Cases and baseline task time predictions using CogTool. 
The results of this study was to highlight and recognize more “user-friendly” interface 
designs among e-Government websites and thereby encouraging further improvements in 
making user accounts more “user friendly” and accessible to e-Citizens. 
Mature research methods innovatively applied to a new problem can be an 
effective way to investigate the applicability, and limitations, to address current concerns. 
This study proposed extending a well-established usability evaluation methodology 
called GOMS. The study’s goal was to assess if incorporating Security Cases with 
GOMS analysis was a more effective way to quantify and compare different security 
interfaces. The research process involved the following steps: identifying Goals, 
Operations, and Methods; designing a survey instrument; executing the study and 
completing the survey instrument; analyzing usability study and survey data; and finally, 
presenting the findings. Since this study required human subjects to participate in an 
observation study and complete a survey instrument, the Institutional Review Board 
process was required to protect participant’s rights and let the participants know of their 
expectations and how their confidentiality will be preserved. Finally, results were 
analyzed using both descriptive and inferential statistical tests to conclude if GOMS 
methodology with Security Cases was an effective approach to determine successful 
security interfaces.  
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Chapter 4 
Results 
Data Analysis 
The first three steps of the study were performed as outlined in Chapter 3, 
Methodology. The website navigation flows of the six security cases on the three selected 
websites were successfully completely and documented in Appendix F. The navigation 
flows helped to identify the Operations and Methods Selected to satisfy the six identified 
Goals (GOMS). The navigation flows of the six security cases were reconstructed using 
CogTool and repeated for all three websites. The screen navigation flows are presented in 
Appendix G. From these navigation designs, CogTool was able to derive predictions on 
the task time required to satisfy each of the goals (Appendix H). These predictions were 
used to document expected task times to complete each of the Security Cases, an 
essential step to assess research question 1, metrics to help establish a baseline to 
compare the usability in completing similar goals on different website designs. 
Step 4, Execute GOMS Study & Survey, was completed successfully and the 
study and survey data were correctly recorded and coded successfully in SPSS. The 
complete raw study data was documented and is presented in Appendix I.  The following 
sections discuss the results from step 5, Analyze GOMS Study & Survey Data, along 
with the details of the data analysis performed.  
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Thirty-one individuals were recruited to participate in the study. The youngest 
participant was 19 and the oldest was 77, and the mean age was 44.77 with a standard 
deviation of 14.97 (Appendix Tables J1.1 – J1.3). The participants were grouped into five 
equal age ranges between less than or equal to 29 and greater than or equal to 60. Figure 
13 presents the five age groups along with number of participants in each group. 
 
Figure 13: Participants by Age Groups (n=31) 
The distribution of participants within the five age groups had a reasonable spread that 
the frequency of participants was sufficiently balanced to adequately represent each of 
age groups; there were at least four participants represented in any one group and at most 
nine participants in a single group (figure 13). 
With regards to gender, the study recruited 17 males and 14 females to participate 
in the study, a difference of three participants that represent 54.8 percent male and 45.2 
percent female (table 4). There were three more males than females. This small gender 
difference in female participation was not a significant difference to sway the study’s 
analysis of gender influences on usability.  
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Table 4: Gender Percentage 
All participants reported having completed High School/GED, and almost half of 
the participants reported having at least a Bachelor’s degree. The highest level of 
education reported was a Master’s Degree by one participant (table 5). 
 
Table 5: Highest Level Education Complete 
An overwhelming number of participants reported having a medium to high level 
of computer knowledge. Only one individual reported having a low familiarity with 
computers. Participants also reported a similar, but not as strong, familiarity with 
computer security, where 25 participants out of 31 reported having a medium or higher 
level of security knowledge (figure 14).   
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Figure 14: Computer & Security Knowledge (n=31) 
Although a significant number of participants reported having a medium or higher level 
of compter and security knowledge, this did not appear to influence or limit the study’s 
assement of the GOMS methodology. 
Findings 
Computer and Security Knowledge by Gender 
The survey instrument in Appendix A asked participants to rate their computer 
and security knowledge on a three-point scale: low, medium, and high. On a 
corresponding numeric scale from 1 to 3, the mean rating on Computer Knowledge for 
males was 2.53 and 2.29 for females (table 6). The mean score on Security Knowledge 
was 2.29 for males compared to 2.14 for females. An independent t-test was also used to 
compare the mean computer and security knowledge rating by gender. 
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Table 6: t-Test Results for Computer/Security Score by Gender  
Statistical test results presented in table 6 fail to indicate a significant difference between 
males and females in reported Computer and Security knowledge.  Levene’s test for 
variances indicates significance values great than 0.05, so equal variances were assumed 
for both Computer and Security Knowledge. The independent t-tests indicate a 
significance of 0.238 for Computer Knowledge and 0.591 for Security Knowledge (table 
6), which is greater than the study’s established level of significance of 0.05. There did 
not appear to be a significant difference in the mean scores reported by males and 
females. 
Computer & Security Knowledge by Age Group 
Participants rating of computer and security knowledge reflected a mean rating of 
medium or higher across all five age groups (table 7). The mean rankings appeared to 
indicate a trend toward the younger age groups reporting a higher familiarity in both 
Computer and Security knowledge. An ANOVA test was used to compare the mean 
Computer and Security knowledge rating by the five age groups. 
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Table 7: ANOVA Results Computer & Security Knowledge by Age Group 
The ANOVA results in Table 7 indicate a significance of 0.461 for Computer Knowledge 
and 0.818 for Security Knowledge, which is greater than the study’s established level of 
significance of 0.05. There was no significant difference between age groups in rated 
Computer and Security knowledge. 
Task Time Summary by Website 
The mean Task Time to complete each of the six Security Cases for all three 
selected websites is presented in Table 8, along with other descriptive statistics. The 
mean Task Time durations to complete the Security Cases appear to have some degree of 
consistency across all three websites with the occasional variance in Task Times on 
certain Security Cases. For example, Security Case 1 recorded 336.9 seconds as the mean 
time to resister on CA-DMV’s website, compared to 365.4 for HealthCare.gov, and 398.8 
seconds for USPS.com. The Task Time values that stand out in summary Table 8 are 
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USPS.com on Security Cases 2 to 5 and Security Case 4 for CA-DMV. USPS.com’s 
website appeared to be significantly more efficient in completing Security Cases 2 to 5. 
In contrast, CA-DMV appeared to be significantly less effective in completing Security 
Case 4. These performance differences in Table 8 initially appear to be reflective of 
distinct User Interface design differences. 
 
Table 8: Task Time Summary by Website 
Error Count 
The Error Count logged by participants completing each of the six Security Cases 
on all three websites is presented in Table 9. The error count appears to be consistently 
high on Security Case 1, Registration, with a recorded error count as follows: 28, 41, and 
36 for DMV.CA.gov, HealthCare.gov, and USPS.com, respectively. 
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Table 9: Error Summary Count by Website 
CA-DMV’s website also logged a significant number of errors on Security Case 2 and 4, 
also indicating a usability issue in the current interface design. 
SUS by Website 
There was a significant difference in the mean System Usability Scores (SUS) 
recorded by website. Table 10 presents USPS.com with the highest usability score of 77, 
which is 20 points higher than CA-DMV, the lowest. These scores are also comparable to 
the overall mean SUS score of 68 (Sauro and Lewis, 2012). The F-test returned a value of 
5.367 and the ANOVA test showed a p value significance of 0.006, which indicate there 
is a significant difference in user SUS ratings between websites (Appendix Table J5.2).      
SUS Score 
CA-DMV HealthCare.gov USPS.com F-test ANOVA Sig. 
57.58 68.47 77.12 5.367 0.006 
Table 10: ANOVA Significant Results for Website 
SUS by Gender 
There appears to be no distinction by gender on SUS by website (table 11). The 
SUS ratings on each of the websites appeared to be somewhat similar for both males and 
females, with a slightly positive difference of 3 points for the females on CA-DMV’s 
website. The one sample t-test found no significant differences in mean SUS score 
between Males and Females (table 11)  
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Table 11: SUS Score by Gender 
SUS by Age Group 
There appears to be no significant difference on SUS by website based on Age 
Group (table 12). The mean SUS result showed a slight unsatisfactory usability 
expectation pattern for older age groups. This pattern was inconsistent for a select few 
age groups.  The ANOVA statistical test results in Table 12 found no significant 
difference in mean SUS score for any of the five age groups. 
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Table 12: SUS Score by Age Group 
SUS by Education  
There appeared to be no relationship between participant’s education level and 
SUS ratings bases on the mean scores in Table 13. Appendix Table J2 also shows no 
significant difference on SUS based on participant’s highest level of education 
completed. This indicates that education does not affect usability expectations, and since 
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usability on popular interfaces is now universally expected and implicit within good 
design. 
 
 
Table 13: SUS Score by Education 
Summary of Results 
The following sections presents the sixth and final step of the usability 
methodology, Present Data & Findings. The data and findings for the first three research 
questions are presented in this section, and the study’s conclusions addressing research 
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questions 4 and 5 are presented in Chapter 5, Conclusions, Implications, 
Recommendations, and Summary. 
Research Question 1 
The first research question seeked to capture participant’s task time metrics and 
compare them to a derived baseline to evaluate the usability of security interfaces: 
Q1. How does user task time to complete Security Cases establish metrics 
to measure the effectiveness of user account interface designs on e-
Government websites? 
The hypothesis related to research question 1 seeked to test if there is a significant 
distribution in mean task times in completing a Security Cases compared to a CogTool 
baseline prediction of the same case. The null hypothesis is as follows: 
Ho1: There is no significant difference in task time to complete a Security 
Case on e-Government websites with different user account interface 
designs (Metrics). 
The descriptive statistical comparing Task Time to CogTool baseline predictions for all 
three websites is presented in Appendix Tables J3.1 to J3.3. Since the number of 
participants per website was at least 30, a one sample t-tests was computed to test this 
hypothesis by comparing a benchmark to the distribution of participant’s task time in 
completing a Security Case on a website (Sauro & Lewis 2012). A one-sample t-test was 
used to compare CogTool baseline prediction benchmark to participant’s task time. 
Appendix Tables J3.1 to J3.3 presents the t-test statistical results comparing Task Time to 
CogTool baseline prediction. The one sample t-test found nine significant findings, which 
are summarized in Table 14. 
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Security Case 
(SC#) 
Website t-Test 
Result 
Sig. 
p value 
(2-tailed) 
CogTool 
Predication 
(seconds)  
Mean Task 
Time 
(seconds) 
SC1 – 
Registration 
CA-DMV 
 
3.082 0.004 229.7 336.9 
 SC1 – 
Registration 
HealthCare.gov 
 
5.894 0.000 174.7  365.4 
SC1 – 
Registration  
USPS.com 
 
3.260 0.003 114.4 398.8 
SC2 – Login  CA-DMV 
 
2.631 0.013 32.0 86.6 
SC2 – Login HealthCare.gov 
 
4.369 0.000 43.9 97.6 
SC2 – Login USPS.com 
 
2.849 0.008 32.1 66.7 
SC3 – Change 
Settings 
HealthCare.gov 4.213 0.000 66.6 126.6 
SC4 – Forgot 
Password 
HealthCare.gov -2.116 0.043 206.2 173.5 
SC4 – Forgot 
Password 
USPS.com -2.280 0.030 172.0 136.9 
Table 14: t-Test Results for Research Q1 
Out of the 18 cases tested (6 Security Cases from 3 websites), 50 percent of cases 
indicated there was a significant difference between the CogTool baseline metric and the 
mean Task Time of the participant completing the same case.  Research question 1 
evaluated if Task Time metrics could be used to measure the effectiveness of a website’s 
user account interface design. The nine Security Cases summarized in Table 14 rejected 
the null hypothesis due to their t-Test level of significance was less than 0.05, meaning 
half of CogTool’s Task Time predictions were significantly off.  The remaining nine 
Security Case presented in Appendix Tables J3.1 to J3.3 accepted the null hypothesis (no 
difference of significance) due to their level of significance being greater than 0.05. This 
leads to the conclusion that CogTool was not an effective tool to establish Task Time 
predictions on benchmarks for this type of study since a high level of predictions were 
significantly off 50 percent of the time. Previous research has claimed that CogTool can 
reliably predict human performance for skilled users (Teo, John, & Pirolli, 2007). 
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However upon further investigation, CogTool User Guide documentation confirms recent 
research to predict the exploration behavior of novice users but qualifies CogTool’s 
ability to predict novice users’ performance to future enhancements as time and funding 
allows (John, 2009). This discovery presented a limitation on CogTool’s intended use 
within this study. As a result, the study fails to reject the null hypotheses and was unable 
to draw a conclusion on Research Question 1. The outcome of the study suggests 
utilizing another benchmarking method to reevaluate Research Question 1.  
Research Question 2  
Research Question 2 looked at Universal Usability by assessing if the GOMS 
method using Security Cases could be used to evaluate user account interface designs to 
accommodate a diverse user population by highlighting significant differences in task 
times between the following user demographic groups: age, gender, and education: 
Q2. How does the GOMS method using Security Cases evaluate if a user 
account interface design can accommodate a diverse user population by 
highlighting significant differences in task times between the following 
user demographic groups: age, gender, and education? 
The null hypothesis is as follows:  
Ho2: There is no significant difference in task time to complete a Security 
Case between the following user demographic groups: age, gender, and 
education (Universal Usability). 
Evaluating the null hypothesis required organizing study data by the three demographic 
groups and assessing the differences in task time within these of theses groups. The three 
demographic groups are evaluated individually as follows. 
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Age 
Since the number of groups being compared was more than two, an ANOVA test 
was used to test this hypothesis by comparing the mean task time of each of the five age 
groups. Appendix Tables J4.1.1 to J4.1.3 presents the descriptive statistical results. The 
complete statistical results from the ANOVA tests are presented in Appendix Table 
J4.1.4, where findings show four significant cases that required rejecting the null 
hypotheses – there was a significant difference in task time for one or more age groups. 
The four significant cases that required rejecting the null hypotheses are summarized in 
Table 15. 
# Security Case (SC#) Website F-test ANOVA 
Sig. 
Age Group 
(n=x) 
Mean Task Time 
(sec) 
1 SC1 – Registration CA-DMV 3.343 0.025 60=> (n=4) 336.9 
2 SC1 – Registration HealthCare.gov 2.944 0.039 60=> (n=4) 587.0 
3 SC5 – Change Pwd. HealthCare.gov 9.795 0.000 60=> (n=4) 304.25 
4 SC1 – Registration USPS.com/ 5.655 0.002 60=> (n=4) 1242.5 
Table 15: ANOVA Significant Results for Age 
The ANOVA results of significant showed participants 60 years or older took significant 
longer to complete Security Case 1, Registration, than the other age groups (table 14). 
This statistical significance finding on Security Case 1 for senior participants was 
identified on all three websites, and since Security Case 1, Registration, was the one of 
the most complex cases evaluated, results indicate cases with complex interfaces appear 
to have a greater impact on senior performance than any other age group.   
Education 
Since the number of groups being compared was more than two, an ANOVA test 
was used to test this hypothesis by comparing the mean task time of each of the six 
education groups. The descriptive statistics for education are presented in Appendix 
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Tables J4.2.1 to J4.2.3 The ANOVA statistical results for education are presented in 
Appendix Table J4.2.4 and the summary of significant results presented in Table 16. 
# Security Case 
(SC#) 
Website F-test ANOVA 
Sig. 
Education 
Group (n=x) 
Mean Task 
Time (sec) 
1 SC2 – Login  CA-DMV 3.795 0.015 High 
School/GED 
(n=2) 
342.0 
Table 16: ANOVA Significant Results for Education 
There was only one significant result that would require rejecting the null hypotheses. 
Security Case 2, Login, on CA-DMV’s website indicated a significant difference in task 
time for participants who solely reported completing High School/GED than compared to 
higher levels of education. The ANOVA test had a significance value of 0.015 for only 
two participants in the High School/GED group with a mean time of 342 seconds. Since 
this was the sole case of significance, it appears inconclusive that education has a 
significant influence on participant’s performance.  
Gender 
Since the number of groups being compared was two (male/female), an 
Independent Sample t-test was used to test this hypothesis by comparing the mean task 
time of males and females. The descriptive statistics for gender are presented in 
Appendix Tables J4.3.1. The t-test statistical results for gender are presented in Appendix 
Table J4.3.2 and the significant results summarized in Table 17. Levene’s test for 
variances indicated a significance value of 0.048, so equal variances were not assumed. 
# SC# Website Male 
Task Time 
(sec) 
Female 
Task Time 
(sec) 
t-test 
Result 
Sig. p value 
(2-tailed) 
1 SC2 – Login USPS.com 87.47 41.57 2.129 0.046 
Table 17: t-Test Significant Results for Gender 
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There was only one significant result that would require rejecting the null hypotheses. 
Security Case 2, Login, on USPS’s website indicated a significant difference in task time 
between males and females (Sig. p value = 0.046). Males recorded a mean time of 87.47 
seconds compared to 41.57 seconds for females. Since this was the sole case of 
significance, it appears inconclusive that gender had a significant influence on 
participant’s performance. 
Research Question 3  
The hypothesis related to research question 3 sought to determine if task time data 
from similar Security Cases could potentially be grouped and used to compare different 
website designs:  
Q3. How can a library of Security Cases with task time metrics be used to 
objectively compare different e-Government user account interfaces to 
highlight more effective designs? 
The null hypothesis is as follows: 
Ho3. There is no significant difference in task time to complete user 
account Security Cases on different e-Government website designs 
(Usability Library of Security Cases). 
An ANOVA statistical test was used to analyze the answer to research question 3 and 
determine Security Cases with significant performance differences in mean Task Times. 
This analysis was used to highlight more effective (or ineffective) designs. Appendix 
Table J5.1 presents the Descriptive Statistical Results for Security Case Task Times by 
Website. Since the number of websites being evaluated was more than two, an ANOVA 
test was computed to test this hypothesis by comparing the mean task times between the 
Security Cases of the websites selected. Task Time data was grouped into a library of 
similar Security Cases and used to compare websites. Appendix Table presents J5.2 
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ANOVA Results – Security Case Task Time by Website. There was one Security Case 
with a significant result for that would require rejecting the null hypotheses. Table 18 
summarizes the significant results for both Security Cases and Error Count where the null 
hypothesis is rejected. 
# Security Case 
(SC) / Error 
Count (EC) 
CA-DMV HealthCare.gov USPS.com F-test ANOVA 
Sig. 
1 SC4 289.37 sec 173.48 sec 136.94 sec 3.295 0.042 
2 EC4 n=30/mean=0.97 n=6/mean=0.19 n=10/mean=0.32 4.264 0.017 
Table 18: ANOVA Significant Results for Website 
Security Case 4 was the single case out of six cases tested that showed a significant 
difference in mean task time between websites that would require rejecting the null 
hypotheses. Results show CA-DMV’s mean task time on Security Case 4, Forgot 
Password, was 289.37 seconds, which was significantly longer than HealthCare.gov 
(173.48 seconds) and USPS.com (136.94 seconds).  
In addition, CA-DMV’s website recorded a significant difference in Error Count 
on the same Security Case 4 (Appendix Table J5.4). Forgot Password on CA-DMV’s 
website recorded three times as many errors than the next closest website (table 16, row 
2). Please see Table 9 for Error Count Summary by Website. 
Research Question 4 
Evaluating the usability of user accounts interfaces can be difficult due to 
inconsistencies in implementation and design. Research question 4 sought to determine if 
GOMS Task Analysis using Security Cases is an effective approach to evaluate the 
usability of user account interfaces by assessing task time, benchmark, error count, and 
satisfaction score. 
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How can the GOMS method using Security Cases be used to evaluate the 
usability of a user account interface design by comparing user task times 
and error count in completing a security goal? 
Study results confirmed the GOMS method using Security Cases provided a standardized 
approach to evaluate and compare the usability of user account interfaces. The study 
produced quantifiable date that was used to objectively measure and evaluate usability 
and security functionality on e-Government websites.  The following findings validated 
this conclusion: 
Task Time – The mean task time to complete a Security Case appeared to be 
somewhat consistent on all three websites with the occasional outlier highlighting a 
potential performance problem due to a usability issue with the interface design 
(Appendix table J5.1). Also, CA-DMV’s results on Security Case 4, Forgot Password, 
revealed a mean task time of 289.387 seconds, which was significantly longer than the 
mean task time on HealthCare.gov (173.484 seconds) and USPS.com (136.935 seconds). 
These results supported the conclusion that task time can be used to highlight more 
effective designs and highlight differences in e-Government website designs. 
Error Count – The study concluded there were consistently high error counts in 
completing Security Case 1, Registration on all three websites. Also, CA-DMV’s website 
logged a significant number of errors on Security Case 2 and 4, highlighting a usability 
issue with the current interface design (Appendix table J5.3). These results supported the 
conclusion that error count can be used to highlight issues on different e-Government 
websites. 
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The study also produced quantifiable data that was used to objectively evaluate 
and measure the usability of authentication on e-Government websites to accommodate a 
diverse user population. The following results validated this conclusion: 
System Usability Score (SUS) – Based on a satisfaction survey, statistical tests 
revealed a significance difference in SUS rating between the three websites, indicating a 
preference to USPS.com’s user account interface designs and a dislike to CA-DMV’s 
interfaces. Additionally, there appears to be no preference by participant to any one of the 
three websites evaluated based on their age group, education level, or gender. 
Age – Statistical tests revealed participants 60 years or older took significantly 
longer to complete Security Case 1, Registration, than the other age groups. This result 
was consistent on all three websites. It was noted that Security Case 1, Registration, was 
one of the more complex cases evaluated, and initial results indicate complex interfaces 
appear to have a greater impact on senior performance than any other age group. 
Education – Statistical tests revealed only a single case of significance for the 
only two participants in the High School/GED group. The study was inconclusive if 
education had a significant influence on participant’s performance. 
Gender - There was only one significant result that would require rejecting the 
null hypotheses. Security Case 2, Login, on USPS’s website indicated a significant 
difference in task times between males and females. Males recorded a mean time of 87.47 
seconds compared to 41.57 seconds for females. Since this was the sole case of 
significance, it appears inconclusive if gender had a significant influence on participant’s 
performance. 
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Research Question 5 
Research question 5 sought to answer how a library of Security Cases recording 
task time can be used to objectively compare different e-Government websites to 
highlight more effective designs. The study sought to conclude if the GOMS 
methodology using Security Cases is an effective approach to compare user account 
interfaces on three different e-Government websites. 
How can the GOMS method using Security Cases as Goals be extended to 
evaluate user account interfaces on e-Government websites? 
The study was successfully able to group Task Time data into a library of similar 
Security Cases and compare websites to identify significant differences.  Out of the six 
Security Cases evaluated to compare websites, the study rejected the null hypotheses on a 
single Security Case and failed to reject the remaining five (Appendix Table J5.2). The 
Security Case rejected highlighted a potential usability issue with Forgot Password user 
interface navigation design on CA-DMV’s website. Study results could potentially be 
useful to CA-DMV to leverage interface design ideas from USPS.com, which took less 
than half the time and recorded one-third less errors.  
Summary 
In summary, research findings reviled (1) CogTool was not effective in 
establishing task time prediction benchmarks, (2) gender and education had no task time 
distinction, performance completing complex interfaces appeared to have a greater 
impact on seniors than any other age group, and (3) task time data from similar Security 
Cases could potentially be grouped and used to compare user account interface designs.
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Chapter 5 
Conclusions, Implications, Recommendations, and Summary 
The following sections present an overall conclusion on the proposed usability 
methodology. It focuses on assessing if the proposed approach of incorporating Security 
Cases with GOMS analysis was an effective approach to quantify and compare security 
interfaces to highlight more effective interface designs. Additionally, it concludes if this 
approach was effective in evaluating the usability of user account interfaces by assessing 
key performance metrics and benchmarks along with presenting the research 
implications, recommendations, and summary. 
Conclusions 
The study’s results support the conclusion that GOMS can be successfully 
extended to compare different e-Government websites to highlight more effective user 
account interface designs on e-Government websites. The study also successfully showed 
the GOMS method using Security Cases could be used to establish a set of task time and 
error count metrics in a catalog of Security Cases. These metrics were used to perform an 
objective usability analysis to determine good security interface designs and compare the 
usability of the security interfaces of other websites. 
Based on the study’s ability to objectively measure and evaluate the usability of 
security functionality, GOMS Task Analysis using Security Cases was confirmed to be as 
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an effective approach to evaluate the usability of user account interfaces on e-
Government websites and successfully assessed if the website accommodated a diverse 
user population. 
Implications 
An implication of this research is that e-Government websites can view security 
as a functional requirement, and security and privacy interface designs can be quantified 
and evaluated in terms of usability. This would allow websites to establish more precise 
security requirements and better testing of security functionality. A second implication is 
a catalog of Security Cases would allow websites to adopt more effective security 
interface designs and consistency in terms of interaction required to manage security and 
privacy settings. The third implication is task time and error count metrics in a catalog of 
Security Cases would provide a standardized way to evaluate user interfaces that deal 
with website security and privacy. Finally, establishing a catalog of Security Cases and 
benchmark metrics to compare common security and privacy functionality can help 
evaluate interface designs, improve usability on e-Government websites, and compare 
usability results across different websites.  
There was one significant result that would require rejecting the null hypotheses. 
Table 18 summarizes the significant results where the null hypothesis is rejected. The 
complete results are presented in Appendix Table J5.2 ANOVA Results – Security Case 
Task Time by Website. These results supported the conclusion that GOMS can be 
successfully extended to compare different e-Government websites to highlight more 
effective user account interfaces on e-Government websites. This allows for the 
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establishment of a set of task time and error count metrics in a catalog of Security Cases 
that could be used to perform an objective usability analysis to determine good security 
interface designs and compare the usability of the security interfaces of other websites.  
Limitations 
The selection and number of e-Government websites to include (or exclude) in the 
usability study was a limitation that was addressed by limiting the study to preselected 
pubic accessible websites. Also, by ensuring the sample was adequately balanced and a 
representative set of participants was obtained, accurate conclusions could be drawn from 
the study. 
An overwhelming majority of participants rated their computer knowledge at 
medium or higher, and only one individual reported having a low familiarity with 
computers. Participants also rated having a strong familiarity with computer security, 
where 25 out of 31 participants reported having a medium or higher level of security 
knowledge. This exceptionally high familiarity with computers and security knowledge 
may not be reflective of the overall population, so this brought into question what 
influence, if any, did participant’s familiarity with computer and security knowledge have 
on the study.  
The study assumed participant’s SUS rating would be reflective of past security 
experiences, and more knowledgeable users would have a higher expectation on user-
friendly interface experiences. Since this was a study to evaluate a proposed 
methodology, there did not appear to be an influential impact on assessing GOMS or 
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conclusions on the research questions being studied. Participant’s expectations may be 
impacted based on their level of computer and security knowledge and reflected in the 
SUS rating. The study also failed to indicate a significant difference in reported computer 
and security knowledge between age groups or by gender. This implied there was no 
distinction or difference in computer and security usability expectations by gender or age.  
The study ultimately determined CogTool was not an effective tool to establish 
task time prediction benchmarks for this type of study due to a high level of predications 
that were deemed significantly different. Study results found that CogTool’s predictions 
were significantly off 50 percent of the time. This brought into question CogTool’s 
ability to predict novice user’s performance to future enhancements as time and funding 
allows, and research question 1 was determined to be inconclusive. 
Recommendations 
Recommended changes in research methods would be to replace CogTool and 
establish alternate ways to derive baseline metric to compare study results. New methods 
should be established to derive baseline metrics or predictions on user task times. 
Future research should include Security Cases in areas other than User Account or 
Identity Management. The methodology should allow for other security cases to be 
evaluated. The area of coverage can be expanded to include other relevant cases that have 
similar functionality. Future research should also evaluate GOMS as a viable 
methodology to evaluate other Security Interfaces not limited to User Account or e-
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Government. This would allow including and grouping similar Security Cases to a library 
so then actual cases can be compared.  
Finally, statistical tests revealed participants 60 years or older took significantly 
longer to complete Security Case 1, Registration, than the other age groups. This result 
was consistent for all three websites. Registration was noted to be one of the more 
complex cases evaluated, and study results indicate complex interfaces appear to have a 
greater impact on senior performance than any other age group. Further research should 
be conducted to evaluate if there is a relationship on performance between age and 
interface complexity. 
Summary 
The process of registering and maintaining multiple user accounts, memorizing 
passwords, and managing website security and privacy settings has proven to be a major 
nuisance to users. The problem is security and privacy interfaces are rarely evaluated in 
terms of usability, as it is hard to quantify the results. User account interfaces are 
inconsistent, subjective to evaluate, and not considered an integral function of the system. 
Although government websites with Identity Management interfaces are becoming more 
pervasive, they fail to provide a consistent approach to evaluate the usability of a 
website's user account interface designs. The GOMS method is a widely used task 
analysis method that allows designers to specifically evaluate interface designs using 
timed evaluations in completing a user’s intended goal (Cairns & Cox, 2008). Security 
Cases represent common user goals and the interaction scenarios required to establish and 
manage a user account on e-Government websites and were used to compare user task 
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times in completing similar goals and evaluate different websites to assess more effective 
security interface designs. Additionally, CogTool is expected to perform quantitative 
predictions that can be used to compare design ideas, analyze an existing system for 
bottlenecks in user behavior, and establish quantitative benchmarks. 
Mature research methods innovatively applied to a new problem can be an 
effective way to investigate the applicability, and limitations, to address current concerns. 
This study proposed extending a well-established usability evaluation methodology 
called GOMS. The study’s goal was to assess if incorporating Security Cases with 
GOMS analysis was a more effective way to quantify and compare different security 
interfaces. The research process involved the following steps: identifying Goals, 
Operations, and Methods; designing a survey instrument; executing the study and survey 
instrument; analyzing usability study and survey data; and finally, presenting the 
findings.  
The study required performed an observational study to record the task times to 
complete established Security Cases and then conducted a survey to capture user’s 
feedback and demographic data (i.e., age, gender, education, user satisfaction, and user 
computer and security knowledge). This study initially established a library of common 
Security Cases specific to user account interfaces on popular e-Government websites CA-
DMV, USPS.com, and HealthCare.gov and then comparing the average task time users 
spent to complete similar goals. 
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The study recruited 17 males and 14 females to participate in the study (n=31). 
Almost half of the participants reported having at least a Bachelor’s degree, and an 
overwhelming number of participants reported having a medium to high level of 
computer knowledge. Only one individual reported having a low familiarity with 
computers. Participants also reported a similar, but not as strong, familiarity with 
computer security. All participants reported having completed High School/GED, and 
almost half of the participants reported having at least a Bachelor’s degree. 
Website navigation flows of the six security cases were reconstructed using 
CogTool and repeated for all three websites. From these navigation flows, CogTool was 
able to derive predictions on the task time required to satisfy each of the goals. These 
predictions were used to document expected task times to complete each of the Security 
Cases, an essential step to answer Research Question 1, metrics to help establish a 
baseline to compare the usability in completing similar goals on different website 
designs. 
This study determined the GOMS method using Security Cases was an effective 
approach to evaluate the usability of user account interfaces. Initial findings revealed task 
time data from similar Security Cases could potentially be grouped and used to compare 
and highlight more effective user account interface designs. However, the study revealed 
CogTool was not effective in establishing task time prediction benchmarks, gender and 
education had no task time distinction, and performance completing complex interfaces 
appeared to have a greater impact on seniors than any other age group. 
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Research Question 1 (Metrics) concluded CogTool was not an effective tool to 
establish task time prediction benchmarks for this type of study due to a high level of 
predictions that were deemed significantly different. Study results found that CogTool’s 
predictions were significantly off 50 percent of the time.   
Results from Research Question 2 (Universal Usability) indicated cases with 
complex interfaces appear to have a greater impact on senior performance than any other 
age group. The study found participants 60 years or older took significantly longer to 
complete Security Case 1, Registration, than the other age groups. This was consistent on 
all three websites. Also, results by gender and education only found a single case of 
significance. The study was inconclusive if participant’s gender or education had a 
significant influence on their performance. 
Research Question 3 (Usability of Security Cases) determined task time data from 
similar Security Cases could potentially be grouped and used to compare different 
website designs. Study results found Security Case 4 (Forgot Password) was the only 
significant result out of the six security cases that would require rejecting the null 
hypotheses. Also, GOMS was successful in identifying Task Time and Error Count 
differences by website. USPS.com’s website appeared to be significantly more efficient 
in completing Security Cases 2 to 5. In contrast, CA-DMV appeared to be significantly 
less effective in completing Security Case 4. These performance differences appear to be 
reflective of distinct User Interface design differences. Also, error count appears to be 
consistently high on Security Case 1, Registration. CA-DMV’s website also logged a 
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significant number of errors on Security Case 2 and 4, indicating a usability issue in the 
current interface design.  
Research question 4 (Task Analysis) confirmed GOMS Task Analysis using 
Security Cases as an effective approach to evaluate the usability of user account 
interfaces on e-Government websites based on the study’s ability to objectively measure 
and evaluate the usability of security functionality. 
Research Question 5 (Methodology) successfully showed how the GOMS method 
using Security Cases could be used to establish a set of task time and error count metrics 
in a catalog of Security Cases. These metrics were used to perform an objective usability 
analysis to determine good security interface designs and compare the usability of the 
security interfaces of other websites. 
The study showed incorporating Security Cases with GOMS analysis, a goal 
driven evaluation approach, was effective to quantify and compare different security 
interfaces and performing an objective usability study to determine more effective 
interface designs to accommodate a diverse population. The study provided a 
standardized approach to evaluate and compare the usability of user account interfaces to 
accommodate a diverse user population. This helped to establish a library of task time 
metrics to assess universal usability and compare the usability of user account interfaces 
on different e-Government websites. The relevance and significance of the study will 
help to provide better evaluations in interface designs, improve usability on e-
Government websites, and accommodate a diverse user population. 
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Appendix A 
Survey Instrument 
A1 Demographic Survey (Page 1) 
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A2 SUS Survey (Page 2) 
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Appendix B 
Study Disclosure 
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Appendix C 
Study Instructions 
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Appendix D 
Study Data Log 
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Appendix E 
Institutional Review Board Approval Memorandum 
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Appendix F 
Website Navigation Flows – Security Cases 
F1.1 Registration – DMV.CA.gov 
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F1.2 Registration – HealthCare.gov 
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F1.3 Registration – USPS.com 
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F2.1 Login – DMV.CA.gov 
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F2.2 Login – HealthCare.gov 
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F2.3 Login – USPS.com 
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F3.1 Change Settings – DMV.CA.gov 
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F3.2 Change Settings – HealthCare.gov 
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F3.3 Change Settings – USPS.com 
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F4.1 Forgot Password – DMV.CA.gov 
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F4.2 Forgot Password – HealthCare.gov 
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F4.3 Forgot Password – USPS.com 
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F5.1 Change Password Settings – DMV.CA.gov 
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F5.2 Change Password Settings – HealthCare.gov 
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F5.3 Change Password Settings – USPS.com 
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F6.1 Logout – DMV.CA.gov 
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F6.2 Logout – HealthCare.gov 
 
F6.3 Logout – USPS.com 
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Appendix G 
CogTool Designs – Security Cases 
G1.1 Registration – DMV.CA.gov 
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G1.2 Registration – HealthCare.gov 
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G1.3 Registration - USPS.com 
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G2.1 Login – DMV.CA.gov 
 
 
G2.2 Login – HealthCare.gov 
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G2.3 Login – USPS.com 
 
 
G3.1. Change Settings – DMV.CA.gov 
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G3.2 Change Setting – HealthCare.gov 
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G3.3 Change Settings – USPS.com 
 
 
G4.1 Forgot Password – DMV.CA.gov 
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G4.2 Forgot Password – HealthCare.gov 
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G4.3 Forgot Password – USPS.com 
 
G5.1 Change Password Settings – DMV.CA.gov 
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G5.2 Change Password Settings – HealthCare.gov 
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G5.3 Change Password Settings – USPS.com 
 
 
6.1 Logout – DMV.CA.gov 
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G6.2 Logout – HealthCare.gov 
 
 
G6.3 Logout – USPS.com 
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Appendix H 
CogTool Security Case Predictions 
H1 Registration Predictions – Security Case 1 
 
H2 Login Predictions – Security Case 2  
  
H3 Change Settings – Security Case 3 
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H4 Forgot Password – Security Case 4 
  
H5 Change Password – Security Case 5 
  
H6 Logoff – Security Case 6 
 
  
  
 
115
Appendix I 
Raw Study Data 
I1 Demographic Data 
ID AGE AGEGROUP GENDER COMPUTER SECURITY EDU 
1 56 4 2 2 2 2 
2 44 3 2 2 2 4 
3 46 3 2 2 3 4 
4 23 1 1 3 3 4 
5 60 5 2 2 2 4 
6 35 2 1 3 3 4 
7 77 5 1 1 1 4 
8 44 3 1 2 1 4 
9 48 3 2 2 2 3 
10 59 4 1 2 1 2 
11 24 1 2 2 2 3 
12 51 4 2 2 1 4 
13 57 4 1 2 1 2 
14 54 4 1 3 3 5 
15 21 1 1 3 2 2 
16 31 2 1 3 3 2 
17 45 3 2 3 2 4 
18 38 2 2 3 3 4 
19 21 1 1 3 3 1 
20 70 5 1 2 2 2 
21 45 3 2 3 3 4 
22 51 4 1 3 3 4 
23 35 2 2 2 2 2 
24 26 1 1 2 2 3 
25 63 5 1 3 3 4 
26 19 1 2 2 1 1 
27 55 4 1 3 3 3 
28 52 4 2 3 3 4 
29 57 4 1 3 3 4 
30 38 2 2 2 2 3 
31 43 3 1 2 2 2 
AGEGROUP: <30 = 1 / 30-39 = 2 / 40-49 = 3 / 50-59 = 4 / 60=> = 5 
GENDER: 1 = Male / 2 = Female 
COMPUTER/SECURITY: 1 = Low / 2 = Medium / 3 = High 
EDU: 1 = High School/GED / 2 = Some College / 3 = Associate's / 4 = Bachelor's / 5 = Master's / 6 = Ph.D. 
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I2.1 System Usability Score (SUS) Data – DMV.CA.gov 
ID DMV_SQ1 DMV_SQ2 DMV_SQ3 DMV_SQ4 DMV_SQ5 DMV_SQ6 DMV_SQ7 DMV_SQ8 DMV_SQ9 DMV_SQ10 DMV_SUS 
1 1 4 1 5 1 3 1 5 1 1 17.50 
2 3 3 3 1 4 2 3 3 4 1 67.50 
3 4 1 5 1 3 3 4 2 5 1 82.50 
4 4 2 4 2 5 2 4 1 5 1 85.00 
5 5 3 5 4 3 2 5 2 4 1 75.00 
6 4 1 5 1 4 1 5 2 5 1 92.50 
7 3 2 2 4 2 2 3 2 2 4 45.00 
8 2 4 4 1 2 3 3 2 3 4 50.00 
9 2 5 2 2 3 3 2 5 2 2 35.00 
10 1 4 2 4 2 4 2 4 2 4 22.50 
11 2 5 2 3 2 4 2 5 2 2 27.50 
12 1 5 1 3 2 3 2 5 2 2 25.00 
13 1 5 1 3 4 4 2 5 3 3 27.50 
14 3 3 3 1 4 3 4 2 5 1 72.50 
15 2 4 2 1 3 3 4 2 5 2 60.00 
16 3 1 5 1 3 3 5 1 5 1 85.00 
17 3 3 4 1 3 2 5 2 5 3 72.50 
18 2 2 3 2 1 5 3 3 2 1 45.00 
19 4 2 3 1 4 1 4 3 5 1 80.00 
20 3 3 3 2 2 2 2 2 2 2 52.50 
21 5 4 5 1 5 4 5 5 5 2 72.50 
22 4 4 4 1 3 4 2 2 2 1 57.50 
23 4 2 5 1 4 1 4 2 5 1 87.50 
24 4 1 5 1 5 1 3 1 4 1 90.00 
25 3 3 2 2 2 4 2 4 3 3 40.00 
26 3 5 1 2 2 5 2 5 3 1 32.50 
27 3 4 3 1 3 3 2 2 3 1 57.50 
28 4 1 5 1 4 1 5 1 4 1 92.50 
29 1 5 1 5 1 5 1 5 1 5 .00 
30 5 1 5 1 5 1 5 1 5 1 100.00 
31 1 5 1 2 2 2 1 1 1 2 35.00 
SQ1-SQ10: 1 = Strongly disagree … 5 = Strongly agree  
SUS = [SUM(ODD#-1)+SUM(5-EVEN#)]*2.5  
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I2.2 System Usability Score (SUS) Data – HealthCare.gov 
ID HC_SQ1 HC_SQ2 HC_SQ3 HC_SQ4 HC_SQ5 HC_SQ6 HC_SQ7 HC_SQ8 HC_SQ9 HC_SQ10 HC_SUS 
1 3 2 2 3 2 3 4 2 2 1 55.00 
2 1 3 3 3 3 3 3 2 4 1 55.00 
3 3 2 4 1 3 1 4 2 3 1 75.00 
4 4 3 4 2 4 4 3 3 4 3 60.00 
5 2 3 1 3 1 1 1 3 1 3 32.50 
6 2 3 4 1 3 3 2 4 3 2 52.50 
7 2 2 2 3 2 2 2 2 2 4 42.50 
8 1 1 5 1 5 1 5 1 5 1 90.00 
9 3 1 4 2 4 2 4 1 5 1 82.50 
10 4 2 4 2 4 2 4 2 4 2 75.00 
11 4 2 4 1 4 1 4 2 4 2 80.00 
12 3 4 2 1 3 3 3 4 3 2 50.00 
13 2 4 2 1 3 2 3 3 3 1 55.00 
14 3 1 5 1 4 1 5 1 5 1 92.50 
15 3 2 4 1 4 2 5 2 4 2 77.50 
16 3 3 5 1 3 3 5 1 5 1 80.00 
17 3 2 4 2 3 3 4 2 4 2 67.50 
18 5 1 5 1 5 1 5 1 5 1 100.00 
19 4 1 5 1 4 1 5 3 5 1 90.00 
20 5 1 5 1 5 1 5 1 5 1 100.00 
21 1 2 3 2 1 2 2 2 2 1 50.00 
22 3 5 1 2 1 5 1 3 2 3 25.00 
23 1 5 3 3 1 5 2 4 3 1 30.00 
24 5 1 5 1 5 1 5 1 5 1 100.00 
25 1 4 2 3 2 5 1 5 2 3 20.00 
26 4 1 5 1 4 1 3 1 4 1 87.50 
27 1 4 3 1 2 3 2 3 3 1 47.50 
28 4 1 4 1 4 1 4 1 4 1 87.50 
29 4 2 5 1 4 1 4 1 4 1 87.50 
30 5 1 5 1 5 1 5 1 5 1 100.00 
31 3 2 3 1 3 1 4 2 4 1 75.00 
SQ1-SQ10: 1 = Strongly disagree … 5 = Strongly agree  
SUS = [SUM(ODD#-1)+SUM(5-EVEN#)]*2.5  
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I2.3 System Usability Score (SUS) Data – USPS.com 
ID USPS_SQ1 USPS_SQ2 USPS_SQ3 USPS_SQ4 USPS_SQ5 USPS_SQ6 USPS_SQ7 USPS_SQ8 USPS_SQ9 USPSSQ10 USPS_SUS 
1 3 2 4 2 4 2 5 1 2 1 75.00 
2 1 3 4 1 3 1 4 1 4 1 72.50 
3 3 1 5 1 3 1 5 1 5 1 90.00 
4 4 3 4 2 4 4 3 3 4 3 60.00 
5 5 2 3 2 5 2 5 2 5 1 77.50 
6 2 3 4 1 3 3 4 3 4 2 62.50 
7 2 4 2 4 2 2 2 2 2 4 35.00 
8 5 1 5 1 4 1 5 1 5 1 97.50 
9 3 4 2 2 2 3 3 4 2 3 40.00 
10 2 4 2 4 2 4 2 4 2 3 27.50 
11 3 4 2 2 3 3 2 4 2 3 40.00 
12 4 1 4 1 4 2 3 2 4 1 80.00 
13 3 2 4 1 4 2 4 2 5 2 77.50 
14 3 2 4 1 4 2 4 2 5 1 80.00 
15 3 2 4 1 5 1 5 1 5 1 90.00 
16 3 1 5 1 3 3 5 1 5 1 85.00 
17 3 2 4 1 3 3 4 2 4 2 70.00 
18 5 1 5 1 5 1 5 1 5 1 100.00 
19 5 1 5 1 4 2 5 5 5 1 85.00 
20 2 1 5 1 4 1 5 1 5 1 90.00 
21 3 4 4 2 4 4 4 4 5 2 60.00 
22 5 1 4 1 5 1 5 1 5 1 97.50 
23 5 2 5 1 5 1 5 1 5 1 97.50 
24 5 1 5 1 4 1 4 2 5 1 92.50 
25 4 1 5 2 3 2 3 2 4 2 75.00 
26 5 1 5 1 4 1 4 1 5 1 95.00 
27 3 2 4 1 4 2 4 2 4 1 77.50 
28 4 1 3 1 4 1 4 1 3 1 82.50 
29 4 2 4 1 4 2 4 2 4 1 80.00 
30 5 1 5 1 5 1 5 1 5 1 100.00 
31 5 1 5 1 5 1 5 1 5 1 100.00 
SQ1-SQ10: 1 = Strongly disagree … 5 = Strongly agree  
SUS = [SUM(ODD#-1)+SUM(5-EVEN#)]*2.5  
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I3.1 Task Time & Error Count Data – DMV.CA.gov 
ID DMV_TT1 DMV_EC1 DMV_TT2 DMV_EC2 DMV_TT3 DMV_EC3 DMV_TT4 DMV_EC4 DMV_TT5 DMV_EC5 DMV_TT6 DMV_EC6 
1 820.0 8 49.0 1 53.0 0 101.0 0 33.0 1 4.0 0 
2 135.0 0 16.0 0 24.0 0 25.0 0 20.0 0 1.0 0 
3 280.0 1 22.0 0 1024.0 0 2168.0 1 73.0 0 14.0 0 
4 190.0 0 34.0 0 58.0 0 306.0 1 37.0 0 8.0 0 
5 503.0 4 15.0 4 38.0 0 503.0 0 340.0 0 89.0 0 
6 220.0 0 22.0 0 46.0 0 152.0 3 42.0 0 8.0 0 
7 829.0 4 80.0 0 344.0 3 352.0 3 180.0 0 10.0 0 
8 305.0 0 46.0 1 178.0 2 1077.0 5 87.0 0 14.0 0 
9 200.0 0 62.0 1 120.0 0 557.0 3 72.0 0 2.0 0 
10 121.0 1 4.0 0 77.0 0 340.0 4 43.0 0 1.0 0 
11 105.0 1 4.0 1 48.0 0 208.0 0 48.0 1 1.0 0 
12 255.0 0 38.0 0 57.0 0 313.0 1 272.0 2 3.0 0 
13 325.0 0 56.0 1 64.0 0 239.0 1 232.0 0 4.0 0 
14 394.0 0 132.0 0 113.0 0 113.0 0 123.0 0 11.0 0 
15 357.0 0 125.0 0 104.0 0 162.0 0 131.0 0 55.0 0 
16 393.0 0 121.0 0 105.0 0 176.0 0 109.0 0 5.0 0 
17 485.0 0 152.0 0 113.0 0 181.0 0 137.0 0 11.0 0 
18 666.0 0 42.0 0 108.0 0 112.0 0 110.0 0 11.0 0 
19 308.0 0 33.0 0 129.0 0 93.0 0 25.0 0 5.0 0 
20 447.0 0 118.0 0 120.0 0 147.0 0 21.0 0 12.0 0 
21 473.0 0 73.0 0 269.0 0 314.0 0 326.0 0 9.0 0 
22 147.0 0 47.0 0 114.0 0 120.0 0 149.0 0 9.0 0 
23 407.0 0 58.0 0 201.0 0 59.0 0 234.0 0 10.0 0 
24 182.0 0 216.0 0 54.0 0 128.0 0 56.0 0 6.0 0 
25 608.0 3 63.0 0 34.0 0 266.0 5 62.0 0 7.0 0 
26 149.0 1 651.0 11 55.0 0 128.0 0 56.0 0 5.0 0 
27 320.0 0 45.0 2 63.0 0 182.0 0 61.0 0 5.0 0 
28 258.0 0 94.0 0 43.0 0 41.0 0 63.0 1 5.0 0 
29 172.0 1 91.0 1 53.0 0 356.0 3 271.0 2 6.0 0 
30 186.0 2 44.0 1 40.0 0 21.0 0 80.0 1 2.0 0 
31 205.0 2 132.0 1 24.0 0 31.0 0 560.0 4 6.0 0 
TT: Task Time in Seconds 
EC: Error Count 
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I3.2 Task Time & Error Count Data – HealthCare.gov 
ID HC_TT1 HC_EC1 HC_TT2 HC_EC2 HC_TT3 HC_EC3 HC_TT4 HC_EC4 HC_TT5 HC_EC5 HC_TT6 HC_EC6 
1 420.0 3 81.0 1 40.0 0 114.0 2 80.0 1 9.0 0 
2 194.0 1 21.0 0 43.0 0 160.0 0 43.0 1 4.0 0 
3 598.0 7 56.0 0 93.0 0 74.0 0 110.0 0 19.0 0 
4 723.0 2 48.0 0 31.0 0 173.0 0 41.0 0 17.0 0 
5 544.0 3 42.0 0 111.0 0 317.0 0 377.0 0 40.0 0 
6 226.0 2 28.0 0 52.0 0 199.0 1 51.0 0 10.0 0 
7 943.0 5 115.0 2 299.0 2 309.0 0 297.0 2 27.0 0 
8 341.0 1 113.0 0 70.0 0 252.0 0 92.0 0 18.0 0 
9 405.0 0 125.0 0 189.0 1 157.0 0 63.0 0 1.0 0 
10 383.0 0 95.0 0 127.0 0 136.0 0 57.0 0 1.0 0 
11 204.0 0 45.0 0 91.0 0 75.0 0 41.0 0 1.0 0 
12 324.0 1 74.0 0 44.0 0 235.0 0 241.0 0 4.0 0 
13 434.0 0 171.0 1 92.0 0 357.0 1 362.0 0 7.0 0 
14 317.0 0 98.0 0 83.0 0 181.0 1 106.0 0 9.0 0 
15 343.0 0 87.0 0 80.0 0 170.0 0 97.0 0 9.0 0 
16 380.0 0 92.0 0 113.0 0 140.0 0 99.0 0 6.0 0 
17 455.0 0 113.0 0 123.0 0 173.0 0 121.0 0 7.0 0 
18 241.0 1 116.0 0 124.0 0 419.0 0 25.0 0 11.0 0 
19 345.0 0 41.0 0 182.0 0 99.0 0 35.0 0 5.0 0 
20 271.0 0 135.0 0 267.0 0 234.0 0 188.0 0 12.0 0 
21 573.0 1 82.0 0 189.0 0 179.0 0 75.0 0 9.0 0 
22 224.0 0 63.0 0 325.0 0 164.0 0 147.0 0 9.0 0 
23 216.0 1 161.0 0 214.0 0 154.0 0 88.0 0 10.0 0 
24 251.0 0 282.0 0 47.0 0 137.0 0 52.0 0 8.0 0 
25 590.0 5 48.0 0 77.0 0 183.0 0 355.0 5 12.0 0 
26 178.0 0 31.0 0 55.0 0 72.0 0 33.0 0 5.0 0 
27 388.0 0 52.0 0 152.0 0 161.0 0 57.0 0 9.0 0 
28 280.0 3 297.0 0 141.0 3 103.0 0 54.0 0 7.0 0 
29 162.0 2 215.0 1 52.0 0 70.0 0 36.0 0 42.0 0 
30 131.0 0 36.0 0 208.0 2 62.0 0 16.0 0 49.0 0 
31 243.0 3 63.0 0 211.0 0 119.0 1 32.0 0 10.0 0 
TT: Task Time in Seconds 
EC: Error Count 
  
  
 
121
I3.3 Task Time & Error Count Data – USPS.com 
ID USPS_TT1 USPS_EC1 USPS_TT2 USPS_EC2 USPS_TT3 USPS_EC3 USPS_TT4 USPS_EC4 USPS_TT5 USPS_EC5 USPS_TT6 USPS_EC6 
1 252.0 2 20.0 0 60.0 1 55.0 1 70.0 1 70.0 2 
2 207.0 0 31.0 0 23.0 0 17.0 0 18.0 0 5.0 0 
3 326.0 1 29.0 0 36.0 0 116.0 0 61.0 0 7.0 0 
4 202.0 1 48.0 0 117.0 1 107.0 1 82.0 0 22.0 0 
5 381.0 1 33.0 0 20.0 0 41.0 0 25.0 0 26.0 0 
6 221.0 0 35.0 0 48.0 0 160.0 0 38.0 0 11.0 0 
7 2764.0 8 102.0 2 371.0 1 322.0 5 326.0 0 11.0 0 
8 380.0 0 71.0 0 44.0 0 174.0 2 83.0 0 20.0 0 
9 382.0 1 60.0 0 76.0 0 136.0 0 65.0 0 53.0 0 
10 243.0 2 48.0 0 59.0 0 73.0 0 33.0 0 18.0 1 
11 188.0 1 20.0 0 38.0 1 92.0 0 43.0 0 12.0 0 
12 157.0 0 22.0 0 43.0 0 191.0 1 32.0 0 6.0 0 
13 283.0 2 41.0 1 58.0 0 165.0 0 37.0 0 9.0 0 
14 343.0 0 48.0 0 79.0 0 214.0 0 147.0 0 7.0 0 
15 400.0 0 63.0 0 74.0 0 188.0 0 155.0 0 6.0 0 
16 371.0 0 63.0 0 62.0 0 176.0 0 121.0 0 8.0 0 
17 405.0 0 80.0 0 63.0 0 189.0 0 130.0 0 10.0 0 
18 173.0 1 22.0 0 48.0 0 122.0 0 76.0 0 11.0 0 
19 196.0 0 30.0 0 98.0 0 104.0 0 31.0 0 5.0 0 
20 499.0 0 128.0 0 214.0 0 426.0 0 62.0 0 12.0 0 
21 291.0 0 100.0 0 79.0 0 226.0 0 61.0 0 9.0 0 
22 174.0 0 127.0 0 63.0 0 128.0 0 72.0 0 9.0 0 
23 334.0 0 89.0 0 33.0 0 150.0 0 135.0 0 10.0 0 
24 273.0 0 218.0 0 55.0 0 165.0 0 48.0 0 8.0 0 
25 1326.0 7 344.0 5 49.0 0 43.0 0 41.0 0 5.0 0 
26 184.0 1 24.0 0 31.0 0 53.0 0 18.0 0 5.0 0 
27 254.0 0 89.0 0 79.0 0 108.0 0 54.0 0 8.0 0 
28 464.0 4 34.0 0 62.0 0 123.0 0 96.0 0 6.0 0 
29 241.0 1 17.0 0 46.0 0 84.0 0 58.0 0 6.0 0 
30 199.0 2 18.0 0 124.0 0 35.0 0 116.0 0 55.0 0 
31 249.0 1 15.0 0 69.0 0 62.0 0 89.0 0 6.0 0 
TT: Task Time in Seconds 
EC: Error Count 
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Appendix J 
Statistical Analysis 
J1.1 Participant Ages 
 
J1.2 Mean Age and Standard Deviation 
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J1.3 Age Groups 
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J2 SUS Results by Education 
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J3 Research Question 1 Statistical Results – Compare Task Time to CogTool Prediction  
J3.1 t-Test Results for DMV.CA.gov 
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J3.2 t-Test Results for HealthCare.gov 
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J3.3 t-Test Results for USPS.com 
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J4 Research Question 2 Statistical Results – Compare by Age, Education, & Gender 
J4.1.1 Descriptive Results (Age) – DMV.CA.gov 
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J4.1.2 Descriptive Results (Age) – Health Care.gov 
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J4.1.3 Descriptive Results (Age) – USPS.com
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J4.1.4 ANOVA Results (Age) 
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J4.2.1 Descriptive Results (Education) – DMV.CA.gov 
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J4.2.2 Descriptive Results (Education) – HealthCare.gov 
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J4.2.3 Descriptive Results (Education) – USPS.com
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J4.2.4 ANOVA Results – Education
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J4.3.1 Descriptive Results – Gender 
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J4.3.2 t-Test Results by Website – Gender
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J5 Statistical Results – Task Time & Error Count by Website 
J5.1 Descriptive Results – Task Time by Website 
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J5.2 ANOVA Results – Task Time by Website 
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J5.3 Descriptive Results – Error Count by Website
 
 
J5.4 ANOVA Results – Error Count by Website 
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