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We study examples of Hilbert spaces whose elements are entire functions 
and which have these properties: 
(Hl) WheneverF(z)belongs to thespace and has a nonreal zero w, the func- 
tion F(z) (Z - ~)/(,a - w) belongs to the space and has the same norm as F(z). 
(H2) For each nonreal number w, the linear functional defined on the 
space by F(z) + F(w) is continuous. 
(H3) The function F*(z) =F(Z) belongs to the space whenever F(z) 
belongs to the space, and it always has the same norm as F(x). 
The theory of these spaces is related to the theory of entire functions 
which satisfy the inequality 
/ E(x - iy)l < / E(x + tj$ 
for y > 0. If E( .Z is such a function, we write E(z) = /I(Z) - S(Z), where )
,4(s) and B(z) are entire functions which are real for real z and 
K(w, z) = [B(z) fqw) - A(z) B(w)]/[7r(z - W)]. 
Let S(E) be the set of entire functions F(z) such that 
and such that 
11 F(t)ll” = [+m I F(t)/E(t)12 dt < co 
I) 
I WV < ll~(W a& 4 
for all complex Z. Then X’(E) is a Hilbert space of entire functions which has 
the properties (Hl), (H2), and (H3). The function K(w, Z) belongs to the 
space for every complex number w, and the identit! 
F(w) = <F(t), K(w, t); 
holds for every element F(z) of the space. A Hilbert space whose elements are 
entire functions, which satisfies the axioms (Hl), (H2), and (H3), and which 
contains a nonzero element, is equal isometrically to a space Z(E). 
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The theory of these spaces is due to de Branges [2]. A fundamental problem 
is to determine all subspaces of any given space Z(E) which satisfy the 
axioms (HI), (H2), and (H3). Of particular interest are subspaces which 
contain F(z)/(z ~ 20) whenever F(,z)/(.a - w) belongs to Z(E) and F(z) 
belongs to the subspace. It is known [2] that nontrivial subspaces of this type 
always exist if the given space is not one-dimensional, and that they are 
totally ordered by inclusion. However, there is no known general procedure 
for computing these subspaces from a knowledge of E(z). The problem of 
determining these subspaces is called the structure problem for the given 
space J?(E). The structure problem can be solved only u-hen the given 
space satisfies additional axioms. Several examples of axioms which allow a 
solution have been given, see [2, Chap. 31, [I, 5, 6, and 71, but each example 
must be treated separately. The Gauss spaces, studied in [2] and [6], are so 
named because the solution of the structure problem for those spaces is 
given in terms of Gauss’ hypergeometric function. In this paper, we study 
some new spaces which are also related to the hypergeometric function. The 
axiom for these spaces is similar to the one satisfied by the Sonine spaces, de 
Branges [I], J. and V. Rovnyak [4, 51. Th e aytom implies a recurrence rela- 
tion for the defining functions --l(a) and B(z) of the space. 
THEOREM 1. Let h and k be given positive numbers, h + k and h f 4. 
Let X(E) be a given space, not one-dimensional, such that E*(z) = E(- z). 
Assume that F(,z + i) belongs to the space whenever F(z) belongs to the space and 
that the identity 
;F(t + i) + (k - h)F(t + i)/(h - it), G(t)> 
= (F(t), G(t + i) + (k - h) G(t + i)/(h - it):; 
holds for all elements F(z) and G(z) of the space which vanish at i - ih. Then 
there exist unique numbers u and 2: such that L(z) = A(z) u + B(z) w has 
calue one at -ih and such that the identity 
:‘F(t + i) + (k - h) [F(t + i) - L(t) F(i - ih)]/(h - it), G(t)> 
= <,F(t), G(t + i) + (k - h) [G(t + i) - L(t) G(i - ih)]/(h - it); 
holds for all elements F(z) and G(z) of the space. The number u is real and v 
is imaginary. There exist unique real numbers p, r, and s such that s2 - pr = 1 
and such that 
A(z + i) + (k - h) [A(z + i) - L(z) A(i - ih)]/(h - iz) 
+ rri(k - h) K(i - ih, z) TJ = A(z) s - S(z) r, 
B(x + i) + (k - h) [B(x + i) - L(x) B(i - ih)]/(h - ix) 
+ wi(k - h) K(i - ih, z) u = iA p + B(z) s. 
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These numbers are related by the identity 
h + h - 1 - (h - h)L(ih - i)’ 
= (2h - 1) [A(ih - i) (su - ipv) - B(ih - i) (so + iru)]. 
The limiting spaces obtained when h = 4 are Gauss spaces. The structure 
of these spaces is given by de Branges [2]. An entire function E(z) is said to be 
of Polya class if it has no zeros in the upper half-plane, if it satisfies the 
inequality 1 E(.Y - e)l < 1 E(x + iy)l for y > 0, and if / E(x + iy)l is a 
nondecreasing function of y > 0 for each fixed x. An entire function E(z) 
is essentially of Polya class if X’(E) satisfies the hypotheses of Theorem I. 
THEOREM 2. Let 9(E) be a given space such that F(z + i) belongs to the 
space whenever F(z) belongs to the space. Assume that E*(z) = E(- 2). Then 
there exists an entire function E,(z) of Pdlya class such that 
fog some even entire function S(z) which is real for real z and periodic of period i. 
It follows that a space s(E,,) exists and that the transformation 
F(z) --f S(z)F(z) is an isometry of X(E,J onto Z’(E). The space Z’(E,) 
satisfies the hypotheses of Theorem 1 if X(E) satisfies the hypotheses of 
Theorem 1. In passing from the recurrence relations for A(z) and B(z) to 
those for A,(z) and B,,(z), the only change is to replace u and v by S(i - ih) u 
and S(i - ih) v. 
The Polya class theory yields information about the coefficients of the 
recurrence relations of Theorem I. 
THEOREM 3. In Theorem I, s > 1 and 
lim E(+ + i)/E(iy) = s + \“(s;?--. 
J-f= 
If s > I, then p > 0 and r > 0. 
The structure problem for any given space X(E) requires a study of 
isometric inclusions for spaces of the same type. If X’(E(a)) and #(E(b)) are 
given spaces such that Z(E(a)) is contained isometrically in #(E(b)) and 
E(a, z)/E(b, z) has no real zeros, then there exists a unique matrix-valued 
entire function 
,A(a, b, z) 
i’f(a’ b’ z, = (C(a, b, z) 
B(a, b, z), 
D(a, b, z) ) 
satisfying the matrix identity 
iVZ(a, b, .z) IM(a, b, Z) = I 
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and the matrix inequalit! 
[M(a. b, z) Lu(u, 6, z) ~ I]/@ - 2) ;;3 0 
such that 
(A(b, z), B(b, 2)) = (A@, z), B(a, z)) M(u, b, z). 
In this notation the bar denotes the conjugate transpose of a matrix, and 
0 -1, 
I= (1 0). 
Such a matrix M(a, b, z) of entire functions also exists in certain cases in 
which the inclusion of Z(E(a)) in X(E(b)) is not isometric [2, Theorems 33, 
341. 
THEOREM 4. Let S&E(u)) and #(E(b)) be given spaces such that 
(A(b, z), B(b, z)) = (A(u, z), B(u, z)) M(u, b, z) 
for some matrix-valued entire function M(u, b, z) such that 
M(u, b, z) IM(u, b, z) = Z 
and such that 
[M(u, b, z) I.u(u, b, z) - I]/@ - z) 3 0 
for all complex z. If &?(E(b)) satisfies the hypotheses of Theorem I for some h and 
k, if E*(u, z) = E(u, - z), and ;f X(E(a)) is not one-dimensional, then 
X(E(a)) satisfies the hypotheses of Theorem 1 for the same h and k. 
We construct examples of spaces which satisfy the hypotheses of Theo- 
rem 1. 
THEOREM 5. Let h and k be given positive numbers, h f k and h # 4. 
Define 
W(z) = [P(h - ix)/P(k - iz)]/[P(h)/P(k)]. 
Then for each number a > 0, the set of entire functions F(z) such that 
11 F /I2 = jfa 1 F(t)/W(t)12 dt < co 
-m 
and such that F(z) and F*(z) are of bounded type and of mean type at most a in 
the upper half-plane is equal isometrically to a space X(E(a)) which satisfies the 
hypotheses of Theorem I. The function E(u, .z) is of Pdlya class. The recurrence 
relations of Theorem 1 are satisjed with s(u) = cash a. The space X’(E(a)) is 
contained isometrically in S(E(b)) when a < b. 
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We study the structure problem for a space which satisfies the hypotheses 
of Theorem 1 when s > 1. 
THEOREM 6. Let X(E) be a given space which satisfies the hypotheses of 
Theorem I. =Issume that s > 1, and write E(z) = E(c, z) where c is the unique 
positive number such that s = cash c. Then for every number a, 0 < a < c, 
there exists a unique space *(E(a)), which satisjes the hypotheses of Theorem I, 
such that S(E(a)) is contained isometrically in S(E(c)), such that 
E(a, 0) = E(c, 0), and such that s(a) = cash a. For each fixed z, E(a, z) is an 
absolutely continuous function of a such that 
B(b, zz) - B(a, z) = z ).e A(& z) da(t), 
- 0 
and 
A(b, z) - &a, 2) = - z lb B(t, z) dy(t) 
- (I 
when 0 < a < b < c, where a(t) and y(t) are nondecreasing, absolutely continu- 
ous functions which are dzzerentiable in (0, c) and satisfy the identity 
a’(a) y’(a) = 1, O<a<c. 
The coeficients p(a) and r(a) are absolutely continuous functions of a which 
satisfy the differential equations 
p(a) r’(a) = sinh a = r(a) a’(a), 
p’(a) r(u) - sinh a cash a = 2(/z - h) L(a, ih - i) sinh a 
= sinh a cash a - p(a) r’(u) 
when 0 < a < c. The coeficients u(a) and v(a) are absolute& continuous func- 
tions of a which satisfy the d#erential equations 
u’(a) = ihv(a) (~‘(a) and v’(a) = - ihu(a) r’(a) 
when 0 < a < c. 
The structure problem for the given space is reduced to the problem of 
determining the functions e’(a) and ~‘(a). A solution can be given when 
h = I. 
THEOREM 7. Assume that h = 1 in Theorem 5. Zf E(a, 2) is always chosen 
so as to have value one at the origin, the integral equations of Theorem 6 are 
satis$ed and 
\/y’(a) = cothl($ a) F(k; 8; 1; - sinh-2($ u)) 
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,for a > 0. If k 3 4, then 
,~ qa, 4 t’ r’(a) 
_ &T(k) . - 
2kr(k + 4) 
smh’“(a) zF(k - iz, k + iz; k + 3; - sinh’(& a)). 
If k < 4, then 
= 2-G cot(?rk) sinh”(a) zF(k - ix, k + iz; k + +; - sinh2(;1, a)) 
+ [\j’ir(l - k)/r($ - k)] sinh($ u) coth”(g a) 
x zF(& - iz, 4 + iz; 8 - k; - sinh2(& u)). 
If the solution of the structure problem is known for some h and k, it can 
be obtained with h replaced by h + 1. The construction used here is due to 
J. and V. Rovnyak [5]. 
THEOREM 8. Let h and k be given positive numbers, h f k # h + 1, and 
h#$. 
(A) Let S(E,) be a given space which satisfies the hypotheses of Theorem I 
with h replaced by h + 1. If &‘(E,) has dimension greater than two, then there 
exists u unique space S?(E) such that E*(z) = E( - z) and 
(1 -i~)[B(z)A,(-ih)-3(z)R,(-ih)] 
= B,(z) A,(- ih) - A,(z) I?,(- ih). 
The transformation F(z) + (1 - i(z/h))F(z) is an isometry of Z(E) onto the 
subspuce of S(E,) consisting of those functions which vanish at - ih. The space 
X(E) sutisjies the hypotheses of Theorem I (for the indices h, k) with s = s1 , and 
A,( - ih) u = 1 = B,(- ih) v, k;(- ih, z) = L(x) k;(- ih, - ih). 
(B) Let X(E) be a given space which sutisJies the hypotheses of Theorem I. 
In order that Z’(E) be related to a space 3EP(E,) us in (A), it is necessary and 
sujicient that - iuv > 0. 
(C) Assume that s1 > 1 in (A), so that s1 = s = cash c for some positive 
number c, and write E,(z) = El(c, z), E(z) = E(c, 2). Construct spaces 
#(E,(u)), #(E(u)), 0 < a < c, and functions q(u), ~~(a), a(u), y(a) corres- 
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ponding to the spaces #(El) and Z(E) as in Theorem 6. Then each space 
X(E(a)) is related to X(E,(a)) as in (A), 0 < a < c, and 
for 0 < a < c. 
or,‘(a) = [iv(a)/u(a)]-” y’(a), 
rl’(4 = [WY441” 44 
These constructions give an inductive method of solving the structure 
problem when h is an integer. The solution of the problem is not known 
when h is not an integer. This paper is an extension of my Purdue disserta- 
tion under the direction of L. de Branges. 
Proof of Theorem 1. Let P(z) be the choice of an entire function which has 
value 1 at - ih such that [F(z) - P(z) F( - ih)]/(h - iz) belongs to the space 
whenever F(z) belongs to the space. Since we assume that F(z + i) belongs 
to the space whenever F(z) does, the transformation 
F(x) +F(z + i) + (K - h) [F&z + i) - P(z)F(i - ih)]/(h - ix) 
is everywhere defined in the space. Since the transformation has a closed 
graph, it is bounded. By hypothesis, the expression 
(F(t + i) + (k - h) [F(t + i) - P(t)F(i - ih)]/(h - it), G(t)), 
- (F(t), G(t + i) + (k - h) [G(t + i) - P(t) G(i - ih)]/(h - it)> 
vanishes for all elements F(z) and G(z) of the space which vanish at i - ih. 
Note that this expression depends continuously on F(z) for each fixed G(z). 
If F(x) and G( z are interchanged, the resulting expression is conjugated and ) 
multiplied by - I. Since we assume that h f K, the expression is of the form 
(h - h) c(i - ih) (F(t), Q(t):\ - (k - h)F(i - ih) (Q(t), G(t)) 
for some fixed element Q(z) of the space. The function 
L(z) = P(z) - (h - iz) Q(z) 
has value one at -ih, [F(z) - L(z)F(- ih)]/(h - iz) belongs to the space 
whenever F(z) belongs to the space, and the difference-quotient identity 
(F(t + i) + (K - h) [F(t + i) - L(t)F(i - ih)]/(h - it), G(t)> 
= (F(t), G(t + i) + (k - h) [G(t + i) - L(t) G(i - ih)]/(h - it) j 
holds for all elements F(z) and G(z) of the space. Since we assume that 
E*(z) = E( - x), F*( - z) belongs to the space whenever F(z) belongs to the 
space, and it always has the same norm as F(z). Since L*( - z) has value one 
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at -i/z, it follows that the last identity remains valid whenL(z) is replaced by 
L*(- a). So the function [L(z) - L*(- z)]/(k - ia) belongs to the space and 
the identity 
F(i - ih) -;[L(t) - L*(- t)]/(h - it), G(t); 
= G(i - ih) (F(t), [L(t) - L*(- t)]/(h - it),. 
holds for all elements F(z) and G(n) of the space. When 
F(z) = G(z) = K(i - ih, z), 
the identity implies that the number 
([L(t) - L*(- t)]/(h - it), K(i - ih, t)> = L(i - if?) - L(i - ih) 
is real and hence zero. It follows that [L(z) - L*(- z)]/(h - iz) is orthogonal 
to every element of the space and that L(z) = L*( - x). 
When F(z) = K(ol, z) and G(z) = K(jI, z), the difference-quotient identity 
reads 
F(fi + i) + (k - h) [F(P + i) - JQ) F(i - ihI/@ - ifi) 
= G(a + i) + (k ~ h) [C(a + i) - t(a) G(i - ih)]/(h + 6). 
An equivalent identity is 
K(w, x + i) + (k - h) [K( w, z + i) - L(z) K(w, i - ih)]/(h - iz) 
= K(w + i, z) + (k - h) [K(w + i, z) - E(w) K(i - 22, z)]/(h + it%). 
It follows that 
J(w) B(z + i) + (k - h) J(w) [B(z + i) - L(z) B(i - ih)]/(h - iz) 
- B(w) A(z + i) - (k - 12) B(w) [A(2 + i) - L(z) A(i - ih)]/(h - iz) 
= B(z) A(w + i) + (k - h) B(z) [A(w + i) - L(w) 2(i - ih)]/(h + A?+) 
- 9(z) B(w + i) - (k - h) A(z) [B(w + i) - L(w) B(i - ih)]/(h + is) 
+ 7ri(k - h)L(z) K(w, i - ih) - 77i(k - h)E(w) K(i - ih, 2). 
Since A(z) and B(z) are linearly independent, the identity implies that the 
functions 
and 
A(z + i) + (k - h) [A(.2 + i) - L(z) ,4(i - ih)]/(h - iz) 
B(z + i) + (k - h) [B(x + i) - L(a) B(i - ih)]/(h - iz) 
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are linear combinations of the functions -4(z), B(z), L(z), and K(i - ih, z). A 
contradiction is obtained on assuming that these four functions are linearly 
independent and making corresponding substitutions in the identity. We can 
therefore conclude that the functions are linearly dependent. Since we assume 
that the space is not one-dimensional, the functions -4(z), B(z), and 
K(i - i/z, z) are linearly independent. It follows that 
L(z) = A(z) 24. + B(z) v + XK(i - ih, z) 
for some numbers u, v, and h. Substitution in the identity will show that h is 
real. Since 
7r(h - ix) K(i - i/z, z) 
= - i[B(z) J(i - ih) - -4(z) B(i - ih)] + 7r(2h - 1) K(i - ih, z), 
where h # 4 , and since we can add a real multiple of (h - iz) K(i - ih, z) to 
L(z) without changing the defining property of the function, we can choose 
L(z) so that ;\ = 0. SinceL*(z) = L( - z) and E*(z) = E( - a), II is real and v 
is imaginary. The identity now reads 
X(w) B(z + i) + (R - h) J(w) [B(z + i) - L(z) B(i - ih)]/(h - i.2) 
- B(w) 9(z + i) - (k - h) B(w) [A(z + i) - L(z) A(i - ih)]/(h - iz) 
+ rZ(z) B(w + i) + (K - h) A(z) [B(w + i) - E(w) B(i - ih)]/(h + ifi!) 
- B(z) if(w + i) - (K - Iz) B(z) [J(w + i) -L(w) J(i - ih)]/(h + it%) 
= - 77i(k - h) J(w) K(i - ih, z) u + xi(k - h) B(w) K(i - ih, 27) v 
+ ri(k - h) A(z) K(w, i - ih) u + ni(k - h) B(z) K(w, i - ih) v. 
Since /J(z) and B(z) are linearly independent and real for real z, there exist 
real numbers p, r, and s such that the desired recurrence relations hold. These 
relations can be written 
(1 - h - iz) (k - iz) A(z + i) = u(z) A(z) + c(z) B(z), 
(1 - h - iz) (k - iz) B(z + i) = b(z) A(z) + d(z) B(z), 
where 
a(x) = (k - h) A(i - ih) u(1 - h - ix) 
- (R - h) B(i - ih) v(h - iz) + s(h - iz) (I - h - ix), 
b(z) = - (2h - 1) (k - h) B(i - 272) u + ip(h - iz) (1 - h - iz), 
c(z) = - (2h - 1) (k - h) A(i - 2%) v - ir(h - iz) (1 - h - iz), 
d(z) = (k - h) B(i - ih) v(l - h - iz) 
- (k - h) A(i - 32) u(h - iz) + s(h - iz) (1 - h - 227). 
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Starring each side of the equations and replacing .a by z + i, we obtain 
(h - iz) (1 - k - ix) A(z) == a*(z + i) r2(z + i) + c*(z + i) B(x + i), 
(h - iz) (1 - k - iz) B(z) = b*(z + i) A(z + i) + d*(z + i) B(z + i). 
It follows that 
(h - iz) (1 - h - iz) (k - iz) (1 - k - iz) ,4(z) 
= [a*(z + i) U(Z) + c*(z + i) b(z)] A(z) 
+ [a*(~ + 4 44 + c*@ + i) +)I 44, 
(h - iz) (1 - h - iz) (k - iz) (1 - k - iz) B(z) 
= [b*(z + i) a(z) + d*(z + i) b(z)] A(z) 
+ [b*(z + i> c(z) + d*(z + i) 441 q4. 
Since 
a*@ + i) = d(z), 6*(2 + i) = - b(z) 
c*(z + i) = - c(z), d*(z + i) = a(z), 
these equations reduce to the condition 
(h - iz) (1 - h - ix) (k - iz) (1 - k - iz) = a(z) d(x) - b(z) C(Z). 
On comparing the coefficient of the highest power of z on each side of the 
equation, we obtain s2 - pr = 1. The equation now reduces to the identity 
stated at the end of the theorem. 
If L,(z) is a linear combination of a(z) and B(z) which has the same pro- 
perties as L(z), then [L(z) - L,(z)]/(h - iz) belongs to X(E) and 
F(i - ih) ([L(t) - L,(t)]/(h - it), G(t)) 
= G(i - ih) (F(t), [L(t) - L,(t)]/(h - it)> 
for all F(x) and G(z) in Z(E). It follows that [L(x) - L,(z)]/(h - iz) is 
orthogonal to all elements of X(E) which vanish at i - ih. So 
L(z) - L,(z) = h(h - iz) K(i - ih, z) 
for some number A. Since A(z), B(z), and (h - iz) K(i - ih, a) are linearly 
independent, it follows that X = 0 and L,(z) = L(z). This proves that the 
numbers IL and v are unique. The recurrence relations now imply that the 
numbers p, r, and s are unique. 
Proof of Theorem 2. The proof draws on some information [2] con- 
cerning analytic functions which are of bounded type in the upper half-plane. 
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Since [F(x) E(eu) - E(z)F(w)]/(z - W) belongs to the space whenever F(z) 
belongs to the space, and since we assume that F(z + z) belongs to the space 
whenever F(z) does, we can conclude that 
[F(z + i) E(w) - E(z + i)F(w)]/(z + i - w) 
belongs to the space whenever F(z) does. It follows that E(z + i)/E(z) is of 
bounded type and of nonpositive mean type in the upper half-plane. If F(z) 
belongs to the space, then F(z)/E( z is of bounded type and of nonpositive ) 
mean type in the upper half-plane. This implies that F(z + i)/E(z + i) is of 
bounded type and of nonpositive mean type in the half-plane. Since F(z + z) 
belongs to the space whenever F(z) belongs to the space, F(z + i)/E(z) is of 
bounded type in the upper half-plane. Since 
F(z + WC4 = [W + i)lE(z + ;)I L-Q + $@)I, 
the mean type of F(z + i)/E(z) does not exceed the mean type of 
E(.z + i)/E(z). S’ mce the range of the transformation F(z) +F(z + ;) is the 
full space, there exist elements F(z) of the space such that F(z + i)/E(z) has 
zero mean type. It follows that E(z + i)/E(z) has zero mean type in the upper 
half-plane. 
Since F*(z) belongs to the space whenever F(z) belongs to the space, 
[F(% + i) E(w) - E(% + i)F(w)]/(z + i - ti) belongs to the space whenever 
F(z) does, for every complex number w. This implies that E(,% + i)/E(z) is of 
bounded type in the upper half-plane. If (zn) is the sequence of zeros of E*(z), 
then 3)n > 0 for every n and (z, + i) is the sequence of zeros of E(% + i)/E(x) 
in the upper half-plane. Since E*(z)/E( z IS ) . b ounded by one in the half-plane, 
its mean type is equal to - 27 for some nonnegative number 7. By the 
factorization of functions of bounded type, Theorem 8 of [2], 
c (1 + Yn)/hZ + (1 +yJ21 < 02. 
Since the sequence of numbers (z,, + i)/xn is bounded, it follows that 
I(1 + YnM~n” + Yn’) < CfJ- 
This is the condition for convergence of the product 
E,(z) = exp(- zk) n (1 - z/Q exp(h,z), 
where 
h2 = &&?I2 + Yn"). 
By problem 9 of [2], E,,( z is an entire function of Polya class. Since the zeros ) 
of E,,(z) coincide with the zeros of E(z), S(Z) = E(z)/E,,(z) is an entire func- 
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tion which has no zeros. Since E*(z) = E(- z), the zeros of E(z) are sym- 
metrically placed about the imaginary axis. It follows that E,*(z) = E,,- z) 
and that S*(Z) = S(- z). Since 
s*b4/w = [E*(z)lE(z)ll[E,*(z)lE,(z)l 
is an entire function which has absolute value one on the real axis, which is of 
bounded type in the upper half-plane, and which has zero mean type in the 
half-plane, it is a constant. Since S(Z) is real on the imaginary axis, the con- 
stant is equal to one. Since 
Sk + i)lW4 = [E(z + Q’WlI[E,,(~ + ~)/&,(~)I, 
where E(z + i)/E(z) and E,,(z + i)/E,( z are of bounded type in the upper ) 
half-plane, S(Z + i)/S(z) is an entire function which is of bounded type in 
the upper half-plane. Since E(zz + i)/E(z) and E,(z + i)/&(z) have zero mean 
type in the half-plane, S(Z + i)/S(z) h as zero mean type in the upper half- 
plane. A similar argument will show that S(.z - i)/S(z) is of bounded type 
and of zero mean type in the upper half-plane. Since S(Z + Q/S(z) has no 
zeros, it is a constant. Since S(Z) = S(- z), the constant is I or - 1. Since 
S(Z) is real on the imaginary axis and has no zeros, it cannot change sign on 
the imginary axis. It follows that S(Z + i) = S(Z). 
Proof of Theorem 3. First note that E(z) has no real zeros. For if there 
existed a real zero w of E(z), then w would be a zero of every element of 
S(E). SinceF(z + i) belongs to the space whenever@) belongs to the space, 
this would imply that w + i is a zero of every element of the space. But 
K(w + i, Z) is an element of the space which has a nonzero value at w + i. 
By Theorem 2 we may assume that E(z) is of P6lya class and has value 1 
at the origin. Let h be a solution of the equation ,V -- 2Xs + I = 0. Let 6’ 
and k’be numbers, not both zero, such that 
SC: + ipT,’ zzz AC; and s[f - iyc: = Xr;‘. 
Then the function P(z) = d(z) 1: + B(z) Zr satisfies the recurrence relation 
P(z + i) + (k - h) [P(z + i) - L(z) P(i - ih)]/(h .- i,z) 
+ 77i(k - A) K(i - ih, z) (vii: + UV) = XP(z). 
We show that s2 3 1. Argue by contradiction, assuming that 3 < 1. Then 
l/u is a nonzero real number, and X is a nonreal number of absolute value 1. 
It follows that P(Z) and P(- Z) are linearly independent. By Theorem 29 of 
[2], P(z) does not belong to the space. By the proof of Theorem 22 of [2], 
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for every element F(z) of the space. The recurrence relation for P(Z) now 
implies that 
But P(z) has only real zeros, P(a) and P*(a) are linearly dependent, and 
P(z)/E(z) is bounded in the upper half-plane. By Problem 34 of [2], P(z) is 
of Polya class. By the proof of Theorem 15 of [2], there exists a nondecreasing 




w4 7r --r, (t - x> + y” 
for y > 0. Assume for definiteness that c’ and V are chosen so that U > 0. 
Then V is real and P(0) is positive. Choose #(.x) so as to have value zero at 
the origin. Then 
Re i P’(- 2) y 
J 
.+= d*(- *I -=- 
&y-z) Tr --SC (t - .x.)2 + J’” 
for y > 0. Since P(z) and P(- z) are linearly independent linear combina- 
tions of A(z) and B(z) with real coefficients, the real part of one of the 
functions iP(z)/P( - z) and iP( - z)/P( z is nonnegative in the upper half- ) 
plane. Since we can replace h by x in the above construction, we need only 
consider the case in which the real part of iP(z)/P(- z) is nonnegative in the 
half-plane. By the proof of Theorem 15 of [2], 
for y > 0, where 
for all real x. The logarithms are defined continuously in the upper half-plane 
so as to have real limits as z goes to zero. It follows that 
Re i log[P(z + i)/P(z)] - Re i log[P(- z - i)/P(- z)] 
1 =- -+m (t - .+ - y(y + 1) #(t) + #(- t> dt 
T I . -,= (t - x)” + (Y + I)* (t - x)” +y‘J 
for y > 0. Since 
h& P(iy + i)/P(iy) = A and lim P(- + - i)/P(- iy) = Ji, 
.w+m 
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and since the integral on the right has limit zero, we can conclude that h2 
is positive, which is contrary to construction. This completes the proof that 
s3 3 1. 
It now follows that A is real. Ifs 2 + 1, choose the root h and the numbers U 
and T7 so that CT is real, F is imaginary, and iL’Z! > 0. Then 
for y > 0. A space X’(P) exists and coincides as a set with s(E), since the 
kernel functions for X(P) are just the corresponding kernel functions for 
3?(E) multiplied by iVU. It follows that lim,,+,F(j’)/P(iy) = 0 for every 
element F(z) of 3(E). The recurrence relation for P(z) now implies that 
Since P(z)/&) is of bounded type and of zero mean type in the upper 
half-plane, since it has no zeros in the half-plane, and since it is real on the 
imaginary axis, 
lim [P(;U + i)/P(iy)]/[E(zj~ + i)/E(+)] = 1 3’++YT 
by Problem 208 of [2]. It follows that 
JlTgE(iy f g/&Y)1 = A. 
Since E(z) is of P6lya class and is real on the imaginary axis, X 3 1. It follows 
thats>l,thath=s+.\/s2_1,andthatp>Oandr>O. 
If s2 = 1 then p or r is zero. We assume for definiteness that r = 0 but the 
argument is similar in the other case. If A(x) does not belong to X(E), then 
the recurrence relation for this function implies that 
If A(z) belongs to &F’(E), then B(z) does not and the recurrence relation for 
B(z) implies that 
,!l$ B(iy + i)/B(iy) = s. 
Since A(z)/+) and B(z)/E(z) are of bounded type and of zero mean type 
in the upper half-plane, and since they have no zeros in the half-plane, we 
can conclude by Problem 208 of [2] that 
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in either case. Since E(z) does not change sign on the imaginary axis, s = 1. 
This completes the proof of the theorem. 
Proof of Theorem 4. We prove the theorem first in the case that X(E(a)) 
is contained isometrically in X(E(b)). We need only show that F(z + ;) 
belongs to #(E(a)) whenever F(z) belongs to #(E(a)). Let r be the mean 
type of E(a, z)/E(b, Z) in the upper half-plane. Then the function 
f(z) = exp(k) E(a, z)/E(b, z) 
is of bounded type and of zero mean type in the half-plane. Since it has no 
zeros in the half-plane, 
lim If(ir + Uf(iy)I = 1 
y-t+= 
by Problem 208 of [2]. By Theorem 3 we can conclude that 
Since [F(Z) E(a, w) - E(a, z)F(w)]/(z - w) belongs to *(E(a)) whenever 
F(z) belongs to #(E(a)), it belongs to &‘(E(b)) whenever F(z) belongs to 
#(E(b)). Since F(x + ;) belongs to X’(E(b)) whenever F(z) belongs to 
S’(E(b)), we can conclude that 
[F(z) E(a, w + i) - E(u, .z + i)F(w)]/(z - w) 
belongs to &(E(b)) whenever F(z) belongs to #(E(b)). It follows that 
F +% (1 + t2)-’ I E(u, t + i)/E(b, t)12 dt < co, - -m 
that E(u, x + i)/E(u, Z) is of bounded type in the upper half-plane, and that 
E(u, f + i)/E(u, Z) is of bounded type in the upper half-plane. The hypo- 
theses imply that E(u, z)/E(b, z) h as no real zeros. By Theorem 26 of [2], 
[F(z) E(a, w + 4 - E(a, z + QF(w)l/(z - w) 
belongs to X(E(u)) whenever F(z) belongs to X(E(u)). By (H3) 
[F(z) E(u, w + i) - E(u, 5 + i)F(w)]/(z - w) 
belongs to X(E(u)) whenever F(z) belongs to X(E(u)). It follows that 
K(u, w, z + i) belongs to #‘(E(u)) for every complex number w. Since the 
finite linear combinations of the functions K(u, w, Z) are dense in X(E(u)), 
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and since the transformation F(z) +F(z -t i) is bounded in *(E(b)), 
F(z + L’) belongs to Z(E(a)) whenever F(z) belongs to S(E(a)). The theorem 
follows in the case that #(E(a)) IS contained isometrically in *(E(b)). 
It remains to prove the theorem in the case that Z(E(a)) is not contained 
isometrically in %(,5?(b)). By Problem 102 of [2], it is sufficient to consider the 
case in which *(E(a)) coincides with Y(E(b)), the inclusion of #(E(a)) in 
#(E(b)) does not increase norms. and M(a, b, Z) is of the form 
for some real numbers OL, /3, y, not all zero, such that 01 3 0, y > 0, and 
ay = fi*. Since E*(a, a) = E(a, - s) and E*(b, .a) = E(b, - a), fi = 0 and 
either OL or y is zero. We assume for definiteness that u = 0, but a similar 
argument can be given in the other case. Then 
s-l@, z) = .4(b, 2) -+ pB(b, .z), 
and B(a, Z) = B(b, Z) belongs to A‘(E(b)). F rom the recurrence relations for 
_4(b, Z) and B(b, a), we see that the function L4(b, z)p(b) + B(b, z) s(b) 
belongs to *(E(b)). Since E(b, Z) cannot belong to #(E(b)), p(b) = 0. If we 
define u(a) = u(b) and 
v(u) = v(b) + &p(b), 
then U(U) is real, v(a) is imaginary, and the function 
L(u, z) = rl(u, z) u(u) + B(u, z) V(U) 
-= L(b, z) + p(b) (2 + i/z) B(b, z) 
has value one at --ih. Since the transformation 
F(z) -bF(z + i) + (k - h) [F(z + i) - qu, .z)F(i - ih)]/(h - iz) 
is everywhere defined in Z’(E(u)) and has a closed graph, it is bounded. 
A straightforward calculation using the recurrence relations for A(b, a) and 
B(b, Z) will show that A(u, a) and B(a, Z) satisfy the recurrence relations 
with p(u) = 0, s(u) = s(b), and 
Y(U) = r(b) - p(b) + 2(k - h) v’-2(b, ih - i) u(b) - iy*B(b, ih - i) u(b). 
By the proof of Theorem 1, the identity 
<F(t + i) + (k - h) [F(t + i) - qu, t)&i - ih)]/(h - it), G(t)),(,) 
= <F(t), G(t + i) + (k - h) [G(t + i) - L(u, t) G(i - ih)]/(h - it)),(,) 
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holds whenever F(x) and G(z) are finite linear combinations of the functions 
K(a, w, z). The theorem follows since such finite linear combinations are 
dense in #(E(a)). 
Proof of Theorem 5. The set s(u) of such entire functions is clearly a 
vector space over the complex numbers. By Problem 243 of [2] and the 
recurrence relation T(z + 1) = X(Z) for the gamma function, ll’(z) is of 
bounded type and of zero mean type in the upper half-plane. By the proof of 
Theorem 20 of [2], the inequality 
I F(x + ir)/W(x + i)12 G IIF II2 eq@yM4~y) 
holds for every element F(z) of the space when y > 0. It is clear from the 
definition of the space that it containsF*(z) whenever it containsF(z) and that 
F*(z) always has the same norm as F(z). It is easily verified that F(z + i) 
belongs to the space whenever F(z) belongs to the space and that 
llqt + i)ll” = J-+m / F(t + i)/?v(t)l” dt -m 
= c’” l(h - it)@ - it)/” / F(t + i)/W(t + i)l’ dt 
cc 
G (hM2 I+” I F(t + i)/W(t + ;>I” dt 
< (h/h)2 I/ ~~t)llz exp(2u). 
Completeness of the space now follows as in the proof of Theorem 21 of [2]. 
It is easily verified that the space satisfies the axioms (Hl), (H2), and (H3). 
Let n be any nonnegative integer such that n > k - h. Then the space 
contains every entire function F(z) such that z”F(z) belongs to the Paley- 
Wiener space of entire functions G(z) such that 
s +m 1 G(t)j2 dt < 03 --D 
and such that G(z) and G*(x) are of bounded type and of mean type at most 
a in the upper half-plane. It follows that the space is infinite dimensional. 
By Theorem 23 of [2], the space X is equal isometrically to a space X(,9(a)). 
Since F(z)/(z - w) belongs to the space whenever F(z) belongs to the space 
and has a real zero w, E(u, Z) has no real zeros. It is easily verified that F( - Z) 
belongs to the space whenever F(Z) belongs to the space and that it has the 
same norm as F(z). By Theorem 47 of [2], the function E(a, Z) can be chosen 
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so that E*(a, x) = E(a, - x). By the Mellin form of the Palev-1Viener 
theorem [I], every element F(z) of the space has a representation 
F(z) = W(X) jr f(f) t-t+i2 dt 
for y > 0, wheref(x) belongs toL2(0, co) and vanishes for 0 < x < exp(- a) 
and where 
/IF 11” = 277 J lf(t)l’ dt. 
0 
If F(z) vanishes at i - i/z, F(.z + ;) (k - iz)/(h - zk) belongs to the space and 
has the Nlellin representation 
F(z + i) (k - iz)/(h - ix) = H”(z) j= t-y(t) t-f+iz dt 
0 
for y > 0. The hypotheses of Theorem 1 can now be verified since multiplica- 
tion by I/X is a symmetric transformation in L2(0, 00). 
Since E(a, z) is of bounded type in the upper half-plane, it is of Polya 
class by Problem 34 of [2]. Since it has mean type a in the half-plane, by 
Theorem 3 and Problem 208 of [2] we obtain 
s(u) + \.‘~(a)’ - 1 = ,!ilT E(u, iy + i)/E(u, iy) = exp a, 
and s(u) = cash a. 
Proof of Theorem 6. By Theorem 40 and Problem 178 of [2], there exists a 
family of spaces A?(E(u)), c_ < a < c, with these properties: 
(1) E*(u, z) = E(u, -2) for every index a. 
(2) E(t, w) is a continuous function of t for every w and 
..b 
B(b, z) - B(u, 2) = z J A(t, x) da(t), 
R 
A@, z) - &, z) = - z jb B(t, z) dY(t) 
a 
whenever c- < a < b < c, where a(t) and y(t) are nondecreasing, absolutely 
continuous functions defined on (CC , c]. 
(3) lim K(t, w, w) = 0 as t I c- for all complex w. 
By Problem 141 of [2], 
(A(b, z), B(b, z)) = ($a, z), B(u, z)) M(u, b, z) 
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when c- < a < b < c, where M(a, b, z) is a matrix-valued entire function 
which satisfies the hypotheses of Theorem 4. By that theorem, the space 
X(E(a)) satisfies the hypotheses of Theorem 1 when a < c and Z(E(a)) is 
not one-dimensional. Let 
J 
.e 
T(U) = - t.‘L’(t) y’(t) dt + c 
(I 
for c- < a < c. By Problems 127 and 143 of [2], the mean type of 
E(b, x)/E(a, z) in the upper half-plane is equal to ~(6) - ~(a) when 
c- < a < b < c. By Problem 208 of [2], 
~JFJW, jr + ww, bw[-w, i + W(a, ir)l 
= exp[T(b) - T(U)]. 
By Theorem 3, 
[s(a) + t’s(a)2 - I] exp 7(b) = [s(b) + dam - I] exp T(U) 
when #(E(a)) is not one-dimensional. Since T(C) = c, s(c) = cash c, and 
s(c) + $qq-? = p ex c, it follows that s(t) + dv = exp T(t) and 
that s(t) = cash T(t) when c- < t 6 c and .%?(E(t)) is not one-dimensional. 
Since T(t) is absolutely continuous, so is s(t). 
When z = 0, the recurrence relations for A(t, x) and B(t, z) read 
where 
1 = A(& - ih) u(t) + qt, - 272) v(t). 
By eliminating v(t) from the first relation, we find that u(t), and hence v(t), 
is an absolutely continuous function oft. The recurrence relations now imply 
that p(t) and r(t) are absolutely continuous functions of t. The derivatives of 
p(t), r(t), s(t), u(t), and v(t) exist at all points where the derivatives of a(t) 
and y(t) exist. As in the proof of Theorem 1, the recurrence relations can be 
written 
(1 - h - iz) (k - iz) A(t, z + i) = a(t, z) A(& z) + c(t, z) B(t, z), 
(1 - h - iz) (k - iz) qt, z + i) = b(t, 2) A(t, z) + d(t, z) qt, z) 
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where a(t, z), b(t, z), c(t, z), and d(t, z) are quadratic polynomials in z whose 
coefficients are absolutely continuous functions of t and are differentiable at 
all points where a’(t) and y’(t) exist. Since 
-‘r(t, 2) = - dqf, z) y’(f) and B’(f, z) = zA(t, 2) Lx’(t) 
whenever a’(t) and y’(t) exist, we obtain equations 
- (2 + i) (I - h - ix) (k - iz) B(f, z + i) y’(f) 
= a’(f, z) A(f, 2) + c’(f, z) B(f, z) 
- za(t, z) B(f, z) y’(f) + zc(f, .z) d(t, z) a’(t), 
(2 + i) (1 - h - k) (k - iz) A@, .z + 2.) CC’(t) 
= b’(f, z) A(f, z) + d’(t, x) B(t, 2) 
- zb(t, 23) qt. z) y’(f) + .zd(t, z) A(t, z) a’(t) 
whenever a’(t) and y’(t) exist. \Ve can now eliminate A(t, z + j) and 
B(t, x + i) from the equations to obtain 
- (2 + 4 [@, 4 A(f, 4 + d(f, 4 B(t, 41 y’(t) 
= a’(f, z) A(f, z) + c’(t, z) B(f, z) 
- za(t, 2) B(f, z) y’(t) + zc(t, 2) A(f, 2) a’(f), 
(2 + i) [a(4 2) -w, 2) + c(t, 2) qt, 41 a’(f) 
= b’(t, z) A(f, .z) + d’(f, z) B(f, a) 
- zb(t, z) B(t, .z) y’(t) + zd(t, .z) A(f, 22) d(t). 
If the dimension of the space X(E(t)) is greater than three, -4(t, z) and B(t, z) 
can satisfy no nontrivial linear relation with cubic polynomials as coefficients. 
In this case it follows that 
a’(f, 2) = - zc(f, 2) a’(f) - (z + i) b(f, 2) y’(t), 
b’(f, 2) = - .zd(t, z) a’(t) + (z + i) up, 2) c%‘(t), 
C’(f, .2j = ZU(~, Z) +(f) - (Z + i) d(f, Z) y’(f), 
d’(t, 2) = zb(t, z) y’(f) + (z + i) c(t, z) a’(f). 
By comparing the coefficients of .z’ and z3 on each side of the differential 
equations, we obtain 
p(t) y’(t) = s’(t) = r(t) a’(t). 
The equations now reduce to the conditions 
u’(t) = ihw(t) a’(t), w’(t) = - ihu(t) y’(t), 
p’(t) Y(f) - s(t) s’(f) = 2(k - h)L(f, ih - i) s’(t) 
= s(t) s’(t) - p(t) Y’(f). 
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Since 7(t) is nondecreasing, the set on which 7(f) > 0 is an interval (c+ , c], 
where c- < c, < c. The differential equations are valid on this interval, 
because the domain of multiplication by z in Z(E(t)) is dense in Z(E(t)) 
and hence the space is infinite dimensional if C, < t < c. For if this was not 
the case, either A(t, Z) or B(t, z) would belong to %‘(E(t)) since 
E*(t, Z) = E(t, - 2). Since s(t) = cash r(t) > 1, p(t) f 0 and r(t) # 0 and 
the recurrence relations would imply that E(t, .a) belongs to X(E(t)), which is 
impossible. The differential equations now imply that a(t) and y(t) are abso- 
lutely continuous functions of 7(t) on (c+ , c]. We can therefore choose the 
parametrization so that 7(t) = t on this interval. By Problem 127 of [2], we 
then have a’(t) y’(t) = 1 on this interval. The differential equations now have 
the required form in (c+ , c). The equations imply that the functions a(t), 
Y(t), P(t), w, 4% and v(t) are differentiable in (c+ , c). Since the domain of 
multiplication by z in #(E(t)) is dense in *(E(t)) for c, < t < c, it follows 
that X(E(a)) is contained isometrically in *(E(h)) when c+ < a < b < c. It 
remains to show that c+ = 0, or equivalently, that c_ .< 0. We assume in the 
rest of the proof that E(z) is of Polya class and that E(0) = 1. This is per- 
missible by Theorem 2 and the fact that E(0) f 0. \Ye show that c_ = 0 if 
c- 2 0. 
By Theorem 41, Problem 157, and Problem 164 of [2], there exists an even 
entire function S(Z), which is real for real z and has no zeros, such that 
S(Z) = lim E(t, .a) as t \ c- for all complex z and such that E(z)/S(z) is of 
Polya class. Since we assume that E(x) is of Polya class and since E(t, 2)/E(z) 
is of bounded type in the upper half-plane, E(t, .s) is of Polya class for every 
index t by Problem 34 of [2]. It f 11 o ows that S(Z) is of Polya class. Since 
E(t, 2)/S(z) is of Polya class and since 
,!i~~ E(t, iy $ i)/E(t, iy) == exp t 
by Theorem 3, we have 
< exp t. 
Since S(Z) is even, real for real Z, and has no zeros, the factorization for func- 
tions of Polya class, Theorem 7 of [2], now implies that S(Z) is a constant. 
Since E(t, 0) = E(0) = 1 for every index t, S(Z) = 1. We have shown that 
lim E(t, Z) = 1 as t L c- for all complex Z. We show next that lim u(t) = 1 
as t L c- . 
Suppose first that - k(d) o(d) > 0 for some index d. Since 
[- iu(t) v(t)]’ = h(t)2 a’(t) - h(t)2 y’(t) < 0 
530 BOLSTEIN 
for all t, - k(t) a(t) is a nonincreasing function of t. It follows that 
~ k(t) z(t) > 0 for all t < d. By Theorem 8(A) and (B), there exist spaces 
X(&(t)), c- < t < d, which satisfy the hypotheses of Theorem 1 with h 
replaced by h + 1 and si(t) = cash t, such that F(z) + (1 - k/h) F(z) is an 
isometry of X(E(t)) onto the subspace of X(El(t)) consisting of those 
functions which vanish at --i/z. By the proof of Theorem 8(C), E,(t, .s) is a 
continuous function of t for each Z, and there exist nondecreasing absolutely 
continuous functions al(t) and yl(t) defined on (c- , d] such that the integral 
equations 
B,(b, 2) - B&z, z> = z j* A,@, z) dol,(t), (I 
A,@, z) - iZ,(a, z) = - z (.* B,(t, z) dyl(t) 
-cl 
hold when c- < a < b < d. Since we assume that c- > 0, the intersection 
of the spaces *(E(t)), c- < t < c contains no nonzero element. It follows 
that the intersection of the spaces Z(E,(t)), c- < t < d, has dimension 0 or 1. 
Since E,(t, z)/E(t, z) is of bounded type in the upper half-plane, E,(t, Z) is of 
Polya class. Since E1*(t, 2) = Er(t, - .z) and E,(t, 0) = I, an argument 
given earlier in the proof will show that lim E,(t, z) = 1 - iolz as t ‘4 c_ , 
where OL > 0. In particular, lim A,(t, x) = 1 as t L c- . Since 
A,(t, - ih) u(t) = 1 
by Theorem 8(A), it follows that lim u(t) = 1 as t L c- . The same conclusion 
can be obtained if - h(t) v(t) < 0 for all t. 
Since - k(t) v(t) increases as f decreases, we then have - k(t) v(t) < 0 
for all t, and lim - iu(t) a(t) exists as t h c- , Since 
A(t, - ih) u(t) = A(t, - it?)” u(t)’ + A(t, - i/z) B(t, - ih) u(t) v(t) 
where lim E(t, Z) = 1 as t L c- , we obtain 
him[A(t, - 272) u(t) - ,qt, - i/z)” u(t)‘] = 0. 
It follows that lim A(t, - ih) u(t) exists as t L c- and is either zero or one. 
So lim u(t) exists as t \ c- and is either zero or one. We argue by contra- 
diction to show that the limit cannot be zero. Since 
I = lqf, - ih) u(t) + ll(t, - 2%) v(t), 
this would imply that lim B(t, - ih) v(t) = 1 as t L c- . Since 
iB(t, - ih) > 0, it would follow that - iv(t) > 0 for small values of t. Since 
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we assume that - in v(t) < 0 and since u(t) and v(t) are continuous, we 
then have u(t) < 0 and - iv(t) decreases as t decreases. This is not possible 
because it implies that lim B(t, - ih) o(t) = 0 as t I cP . From this contra- 
diction we deduce that lim u(t) = I in all cases as t ‘4 cP . 
It follows that lim B(t, - ik) v(t) = 0 as t \ c- . Since the integral 
equation for A(t, x) and B(t, z) implies that 
f&B(“, z)/B(r, - ih) = izp, 
we can conclude that 
ll\T B(t, 22) w(t) = 0 and 
- 
hireK(t, i - ih, 2) a(t) = 0 
for all complex a. From the recurrence relations for =;l(t, z) and B(t, .z) when 
z = 0, we obtain lim s(t) = 1 as t L c- . Since s(f) = cash t, it follows that 
C- = 0. 
Proof of Theorem 7. When h = 1 we have L(a, ih - i) = ~(a), and the 
identity at the end of the statement of Theorem 1 reads 
k - (k - 1) U(CZ)” = cash(a) u(u) - $(a) v(u), 
where 
ip(u) w(u) = sinh(u) U’(U) 
by Theorem 6. It follows that the functionf(u, z) = B(u, z) t’/(u) satisfies 
the equation 
Z2f(U, z) = - f”(u, z) + (k” - k) csch’(u) f(u, z). 
The equation reduces to the hypergeometric equation 
a(1 - u) gZ(u, z) + [k + 4 - (2K + 1) u] g’(u, z) - Pg(a, z) = 9g(u, z) 
on making the substitution 
f(u, .z) = sinhk (u) g( - sinh” a, 2). 
The function l/r’(u) satisfies the same differential equation as f(0, z). 
Let @(t, z) = A(t, z) da’(t) - iB(t, z) l/y’(t). By Theorem 51 of [2] there 
exists a function lVO(z), analytic in the upper half-plane and having no zeros 
in the half-plane, such that 
W,(z) = F+c @(t, 2) exp(itz) 
for y >, 0 and such that 
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whenever F(z) belongs to a space X(E(a)), a > 0. By the proof of the theo- 
rem, 
@(a, z) exp(kza)/lF\(a) 
is bounded, and bounded away from zero, in the upper half-plane. Since 
@(a, Z) is of bounded type and of mean type a in the upper half-plane, W,,(Z) 
is of bounded type and of zero mean type in the half-plane. By the uniqueness 
part of Theorem 42 of [2], / W,Jx)~ = j W(x)l for almost all real x, and hence 
by continuity for all real x. By Problem 27 of [2], j Wt,(z)I = 1 W(a)/ for 
~7 > 0. It follows that W,(Z) is a constant multiple of W(Z). Since both 
functions are positive on the imaginary axis, W,,(z) = W(Z) identically. Since 
qt, 0) = \,‘a’(t) = l/Gj’(t) 
and since W(Z) has value one at the origin, we obtain lim b’/(t) = 1 as 
t + GO. A solution of the differential equation for m which remains 
bounded at infinity is 
cothk(Q u)F(k, +; 1; - sinh-s(+ a)). 
By ErdClyi’s treatment of asymptotic behavior [3], every bounded solution 
of the equation is a constant multiple of this one. By comparing limiting 
values at infinity, we see that this solution is equal to m. 
If k 3 3 the intersection of the spaces X(,!?(u)), a > 0, contains no nonzero 
element. By the proof of Theorem 6, lim E(u, .z) = 1 as a L 0. A solution 
of the differential equation for B(a, a) vm is 
sinh”‘(u)F(K - ia, k + iz; K + $; - sinh2(+ a)). 
It is easily verified that any solution f(u, Z) of the equation such that 
limf(u, .z)/dy'(u) = 0 as a ‘4 0 is a constant multiple of this one. So 
B(a, a) t/y’(u) is a constant multiple of this function. The constant is 
determined by using the equation 
A(u, z) = y’(u) B’(u, z)/.z 
and applying the boundary condition JO, a) = 1. 
If k < 8 the intersection of the spaces X(E(u)), a > 0, is a one-dimen- 
sional space Z(E(0)) consisting of constants. It follows that 
where E(0, Z) = 1 - icuz for some number 01 > 0. Since 
Z’F = K(0, 0, z)/dK(O, 0,O) 
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is an element of norm one in the space, 
1 = (LX/~) I-” 1 W(t)i2 dt = (a/n) tan(nk). 
--D 
It follows that OL = 7r cot(&). Two linearly independent solutions of the 
equation for B(a, z) Z/y’(a) are 
sinhl(a) F(k - iz, k + iz; K + +; - sinh2(i a)) 
and 
sinh($ u) cothk(& u)F($ - ix, + + iz; 8 - k; - sinh’(+ a)). 
The desired expression for B(u, a) vm is obtained by writing it as a 
linear combination of these two functions and applying the boundary condi- 
tions 
ljnoA(u, 2) = 1 and p$?J(u, 2) = az. 
Proof of Theorem 8. (A) See J. and V. Rovnyak [SJ for the construction 
of X(E). Since F(z) + (1 - k/h) F( ) . .a IS an isometry of s(E) onto the sub- 
space of functions in Z(Q) which vanish at --ih, it follows that 
[F(z + i) - K,(-ih, -ih)-‘K,(-ih, z)F(i - ih)]/(h - iz) 
belongs to .X(E) wheneverF(z) does. The identity 
W + ;) + (k - 4 
x [F(t + i) - K,(-ih, -ih)-‘I&-ih, t)F(i - ih)]/(h - it), G(t)jE 
= (F(t), G(t + i) + (K - h) 
x [G(t + i) - K,(-ih, --ih)-l K,(-ih, t) G(i - ih)]/(h - iQE 
holds for all elements F(z) and G(z) of 2(E) because it is equivalent to the 
identity 
(&(t + i) + (h - h - l)G(t + i)/(h + 1 - it), Gl(t))E1 
= @l(t), G,(t + ;) + (k - h - 1) G,(t + i)l(h + 1 - it)>E, 
where F&z) = (1 - b/h)@), G,(z) = (1 - k/h) G(z), which holds by 
hypothesis. The defining formula for E(z) implies that 
nihK,(- ih, 2) = A(z) B,(-ih) + B(z) A,(--ih). 
Since the functionL(z) of Theorem 1 is unique, it follows that 
L(z) = K,(-ih, Ah)-’ K,(-ih, z) = A(z) A,(--ih)-1 + B(z) B,(--ih)-1, 
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and that &ql( -i/t) u = I = B,(-&) zl. Since E,(z)/E(z) is of bounded type 
and of zero mean type in the upper half-plane, 
By Theorem 3, we conclude that s = s1 . 
(B) The necessity of the condition -iiuv > 0 is clear by part (A) since 
-i/Al(-ih) B,(-ih) = d,(-dzmL [iB,(-&)]-L > 0. Conversely, if 
-iiuv > 0, then 
JL(z) = 9(z) + [iv/u] B(z) z/h, 
B,(z) = B(z) - [iv/u]-’ A(z) z/l2 
are entire functions which are real for real x and 
A,(z) u - B,(z) v 2: (1 - iz/h) [=l(Z) u - B(z) v]. 
It follows that a space Z(E,) exists. Since L(-ih) = 1, we obtain 
tzl( --ih) u = 1 = B,( -ih) 21. It follows that the identity of part (A) holds and 
hence that F(z) + (1 - iz/h)F( z 1s an isometry of X’(E) onto the subspace ) 
of X’(E,) consisting of those functions which vanish at -ih. The hypotheses 
of Theorem 1 with h replaced by h + 1 are now easily verified for &(E,). 
(C) That Z(E(t)) and *(E,(t)) are related as in part (A) follows from 
the uniqueness part of Theorem 6. The formulas relating a(t), y(t), al(t), 
yl(t) follow from Problem 234 of [2]. These are due to J. and \-. Rovnyak. 
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