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1. INTRODUCTION 
Consider the one-dimensional nonlinear reaction-diffusion equation 
Uf = ux, + f(u), O<x<l, t>o. (1.1) 
under the boundary conditions 
u(t, 0) = u(t, 1) = 0, (1.2) 
where f: R + R is C*. It is well known [4, 1 l] that the above equations 
define a local semi-dynamical system in an infinite-dimensional space. In 
fact, the system is gradient-like and every solution approaches (as t + f co) 
an equilibrium solution, i.e., a time-independent solution u(t, x) = p(x) 
satisfying 
v”(X) + fGP(x)) = 09 o<x< 1 (1.3) 
$wv=Pu>=o, ‘(1.4) 
not just a set of equilibrium solutions. Details may be found in Hale and 
Massatt [lo] and Matano [13]. 
In the theory of finite-dimensional dynamical systems an important role is 
played by the Kupka-Smale theorem. For gradient systems, this theorem 
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asserts that for almost all (in the topological sense) systems we have: (a) all 
stationary solutions or critical points are hyperbolic; (b) all stable and 
unstable manifolds of the stationary solutions intersect transversally. In other 
words, gradient systems exhibiting properties (a) and (b) above are generic. 
The concepts of hyperbolicity and stable and unstable manifolds have been 
extended to infinite-dimensional systems (see, for example, [ 1, 11 I). Using 
the results in [ 111, one can introduce them for the system (1.1) and (1.2). 
The Kupka-Smale theorem has been extended to functional differential 
equations [8, 121. However, relatively little is known about its validity for 
partial differential equations. 
Our objective in this paper is to prove for almost all (in the topological 
sense) systems (1.1) and (1.2) that the equilibrium solutions are hyperbolic. 
An equilibrium solution u(t, x) = q(x) of (1. l), (1.2) is hyperbolic if zero is 
not an eigenvalue of the linear variational operator 
u + u” + f’(rp(x))v 
with Dirichlet conditions. The precise result is stated in Theorem 3.1. 
The difficulty arises in the discussion of this problem because the function 
f depends only on u. If f is allowed to depend on x and u, then the problem 
of hyperbolicity is not difficult because we may apply the methods in [6], 
171, [ 161 and [ 171. It is important to consider the case wheref depends only 
on u since physical systems are often modelled by such functions. 
We will also consider equations depending on a parameter GL > 0, 
u, = u,, + M-(u) 
under the boundary conditions (1.2). Now, we have a one-parameter family 
of local gradient flows. As a corollary of our results, we have that 
generically the bifurcations of stationary solutions are always of saddle-node 
type-a saddle and node coalesce and disappear. As another application, we 
can show that for the second-order equation 
u,, + f(u) = 0 
the period T(v,f) of a periodic solution through the point u(O) = 0, 
u,(O) = q is a Morse function generically in f. 
Let us note that by the techniques of this paper corresponding results can 
be proved for Eq. (1.1) with boundary conditions 
u,(t, 0) = u,(t, 1) = 0. 
As an application, we give in Section 5 the global bifurcation diagram of 
positive stationary state solutions of (1.5), (1.2) for a class of generic 
concave f ‘s. 
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2. HYPERBOLICITY 
Consider the second-order differential equation 
u,, + f(u) = 0, fEC2, (2.1) 
under the boundary conditions 
u(0) = 0, u(L) = 0, L > 0. (2.2) 
DEFINITION 2.1. A solution u(x) of (2.1), (2.2) is hyperbolic if u = 0 is 
not an eigenvalue of the linearized boundary value problem: 
v,, + f’(4x>>v = w (2.3) 
v(0) = v(L) = 0. (2.4) 
Note that if u(x) is a hyperbolic solution of (2.1), (2.2), then the flow 
defined by (l.l), (2.2) near the stationary solution u(x) has the usual saddle 
point property [ 111. 
PROPOSITION 2.2. u(x) is a hyperbolic solution of (2.1), (2.2) ifand only 
if u( y), y =x/L, is a solution of 
uyy + n4 2f(u> = 0, A2 = 1/L 
u(0) = u( 1) = 0 
and A2 is not an eigenvalue of the problem 
(2.5 1 
cw 
vyy + /12f'(u(y))v = 0 (2.7) 
v(0) = v( 1) = 0. (2.8) 
The above observation is trivial. However, it shows that instead of 
studying the dependence of the solutions of (l.l), (1.2) or (IS), (1.2) on the 
parameter directly we can study the dependence off on the first positive zero 
of a solution u(x) of (2.1) satisfying u(0) = 0, u,(O) # 0. 
Let u(x, II) be the unique solution of (2.1) through the point u(0) = 0, 
u,(O) = v. Let T(q) be the first positive zero of u(x, v) when defined. We 
note that the function T(q)/2 was introduced earlier and was discussed in 
Smoller et al. [14] ( see also Smoller and Wasserman [ 151). In order to give a 
geometrical meaning to the mapping T(q), consider the two-dimensional 
system of equations associated with (2.1), 
u, = v 
v, = -f(u). 
(2.9) 
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The domain g of definition of T consists of those yl’s on the u axis in the 
phase space of (2.9) for which the positive half-trajectory through (0, v) has 
another intersection with the u axis. For r E ah, 
T(q) = inf{x > 0: U(X, II) = 0). 
It follows from the symmetry of trajectories of (2.9) in the phase space that 
G’Trl), rl) = -+I- (2.10) 
THEOREM 2.3. If f E C2, then ~9 is open and T: Q\{O} -+ R is C*. 
Moreover, for every q E S?\(O), 
%,(T(rl), v) 
T’(v)= rl 
and 
T”(rl) = %,(Wd, r> 
v if T’(q) = 0. 
(2.11) 
(2.12) 
Proof: Let q,, E g\(O) and 
T, = inf(x > 0: u(x, r,+,) = 0). 
Since ux(T,, qO) = --qO # 0, by the implicit function theorem there exists a 
unique C2 function r(q) defined in a neighborhood of v0 such that 
47(q), u) = 0 and 7(q0) = T,,. By the continuous dependence theorem, 
T(q) = 7(q) for 1~ - r,,l 6 1. Hence, Q?\(O) is open and T: g\{O} + R is C*. 
The point 0 may be considered separately. Note that 0 may be a point of 
discontinuity for T. See also Lemma 4.3. Equations (2.11) and (2.12) follow 
easily by differentiating implicitly the identity 
4T(r), v) = 0 
and by using (2.10). 
Remark 2.4. We note that 0 E g if and only if 
T(0) = inf{x < 0: U(X, 0) = 0) < co. 
Hence, T(O)= 0 if and only if f(O)= 0. If f(O)# 0 and 0 E g, then 
T(0) > 0. If the flow of (2.9) is as in Fig. 1 near (a, v) = (0, 0), then 
T(O) > 0, 
lim T(v) = 0, 
q-to- 
lim T(q) = T(0). 
tt-‘o+ 
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FIGURE I 
Thus, T: 9 -+ R has a discontinuity at v = 0. Detailed descriptions of T near 
q = 0 are given later in Section 4. 
THEOREM 2.5. u(x, q,,), q,, f 0, is a non-positive (or non-negative) hyper- 
bolic solution of (2.1), (2.2) with T = T(qJ if and only if T’(q,) # 0. 
Proof. If ,U = 0, then v,(x) = u,(x, qO) and v,(x) = u,(x, qO) are two 
linearly independent solutions of (2.3) since v,(O) = u,(O, r],) = v,, # 0 and 
v,(O) = u,(O, q,,) = 0. This says that p = 0 is an eigenvalue of the linear 
boundary value problem (2.3), (2.4) if and only if vz(L) = 0. The result 
follows from Theorem 2.3. 
The following theorems may be proved as above. We note that similar 
results are obtained in [ 141. 
THEOREM 2.6. If u(x, q), r > 0, is a soZution of (2.1), (2.2) with 2k + 1 
(k > 0) zeros in (0, L), then u(x, r) is periodic with least period 
T(v) + T(-q). Furthermore, u(., 7) is hyperbolic if and only if 
(k + 1) T’(q) - (k + 1) T/(-V) # 0. 
THEOREM 2.7. If u(x, q), v > 0, is a solution of (2.1), (2.2) with 2k 
(k > 0) zeros in (0, L) then u(x, q) is hyperbolic if and only if 
(k + 1) T’(q) - kT’(-q) # 0. 
The above discussions are elementary but useful since they reduce the 
study of hyperbolicity entirely to the investigation of the critical points of the 
functions T(V), (k + 1) T(q) + (k + 1) T(-q) and (k + 1) T(q) + kT(--rl). 
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3. MAIN THEOREM 
Let K be the space of C2 real-valued functions defined on the reals R 
endowed by the C* Whitney topology [ 11. Our main result is the following: 
THEOREM 3.1. There exists a residual subset Y c K such that for each 
f E Y all critical points of T: C9 -+ R are nondegenerate, i.e., T”(n) # 0 
whenever T’(n) = 0. The same is true for the functions 
(k+ l)T(r)+(k+ l>T(-r) and (k + 1) T(n) + kT(-n), k > 0, with 4n 
replaced by the domain of definition of the corresponding function. 
The above theorem says that for genericf, T(n) is a Morse function. As an 
immediate consequence of Proposition 2.2 and Theorems 2.5, 2.6, 2.7 and 
3.1 and their proofs, we have 
COROLLARY 3.2. There exists a residual subset AYc K such that for 
each f E A? every solution of the problem 
is hyperbolic. 
u,, + f @I = 0 (3.1) 
u(0) = u(1) = 0 (3.2) 
For each f E 2, the problem 
u,, + af (u) = 0, a>0 (3.3) 
u(0) = u( 1) = 0 (3.4) 
satisfies the following: 
(i) for each fixed a, all solutions of (3.3), (3.4) are isolated; 
(ii) the values a for which a solution of (3.3), (3.4) is non-hyperbolic 
are countable. 
Remarks 3.3. (1) By Theorem 3.1, we have generically T”(n) # 0 
whenever T’(q) = 0. In terms of (3.3), (3.4) and the associated gradient flow, 
ut = u,, + af (u> (3.5) 
u(t, 0) = u(t, 1) = 0 (3.6) 
this says that at every a0 for which there exists a non-hyperbolic solution of 
(3.3), (3.4) with u,(O) # 0 the gradient flow delined by (3.5), (3.6) undergoes 
a saddle-node bifurcation [4, 1 I] as a passes through a,,. The proof is based 
on the fact that T(n) is a Morse function and the center manifold theorem 
[2]. We will not present a proof here since it is standard [ 111. 
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(2) In our proof of Theorem 3.1, the casef(0) = 0 is always excluded 
for simplicity. However, in many applications one considers the class of 
functions f satisfying f(0) = 0. In this case, we consider the subset 
g0 = {fE R:f(O) = 0, f E C3} with the C3 Whitney topology. By using the 
method of averaging (this is precisely the reason why we have to use C3 
functions), one shows easily that for generic f E &, if 0 E 9J, then 
T’(0) = 0 and T”(0) # 0. 
Hence, Theorem 3.1 remains true when ,% is replaced by gO. The details may 
be found in [3]. 
(3) Theorem 3.1 remains true if we use the C’ Whitney topology, 
co > r > 2, on a. 
4. PROPERTIES OF T 
In the proof of Theorem 3.1, we will consider various functions f E K. To 
indicate the dependence of U, T and 5J on f we will add f to the variables, 
e.g., u(t, v,f>, etc. 
The basic idea of the proof is to use the transversality theorem ]I, p. 481 
to the map 
f -+ T(.,f). 
This theorem, however, cannot be applied directly since the map T is not 
everywhere defined and its domain varies with f. This causes some extra 
difficulties for the openness part of the proof in particular. Therefore, some 
understanding of the dependence of the domain .@(f) on f and the behaviour 
of T in the neighborhood of the boundary points of 6S is needed. This is 
supplied by the lemmas below. For example, if the flow of (4.4) is given as 
FIGURE 2 
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FIGURE 3 
in Fig. 2, then the mapping T as a function of q will have a graph which is 
essentially as in Fig. 3. We note that the domain of T is not an interval but is 
an interval with a number of points (e.g., vi in Fig. 3) deleted and the points 
will change as the flow is perturbed. Because of this fact one is not able to 
apply the transversality theorem immediately. In the following, we will give a 
characterization of the boundary points of the domain of T and the behavior 
of T near these points. We note that T is discontinuous at r = 0 (see Figs. 2 
and 3). In Lemma 4.3 below, we will discuss the behavior of T at r = 0. 
In order to avoid some of the exceptionally complicated situations from 
the very beginning, we restrict ourselves to the subset 6’ of d of functions f 
satisfying the following properties: 
All zeros off are simple, i.e., if f(u) = 0 then f’(u) # 0. 
f(0) # 0; if f(O) < 0 (f(0) > 0, respectively) and u is the 
least (largest, respectively) positive (negative, respectively) 
zero of the function 
F(u) = ,(’ f(t) dt. 
0 
then f(u) # 0. 
The values of all local maxima of F(u) are distinct. 
(4.1) 
(4.2) 
(4.3) 
It is clear that .5’ is an open and dense subset of K. Hence, we may 
replace g by g’ in our proof. In the following, we will consider the trajec- 
tories defined by the two-dimensional system 
24, = v 
(4.4) 
v, = -f(v). 
LEMMA 4.1. Let f E 6’. Define 
-sup &+)I + F(u) = a > -co 
U<O 
sup JIF(u>l + F(u) = p < +a. 
U>O 
(4.5 > 
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Then, we have 
(i) G = [a,/?] and 63\53 consists of a, /3 and isolated points in (a,/3) 
which may accumulate at a or /3; 
(ii) if n* E (a, @\a, then there exists u * # 0 such that 
sgn u* = sgn r*; f’(u*) < 0; 
F(u”) = ‘1*2/2; f(u*)=O, 
and the trajectory through (0, n*) is a separatrix of the saddle point (u*, 0) 
of (4.4) and 
F(u”) > F(u) for all u E [0, u*); (4-e) 
(iii) zf there exists a u > 0 such that 
F(u) = p2/2 > 0 (4.7) 
then the trajectory through (0,/3) zs a separatrix of the saddle point (ii, 0); zf 
(4.7) is not satisfied by any U > 0, then the trajectory through (0, /I) with 
u > 0 is unbounded (a similar statement holds for a < 0). 
Proof. (i) The system (4.4) has an integral 
E(u, v) = $I’ + F(u) (4.8) 
and trajectories of (4.4) are on the level curves of (4.8). Note that if a 
trajectory lies on a level curve of (4.8) which does not contain a critical 
point, then it coincides with the level curve. Suppose a level curve contains 
two points (0, r) and (u, 0), then 
(a) F(u) = r7*/2. 
It follows that r E 93 if and only if the level curve E(u, v) = q*/2 intersects 
the u axis at a point u which satisfies (a) and 
(b) sgnu = sgnn,f (u)#O. 
By (a) and (b), q E G3 if and only if 
r = (w a> \/IF(u)l + F(u) 
for some u satisfying (b). This proves that .G c [a, /3]. 
Suppose now p E 93, then 
u,<tT(P), P> = 0. 
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By (4.8) and (4.5), 
wwv), 8)) =PP = I;; F(u)* 
So F has a local maximum at U. Hence 
This means that (u(+T@), /?), 0) is a critical point of (4.4) and does not 
belong to the trajectory through (0,/Q, a contradiction. This proves p ~5 GZ. 
Similarly, we prove a @ g. On the other hand, if 0 < 4 < /I, then the level 
curve 
u*/2 + F(u) = ~772 
must intersect the u axis. Hence, T(a) is not defined if and only if the 
trajectory through (0, ii> is a separatrix of a critical point (zi, 0) satisfying 
$ = 2F(f). By (4. I), the zeros off are isolated. Hence, (i) is proved. 
(ii) From the proof of (i), it remains to show (4.6). For any 
u E [0, u*), there exists Z > 0 such that ~(2, q*) = u and uX(X, n*) > 0. 
Hence, 
F(u*) = E(u(x, r), v(x, v)) = F(u) + 1 ux’f;v*‘~’ > F(u). 
Since (u*, 0) is a critical point, i.e., f(u*) = 0, it follows from (4.6) that 
f’(u*) < 0 and consequently (u*, 0) is a saddle point. 
(iii) It follows from the proof of (i). 
LEMMA 4.2. Let f E 6' and a and p be as in (4.5). We have 
(i) is q* E (0, /3)\g, then 
lim Y(r) = fc.0 
?J-V**0 
(4.9) 
(ii) v q* = /3 < 00 and u(x, /?) is bounded, then 
,liv-lo T’(r) = +a. (4.10) 
Similar statements hold for q* E [a, O)\g. 
Proof. By Lemma 4.1, the trajectory through (0, r*) is a separatrix of a 
saddle point (u*, 0) of (4.4). Assume that q* > 0 (the case r* < 0 is 
similar). We will show that 
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For 0 < q* - r 6 1, the trajectory through (0, q) intersects the positive u 
axis at a unique point <, 
u* > r = u(jT(q), yI) > 0. 
Furthermore, q = 2 m. This defines q as a function of r. Let 
44 = mm. (4.12) 
Note that -o(l) is the time needed for the trajectory to reach (0, q(r) from 
(<, 0). Since (u*, 0) is a saddle point of (4.4) there exist 6 < 0 and U, < U* 
such that 
f’(r) < 6 < 0 for all U, <[<u*. (4.13) 
Let u2 = (u* + u,)/2, rl= V(r), 
a,(r) = inf(x > 0: u(x, II) = u,) 
az(Q = a(<) - o,(r) and ~(0 = u,(o,(<), r). It follows from the continuous 
dependence theorem on the initial data [6] that a,(l) and c;(r) are bounded 
for r E [uz, u*]. It also follows from the saddle point property [9] that 
o*(r) + +co as r + u * - 0, i.e., T(q) --+ +co as q + ‘I* - 0. Let p(x, <) be the 
unique solution of u,, + f(u) = 0 satisfying ~(0, <) = <, p,(O, 0 = 0. We have 
P(U,(O 4 = u I and P&*(09 0 = -do 
By differentiating the first equation above with respect to r, we obtain 
u,(<) = Pr@2(0 4 
2 
d3 * 
Since II > cp(C) > P(u2) > 0 for all r E [u2, u*), a;(<) -+ co as r + U* - 0 if 
and only if P&u,(~, I$) + co as r + a* - 0. We note that pr satisfies the 
following: 
u,, + f’(Pk T))u = 0 
u(O)= 1, u,(O) = 0. 
(4.14) 
Integrating the first equation in (4.14) twice, we obtain 
P@,(t), 0 = 1 -Jy) [u,(t) - xlf’(~(x, G)P& 0 dx. (4.15) 
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Since ur<p(x,<)<~<u* for O<x<a,(<), by (4.13)f’(p(x,r))<6<0 
for 0 < x < u,(t). BY (4.14), (I& is increasing and therefore is positive for 
x E (07 %(C)l. c onsequently, ps(x, <) > 1 for x E [0, a,(r)]. By (4.15), 
P&J*(r), r> > 1 + 6 JoU2([) [u&) -x] dx = 1 + 6ui(r)/2. 
This shows that p&u,(ZJ, c) + co as r + U* - 0. Hence, u;(r) -+ co as 
< + U* - 0. Finally, we have 
Differentiating with respect to q, 
By (4.12) 
2fl - - T’(r) = 2a’W $) = f(r) [u;(r) + &(<)I. 
This proves (4.11) since a;(<) is bounded. The same proof works for (4.10). 
Therefore, it remains to prove (4.9) for q -+ q * + 0, q* ( /?. Since the proof 
is similar to that of the case r -+ v * - 0, we point out only the differences. 
Let r* be the intersection point of the unstable separatrix of (u*, 0) 
pointing into the upper right with the positive u axis (it exists since otherwise 
the trajectories of the points (0, q) for q > q* could not meet the u axis 
which would mean r* = ,f3). 
We choose u, <u* <u, such that f’(u)<6<0 for ufu* and 
U, ,< u < U, and define u(r) as in the case q < q* but split u into three parts, 
a=a,+u,+u,, which are the times the trajectory of (c, 0) spends left to 
u = U, , between u = u1 and u = u2, and right to u = u2, respectively (see 
Fig. 4). As in the case q < q* one proves that u;(l) + co while ai, us are 
bounded for r -+ ?,I*, which gives the desired result. 
LEMMA 4.3. Let f E a’ andf(0) < 0. Then 
G) lim,,,- T(q) = 0, lim,,,- T’(r) = 2/f(O) < 0, 
(ii) if 0 E a, 
lim 
2 
v-o+ 
T’(q) = f~ < 0. 
Similar statements hold iff (0) > 0. 
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Proof. (i) Let q < 0 and 
u(v) = fm). 
Since f(0) < 0, o(q) + 0 as r] --f 0-. Differentiating the following identity 
with respect to q, 
U,(U(l;l)~ I?) = 0, v + 0, 
we obtain 
Since (u,),(O, 0) = 1, (i) is proved. 
(ii) If 0 E .GJ, then the trajectory through (0,O) is a periodic orbit. 
Obviously, any trajectory through (<, 0), /<I e 1, is also periodic. Let w(r) 
denote the least period of the periodic orbit through (c, 0), l{l 6 1. It is clear 
that w(r) is C’. Let u(q) = T(r)/2. For 0 < g < 1, 
44u(-rl)> +I)) = T(r) + Frl)* 
Hence, 
-w’W(-vi -v))[%@(--)l)> -r  o’(-II> + %JM-rl>~ +?>I 
= T’(q) - T’(y). 
Since ~,(a(-r), -r) = 0 for 0 < q < 1 and ~~(0, 0) = 0, we have 
2 
lim T’(q) = JiT+ T’(-v) = - 
v-rot s (0) < O. 
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LEMMA 4.4. If f E a’, then for any r > 0 there exist at most finitely 
many number of points n E G?\a such that 
v*/2 < sup F(u). (4.16) 
lul<r,u?l>O 
Proof By Lemma 4.l(ii), if v E G\@ and q satisfies (4.16), then the 
trajectory through (0, r) intersects the u axis at a critical point U, i.e., 
f(u) = 0. The lemma now follows from (4.1). 
LEMMA 4.5. Let f E g’ and a, ,b be as in (4.5). Zf n* E Gy\9 (we allow 
n * = a or /3), then there exists neighborhoods .M of n * and %! off such that 
(i) there exists a continuous function w: 22 +,/Y- such that v(g) E 
@( g)\a( g)) n J’“, where 23(g) is defined exactly as ~9 with f replaced by 
g; 
(ii) T,,(n, g) # 0 if n E 2 and n # w(g), where T(n, g) is defined 
exactly as T(n) with f replaced by g. 
Proof By Lemma 4.l(ii) there exists a zero u* of f such that 
r** = 2J(u*). Thus (i) follows immediately from (4.1) by the implicit 
function theorem. 
Now, the existence of a g-dependent neighborhood Z!(g) of v(g) in which 
(ii) holds follows from Lemma 4.2 and (4.3). We omit the rather tedious but 
straightforward verification that this neighborhood can be made independent 
of g for g sufficiently close to f in the Whitney topology. It amounts to the 
proof that by taking the neighborhoods M, p small enough the function a2 
(taken for different g’s) from the proof of Lemma 4.2 can be made bounded 
below by a positive constant independent of g; the latter follows from the 
uniformity of the continuous dependence theorem [9]. 
5. PROOF OF THEOREM 3.1 
Let g(f) denote the set of q E a(f)\g(f) such that u(x, q) is bounded 
for x > 0. By Lemma 4.2(ii), if q E [g(f )\G9(f )] f? (a,p), then the 
trajectory tends to a saddle point. Therefore, the only difference between 
F(f) and G(f )\g(f) is the the points a and /3 defined by (4.5) may or may 
not be members of SF(f) (in Fig. 5 such possibilities are depicted). 
For any positive integer n > 1, let Y, be the subset of 6’ consisting of all 
f E 6’ such that all the critical points r of T(f ): g(f) + R satisfying 
r2/2 < sup IF(u)I 
lul<n,u~>o 
are nondegenerate. 
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FIG. 5. The trajectory through (0,/3) intersects the u axis at a point u with /3’ = 2F(u). 
To prove that ,F is residual, it suffkes to show that each Fn is open and 
dense in g’ since we may simply let 
Proof of Openness of Fn 
Let n > 1 and f E 6’ be fixed. By Lemma 4.4, there exists a finite interval 
(-a, b] such that -a, b 6? SF(f ), a, b > 0 and 
@Xf > = Wf 1 n l-a, bl 
where 
%(f) = ! rl E qf ): v2/2 < ,yy” IF(u)l}. 
Since -a, b 6!G ??(f), the solutions u(x, -a) and u(x, b) have transversal inter- 
sections with the u axis at u-, < -n and ub > n, respectively, or do not 
intersect the u axis at all. Let 6: R + (0, 00) be continuous function such that 
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O<ld(x)l@ 1 for u-,<x<u~. Since gn(f) has only finitely many points 
(Lemma 4.4) and [u-,, ub] is compact, it follows from Lemma 4.5 that for 
any g E Pj,‘,, where 
Pn = {g E K’: If(j)(x) - g(j)(x)1 < 6(x),x c R, j = 0, 1, 2) 
Fa(g) and gn(f) have the same number of points. By Lemma 4.5, if 6(x), 
24 --(I <x < ub, is suffkiently small, then for any q E g,(f) U {0} there exists 
open intervals J, and K, such that 7 E J, c j,, c K, and for every g E PV. 
(GY( g) U (0)) f7 J, consists of exactly one point. Moreover, 
Let 
T,(v, g) f 0 if qEK=UK, and gE 2Yn. 
t) 
P = (-a, b)\U J, 
and C*[U-,, ub] be the Banach space of all C2 real-valued functions on 
[u-,, ub] with the usual C* norm. Consider the map @: P x o,, + R, 
0, = ~nl~u~,,ubl, defined by 
WL g> = U,V(% g>, % s>* (5.1) 
In fact, @ is C’. By the openness of the transversal intersection theorem 
[ 1, Section 18.21, for every compact subset Q c P the set 
,pn = {g E gn:,: @(., g): Q -+ R intersects {O} transversally} is open in gn. 
Note that if g E %pn’,, then by definition of transversal intersection and 
Theorem 2.3, T,,(q, g) # 0 whenever T,(q, g) = 0. If f E %Yn, then by 
Theorem Wfl~,~~,,bj E cpn. This shows that Fn is open in 6’. 
Proof of Density of .Fn 
Consider the map @: P x Z?n -+ R defined by (5.1). By the transversal 
density theorem [ 1, Section 19.11, if 0 is a regular value of @, then the set 
{ g E Pn : @(., g) intersects (0) transversally} 
is dense in gn. This says that cFn is dense. Hence, it suftices to show that 0 is 
a regular value of @. 
Let (q, g) E P x @n be arbitrary but fixed. Suppose that @(q, g) = 0. By 
Lemma 4.3, we may assume q > 0. If there exists h E K such that 
D,@(r, g>. h + 0 (5.2) 
where “Dg)’ denotes the derivative of Qi with respect to its second variable, 
then we obtain the desired result. 
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In order to show (5.2), we need the following formulas which can be 
obtained by direct differentiations of the equations u,, + g(u) = 0, 
~(0, 7, g) = 0, u,(O, v, g) = q, and u(T(v, g), r, g) = 0 with respect to g. 
LEMMA 5.1. If 
Y(X) = D&G VI, g)h 
then 
Y,, + g’(4-c v, g>>y + hW> CL g>> = 0 
Y(O) = Y,(O) = 0. 
LEMMA 5.2. 
LEMMA 5.3. If 
w(x) = DRq,(x, r7, g)h 
then 
w,, + [ g”(@, rl, g>)y + h’(4x, rl, g))l K@> r, s> + g’@(x, rl, g>>w = 0 
w(0) = w,(O) = 0. 
Lemma 5.4. rfT,,(rl, g) = 0, [hen 
D,u,(T(q, g), v, g)h = w(T(r,~, g)) + ‘(T(” g)) uqx(T(r’ g)’ ” ‘) 
v 
= D, WI, g) . h. 
We now proceed to show (5.2). Since 7, g are fixed in the following, we 
will drop them as arguments of T, U, a,, etc. By Lemma (5.4) 
Let 
D&T). h = WV) + w(T) 
v ’ 
c = u,,(T). 
Z(X) = VW(X) + cy(x). 
Hence, (5.2) holds if and only if z(T) # 0 for some h E R. We note that z(x) 
satisfies 
z,, + g’(u>z + [w”(u)yu, + M’(u) u, + ch(u)] = 0 
z(0) = z,(O) = 0. 
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Since u,,(T) = @(Q g) = 0, u,(O) = 0, u,(O) = 1 and 
u qxx + g’(u) u, = 0, 
by Fredholm’s alternative z(T) = 0 if and only if 
1 oT [&yu)yu, + @l’(u) u, + ch(u)] 24, dx = 0. (5.3) 
By Lemma 5.1 and the variation of constants formula, 
Y(X) = jx a@, 4 h@(t)) dt 
0 
where a(x, t) is the solution of the homogeneous equation ax. + 
g’(u(x, q, g))a = 0 satisfying a(t, t) = 0, a,(& t) = - 1. By a change of order 
of integration, we can rewrite (5.3) as 
17 joT h’(u) uf, dx = jT b(x) h@(x)) dx (5.4) 
0 
where b(x) may be expressed in terms of g”(u), u,, and a(x, t). We complete 
the proof by showing that there exists a positive integer k > 0 such that (5.4) 
does not hold for h(t) = tk. Let 
Y(X) = u(x)/u(T/2). 
Since v > 0, u(T/2) > u(x) for all x E [0, T]\{ T/2}. Hence, r(0) = r(T) = 0, 
r(T/2) = 1 and 0 < T(X) < 1 for x E (0, T)\{T/2}. Let h(s) = sk. We can 
rewrite (5.4) as 
I 
T  
b(x) rk(x) dx = Fk 
0 J’ 
T  
rk-‘(x) u;(x) dx (5.5) 
0 
where 
F = rjju(T/2) > 0. 
Furthermore, we have 
W(W) = $/2, G(u) = 1; g(x) dx. 
Differentiating with respect to q, 
Mw))[~,(m + Mm q1 = v* 
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Since u,(T/2) = 0 and g(u(T/2)) # 0, ~$7’2) # 0. Denote 
By continuity, there exists 6, > 6, > 0 and 1 > p > 0 such that 
I %$>I > xl, for all Ix - T/21 < 6, 
r(x) < P1 for all Jx- T/2126, 
+)>q=(P+l)/L for all Ix- T/2/ < 6,. 
Let k be so large that ickzif, > 6. Now, we have 
i 
I 
0 
Fkr’-‘(x) u’,(x) dx -jr b(x) rk(x) dx 
0 
> 
i 
T Fkrkrk-l(x) u;(x) dx - 6j1rkp1(x) dx 
0 0 
TJ2tS, 
+ ji/2ps [fFkkuf, - b] rk-‘(x) dx 
1 
> -TFp”-’ + I 
T/2 t s, 
[aFkzi5, - b] rk-‘(x) dx T,2-s 
2 
> -Tip”-’ + 26,[bFkkus, -61 qk-‘. 
The above expression is strictly positive for large k. This completes the proof 
of density. 
Completion of the Proof 
It remains the consider the functions (k + 1) T(v) + (k + 1) T(-r) and 
(k + 1) T(q) + kT(-v), k > 0. The proof given above for T(v) is applicable 
in this case except for the following. Let S(r) = T(q) + T(-r). It is easy to 
see that S’(0) = 0 because of symmetry. Thus, we need to show that 
generically S”(0) # 0. Let (u, V) be an arbitrary point near the origin and 
Q(u, V) denote the least period of the periodic orbit through (u, u). It is easy 
to see that S’(0) = Q,(O, 0) = 0 and S”(0) = Q,,(O, 0). Note that Q is 
constant along the level curve, 4 2 u + F(u) = 0, which is the periodic orbit 
through the origin. Along this periodic orbit, we may write u as a function of 
U, z?(u), for u sufficiently small (see Fig. 1). Furthermore, we may choose f 
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generically so that u”(0) = 0 and u”“(O) # 0. Since Q(C(v), u) = constant, we 
obtain by direct differentiation with respect to u that 
Thus, it suffices to show that Q,(O, 0) # 0 for generic$ Since we can show 
generically Q,(O, 0) # 0 by using the same proof for the function T(q), this 
completes the proof. 
6. APPLICATIONS 
As an application of Theorem 3.1 we give a different proof of a known 
theorem [14, 151 giving some information about the number of solutions of 
the problem (3.3), (3.4) for a fixed a. As we know from Section 2, this 
number is equal to the number of solutions of the problem (3.1), (3.2) with 
fixed T. In order to shorten the formulations we shall deal with positive 
solutions only and denote @ + = @ fl {q: q > 0). 
THEOREM 6.1. Let f E 37, f”(u) < 0 fir u > 0 and p be as in (4.5). 
(i) Iff(O) > 0, then g + = (0, /?) and T is strictly increasing on Q ‘. 
(ii) If f(0) < 0, then g + = [0, /3) and T has at most one non- 
degenerate minimum (Fig. 6) 
Remark. A Theorem similar to Theorem 6.1 can be proved for 
jy,EE&nF. 
LEMMA 6.2. If f E 6’ and u,(T(q), r) = 0 for some q > 0, then 
u&x, v) > 0 for 0 < x < T(v). 
Proof. Differentiating with respect to r 
fu:(x, r) + F(u(x, rl)) = $I’ 
FIGURE 6 
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we obtain 
ux(x, rl) ~,,(X~ r> + f(u(x, rl)) u,(x, 5-1 = rl. (6.1) 
From now on, q will be fixed and we will drop it from the arguments of 
functions. For x = T, 
u,(T) u,,(T) = 7. 
Since u,(T) = -v, uX,,(T) = -1. Next, U, satisfies 
u qxx + f’(u) u, = 0 
u,(O) = 0, z&(O) = 1. 
By uniqueness of initial value problem Us and u,Jx) do not vanish 
simultaneously. Since u,JO) = 1 and u,JT) = -1, UJX) has an even number 
of zeros in the open interval (0, T) provided U,,(X) is not positive in (0, T). 
Let 0 < T, < T, < .. . < T,, < T, k > 1, be all the zeros of U,,(X). Since 
u,,(T) = -1, u,JT2J > 0. By (6.1), u,(T,,) > 0. Since U, has only one zero 
at T/2, 0 < TZk < T/2. This says that uX(Ti) > 0 for i = 1, 2 ,..., 2k. By (6.1), 
u,(T,) < 0. This contradiction proves the lemma. 
LEMMA 6.3. Let a and b be continuous functions and let y and z satisfy 
the following: 
z,, + a(x>z = 0 
Y,, + 4x1 Y = b(x) 
Y(0) = Y,(O) = z(O) = 0, z,(O) = 1. 
Suppose T is the smallest zero of z and b(x) > 0 for x E [0, T] but not iden- 
tically zero, then y(T) > 0. 
ProoJ Assume y(T) < 0. Define 
r = sup{t: y(x) > 0 for x E [0, t] }. 
By the assumption on b(x), we have T > r > 0, y(r) = 0, and y,(r) < 0. Next, 
0 < 
I 
-’ b(x) dx 
0 
= dx 
= [ Y,(r) z(r) - zx(r> y(r)1 - 1 Y,(O) 40) - Y(O) z,(O) I 
= y,(r) z(r) < 0 
which is a contradiction. 
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Proof of Theorem 6.1 
Since f”(u) < 0 for u > 0, f can have at most one zero u* > 0 with 
f’(u*) < 0. By Lemma 4.1 and Lemma 4.3, C@+ = (0,/I) in case (i) and 
5?’ = [0,/3) in case (ii). By Lemma 4.3, T’(q) > 0 for 0 < q < 1 in case (i) 
and T’(v) < 0 for 0 < q < 1 in case (ii). Hence, Theorem 6.1 will be proved 
if we show that T”(q) > 0 whenever T’(v) = 0. By Theorem 2.3, this is 
equivalent to showing u,,(T(q), q) > 0 whenever u,(T(q), q) = 0. Let q,, > 0 
and T0 = T(qJ be fixed. Suppose that u,(T,, qO) = 0. Let 
U=u(T,,/2)=sup{u(x, v,,): O<x< T}. 
There are two cases: 
(a) f”(x) & 0, 0 < x < zi. 
By Lemma 6.2, u,,(x, r,r,J > 0 for all 0 < x < T,. We have 
u tl.x.x + f’@(-G 54) u, = 0 
u rJr)xx +f’wY %)I u,, = -f”(U(X, %)I 4 
%J,(oT ro) = U~7& %) = u,(O, %> = 0, %Jo, vll) = 1. 
By Lemma 6.3, uq,,(TO, v,,) > 0. 
(b) f”(x) = 0, 0 < x < zi. 
Since 0 < u(x, v,,) < zi, we may assume f(u) = cu + d, where c and d are 
constants. If c < 0, then u(T,,, qO) # 0, which is a contradiction. If c > 0, then 
u(T,, q,,) = u,,(TO, r,r,,) = 0 if and only if d = 0. Sincef(0) # 0, we again have 
a contradiction. 
THEOREM 6.4. Let f E K be analytic and let f “(u) < 0 for u > 0. Then 
the conclusions of Theorem 6.1 remain true and the minimum in (ii) may be 
degenerate. 
Proof: Given f E d analytic there exists a sequence (g,}, g, E 5, such 
that g, + f, g:(u) < 0 for u > 0, so the conclusions of Theorem 6.1 hold true 
for each g,. From the continuity of the dependence of T on f it follows that 
T(f) can have a local extremum only if T(g,)‘s do and that the extrema of 
T(f) belong to a compact subinterval of [0, co). By the analyticity of T(f), 
it follows that the compact interval of extrema of T(f) is at most a single 
point. 
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