






































Beyond The Web — Homeless Data Server＊
Kenji Arisawa 
(Aichi University, Nagoya, Japan arisawa@aichi-u.ac.jp)
Abstract
A new type of data server is presented. The server is designed for grid computing. The distinctive 
feature of the server is that enables to execute programs from clients without allowing any byte to be 
written to the server. Therefore we need not allocate storage space for clients, which means the time 
and labor will be reduced greatly, and in addition, we  can keep the  server perfectly clean.















































































































































































































































































































ク を 通 じ て フ ァ イ ル シ ス テ ム を 提 供
し て い る の が 分 散 フ ァ イ ル シ ス テ ム
























こ の 表 で「Win」 と は Windows の
こ と で あ る。 ま た「WAN」 と は イ ン
タ ー ネ ッ ト 環 境 を 指 す。LAN を VPN























がある。最近では主要な OS で FUSE が
サポートされている。（アイデア自体は














server client 名称 製作者 適用範囲 公表年度
Unix Unix NFS（Network File System）ver.2 Sun Microsystem LAN 1984
Unix Unix NFS（Network File System）ver.4 IETF LAN/WAN 2003
Unix Win Sambaa Open Source LAN 1992
Win Win DFS（Distribute File System） Microsoft LAN/WAN 2008
Win Win CIFS（Common Internet File System）b Microsoft LAN/WAN? 1996
















































































































































































































































































XXXXX は Bell Labs の ア カ ウ ン ト 名



















grid.nyx.link は 筆 者 の サ ー バ で あ り，
























usr/none と /usr/arisawa の他に，クラ
イアント側のユーザの一覧が見えるはず
である。例えばクライアントのユーザ名





もしも bob の他に carol もログインし
－ 32 －
grid% ps 
arisawa 1 0:00 0:00 256K Await bootrc 
arisawa 2 0:00 0:00  0K Wakeme mouse 
...    
none 369 0:00 0:00 132K Open listen 
none 370 0:00 0:00 132K Open listen 
arisawa@outside.plan9.bell-  20188 0:00 0:00  124K Await gcpu
arisawa@outside.plan9.bell-  20195 0:00 0:00  240K Await rc
arisawa@outside.plan9.bell-  20196 0:00 0:00  124K Pread gcpu
arisawa@outside.plan9.bell-  20247 0:00 0:00  116K Pread ramfs














































































2． ク ラ イ ア ン ト は そ の 情 報 を Bell 




























































































ユーザ none は Unix の nobody に相当
し，主にネットワークサービスを受け
持 っ て い る。Unix で は nobody の 他 に
も，八百万の神様（デモン）を持ってい




























Plan9 では，どのユーザも none になれ
るとされている。しかしグリッドユーザ










































ユーザ ネットワーク 名前空間 ホームディレクトリ 仕事
グリッドユーザ 不可 限定する 無
システムユーザ 不可 限定せず 有
ホストオーナ 可 限定せず 有 システムメンテナンス

































































呼 び 方 が あ る。 例 え ば“Collaboration 






































































彼らの実験の成果は Plan9 Wiki に纏め


















9grid の第 3 期になるか否かは不明だ





分類 認証システム 分散ファイルシステム 適用範囲
Cluster 不要 統一可能 LINKa
Campus/Enterprise 必要（統一可能） 統一可能 LANb
Collaboration 必要（統一困難） 採用困難→ FTP WAN























ヨーロッパでは 2002 年から 2004 年の
Data-Grid プロジェクト［36］，2004 年
か ら 2010 年 の EGEE（Enabling Grids 
for E-sciencE）プロジェクト［37］を経











EGI と OSG に基礎を置いて，世界最
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