Medical informatics systems are often designed to carry out complex tasks and to perform at the level of human experts. For example, diagnostic systems use clinical evidence, such as admission history, clinical signs, and diagnostic results, to produce probabilities of disease or lists of diagnoses. Therapeutic systems suggest interventions tailored to patients. Information retrieval systems produce lists of documents that are relevant to some topic. Image processing systems detect features in a digital image.
system evaluation, enumerate the roles that experts may play in evaluation, and provide a framework for describing designs. We draw largely on examples from clinical informatics and from information retrieval, but the framework and issues are more broadly applicable across medical informatics.
Roles for Experts
Experts may serve in one or more of several roles:
s Reference standard. To measure system performance (in terms of performance metrics) on tasks for which the set of correct responses is not known, appropriate responses may be generated by experts.
s Judges. To measure system performance on tasks for which the generation of a reference standard is impractical or impossible, experts may judge the appropriateness of system responses directly.
s Comparison subjects. To interpret the measured performance of a system, its performance may be compared with the performance of experts on the same tasks.
In the first two roles, the goal is to quantify performance. For example, it may be found that 75 percent of the system responses are appropriate (either by comparing the system responses to a reference standard, as in role 1, or by having experts judge the system responses directly, as in role 2). In the third role, the goal is to interpret that quantity. For example, it may be found that experts achieve only 70 percent accuracy, so the 75 percent accuracy of a system appears reasonable. In the sections that follow, we discuss each of these roles and issues of reliability and validity. The distinction between the first and third role is further explored under "Experts as Comparison Subjects."
We define a task as one unit of work, such as a diagnosis for one patient or an assessment of one document. Most evaluations comprise a set of tasks. The granularity of a task is sometimes ambiguous. A single query for relevant documents could be seen as one task with many items (documents) or as many individual tasks (deciding whether a given document is relevant). For each task, experts and systems generate observations, interpretations, advice, suggestions, measurements, or system output, which we generally refer to as responses.
Generating the Reference Standard

Generating and Combining Responses
Measuring the performance of a medical informatics system generally requires comparison of its responses (recommendations, plans, diagnoses, etc.) with the correct or appropriate responses, known as the "reference standard" or "gold standard." Experience shows that accurate reference standards rarely exist; if it were easy to obtain the correct responses, a medical informatics system would be unnecessary.
When an obvious reference standard does not exist, human experts can often generate a reference standard ( Figure 1 ). 2 The experts perform the same tasks as the system, and their responses are combined in some way. Experts' responses may differ because of such qualities as subjective judgment, variation in practice, or tendencies to judge harshly or leniently. 3 Their aggregated responses, while not perfect, are more reliable than any single expert's response and may serve as a reasonable reference with which the system may be compared. An expert-generated reference standard implies two important assumptions-that the experts are performing the same task as the system and that the experts' aggregate response is more accurate than the system response. If either assumption is not met, the system performance will usually appear lower than it really is.
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F i g u r e 1 Experts generate a reference standard.
Experts generate responses, which are combined by the evaluator to form a reference standard. The system also generates responses, which are compared by the evaluator with the reference standard to derive performance. It is assumed that tasks are simple enough for responses to be combined and compared unambiguously. (NOTE: Rounded rectangles indicate tasks, observations, or measurements; ovals indicate actions by the system or experts; and diamonds indicate actions that require no domain expertise, such as simple tallying.)
Three important issues come up in the design of an expert-generated reference standard-what form the experts' responses should take, how different experts' responses to a single task should be combined, and what should be measured when the system response is compared with the reference standard. The decisions will depend on the nature of the tasks, the goal of the evaluation, and the format of the system output.
The task may be to answer a specific question, such as determining the existence, quality, or other attribute of specific entities. In this case, the experts can rate the attribute on a dichotomous (yes/no), ordinal (e.g., definite, probable, possible, and not mentioned), 4 interval (e.g., Likert), or nominal (unordered list of items) scale. (When we use the term interval data, we include data that meet stricter criteria, such as ratio data.) The presence of pneumonia and the advisability of treating with the antibiotic ampicillin are examples of specific questions. A dichotomous scale (yes/no) may appear faster or more obvious to the expert, but the other scales will collect more specific information about a task.
The experts' responses can be combined by majority vote with random assignment for ties (dichotomous or nominal), average (dichotomous, interval, or ordinal where categories are assigned scores), median, 5 or other functions, such as minimum or maximum for specialized applications. If the goal is to measure performance in terms of accuracy, sensitivity, specificity, or predictive value, then a reference standard with dichotomous responses is necessary. Nondichotomous responses may be made dichotomous by using a threshold or by grouping categories.
Some tasks require a system to select items from a large set. For example, the system might select several diagnoses from a long list of diseases, or it might select several relevant documents from a corpus. In such a case, the response is a list of items that may be ranked or that may each have a score assigned (indicating, for example, probability of disease or relevance).
The system output can be seen as a set of responses to a large number of specific tasks (yes or no for every possible disease or document), but it is usually not practical for experts to view it in this way. Instead, each expert generates a list of diseases or relevant documents. Their responses may be combined with a simple union (a disease mentioned by any expert) or a threshold (diseases that at least two or a majority of experts chose). If experts assign scores to items on the list, the scores can be averaged. If the list is ranked, then a combining algorithm-e.g., "include any disease that is on three or more experts' lists and any disease that is within the top two diagnoses on any expert's list"-can be defined.
In these approaches, the experts work independently, and the evaluator combines their responses. This allows experts to perform tasks in a single sitting, and it permits the estimation of the reliability of the reference standard (see "Reliability"). An alternative is for the experts to come to a consensus. This approach was used, for example, to generate a reference standard of diagnoses that were appropriate for an evaluation of diagnostic systems. 6 A formal approach to generating consensus is the Delphi method and its modifications. 1, 5, 7 In the Delphi method, experts' individual responses are collated into a single document by a moderator and sent back to each expert for review. An expert may comment on the responses or may change his or her own response on the basis of the others' opinions. The modified responses are collated and returned to the experts for further modification. The process is repeated until a consensus is achieved or there are no further changes. One goal is to avoid trivial errors. 5 A second goal is to spur the experts to think more deeply about the problem and consider issues they may have missed-which is accomplished by showing them each other's responses-thus producing a more accurate standard than a mere average or majority opinion. In favor of this is the observation that experts do change their minds when faced with a different response; in one study, experts changed their minds after seeing the system output. 8 Another approach is not to combine experts' responses at all. The reference standard consists of a vector of responses for each task. Although this approach may be less satisfying because there is no single preferred response for each task, it preserves all the information in the experts' responses.
A related approach is to use a patient's actual diagnosis or course of therapy, decided by the treating clinician, as the reference standard. 8, 9 This strategy assumes that the actual diagnosis or treatment is adequate. The authors of one such study, in which the system displayed substandard performance, concluded that the system was not necessarily in error and that the treating physicians would have benefited from the advice. 8 In some cases, when the expertise is unique, it makes sense to use a single highly accurate expert. For example, user variability in abstracting and entering case histories into Quick Medical Reference used the primary developer of the system as the reference standard. 10 Here the expertise was not clinical diagnosis but use of the system and knowledge of its vocabulary.
Performance Metrics: Comparing the System with the Reference Standard
Given a reference standard, the system must then be compared with that standard and some measure of performance must be calculated. For dichotomous or nominal data, the most basic performance metric is simple accuracy, which is the proportion of correct responses. 9 This is easy to calculate and interpret, but it has several disadvantages. It does not account for agreement due to chance, for different utilities among different types of errors, or for the effect of prevalence.
Sensitivity and specificity improve on accuracy by distinguishing two types of errors. If the reference standard and system responses are dichotomous, then the problem can be formulated as a 2 ϫ2 contingency table, and measures like sensitivity, specificity, and positive and negative predictive values can be calculated. 5, [11] [12] [13] [14] Separating accuracy into sensitivity and specificity allows the evaluator to isolate a the poor performance of a system to cases with or cases without the disease or property of interest, to assign separate costs to false-positive and false-negative results, and to correct for changes in prevalence. (In practice, because of measurement error and heterogeneous populations, the separation of prevalence from sensitivity and specificity is not perfect. 15, 16 ) If the system produces an ordinal output (such as low, medium, and high probability of disease) or an interval output (such as a probability estimate), then a series of sensitivities and specificities can be calculated. From them, a receiver operating characteristic (ROC) curve [17] [18] [19] [20] can be derived, and the area under the curve (or its equivalent, the C statistic 21 ) can be interpreted as the classification ability of the system, ranging generally from 0.5 (chance) to 1 (perfect).
Recall and precision have been used frequently in information retrieval and knowledge-based tasks. [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] Recall is the proportion of responses that are considered positive in the reference standard and are marked positive by the system. Precision is the proportion of positive system responses that are positive in the reference standard. They are analogous to sensitivity and positive predictive value when an actual contingency table can be defined and responses are independent of each other, but they have been applied in more general circumstances. For example, they are useful when the number of true negative cases is unknown or ill defined. 32, 33 Heuristic combinations of recall and precision, such as the F measure, 25, 34 provide a single number for comparing two systems.
Some systems produce lists-of diagnoses, relevant documents, or other items-as responses, and the list may be ranked 6 and the items on it each assigned a score. A list can be treated as a large set of dichotomous responses for each possible disease, document, or other item, and a metric for dichotomous data, such as accuracy or sensitivity, can be applied.
This approach is not ideal, because it misses the correlation among items, it does not handle ranking well, and it misses the concept of the differential diagnosis or query result as a unit. A number of heuristic approaches have been taken. The system may be given credit for having the appropriate response anywhere in its list, near the top of its list, or at the top of its list, or credit may be weighted by position on the list.
Tasks that naturally warrant interval, ordinal, or nominal responses are sometimes converted to dichotomous data by use of a threshold or by the grouping of categories. This approach allows the use of familiar metrics, but it loses useful information by compressing all responses into two categories. 9, 35 For interval data or ordinal data with a score assigned to each category, accuracy can be defined as the average linear difference between the system response and the reference standard. This is most appropriate when the responses have a physical interpretation (e.g., time). 5, 36 Alternatively, correlation coefficients can be used to express the concordance between the system responses and the reference standard.
1 Whereas accuracy rewards exact correspondence between the responses, correlation coefficients reward any positive correlation between the system and the reference standard, automatically adjusting the responses for differences in scale, and they can be corrected for attenuation. 1 When the response is a probability of a disease, 37 performance can be separated into two components. Predictive power indicates whether the system can distinguish positive from negative cases using a measure like area under the ROC curve. Calibration 38 indicates the degree to which a probability estimate is accurate, and it may be expressed graphically or as a single parameter estimate. 37 For nominal data, various agreement metrics may be defined. Fleiss 39 provides an excellent discussion of HRIPCSAK, WILCOX, Roles for Experts in Evaluation several agreement metrics, including simple agreement (accuracy), specific agreement, and chancecorrected agreement (kappa). 40, 41 Agreement was used to compare various information retrieval methods to a reference standard, 42 in several clinical studies, 8, 14, 43 and in a study of methods for knowledge base construction. 44 If a reference standard consists of the experts' uncombined responses, then several metrics are possible. Dichotomous, interval, and ordinal responses can use a distance metric. For example, rater distance, defined as the average number of diseases per patient for which two raters disagreed, was used to quantify the performance of natural language processing. 12, 36 In another study, Euclidean, city-block, and Chebychev distance were compared. 45 The search for the single best metric to measure performance is elusive. The goal is to pick a metric that is sound (the metric and its confidence intervals or hypothesis tests are statistically sound), intuitive (the metric is easy for the reader to grasp), and familiar (the metric has been used previously, permitting comparisons). It may take a combination of metrics to meet all these goals.
Experts as Judges
For some tasks, a single reference standard does not exist. For example, a therapeutic plan may be more difficult to assess than a diagnosis. 8 If the task is to produce a therapeutic plan, then many responses may be possible and may have various degrees of correctness. For such a task, it is difficult to aggregate separate expert responses into one reference standard, and comparison of the plan proposed by the system with that reference standard does not capture the appropriateness of the system response. For example, if the response does not match the reference standard exactly, it remains unclear whether it is absolutely wrong, partially appropriate, or equivalent.
The experts can, however, serve as judges, reviewing the appropriateness of the system response directly ( ( Figure 2) . A similar problem arises for the evaluation of a hypothesis structure as opposed to a simple diagnostic statement 46 ; hypothesis summarization was followed by assignment by experts into five categories-correct, possible, partly correct, wrong, and seriously wrong. This approach has been used in many studies of diagnostic and therapy planning systems. 1, 14, [47] [48] [49] In the process of judging the appropriateness of a system responses, the experts may refer to one or more examples of correct (or reasonable) responses for each task. Such a set of comparison responses might be obtained, for example, by having the judges first generate their own responses and come to a consensus for each task (Figure 3 ). These comparison responses do not constitute a reference standard in the sense discussed previously (under "Generating a Reference Standard"), where it was assumed that a single appropriate response could be generated for each task and 
F i g u r e 3 Experts judge system responses using comparison responses.
Experts judge the correctness of system responses using comparison responses that they generate by a consensus process. The response-generating experts and the judging experts may be the same or different. This scenario differs from that represented by Figure 1 because the tasks are assumed to be more complex and therefore require expert judgment to determine appropriateness. The comparison responses do not constitute a reference standard in the sense of a single preferred response per task. Instead, they serve as a reference that can be overridden by the judgment of the experts. (See note to Figure 1.) that the system responses could be compared with the reference standard relatively mechanically (without the need for expert judgment to carry out the comparison). For more complex reasoning tasks, experts are needed to judge the appropriateness of system responses. A response may be judged appropriate even if it matches none of the comparison responses (e.g., a reasonable medication alternative).
There are several ways to quantify appropriateness. The easiest to interpret is a dichotomous score with a majority vote. Each expert judges the response to be satisfactory or unsatisfactory (or whatever criteria are relevant to the task), and the overall response of experts is the majority vote with random assignment for ties. Then the proportion of tasks that have been voted satisfactory represents the performance of the system, which can be loosely interpreted as how often the system will be correct. This is equivalent to accuracy as described in the previous section.
This proportion is easy to understand, but it loses some information. Tasks for which opinion was split are likely to have some intermediate appropriateness between unanimous approval or disapproval. A degree of appropriateness can be defined as the proportion of experts who deemed a single task satisfactory. More generally, the experts can review each response and assign it a score on a Likert scale or ordinal scale. Ordinal scales for therapeutic plans have included the following: not acceptable, acceptable alternative to the expert's own opinion, and equivalent to the expert's own opinion 48 ; and ideal, acceptable, suboptimal, and unacceptable. 47 For etiology, eight linguistic labels were offered (e.g., very possible) and assigned a probability interpretation (0.8486). 45 In a study of AI/RHEUM, 50 both Likert and ordinal scales were employed; percentages were mapped to the ordinal scale, and a qualitative scoring matrix mapped ordinal probabilities to ordinal agreements.
Experts' judgments can be combined by averaging the Likert scores or by averaging an assigned score for each ordinal category. This appropriateness score, when averaged over many tasks, represents the performance of the system.
A dual approach is possible. The proportion of tasks that a majority of experts judge to be at least "nearly fully effective" can be reported and readily understood. An appropriateness score can also be calculated. Its finer granularity allows detailed comparisons to such response questions as which kinds of tasks the system does best. It is also likely to have greater statistical power for the comparison of competing systems.
Sometimes a reference standard is difficult to create because too many tasks or items must be completed.
In an adverse drug event study, experts cannot be expected to review every patient's chart, manually looking for events, and in an information retrieval study, experts cannot be expected to manually review every document in a large corpus. If several systems (or subjects) are being compared, their responses can be pooled and reviewed by expert judges blinded to the source of the responses. In this way, a reference standard is created. The performance metrics are similar to those for a reference standard generated directly by the experts. This approach was used in a study of adverse drug events. 51 Similarly, in a comparison of several MEDLINE-based information retrieval systems, 52 judges were used to decide which of all cited articles were relevant. In that study, judges assigned a relevance score from 1 (definitely not relevant) to 7 (directly relevant) to each article retrieved, and responses were made dichotomous by grouping responses 1 to 4 as not relevant and responses 5 to 7 as relevant. This approach has also been used in terminology studies. 53, 54 The approach saves work for the experts (in fact, it may make an impossible job feasible), but it assumes that any task or item marked as negative by all the systems or subjects is truly negative. Thus, because some relevant cases will most likely be missed by all the systems, the approach is likely to overestimate sensitivity. Nevertheless, the method is useful for comparing systems if not for gauging absolute performance.
In some studies, the expert does not judge the system responses directly but instead uses the responses for some other task, which is in turn evaluated. For example, experts extracted information from two representations-one of which was generated by the systemto see whether there was a difference in the output.
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Experts as Comparison Subjects
Gauging Performance with Comparison Subjects
Presented with the performance of a knowledgebased system, readers often wonder, "How good is good enough?" Ideally, the system would be placed into a real health care environment and its effect on patient outcomes or the health care process measured, but that is beyond the assessment of system function. In simple cases, one can estimate the cost of false-positive and false-negative system responses and the benefit of appropriate system responses; system performance then translates directly into net HRIPCSAK, WILCOX, Roles for Experts in Evaluation benefit. More often, however, as long as system performance is neither terrible nor perfect, it remains unclear whether it is sufficient for the intended purpose. In an assessment of MYCIN, for example, it was unclear how to interpret a 75 percent approval rating by expert judges. 56 A common alternative is to ask whether the system is performing in an expert-like manner. 4, [12] [13] [14] 24, 48, [57] [58] [59] If it performs as well as experts, then it may be able to assist non-experts or supplement experts. Therefore, the goal of some evaluations is to measure how much like experts a system is.
The experts perform the same tasks as the system. Both the system and the experts are compared with a reference standard (or their responses are judged), and their estimated performances are compared ( Figure 4 ). Alternatively, their responses can be compared directly without actual calculation of performance ( Figure 5 ).
It is easy to confuse two roles-generating a reference standard and serving as comparison subjects. The goal in generating a reference standard is to get as accurate a response as possible using whatever information is available and combining experts' responses into a more reliable standard. Expert comparison subjects, on the other hand, are usually given only the information they would have had in the normal course of practice, and their responses are not combined.
A patient's actual diagnosis or course of therapy has sometimes been used as a comparison subject. 11, 47, 48, 60, 61 It must be decided whether the actual course should be considered expert-like. Similarly, non-experts (lay persons, medical students) are sometimes added as comparison subjects to show that the system has better performance. 12, 13, 25, 48, 57 
Statistical Techniques
Perhaps the clearest way to quantify "expert-like" behavior would be to report the percentile of system performance (using one of the metrics mentioned in the previous sections) among the universe of potential experts. For example, if a system performed at the 20th percentile, then it outperformed a fifth of the experts. Even this figure requires interpretation, and it requires a clear definition of what constitutes an expert. Estimating this figure is not so easy. It requires a sufficient number of experts to estimate the empiric distribution of their performance, and it requires a sufficiently powerful test to place the system accurately within that distribution.
In the absence of these requirements, a grosser estimate can be obtained. For example, non-experts (other systems or other persons) can be included as subjects, and whether the confidence interval for the system performance includes only the experts (expert-like behavior), only the non-experts (inferior behavior), or both (insufficiently powerful test) can be reported. Equivalent methods have been used. 12, 13, 57 Confidence intervals on differences in performance between the system and the experts are useful when acceptable limits on the differences can be set by intuition or experience. 5 For pair-wise comparisons between the system and individual experts, the McNemar test 27, 62 is useful. This test indicates whether two subjects, the system and one expert, differ significantly in classifying cases into two categories (e.g., condition present or absent). Visual techniques have also been employed. Multidimensional scaling analysis 63 was applied to a study in which experts, lay persons, a natural language processor, and keyword search methods interpreted chest radiographic reports. 36 Clustering has been used to visualize the similarity between a system and experts who disagree, using distance 45, 64 and weighted kappa. 65 A typical example of the use of experts as comparison subjects is found in the electrocardiogram-interpretation literature. 4 Experts generated diagnoses, assigning a certainty on an ordinal scale. Responses by experts and systems were made dichotomous and compared with a reference standard (which was, in this case, externally generated). Performance was quantified using measures like accuracy and sensitivity extended to classification matrixes. Pair-wise performance was compared using the McNemar test, and relative performance was visualized on ROC curve axes.
Experts Serving in Multiple Roles
An evaluation may use experts in two or more of the roles defined above. In a blinded mutual audit, 1, 47, 48 experts serve as comparison subjects, performing the same tasks as the system, and experts serve as judges, each assessing the other experts' responses, the system responses, and often the actual care of the patient while blinded to the source of the response.
When different experts serve in the two roles 48, 51 (that is, there is no overlap between the two groups of experts), the evaluation is straightforward. It may be necessary to rewrite experts' responses to use the same syntax and vocabulary as the system to ensure a blinded evaluation. Otherwise, judges may treat the system differently (e.g., more harshly) than they treat expert comparison subjects. 56 Similarly, experts may generate a reference standard while other experts serve as comparison subjects. 23, 57 The same group of experts may serve in multiple roles-as both generators of the reference standard and comparison subjects ( Figure 6) 12,13 or as both judges and comparison subjects (Figures 7 and 8 ). 14, 49 Ideally, the system and the experts would be compared with an accurate external reference standard, 5 such as external pathognomonic criteria. In the absence of an external standard, however, individual experts can be compared with their own reference standard, because the standard should be more reliable than any single expert.
One challenge is the avoidance of bias due to comparison of experts to themselves. If an expert's responses contributed to a reference standard, then the expert's HRIPCSAK, WILCOX, Roles for Experts in Evaluation 8 F i g u r e 6 Experts generate a reference standard and serve as comparison subjects. Experts generate responses, which are combined into a reference standard (middle column). The system responses (left column) and the uncombined responses of the experts (right column) are compared with the reference standard, resulting in estimates of system and expert performance. The performance of the system is compared with that of the experts to determine whether the system performance is adequate or reasonable. The two ovals labeled "Experts generate" may represent two groups of experts or the same experts. In the latter case, the experts generate one set of responses, but to avoid bias, the responses of a given expert are compared only with the combined responses of the other experts, as described in the text. (See note to Figure 1.) performance will be overestimated if that reference standard is used to make the estimate. This bias can be avoided by using an approach similar to leave-one-out cross-validation. The system is compared with a reference standard generated by all the experts. When serving as a subject, each expert is compared with a reference standard generated only by the other experts. Then the performance of the experts can be compared with that of the system. This approach cannot, however, factor out systematic problems of validity (which are discussed below) that are consistent across experts. In such cases, experts will appear more accurate than they really are.
Care must be taken in combining experts' responses into a reference standard: bias can be introduced because the number of experts generating the reference standard varies. For example, suppose there are six experts and the reference standard is positive when "at least half the experts" agree that a condition is present. The reference standard used for the system (generated by six experts with the possibility of a 3-to-3 tie) will have slightly more positive cases on average than the reference standard used for the experts (generated by the five other experts with no possibility of a tie). The proper approach in such a case would be to redefine the standard as positive when there are more than half, negative when there are fewer than half, and either positive or negative by a fair coin flip when there is a tie.
Reliability
Estimating Reliability
Up to this point, the discussion has centered on demonstration studies-that is, studies meant to answer a question. Measurement studies provide the foundation for demonstration studies, assessing the accuracy of an evaluation method and offering feedback to improve it. In this context, a measurement F i g u r e 7 Experts serve as judges and as comparison subjects. The system and the experts generate responses, which are then judged by experts. The performance metrics for the system and for the response-generating experts are calculated and then compared, to determine whether system performance is adequate or reasonable. The two ovals labeled "Experts judge" indicate the same experts, and the experts are blinded to which responses (i.e., those of the system or those of the expert) they are judging. The experts who generate responses may be the same as the judging experts if bias is avoided (i.e., if judgments on their own responses are not included in the performance estimates). (See note to Figure 1.) F i g u r e 8 Generating a reference standard from the pooled responses of the system and the experts. The system (left column) and experts (right column) generate responses, which are pooled and judged by experts (middle column). The responses that are judged to be appropriate constitute the reference standard, which is then used to estimate the performance of the system and of the response-generating experts. The performance of the system is compared with that of the experts to determine whether the system performance is adequate or reasonable. Again, the same experts may generate responses and judge responses if bias is avoided. (See note to Figure 1.) study focuses on the accuracy of the reference standard or expert judges, answering questions such as how many experts are needed, whether they the right experts, and how many tasks are needed.
The accuracy of a reference standard can be divided into two components-reliability and validity. 1 Reliability is a measure of how precisely something is being measured. For example, if a reference standard were recreated by the same experts, how close would it be to the first version? Validity indicates how close the thing that is actually measured matches what was intended to be measured. That is, are you measuring what you wanted to measure?
Reliability has sometimes been expressed informally as the frequency with which experts agree with each other. 9 A better approach is to quantify reliability with a reliability coefficient-that is, the proportion of variance attributable to the thing being measured, as opposed to differences in judgment or errors. A reanalysis of Hypercritic data 14 was used to illustrate reliability. 1 Reliability was used in a study of ONCOCIN, 47 in which pair-wise reliability ranged from 0.11 to 0.79. It has also been used in assessing judges of adverse drug events 51 and in a study of natural language processing. 66 Reliability is an essential measure for a reference standard. If it is too low, then performance measures based on it will be inaccurate. A reliability coefficient of 0.7 is generally considered sufficient for estimating overall performance. 1, 66, 67 A value of 0.95 may be needed to support case-by-case assessment. 66, 67 For example, detailed discussions about why a system fails 13, 58 require assurance that the failures are indeed failures.
The reliability of a reference standard can be improved by increasing the number of experts. The expected improvement can be calculated via the Spearman-Brown prophecy formula. 1 Poor reliability may be due to a few unusual cases or experts, varying tolerance among experts, or clustering of experts. 56 In rare cases, an unusual expert may be removed, but this may result in a loss of validity. Avoiding inappropriate participants who are different from the others (clinic director, developer) and avoiding unwilling judges can improve reliability. 1 Criteria should be well defined. Formal training may improve reliability but may reduce generalizability. 1 For example, an algorithm may be used to decide whether a pneumonia is present on the basis of the paper chart; if the algorithm is purely mechanical, leaving no room for exceptions, then there is no real expertise. That would be fine if the algorithm were accurate, but decisions involving real patients are not always so simple.
More complex analyses such as generalizability studies are possible, but they are beyond the scope of this paper. Excellent tutorials already exist (e.g., those of Friedman and Wyatt, 1 Shavelson et al., 68 Cronbach et al., 69 and Dunn 70 and that of Hripcsak et al., 66 which contains a detailed example for natural language processing.)
If a technique like the Delphi method is used to combine experts' responses, then assessment of reliability is no longer straightforward, because observations are no longer independent. Non-standard approaches to the assessment of reliability have been used, however.
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Reliability Results in the Literature
Reporting on the reliability of the reference standard also builds the evaluation literature. For example, it allows other evaluators to estimate the number of experts needed to create a reliable reference standard for their studies. A number of pertinent measurement studies have been carried out in medical informatics.
A study of natural language processing 13 assessed inter-rater disagreement (22 percent) and intra-rater disagreement (8 percent) and tabulated the reasons for expert disagreement-interpretation of findings (42 percent), judgment of relative likelihood (24 percent), judgment of degree of disease (21 percent), and errors in coding (13 percent) . The magnitude of disagreement was somewhat lower than that obtained in the classic studies of interpreting radiographic images-30 percent inter-rater and 22 percent intra-rater disagreement. 71 In a paper presented at the Fifth Message Understanding Conference, a reference standard was created by one coder who had available the responses of a second coder. 72 A measurement study was carried out to determine the reliability of the human coders. They found that, although the primary coder relied mostly on his or her own opinion, the second coder's opinion was also incorporated. They found no significant difference among experienced and new coders.
Other studies have found that experts frequently cluster, with some achieving high consistency and others being very discordant. 47, 73 Even the degree of intrarater variability may vary. 73 Intra-rater reproducibility was also assessed in an electrocardiogram study.
A reliability study of experts interpreting chest radiographic reports 66 found an average per-rater reliability of 0.80, but reliability for detecting individual clinical conditions ranged from 0.67 (pleural effusion) to 0.97 (central line presence). On average, six experts were necessary to create a reference standard with a reliability of 0.95 (sufficient for case-by-case analysis). A single expert was sufficiently reliable to pass the 0.70 criterion for estimating overall performance. In practice, it would first be confirmed that an expert was not unusual by comparing that expert's responses to those of experts already known to be reliable.
Validity
Issues of validity-that is, whether you are measuring what you think you are measuring-affect every evaluation. Good summaries of validity and bias exist in several areas-medical informatics, 1 information retrieval, 22 epidemiology, 74 and clinical prediction rules. 75 In this paper, we discuss those issues specific to experts and their roles.
Experts must be chosen carefully. Experts differ in their specific area of expertise, years of experience, current institution, training, and overall philosophy. The broader the sample they represent, the more generalizable the results (e.g., choosing experts from outside institutions 48 ) but also the more likely they are to disagree. Problems of subjectivity arise even with the consensus of recognized experts. 76 In general, developers should not serve as experts, 5 although they can help focus a study or interpret the results. In rare circumstances, a developer may in fact be the most appropriate expert, as was the case in one study of the use rather than the performance of a system. 10 Tasks must also be chosen carefully. If only those tasks with an obvious response are chosen, performance will be overestimated. 5 An unbiased, representative set of tasks should be chosen. For example, in an evaluation of MYCIN, cases were chosen to include the major diagnostic categories of infectious meningitis. 48 Some studies have included only diseases that are present in the knowledge base, 58 but for best generalizability it is better to include cases with diagnoses that are missing from system. Similarly, unparsed cases have been dropped from performance statistics 77 ; this must be done carefully and clearly.
Adequate sample size is important not only to ensure statistical significance for real differences and confidence in negative results, but also to ensure a representative sample of interesting cases that challenge the system. 5 On the other hand, carrying out tasks can be laborious. If the load is too large, experts may not complete the tasks or may not perform the tasks with adequate care. 56 It may be necessary to enrich the test set with interesting cases to achieve an appropriate mix.
Enlisting more experts can increase the sample size without increasing the workload per expert. In a natural language processing study, 12 200 cases were distributed among 12 experts so that every expert saw only 100 cases, and the average time expected of an expert was kept to 2 hours.
Another form of bias, reported in both the clinical prediction rule 75 and medical informatics 78 literature, occurs when the data used by experts to generate the reference standard and the data used by the system overlap. For clinical prediction rule evaluation, a goal is to estimate the rule's accuracy in assigning a diagnosis. When the actual diagnosis cannot be known, the evaluator will frequently use a surrogate, such as a simple algorithm based on available clinical data. Clearly, if the prediction rule and the algorithm used for the reference standard overlap, then the measured performance of the rule will be spuriously high. (This is an example where the reference standard is inaccurate but, due to correlation, performance is overestimated.)
A similar effect occurred in a knowledge-based system study in which the estimated acceptability of the system was 100 percent. 79 As Hilden and Habbema 78 point out, however, this analogy between clinical prediction rules and knowledge-based systems does not always hold. It makes no sense, for example, to withhold critical clinical information from either the system or the experts. (If the task is to interpret liver enzyme tests, for example, then neither the system nor the experts can be denied access to the enzyme results.) Bias is avoided by being clear about what is being compared. It can be reported that the system is highly correlated with what the experts would have done with the same data or with a particular algorithm selected by the evaluator. It is up to the evaluator to select an algorithm that is or will be acceptable to the community. The accuracy of the system with respect to the true diagnosis may not be knowable in this context.
In some cases, it makes sense to withhold information from the system. For example, a prospective diagnostic system will not have follow up and autopsy results available. They can be hidden from the system but given to the experts to generate the reference standard. In some cases, pathognomonic findings have been hidden from the system on purpose to make a task more difficult. 80 In an analogous situation, experts were given noise-free electrocardiogram tracings while the system was given tracings with noise. 5 Assuming that the reference standard is significantly more accurate than the system, the estimated accuracy should be close to the true accuracy.
This example highlights the importance of separating two different roles for experts-as generators of a reference standard and as comparison subjects. As generators of a reference standard, experts should have all the information possible to improve the reference standard. As comparison subjects, experts should generally have the same information as the system or the same information they would have had in a real clinical situation. Whether the experts get additional information depends on the goal of the study. For example, it is sometimes desirable to test the ability of the system to parse reports whether those reports are complete or correct or not, so the reference standard should be derived from the reports, not from the patient.
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Discussion
Expert opinion and judgment are invaluable to assessing the function of medical informatics systems. By enlisting experts to assist in evaluation, researchers can carry out studies that would not otherwise be feasible or ethical. Although they are easier than most studies of clinical impact, studies that rely on expert opinion and judgment are still time consuming. Such studies will be facilitated by future work in three areas-research into better evaluation methods, measurement studies that quantify reliability in common domains, and, potentially, the reuse of existing reference standards.
Research on new study designs and new ways to create reference standards will be helpful. For example, in an electrocardiogram interpretation task, one group found that the median response among established automated systems was a reasonable reference standard to test new systems 5 ; that is, the experts were other automated systems rather than human experts.
Measurement studies serve not just the goals of the researcher who performs them but also the goals of the research community. Measurements made by one researcher can be used by other researchers to estimate the number of experts or tasks required, to select reasonable metrics, and to choose an appropriate study design. For example, a formal generalizability study established the reliability of experts in interpreting chest radiograph reports. 66 These results were later exploited by another group. 57 A number of examples of measurement studies have been cited in this paper, but more work is clearly warranted. 82 As the medical informatics field matures, the body of measurement literature should grow and support future researchers. Sharing need not be limited to methods and measurement. Actual reference standards may be shared and reused. 5, 24, 66, 83 Published work may be mined for interesting measurement results. Studies that exploit an external (presumably accurate) reference standard but that employ experts as comparison subjects can be seen as case studies of how well expert-generated reference standards might work. In a study of electrocardiogram interpretation systems, the responses of expert comparison subjects were combined and compared with the accurate reference standard. 4 The combined response was indeed more accurate than that of seven of the eight experts, but it was not impressively high (0.79 accuracy) and was not much higher than that of some of the systems (e.g., 0.77). Had the experts been used to generate the reference standard, the performance of the systems would generally have been overestimated.* This emphasizes the danger of relying on purely theoretic results and the need for empirical measurement studies.
The designs discussed in this paper are applicable beyond the study of information systems. For example, they can be applied when the object under study is a method rather than a system 44 or when the action of the experts themselves is the focus of a study. 84 Diagrams like those shown in Figures 1 to 8 are useful for understanding study designs, especially when the experts serve in multiple roles. Similar diagrams should be employed in evaluation publications to improve readers' understanding of the design of the studies.
The goal of this paper is to separate the three roles that experts may serve and to provide a framework for describing studies. Some systems are more complex than those described in the examples presented here; advice may be given iteratively with user interaction. The issues of separating the experts' roles and of reliability and validity remain similar, however. We have not discussed at length how experts generate a response or how they judge the appropriateness of system responses. This depends somewhat on the application area. For patient management problems, for example, the literature on clinician licensing and credentialing can be helpful. [85] [86] [87] More broadly, cognitive science and psychology are fruitful areas.
Conclusion
Clinical domain experts can serve in several roles in the evaluation of medical informatics systems-as sources of reference standards, as judges, and as comparison subjects. Many designs and combinations of designs are possible, although issues of reliability and validity must be handled properly.
