Abstract-One of the advantages of the joint space time adaptive processing technique is that the freedom degree can be increased greatly without adding any antenna elements, which can improve the ability of the anti-jamming array to reject the narrow band jamming. But the disadvantage is that the computation will be more and more complex with the processing dimension being higher and higher. In this paper, a fast implementation method for high dimension space time adaptive processing is proposed based on both matrix Teoplitz feature and MSNWF. The new method provides a realization solution for high dimension space time adaptive processing. The anti-jamming convergence simulation experiment result shows that this new implementation method is feasible and efficient.
INTRODUCTION
The joint space time adaptive processing can be transformed into a Wiener Filter problem under the MV (Minimum Variance) principle [1] . When using Wiener filtering to estimate signal, the computation is very complex because it need computing the inverse of the covariance matrix. Especially, the computation will be more and more complex with the covariance matrix dimension being higher and higher. In order to reduce the computation burden, the reduced rank matrix method is usually being used when solving the Wiener filtering. For getting the reduced-rank matrix of the Wiener equation, there are Principal Components Method [2] [3] [4] , CrossSpectral Metric method [5] [6] [7] and Multi-Stage Nested Wiener Filter method [8] . The former two methods are based on the covariance matrix Eigen value decomposition. The Multi-Stage Nested Wiener Filter method does not need computing the eigenvector of the covariance matrix, so it partly reduces the computation burden. The Multi-Stage Nested Wiener Filter algorithm has the benefit of high convergence rate and low computation burden, so it is suitable for calculating the Wiener filtering weight [9] . The computation for GPS space time adaptive antijamming processing is very complex because of the high processing dimension. For this reason, the Lanczos based MSNWF (Multi-Stage Nested Wiener Filter) is usually being used in GPS space time adaptive anti-jamming [1] . A Manuscript received January 10, 2013; revised February 15, 2013.
CG (Conjugate Gradient) based MSNWF algorithm [6] is proposed by Guido Dietl for EDGE (Enhanced Data rate for GSM Evolution) system. And they prove that the Lanczos based MSNWF and the CG based MSNWF are equivalent. In this paper, the GPS high dimension space time adaptive anti-jamming processing realization problem is studied. And a fast implementation for high dimension STAP (Space Time Adaptive Processing) is proposed by using both of the Toeplitz feature of the covariance matrix and the CG based MSNWF. Fig. 1 shows the algorithm evolution diagram. The new implementation can reduce the computation greatly, and the algorithm convergence simulation experiment shows that the new method is feasible and efficient. 
II. THE IMPLEMENTATION OF THE CG BASED MSNWF
The CG based MSNWF can be used in the EDGE system as showed in the simulation experiment [10] . To be compared with the Lanczos based MSNWF, the CG based MSNWF is more convenient for hardware realization because of its avoiding computing the vector norm. For this reason, we take the CG based MSNWF as the GPS anti-jamming algorithm in this paper. But the computation burden of the CG based MSNWF is still very complex if the STAP dimension is high. From the CG based MSNWF processing diagram, it can be find that the main computation is focused on the multiplication between the covariance matrix and vector. For the reason that the
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covariance matrix is a Toeplitz matrix, we can find a fast implementation method for high dimension STAP.
III. THE CHARACTERISTICS OF THE COVARIANCE MATRIX
It is supposed that the number of the antenna array elements is M , and the number of the time delay taps is P . Then   m xp represents the moment p sample value from the element m . So, we can have the moment n observed vector from the space time adaptive processing filter input:
Taking   n x into this covariance matrix expression
, we can have
where
, and
From equation (3), we find the ( , ) ij R is a Toeplitz matrix. So the covariance matrix R xx is a block matrix, and every block is a Toeplitz matrix.
IV. THE COVARIANCE MATRIX VECTOR MULTIPLICATION AND CONVOLUTION
Because of the covariance matrix Toeplitz feature, the multiplication between covariance matrix and vector can be calculated by utilizing FFT technique. So we need to prove that the multiplication between a Toeplitz matrix and a vector can be calculated by utilizing FFT technique. For example, there is a Toeplitz matrix as showed in equation (4) .
If  RW ξ , then we can have equation (5),
Arranging all the elements of the Toeplitz matrix in order, we can get a sequence   Ri:
In the same way, arranging all the elements of the vector W , we can also get a sequence
If the sequence () Ri serial shift multiplying the sequence () Wi and calculating the sum of the multiply products respectively as showed in Fig. 2 , then we can get the multiply product ξ between the matrix R and the vector W . The benefit from Fig. 2 is that the multiply product ξ between the matrix R and the vector W can be obtained from the convolution between the sequence () Ri and the sequence () Wi . Because the convolution product can be calculated by using the FFT technique, the multiply computation burden between the matrix R and the vector W can be reduced greatly. Especially, for the high dimension processing the benefit is very obviously. For example, if the FFT technique is used, the multiplication times can be reduced to
The result is The result is The result is The result is
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Calculating the sum of the multiplication products between the W(i) and the underline R(i) respectively In the former sections, we draw the conclusion that the FFT technique can be used to calculate the multiply product between a Toeplitz matrix and a vector. In this section, we will deduce that the FFT technique can be used to calculate the multiply product between a block Toeplitz matrix and a vector, because the covariance matrix of the M -elements array is a block Toeplitz matrix.
It is supposed that the multiplied vector with the covariance R xx is
. (8) The simplified form of formula (8) is
where ,1 ,2 ,
we need to calculate R  xx WQ . The same way, we can get the simplified form of the multiply product vector Q is 12
we can have the equation (11) 
Because ( , ) ij R is a Toeplitz matrix, we can use FFT to calculate ( , ) ij j R w . For this reason, the multiplication times to calculate the multiply product between covariance matrix and vector, will be easily reduced to 
VI. THE COMPUTATION COMPARISON AND THE CONVERGENCE PROPERTIES EXPERIMENT
In this section, the comparison is presented between the new proposed method and the original one. Table I shows the multiply computation to calculate the multiply product between covariance matrix and vector in different time domain tap numbers (high dimension processing), where D ＝ 15 is the number of cyclic iteration in the CG based MSNWF. From the comparison, we can draw the conclusion that the number of the time domain taps is bigger, the benefit is more obviously, which is the demand for the high dimension space time adaptive processing. The CG based MSNWF is considered being used to solve the Wiener filtering in GPS space time adaptive anti-jamming. Therefore, we do the CG based MSNWF anti-jamming simulation experiment to get the convergence properties. The simulation experiment is under condition of 7-elements array. The distance between any two elements of the 7-elements array is onehalf wavelength. Fig. 3 shows the MSE (Mean Square Error) convergence comparison of different algorithm under MV principle. The output noise power is -126dB. The JNR (Jamming to Noise Radio) is 30dB in this experiment. From the comparison experiment result, we can find that the convergence rate of the direct calculating inverse matrix is the best, and the CG based MSNWF is equivalent to the Lanczos based MSNWF, and the LMS is slowest. The experiment result shows that this algorithm is feasible and efficient. One of the advantages of the joint space time processing technique is that the freedom degree can be increased greatly without adding any antenna elements. Sometimes, in order to improve the anti-jamming ability of the array, the time domain taps need to be added. Therefore, the computation burden would be increased obviously. In this paper, a fast implementation method based on the CG based MSNWF for high dimension STAP is proposed. The new method avoids calculating the square root which is hard to implement in hardware. And the new method use FFT technique to calculate the multiply product between the covariance matrix and a vector by utilizing the Toeplitz feature of the covariance matrix, which reduces the computation burden greatly. From the computation comparison and convergence comparison, we find that the new method is feasible and efficient, which make it easy to apply high dimension space time adaptive processing.
