Abstract. We prove Zagier duality between the Fourier coefficients of canonical bases for spaces of weakly holomorphic modular forms of prime level p with 11 ≤ p ≤ 37 with poles only at the cusp at ∞, and special cases of duality for an infinite class of prime levels. We derive generating functions for the bases for genus 1 levels.
Introduction
In 2002, Zagier [23] proved that the Fourier coefficients of two sequences of half-integral weight modular forms exhibit a curious duality: the m th coefficient of the n th form in one sequence is the negative of the n th coefficient of the m th form in the other sequence. To prove this, Zagier used a bivariate generating function for the two sequences of forms. Bringmann and Ono extended Zagier's results by proving duality theorems for harmonic Maass forms and Poincaré series of level 4 and half-integral weight [4] . Likewise, Rouse [21] , Choi [6] , and Zhang [24] showed that duality holds for certain Hilbert modular forms and forms with quadratic character.
In 2007, Duke and the first author discovered Zagier duality in integral weight weakly holomorphic modular forms [8] , again using a generating function. Let q = e 2πiz , and denote by M 
Theorem 1.1 ([8], Theorem 2).
For any even integer k we have the generating function
where f k = ∆ ℓ E k ′ with k = 12ℓ + k ′ and k ′ ∈ {0, 4, 6, 8, 10, 14}.
Here ∆ is the discriminant modular form and E k ′ is the weight k ′ Eisenstein series. As a corollary, the theorem gives duality between basis elements of weight k and weight 2 − k. k (m, n)q n } m be the reduced row echelon basis
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k,m does not exist, and we define a (N ) k (m, −m) to be 0 even though the coefficient of q −m is 1. As the only cusp of SL 2 
, and so Theorem 1.1 and Corollary 1.2 may be thought of as proving duality between {f (1) k,m (z)} m and {g
In collaboration with others, the first author proved duality of this sort for every N of genus zero [8, 10, 12, 13, 14, 15] .
The driving spirit behind this paper is to extend these duality results and to derive generating functions for the sequences associated to prime levels of nonzero genus. Our first results prove duality between weights congruent to 0 and 2 (mod p − 1) for an infinite class of primes p, and duality between arbitrary even weights k ∈ Z for several small primes. Theorem 1.3. Let p ≡ 1 (mod 12) be prime of genus g 0 > 0, and let k ∈ 2Z satisfy k ≡ 0
k,m (z) be as above. Then for all m, n ∈ Z, we have
Theorem 1.4. Let p ∈ {11, 17, 19, 23, 29, 31, 37}, and let k ∈ 2Z be arbitrary. Let f
we have
The papers [8, 12, 13] provide explicit formulas for generating functions of canonical bases for levels of genus zero. These results are analogous to Theorem 1.1. In [9] , El-Guindy also gave formulas for a variety of generating functions for somewhat different sequences of forms in hyperelliptic levels. Our next result gives generating functions associated with the canonical bases for M ♯ k (p) and S ♯ k (p) for primes of genus 1. These generating functions are more complicated than in the genus zero case.
Let v ∞ (f ) denote the order of vanishing of f at ∞ as a function of q. Let
With this notation, we have the following theorem.
Theorem 1.5. Let p ∈ {11, 17, 19}, so p is a prime level of genus 1. Let k ∈ 2Z be arbitrary. Then if there are no gaps in the basis {f
and otherwise
.
A natural next step would be to extend these results to general M ♯ k (N) and S ♯ k (N), as duality appears to hold in levels and weights beyond the scope of this paper (see for instance [1, 22] ). Work on harmonic Maass forms and mock modular forms in [3, 5, 11] demonstrates a form of duality between Poincaré series; in addition, the Bruiner-Funke pairing of [5] is related to the sums that show up in the proofs of Theorems 1.3 and 1.4.
In section 2 we establish several definitions and lemmas which will be necessary to prove our results. In section 3 we describe the Fourier expansions of the canonical basis elements in weights congruent to 0 and 2 (mod p − 1) and prove Theorem 1.3. In section 4 we prove Theorem 1.4, and in section 5, we prove Theorem 1.5.
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Preliminaries
A weight k weakly holomorphic modular form is a function which is holomorphic on the upper half-plane H = {z ∈ C : ℑ(z) > 0}, meromorphic at the cusps, and modular of weight k with respect to some congruence group Γ ⊆ SL 2 (Z). Let f 2,m } m also has gaps whenever p is of nonzero genus.
, and let t be a cusp of Γ 0 (N). We write f |γ t (∞) = a t (0) where γ t ∈ SL 2 (Z) is a matrix mapping ∞ to t. Although the Fourier expansion of f at t is not well-defined, its constant term a t (0) is. We claim that t a t (0) = 0, where the sum is over the cusps of Γ 0 (N). If so, the result is immediate, for if f ∈ S ♯ 2 (N), then whenever t = ∞ we have a t (0) = 0. Thus 0 = t a t (0) = a ∞ (0). By Theorem 3.7 of [17] , if ω is a differential 1-form on a compact Riemann surface X, then
. As f is weakly holomorphic as a 1-form, we see 1 2πi t a t (0) = 0 and the result follows.
From the lemma, there is no g
2,m exists for some m > 0 and for some m < 0, and hence there is a gap in the sequence {g For N ∈ N and k an even integer, let Υ S (N, k) be the set of all integers i such that there is no form f ∈ S k (N) with
From now on, we restrict our attention to N = p prime. If p > 3, we may define Λ p (z) = η(pz) 2p η(z) 2 . By Newman [18, 19] (see also [16] ), Λ p is a weight p − 1 modular form for Γ 0 (p) with all its zeros at ∞ and with v ∞ (Λ p ) =
The following results are classical (see Exercise 3.1.4 and Theorem 3.5.1 of [7] , for example), but essential for the computations that follow.
Lemma 2.2. Let p be prime. Then the genus of
Lemma 2.3. Let p > 3 be prime. Then dim S 2 (p) = g 0 , and for all k > 2, we have
We also require the following lemma, which Ogg attributes to Atkin in [20] .
For p prime and k an even natural number, let 
Similarly, the existence of eigenforms (which must be O(q) but not O(q 2 )) shows that m ∈ Υ S (p,
A
where α 2 (1, kp) and α 3 (1, kp) are the orders of vanishing for i and e 2πi/3 forced by valence considerations in M kp (1). Theorem 1.4 of [2] is more general than the above claim, but this formulation is sufficient for our needs. A computation shows that for p > 3 prime, 2 ≤ k ≤ p − 1 even, we have
otherwise.
In particular, letting k = p − 1, we see that for p > 3 prime, p ≡ 1 (mod 12), we have κ S (p, p − 1) = 0. In other words, there are no gaps in the basis for S p−1 (p). If p ≡ 1 (mod 12), we only have κ S (p, p − 1) ≤ 1; this bound is not tight enough to prove our results.
Weights 0 and 2
The results in the previous section allow us to show that for p ≡ 1 (mod 12) a prime of nonzero genus, there are no unexpected gaps in the bases {f
0,m is defined for m = 0 and for
and is of the form
0,m is defined for m ≥ g 0 (p) + 1 and is of the form g
m=− dim S p−1 (p) be a row-reduced basis for S p−1 (p); the basis has this form by the argument above. The Eisenstein series E p−1 is an oldform of M p−1 (p) and has constant term, unlike all the g (p) p−1,i previously described, and Λ p is a weight p − 1 form with higher order of vanishing than any of the forms in S p−1 (p). Then as dim M k (p) = dim S k (p) + 2, these forms together form a basis for M p−1 (p). Start with Λ p , the form of maximal order of vanishing in this basis, and begin dividing by Λ p . Note that Λ p /Λ p = 1 is in reduced form, and no nonzero element of M ♯ 0 (p) has positive order of vanishing at infinity, else multiplying by Λ p we would have a form in M p−1 (p) with order of vanishing at infinity greater than Λ p , which is impossible. Now consider g 
, and row-reducing with previously constructed forms, we obtain f 
ℓ(p−1),m is defined for m ≥ g 0 (p) − ℓλ p + 1 and is of the form g (p)
We obtain similar results for weight 2. 
2,m is defined for m ≥ −g 0 (p), m = 0 and is of the form g
We note that f 2,m is analogous, with the slight complication that g (2) p,0 does not exist (Lemma 2.1), and we must construct g 
2+ℓλp,m is defined for m ≥ −g 0 (p) − ℓλ p , m = −ℓλ p and is of the form
2+ℓλp (m, ℓλ p ) = 0 for i < −ℓλ p . With the above machinery in place, it is now straightforward to prove Theorem 1.3, which gives duality for all k ≡ 0, 2 (mod p − 1). Theorem 3.5. Let p ≡ 1 (mod 12) be prime of genus g 0 > 0, and let k ∈ 2Z satisfy k ≡ 0 (mod p − 1) or k ≡ 2 (mod p − 1). Then for all m, n ∈ Z, we have
2−ℓ(p−1),n is an element of S ♯ 2 (p), so by Lemma 2.1 it has no constant term. On the other hand, by inspection of Fourier series, its constant term is
2−ℓ(p−1) (n, −i) may also be interpreted as the Petersson scalar product in the Bruiner-Funke pairing of [5] .
Other Weights
The proof above reveals that the reason Zagier duality holds is that the gaps in the bases {f 
In fact, these inclusions are generally equalities. 
and
Equivalently, the elements {g
0,n exists by Proposition 3.1 and so f
0,n = 1 + . . . is a weight k form that vanishes at 0, and so row-reducing by the elements of S k (p), we obtain g (p)
k,0 . We may now construct {g An analogous argument holds for Υ
Then we may take {Λ 
It is straightforward to compute Υ M (p, k ′ ) and Υ S (p, k ′ ) for 0 < k ′ < p − 1 using a computer algebra system (the authors used Sage), which allows us to verify duality directly in a number of cases.
We may now prove Theorem 1.4, which we restate here. 
k (m, n)q n be as above. Then for all m, n ∈ Z,
we have a
Proof. We prove only the case p = 17 by way of illustration, but provide enough data for readers to work out the remaining cases. Let p = 17. Note that g 0 (17) = 1 and that λ 17 = 24. It is also clear that 17 ≡ 1 (mod 12). We also see that for k > 2 even, we have dim S k (17) = k + 2⌊ For all other 4 ≤ k ≤ 14 = 17 − 3, we have
If k ≡ 0, 2 (mod 16), the result was proven in Theorem 3.5 above. So suppose now that k ≡ 0, 2 (mod 16) and write k = k ′ + 16ℓ with k ′ ∈ {4, 6, . . . , 14}. First suppose k ′ = 6. By Corollary 4.2, we have f
and f (17) k,m is of the form
Likewise, a computation shows that g
2−k,m is defined for m ≥ k ′ + 2
2−k,m is of the form
2−k,n ∈ S ♯ 2−k (17) be arbitrary. Then f (17) k,m g
2−k,n is an element of S ♯ 2 (17). As such, by Lemma 2.1, it has no constant term. On the other hand, by inspection of Fourier series, its constant term is
+ 24l we see that a (17) k (m, i) = 0, and on the other hand if
2−k (n, −i) = 0. Duality follows. Now let k ′ = 6. By Corollary 4.2, we have f (17) k,m defined for i ≥ −8−24ℓ with m = −7−24ℓ, and f (17) k,m is of the form f
2−k,m is defined for m ≥ 7 + 24ℓ with m = 8 + 24ℓ, and is of the form g
2−k,n ∈ S It turns out that for p = 11, for 4 ≤ k The prime p = 37 deserves special attention here, since p ≡ 1 (mod 12) and so the results proven in the previous section do not immediately apply to it. However, another computation reveals that κ S (37, 36) = κ M (37, 36) = 0. We see that the arguments in sections 3 and 4 go through without impediment.
Generating Functions
Let F There is a recurrence relation for {f 
