ABSTRACT: The sensitivity of Arctic atmospheric simulations to initial and boundary conditions was investigated with the high horizontal resolution regional climate model HIRHAM driven by observational data analyses at the lateral and lower boundaries. Investigation of the constraint of the synopticscale flow in the specific circumpolar Arctic domain showed that even though the same domain size as in mid-latitude RCM (regional climate model) simulations was used, a weaker constraint of the synoptic scales and a smaller predictability were obtained. A simple spectral analysis showed that only scales with wavelengths longer than 1000 km contribute to the higher root-mean-square difference. Due to the weaker lateral boundary control a pronounced sensitivity of the Arctic simulations to uncertainties in initial conditions was found. The changes in the monthly mean atmospheric structures due to internal processes were of the same order as those due to inaccurate physical parameterizations. Sensitivity experiments concerning changed sea ice thickness showed a substantial impact of the lower boundary conditions on the monthly mean atmospheric structures up to the middle troposphere.
INTRODUCTION
The concept of limited-area climate modeling has been sucessfully applied in the simulation of the Arctic climate at high spatial resolution with the western Arctic regional climate system model (RCM) ARCSyM (Walsh et al. 1993 , Lynch et al. 1995 and the atmospheric RCM HIRHAM over the whole Arctic (Dethloff et al. 1996 , Rinke et al. 1997 . A RCM approach provides a powerful tool for improving the simulation of regional effects of the Arctic climate as a result of better resolved orography, nonlinear energy transfer and instability processes in the atmospheric motion spectrum. McGregor (1997) gives a short review of the basic methodology, recent simulations, and limitations of RCMs. To discuss the limitations of RCMs, sensitivity experiments aimed at evaluating the effects of different physical parameterizations, boundary conditions and initial conditions on the simulated climate are necessary for the purpose of understanding model biases and uncertainties. In the literature on RCMs such tests appear to be very poorly discussed although some work has been done. Sass & Christensen (1995) pointed out that a fundamental question to be considered in the context of RCM simulations is concerned with how the strength of the interior solution is affected by the forcing from the boundaries and in what way the interior solution depends on the quality of the boundary fields. The influence of the lateral boundary forcing on RCM simulations over Europe has been considered by Giorgi & Marinucci (1991) , Jones et al. (1995) , Cress et al. (1995) and Machenhauer et al. (1997) , who showed that any systematic error in the driving fields is transmitted to the RCM. In the current paper the coupling of the nested RCM to the driving model is investigated in a very specific domain, that of the circumpolar Arctic. We assume that baroclinic perturbations are allowed to stay within the domain for much longer time periods than in typical RCM integrations over mid-latitude domains. We address the following question: How are the amount of lateral boundary control and and its associated error related to uncertainties in the initial conditions in this specific domain?
Of course, the RCM solution depends on the quality of the RCM. Besides the dynamic part (numerical discretization, resolution, horizontal diffusion, time integration scheme, etc.), this quality relies mainly upon the physical parameterizations. The improvement of Arctic RCM simulations due to more advanced physical parameterizations was discussed, e.g., in Lynch et al. (1995) , Abegg et al. (1997) , Pinto et al. (1997) , and Rinke et al. (1997) .
A short model description is given in Section 2. In Section 3 the constraint of the synoptic-scale flow due to the lateral forcing is discussed in the specific domain used (circumpolar Arctic). The influences of changed initial states and sea ice thickness on January and July RCM simulations are discussed in Sections 4 and 5. Finally, Section 6 summarizes the main conclusions.
MODEL SET-UP
The atmospheric RCM HIRHAM , which contains the physical parameterization package of the general circulation model (GCM) ECHAM (DKRZ 1992 , Roeckner et al. 1996 , was applied on a model area covering the whole Arctic north of about 65°N. The model's horizontal grid is based on a rotated latitude/longitude grid with a rotated North Pole at (0°N, 0°E) and a horizontal resolution of 0.5°in rotated latitude and longitude. We use 110 × 100 gridpoints (domain ARC) in the horizontal and 19 vertical levels from the surface up to 10 hPa. A detailed description of the dynamical and physical properties of the model has been given in Dethloff et al. (1996) . The model is forced at the lateral boundaries by the European Centre for Medium-Range Weather Forecasts (ECMWF) analyses updated every 6 h. The information from the lateral boundaries is transferred to the model by a relaxation procedure for the prognostic fields using a 10 gridpoint wide boundary zone. At the lower boundary the model is forced by ECMWF analysed sea surface temperature (SST) and sea ice fraction, updated daily. In Section 3 and 4 an alternative circumpolar RCM domain with 50 × 44 gridpoints (domain AO) is considered, containing only the central Arctic Ocean north of about 73°N (see Fig. 1 ).
CONSTRAINT OF THE SYNOPTIC-SCALE FLOW
The starting point of nested models is that lateral boundary conditions (BC) are set to constrain the RCM simulation to the same synoptic conditions as those provided by the nesting data, so that the continual boundary forcing is designed to keep the large-scale circulation features similar to those of the driving model (here ECMWF analyses). To sort out whether the RCM runs are coupled to or decoupled from the lateral BC, one has to make sure that long-term biases do not accumulate in the interior of the domain. Therefore, we calculated the root-mean-square (rms) difference between daily simulated and observed 500 hPa geopotential heights, averaged over the whole domain excluding the boundary zone. In Fig. 2 the bold line shows the time trace of this rms difference for a yearly integration over the year 1990 using ECHAM3 physics measuring the day-by-day mismatch of the simulated and analysed fields. The rms difference increases quickly from zero at the beginning of the integration to a maximum of 130 gpm around Day 10 before substantially reducing to lower values and fluctuating around a mean asymptotic value of about 70 to 80 gpm. Singlemonth integrations using the model version with an improved physical package (HIRHAM with ECHAM4 physical parametrizations) reduce the rms difference by about 40 gpm (not shown here). Fig. 2 shows that the error curve does not grow with time. It is accepted that this quasi-equilibration of model error is explained by the comparable and counteracting influence of physically induced internal error growth and lateral boundary induced externally forced error reduction (e.g. Giorgi 1990 , Luethi et al. 1996 . Anthes (1986) introduced this as the extended predictability of nested models. Giorgi (1990) showed that this equilibrium depends on the strength of the advection from the boundaries and the strength of the local forcing. The results in Fig. 2 are partly comparable with RCM inte- grations of other authors. Bhaskaran et al. (1996) found in their seasonal simulation of the Indian summer monsoon a quick increase in the geopotential rms difference, averaged over 700 and 850 hPa, to a maximum around Day 20 and then a subsequently reduction to about the half rms value. Luethi et al. (1996) found in their monthly simulation of the European circulation a mean asymptotic value of 20 to 30 gpm for January 1993 and 40 to 50 gpm for the 500 hPa geopotential rms difference for July 1993. Fig. 2 additionally presents the persistence of the analysed 500 hPa height relative to the initial state (dotted line). It was calculated for each month separately and relative to the corresponding initial state of the month. The comparison of both lines in Fig. 2 shows that for most of the months (April-June, September and November-December, 1990 ) about 70% of the observed deviation from persistence is correctly simulated by the model, while for January-March and July-August 1990 the corresponding value is only about 40 to 50%.
To demonstrate additionally that the solutions do not diverge from the forcing BC more clearly by projecting the dynamical fields at any time level on a set of empirical orthogonal functions (EOFs), such an EOF analysis has been applied on the daily 500 hPa heights. The time series of amplitudes of the i th EOF are called the ith principal component (PCi) of the time series. The EOFs and PCs were normalized by the square root and the reciprocal of the square root of the eigenvalues, respectively (von Storch 1995) . In this normalization the PCs have variance =1 and the relative strength of the signal is in the EOF patterns. Fig. 3 shows the time series of PC1 (the amplitudes of the leading EOF) for the simulated and analysed fields for January and July of the yearly run of 1990. For January EOF1 represents about 32% and for July about 40% of the total variance of the 500 hPa height field. The simulated and observed curves are highly correlated, with correlation coefficients of more than 0.9.
In summary, these results reflect an adequate BC nesting, but in comparison to the RCM simulations for mid-latitude domains our results for the circumpolar Arctic area are different in several aspects. The asymptotic value of the error curve is higher than for RCM integrations over Europe and from time to time outbursts occur. This could be connected with the computational domain size used and/or the particular geo- , which is also often used for RCM simulations over Europe (Cress et al. 1995 , Jones et al. 1995 , Luethi et al. 1996 , 1998 and over the United States (Seth & Giorgi 1998) . Vukicevic & Errico (1990) found a critical size of 20 million km 2 , in the sense that for smaller domains initial perturbations are damped. Vukicevic & Errico (1990) showed that in RCM domains of sufficient size the baroclinic waves can diverge from their counterparts in the driving model and then interact with the long waves of the lateral BC and modify them. Jones et al. (1995) found that RCM simulations over Europe are sensitive to the domain size. Similar results obtained by Cress et al. (1995) , but they pointed out that most of the differences between the simulated climates using different sizes are rather small. For RCMs in mid-latitudes the main advantage is the prevailing strong zonal circulation due to which the error growth is mitigated by a fast propagation of true information from the lateral boundaries into, and of model-generated errors out of, the model domain. In the tropics, for example, the weather patterns move more slowly, meaning that the boundary information flashes in and out much more slowly, which could result in a somewhat independent development from the forcing model. The same problems occur over the European area during summertime simulations with a weaker zonal circulation (Luethi et al. 1996) and for very large domains (Jones et al. 1995) . What is the situation like over the circumpolar Arctic integration area? One of the main characteristics of the Arctic dynamics is the polar vortex with its tropospheric extension during winter. It acts as a barrier to transient eddies in the troposphere but these weather systems are the most important mechanism for horizontal heat transport. Atmospheric waves can stay in the circumpolar domain for a long period.
To separate the horizontal scales which contribute to the error growth in Fig. 2 we applied a low-pass gridpoint filter by calculating running means over gridboxes of different size on the simulated daily January and July 500 hPa heights. We used gridboxes of 10 × 10, 20 × 20, and 40 × 40 grids only representing waves longer than 1000, 2000, and 4000 km, respectively. When calculating the differences between the unfiltered and filtered variables, we obtained the components containing only the scales with shorter wavelengths. In Fig. 4 the black lines show the January 500 hPa height rms errors for the ARC domain. The solid line shows the whole component (which corresponds to the curve from Fig. 2 , but is here for single-month simulations using ECHAM4 physics). The dashed line shows the filtered component containing only the scales with wavelengths shorter than 1000 km. The figure indicates that only horizontal scales with wavelengths longer than 1000 km contribute to the outbursts and higher asymptotic value of the rms difference. The same holds for the July case (not shown here). The large scales of the error suggest that baroclinic instability may play a significant role in this error behaviour as discussed in Vukicevic & Errico (1990) . The specific domain considered (circumpolar Arctic) allows baroclinic perturbation to stay within the domain for much longer time periods than in typical RCM integrations over mid-latitude domains and to react with the internal dynamics. For this reason the predictability of the large-scale patterns for such an Arctic domain is substantially smaller than for mid-latitude domains of equal size. Let us look at the error behaviour using a smaller domain size over the circumpolar Arctic area. For this sensitivity study we choose a domain with 50 × 44 gridpoints (domain AO containing only the central Arctic Ocean north of about 73°N, described by the inner area in Fig. 1) , and with the same grid spacing of 50 km. In Fig. 4 the grey lines show the corresponding 500 hPa height unfiltered and filtered rms differences for the AO area for January 1990. The asymptotic rms error is now about 15 gpm and on the same order of magnitude as known from larger RCMs in mid-latitudes. The large scales cannot react significantly to the internal dynamics because in that very small domain they are now strongly constrained by the boundaries. The correlation coefficient between the time series of PC1 of simulated and analysed 500 hPa height is 0.99.
The results in this section demonstrate that RCM runs over the circumpolar Arctic integration area are not decoupled from the lateral BC. Even though the same domain size is used as that widely chosen for mid-latitude RCM simulations, a different constraint of the synoptic scales and a smaller predictability of the large scales were observed. More precisely, the RCM is more weakly coupled to the lateral BC compared with mid-latitude RCMs. A spectral analysis shows that only the synoptic-scale disturbances with wavelengths longer than 1000 km contribute to the outbursts and the higher rms difference. To alleviate the problem of weak coupling Laprise (pers. comm. 1999) suggested the replacement of the lateral BC nesting strategy with a nudging of the long waves in the RCM with those from the nesting data using data assimilation. Another way would be a 2-way nesting method where one would allow the RCM to diverge from the driving model on larger scales hoping that this would yield better results or a model with a variable-resolution grid.
INFLUENCE OF THE INITIAL STATE ON THE SIMULATION
To detect expected anthropogenic signals in polar regions as a result of increased greenhouse gas concentrations, improved knowledge of the influence of internal processes on atmospheric structures is needed. Following Hasselmann (1976) climate time scale variability can be produced by random weather time scale forcing. In this section the internally generated climate variability is investigated by computing the monthly mean structures for different initial states for the Arctic in a RCM. Rabier et al. (1996) pointed out that the experience with data assimilation and forecast experiments at the ECMWF suggests that the largest forecast errors more often arise from errors in the initial conditions than from those in the model formulation. In contrast to the behaviour of global models, Anthes et al. (1989) found that the lateral BC exert a much stronger control over the error growth than the initial conditions and the use of different model physical parameterizations. For a mesoscale model he showed that at least in some cases (Anthes 1986) small differences in the initial conditions do not grow over a 72 h period if the lateral BC are the same, meaning there is no significant transfer of initial error energy from the smallest scales to the larger scales. He suggested that a weaker large-scale forcing leads to a stronger sensitivity with respect to uncertainties in the initial conditions. We analyze this problem for the Arctic domain by comparing the sensitivities of the ARC and AO domains.
Since the initial state of the atmosphere contains uncertainties due to the coarse observational network, a complete weather prediction should be formulated in terms of a probability distribution of forecast states. Ensemble prediction is a practical means of estimating this probability distribution for the medium range, where error evolution becomes nonlinear (Molteni et al. 1996) . The ensemble technique, the integration of a numerical model from a variety of initial conditions, has been applied sucessfully in weather forecasting and seasonal climate prediction (Toth & Kalnay 1993 , Molteni et al. 1996 , to name but two). The ensemble method adopted here for a RCM is an alternative approach to multiple-month RCM simulations as carried out for many geographical regions. An overview of these simulations is given by McGregor (1997).
The sensitivity experiments described here, using the ensemble method, investigate the influence of inaccurate initial conditions on the monthly mean model structures for the winter month January 1990 and the summer month July 1990. Four simulations for each of these 2 months were carried out in the following way: All January/July ensemble members start at 00:00 h UTC on January/July 1, but with initial conditions from January/July 1 (control run or run aw), 2, 3, and 4 (runs aw2, aw3, aw4) at 00:00 h UTC. After initialization each run uses the same lateral and lower BC, so any differences between these runs occur as a result of changed instability processes as a consequence of changes in the initial states. Figs. 5 & 6 show the ensemble means of SLP (sea level presure) and 500 hPa geopotential for January and July, respectively; the ensemble means were computed as arithmetic averages of the 4 corresponding monthly means. Figs. 7 & 8 show the calculated ensemble standard deviations of SLP and 500 hPa geopotential for the January and July ensembles, respectively. They have been calculated from the differences of the ensemble mean and the monthly means of the aw, aw2, aw3, aw4 runs. These standard deviations show the representativeness of the ensemble mean in the model region or the internal mean model variability. It is obvious that as a result of the same lateral ECMWF boundary forcing in each of the 4 experiments in the 10 gridpoint wide boundary zone the standard deviations are very small. Fig. 7 shows that during January the maximum standard deviations of the SLP and 500 hPa geopotential occur in the Barents Sea, with values of up to 4 hPa and 400 m 2 s -2
. Over the same region Dethloff et al. (1996) computed the maximum negative model bias (difference 'model minus ECMWF analyses') of SLP and 500 hPa geopotential with the same order of magnitude. The investigation of HIRHAM´s interannual behaviour based on the simulations of 11 January of 1985 to 1995 in Rinke et al. (1999) showed that the model develops a systematic error in the 500 hPa geopotential over the Barents Sea and central Arctic Ocean of up to 300 m 2 s -2 . These differences are connected with errors due to uncertainties in the initial conditions, errors in the data and errors in the physical model parameterizations used. Fig. 8 illustrates that during July the standard deviations of the SLP and 500 hPa geopotential show a 2-wave pattern, with maximum values over the eastern and western Arctic and maximum values similar to those in January. The regions of maximum standard deviation are again The presented ensemble standard deviations of the runs with different initial states are of the same order as the model bias 'model minus analyses'. This means that the range of the internally generated noise as a result of inaccurate initial data is of the same order as the model bias due to incorrect parameterizations. By evaluating the dispersion of the simulations as a result of different initial states, here described by the standard deviation, a measure of the uncertainty of RCM simulations over the Arctic was obtained. The uncertainty in the initial conditions, which in the Arctic is largely due to sparse data, builds an upper limit for improvements of the bias of any RCM. The consequence for climatic change experiments in polar regions is that only regions where the standard deviation is small enough to allow the detection of an anthropogenic signal should be selected. Fig. 9 shows time series of daily SLP and, 500 and 70 hPa geopotential for July at the gridpoint (50, 70) over the Arctic Ocean for 4 runs with different initial values. Even if the initial values differ only slightly from each other, the curves separate with time, resulting in monthly mean differences of up to 4 hPa in SLP. Simulations starting from different initial states diverge from each other as a result of the development of nonlinear atmospheric instabilities. To demonstrate this divergence of the solutions more clearly by projecting the dynamical fields at any time level on an set of EOFs, such an EOF analysis was applied to the daily 500 hPa heights. Fig. 10a shows the time series of PC1 of the 500 hPa height field for the runs aw to aw4 for July 1990. EOF1 represents about 40% of the total variance of the 500 hPa height field. The calculated correlation coefficients between these time series are larger than 0.9.
In summary, in our RCM simulations we obtained a pronounced sensitivity to uncertainties in the initial conditions. This result is in contrast to the result of other authors (see, e.g., a survey in Paegle et al. 1997) . We conclude that the weaker large-scale boundary forcing in our ARC domain discussed in Section 3 leads to the stronger sensitivity. We repeated the July 1990 integrations using the different initial conditions aw, aw2, aw3 and aw4, but now using the smaller AO domain. Fig. 10b shows the time series of PC1 of the 500 hPa geopotential height for these runs. The correlations between the 4 time series are quite strong, with correlation coefficients of 0.99. There is practically no dependence on the initial value. Investigating the sensitivity to initial soil moisture, Seth & Giorgi (1998) also found that according to the domain size the same model produces quite different sensitivities. The ensemble standard deviation for the 500 hPa geopotential of the July ensemble is represented in Fig. 11 and shows a maximum of only 20 m 2 s -2 . A comparison of this figure with the corresponding deviation pattern in the ARC domain in Fig. 8b shows that the use of the smaller domain reduces the standard deviation by a whole order of magnitude. But, as for the ARC domain, the model bias 'model minus analyses' for the AO domain (not shown here) is of the same order of magnitude and about in the same place as the ensemble standard deviation. Consequently, for both domains the maximum internal model variability is co-located with the the maximum model bias. It should be concluded that it is difficult to compare single-month integration results with the observed state. This is what Christensen et al. (1997) referred to as actual time verification; they also give a discussion of the limitations of this verification technique.
Finally, we compare the averaged skill of the ensemble simulation with that of the single-month simulation. In Fig. 12 the time series of the domain-averaged rms differences have been plotted for the SLP during July 1990, calculated on the basis of the single-month control run (run aw) on the one hand, and on the other on the basis of the whole July ensemble (runs aw and aw2, aw3, aw4). What we know from ECMWF ensem- ble weather prediction systems is that the skill of the ensemble mean improves with respect to the control forecast after about Days 4 to 5 (Molteni et al. 1996) . But what we see here in Fig. 12a for the ARC domain is that the improvement is evident only after Day 15. Considering the statistics of the whole-ensemble integrations, an improvement in the rms error occurs and the outbursts are weaker. The results for the AO domain in Fig. 12b show again the very strong control of the error growth due to the lateral BC. Trying to quantify the needed minimum number of realizations of a given month, we enlarged the July 1990 ensemble. As well as the 4 runs aw to aw4, we simulated 4 additional experiments called aw5, aw6, aw7 and aw8. All runs start also started at 00:00 h UTC on July 1, but runs aw5, aw6 and aw7 had initial conditions from July 1 at 12:00 h UTC, 06:00 h UTC and 18:00 h UTC, respectively. Run aw8 started with initial conditions from July 2, 06:00 h UTC. When we compare the rms differences of the different members ensembles in Fig. 12a , we see that no additional improvement occurs by using larger ensembles.
INFLUENCE OF SEA ICE THICKNESS ON THE SIMULATION
At the lower boundary we used a constant value of sea ice thickness for the whole Arctic integration area. Based on measurements, Flato & Hibler (1995) showed that during January the Arctic Ocean is covered with sea ice of a thickness of 4 m, whereas on the Atlantic side the sea ice is much thinner, with a thickness between 1 and 2 m. This section describes the sensitivity of the HIRHAM January 1990 simulation to various sea ice thicknesses (1, 2 and 4 m). ground using 1 m sea ice thickness. In the difference map 'model minus analyses' (not shown here) the simulated temperature over the ice covered central Arctic Ocean is up to 10 K higher than the analysed temperature. This large difference is caused by sea ice in the model that is too thin. The ice-surface temperature is calculated from the energy balance at the ice surface, which is determined by the atmospheric energy flux (solar and thermal radiative fluxes, sensible and latent heat fluxes) and by the oceanic heat fluxes. The oceanic heat flux is parameterized in the model as being indirectly proportional to the ice thickness. Due to the chosen sea ice thickness of 1 m the heat flux from the underlying warmer ocean into the atmosphere is too high and induces a near-surface temperature in the model simulation that is too warm. An increase of the sea ice thickness changes the bias structure. Fig. 13b ,c shows the changes in the monthly mean lowest model level temperature and SLP due to an increase of ice thickness from 1 to 4 m. The increased sea ice thickness reduces the oceanic heat flux into the atmosphere, whereby the surface temperatures decrease up to 8 K and clearly reduce the warm temperature bias over the Arctic Ocean to 2 K. In connection with the changed near surface temperature due to increased ice thickness, the SLP is reduced up to 5 hPa over the Arctic Ocean. Fig. 13b ,c shows further that for areas of single-year sea ice use of thinner ice thickness would be more suitable. Changes in sea ice thickness influence the thermal regime up to 500 hPa, but the greatest impact is visible in the near surface temperature, with changes of 4 K, and in the surface fluxes.
To obtain a more realistic winter simulation, it seems necessary to distinguish between single-year and multiyear sea ice, i.e. to use at least regionally different sea ice thickness. Lynch et al. (1995) showed that the inclusion of sea ice dynamics has substantial impacts on the model results for winter and suggested the construction of a fully coupled atmosphere-ocean-sea-ice RCM over the Arctic. Such an approach is underway.
SUMMARY
To look at the very specific circumpolar Arctic domain used for RCM simulations, we addressed the issue of synoptic-scale constraint of the flow inside the RCM. It was shown that in this specific circumpolar Arctic domain the lateral boundary control is weaker compared to that in corresponding domain sizes in mid-latitude areas. The investigation showed a smaller predictability of large scales in the Arctic compared to mid-latitude RCMs. We showed that the predictability depends on both the domain size and the domain location. Even with perfect BC, RCMs may develop systematic errors in the simulation of the large-scale flow if the boundary forcing is weak. For such model configurations the value of single-month integrations to validate the model is weak. Seth & Giorgi (1998) showed that larger domains are likely to be preferred for testing the sensitivity to internal model processes because the model solution is more free to respond to variations in internal parameters.
A simple spectral analysis showed that only horizontal scales with wavelengths longer than 1000 km contribute to the higher root mean square difference. The main sources of local error growth are associated rather with small uncertainties of the larger spatial scales than those of the smaller scales. The condition that lateral BC are set to constrain the RCM simulation to the same synoptic conditions provided by the nesting data ensures that the RCM acts purely as a physically based nonlinear interpolator on the coarser nesting model (Goyette & Laprise 1996) . However, in the Arctic the observational data analyses used are mainly based on the ECMWF forecast model as a result of the coarse data. For this reason it is difficult to evaluate the differences between the simulated and the analysed fields, and it would be interesting to allow the RCM fields to diverge from the driving data on larger scales, hoping that this will yield better results. A 2-way nesting procedure or a global model with variable-resolution grid would provide a solution.
Due to the weaker lateral boundary control a more pronounced sensitivity to uncertainties in initial conditions is found in comparison to other mesoscale models, as discussed, e.g., in Paegle et al. (1997) . The uncertainty in the initial conditions, which in Arctic regions as a result of coarse data is especially large, sets an upper limit for improvements of the bias of any RCM. The maxima of the standard deviations seem to be connected with the storm tracks in winter and summer and are strongly determined by baroclinic instability processes. The changes of the monthly mean atmospheric structures due to the changes of the internal processes are of the same order as the model bias due to inaccurate physical parameterizations. However, if the domain is small enough the dependence of the simulation on initial uncertainties is weak.
The influence of sea ice thickness at the lower boundary on the simulations is quite strong in the Arctic. Large fluxes of heat and moisture, particularly from leads and polynyas, shape the local and downstream circulation. The experiments described here underline the fact that in the Arctic region a well-suited description of the surface characteristics and planetary boundary layer physics is most important. An appropriate incorporation of the sea ice characteristics is crucial for a realistic simulation of the Arctic climate. 
