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Abstrakt
Bakala´rˇska´ pra´ce s na´zvem ”Prˇı´znakove´ rozpozna´va´nı´” se zaby´va´ problematikou au-
torizovane´ho rozpozna´va´nı´ objektu˚, vyskytujı´cı´ch se na obraze, na za´kladeˇ prˇı´znaku˚.
Pra´ce spada´ do oblasti pocˇı´tacˇove´ho videˇnı´. V teoreticke´ cˇa´sti pra´ce je popsa´n rˇeteˇzec
zpracova´nı´ obrazu od jeho prˇedzpracova´nı´ azˇ po klasifikaci. Zvy´sˇeny´ du˚raz je prˇitom
veˇnova´n prˇı´znaku˚m, jimzˇ je veˇnova´na kapitola cˇ.5. Prakticka´ cˇa´st je veˇnova´na imple-
mentaci vybrany´ch prˇı´znaku˚ s pouzˇitı´m knihovny OpenCV pro C++. Pro klasifikaci je
pak pouzˇit rozhodovacı´ strom, jehozˇ vstupnı´mi daty jsou zjisˇteˇne´ prˇı´znaky.
Klı´cˇova´ slova: zpracova´nı´ obrazu, prˇı´znak, digita´lnı´ obraz, klasifikace
Abstract
The thesis called ”Feature-based recognition” deals with the issue of authorized recogni-
tion of objects occurring in an image and which is based on features. The thesis apper-
tains to the field of computer vision. The theoretical part of the thesis describes a chain
of image processing from its preprocessing up to the classification. The emphasis is put
on features, which are dealt with in chapter 5. The practical part is dedicated to the im-
plementation of selected features with the help of OpenCV library for C++. The detected
features serve as input data for the classification by means of a decision tree.
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41 U´vod
Pocˇı´tacˇove´ videˇnı´ je obor, ktery´ se zaby´va´ zpracova´nı´m a analy´zou obrazu. Kloubı´ se v
neˇm znalosti z ru˚zny´ch oboru˚ jako je naprˇı´klad matematika, fyzika, informatika, umeˇla´
inteligence, neurobiologie apod. Specifickou cˇa´stı´ pocˇı´tacˇove´ho videˇnı´ je rozpozna´va´nı´.
Obra´zek 1: Uka´zka neˇkolika objektu˚, s ktery´mi se mu˚zˇeme beˇzˇneˇ setkat [14]
Pro cˇloveˇka je beˇzˇne´ a snadne´ pomocı´ zraku rozpozna´vat ru˚zne´ objekty, ktere´ se kolem
neˇj nacha´zejı´ (viz Obr.1), at’ jizˇ se jedna´ o lidi, zvı´rˇata cˇi veˇci. Pokud ale chceme stejny´
proble´m rˇesˇit pomocı´ vy´pocˇetnı´ techniky, sta´va´ se z neˇj pomeˇrneˇ slozˇity´ u´kol. Aby byl
pocˇı´tacˇ schopen ru˚zne´ prˇedmeˇty rozpoznat, musı´ by´t tyto objekty popsa´ny pomocı´ pro
neˇ specificky´ch vlastnostı´. V ra´mci pocˇı´tacˇove´ho videˇnı´ existuje cela´ skupina metod, ktere´
se zaby´vajı´ popisem, rozpozna´va´nı´m a klasifikacı´ pra´veˇ na za´kladeˇ teˇchto vlastnostı´ tzv.
prˇı´znaku˚. Tyto metody nazy´va´me prˇı´znakovy´mi a mu˚zˇeme je vyuzˇı´t prˇi rˇesˇenı´ ru˚zny´ch
u´loh v mnoha odveˇtvı´ch.
Uved’me pro ilustraci mozˇnost vyuzˇitı´ v automobilech. Mu˚zˇe to by´t naprˇı´klad syste´m
pro automaticke´ parkova´nı´ vozidla, ktery´ je pomocı´ kamer schopen najı´t vhodne´ parko-
vacı´ mı´sto a automobil na neˇj nave´st bez asistence rˇidicˇe. Mu˚zˇe se take´ jednat o syste´my,
ktere´ pouze poma´hajı´ rˇidicˇi prˇi jı´zdeˇ a zvysˇujı´ bezpecˇnost. Zde mu˚zˇeme uve´st rozpozna´va´nı´
dopravnı´ch znacˇek nebo kontrolu dodrzˇova´nı´ jı´zdnı´ho pruhu. V neposlednı´ rˇadeˇ take´
existujı´ syste´my, ktere´ jsou schopne´ rˇı´dit auto v beˇzˇne´m provozu bez za´sahu cˇloveˇka (viz
Obr.2).
5Obra´zek 2: Za´beˇry z autonomnı´ho automobilu firmy Google [15]
Vyuzˇitı´ nalezneme take´ v ru˚zny´ch OCR aplikacı´ch, jako je naprˇı´klad trˇı´deˇnı´ posˇtovnı´ch
za´silek na za´kladeˇ nasnı´mane´ adresy nebo digitalizace rucˇneˇ psany´ch textu˚ (viz Obr.3).
A take´ v mnoha dalsˇı´ch oborech jako je medicı´na, vojenstvı´, astronomie, geografie, de-
fektoskopie apod.
Obra´zek 3: Uka´zka digitalizace rucˇneˇ psane´ho textu [13]
V textu pra´ce je rozebra´na problematika zı´ska´va´nı´ a zpracova´nı´ obrazu a prˇedevsˇı´m je
zde popsa´no prˇı´znakove´ rozpozna´va´nı´. Pra´ce je rozdeˇlena do kapitol, z nichzˇ prvnı´ trˇi
se zaby´vajı´ pojmy, ktere´ souvisı´ s digita´lnı´m obrazem a jeho prˇedzpracova´nı´m. Jsou zde
popsa´ny neˇktere´ algoritmy a postupy, ktere´ mohou by´t prˇi prˇedzpracova´nı´ vyuzˇity. Kapi-
tola 5 se pak zaby´va´ popisem objektu˚ a zı´ska´va´nı´m prˇı´znaku˚. Kapitola 6 je pak veˇnova´na
klasifikaci. Pote´ na´sleduje prakticka´ cˇa´st, v nı´zˇ jsem implementoval neˇktere´ prˇı´znaky,
provedl jejich testova´nı´ a zhodnotil vy´sledky.
62 Za´kladnı´ pojmy a zı´ska´va´nı´ obrazu
2.1 Digitalizace
Obraz (obrazova´ data) lze reprezentovat jako spojite´ rozlozˇenı´ jasu (intenzity, opticke´
hustoty) v rovineˇ. [6] Mu˚zˇeme jej popsat pomocı´ rea´lne´, spojite´ obrazove´ funkce o dvou
promeˇnny´ch, pokud se jedna´ o staticka´ data.
f(x, y)
V prˇı´padeˇ obrazu˚ promeˇnny´ch v cˇase ma´ tato funkce 3 promeˇnne´ (x a y prˇedstavujı´
bod v rovineˇ, t prˇedstavuje hodnotu v cˇase)
f(x, y, t)
Takto je reprezentova´n pouze sˇedoto´novy´ obraz. Pokud je navı´c obor hodnot omezen
pouze na dveˇ hodnoty, jedna´ se o bina´rnı´ obraz. Pro barevny´ obraz pouzˇijeme neˇkolik
funkcı´, pomocı´ ktery´ch budou vyja´drˇeny jednotlive´ slozˇky barevne´ho modelu naprˇ. RGB
(HSV, YUV, CMY ... )
fR(x, y); fG(x, y); fB(x, y)
Pro pra´ci s obrazem v pocˇı´tacˇi pouzˇijeme digitalizovany´ obraz, ktery´ je vyja´drˇen po-
mocı´ matice MxN, jejı´zˇ jednotlive´ prvky nazy´va´me pixely. Pixel je nejmensˇı´ a da´le jizˇ
nedeˇlitelny´ element digita´lnı´ho obrazu nesoucı´ informaci o odpovı´dajı´cı´m obrazove´m
bodeˇ. Hodnoty jednotlivy´ch pixelu˚ jsou zı´ska´ny vzorkova´nı´m obrazove´ funkce. Pro kazˇdy´
vzorek je hodnota kvantova´na do jedne´ z K u´rovnı´. Tı´m zı´ska´me konecˇny´ pocˇet hodnot,
ktere´ jsou obvykle vyja´drˇeny pomocı´ cely´ch cˇı´sel.
Cˇı´m vysˇsˇı´ je rozlisˇenı´ (pocˇet pixelu˚) a pocˇet kvantovacı´ch u´rovnı´, tı´m prˇesneˇjsˇı´ je re-
prezentace pu˚vodnı´ho obrazu. Prˇi vzorkova´nı´ platı´ Shannonu˚v teore´m.
”
Prˇesna´ rekon-
strukce spojite´ho, frekvencˇneˇ omezene´ho signa´lu z jeho vzorku˚ je mozˇna´ tehdy, pokud
byl vzorkova´n frekvencı´ alesponˇ dvakra´t vysˇsˇı´, nezˇ je maxima´lnı´ frekvence rekonstru-
ovane´ho signa´lu.“ [5] Prˇı´lisˇ nı´zke´ rozlisˇenı´ vede ke ztra´teˇ detailu˚ obrazu, naopak prˇı´lisˇ
vysoke´ rozlisˇenı´ zvysˇuje vy´pocˇetnı´ na´rocˇnost dalsˇı´ch operacı´ prova´deˇny´ch s obrazem.
Volba vhodne´ho rozlisˇenı´ je tedy velmi du˚lezˇita´. Kromeˇ rozlisˇenı´ je take´ nutne´ zvolit
vzorkovacı´ mrˇı´zˇku (viz Obr.4) a take´ pocˇet kvantovacı´ch u´rovnı´. Prˇi nı´zke´m pocˇtu kvan-
tovacı´ch u´rovnı´ docha´zı´ ke vzniku falesˇny´ch obrysu˚, ktere´ jsou pro lidske´ oko pozorova-
telne´, pokud je pocˇet u´rovnı´ nizˇsˇı´ nezˇ cca. 64 (u monochromaticke´ho obrazu).
Obra´zek 4: Typy vzorkovacı´ch mrˇı´zˇek. Cˇtvercova´, hexagona´lnı´ a troju´helnı´kova´ [11]
72.1.1 Reprezentace barev
Du˚lezˇity´m parametrem obrazu je jeho barva. Vsˇechny pixely obrazu obsahujı´ informaci
o jednotlivy´ch slozˇka´ch pouzˇite´ho barevne´ho modelu. Nejbeˇzˇneˇjsˇı´ barevne´ modely jsou
• RGB
• CMY
• HSV
RGB je aditivnı´ model, cozˇ znamena´, zˇe vy´sledna´ barva je da´na soucˇtem trˇı´ za´kladnı´ch
barev (R - cˇervena´, B - modra´, G - zelena´). Pokud jsou vsˇechny trˇi barvy zastoupeny
maxima´lnı´ intenzitou, zı´ska´me bı´lou barvu, naopak pokud majı´ vsˇechny nulovou inten-
zitu, zı´ska´me barvu cˇernou. Tento model se pouzˇı´va´ u veˇtsˇiny zobrazovacı´ch zarˇı´zenı´
jako jsou televize, monitory, projektory apod. Neˇkdy se take´ mu˚zˇeme setkat s modelem
RGBA, ktery´ prˇida´va´ navı´c informaci o pru˚hlednosti pixelu tzv. alfa kana´l (A).
Obra´zek 5: Aditivnı´ mı´cha´nı´ barev modelu RGB [5]
CMY je model subtraktivnı´. V tomto prˇı´padeˇ je vy´sledna´ barva zı´ska´na tak, zˇe jednot-
live´ barvy azurova´ (C), purpurova´ (M) a zˇluta´ (Y) jsou od sebe odecˇı´ta´ny. Modely RGB a
CMY lze mezi sebou velmi snadno prˇeva´deˇt podle na´sledujı´cı´ho vzorce.
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Tento model se pouzˇı´va´ obvykle v tiska´rna´ch, kde obvykle prˇida´va´me navı´c cˇernou
barvu (K) a dosta´va´me tak model CMYK.
8Obra´zek 6: Subtraktivnı´ mı´cha´nı´ barev u modelu CMY [5]
HSV (neˇkdy take´ HSB) je model, ktery´ nejle´pe odpovı´da´ lidske´mu vnı´ma´nı´ barev.
Jeho slozˇky jsou barevny´ to´n (H), sytost barvy (S) a hodnota jasu (V). Tento model je
vyuzˇı´va´n neˇktery´mi graficky´mi aplikacemi. Jeho pouzˇitı´ mu˚zˇe by´t v neˇktery´ch prˇı´padech
vy´hodne´ prˇi segmentaci.
Obra´zek 7: Kuzˇel reprezentujı´cı´ model HSV [5]
2.2 Zı´ska´va´nı´ obrazu
Z fyzika´lnı´ho hlediska mu˚zˇeme snı´ma´nı´ obrazu cha´pat jako prˇevod vstupnı´ velicˇiny na
elektricky´ signa´l. Vstupnı´ velicˇinou mu˚zˇe kromeˇ jasu by´t naprˇı´klad take´ intenzita rent-
genove´ho za´rˇenı´, tepelna´ intenzita, ultrazvuk atd. V na´sledujı´cı´m textu ale budeme jako
vstupnı´ velicˇinu uvazˇovat vzˇdy jas. Rˇeteˇzec zı´ska´va´nı´ a zpracova´nı´ obrazu ma´ neˇkolik
kroku˚.
• Snı´ma´nı´
• Digitalizace
• Prˇedzpracova´nı´
• Segmentace
• Popis objektu˚
• Klasifikace
9Pro zı´ska´nı´ obrazu urcˇite´ sce´ny, je nutne´, aby byla dana´ sce´na osveˇtlena. To mu˚zˇe
by´t zajisˇteno bud’ dennı´m sveˇtlem, nebo prˇı´davny´mi zdroji sveˇtla. Ty mu˚zˇeme rozdeˇlit
naprˇı´klad podle vlnove´ de´lky vyzarˇovane´ho sveˇtla na ultrafialove´, viditelne´ a infracˇervene´.
Podle zpu˚sobu osveˇtlenı´ dane´ sce´ny pak na bodove´ a plosˇne´. Vhodny´m typem a in-
tenzitou osveˇtlenı´ ovlivnı´me prˇedevsˇı´m viditelnost snı´mane´ho objektu a take´ mu˚zˇeme
zvy´raznit neˇktere´ jeho pozˇadovane´ vlastnosti.
Snı´macı´ zarˇı´zenı´, v nasˇem prˇı´padeˇ fotoapara´t, ma´ dveˇ hlavnı´ cˇa´sti. Prvnı´ cˇa´stı´ je ob-
jektiv. Jedna´ se o soustavu opticky´ch cˇocˇek, ktera´ ma´ za u´kol soustrˇedit sveˇtelne´ paprsky
na senzor fotoapara´tu. Za´kladnı´mi vlastnostmi objektivu jsou ohniskova´ vzda´lenost a
sveˇtelnost. U neˇktery´ch objektivu˚ je mozˇne´ ohniskovou vzda´lenost v urcˇite´m rozsahu
meˇnit (tzv. zoom). Podle ohniskove´ vzda´lenosti mu˚zˇeme rozdeˇlit na sˇirokou´hle´ (u´hel
za´beˇru veˇtsˇı´ nezˇ 75◦), norma´lnı´ (u´hel za´beˇru kolem 50◦) a teleobjektivy (u´hel za´beˇru
mensˇı´ nezˇ 30◦). U objektivu˚ se vyskytujı´ vady, ktere´ majı´ vliv na vy´sledny´ obraz. Tyto
vady mu˚zˇeme rozdeˇlit do na´sledujı´cı´ch skupin
• sfe´ricke´ aberace
• chromaticke´ aberace
• astigmatismy
• asymetricke´ aberace
• zkreslenı´ obrazu (soudkovite´, podusˇkovite´)
• sklenutı´ zorne´ho pole
• difrakcˇnı´ vady
• vineˇtace atd.
Druhou cˇa´stı´ je senzor, ktery´ prˇeva´dı´ dopadajı´cı´ sveˇtlo na elektricky´ signa´l. Podle
pouzˇite´ technologie deˇlı´me senzory na CCD (Charge-coupled device) a CMOS (comple-
mentary metal oxide semiconductor). V dnesˇnı´ dobeˇ se v beˇzˇny´ch fotoapara´tech vyuzˇı´va´
veˇtsˇinou technologie CMOS, ktera´ poskytuje dostatecˇne´ rozlisˇenı´, odolnost proti sˇumu a
prˇedevsˇı´m nı´zkou cenu.
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3 Prˇedzpracova´nı´ obrazu
Prˇi prˇedzpracova´nı´ na´m jde prˇedevsˇı´m o zlepsˇenı´ nebo potlacˇenı´ urcˇity´ch vlastnostı´
obrazu tak, aby ho pote´ bylo mozˇne´ le´pe vyuzˇı´t v dalsˇı´ch fa´zı´ch zpracova´nı´. Pokud
vı´me, jake´ operace chceme da´le s obrazem prova´deˇt, poprˇı´padeˇ pokud vı´me, jaka´ z neˇj
chceme zı´skat data, mu˚zˇeme prˇi prˇedzpracova´nı´ pouzˇı´t takove´ operace, abychom dosa´hli
nejlepsˇı´ch vy´sledku˚. Mezi mozˇne´ vylepsˇenı´ patrˇı´ odstraneˇnı´ sˇumu a zkreslenı´, nalezenı´
hran, zvy´sˇenı´ kontrastu a dalsˇı´.
Sˇum obvykle vznika´ digitalizacı´ nebo prˇenosem obrazu. Mu˚zˇeme jej rozdeˇlit na neˇkolik
typu˚ naprˇ. bı´ly´, Gaussu˚v, ”peprˇ a su˚l”, aditivnı´. Take´ zkreslenı´ je mozˇne´ rozdeˇlit do
neˇkolika skupin - radia´lnı´ (podusˇka, soudek) (viz Obr.8), tangencia´lnı´, zmeˇna meˇrˇı´tka,
atd. Prˇi odstranˇova´nı´ teˇchto chyb vyuzˇı´va´me toho, zˇe jednotlive´ pixely jsou obvykle
velmi podobne´ sve´mu blı´zke´mu okolı´ a pro vy´pocˇet hodnoty urcˇite´ho pixelu mu˚zˇeme
pouzˇı´t hodnoty pixelu˚ v jeho blı´zke´m okolı´.
Obra´zek 8: Radia´lnı´ zkreslenı´. a) Rastr b) Podusˇkovite´ zkreslenı´ c) Soudkovite´ zkreslenı´
[5]
Jednou z mozˇny´ch u´prav prˇi prˇedzpracova´nı´ obrazu jsou bodove´ jasove´ tranformace.
Jas v bodeˇ vy´stupnı´ho obrazu za´visı´ pouze na jasu bodu ve vstupnı´m obrazu = pro
u´pravu jednoho konkre´tnı´ho pixelu pouzˇijeme jen tento pixel vstupnı´ho obrazu. [12]
Prˇı´kladem takove´to transformace mu˚zˇou by´t naprˇı´klad jasova´ korekce
IC(i, j) = M
I0(i, j)− Ib(i, j)
If (i, j)− Ib(i, j)
kde I0 je obraz bez objektu, Ib je obraz porˇı´zeny´ bez osveˇtlenı´, If slouzˇı´ pro korekci
nelinearity snı´macˇe a pomocı´ konstanty M meˇnı´me kontrast obrazu.
Dalsˇı´ u´pravou jsou naprˇı´klad transformace jasove´ stupnice, kam mu˚zˇe zarˇadit naprˇı´klad
inverzi, ekvalizaci histogramu, u´pravu kontrastu nebo redukci barev.
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Obra´zek 9: Transformace jasove´ stupnice. a) Inverze b) Zvy´sˇenı´ kontrastu c) Prahova´nı´
[8]
Pomocı´ geometricky´ch transformacı´ odstranˇujeme vady obrazu popsane´ vy´sˇe. Tyto
u´pravy mu˚zˇeme rozdeˇlit do dvou fa´zı´. Prvnı´ z nich je plosˇna´ transformace, po nı´zˇ na´sleduje
jasova´ transformace. Pomocı´ plosˇne´ transformace nalezneme polohu bodu˚ z pu˚vodnı´ho
obrazu v obrazu upravene´m. Abychom byli schopni nale´zt polohu novy´ch bodu˚, je nutne´
zna´t transformacˇnı´ vztahy, podle ktery´ch bude vy´pocˇet proveden. Ty jsou bud’ prˇedem
zna´my, nebo jsou urcˇeny z informacı´ o pu˚vodnı´m a upravene´m obraze. Pomocı´ jasove´
transformace pak nalezneme pro body v transformovane´m obraze hodnoty jejich jasu.
Obra´zek 10: Pu˚vodnı´ obraz a jeho histogram (nahorˇe), Obraz a jeho histogram po ekvali-
zaci (dole) [5]
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Jak je patrne´ jizˇ z na´zvu, u loka´lnı´ch metod prˇedzpracova´nı´ se pro vy´pocˇet hodnot
pixelu˚ v upravene´m obraze vyuzˇı´va´ okolı´ pixelu v obraze pu˚vodnı´m. Tyto metody jsou
obvykle vyuzˇity pro vyhlazenı´ obrazu nebo pro nalezenı´ hran. Pro vyhlazenı´ mu˚zˇeme
pouzˇı´t naprˇı´klad pru˚meˇrova´nı´, rotujı´cı´ masku nebo Gaussu˚v filtr.
1
256


1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1


Prˇi vyhlazenı´ obrazu pru˚meˇrova´nı´m obvykle docha´zı´ k rozmaza´nı´ hran, tomu se
mu˚zˇeme vyhnout pomocı´ pru˚meˇrova´nı´ prˇes neˇkolik obrazu˚.
Obra´zek 11: Uka´zka rozostrˇenı´ pomocı´ Gaussova filtru
h1 =

 0 1 01 −4 1
0 1 0

 , h2 =

 1 1 11 −8 1
1 1 1

 , h3 =
(
1 0
0 −1
)
, h4 =

 1 2 10 0 0
−1 −2 −1


h5 =

 1 1 10 0 0
−1 −1 −1

 , h6 =

 3 3 33 0 3
−5 −5 −5


Zde jsou uka´zky neˇkolika konvolucˇnı´ch masek, ktere´ se pouzˇı´vajı´ pro detekci hran. h1
a h2 jsou Laplaceovy masky, da´le pak na´sledujı´ masky Robertsova, Sobelova, Prewitova
a Kirsch. Prˇi zvy´razneˇnı´ hran se poty´ka´me s proble´mem, zˇe hrany majı´ stejneˇ jako sˇum
vysoky´ gradient, a tudı´zˇ prˇi zvy´razneˇnı´ hran docha´zı´ take´ ke zhorsˇenı´ sˇumu.
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Obra´zek 12: Obraz po pouzˇitı´ Cannyho detektoru hran [5]
Prˇi restauraci obrazu se snazˇı´me zı´skat zpeˇt obrazova´ data, ktera´ byla porusˇena. Cˇı´m
veˇtsˇı´ je nasˇe znalost o porusˇe, ktera´ ztra´tu dat zpu˚sobila, tı´m lepsˇı´ch vy´sledku˚ mu˚zˇeme
prˇi restauraci dosa´hnout. Informace o porusˇe jsou na´m bud’to prˇedem zna´my nebo je
mozˇne´ je zı´skat analy´zou posˇkozene´ho obrazu. Prˇı´kladem restaurace obrazu mu˚zˇe by´t
naprˇ. Wieneru˚v nebo Kalmanu˚v filtr.
Matematicka´ morfologie se pouzˇı´va´ k odstraneˇnı´ sˇumu, zjednodusˇenı´ tvaru objektu˚
nebo popisu objektu˚. Pu˚vodneˇ byla vyvinuta pro bina´rnı´ obrazy, na´sledneˇ ale byla rozsˇı´rˇena
tak, aby ji bylo mozˇne´ pouzˇı´t i pro sˇedoto´nove´ obrazy. Patrˇı´ sem naprˇı´klad operace jako
dilatace, eroze, otevrˇenı´, uzavrˇenı´, ztencˇova´nı´, zesilova´nı´ apod.
Obra´zek 13: Morfologicke´ operace, uzavrˇenı´ a otevrˇenı´ (nahorˇe), eroze a dilatace (dole),
pu˚vodnı´ obrazec je tmavy´, novy´ obrazec je sveˇtly´ [5]
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4 Segmentace a identifikace oblastı´
Cı´lem segmentace je rozdeˇlenı´ obrazu do cˇa´stı´, ktere´ korespondujı´ s objekty z rea´lne´ho
sveˇta. Po provedenı´ segmentace by meˇl by´t obraz prˇipraven pro dalsˇı´ fa´zi zpracova´nı´
a tou je popis. V nejlepsˇı´m prˇı´padeˇ dosa´hneme u´plne´ segmentace, cozˇ znamena´, zˇe vy-
segmentovane´ oblasti korespondujı´ s jednotlivy´mi objekty v obraze. Bohuzˇel nenı´ vzˇdy
mozˇne´ rozlisˇit jednotlive´ objekty od pozadı´. Oblasti vznikle´ segmentacı´ potom prˇesneˇ
neodpovı´dajı´ jednotlivy´m objektu˚m (tzv. cˇa´stecˇna´ segmentace). Pro segmentaci je mozˇne´
vyuzˇı´t naprˇı´klad globa´lnı´ znalosti jako je barva, tvar, jas, poloha atd.
4.1 Prahova´nı´
Prahova´nı´ (angl. Thresholding) je zrˇejmeˇ nejjednodusˇsˇı´ metodou pro segmentaci obrazu.
V urcˇity´ch prˇı´padech se vsˇak jedna´ o velmi rychlou a spolehlivou metodu. Vy´stupem
prahova´nı´ je bina´rnı´ obraz. Prahova´nı´ je zalozˇeno na mysˇlence, zˇe hledane´ objekty majı´
stejnou, nebo podobnou odrazivost a tudı´zˇ jednotlive´ pixely, na´lezˇı´cı´ dane´mu objektu,
majı´ velmi podobne´ hodnoty jasu nebo barvy. Pro spra´vnou segmentaci je nutne´, aby hle-
dane´ objekty meˇly vlastnosti rozdı´lne´ od pozadı´. Pro rozhodnutı´, zda dany´ pixel je cˇi nenı´
objektem, slouzˇı´ hodnota zvana´ pra´h. Uvazˇujeme-li prahova´nı´ na za´kladeˇ jasu, pak v nej-
jednodusˇsˇı´m prˇı´padeˇ, kdy ma´me pouze jeden pra´h T, jsou pixely, jejichzˇ jas je vysˇsˇı´ nezˇ
hodnota prahu T, oznacˇeny jako objekt a pixely, ktere´ majı´ jas nizˇsˇı´ nezˇ dany´ pra´h T jsou
oznacˇeny jako pozadı´, prˇı´padneˇ naopak. Tato transformace se da´ zapsat na´sledujı´cı´m
vztahem.
G(i, j) =
{
1 pro I(i, j) ≥ T
0 pro I(i, j) < T
Obra´zek 14: Uka´zka origina´lnı´ho obrazu a bina´rnı´ho obrazu zı´skane´ho prahova´nı´m [5]
Rozlisˇujeme neˇkolik druhu˚ prahova´nı´.
• Proste´ - Ma´me pouze jeden pra´h T, podle neˇjzˇ je prahova´n cely´ obraz. Zpu˚sobu˚, jak
pra´h urcˇit, je hned neˇkolik. Neˇktere´ z nich jsou uvedeny nı´zˇe.
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• S vı´ce prahy - Mu˚zˇeme mı´t veˇtsˇı´ pocˇet prahu˚. Vy´sledny´ obraz pak jizˇ nenı´ bina´rnı´,
ale dosta´va´me obraz s prˇesneˇ definovany´m pocˇtem jasovy´ch u´rovnı´.
• Cˇa´stecˇne´ - Pixelu˚m, jejichzˇ jas je vysˇsˇı´ nezˇ pra´h T, je prˇirˇazena bı´la´ barva. Pixely,
jejichzˇ jas je nizˇsˇı´ nezˇ pra´h T, jsou na rozdı´l od beˇzˇne´ho prahova´nı´ ponecha´ny beze
zmeˇny. Tento druh prahova´nı´ mu˚zˇe by´t pouzˇit naprˇı´klad u obrazu˚, ktere´ pozoruje
a hodnotı´ cˇloveˇk.
• Adaptivnı´ - Hodnota prahu je urcˇena jednotliveˇ pro mensˇı´ cˇa´sti obrazu. Tı´mto
zpu˚sobem mu˚zˇeme dosa´hnout lepsˇı´ segmentace naprˇı´klad u obrazu˚, ktere´ jsou ne-
rovnomeˇrneˇ osveˇtleny
Da´le pak existuje neˇkolik prˇı´stupu˚ k urcˇenı´ prahu.
• Experimenta´lnı´
• Z histogramu - Tato metoda funguje velice dobrˇe, pokud je histogram obrazu bi-
moda´lnı´, tedy pokud ma´ dveˇ od sebe dobrˇe odlisˇitelna´ maxima. V ostatnı´ch prˇı´padech
nemusı´ tato metoda poskytovat uspokojive´ vy´sledky. Pokud ma´me vhodny´ histo-
gram, mu˚zˇeme snadno urcˇit pra´h naprˇı´klad jako polovicˇnı´ vzda´lenost mezi ma-
ximy nebo jako loka´lnı´ minimum mezi dveˇma maximy apod.
• Procentnı´ - Vycha´zı´me z prˇedpokladu, zˇe hledane´ objekty nebo oblasti pokry´vajı´
urcˇite´ procento plochy snı´mku. Pokud prˇedpokla´da´me, zˇe hledany´ objekt zabı´ra´
30% snı´mku, urcˇı´me pra´h T tak, aby pra´veˇ 30% plochy histogramu meˇlo jasovou
u´rovenˇ vysˇsˇı´, nezˇ urcˇeny´ pra´h T.
• Ze statistik - Pra´h T je urcˇen na za´kladeˇ urcˇite´ statistiky vypocˇtene´ z dane´ oblasti.
Naprˇı´klad to mu˚zˇe by´t media´n, strˇednı´ hodnota, (max + min)/2 apod.
• Z globa´lnı´ch znalostı´ - Pokud ma´me urcˇitou znalost hledane´ho objektu, mu˚zˇeme
vycha´zet z te´to vlastnosti. Prˇı´kladem takove´ vlastnosti mu˚zˇe by´t barva ku˚zˇe.
Obra´zek 15: Volba prahu T z histogramu [20]
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4.2 Metody zalozˇene´ na detekci hran
Existuje neˇkolik zpu˚sobu˚, jak nale´zt hranu. Prvnı´m z nich je pouzˇitı´ neˇktere´ho z detek-
toru˚ hran prˇi prˇedzpracova´nı´ obrazu (Sobel, Prewit, Kirch, Roberts atd.). Dalsˇı´m zpu˚sobem
je urcˇenı´ hrany jako krajnı´ch pixelu˚ urcˇite´ oblasti (naprˇı´klad na za´kladeˇ jasu). Take´ mu˚zˇeme
vyuzˇı´t urcˇite´ informace, ktere´ o objektu ma´me, jako je naprˇı´klad jeho tvar nebo barva, a
vyuzˇı´t teˇchto znalostı´ k nalezenı´ hrany, prˇı´padneˇ k oveˇrˇenı´ spra´vnosti nalezene´ hrany. Prˇi
hleda´nı´ hran ma´me neˇkolik pozˇadavku˚, ktere´ by meˇly by´t splneˇny. Za prve´ by nemeˇla
by´t vynecha´na zˇa´dna´ vy´znamna´ hrana nebo naopak by nemeˇla by´t za hranu oznacˇena
zˇa´dna´ oblast, ktera´ hranou nenı´. Dalsˇı´m pozˇadavkem je pozˇadavek na jednoznacˇnost,
cozˇ znamena´, zˇe kazˇde´ skutecˇne´ hraneˇ odpovı´da´ pouze jedna nalezena´ hrana. Poslednı´m
pozˇadavkem je pozˇadavek na prˇesnost. Rozdı´l mezi skutecˇnou a nalezenou hranou by
meˇl by´t co nejmensˇı´, idea´lneˇ nulovy´.
Metody zalozˇene´ na detekci hran jsou na´sledujı´cı´:
• prahova´nı´ obrazu hran
• sledova´nı´ hranice
• heuristicke´ sledova´nı´ hranice
• aktivnı´ kontury
• atd.
4.3 Metody orientovane´ na regiony
Segmentace naru˚sta´nı´m oblastı´ Tato metoda je zalozˇena na rozdeˇlenı´ vstupnı´ho ob-
razu do mensˇı´ch cˇa´stı´ a posle´ze na jejich postupne´m spojova´nı´ do veˇtsˇı´ch homogennı´ch
oblastı´. Prˇi rozhodova´nı´, zda majı´ by´t dveˇ dane´ oblasti spojeny, se mu˚zˇeme rˇı´dit naprˇı´klad
pomocı´ jasu, barvy, textury apod. Tato metoda mu˚zˇe poskytovat ru˚zne´ vy´sledky a to na
za´kladeˇ ru˚zny´ch pocˇa´tecˇnı´ch oblastı´, porˇadı´ oblastı´, spojovacı´ podmı´nky atd. Jejı´ algorit-
mus je na´sledujı´cı´.
1. Rozdeˇl vstupnı´ obraz na velky´ pocˇet podoblastı´ ( cˇı´m jsou jednotlive´ oblasti mensˇı´,
tı´m je vy´sledek lepsˇı´, idea´lnı´ je rozdeˇlenı´ na jednotlive´ pixely).
2. Vytvorˇ podmı´nku pro spojenı´ dvou sousedı´cı´ch podoblastı´.
3. Pokud dveˇ sousedı´cı´ podoblasti splnˇujı´ podmı´nku pro spojenı´, pak je spoj. Po-
kud jizˇ neexistujı´ zˇa´dne´ dveˇ oblasti, ktere´ by bylo mozˇne´ spojit bez toho, aby byla
porusˇena podmı´nka, skoncˇi.
Segmentace sˇteˇpenı´m oblastı´ Postup u te´to metody je opacˇny´ nezˇ u metody prˇedchozı´.
Zacˇı´na´me s cely´m vstupnı´m obrazem a ten v jednotlivy´ch krocı´ch deˇlı´me na mensˇı´ podob-
lasti do te´ doby, dokud jednotlive´ podoblasti nesplnˇujı´ zadanou podmı´nku. Prˇi pouzˇitı´
metody sˇteˇpenı´ oblastı´ nemusı´me dojı´t ke stejny´m vy´sledku˚m jako u metody spojova´nı´.
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Segmentace sˇteˇpenı´m a spojova´nı´m Jak je patrne´ jizˇ z na´zvu, jedna´ se o kombinaci
postupu˚ pouzˇity´ch u prˇedchozı´ch dvou metod. Pokud je dana´ oblast nehomogennı´, do-
jde k jejı´mu rozdeˇlenı´ do cˇtyrˇ podoblastı´. Naopak, jsou-li oblasti navza´jem homogennı´,
dojde k jejich spojenı´ do jedne´.
Obra´zek 16: Origina´lnı´ obraz. Obraz po segmentaci sˇteˇpenı´m. Obraz po segmentaci spo-
jova´nı´m a sˇteˇpenı´m. [8]
4.4 Identifikace oblastı´
Po segmentaci bychom meˇli v nejjednodusˇsˇı´m prˇı´padeˇ dostat bina´rnı´ obraz, ktery´ obsa-
huje neidentifikovane´ oblasti. U´cˇelem tohoto kroku je oznacˇenı´, a tedy rozlisˇenı´ jednot-
livy´ch spojity´ch oblastı´ (rozpozna´vany´ch objektu˚) tak, abychom s nimi byli schopni da´le
pracovat. Pro oznacˇenı´ oblastı´ mu˚zˇeme pouzˇı´t naprˇı´klad cela´ cˇı´sla. Prˇi zjisˇt’ova´nı´, zda
spolu pixely sousedı´ a tvorˇı´ tedy spojitou oblast, rozlisˇujeme cˇtyrˇ- a osmi-sousednost.
Prˇi cˇtyrˇ-sousednosti jsou dva pixely sousedı´cı´, pokud majı´ spolecˇnou stranu. Prˇi osmi-
sousednosti spolu dva pixely sousedı´ nejen v prˇı´padeˇ, zˇe majı´ spolecˇnou stranu, ale i v
prˇı´padeˇ, kdy majı´ spolecˇny´ pouze roh.
Obra´zek 17: Uka´zka mozˇne´ho rozlisˇenı´ oblastı´ pomocı´ cˇı´sel
Jednoduche´ semı´nkove´ vyplnˇova´nı´ - Algoritmus semı´nkove´ho vyplnˇova´nı´ je na´sledujı´cı´
1. Otestuj, zda bod jizˇ nebyl vyplneˇn nebo nelezˇı´ na hranici.
2. Pokud ano, skoncˇi, pokud ne, vyplnˇ tento bod a urcˇi vsˇechny sousednı´ body.
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3. Pro vsˇechny sousednı´ body znovu pouzˇij tento algoritmus.
Jelikozˇ je tento algoritmus pameˇt’oveˇ na´rocˇny´ (kazˇdy´ pixel se testuje neˇkolikra´t, mno-
hona´sobneˇ zanorˇena´ rekurze), pouzˇı´va´ se jeho upravena´ verze, kde se rekurze pouzˇı´va´
pouze ve smeˇrech nahoru a dolu˚ a na rˇa´dcı´ch se vyuzˇı´va´ sekvencˇnı´ vyplneˇnı´ - Rˇa´dkove´
semı´nkove´ vyplnˇova´nı´.
Dvou-pru˚chodovy´ algoritmus Je dalsˇı´ mozˇnostı´, kterou lze vyuzˇı´t pro rozpozna´nı´ jed-
notlivy´ch souvisly´ch ploch v segmentovane´m obraze. Pro oznacˇenı´ jednotlivy´ch oblastı´
mu˚zˇeme pouzˇı´t 1 azˇ N prˇirozeny´ch cˇı´sel, pro pozadı´ je obvykle pouzˇita cˇı´slice 0 a ostatnı´m
oblastem jsou pote´ postupneˇ prˇirˇazovana´ ostatnı´ cˇı´sla. Kazˇda´ oblast je oznacˇena svy´m
unika´tnı´m cˇı´slem.
Jiny´ zpu˚sob, ktery´ je mozˇne´ pouzˇı´t, vyuzˇı´va´ pouze omezeny´ pocˇet cˇı´slic (teoreticky
stacˇı´ pouzˇı´t cˇtyrˇi) tak, aby zˇa´dne´ dveˇ sousednı´ oblasti nemeˇly stejne´ cˇı´slo. Aby bylo pote´
mozˇne´ jednotlive´ oblasti od sebe rozpoznat, je nutne´ neˇjaky´m zpu˚sobem zaznamenat
jejich polohu, cozˇ mu˚zˇeme prove´st naprˇı´klad zaznamena´nı´m polohy jednoho bodu, ktery´
nalezˇı´ dane´ oblasti. Pro jedna azˇ N cˇı´slic je algoritmus na´sledujı´cı´.
1. Procha´zı´me postupneˇ cely´ obraz a kazˇdy´ dosud neoznacˇeny´ nenulovy´ pixel oznacˇı´me
cˇı´slem, ktere´ majı´ pixely v jeho okolı´.
(a) Pokud jsou vsˇechny okolnı´ pixely oznacˇeny cˇı´slem nula, oznacˇı´me bod dosud
neprˇideˇleny´m cˇı´slem.
(b) Pokud je jeden nebo vı´ce okolnı´ch pixelu˚ oznacˇeno jednı´m cˇı´slem, oznacˇı´me
bod pra´veˇ tı´mto cˇı´slem.
(c) Pokud je vı´ce okolnı´ch pixelu˚ oznacˇeno ru˚zny´mi cˇı´sly, pak bod oznacˇı´me jednı´m
z nich a udeˇla´me za´znam o kolizi indexu˚ do tabulky ekvivalence.
2. Znovu projdeme cely´ obraz a podle za´znamu˚ o kolizı´ch indexu˚ opravı´me znacˇenı´
oblastı´.
Obra´zek 18: Pu˚vodnı´ a prahovany´ obraz (vlevo), prvnı´ a druhy´ pru˚chod algoritmu
(vpravo) [8]
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5 Popis objektu / Prˇı´znaky
Za´kladem popisu objektu je zı´ska´nı´ takovy´ch vlastnostı´ (prˇı´znaku˚) dane´ho objektu, ktere´
jsou pro dany´ objekt specificke´ a umozˇnˇujı´ tedy jeho dobrou klasifikaci. Zı´skane´ prˇı´znaky
tvorˇı´ tzv. prˇı´znakovy´ vektor, ktery´ mu˚zˇe obsahovat libovolny´ pocˇet prˇı´znaku˚. Nasˇı´ sna-
hou vsˇak je, aby pocˇet prˇı´znaku˚ byl co nejmensˇı´, nebot’ s kazˇdy´m dalsˇı´m prˇı´znakem se
zvysˇuje vy´pocˇetnı´ na´rocˇnost. Ke zmensˇenı´ vektoru mu˚zˇeme pouzˇı´t na´sledujı´cı´ postupy.
Obra´zek 19: Zı´ska´nı´ prˇı´znakove´ho vektoru [9]
Extrakce prˇı´znaku˚ - redukuje dimenzi prˇı´znakove´ho prostoru tak, zˇe transformuje
pu˚vodneˇ zı´skane´ prˇı´znaky na mensˇı´ pocˇet novy´ch prˇı´znaku˚. Noveˇ vytvorˇene´ prˇı´znaky
majı´ odlisˇny´ vy´znam od pu˚vodnı´ch prˇı´znaku˚. Mozˇnou metodou pouzˇitelnou k extrakci
je naprˇı´klad Karhunen-Loevova transformace (KLT).
Selekce prˇı´znaku˚ - z pu˚vodnı´ mnozˇiny prˇı´znaku˚ se vybı´ra´ podmnozˇina prˇı´znaku˚,
ktere´ vykazujı´ nejlepsˇı´ schopnost rozlisˇenı´ mezi jednotlivy´mi trˇı´dami objektu˚ (tzn. majı´
nejvysˇsˇı´ diskriminabilitu). Na rozdı´l od extrakce se u selekce vy´znam jednotlivy´ch prˇı´znaku˚
nemeˇnı´, ale prˇicha´zı´me o cˇa´st informacı´ o objektu v du˚sledku nepouzˇitı´ neˇktery´ch prˇı´znaku˚.
Prˇı´znaky by meˇly splnˇovat na´sledujı´cı´ pozˇadavky:
- Invariantnost - prˇı´znak nenı´ za´visly´ na zmeˇneˇ jasu, kontrastu, meˇrˇı´tka, rotaci, translaci
- Spolehlivost - prˇı´znaky objektu˚ jedne´ trˇı´dy majı´ obdobne´ hodnoty
- Diskriminabilita - prˇı´znaky pro ru˚zne´ trˇı´dy se od sebe rozlisˇitelne´
- Efektivita vy´pocˇtu - prˇı´znak je dobrˇe a rychle detekovatelny´
- Cˇasova´ invariance - prˇı´znak ma´ stabilnı´ hodnotu prˇi zpracova´nı´ dynamicky´ch ob-
razu˚
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5.1 Radiometricke´ prˇı´znaky
Popisujı´ objekt za pomoci jeho geometricky´ch vlastnostı´. Vycha´zejı´ z tvaru a velikosti
dane´ho objektu. Je tedy velice du˚lezˇite´, aby jednotlive´ objekty byly co nejprˇesneˇji seg-
mentova´ny.
5.1.1 Prˇı´znaky zalozˇene´ na regionech
Velikost - Je da´na celkovy´m pocˇtem pixelu˚, ktere´ na´lezˇı´ dane´mu objektu. Pokud pouzˇijeme
normalizacˇnı´ konstantu, pak se prˇi zvysˇova´nı´ rozlisˇenı´ obrazu blı´zˇı´ prˇı´znak velikosti
skutecˇne´ velikosti objektu.
Obvod - Je da´n pocˇtem pixelu˚, ktere´ tvorˇı´ hranici dane´ho objektu. Obvod je mozˇno
urcˇit pro cˇtyrˇ nebo osmi okolı´. Pokud pro osmi-okolı´ pouzˇijeme koeficient
√
2, pak je
hodnota pro 4 i 8 okolı´ rovnocenna´. Hodnota tohoto prˇı´znaku se s rostoucı´m rozlisˇenı´m
blı´zˇı´ nekonecˇnu.
Obra´zek 20: Obde´lnı´k s velikostı´ 8317pxl a obvodem 384pxl. Hveˇzda s velikostı´ 3099pxl
a obvodem 343pxl
Kompaktnost - Je definova´na jako Obvod2/V elikost. Urcˇuje podobnost s idea´lnı´m kru-
hem, jehozˇ kompaktnost je rovna 4pi. Cˇı´m je hodnota kompaktnosti nizˇsˇı´, tı´m je podob-
nost dane´ho objektu s idea´lnı´m kruhem veˇtsˇı´ a naopak.
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Obra´zek 21: Kruh s kompaktnostı´ 12.61 a konvexnostı´ 0.996. Krˇı´zˇ s kompaktnostı´ 28.29 a
konvexnostı´ 0.711
Konvexnost - Je definova´na jako Velikost/Plocha konvexnı´ho obalu. Konvexnı´ obal ob-
jektu je takovy´, pro ktery´ platı´, zˇe u´secˇka spojujı´cı´ dva libovolne´ body objektu, lezˇı´ uv-
nitrˇ tohoto obalu (viz Obr.22). Mozˇne´ hodnoty tohoto prˇı´znaku se pohybujı´ mezi 0 a 1.
Prˇı´znak naby´va´ hodnoty 1 pro konvexnı´ (vypoukle´) objekty.¨
Obra´zek 22: Objekt (vlevo) a jeho konvexnı´ obal (vpravo)
Hlavnı´ osa - De´lka hlavnı´ osy elipsy, jejı´zˇ moment druhe´ho rˇa´du odpovı´da´ centra´lnı´mu
momentu druhe´ho rˇa´du dane´ho objektu.
Vedlejsˇı´ osa - De´lka vedlejsˇı´ osy elipsy, jejı´zˇ moment druhe´ho rˇa´du odpovı´da´ centra´lnı´mu
momentu druhe´ho rˇa´du dane´ho objektu.
Podlouhlost - Je da´na pomeˇrem stran obde´lnı´ku opsane´ho dane´mu objektu, prˇicˇemzˇ
musı´ by´t splneˇna podmı´nka, zˇe obde´lnı´k musı´ mı´t minima´lnı´ mozˇny´ obsah.
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Pravou´hlost - Je da´na maxima´lnı´m pomeˇrem velikosti dane´ho objektu a plochy opsane´ho
obde´lnı´ka. Stejneˇ jako u prˇedchozı´ho prˇı´znaku, i zde musı´ mı´t obde´lnı´k minima´lnı´ mozˇnou
plochu. Tento prˇı´znak mu˚zˇe naby´vat hodnot z intervalu < 0, 1 >.
Eulerovo cˇı´slo (genus) - Je vyja´drˇeno rozdı´lem pocˇtu souvisly´ch ploch objektu a pocˇtu
deˇr v objektu. Tento prˇı´znak je invariantnı´ vu˚cˇi geometricky´m transformacı´m obrazu.
Obra´zek 23: Objekt s Eulerovy´m cˇı´slem 1 (vlevo) a objekt s Eulerovy´m cˇı´slem 8 (vpravo)
5.1.2 Prˇı´znaky zalozˇene´ na hranicı´ch
Freemanu˚v ko´d Pro popsa´nı´ hranice objektu je u Freemanova neboli rˇeteˇzove´ho ko´du
pouzˇita posloupnost symbolu˚ (nejcˇasteˇji cˇı´sel). Pocˇet pouzˇity´ch symbolu˚ je bud’ 4 pro
cˇtyrˇ-okolı´, nebo 8 pro osmi-okolı´. Obvykle se pro jednotlive´ smeˇry pouzˇı´vajı´ cˇı´slice nula
azˇ trˇi pro cˇtyrˇ-okolı´, respektive nula azˇ sedm pro osmiokolı´, nenı´ to vsˇak pravidlem.
Je vhodne´ vzˇdy popsat, podle jaky´ch pravidel bude Freemanu˚v ko´d vytva´rˇen, aby se
prˇedesˇlo chyba´m.
Obra´zek 24: Tvorba Freemanova ko´du pro cˇtyrˇ-okolı´, respektive osmi-okolı´ [19]
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5.2 Fotometricke´ prˇı´znaky
Fotometricke´ prˇı´znaky jsou, na rozdı´l od prˇı´znaku˚ radiometricky´ch, zalozˇeny na jasovy´ch
hodnota´ch segmentovany´ch dat. Pro vy´pocˇet tedy nenı´ mozˇne´ pouzˇı´t bina´rnı´ obraz, ale
je nutne´ pouzˇı´t segmentovana´ data, obsahujı´cı´ jasove´ hodnoty jednotlivy´ch pixelu˚. K fo-
tometricky´m prˇı´znaku˚m patrˇı´ naprˇı´klad na´sledujı´cı´.
Pru˚meˇrna´ jasova´ u´rovenˇ objektu (Ω)
Bmean =
1
N
∑
(x,y)∈Ω
f(x, y)
Minima´lnı´ a maxima´lnı´ jasova´ u´rovenˇ objektu
Bmin = min(f(x, y)), Bmax = max(f(x, y)), (x, y) ∈ Ω
Diference minima´lnı´ a maxima´lnı´ jasove´ u´rovneˇ
Brange = Bmax −Bmin
Diference jasove´ u´rovneˇ objektu Ω a okolı´ Φ
Bdiff = Bmean(Ω) −Bmean(Φ)
Parametry histogramu Histogram je z hlediska statistiky graficky´m zna´zorneˇnı´m dis-
tribuce dat pomocı´ sloupcove´ho grafu. Sloupce prˇedstavujı´ jednotlive´ intervaly a vy´sˇka
sloupcu˚ vyjadrˇuje cˇetnost sledovane´ velicˇiny v dane´m intervalu. V prˇı´padeˇ jasove´ho his-
togramu ma´me na horizonta´lnı´ ose obvykle 256 jasovy´ch hodnot od 0 (cˇerna´) po 255
(bı´la´) a na svisle´ ose ma´me vyneseno, jakou plochu (pocˇet pixelu˚) jednotlive´ hodnoty v
dane´m obraze zaujı´majı´. Jasovy´ histogram mu˚zˇeme lehce sestavit jak ze sˇedoto´nove´ho
obrazu, tak z obrazu barevne´ho. U barevne´ho obrazu se pro vy´pocˇet jasu nabı´zı´ jedno-
duchy´ vzorec
Absolutnı´ jas = 1/3R+ 1/3G+ 1/3B
Jelikozˇ je vsˇak lidske´ oko jinak citlive´ na kazˇdou slozˇku RGB modelu, pouzˇijeme upra-
veny´ vzorec
Jas = 0.3R+ 0.59G+ 0.11B
Samozrˇejmeˇ je take´ mozˇne´ sestavit samostatne´ histogramy pro cˇervenou, zelenou i mod-
rou slozˇku modelu RGB.
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Obra´zek 25: Uka´zka histogramu˚ jednotlivy´ch slozˇek RGB a slozˇene´ho histogramu [16]
Zde je neˇkolik uka´zek parametru˚, ktere´ mu˚zˇeme z histogramu zı´skat:
Pru˚meˇrna´ hodnota
Hmean =
1
N
N∑
q=1
q · h(q)
Kontrast
Hcon =
1
N
N∑
q=1
(q · h(q)−Hmean)2
Energie
Henergy =
1
N
N∑
q=1
h(q)2
Entropie
Hentropy =
1
N
N∑
q=1
h(q) · log2 h(q)
Geometricke´ momenty a invarianty Pro popis objektu˚ lze take´ velmi dobrˇe vyuzˇı´t
prˇı´znaky zvane´ geometricke´ momenty. Jejich vy´pocˇet je pomeˇrneˇ nena´rocˇny´, ale za´rovenˇ
je jejich diskriminabilita dosti vysoka´. Geometricke´ momenty jsou fotometricky´mi prˇı´znaky,
ktere´ jsou zalozˇeny na regionech, cozˇ znamena´, zˇe jejich hodnota je za´visla´ jak na tvaru
dane´ho objektu, tak na jasovy´ch hodnota´ch jeho pixelu˚. Pro jaky´koliv objekt je mozˇne´
sestavit neomezeny´ pocˇet momentu˚, ktere´ jej budou popisovat. S rostoucı´m pocˇtem mo-
mentu˚ je mozˇne´ dany´ objekt prˇesneˇji popsat a rozlisˇit jej od jiny´ch objektu˚. Ovsˇem u
momentu˚ vysˇsˇı´ch rˇa´du˚ musı´me pocˇı´tat s tı´m, zˇe se u nich projevı´ sˇum.
Za´kladnı´ geometricky´ moment rˇa´du p+q vzhledem k sourˇadny´m osa´m obrazu je da´n
na´sledujı´cı´m vztahem, kde Ω je definicˇnı´m oborem obrazove´ funkce f(x, y)
mpq =
∫ ∫
Ω
xpyqf(x, y)dxdy
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Tento vztah je platny´ pouze pro spojitou obrazovou funkci. Pokud chceme prove´st
vy´pocˇet momentu˚ pro funkci diskre´tnı´, nahradı´me integraci sumacı´ a dostaneme na´sledujı´cı´
vztah, podle neˇjzˇ momenty pocˇı´ta´me.
mpq =
∑
Y
∑
X
xpyqf(x, y)
Jelikozˇ momenty, s vy´jimkou momentu˚ nulte´ho a prvnı´ho rˇa´du, vypocˇtene´ vzhledem
k osa´m obrazu, jsou ovlivneˇny polohou dane´ho objektu v obraze, je vhodneˇjsˇı´ prove´st
vy´pocˇet momentu˚ vzhledem k osa´m procha´zejı´cı´m teˇzˇisˇteˇm objektu. Ovsˇem pokud je
poloha objektu pro jeho klasifikaci du˚lezˇita´, mu˚zˇeme pouzˇı´t jako prˇı´znak i za´kladnı´ mo-
menty. Polohu teˇzˇisˇteˇ je mozˇno vypocˇı´tat za pouzˇitı´ na´sledujı´cı´ch vzorcu˚. Pro sourˇadnici
teˇzˇisˇteˇ xt a yt
xt =
m10
m00
, yt =
m01
m00
Polohu teˇzˇisˇteˇ je posle´ze mozˇne´ vyuzˇı´t pro vy´pocˇet centra´lnı´ch momentu˚ a to podle
vzorce.
µpq =
∑
Y
∑
X
(x− xt)p · (y − yt)q · f(x, y)
Centra´lnı´ moment µpq je neza´visly´ na poloze objektu, sta´le je vsˇak za´visly´ na velikosti.
Abychom se te´to za´vislosti zbavili, je nutne´ pouzˇı´t normalizovane´ geometricke´ momenty,
ktere´ je mozˇne´ vypocˇı´st za pomoci mocniny nulte´ho momentu dle na´sledujı´cı´ho vzorce.
vpq =
mpq
m
p+q
2
+1
00
Pokud bychom pozˇadovali take´ neza´vislost tohoto deskriptoru na obecne´ afinnı´ trans-
formaci, musı´me pouzˇı´t tvz. momentove´ invarianty, ktere´ jsou vypocˇteny z normalizo-
vany´ch momentu˚. Mezi nejbeˇzˇneˇjsˇı´ patrˇı´ na´sledujı´cı´ sada sedmi invariantnı´ch momentu˚
[9].
Φ1 = µ20 + µ02
Φ2 = (µ20 − µ02)2 + 4µ211
Φ3 = (µ30 − 3µ12)2 + (3µ21 − µ03)2
Φ4 = (µ30 + µ21)
2 + (µ21 + µ03)
2
Φ5 = (µ30 − 3µ12) · (µ30 + µ12) ·
[
(µ30 + µ12)
2 − 3(µ21 + µ30)2
]
+
(3µ21 − µ03) · (µ21 + µ03) ·
[
3(µ30 + µ21)
2 − (µ21 + µ30)2
]
Φ6 = (µ20 − µ02) ·
[
(µ30 + µ12)
2 − (µ21 + µ03)
]
+ 4µ11 · (µ30 + µ21) · (µ21 + µ03)
Φ7 = (3µ21 − µ03) · (µ30 + µ12) ·
[
(µ30 + µ12)
2 − 3(µ21 + µ30)2
]
−
(µ03 − 3µ12) · (µ21 + µ03) ·
[
(3µ30 + µ12)
2 − (µ21 + µ03)2
]
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5.3 Loka´lnı´ prˇı´znaky
Jako vy´znamny´ bod mu˚zˇeme oznacˇit ty cˇa´sti obrazu, ktere´ jsou velmi odlisˇne´ od sve´ho
okolı´. Je to mı´sto, ve ktere´m se meˇnı´ neˇkolik vlastnostı´ obrazu soucˇasneˇ. Je mozˇne´ takove´
mı´sta opakovaneˇ nale´zt v transformovane´m obraze Jedna´ se tedy zejme´na o vrcholy, rohy
a hranice. K detekci vy´znamny´ bodu˚ mu˚zˇeme pouzˇı´t naprˇı´klad Moravcu˚v nebo Harrisu˚v
opera´tor, laplacia´n gaussia´nu˚, diferencia´l gaussia´nu˚. Prˇi hleda´nı´ vy´znamny´ch bodu˚ nenı´
nutna´ se´manticka´ segmentace.
Obra´zek 26: Loka´lnı´ prˇı´znaky [17]
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6 Klasifikace
U´cˇelem klasifikace je zarˇazenı´ zkoumany´ch objektu˚ do prˇı´slusˇny´ch trˇı´d na za´kladeˇ zı´skany´ch
prˇı´znaku˚. Prˇi klasifikaci je du˚lezˇite´ vybrat vhodnou mnozˇinu prˇı´znaku˚, podle ktery´ch bu-
deme objekty rozdeˇlovat. Samotne´ rozdeˇlova´nı´ je provedeno klasifikacˇnı´m algoritmem,
tvz. klasifika´torem. Klasifika´tory mu˚zˇeme rozdeˇlit naprˇı´klad podle pouzˇity´ch metod na
symbolicke´, subsymbolicke´, statisticke´ a pameˇt’ove´. Da´le je mu˚zˇeme rozdeˇlit na klasi-
fika´tory pouzˇı´vajı´cı´ ucˇenı´ s ucˇitelem nebo bez ucˇitele.
Obra´zek 27: Rˇeteˇzec rozpozna´va´nı´ z hlediska klasifikace
6.1 Rozhodovacı´ stromy
Rozhodovacı´ stromy jsou jedny z velmi pouzˇı´vany´ch klasifika´toru˚ a to prˇedevsˇı´m pro
jejich jednoduchou interpretovatelnost pro cˇloveˇka, mozˇnost pouzˇitı´ pro ru˚zne´ typy dat,
schopnost zpracovat i neu´plna´ data. Rozhodovacı´ stromy mu˚zˇeme rozdeˇlit podle topolo-
gie (bina´rnı´, vı´cerozmeˇrne´), nebo podle vstupnı´ a vy´stupnı´ promeˇnne´ (kvalitativnı´, kvan-
titativnı´).
Tento klasifika´tor je mozˇne´ reprezentovat, jak uzˇ je patrne´ z na´zvu, pomocı´ stromove´
struktury. Jednotlive´ nelistove´ uzly prˇedstavujı´ podmı´nky (v prˇı´padeˇ obrazovy´ch dat se
mu˚zˇe jednat naprˇ. o hodnotu jasu, barvu), podle nichzˇ se strom da´le veˇtvı´ azˇ k listovy´m
uzlu˚m, ktere´ prˇedstavujı´ jednotlive´ trˇı´dy objektu˚. Pro korˇenovy´ uzel je vhodne´ vybrat
vlastnost objektu˚, ktera´ ma´ velkou separabilitu. A v dalsˇı´m uzlech postupovat k me´neˇ
du˚lezˇity´m vlastnostem. Separabilitu dane´ vlastnosti urcˇuje entropie. Da´le je du˚lezˇite´ ome-
zit veˇtvenı´ stromu, aby nedosˇlo k prˇı´lisˇ podrobne´mu rozcˇleneˇnı´.
Obra´zek 28: Ukazka rozhodovaciho stromu s hloubkou 2
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CART (Classification And Regression Tree) Algoritmus je zalozˇen na pocˇı´ta´nı´ mı´ry di-
verzity (”necˇistoty”) v kazˇde´m uzlu stromu. Pro urcˇenı´ mı´ry diverzity se pouzˇı´va´ Giniho
index [1].
divgini = 1−
∑
p2i
Kde pi jsou relativnı´ cˇetnosti v uzlech. Tento algoritmus tvorˇı´ pouze bina´rnı´ stromy.
Veˇtsˇinou necha´me vyru˚st strom do maxima´lnı´ sˇı´rˇe, cozˇ vsˇak vede k prˇeucˇenı´, a pote´
strom prorˇezˇeme, cˇili odstranı´me listy a veˇtve, ktere´ nelze povazˇovat za vy´znamne´ (roz-
hodujeme podle statisticke´ho krite´ria, obvykle cross-validation).
Obra´zek 29: Prˇı´klad u´lohy rˇesˇene´ rozhodovacı´m stromem [18]
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7 Prakticka´ cˇa´st
Prˇed zapocˇetı´m realizace prakticke´ cˇa´sti bakala´rˇske´ pra´ce bylo nutne´ zvolit vhodne´ pro-
gramovacı´ prostrˇedı´. Zvolil jsem programovacı´ jazyk C++ spolecˇneˇ s open source kni-
hovnou pro zpracova´nı´ obrazu, OpenCV a to v nejvysˇsˇı´ dostupne´ verzi 2.3.1 (duben
2012). Knihovna OpenCV obsahuje velke´ mnozˇstvı´ optimalizovany´ch funkcı´, jak pro
pra´ci se samotny´m obrazem, tak take´ funkcı´ z oblasti strojove´ho ucˇenı´ urcˇene´ pro klasifi-
kaci. Od verze 2.0 podporuje OpenCV take´ rozhranı´ C++. Jejı´ pouzˇitı´ tedy velmi usnadnˇuje
pra´ci s obrazem.
Jelikozˇ aplikace nenı´ urcˇena pro nasazenı´ v praxi, ale pouze pro testovacı´ u´cˇely v
ra´mci bakala´rˇske´ pra´ce, je aplikace pouze konzolova´ a nema´ propracovane´ uzˇivatelske´
rozhranı´. Prˇi spusˇteˇnı´ se aplikaci jako parametr prˇeda´ cesta k obrazu, ktery´ chceme zpra-
covat. Program obraz zpracuje a pokusı´ se urcˇit trˇı´du, do ktere´ objekt na obraze patrˇı´.
Program vypı´sˇe prˇedpokla´danou trˇı´du objektu a jeho zjisˇteˇne´ vlastnosti.
7.1 Tre´ninkova´ data
Pro testovacı´ u´cˇely jsem v graficke´m editoru vytvorˇil sadu umeˇly´ch obra´zku˚. Jedna´ se
o jednoduche´ geometricke´ tvary (kruh,cˇtverec, elipsa ...). Jedna cˇa´st obra´zku˚ slouzˇı´ pro
ucˇenı´ rozhodovacı´ho stromu, dalsˇı´ cˇa´st obra´zku˚ slouzˇı´ pro jeho otestova´nı´. Da´le pak bylo
vytvorˇeno neˇkolik obra´zku˚, ktere´ slouzˇı´ pro otestova´nı´ jednotlivy´ch prˇı´znaku˚. Vsˇechny
obra´zky, ktere´ byly pouzˇity, jsou ulozˇeny na prˇilozˇene´ CD v adresa´rˇi Obra´zky. Funkce
loadImages nejprve nacˇte tre´ninkove´ obra´zky podle seznamu ze souboru˚ a pote´ je prˇeda´
k dalsˇı´mu zpracova´nı´.
Obra´zek 30: Uka´zka neˇkolika tre´ninkovy´ch obrazcu˚
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Obra´zek 31: Diagram aplikace
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7.2 Prˇedzpracova´nı´
K tomu, abychom mohli zı´skat prˇı´znaky jednotlivy´ch objektu˚, musı´me obraz nejprve
prˇedzpracovat. Prˇedzpracova´nı´ prova´dı´ funkce preprocessImage, jejı´mzˇ vstupem je ba-
revny´ obraz. Prvnı´ operacı´, ktera´ se provede, je prˇevedenı´ barevne´ho obrazu na sˇedoto´novy´.
Dalsˇı´ operacı´ prˇedzpracova´nı´ je pouzˇitı´ Gaussova filtru pro potlacˇenı´ vysˇsˇı´ch frekvencı´,
tedy naprˇı´klad na´hodne´ho sˇumu. Pote´ na´sleduje vy´pocˇet pru˚meˇrne´ hodnoty jasu obrazu
a smeˇrodatne´ odchylky pomocı´ funkce cvAvgSdv. Tyto hodnoty jsou pote´ pouzˇity pro
urcˇenı´ prahu T prˇi prahova´nı´ dane´ho obrazu. Prˇi prahova´nı´ je pro objekt pouzˇita bı´la´
barva a pro pozadı´ barva cˇerna´. Na bina´rnı´m obraze,ktery´ vznikl prahova´nı´m jsou pro-
vedeny morfologicke´ operace eroze a dilatace. Provedenı´m eroze se cˇa´stecˇneˇ zbavı´me
sˇumu a zjednodusˇı´me strukturu objektu. Naopak dilatace je vyuzˇita k zaplneˇnı´ maly´ch
deˇr v objektu. Pro erozi i dilataci je pouzˇit strukturnı´ element velikosti 3x3 pixely.
7.3 Zı´ska´nı´ prˇı´znaku˚
Pote´, co je obraz prˇedzpracova´n, mu˚zˇeme prˇistoupit k zı´ska´va´nı´ jednotlivy´ch prˇı´znaku˚.
Zı´ska´nı´ prˇı´znaku˚ prova´dı´ funkce getFeatureVector, ktera´ zjistı´ jednotlive´ prˇı´znaky ob-
jektu a vra´tı´ je v podobeˇ prˇı´znakove´ho vektoru. V ra´mci popisu objektu je nejprve nale-
zena kontura objektu pomocı´ funkce cvFindContours, ktera´ na´m vracı´ nalezene´ kontury
v dvouu´rovnˇove´ strukturˇe, kde v nejvysˇsˇı´ u´rovni jsou kontury objektu a v u´rovni druhe´
jsou kontury deˇr, ktere´ se v objektu nale´zajı´. Na za´kladeˇ nalezeny´ch kontur jsou pak
zjisˇt’ova´ny jednotlive´ prˇı´znaky a jsou ulozˇeny do vektoru.
7.4 Testova´nı´
Po vytvorˇenı´ rozhodovacı´ho stromu jsem se rozhodl otestovat vsˇechny prˇı´znaky a klasi-
fika´tor jako celek. K tomu mi poslouzˇila mnozˇina 30 testovacı´ch obra´zku˚, ktere´ jsem vy-
tvorˇil. Jelikozˇ se jednalo o umeˇle´ obrazy, u nichzˇ nebyl proble´m s u´plnou a velmi prˇesnou
segmentacı´, a tedy i jednoduchy´m zı´ska´nı´m prˇı´znaku˚, nenı´ velky´m prˇekvapenı´m, zˇe kla-
sifika´tor urcˇil spra´vnou trˇı´du objektu ve 100% prˇı´padu˚. Dalsˇı´ testovacı´ obrazce proveˇrˇujı´
neˇktere´ konkre´tnı´ vlastnosti prˇı´znaku˚. Jednı´m z testovacı´ch obrazcu˚ byl obde´lnı´k, ktery´
jsem postupneˇ nata´cˇel v rozmezı´ 0 azˇ 90 stupnˇu˚, v kazˇde´m kroku vzˇdy o 15◦. U´cˇelem
bylo zjistit, jak jsou jednotlive´ prˇı´znaky invariantnı´ proti natocˇenı´ objektu. Vy´sledky je
mozˇne´ videˇt v na´sledujı´cı´ tabulce.
Obra´zek 32: Testovacı´ obrazce
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Obde´lnı´k pootocˇeny´ o
Vlastnosti objektu 0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 90◦
Velikost 15 931 16 239 16 212 16 186 16 297 16 239 15 931
Obvod 536 535 535 536 536 535 536
Kompaktnost 18.03 17.65 17.68 17.76 17.63 17.59 18.03
Podlouhlost 2.011 1.993 2.000 2.008 1.993 2.001 2.011
Pravou´hlost 1 0.995 0.998 0.999 0.997 0.996 1
Konvexnost 1 0.995 0.991 1 0.994 0.991 1
Hu1 0.2090 0.2077 0.2083 0.2075 0.2075 0.2082 0.2090
Hu2 0.0159 0.0154 0.0156 0.0153 0.0153 0.0156 0.0159
Tabulka 1: Tabulka prˇı´znaku˚ pro ru˚zneˇ pootocˇeny´ obde´lnı´k
Jak je videˇt na nameˇrˇeny´ch vy´sledcı´ch, jsou jednotlive´ testovane´ prˇı´znaky dosti odolne´
proti natocˇenı´ objektu. Jedinou vyjı´mku tvorˇı´ velikost, kde nameˇrˇeny´ rozdı´l byl azˇ 366pxl.
Neˇktere´ vlastnosti objektu˚ jsou velmi za´visle´ na reprezentaci obrazu. Prˇi nı´zke´m rozlisˇenı´
jsou zkresleny vlastnosti objektu˚, ktere´ nejsou pravou´hle´ nebo jejichzˇ hrany nejsou para-
lelnı´ s hlavnı´m osami obrazu, cozˇ vyply´va´ z reprezentace digita´lnı´ho obrazu jako mrˇı´zˇky.
Ke zkreslenı´ docha´zı´ take´, pokud ma´ samotny´ objekt malou velikost. Toto jsem otesto-
val na kruzı´ch o ru˚zne´ velikosti (viz Obr.33). Naprˇı´klad kruh o velikost 70 000pxl ma´
kompaktnost 12.59, cozˇ se blı´zˇı´ teoreticke´ hodnoteˇ 4pi (12.566), ktera´ by meˇla platit pro
vsˇechny kruhy. Zatı´mco prˇi velikost 2055 je kompaktnost 12.73 a prˇi velikosti 216 do-
konce 13.81, cozˇ je hodnota jizˇ dosti odlisˇna´. Take´ prˇı´znak pravou´hlosti je zmensˇujı´cı´m
se rozlisˇenı´m ovlivneˇn. Kruh s velikostı´ 216pxl ma´ pravou´hlost hodnotu 0.944. Teore-
ticka´ hodnota pravou´hlosti je prˇitom pro kruh pi/4 (0.785). Pro obde´lnı´k, jehozˇ hrany jsou
rovnobeˇzˇne´ s rastrem obrazu, se hodnoty prˇı´znaku˚ meˇnı´ se zmensˇujı´cı´ se velikostı´ jen
minima´lneˇ.
Obra´zek 33: Kruhy pouzˇite´ pro testova´nı´
Vyzkousˇel jsem take´, jak bude program reagovat na obra´zky, ktere´ jsou v ru˚zne´ mı´rˇe
zatı´zˇeny na´hodny´m sˇumem (viz Obr. 34). Program byl schopen ve velke´ mı´rˇe sˇum potlacˇit,
a to prˇedevsˇı´m pouzˇitı´m morfologicky´ch operacı´ na prahovane´m obraze. Prˇi extre´mnı´ch
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Velikost 69 495 7 881 2 055 763 216
Obvod 935 316 161 99 54
Kompaktnost 12.59 12.68 12.73 12.97 13.81
Podlouhlost 1 1 1 1 1
Pravou´hlost 0.789 0.800 0.800 0.848 0.944
Konvexnost 0.997 0.985 0.988 0.974 0.923
Hu1 0.1592 0.1592 0.1592 0.1596 0.1620
Tabulka 2: Tabulka prˇı´znaku˚ pro kruhy ru˚zny´ch velikostı´
hodnota´ch sˇumu byly neˇktere´ vlastnosti objektu zkresleny, nikoliv vsˇak do te´ mı´ry, aby
byla ovlivneˇna klasifikace.
Obra´zek 34: Obraz posˇkozeny´ ru˚zny´m mnozˇstvı´m na´hodne´ho sˇumu
7.5 Zhodnocenı´
Podle ocˇeka´va´nı´ prˇı´znaky velmi dobrˇe poslouzˇily pro rozpozna´va´nı´ geometricky´ch tvaru˚
v sadeˇ umeˇle vytvorˇeny´ch obrazu˚. Tyto obrazy bylo totizˇ mozˇne´ velice dobrˇe segmento-
vat a bylo tedy mozˇne´ i velice prˇesneˇ urcˇit kontury objektu˚, z ktery´ch jsou pote´ vypocˇteny
hodnoty prˇı´znaku˚. Vy´sledky testu˚ byly cˇa´stecˇneˇ zhodnoceny jizˇ vy´sˇe, zde uva´dı´m urcˇite´
shrnutı´ zjisˇteˇny´ch vy´sledku˚. Vesˇkere´ testovane´ prˇı´znaky, s vy´jimkou Eulerova cˇı´sla, jsou
zalozˇeny meˇrˇenı´ geometricky´ch vlastnostı´ a je pomeˇrneˇ logicke´, zˇe jsou za´visle´ na prˇesne´
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segmentaci a take´, zˇe nejsou odolne´ proti geometricky´m transformacı´m obrazu. Toto je
take´ asi nejveˇtsˇı´ slabinou vybrany´ch metod. Mezi vy´hody naopak patrˇı´ invariantnost
proti afinnı´m transformacı´m, pomeˇrneˇ snadna´ implementace a velmi dobra´ interpreto-
vatelnost pro cˇloveˇka.
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8 Za´veˇr
V teoreticke´ cˇa´sti pra´ce byl podle zada´nı´ popsa´n rˇeteˇzec zpracova´nı´ obrazu, pocˇı´naje
zı´ska´nı´m obrazu prˇes prˇedzpracova´nı´, extrakci prˇı´znaku˚ azˇ po klasifikaci. Zvy´sˇeny´ du˚raz
byl prˇitom kladen pra´veˇ na prˇı´znaky a prˇı´znakove´ rozpozna´va´nı´. Vzhledem ke slozˇitosti
a rozsahu problematiky ty´kajı´cı´ se prˇı´znakove´ho rozpozna´va´nı´ vsˇak nebylo mozˇne´ v
pra´ci obsa´hnout vsˇechny metody, postupy a algoritmy. Proto byly vybra´ny a popsa´ny
pouze neˇktere´ z nich.
V prakticke´ cˇa´sti byla vytvorˇena aplikace, ktera´ slouzˇı´ k testova´nı´ vybrany´ch prˇı´znaku˚.
Rozhodl jsem se pouzˇı´t neˇkolik radiometricky´ch prˇı´znaku˚ a sadu sedmi geometricky´ch
invariant tzv. Hu momentu˚. K prˇedzpracova´nı´ a extrakci prˇı´znaku˚ program vyuzˇı´va´
funkce naimplementovane´ v knihovneˇ OpenCV a ke klasifikaci je pouzˇit bina´rnı´ roz-
hodovacı´ strom. Kromeˇ programu samotne´ho byla take´ vytvorˇena sada tre´ninkovy´ch a
testovacı´ch obra´zku˚. V prˇı´loze A je uka´za´no neˇkolik z teˇchto obra´zku˚ spolecˇneˇ s prˇı´znaky,
ktere´ u nich byly zjisˇteˇny. Aplikace je spolecˇneˇ s vy´sledky testova´nı´ popsa´na podrobneˇ v
kapitole 7.
Prˇi testova´nı´ jsem oveˇrˇil funkcˇnost a pouzˇitelnost a take´ vlastnosti vybrany´ch prˇı´znaku˚.
Jednalo se prˇedevsˇı´m o odolnost proti otocˇenı´, posunutı´, zmeˇneˇ meˇrˇı´tka, da´le take´ odol-
nost proti na´hodne´mu sˇumu a sˇpatne´ segmentaci. Testovane´ prˇı´znaky by bylo mozˇne´
pouzˇı´t jako za´klad rea´lne´ aplikace, slouzˇı´cı´ naprˇı´klad pro rozpozna´va´nı´ psane´ho textu,
ktere´ mu˚zˇe by´t pouzˇito pro snı´ma´nı´ adres z posˇtovnı´ch za´silek a jejich na´sledne´mu trˇı´deˇnı´
na za´kladeˇ zjisˇteˇny´ch informacı´ nebo cˇtenı´ registracˇnı´ch znacˇek automobilu˚, da´le by bylo
mozˇne´ uplatneˇnı´ naprˇı´klad prˇi prˇevodu psany´ch textu˚ do digita´lnı´ podoby apod. Obecneˇ
se radiometricke´ prˇı´znaky hodı´ spı´sˇe pro aplikace, kde mu˚zˇeme zajistit konstantnı´ po-
lohu kamery vu˚cˇi snı´mane´mu objektu, a tudı´zˇ nedocha´zı´ ke geometricke´mu zkreslenı´,
ktere´ by mohlo ovlivnit klasifikaci. Abychom dosa´hli uspokojivy´ch vy´sledku˚ bylo by
pravdeˇpodobneˇ nutne´ zvolit sofistikovaneˇjsˇı´ metodu segmentace, nezˇ byla pouzˇita ve
vytvorˇene´m programu. Kromeˇ vy´sˇe uvedene´ho by bylo jisteˇ mozˇne´ najı´t nebo vymyslet
spoustu dalsˇı´ch u´loh, kde by se prˇı´znakove´ rozpozna´va´nı´ dalo uplatnit. Zde jsem vsˇak
uvedl pouze neˇkolik ilustrativnı´ch prˇı´kladu˚.
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10 Prˇı´lohy
A) Uka´zky obrazku˚ a k nim zjisˇteˇny´ch prˇı´znaku˚
Velikost 11 449 30 299 2026
Obvod 428 691 180
Kompaktnost 16.00 15.78 16
Podlouhlost 1 1 1
Pravou´hlost 1 0.999 1
Konvexnost 1 0.992 0.958
Hu1 0.1667 0.1667 0.1667
Velikost 33 303 7 877 2 587
Obvod 1168 554 306
Kompaktnost 40.96 39 36.27
Podlouhlost 1 1 1.01
Pravou´hlost 0.492 0.505 0.544
Konvexnost 0.492 0.508 0.545
Hu1 0.2364 0.2343 0.2328
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Velikost 14 330 11 080 22 516
Obvod 493 525 538
Kompaktnost 16.97 24.88 12.85
Podlouhlost 2.506 4.33 1.25
Pravou´hlost 0.791 0.788 0.789
Konvexnost 0.989 0.987 0.996
Hu1 0.231 0.360 0.163
Velikost 31 103 13 835 89 092
Obvod 626 418 1059
Kompaktnost 12.61 12.65 12.60
Podlouhlost 1 1 1
Pravou´hlost 0.794 0.805 0.792
Konvexnost 0.995 0.994 0.995
Hu1 0.1591 0.1591 0.1592
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Velikost 19 278 25 490 6 967
Obvod 582 665 395
Kompaktnost 17.57 17.35 22.43
Podlouhlost 1.853 1.851 3.444
Pravou´hlost 1 0.999 0.999
Konvexnost 1 0.990 1
Hu1 0.1993 0.1991 0.3109
Velikost 16 077 9 560 11 160
Obvod 580 480 543
Kompaktnost 20.99 24.11 26.45
Podlouhlost 1.531 2.217 2.514
Pravou´hlost 0.514 0.512 0.513
Konvexnost 0.989 0.983 0.985
Hu1 0.2015 0.2430 0.2779
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B) Obsah DVD
Text Obsahuje origina´l bakala´rˇske´ pra´ce, zada´nı´ pra´ce a cˇestne´ prohla´sˇenı´.
Project Obsahuje vytvorˇeny´ projekt v prostrˇedı´ Microsoft Visual Studio 2010 se zdro-
jovy´mi ko´dy.
Debug Obsahuje spustitelnou aplikaci. Spousˇtı´ se souborem ImageOpenCV.exe
Test Obsahuje sadu vytvorˇeny´ch obra´zku˚ urcˇeny´ch k tre´nova´nı´ klasifika´toru.
Train Obsahuje sadu vytvorˇeny´ch obra´zku˚ urcˇeny´ch k testova´nı´.
