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ABSTRACT

The interaction between coherent waves and material systems with complex optical
properties is a complicated, deterministic process. Light that scatters from such media gives rise
to random fields with intricate properties. It is common perception that the randomness of these
complex fields is undesired and therefore is to be removed, usually through a process of
ensemble averaging. However, random fields emerging from light matter interaction contain
information about the properties of the medium and a thorough analysis of the scattered light
allows solving specific inverse problems. Traditional attempts to solve these kinds of inverse
problems tend to rely on statistical average quantities and ignore the deterministic interaction
between the optical field and the scattering structure. Thus, because ensemble averaging
inherently destroys specific characteristics of random processes, one can only recover limited
information about the medium.
This dissertation discusses practical means that go beyond ensemble averaging to probe
complex media and extract additional information about a random scattering system. The
dissertation discusses cases in which media with similar average properties can be differentiated
by detailed examination of fluctuations between different realizations of the random process of
multiple scattering. As a different approach to this type of inverse problems, the dissertation also
includes a description of how higher-order field and polarization correlations can be used to
extract features of random media and complex systems from one single realization of the light-
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matter interaction. Examples include (i) determining the level of multiple scattering, (ii)
identifying non-stationarities in random fields, and (iii) extracting underlying correlation lengths
of random electromagnetic fields that result from basic interferences. The new approaches
introduced and the demonstrations described in this dissertation represent practical means to
extract important material properties or to discriminate between media with similar
characteristics even in situations when experimental constraints limit the number of realizations
of the complex light-matter interaction.
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1. CHAPTER 1: INTRODUCTION
A common way to describe the wave interaction with disordered media is through
Boltzmann theory for incoherent transport, which implicitly includes an average over all possible
realizations of disorder and neglects possible interference effects [1]. The outcome is
characterized statistically through expectation values for different parameters describing the
interaction. However, in mesoscopic systems when the characteristic scale of interaction is less
than the phase coherence length, this simplified description is insufficient.
Because of the generality of the problem and its implications in many different fields, the
interaction between coherent waves and random media in the mesoscopic regime has been
intensely studied. Electromagnetic (EM) waves and light in particular, constitute a convenient
tool to examine the physics of random media and test theoretical concepts. For instance, light
scattering experiments can be conducted in geometries not accessible in electronic conductance
studies. In this context, research on the statistical properties of scattered intensities has been
particularly interesting because of the discovery of enhanced fluctuations [2] in transmission and
in electronic conductance [3].
A random medium is usually characterized by an ensemble of realizations of disorder.
When waves interact with a random medium, each member of this ensemble, i.e. each particular
realization of disorder, has its own specific pattern of fluctuations in the scattered wave. The
complicated features of the scattered waves are all rooted in the structural properties of a specific
realization of randomness. One could therefore argue that, in principle, the inverse problem can
be solved if (i) the phase coherence is maintained over the entire interaction, (ii) the process is
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not dissipative, and (iii) the disorder does not vary in time. However, due to experimental
limitations one always infringes at least on the second requirement. Furthermore, the information
available is often too complex to process in a practical manner. This is why the average over an
ensemble of structural realizations is usually taken to determine mean statistical properties. For
instance, when coherent light interacts with a random medium, the scattered intensity
fluctuations resulting from different realizations of the interaction must be averaged to learn
about the global material properties [4,5]. One must realize though that this averaging inherently
discards information specific to a particular realization or regarding variations from one
realization to the next.
A couple of questions arise when only considering an ensemble of the complex wavematter interaction. Is it possible to learn more about the medium by closely examining the
emerging fluctuations? Is it possible to determine the stochastic properties without requiring an
ensemble of realizations? To go beyond the information embedded in ensemble averages, it is
important to grasp some of the basic properties of random electromagnetic fields and their
intensity fluctuations. Chapter 2 of this dissertation reviews many of the commonly known
properties of intensity fluctuations that may result from a number of light scattering situations.
In addition to understanding how the intensity behaves, which represents the scalar approach to
describing the problem, it is sometimes even more

important to understand the vectorial

fluctuations that occur and thus to examine the polarization of the random electromagnetic fields.
There are a number of techniques that attempt to solve inverse scattering problems in the
regime of multiple scattering. A few traditional approaches are discussed in Chapter 3. As
mentioned above, a number of these procedures depend on ensemble measurements to calculate
statistical average values of the scattering medium. But, is it possible to have to structurally
2

different media which have identical average properties and is it possible to differentiate between
them? The statistics of fluctuations that result from the scattering of light provide the means.
Whether the fluctuations are in intensity, phase, or polarization, they all result from the light
interaction or, in other words, from the ``sampling'' of the medium. These fluctuations relate to
the medium’s stochastic properties.
Many practical situations are such that an ensemble of realizations of the random medium
is not available or it is too prohibitive in time or measurement resources. Chapter 4 discusses
means to take advantage of the sampling of the light interaction in a single realization of the
light-matter interaction. A key factor to examine is that the intensity is not the only fluctuating
property that can be conveniently used to learn about the properties of the medium; observing
fluctuations in the polarization of light is also useful. Importantly, fluctuations of polarization
can exist on different length scales than intensity variations and this observation offers unique
possibilities. For instance, the fluctuations of polarization in a single realization of light-matter
interaction can reveal field non-stationarities that otherwise could be observed only upon
ensemble average. Fluctuation in the polarization properties of scattered fields can also be used
to differentiate between scattering media and to extract underlying correlation lengths of
individual scatterers.
Although random fluctuations in electromagnetic fields are often considered as undesired
noise needing to be suppressed and removed, the fields contain a wealth of information. This
dissertation seeks to demonstrate that not only can the fluctuations in optical fields be used to
solve inverse problems to learn about scattering media but much of this can be done without
access to an ensemble but instead from a single realization of light-matter interaction.
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2. CHAPTER 2: STATISTICAL FLUCTUATIONS IN SCATTERED LIGHT
As mentioned in the previous chapter, one can learn quite a bit about a complex
scattering medium by analyzing the light scattered by it. In order to maximize the ability to
extract information from scattered light, it is important to understand the nature of the lightmatter interaction. Since the optical fields pick up random phases through propagation and
surface scattering, the measured properties manifest themselves as fluctuations in field amplitude
and intensity. In this chapter we will discuss the general statistics of the fluctuations that occur in
scattered light, specifically the intensity as this is the primary measurable in optical regimes.
2.1 Scalar Statistics of Intensity Fluctuations
A very common instance of intensity fluctuations occurs spatially and occurs on
reflection. When a coherent continuous-wave light source is incident upon a surface, the
reflected, scattered light is seen as a high contrast “grainy” pattern known as speckle. The
speckles are caused from the interference of scattered waves that acquired random phases [4,6].
In reflection, or backscatter, this may be caused from the presence of a rough surface or volume
media where the light bounces in all directions and travels different paths. This can also be
observed in transmission, such as through a diffuse material or a particle suspension, where the
optical paths of photons differ significantly in length on the order of a wavelength. A simple
description of how speckles are caused is by describing the process as a random walk in the
phase space, where a large number of complex components are added together, having random
lengths and random directions [7,8]. The resultant sums may be either large or small depending
on whether constructive or destructive interference dominates. The squared length of the
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resultant phasor is equivalent to the intensity and thus appears as the bright and dark spots known
as speckles.
Speckles constitute a random process and its properties are described statistically. The
most basic defining nature of a speckle pattern is the probability distribution of its intensity
values. For a fully developed speckle, in which the phases are uniformly distributed, the

=
p ( I ) (1/ I ) exp(− I / I ) .
probability distribution of intensity follows a negative exponential
Another common descriptor of speckle is the contrast C , the ratio of the standard
deviation of intensity σ I to its average intensity I , C = σ I / I . The contrast is a simple measure
of the strength of the intensity fluctuations. For a fully developed speckle field the contrast is
equal to one. The contrast decreases for cases when the speckle is not fully developed. This can
occur in cases where a large number of random contributions are added to a known or constant
contribution such as in holography where there is a known reference, or when the roughness of
the object is smaller than the wavelength [7].
Contrast also decreases when adding two uncorrelated speckle patterns. This is an
addition in intensity and can occur from illuminating the medium with different angles of
incidence, orthogonal polarizations, or multiple wavelengths [9]. In general, when adding N
independent random fields the minimum contrast (resulting from equivalent average intensities)
decreases as C = 1/ N .
Besides the distribution of intensity fluctuations, there are a number of correlations that
can occur between the interference of two diffuse intensities. The most common correlations are
referred to as short range, long range, and “infinite” correlations, denoted by C1 , C2 , and C3
respectively [2,5,10].
5

A simple way to realize the meaning of these correlations is to think of the scattering
media as a multi-channeled interface, where light can enter any of the input channels and then
exit through a corresponding exit channel. When considering a single channel, where light enters
at a and then exits at b , one can define the angular transmission coefficient, Tab . The angular
transmission is associated with the C1 correlation function, otherwise known as short range
correlations [2,11]. It describes the intensity fluctuations between the dark and bright
transmission intensities.
As the C1 correlation is the correlation of speckles near to each other, it is also primarily
associated with the geometric size of the speckle. A speckle pattern consists of a large number of
peaks and valleys, so any scale associated with the speckle size would need to be an average. On
the outgoing surface of the media (the exiting channels) the speckle size is on the order of the
wavelength λ , and then expands as it propagates to the observation plane [6]. A simple
experimental way of measuring the average size of a speckle is to perform an autocorrelation.
This is a simple C1 correlation of a speckle with itself. For fully developed speckle patterns, the
size is defined as δ x = zλ / D where, λ is the wavelength of light, z is the propagation distance
from medium to observation plane, and D is the diameter of the illumination spot [7]. It has
also been shown that there is memory of the initial angle of illumination [2,12]. Over a small
angular range, as the angle of illumination changes, the speckle pattern will shift, and eventually
decorrelate.
In addition to the speckle size and angular correlation, there are a number of higher order
correlations associated with speckles, or more generally intensity fluctuations that vary over a
number of different scales. The first of these is the C2 correlation, or long-range correlation,
6

which is associated with the total transmission [13]. These correlations are very weak and for a
single channel in, single channel out configuration, are only seen in very strongly scattering
media that are close to Anderson localization [14]. This type of correlation is much more easily
measured when all outgoing channels resulting from a single incoming channel are added up, an
operation typically performed with an integrating sphere [15]. The total transmission Ta
resulting from channel a is a result of integrating over all outgoing channels, Ta = ∑ b Tab . The

C2 contribution is the correlation of two speckles that are far apart and in which the C1
contribution is completely overwhelmed [16].
The third correlation type is C3 and is seen experimentally as considering all channels

=
T
going in and all channels coming out,

T ∑
∑=
a

a

ab

Tab . It is often called the conductance as

an analogy to electronic systems, or as the “infinite”-range correlation as it has contributions
from all incoming and outgoing angles [3,17]. In electronics, the fluctuations of C3 are often
called the universal conductance fluctuations (UCF) but these are very difficult to observe in
optics [18]. These fluctuations are static and not temporal as the scatterers in the medium are
fixed, and the variance of the fluctuations is independent of common material parameters such as
sample thickness, and mean free path [19].
2.2 Suppressing Intensity Fluctuations
The most obvious way to address fluctuations in intensity is actually to try to remove
them. Speckles caused from coherent illumination are often unwanted and are removed through
ensemble averaging, or broadband sources. When illuminating rough objects with coherent light,
such as a laser, it is expected that the image will be marred with speckles. This reduces the
7

ability to resolve details of the object and can sometimes lead to a completely indistinguishable
image. In principle, to “remove” speckles, the goal is to reduce the overall speckle contrast.
A simple way to reduce the speckle contrast is through the use of polarization diversity.
As will be addressed in more detail in the next section, partially polarized speckle has a reduced
contrast. When the scattered light has contributions in two orthogonal polarizations, the two
speckle patterns in those polarizations are independent of each other [7]. Adding these two
independent speckles together in intensity reduces the contrast. The same can be said for
illuminating the object with different polarization states. Illuminating with different polarization
states also leads to two independent speckle patterns in the orthogonal polarization states [20].
Figure 2-1a shows a simple schematic of inserting both a polarizer on input and polarization
analyzer to create independent speckle patterns. When the incident polarization state, and
polarization analyzer switch states faster than the integration time of the detector, the resulting
signal is essentially an ensemble of four independent speckle patterns, potentially reducing the
contrast by half [7].
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a)
Laser
Polarizer

Object

Analyzer

Image

b)
Laser
Moving
diffuser

Object

Image

Figure 2-1: Speckle suppression techniques. (a) Using rotating polarizers on both input
and output. (b) Moving a diffuser in front of object.

Another potential method is to change the dynamics of the source, such as using a
moving diffuser close to the object, Figure 2-1b. The diffuser itself creates random interference
and a speckle pattern of its own. The object is essentially illuminated with a speckle pattern and
as the diffuser moves, the illuminating speckle pattern in turn changes. This causes each point on
the object to experience a changing phase and with each new realization of the random walk
through the object, the intensity of the speckles in the scattered field change. Again, with a large
enough ensemble of the resulting scattered field, the integration over a number of independent
speckle realizations reduces the contrast. With the right speed of the diffuser and integration of
the detector, the contrast of the speckles reduces, leaving the wanted signal of the object to rise
above the averaged background.
There has been other work to remove speckles in the far field using similar principles
such as employing diffractive optic elements [21] or a stationary multimode fiber [22] in
projection systems typically plagued with speckle. There has also been recent developments in
9

random lasers capable of a very low spatial coherence [23]. By tuning the random laser to have
a very low spatial coherence, it breaks down the strong interference of the laser source from the
medium and they can achieve nearly speckle-free imaging [24].
2.3 Polarization in Scattered Fields
Beyond the scalar properties discussed in the previous section, it is important to consider
the vectorial properties. The most accessible aspect of vector statistics is to consider the
polarization. The polarization properties of speckle are very unique and are another factor that
contributes to the scalar intensity contrast. Light scattered from an incident polarized beam has
unique polarization properties that depend on the scattering medium. The light scattered from a
rough dielectric surface such as paper, is a multiple scattering process and produces an overall
field that is unpolarized. In general, since a speckle is the result of an interference effect, each
individual speckle will be fully polarized but may have its own unique state [7]. Thus, in a
strong multiple scattering case, the speckle pattern is said to be globally unpolarized; all speckles
have random, yet pure polarization states that collectively represent some or all possible
polarizations states. Another way to observe globally unpolarized speckle is to view the pattern
through an analyzer oriented along the x̂ or ŷ directions. The resulting speckle patterns
observed are uncorrelated and will look nothing alike.
For the case of scattered light off of a rough metal surface, the resulting scattered light is
considered globally polarized, in which each speckle component of the scattered field shares the
same state. Unlike the above example, scattering from a rough metallic surface is dominated by
strong single scattering in which the initial polarization state is maintained. In this case,
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observing the pattern through orthogonal polarization analyzers would show two similar patterns
that are well correlated.
The resulting contrast of these polarized and unpolarized speckles is highly dependent on
the global degree of polarization P of the entire scattered field,

P=

∫S

2
A 1

dr + ∫ S 22 dr + ∫ S32 dr
A

A

,

(2.1)

S1 (r ) = Ex∗ (r ) Ex (r ) − E y∗ (r ) E y (r ),

(2.2)

S 2 (r ) = Ex∗ (r ) Ex (r ) − E y∗ (r ) Ex (r ),

(2.3)

S3 (r ) = i ( Ex∗ (r ) E y (r ) − E y∗ (r ) Ex (r ) ) ,

(2.4)

∫

Idr

A

where

As the degree of polarization decreases, so does the contrast following the relation

C=

1+ P2
.
2

(2.5)

The loss in contrast is due to a global quantity. A low degree of polarization is due to a large
collection of randomly polarized speckles in the scattered field, but there is still some memory of
the incident polarization state. A set of universal polarization correlations developed by Freund,
et al. show that there is indeed strong correlation of the scattered field and the incident
polarization state [20].
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The scattered field components are assigned Ein ,out such that E yx represents a x-polarized
output resulting from a y-polarized input. Using a notation where xx = 1 , xy = 2 , yx = 3 , and
yy = 4 , the correlation matrix of the scattered fields simplifies to

 1

 0
C =
0
 *
Γ

*
where Cij = Ei E j

0

0

ρ
δ*

δ
ρ

0

0

Γ

0
,
0

1 

(2.6)

and  denotes an ensemble average [20]. There are three important

material parameters that lie within this correlation matrix, the depolarization ρ , and Γ and δ ,
which describe the partial correlation of the scattered light. These parameters have a special
relation in that Γ + δ = 1 − ρ and that as the scattering increases (strong multiple scattering) ρ
approaches unity while Γ and δ reduce to zero. This can be seen from a simple model of a
random arrangement of point scatterers [25,26]. Based upon this model, expressions relating to
the number of scattering events n before exiting the scattering medium follow [27]
Γn = (3/2)(7 m + 5 m )/(10 m + 2 ⋅ 7 m ),

(2.7)

δ n = (3/2)(7 m − 5m )/(10m + 2 ⋅ 7 m ),

(2.8)

ρ n = (10 m − 7 m )/(10 m + 2 ⋅ 7 m ),

(2.9)

where m= n − 1 . Again, it's easy to see that when n = 1 (single scattering), both δ and ρ
vanish, demonstrating that single scattering preserves the input polarization state. As can be seen
in Figure 2-2, as n becomes very large, ρ approaches unity while Γ and δ vanish.
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Figure 2-2: Material parameters Γ n , δ n , and ρ n for point scatterers versus the number of
scattering events n .

The correlation material parameters can be further expanded by relating them to the
better known Stokes parameters

S 0 = S 0′ = 1,

(2.10)

S1 = [(1 − ρ )/ (1 + ρ )S1′ ],

(2.11)

S 2 = ±[(Γ + δ )/ (1 + ρ )S 2′ ],

(2.12)

S 3 = ±[(Γ − δ )/ (1 + ρ )S 3′ ],

(2.13)

where S ' is the normalized Stokes input. This enables for ease of measurement within
experiments. In fact, direct measurements of Γ and δ can prove to be difficult as they require
appropriate speckle patterns to correlate. Thus, Γ and δ can be calculated by inverting Eqs.
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(2.12) and (2.13) provided that elements of the incident Stokes vector are non-zero, i.e. nonlinear.
From these correlations, a sort of parallel to the above example of observing a speckle
pattern through orthogonal analyzers is the result of illuminating the media with orthogonal
polarizations. A scattering medium can create partially polarized speckles that have polarization
vectors in the orthogonal states. These occur as independent speckles when viewed through
orthogonal analyzers. The same can occur when illuminating the same medium with orthogonal
states. The correlation of the two speckle fields reduces as the input state rotates. The amount of
decorrelation again depends on the strength of scattering of the medium and for a sample with
arbitrary depolarization, the correlation follows
C (θ , θ 0 ) = (1 − β ) cos 2 (θ − θ 0 ) + β ,

(2.14)

where β = (1 − ρ )2 / (1 + ρ 2 ) and θ 0 represents the initial orientation of incident polarization state
and θ represents the rotation of the incident state. Examples of correlations for different
scattering media are shown in Figure 2-3. A rough metallic surface (Figure 2-3b) still shows high
correlation regardless of the input state as it has ρ ≈ 0 . This signifies a polarization memory in
the scattered speckle field. “Knowledge” of the incident polarization state is maintained as it
scatters through the medium, even a strongly scattering depolarizing medium. The Stokes vector
of illumination with arbitrary polarization can also be recovered after scattering by correlating
four appropriately chosen speckle fields [28,29].
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Figure 2-3: Correlation functions in reflection with no output polarizer for three different
scattering media (a) ρ = 0.95 , (b) ρ = 0.005 , and (c) ρ = 0.35 .

Beyond the correlation parameters and the depolarization of scattered optical waves, also
of interest is the distribution of polarization states of multiply scattered fields. Since the
polarization is a vector quantity, a simple measure of polarization is its ellipticity. From the
intensity distribution functions Pa ( I a ) and Pb ( I b ) for the major and minor axes respectively, the
distribution function for ellipticity can be found [30]. In the case of complete depolarization

ρ = 1 , a full complement of randomly polarized fields, the distribution function for ellipticity
ε = ( I b /I a )1/2 is of the form [30,31]
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Pε (ε ) =

2(1 − ε 2 )
.
(1 + ε 2 ) 2

(2.15)

It's easy to see that it is at a maximum when ε = 0 and minimum when ε = 1 , but perhaps must
intriguing is that its expected value ε = 1 − ln 2 = 0.307 . This shows that the most probable
polarization in the randomly scattered field is mostly linear, with circular states mostly
improbable [30].
2.4 Non-Gaussian Unpolarized Fields
As mentioned before, the polarization of scattered light resulting from a strongly
scattering medium is said to be globally unpolarized ( P = 0 ). Since the speckles are a result of
random coherent superpositions, each individual speckle is theoretically fully polarized, yet may
be in a completely different state of polarization from its neighboring speckle. These polarization
state fluctuations give rise to the global depolarization, an average quantity.
There have been several studies that have gone into the nature of the polarization states of
speckles and how they relate to the media that created them [20,27,29,30]. The means stem from
the nature of how to describe unpolarized fields. Essentially all experimentally measured
polarization is a time averaged quantity. Instantaneously all waves are fully polarized, but may
jump randomly from one state to another from one instant to the next. Since all detectors average
the light received over a finite amount of time, the wave may appear unpolarized. The same can
be applied spatially, where a polarization state is derived from the statistics of underlying
random complex fields. An easy way to visualize a number of polarization states is on the
observable polarization sphere [32]. It is possible that the underlying fields are locally
unpolarized, and with this case only the intensity statistics are retrievable. It is also possible that
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the underlying fields are locally pure states of polarization and the distributions of the states on
the observable polarization sphere can reveal more about the wave-matter interaction.
There are a number of different distributions of polarization states that can lead to a
globally unpolarized field. These distributions all stem from the simple case of one polarization
state canceling another; such is the case with two orthogonal polarization states. A uniform
distribution on the observable polarization sphere defines the first type of unpolarized light. Type
I unpolarized light is invariant to rotation on the observable polarization sphere and is symmetric
about a specific plane. A common cause of Type I is the combination of independent Gaussian
distributed complex vector fields [30]. This is the assumption under which the previous section
was discussed. When the underlying fields are Gaussian distributed, the joint probability of the
complex fields is given by [7]

( ) + (E ") + (E ) + (E ")

 E '
x
p E , Ex ", E , E y " =
exp−
4
4πσ


(

'
x

'
y

)

1

2

2

x

2σ 2

' 2
y

2

y


,


(2.16)

where E x′ , y and E x′′, y are the real and imaginary parts of the complex field respectively and σ is
an arbitrary constant. However, this is not the only underlying field distribution that can be
described as Type I unpolarized light. It is possible to create a distribution that is still invariant to
rotations of the coordinate axis on the sphere but is not due to independent Gaussian distributed
complex fields.
For purposes of visualizing distributions on the observable polarization sphere, the
probability distributions of polarization states will be defined in terms of the spherical coordinate
angles 2α , and ∆ , with the relation
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S1 = r cos(2α ),

(2.17)

S 2 = r sin (2α ) cos(∆ ),

(2.18)

S 3 = r sin (2α ) sin (∆ ),

(2.19)

where 2α is bound between 0 and π and ∆ is the phase difference between the two orthogonal
directions modulo 2π ( ∆ ∈ [0,2π ] ). Under the assumption of pure states of polarizations, r = 1 .
The uniform distribution of polarization states, one that includes the distribution of independent
Gaussian fields is defined as

p (r , 2α , ∆=
) δ (r − 1)

1 sin(2α )
.
2π
2

(2.20)

An example of this distribution and of Type I unpolarized light can be seen in Figure 2-4a.
There also exist cases in which the polarization states do not follow a Gaussian statistical
model yet remain globally unpolarized. Gaussian statistics are completely specified by secondorder moments and give little information about the underlying scattering systems, while nonGaussian distributions are not limited to this restriction [33,34]. These distributions lead to
additional types of unpolarized fields. The second type of unpolarized light requires the
statistical properties of the distribution to be invariant to the introduction of a half-wave plate
and the reversal of the direction of propagation, but no longer invariant to the introduction of an
arbitrary retardation [35]. This means that the distribution is invariant to rotation about the s3
axis and symmetric about the s1 , and s2 plane. Such is the case of a uniform distribution of all
linear states
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p (r , 2α , ∆=
) δ (r − 1)

sin(2α ) 1
[δ (∆) + δ (∆ − π )] ,
2
2

(2.21)

as seen in Figure 2-4b.
The final type of unpolarized light discussed here, Type III, is still invariant to the
direction of propagation but is now dependent on introductions of either an arbitrary retardation
or an arbitrarily oriented half-wave plate [35]. This is basically a Type II unpolarized light with
the introduction of an appropriate retardation. A simple representation of Type III would be the
distribution of all states with S1 = 0 , or a banded structure that is only invariant to the inversion
of S3 to − S 3 ;
1 
π 
1 1
δ (r − 1)
p (r , 2α ) =
rect   2α −   ,
2π a
2 
a 

(2.22)

where a is some arbitrary constant bound in the interval [0, π ] . An example of this distribution
is illustrated in Figure 2-4c.

Figure 2-4: (a) Example of Type I unpolarized; uniform distribution. (b) Example of
Type II unpolarized; all linear states. (c) Example of Type III unpolarized; distribution
about s1 = 0 .
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2.5 Higher-order Field Correlations
Although the distribution of states on the observable polarization sphere provides a
simple qualitative means to assess different types of unpolarized light, these distributions can
also be quantified with Stokes vector element correlations, fourth-order field correlations. In the
case of Gaussian distributed fields, the fourth-order correlations factorize into terms of the
second-order correlations. When the field distribution is non-Gaussian, then the correlations do
not factorize and they carry specific information pertaining to the field distribution. The
correlations between Stokes elements follow the form si s j , which easily relates to the shape
information of the polarization distribution on the observable polarization sphere. Theoretical
examples acquired from the distributions (Eqs. 2.20,2.21,2.22) defining the different types of
unpolarized light are listed in Figure 2-5.
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Figure 2-5: Statistical characteristics of globally unpolarized light: (a) the average Stokes
vector, (b) the average intensity along the two orthogonal directions defining the
reference frame and the average total intensity ( σ is an arbitrary constant), (c) the Stoke
vector element auto-correlations, and (d) the Stokes vector element cross-correlations.
The values of the quantities in (a) and (b) are independent of reference frame, the choice
of right versus left handed circular polarization, and they are invariant to the introduction
of an arbitrary retardation. The values in (c) and (d) for Type II and III unpolarized light
depend on the specific distributions chosen. Under an arbitrary retardation, introduction
of a half-wave plate, or reversal of direction of propagation, the resulting values of these
six correlations in the new coordinates of the observable polarization sphere will be linear
combinations of the original values.

It was found that for strong multiply scattering media resulting in a uniform distribution
of all polarization states, the average Stokes elements and cross-correlations were zero

(s

= s2 = s3 = s1s2 = s1s3 = s2 s3 = 0 )

(s

= s22 = s32 = 1/3

1

2
1

)

while

the

auto-correlations

were

1/3

[36]. Deviations from these correlations give insight to the possible

types of scattering particles and their arrangement. Experimental results showed that cylindrical
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(plate-like) particles on the exiting surface of a bulk scattering material acted as partial linear
polarizers with random orientations. This led to a suppression of circular states. Whereas for an
optical depolarizer, the diagonal linear states ( s2 ) were suppressed. This was in contrast to
spherical particles, which showed a much more uniform distribution. These experimental results
from Ref. [36] are shown in Figure 2-6. These correlations begin to form the basis of using
polarization to solve a stochastic inverse problem, inferring particle shape in a scattering
medium.

0.5

0.4

0.3

0.2

0.1

bulk diffuser with spherical particles
bulk diffuser with plate-like particles
optical depolarizer

0

s12

s22

s32

Figure 2-6: Experimental results of Stokes vector element correlations. The dashed line
indicates the expected values for Gaussian-distributed fields, while the symbols are larger
than the standard deviation between measurements of similar samples.

Stokes element correlations provide means to quantify the polarization fluctuations of
random fields. An additional means is to look at fourth-order point-pair correlations. These
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correlations compare the polarization similarity of two distinct points. The length between points
can either be spatial or temporal and gives insight into the length scales associated with a random
field. There are a few means of measuring the similarity of polarization states that manifest from
spatial variation of polarization and coherence properties. There is the beam coherence
polarization matrix, a generalization of the polarization tensor that largely ignores the direction
of propagation [37]. The recently developed unified theory of coherence and polarization
proposed by Wolf addresses the propagation of these properties along the beam [38]. The
generalized degree of polarization measures how similar the global polarization is across a beam
[39]. A more recent comprehensive quantity that measures polarization similarity between two
arbitrary points ( r1 and r2 ) is the complex degree of mutual polarization (CDMP) [40]. It is
invariant to coordinate frame and reduces down to the classic definition of the degree of
polarization when r1 = r2 . It is a complex quantity containing information in both its magnitude
and phase. Under the assumption of a fully correlated and locally fully polarized field, the
CDMP simplifies to

2

V (r1 , r2 ) =

(E

(E
∗
x

∗
x

(r1 ) E x (r2 ) + E y∗ (r1 ) E y (r2 )

)(

)

2

(r1 ) E x (r1 ) + E y∗ (r1 ) E y (r1 ) E x∗ (r2 ) E x (r2 ) + E y∗ (r2 ) E y (r2 )

)

. (2.23)

The CDMP expresses the relation between polarimetric quantities at two points in terms
of measurable quantities. The CDMP can be thought of as the distance between polarization
states on the observable polarization sphere. The value is 1 when the two states are the same and
0 when they are orthogonal. When one state is horizontal linear and the other is 45 degree linear,
2
then V (r1 , r2 ) = 1/2 (half-way around the sphere). The same is true when calculating the CDMP
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of a linear state with a circular state. The CDMP is a good additional measure of polarization
fluctuations and polarization length scales as it examines how the polarization state differs from
a known reference.
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3. CHAPTER 3: TRADITIONAL APPROACHS TO SCATTERING INVERSE
PROBLEMS
The light scattering phenomenon can generally be broken down to a simple direct
problem, scattering from a single particle. This requires solving and quantifying the entire
scattering process once the scattering medium is known. Though, in time the particles may
move, or there may exist a large number of scattering events for an individual photon, i.e.
multiple scattering. The fluctuations that arise from this scattering can be manipulated or used to
infer information about the scatterers in the medium or general properties of the medium on a
whole. This is solving the inverse scattering problem, a complex stochastic problem with no
analytic solution. This chapter will discuss a number of methods that are currently being used to
solve different inverse problems, such as diffuse imaging, material flow, particle size and
material diffusion.
3.1 Speckle Contrast Imaging
A type of imaging that exploits the presence of speckle fluctuations is known as laser
speckle contrast imaging. As mentioned before, fully developed speckle has unity intensity
contrast. A number of influences can cause the contrast to reduce including the addition of
uncorrelated speckle patterns. The movement of the medium under examination causes the
speckles to change in time, creating a number of uncorrelated patterns that reduce the contrast.
By selectively calculating the contrast over small areas across the entire speckle image, the
objects of high movement reveal themselves in the final contrast image [41]. This technique has
been used in biology as a means to detect and visualize blood perfusion in tissue [42–45].
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The contrast images are based on particle movement and that the speckle contrast is
related to the particle speed. Thinking of the dynamic speckles in the time domain and associated
temporal fluctuations, an important value is the decorrelation time. Based on Lorentzian or
Gaussian distributions, the decorrelation time τ c relates to the particle decorrelation velocity υc
by [46]

υc =

λ
.
2πτ c

(3.1)

In turn, the speckle contrast can be described in terms of the decorrelation time and the exposure
time T . Assuming a Lorentzian velocity distribution the contrast is defined as [47]

C=

τc 

 2T
1 − exp ( −
2T 
 τc
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Figure 3-1: Schematic overview of LASCA contrast calculation. The contrast in pixel (m,
n) (dark gray) is calculated from the surrounding pixels (light gray).

Based upon the relation between particle velocity/decorrelation time and the speckle
contrast, a number of different analysis methods have been developed to exploit this relation and
image particle flow. Building upon early experiments of double-exposure speckle photography
[48,49], Briers and Webster developed a digital single speckle photography known as laser
speckle contrast analysis (LASCA) [42,46]. The principle of LASCA is to examine the speckles
only a small subset at a time and to calculate the speckle contrast of each subset (Figure 3-1).
This is basically a spatial integration across the image and thus results in lost resolution. Once
the contrast image has been calculated, the areas of high particle movement should show
themselves as low contrast. LASCA has been used quite effectively and non-invasively to image
blood vessels under the skin and has now seen expanded use within dermatology and
ophthalmology [50]. LASCA is inexpensive and fast but can also be controlled and optimized
for the current task to help counteract some of its limitations. The sensitivity can be controlled by
adjusting the integration/exposure time. In addition to increased signal with increased exposure
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time, the speckle contrast noise also increases. There may be optimal exposure times for the task
at hand, such as around 5 ms in rodent brains [45]. The speckle size should also be matched to
the camera pixel size and was found that when the two are on the same order, error is minimized
[45,51].
Since LASCA is a measurement over a group of pixels, effectively ``binning'' the image,
there is a loss in resolution. To counteract this, the method of laser speckle imaging (LSI) was
proposed, which instead of integrating spatially, instead integrates temporally [52]. It essentially
calculates the contrast of one pixel over many images, instead of several pixels from one image.
This method is of course much slower than LASCA in that it requires an ensemble of
measurements. Unfortunately, due to the nature of this calculation, areas of no flow and areas of
high flow both appear as regions with low contrast. This makes LSI an unsuitable method for
samples that have non-dynamic regions.
Overall, speckle contrast imaging is an effective method to view particle flow, especially
blood flow in diffuse scattering media. Whether time is a necessity (LASCA) or resolution (LSI),
the methods depend on the dynamic intensity fluctuations of speckles.
3.2 Scattering Measurement Techniques
When considering the scattered light from a complex medium, ultimately one goal is to
learn about the medium. When the medium is not just a simple case of single particles scattering,
you can turn to a number of light scattering techniques. Several dynamic systems/media exist
such as solids, gels, solutions of suspended particles, and biological tissues that have either very
complex structures or contain particles that shift and move causing intensity fluctuations. The
use of laser light is quite useful in quantifying the displacements of particles in a time-resolved
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manner. This technique is known as dynamic light scattering (DLS) and is capable of retrieving
the mean square displacement from the temporal fluctuations and infer structural properties of
the dispersive medium [53].
3.2.1 Dynamic Light Scattering
In principle, monochromatic light is incident upon the dynamic medium and the scattered
light is collected with an autocorrelator. In conjunction with the autocorrelator, DLS depends
upon a modeled system, and one common model to address the dynamics of the particles is that
the movement is due to Brownian motion. As the particles experience displacement, the optical
field undergoes phase changes leading to fluctuations in intensity. Assuming the particle
displacement follows a Gaussian distribution, a final scattering function can be found

 − q 2 ∆R 2 (t )
F (q, t ) = exp 
6



where

∆R 2 (t )


,



is the mean square displacement and

q = (4π/λ ) sin(θ ) . For Brownian motion,

∆R 2 (t )

(3.3)

q

is the scattering vector,

relates to the diffusion coefficient of

suspended particles

∆R 2 (t ) = 6 Dt ,

(3.4)

which in turn relates to particle size a and viscosity η

D=

k BT
.
6πη a
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(3.5)

DLS is useful to not only quantify the motion of particles but also to infer their size.
As alluded to previously, single scattering is a much simpler situation to address, but only
applies when the average dimensions of the medium are smaller than the scattering mean free
path ls . When the light scatters through a medium at longer distances, many scattering events
occur, leading to a complex problem that must be solved statistically. DLS applies for weakly
scattering light, and only works under the assumption that the light scatters but once before
detection.

Figure 3-2: Schematic of diffusing wave spectroscopy

3.2.2 Diffusing Wave Spectroscopy
Diffusing wave spectroscopy (DWS) is a method that extends DLS to strongly, multiple
scattering media [54,55]. Again, like in DLS, the temporal intensity fluctuations are measured
within a speckle. Following the schematic in Figure 3-2, instead of single scattering events, in
DWS the field autocorrelation measurement is an average over all possible angles and scattering
paths. When assuming a large number of scattering events, the path-length followed is s= n ∗ ls
and relates to the transport mean free path l ∗ by
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l* =

2k02ls
.
q2

(3.6)

DWS involves an average over all possible path-lengths and is weighted by the
probability density function P (s ) , the probability that photons traveled a path-length s . DWS is
a useful measuring technique within the multiple scattering regime and continues to be useful in
dynamic imaging of colloidal suspensions and fluctuating media [56,57] or even expanded to
describe the crossover between single-scattering and diffusive regimes [58].
3.2.3 Optical Path-length Spectroscopy
An extension of DWS is the method of optical path-length spectroscopy (OPS) and its
ability to obtain P (s ) independently from the diffusion model [59,60]. Through ensemble
averaging, using OPS one can calculate mean statistical properties such as l * and the diffusion
coefficient. Using the principles of low coherence interferometry (LCI) [61], OPS directly infers
the path-length distribution P(s) of waves scattered from random media. LCI has shown to be
quite useful in biomedical imaging as the short temporal coherence provides a greater depth
resolution and is also commonly referred to as optical coherence tomography [62,63]. In the
case of strong multiple scattering, the use of monochromatic light gives rise to sharp transitions
of min/max intensity values, the presence of speckles. When using a low-coherence source, such
as a broadband LED, the intensity min/max transitions are of low contrast, and give a kind of
“smeared” speckle.
The experimental OPS method uses radiation with a short coherence length and an
envelope detection of the interferometric signal provides a direct measure of scattering
contributions with specified path-lengths. The OPS measurements are based on fiber optic
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arrangements that permit different modalities for injecting light into and collecting reflected light
from a scattering medium. The configuration can be monostatic, where the same fiber acts as
both the source and detector or bistatic. In the bistatic configuration the injection and detection
points are separated by an adjustable distance ∆ allowing for an experimental control over the
volume of interaction. The OPS signal consists of backscattering intensity contributions from a
combination of closed loops all with the same optical path-length. From the shape of the curve,
relating these backscattered intensities with corresponding path-lengths, the transport mean free
path can be determined.
Even when using a low-coherence source, low contrast “smeared” speckles still occur, so
an ensemble average over different realizations of the wave-medium interaction is acquired to
achieve the optical path-length distribution. The P (s ) acquired is over a large range of pathlengths, from the single scattering regimes to regimes of complete diffusion. Figure 3-3 shows an
example P (s ) curve acquired from OPS. The inset demonstrates how the longer path-lengths
penetrate deeper into the medium and sample a larger volume.
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Figure 3-3: Typical optical path-length distribution and its depth penetration into the
medium.

The diffusively backscattering energy flux is calculated by applying a time-dependent
diffusion approach. The diffuse energy density satisfies the diffusion equation under the
assumption of negligible absorption. The diffusion coefficient D is related to the transport
mean-free path l * with the relation D = (vl*)/3 . With an average energy transport velocity v ,
the energy flux detected in OPS is

 3z 2 
J ( s) = (4πl * /3) −3/2 z e vs −5/2 exp − e* ,
 4 sl 
where ze is the so-called extrapolation length [60].

33

(3.7)

From the experimentally obtained P (s ) curves, the distributions are fitted with the
relation seen in Eq. 3.7 to infer the value of l * . This method of OPS has been demonstrated in
the past to measure the transport mean free paths of water suspended polystyrene microspheres
as seen in Ref. [59] and Figure 3-4.
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Figure 3-4: Optical path-length distribution for suspensions of microspheres with
different volume fractions.

3.3 Fluctuation Analysis of OPS
Both DWS and OPS depend on ensemble averages to infer mean statistical properties of
scattering media. Unfortunately, by taking the ensemble average of different material realizations
of a medium, any information relating the particular material configuration is lost. The transport
mean free path is a quantity that depends on the number density of scatterers as well as size and
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shape, l * = [ Nσ s (1 − g )]−1 . This gives rise to the possibility of having two media that are
described by the same diffusion coefficient, and thus have the same path-length distribution
curves in average. The probability distribution pα (s ) resulting from a single realization α is
unique and is a sampling, or a peek into the configuration and construction of a particular
medium. Within OPS, it is possible to examine the pα (s ) fluctuations from one realization to the
next at a particular path-length to distinguish between two media described by the same diffusion
coefficient [64].

b)

a)0-4
Path-length distribution p(s)

A

B

δ α2

1

A

-5

0

0.5

-6

0

-7

δα

0

2

0
1

B

-8

0

0.5

-9

0

0

1

2

3

4

5

0

Optical path-length s [mm]

0

1

2

3

4

5

Optical path-length s [mm]

Figure 3-5: (a) The averaged backscattered intensities for medium A (blue solid line) and
medium B (red dashed line). The insets show typical micrographs of the materials
examined. (b) Typical mean square fluctuations δα2 ( s, ξα ) of path-length distributions.

An example of two such media with the same l * can be seen in Figure 3-5a. Though in
average the two path-length distributions coincide, their individual path-length distributions
resulting from a single realization are quite different and unique. The pα (s ) curve resulting from
a single realization α can be simply visualized as fluctuations from the mean-statistical
distribution. The two media in Figure 3-5a may have the same mean properties but differ greatly
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in their fluctuations from the average δα2 ( s, ξα ) , where ξα is a configuration function describing
the particular morphology of realization α . These deviations from the average are more
pronounced in one medium over the other, as seen from the mean square fluctuations in Figure
3-5b.
Evidently, the random function pα (s ) displays non-stationary fluctuations in s and also
shows differences from one material realization to another. There are many ways in which the
two-dimensional statistical characteristics of pα (s ) can be quantified. Of course, a simple
averaging over α will provide a path-length distribution p(s ) = f ( s, D) which corresponds to
the ensemble average. For a single realization α on the other hand, higher order moments of the
fluctuations in pα (s ) can be evaluated. Even though pα (s ) is non-stationary in s , one can still
calculate simple estimators such as the variance of the fluctuations along s :
Vα (ξα ) = ∫δα2 ( s, ξα ) ds − ∫δα ( s, ξα ) ds .
2

(3.8)

However, this simple estimate is inadequate because δα ( s, ξα ) is a zero-mean random function
and, consequently, a unique and meaningful normalization is difficult to define.
As the deviation δα2 ( s, ξα ) from the ensemble average can be regarded as a form of
disorder, we can choose to examine its variance in terms of the Shannon information entropy
[65]:

H α ( s1 , s2 ) = − ∫

s2

s1



2
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(3.9)

In Eq. (3.9), we define this finite scale entropy to account for realistic situations of any
measurement that extends over a finite range [ s1 , s2 ] . Furthermore, the finite scale entropy can be
normalized to its maximum allowable value for the entire range S= s2 − s1 as
1
hα ( s1 , s2 ) = − H α ( s1 , s2 ) / log   .
S

(3.10)

Of course, the normalized entropy hα (s1 , s2 ) will still vary from realization to realization and one
can further build its average hα ( s1 , s2 ) over the number of realizations available. Being
constructed in terms of the specific fluctuations of each realization α , this average is a
comprehensive measure of the overall fluctuations. It depends directly upon N and the
configuration of the scatterers.
This can be expanded in more detail to a situation where the scale of available pathlengths is varied. In practice, this amounts to controlling the size of the interaction volume which
can be implemented in a two fiber bistatic OPS measurement. By increasing the source-detector
separation ∆ , the interaction volume is enlarged while enforcing a minimum path-length.
According to our notation in Eq. (3.9), this amounts to setting the lower path-length limit at

s1 = ∆ and the upper one at s2 = ∆ + S . Here S denotes the value of the total span of pathlengths available in the measurement; S

is constant in our experiments. Subsequent

normalization and averaging over different realizations was performed following the procedure
outlined by Eq. (3.10). In Figure 3-6 we present the values of the normalized scale dependent
entropy hα (∆ ) averaged over ten realizations of disorder for both media examined.
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Figure 3-6: Average normalized entropy hα (∆ ) for medium A (blue circles) and medium
B (red boxes) for increasing volumes of interaction.

As can be seen for both media, when the interaction volume increases, the entropy
increases as expected because in all realizations α , δα2 ( s, ξα ) is a non-stationary process, and its
fluctuations decrease at larger S . The absolute values and the rate of increase for hα (∆ ) however
are medium specific.
Two main observations are in place. First, we notice the higher values of the entropy for
medium A. This is the result of a higher number density of scattering centers which determines a
larger number of possible optical paths having a given length s . Therefore, there are smaller
fluctuations in δ α2 ( s, ξα ) as discussed before and, consequently, the entropy tends toward its
value corresponding to an infinite number of possible trajectories of length s .
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The second observation relates to the different rates of entropy increase as suggested by
the dashed lines in Figure 3-6. This behavior can be understood by realizing that a certain pathlength s can be reached through a different number m of scattering events. For independent
scattering, the joint distribution p ( s, m) of such a process is Poissonian and the cumulative
probability of scattering orders up to M that contribute to paths of length s is described, in
average, by a universal cumulative distribution function p ( s, M )

[8]. This cumulative

distribution increases fast for low values of M and tends to saturate for higher scattering orders.
In one realization where the interaction volume is finite, the maximum scattering order M
contributing to a certain s is essentially determined by the number density of available
scattering centers. Thus, processes involving different number densities will in fact experience
different regions of the cumulative distribution function. For the sparser medium B, a change in
M results in a faster increase of the corresponding values of p ( s, M ) and, consequently, a faster

decrease in the possible fluctuations. Because the entropy is a measure of magnitude of these
fluctuations, it follows that the medium B should be characterized by a faster rate of entropy
increase as can be seen in Figure 3-6. As a result, in spite of being described in average by the
same diffusion coefficient D , the two media can be discriminated based on their corresponding
densities of scattering regions. This information was not available in the ensemble average.
There are a number of ways to quantify these fluctuations but the result is clear,
examining the intensity fluctuations from the mean behavior of a medium provides additional
insight into the structure and configuration of the medium.
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3.4 Summary
There are a number of methods that take advantage of the fluctuations in intensity that
result from light matter interaction. This chapter focused mostly on methods that focused on the
scalar intensity properties and required an ensemble of realizations. These methods can be used
for imaging purposes (LASCA) or for assessing the diffusive properties of a medium (DLS,
OPS).
We also demonstrated that a single realization of light matter interaction thoroughly
samples the medium yet gives a very complicated result. By closely examining the intensity
fluctuations from subsequent realizations in OPS experiments, we were able to differentiate
between two scattering media that have very similar diffusive properties in average. The process
of examining the information entropy is not limited intensity fluctuations but can be used to
apply to any non-stationary fluctuating process.
As we will see in the following chapter, it is very useful to be able to more thoroughly
examine results from a single realization. There are a number of physical instances where one
does not have access to an ensemble of realizations such as in an ultrafast one-time occurrence.
Or there may be situations in which the process of acquiring a single realization is too long and
cumbersome to acquire many.
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4. CHAPTER 4: STOCHASTIC PROBLEMS GOING BEYOND ENSEMBLE
AVERAGES
Most of the traditional approaches, including the ones highlighted in Chapter 3, rely upon
an ensemble average of realizations to quantitatively solve the material properties. In many
cases, the material properties are statistical in nature and are actually average properties, such as
the transport mean free path and diffusion length. As shown in Section 3.3, there is value in
closely examining the underlying fluctuations that occur from one realization to the next. Even
fluctuations from one single realization, though complex and difficult to parse, give insight into
the nature of the light matter interaction. In this section, a number of approaches to the analysis
of single realizations of light-matter interaction are discussed. Especially in the context of
polarization, it is demonstrated that a number of material properties such as scattering regime,
transport mean free path and relative scatterer size can be determined from one single realization
of the interaction.
4.1 Polarization Length Scales in Different Scattering Regimes
It is possible that polarization length scales associated with scattered fields can be
different from the associated intensity length scales. The complex degree of mutual polarization
(CDMP) provides a simple measure to calculate the polarization similarity between two points,
and thus can be used to find an associated polarization length scale [40]. In a typical speckle
pattern resulting from strong multiple scattering, the associated intensity length scale is about the
size of an average speckle, the extent of the C1 correlation. The polarization length scale is also
about the size of a speckle demonstrating that there is very little correlation between the state of
polarization from speckle to speckle, as can be seen in Figure 4-1a. The polarization state
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changes a little after every scattering event and due to a large number of scattering events, the
interferences from the multiple paths create unique polarization states for each individual
speckle. This is the situation for Type I depolarization as described in Section 2.4. An optical
depolarizer depolarizes the light without modulating the intensity, which is an example of when
the polarization length scale is shorter than the intensity. The optical depolarizer is basically a
grid of differently oriented wave plates such that a sufficiently large beam of light that passes
through becomes globally unpolarized. Whereas the intensity stays constant, as seen in Figure 41b, the polarization fluctuates on a scale associated with the periodicity of the depolarizer. The
polarization length is actually two-fold: along one axis the polarization fluctuates yet along an
orthogonal axis, the polarization remains constant, seen in the inset of Figure 4-1b.

Figure 4-1: Examples of different length scales in polarization and intensity. (a) For a
random speckle field, intensity and CDMP fluctuations follow each other on the length
scale of a speckle. (b) For an optical depolarizer, polarization follows a periodic
fluctuation while intensity remains constant. Inset show 2-D CDMP map of the
depolarizer.
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4.1.1 The CDMP in Random Electromagnetic Fields
A simple way to describe the intensity speckles is to consider the superposition of waves
originating from discrete scattering centers. Different scattering regimes may vary from “single
scattering” specific to mostly surface scattering to different degrees of multiple scattering
characteristic to the interaction with three-dimensionally disordered media. When one single
polarization component is analyzed, i.e. when the speckle field is measured through a polarizer,
the intensity contrast often reaches unity. This is the case of the so-called fully developed speckle
pattern, a manifestation of interference between a large number of wavelets with uniformly
distributed random phases. This is a rather universal behavior present in scattering from a variety
of media ranging from metallic rough surfaces to diffusive materials.
However, the distribution of polarization states in random electromagnetic fields (REFs)
is much richer and non-universal properties are to be expected. Most importantly, it is anticipated
that the polarization properties of REFs corresponding to different scatting regimes will depend
greatly on the strength of the scattering process. For instance, it is likely that when the wave
interaction is dominated by single scattering processes, a fully developed speckle pattern will
occur but the REF polarization will strongly resemble the incident state of polarization. On the
other hand, when the interaction is subject to strong multiple scattering, the scattered field
remains locally fully polarized but its state of polarization will vary spatially. When the
scattering process is completely diffusive, universal distributions emerge for the polarization
parameters [20,30]. It is therefore of interest to examine in detail the relation between the degree
(order) of scattering and the polarization properties of the resulting REF.
A number of studies and experiments have been aimed at characterizing scattered fields
[30,66–72]. The fluctuations of one-dimensional speckles (1-D) and the global non-stationarities
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of two-dimensional fields have been used to characterize specific properties of REFs [64,73]. In
this section we will examine different means to discriminate between REFs originating from
different scattering regimes. We will specifically focus on fields having similar global properties
and discuss a number of high-order polarization correlations as means to assess the strength of
different types of scattering.
One of the simplest methods to test for the depolarizing nature of the scattering of
radiation of different degrees of coherence is to measure the degree of polarization (DoP)
averaged over a large spatial scale. The DoP at a single point is

P (ri ) =

S12 (ri ) + S 22 (ri ) + S32 (ri )
S0 (ri )

,

(4.1)

but as stated before, this is of little interest when the incident radiation is fully coherent because
the individual speckles are locally in pure states of polarization. But as the scales over which the
averaging is performed grows, a scale dependent effective DoP can be defined as

PA (r ) =

∫S

2
A 1

dr + ∫ S 22 dr + ∫ S32 dr
A

∫ Idr

A

.

(4.2)

A

This scale dependent DoP approaches zero when the ensemble of polarization states are
more randomly distributed. Section 2.4 pointed out that there are varying degrees and types in
which a field can be considered globally unpolarized. The use of Stokes element correlations
provided means of differentiating between the different types of unpolarized light. Unfortunately
these correlations lose all spatial information in the case of a scattered field.
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A simple experiment was designed to study the speckles produced at the surface of a
random medium. The samples were illuminated with a linearly polarized laser at 488 nm. The
sample surface was magnified and imaged onto a CCD, which collected the backscattered light.
To fully resolve the speckles onto the CCD pixels, they were magnified 90x to about 80 µ m.
We tested a number of media with varying degrees of surface roughness and volume
scattering. The samples used correspond to a rough metallic surface (A) and three diffuse volume
scattering media characterized by different transport mean free paths: a thin kaolin based diffuse
coating (B), a cellulose membrane (C), and a polyvinylidene fluoride membrane (D). The
scattered intensities were collected through a Stokes analyzer to achieve a spatially resolved full
Stokes image. The polarization analyzer measures the full Stokes by means of the Fourier
polarization method with the light passing through a rotating quarter wave plate and a stationary
polarizer [32]. As the samples had varying strengths of scattering, the four samples had effective
degrees of polarization P (calculated over the entire available scale) of 0.9811, 0.4951, 0.3056,
and 0.2902 respectively. In general, the smaller values of P signify a stronger strength of
scattering. As this is an ensemble calculation, the information about the relative polarizations of
each speckle is practically lost. The effective DoP acts like the center of mass for the polarization
states on the Poincare sphere where the polarization of the average state lies within the sphere
and ignores the distribution of states as seen in Figure 4-2. In contrast, a point-pair correlation
like CDMP measures the distance between two states on the sphere, it describes the shape of the
distribution.
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Figure 4-2: a) Distribution of polarization states on Poincare sphere. b) Both the average
state of polarization and the degree of polarization are ensemble properties of the
distribution of polarization states.

Through the use of CDMP, the spatial polarization similarity can be examined [74]. Each
pixel in the image can be compared to a reference, in this case the chosen reference is the
incident polarization state, and the resulting CDMP value can be used to encode the image of the
scattered field. Because the CDMP is not an ensemble quantity, the CDMP can be calculated
while maintaining spatial information. Figure 4-3 shows example CDMP maps calculated from
the Stokes images acquired from the four samples.
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Figure 4-3: Map of CDMP values calculated from a known reference for the scattered
light from samples representing different scattering regimes. Insets show a binary image
of corresponding CDMP map thresholded at 0.5.

These CDMP maps give a 2-D spatial representation of the scattered light and their
polarization similarity to the reference and thus some similarity to each other. The CDMP allows
examination of the spatial distribution of states; comparing the Stokes measured in each pixel to
a known reference. To make it even easier to see the number of pixels that show strong similarity
to the reference state, binary images are shown in the insets, where all CDMP values above 0.5
are marked white. Though this is similar to the analysis performed in the enhanced
backscattering regime described in section 4.4, the intensity fluctuations resolved here are
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imaged on the surface, and are not angularly resolved. The speckle size is on the order of a
wavelength and the speckles are directly related to the surface and volume features. Any surface
discontinuities could potentially be resolved, as the scattered light has not yet propagated. This
measurement configuration allows visualization of polarization correlations across the surface.
Sample A (a rough metallic surface) in Figure 4-3 shows very strong single scattering
where all points are the same as the incident polarization state. This demonstrates very strong
spatial correlation of the polarization. As the strength of multiple scattering increases, the spatial
correlation of CDMP reduces as seen in images (B-D). Consider the random interference that
generates this random field, the decrease in correlation from A to D is a result of the
superposition of more and more contributions. This is similar to one or many more coherent
sources with a number of different polarization states all contributing to each point in the
scattered random electromagnetic field.
Another way to describe the polarization properties of the scattered field is to examine
the distributions of CDMP across the image. These distributions (Figure 4-4) describe the shape
that different polarization states form on the observable polarization sphere. Since the CDMP is a
fourth-order correlation without ensemble averaging, it preserves the spatial information and
allows these distributions to be calculated.
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Figure 4-4: Probability distributions of the CDMP values for each sample. The reference
is the incident linear polarization state.

The two extremes of distributions can be seen most readily in A and D. When the
distribution favors CDMP values of one, this represents that all the points are the same as the
reference state. For a completely single scattering sample, such as a mirror, this would result in a
delta function centered at one. For the case of sample D, the distribution is more uniform, which
corresponds to a more uniform coverage on the observable polarization sphere. The slight
increase on the right-hand side of the distribution for sample D signifies a slight concentration
around the reference polarization state. This preference to the incident state is due to the
experimental reflection geometry, resulting in a small single scattering contribution. As noted
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before, samples C and D before had similar effective degrees of polarization, but it is quite
evident from the CDMP distributions that their coverage/shape on the sphere is quite different. It
is also useful to examine the choice of other reference states. By choosing different reference
states, the distributions will change accordingly. For example, the delta like distribution for
sample A will shift toward zero as the reference moves away from the incident state.
To briefly comment on the information contained in these REF properties, it is known
that a number of polarization memory effects are present at different levels of scattering
[20,27,28]. There is an intimate dependence between the medium’s structure and the
polarimetric properties of the scattered field and, therefore, one can anticipate that the
distribution of polarization states and their spatial correlation in a REF should reflect some of the
morphological properties of the scattering media. Let us consider again the two samples that, in
average, depolarize the light at essentially the same level, DoP ≈ 0.32, yet their structural
morphology is quite different. From Figure 4-3 and Figure 4-4, one can clearly see that both the
PDF of the corresponding CDMP maps and the sizes of the CDMP speckles are different for
these samples. This is because the structural differences lead to different scattering strengths in
these two media. To assess these differences we performed typical ensemble average
measurements of enhanced back scattering (EBS) [75]. These measurements yielded different
values of the transport mean free path: 8 and 7 µm for media C and D, respectively, as estimated
from the full width at half maximum of the enhancement peaks.
Being a measure of polarization similarity at different spatial locations, the size of the
CDMP speckle reflects the extent of the interaction volume necessary for the wave to depolarize,
or, in other words, to lose memory of its initial polarization state. In a specific geometry, the
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magnitude of this characteristic length scale depends on the number of transport mean free paths
[76,77]. Therefore, scattering media characterized by small values of l * are also expected to
generate, at their surface, scattered fields with smaller values for the CDMP speckles. This is
exactly what our experiments show; the lowest value of the CDMP speckle corresponds to the
strongest scattering in sample D. Remarkably, one single realization of the scattering process is
sufficient to provide information similar to that acquired through an ensemble average
measurement.
The details of these distributions and the spatial correlation of polarization are tied into
the properties and features of the medium. The presence of differently scattering objects either
embedded within another scattering medium or sitting at the surface can be detected by
observing the polarization similarities. The amount and type of polarization correlations can
distinguish between different strengths of scattering, even those that have the same mean
strength, i.e. media that scatter light with the same amount of depolarization.
4.1.2 Weak Localization Phenomenon
Specific spatial correlations between sources are capable of producing non-stationary
statistics in a scattered field in which the polarization actually has a longer length scale
associated with it than intensity. In this context, one intriguing situation is that of the weak
localization of waves in reflection [78–81]. When a plane wave is incident upon a random
medium, the probabilities of any given scattering path and its time reversed pair are equal, and in
the exact backscattering direction, all such pairs interfere constructively. A simple schematic of
this can be seen in Figure 4-5a. The location of this maximal interference is independent of a
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particular path or realization, leading to a “coherent” effect known as enhanced backscattering
(EBS).

Figure 4-5: (a) Simple schematic of EBS scattering. (b) Ensemble averaged intensity
showing the EBS cone and a 3D surface of the relative enhancement (inset).

This enhancement cone manifests itself after ensemble averaging as seen in Figure 4-5b.
The maximum theoretical enhancement factor is two times the mean background level [82]. The
enhancement cone shape for plane wave illumination follows the relation

(

)

I (θ ) ∝ Re ∫P (∆r )exp (ikθ∆r )d (∆r ) ,

(4.3)

where P(∆r ) is the probability of a photon incident on the surface at a point to emerge at
another point separated by some transverse distance ∆r . The extent of the angular contributions
from the time reversed paths is highly dependent upon the transport mean free path l * and the
angular width δθ is on the order of λ/l * . As l * increases, the overall enhancement cone
correspondingly decreases [75]. Basically, the incident light probes the medium, and then
interferes constructively based upon a material parameter of the medium. From averaged
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intensity measurements, the transport mean free path can be estimated from the EBS cone
FWHM using the approximation [83]

l* ≅

0.7
,
kθ FWHM (1 − Reff )

(4.4)

where Reff is the effective reflectance of the interface. EBS is just one phenomenon of light
probing media to obtain a mean statistical parameter, such as l * .
Another interesting aspect of EBS is how the polarization changes across the
enhancement peak [80,84,85]. There is a strong dependence on having a similar polarization
state such that the time reversed paths can interfere constructively. The intensity of the EBS
actually changes from one polarization channel to another as most of the light contributing to the
enhancement cone is co-aligned to the polarization state of the incident light [84]. When
observed through a cross-polarized analyzer almost of all the light is blocked and only a small
resemblance of the enhancement cone is observed, with a severely reduced enhancement factor.
4.1.3 Polarization Similarity in EBS from One Realization
An instance of when the polarization decays on a length scale longer than the intensity
occurs in the case of enhanced backscattering [73]. This situation is an excellent example of
how examining the polarization fluctuations can reveal more without the need of taking an
ensemble average. An ensemble average is the primary method to observe the EBS phenomenon
[75]. EBS arises from a situation in which the assumptions of Gaussianity, ergodicity and
stationarity are not fully satisfied. When a plane wave is incident upon a random medium, the
probabilities of any given scattering path and its time reversed pair are equal. In the exact
backscattering direction, all such pairs interfere constructively giving rise to a weak localization,
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one that is spatially non-stationary. Of course, in a single realization of wave-matter interaction
the presence of an enhancement in the backscattering direction is masked by the random
intensity distribution that constitutes the speckle pattern. The existence of this spatial nonstationarity however is present in each realization of the interaction between a coherent wave and
a random medium. Since the intensity enhancement relies upon constructive interference, it also
implies reliance upon polarization similarity. In the exact backscattering direction, though
speckles still occur, these speckles all share a very similar polarization state.
Given a spatial non-stationarity, it follows that the field distribution is non-ergodic.
Specifically, as the ensemble average depends on location, it is not possible for the spatial
average to equal the ensemble average at every point. However, in practice it may be possible to
treat the field as locally, spatially ergodic. That is to say that the spatial average over some
region about a given point may recover the ensemble average value at that point. However, the
concept of local spatial ergodicity raises a number of issues regarding the length scales of the
field distribution, the field measurement, and its characterization. For instance, the region of
spatial averaging must be sufficiently large to provide reasonable statistics, and yet not so large
as to wash out the spatial non-stationarity. We will discuss these aspects in the context of
different methods for characterizing such field distributions.
Based on the assumption of local ergodicity over certain spatial domains, we will
examine two different methods that may be capable of discerning ensemble-like information
from one single realization of the random field. The simplest approach to duplicate the ensemble
intensity average is to take a moving spatial intensity average. The effective intensity
r calculated for a spatial subdomain A can be defined as
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I

at a point

=
I A (r )

1
A

∫ I (r + r )dr ,
0

0

(4.5)

A

where

=
I (r ) Ex* (r ) Ex (r ) + E *y (r ) E y (r ) .

(4.6)

As the phenomenon of interference between time reversed paths is polarization
dependent, another possibility would be to examine polarimetric quantities [86]. Specifically,
the constructive interference relies on polarization similarity, that can be gauged by the degree of
polarization estimated over a spatial subdomain A [87]. This the effective degree of polarization
P as defined by Eq. 4.2. It is interesting to note that, unlike the effective intensity, this quantity

inherently involves fourth-order field correlations, and as such, can be expected to be more
sensitive to fluctuations in the field distribution [36].
Both parameters defined in Eqs. 4.5 and 4.2 can be used to encode the spatial distribution
of a random field (a speckle-like image) by producing an average over a subdomain A and then
associating that value with the corresponding location in the initial field. However, the choice for
the size of such a subdomain is arbitrary and most importantly, introduces an artificial length
scale. In other words, one may find an appropriate size of the subdomain for which the nonstationarity can be revealed but the size of such subdomain is not known a priori; moreover, this
choice may depend on characteristic length scales of the specific problem. These length scales
are the physical extent of the non-stationarity and the overall size of the available data, i.e. the
largest scale length in the random field. In fact, the existence of an appropriate size of the
subdomain is inherently tied to the existence of a spatial non-stationarity.
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To avoid having to find an optimum size of the subdomain that would reveal a specific
non-stationarity, a method similar to that used in LASCA was developed; CDMP calculations of
spatial subsets across all the pixels were performed to determine the polarization spatial decay
length. As the speckles associated with the time reversed paths have strong polarization
similarity, a CDMP analysis was a logical choice. Using the definition in Eq. (2.23), one can
calculate the CDMP spatial decay length L (r ) by evaluating in each point r the decay of

V 2 (r , r + δr ) for increasing values of δr averaged azimuthally. For identically polarized fields,
V 2 (r , r + δr ) is unity, while for a uniformly random distribution of states of polarization
V 2 (r , r + δr ) averages to one half. After evaluating the CDMP decay length for each point,
these values can be used to generate a completely new spatial representation where each point is
encoded in its corresponding value of the CDMP decay length.
All three of these approaches, the effective intensity I , the effective degree of
polarization P , and the CDMP decay length L (r ) will be used to examine speckle fields that,
upon ensemble averaging, manifest coherent backscattering. A single realization of the speckle
pattern can be written as
I (ki , k f ) = I 0 + ∑ Alm cos(ki + k f ) • (rl − rm ) + F (ki , k f ) ,
2

(4.7)

l ,m

where ki and kf are the wave vectors of the incident and scattered plane wave and Alm
represents the complex amplitude of the wave having rl and rm as the ending points of a multiple
scattering trajectory inside the random medium [88,89]. The second term in Eq. 4.7 represents
the non-stationary component that upon ensemble averaging leads to a cone of enhanced
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intensity. This intensity enhancement around the backscattering direction has a width on the
order of λ/l*, where l* is the so-called transport mean free path. The third term F(ki, kf)
represents the speckle fluctuations and, in the case of a Gaussian random field, averages to zero.
To test the different methods for locating the presence of non-stationarity, a typical EBS
experiment was conducted. The setup, built around a continuous-wave laser operating at 488 nm
and a cooled CCD array, was described earlier [90].

In addition, a full polarimetric

measurement was performed in each pixel of the resolved speckle using a rotating quarter-wave
plate and subsequent Fourier analysis [32]. In the experiments, a 2mm beam was incident on the
sample and produced in the plane of the CCD a speckled field with an average size of the speckle
of about 64µm.

The sample was mounted on a spin plate that allowed observing single

realizations of the scattered field as well as the corresponding ensemble average.
The scattering media used were different diffusing materials exhibiting minimal
absorption. A large range of transport mean free paths, l* values, was covered using different
solid samples:

(A) Suba IV™ polishing pad (Rodel), (B) Spectralon® (Labsphere), (C)

Durapore™-HVLP filter paper (Millipore), and (D) compressed TiO2 powder (DuPont). The
scattering strengths of these samples are very different. From the widths of the corresponding
EBS cones the estimated values of l* were 40µm, 20µm, and 7µm for samples A, B, and C
respectively. For the TiO2 sample a scattering mean free path of approximately 1µm was
determined using optical path-length spectroscopy [59]
The results of applying the analysis methods are summarized in Figure 4-6. The first two
rows illustrate a typical realization of the random distribution of backscattered intensity and the
corresponding result of the ensemble average, respectively. The familiar appearance of a speckle
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field (first row) can be observed for all samples, and as can be seen, no sample specific
information is practically available in these intensity distributions.
As a result of the ensemble average on the other hand, the extent of the enhanced
intensity may provide means to discriminate between the different structures as can be seen in
the second row. However, this ability is restricted by the spatial resolution and the extent of the
accessible field (experimentally limited by the pixel size, numerical aperture, and number of
pixels available). For instance, in the case of sample D, the ensemble average appears as an
almost constant background. It is evident that in this case, one cannot conclude that the absence
of a region of enhanced intensity is due to the peak being either too large or too narrow or simply
because the recording is performed away from the backscattering direction.
In the third row of Figure 4-6, we present the results of calculating the effective intensity
I over a region (square box) containing 61 x 61 pixels that was scanned across the entire

speckle image shown in the first row. For each location, the value of I was attributed to the
central pixel of the box.

This method basically performs the subset average of intensity

including many points instead of the ensemble average at the central point of this domain. Since
the average intensity in the EBS region is higher than the background, one could also expect a
similar effect in the effective intensity image. However, as can be seen in Figure 4-6, no such
increase of intensity can be observed for samples A and D, but the reasons are quite different. In
the case A, the non-stationarity cannot be resolved due to the size of the averaging box while in
the case D, the process is simply stationary over the limited field available. A certain increased
intensity is prevalent in the results for samples B and C where an intensity enhancement
concentrated towards the center of the image may indicate the presence of a spatial nonstationarity.
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Figure 4-6: Images corresponding to samples A, B, C, and D as described in the text. (i)
single realization speckle intensity image, (ii) ensemble average, (iii) image encoded in
the calculated effective intensity, (iv) image encoded in the calculated effective degree of
polarization, (v) image encoded in the calculated polarization decay.

In a completely similar manner, we have evaluated the effective degree of polarization P
for a circular area with a radius of 31 pixels and the results are shown in the fourth row of Figure
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4-6. Because the interference effects leading to the enhanced scattering rely upon polarization
similarity, it is expected that regions with a higher degree of polarization should indicate the
presence of EBS. This is indeed seen in our results where the P values around 0.5 clearly
indicate the polarization similarity. It is interesting to note the increase in the P values from
sample A to D and the existence of non-stationarities similar to the ones in the ensemble
averages shown in the second row.
Of course, for a specific sample, both I and P images could have been optimized in
order to illustrate the presence and identify the location of the enhancement peak. However, that
would necessitate a priori knowledge about the extent of the non-stationarity in order to select an
appropriate size of the averaging box as the size of the box is sample specific. This requirement
can be avoided by using a higher-order polarimetric measure as demonstrated in the last row of
Figure 4-6 where the images are encoded in the decay length of CDMP evaluated as described
before. As can be seen, now there is an even stronger progression from left to right. As the size
of the enhancement increases, the number of points having longer polarization decay lengths
rises. Note that there is no additional image processing involved and that the color coding
indicates the actual decay length of CDMP measured in pixels. Samples B, C, and D all show
strong spatial polarization correlations with increasing values of the polarization decay lengths.
In the case A, there is simply not enough pixel resolution to evaluate a two-point characteristic
such as CDMP.
Perhaps the most interesting observation concerns the compressed TiO2 powder (sample
D) which has a very small l* leading to a large EBS cone. As pointed out before, in this case the
ensemble average image cannot confirm the presence of a non-stationarity in the random
distribution of intensity. Because of the limited angular resolution of the optical system, one
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cannot identify the presence of a region with enhanced intensity. However, the existence of the
coherent enhancement is clearly visible in only one realization of the random speckle pattern
when the higher-order two-point correlations of the field are examined. The high values of the
CDMP decay length clearly indicate the existence of polarization similarities that are specific to
EBS. Detailed features of the wave-matter interaction are therefore prevalent in one single
realization of the emerging random field but their characterization requires access to higher-order
statistics of the field.
4.2 Polarization Length Scales in the Superposition of Random EM Fields
For simplicity, statistical analyses of random optical fields often only involve fields with
a single correlation length Λ , in that the average speckle size is constant [91–95]. There can be
situations in which the random field under study is actually the superposition of two random
fields of different correlation lengths. When this combination is an incoherent superposition,
then the two random fields add in intensity and as mentioned in chapter 2, there is a suppression
of the intensity fluctuations and the speckle contrast is reduced. A more interesting situation is
the coherent superposition of two random fields [96–100]. In this case the two fields add in
amplitude, there is no reduction in contrast, and when the two random fields have different
correlation lengths, then the two fields interfere constructively creating speckle spots that appear
to be speckled themselves. These patterns can otherwise be known as speckled speckle [96].
The occurrence of speckled speckle can often be the norm in experiments due to parasitic
scattering, but often the camera resolution is insufficient to resolve the smaller speckle spots.
Better knowledge about the occurrence of speckled speckle and the underlying material
properties that cause them provides an avenue to learn about the scattering medium from the
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statistics of the speckle pattern. In this chapter we present the basis that it may be possible to
infer properties of one of the scattered fields with assumptions made on the other. It may be
possible to remove the parasitic scattering and examine only the scattering of interest.
4.2.1 Superposition of polarized and unpolarized scattered fields
The statistics of combining two differently polarized speckles fields can further
complicate the statistics. An approach is to consider that the resulting random electromagnetic
field is the combination of two locally polarized fields: one that is globally unpolarized

U (r ) = E U (r )eˆ(r ) and the other one characterized by a uniform polarization state,
P (r ) = E P (r )eˆ0 . The addition of the two quasi-monochromatic and mutually coherent fields
leads
=
E R (r ) E U (r )eˆ(r ) + E P (r )eˆ0 . As a reminder, the globally unpolarized field is actually the
superposition of two uncorrelated orthogonally polarized components, one along x and the other
one along y, for instance. This is the situation described above for the vectorially speckled
speckle, but of course the two components in U are the same correlation length. These two
orthogonal fields are added in intensity, reducing the speckle contrast and the further addition of
uncorrelated fields would further reduce the contrast. However, when a fully polarized and
coherent REF is added to the field U, the optical contrast of E R (r ) actually increases because
the uniformly polarized component increases the magnitude of the field amplitude along a
certain direction, thus biasing the overall polarization of E R (r ) . Not only does the addition of
this coherent field increase the contrast, but it also increases the overall degree of polarization
creating a partially polarized REF. This is similar to combining a completely unpolarized beam
with a fully polarized one to create any partially polarized beam [101,102].
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The globally unpolarized field (U) can be modeled as a REF where the complex
amplitude components Ex and E y are both circular Gaussian random functions. Each of these
components can be represented as a sum of plane waves
=
EµU (r )

∑a
j

j

+ φµ , j )  , µ x, y ,
exp i ( k j ⋅ r=

(4.8)

where a j is an amplitude, k j are transverse wavenumbers, r is a position vector, and φµ , j are
uniformly random phases. When the field in Eq. (4.8) is added to a field uniformly polarized
along x,
=
ExP (r )

∑b
j

j

exp i ( k j ⋅ r + φx , j )  ,

(4.9)

where b j is a different set of amplitudes, there are several ways to characterize the properties of
the resultant REF. Examples of adding the different underlying speckles is shown in a simple
visualization in Figure 4-7 though it is important to note that in reality the fields are added
together, not the intensities.

I P (r )

I U (r )

+

I R (r )

=

Figure 4-7: Simple visualization of the composition of the underlying field components.
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One simple global measure is to compare the average intensity of the field P with the
average intensity in the total field

β = E P (r )

2

/ E R (r )

2

E R (r ) . In our practical example, this ratio

would indicate the strength of the scattering regime. For instance, for

β > 0.5 , the REF would favor the linearly polarized component. We note that this ratio of
intensities relates to the global degree of polarization P of the final REF. As β continues to
increase, P increases as well until unity saturation is reached.
Another characteristic of the resultant field is the extent of its field-field correlations. In
addition to having different overall magnitudes and polarization characteristics, random fields
may also have different field correlation lengths. In other words, the speckle sizes of the fields U
and P can be different. The short-range correlation length for U can be defined as

E U (r ) E U (r + δ ) =
f (δ U ) ,
r

(4.10)

and it has the same value for both x and y field components. The unpolarized field can be caused
by any number of strongly scattering media but, for the purpose of this paper, it is assumed that
the unpolarized field is examined near its source and, therefore, the field correlation length is of
the order of a wavelength [11,13]. The field correlation for the linearly polarized component,

ExP (r ) ExP (r + δ ) =
f (δ P ) ,
r

(4.11)

is of course only along x. This can result from the scattering from a rough surface, ballistic
scattering, and other types of scattering that conserve the state of polarization [7,103]. Along
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with the value of β , these two correlation lengths directly influence the length scales of the
resulting REF.
As mentioned before, β , P , and the f factors in Eqs. (4.10) and (4.11) are all global
properties, evaluated as ensemble averages. While P is indicative of the overlap between the
fields U and P, its value does not take into account the field correlation in the resulting REF. The
correlation length on the other hand is a structural characteristic evaluated using a two-point
property. As the resulting REF has different levels of partial polarization depending on the
strength of P, the polarization structure of the final REF is important to consider.
In section 4.1.1, we demonstrated that a two-point polarization similarity measure such as
the complex degree of mutual polarization (CDMP) can conveniently describe the spatial
structure of polarization in a REF without requiring an ensemble average [74]. In general, the
CDMP factor measures the similarity between two polarization states [40] and it ranges from
zero when the two states are orthogonal to unity when the polarization states are identical. For
the purpose of the present analysis, the CDMP is defined such that it measures the
correspondence between the state of polarization at position r (coordinates x, y) and a chosen
reference polarization state:

V 2 (r ) =

(E

(E
R
x

R*
x
2

(r ) ExP + E yR* (r ) E yP )

(r ) + E (r )
R
y

2

)( E

P 2
x

2

+E

P 2
y

)

.

(4.12)

In Eq. (4.12), the reference is the polarization state of the field P. Using this definition,
one can generate a two-dimensional CDMP map corresponding to this specific state of reference
polarization as can be seen in Figure 4-8. This two-dimensional graphical representation of
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polarization “speckle” is characterized by spatial features with different sizes and spatial
frequencies. Similarly to conventional intensity speckles, it is expected that these features will
depend on the properties of U and P. Of course, since the field P is in the same polarization state
of the reference, its CDMP map would have a uniform value of one; the CDMP map of U on the
other hand should be correlated over distances on the order of δ U .
As a means to assess the spatial frequencies in these polarization maps, one can examine
the power spectral density (PSD) defined as

{

}

P(ω ) = F V 2 (r ) ∗ V 2 (r ) ,

(4.13)

where V 2 (r ) ∗ V 2 (r ) represents the autocorrelation of a CDMP map. Because the analyzed REF
is the superposition of two other fields that are mutually coherent, Eq. (4.13) can be further
written as [97]
P (ω ) = I12 p1 (ω ) + I 22 p2 (ω ) + I1 I 2 p12 (ω )

(4.14)

where
p j (ω ) =
F {a*j a j ∗ a*j a j } ,

j=
1, 2

{

}

=
p12 (ω
) F 2a1*a1 ∗ a2*a2 + ( a1*a2 + a2*a1 ) ∗ ( a1*a2 + a2*a1 )

(4.15)

represent the power spectral densities of the individual components and the mixed (interference)
term, respectively. In Eq. (4.15), a1 and a2 denote the individual, normalized x field components
E P (r ) / S0 (r ) and E U (r ) / S0 (r ) , respectively. The properties of the spatial distribution of

polarization states across a REF relate to the power spectrum of the CDMP map in Eq. (4.13),
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which, in our case, depends on the specific values of β and δ P . Of course, the information
content of this power spectrum in Eq. (4.13) is richer than that provided by the value of P ,
which is only a global average of point-like properties.
In general, any REF can be decomposed into a globally unpolarized and a uniformly
polarized component. These two components have a relative strength β and are also
characterized by their, possibly different, coherence lengths δ U and δ P . These characteristics
influence the global properties of REF in different ways. For instance, the global degree of
polarization P of the final REF depends only on the ratio β but is not influenced at all by δ U or

δ P . The spatial properties of polarization on the other hand are determined by all these factors as
can be seen in the power spectrum of the CDMP map in Eqs. (4.14) and (4.15). Because (i) the
global degree of polarization P can be determined independently and (ii) the coherence length

δ U is known to be of the order of the wavelength, one can use the power spectrum of the CDMP
map to determine the unknown correlation length δ P of the polarized field component. In the
following we will illustrate this procedure using systematic numerical simulations.
4.2.2 Numerical simulations of overlapping REF
To illustrate some of the field properties resulting from the superposition of coherent
REFs, a simple numerical simulation was performed. Using the plane wave decomposition in Eq.
(4.8), plane waves originating from a circular array of source points with random phases were
mapped onto an observation plane of 250 by 250 pixels. This creates a Gaussian random field
originating from a beam with radius r, with a coherence length δ coh = 3.83 /(κ r ) [7]. When κ = 1
and r = 0.3 , the coherence length δ U of the globally unpolarized field was set to be equal about
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12 pixels in the observation plane. The uniformly polarized field was created in a similar manner
using Eq. (4.9) in only one linear state of polarization. In addition, the spatial correlation length
of this polarized field ( δ P ) was controlled by adjusting the parameter r to produce different
values that are larger than δ U . These two random fields are then superposed coherently and the
resulting intensity patterns are shown in Figure 4-8 for the case where the coherence length of
the polarized field is four times larger than the unpolarized component, i.e. δ P = 4δ U . In this
example, the intensity patterns in Figure 4-8a and b are characterized by a ratio β = 0.15 , which
corresponds to a global degree of polarization P = 0.11 .

Figure 4-8: Intensity speckle images of the superposition between an unpolarized field of
coherence length δ U and a polarized field characterized by: a) β = 0.15 , δ P = 4δ U b)
β = 0.15 , δ P = δ U c) β = 0.15 , δ P = δ U and the corresponding CDMP maps for: d)
β = 0.15 , δ P = 4δ U e) β = 0.15 , δ P = δ U and f) β = 0.45 , δ P = δ U . Areas of blue and
red correspond to CDMP values of 0 and 1, respectively. The values of β = 0.15 and
β = 0.45 correspond to global degrees of polarization P = 0.11 and P = 0.31 ,
respectively.
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At such a low intensity ratio, adding an additional linearly polarized field has little impact
and the resulting REF is almost globally unpolarized. As can be seen, even when the correlation
length δ P is four times larger than δ U , there is practically very little change in the size of the
final intensity speckles. However, when observing the CDMP maps, one can easily notice
changes in the statistical nature of their structure. Even though the two REFs in Figure 4-8a and
b have the same global degree of polarization, there is a clear difference in the spatial frequency
content of the corresponding CDMP maps as seen by the larger groupings of high CDMP values
in Figure 4-8d.
The third speckle pattern in Figure 4-8c corresponds to the situation where δ P is equal to

δ U but the field P now has a greater amplitude, i.e. the ratio β = 0.45 and, correspondingly,
P = 0.31 . As can be seen, the spatial frequency content in the CDMP map of Figure 4-8f is

similar to the one in Figure 4-8e but now with a higher prominence of locations where
V 2 (r ) = 1.

To get a quantitative description on how the correlation length of the field P affects the
spatial distribution of polarization in the resulting REF, we have calculated the power spectral
density of the CDMP maps resulting from the numerical procedure. An example is illustrated in
Figure 4-9 for three cases corresponding to fields P having different correlation lengths and the
same β = 0.45 .
It is clearly seen that the characteristic shape of the curves in Figure 4-9 appears to be
composed of three different contributions. This is also described by Eq. (4.14) where the power
spectral density contains three main terms that can be approximated by zero-mean Gaussians
with different widths. The widths of these Gaussians are representative of the correlation lengths
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of the fields P and U while their magnitudes depend on the relative strengths of the fields ( β ).
We have also fitted the power spectral densities to the formulation in Eqs. (4.14) and (4.15)
using the magnitudes I1 and I 2 and the three Gaussian widths as fitting parameters. The results
are included with continuous lines in Figure 4-9. The first two terms correspond to the power
spectral densities of the individual fields P and U. Since the CDMP maps for the individual
fields do not change with β and δ P , the widths of the first two Gaussians also remain
unchanged.

Figure 4-9: The power spectral density of CDMP maps calculated for β = 0.45 and
correlation lengths δ P equal to A) 2δ U , B) 4 / 3δ U , and C) δ U . Also shown with solid
lines are the best fits with power spectrum dependence given in Eq. (4.14). The inset
shows a log-log plot of the high spatial frequencies region.

In the specific case analyzed here, the first term, which is basically the PSD of the CDMP
map with uniform unity value, has a small Gaussian width of 0.06 in our normalized units (the
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narrow central peak in Figure 4-9). The second term represents the PSD corresponding to the
unpolarized component and has a constant width of 0.9 due to the fixed correlation length δ U .
The third term in Eq. (4.14) describes the interference between the fields P and U with most of
its contributions occurring in the high spatial frequency range. In the example presented in
Figure 4-9, only the width of this interference term and the magnitudes of the Gaussians depend
on the characteristics of the interfering fields. However, because β is constant, all the
magnitudes remain unchanged and only the width of the third component changes as δ P varies.
The contribution of this third term lies mostly in the high frequencies and can be fitted well by a
Gaussian function with widths of 3.6, 4, and 5.3 for the PSD labeled A, B, and C, respectively.
As can be seen, as the correlation length of P decreases, the PSD width increases indicating that
smaller spatial polarization features appear due to the interference between P and U.
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Figure 4-10: The power spectral density of CDMP maps calculated for δ P = 4δ U and
field ratios β equal to A) 0.04, B), 0.19,and C).0.45. Also shown with solid lines are the
best fits with power spectrum dependence given in Eq. (4.14). The inset shows a log-log
plot of the high spatial frequencies region.
A different example is illustrated in Figure 4-10. Here the correlation length of P is kept
fixed and is four times larger than the field correlation length of U but the relative strength β is
varied. This corresponds to a gradual progression of different polarization regimes. Again, the
most interesting features lie in the high spatial frequencies. When fitting the results of the
simulation, only the magnitudes of the Gaussians are altered since now the underlying field
correlations of the different components are unchanged. As a result, the curves are almost
parallel to each other in the high spatial frequency range, as can be clearly seen in the inset. One
can also note that, at low β , the influence of the correlation length of field P is minimal. This is
because, when the average strength of the uniformly polarized component increases, the overall
content of high spatial frequencies decreases due to a decrease in the magnitude of the second
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term in Eq. (4.14). The values of this magnitude are 3.1, 3.0, and 2.6 for the PSDs labeled A, B,
and C, respectively. The behavior seen in Figure 4-10 demonstrates that, if the correlations of the
underlying fields do not vary during the transition from polarized to globally unpolarized
regimes, the shape of the PSD remains relatively unchanged [104].

4.2.3 Autocorrelation of CDMP maps
One way to assess how the combination of the two coherent fields affects the spatial
polarization fluctuations is to examine the spatial frequencies and the power spectral density as
was shown in the previous section. Alternatively, one can examine directly the distribution of
polarization features, i.e. to assess their spatial extent by calculating the autocorrelation of the
CDMP map defined as

F ( x,=
y ) V 2 (m, n) ∗ V 2 (m,=
n)

∫∫ V

2

(m, n) V 2 ( x + m, y + n) dmdn .

(4.16)

Note that F ( x, y ) is a two-dimensional function and its extent represents the average size of the
polarization speckle, the region of space where the field’s polarization remains essentially the
same. As a means to quantify and compare such autocorrelation functions, the second moment is
calculated from the cross-section, FCS ( x) across the peak of F ( x, y )

=
σ2

∑F

CS

( x) ⋅ x 2 ⋅ dx

where x is the spatial extent of each pixel.
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(4.17)

The results of the same numeric simulations described above were analyzed by means of
the autocorrelation. An example of autocorrelations of different CDMP maps for varying P can
be seen in Figure 4-11.
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Figure 4-11: Cross-sections through the peak of F ( x, y ) for equal values of δ P and
different values of P .

Just as before when examining the power spectral density, the shape of the CDMP autocorrelation is influenced by the correlation length of the polarized field P and also by the global
degree of polarization P of the resultant field. For instance, Figure 4-12 illustrates how the
second moment σ 2 of the CDMP auto-correlation increases as P increases. Results are
presented for different values of δ P .
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Figure 4-12: 2nd moment of CDMP autocorrelation vs. P for correlation lengths δ P
equal to 4δ U (blue circles), 2δ U (green squares), 1.25δ U (red triangles), and δ U (light
blue stars).
Higher values of σ 2 correspond to a larger spatial extent of the CDMP polarization
speckle and, as can be seen, not only does σ 2 increases with P but its maximum value also
grows when the correlation length of the polarized field P increases. Since the global degree of
polarization P is basically the ratio of the two component fields, as P approaches one, the
uniformly polarized field becomes more dominant. Thus, the corresponding values of σ 2 are
larger and the dependence of σ 2 on the degree of polarization is stronger in the case of largest
correlation length 4δ U .
Similar results can be observed at a fixed P (fixed relative strengths between field
components) and increasing the correlation length as shown in Figure 4-13. This figure clearly
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demonstrates that when the speckle size associated with the field P increases, so does the
effective CDMP speckle size in the resulting field. We also notice that δ P has more impact at
higher values of P as expected.
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Figure 4-13: 2nd moment of CDMP autocorrelation vs. δ P for values P of .24 (purple),
.35 (blue), .53 (red), and .66 (green).

4.2.4 Experimental analysis of overlapping REFs
All of the above results were calculated from numerical simulations where it was simple
to control the two key variables of interfering REFs. To test this model experimentally, the
sample scattering medium requires a combination of sources such that the resulting REF
measured is a superposition of two underlying REFs. The samples can be a mixture of particle
sizes, a bulk scattering medium having a layer of different single scattering particles on the
surface or even a varying concentration of suspended particles. It is important to realize that any
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dense colloidal suspension can in fact be regarded as a medium generating an unpolarized field
corresponding to bulk scattering that is overlapped with a uniformly polarized field
corresponding to the single scattering component, originating primarily in the vicinity of the
medium’s boundary. This observation suggests that the consequences of the model discussed in
the preceding section could be relevant for a range of practical situations involving
backscattering from random media.
To create this situation experimentally we used a series of colloidal suspensions
composed of different particle sizes and having varying concentrations. Increasing the
concentration of a colloidal suspension affects its diffusive properties and reduces the transport
mean free path l * of light interacting with it. As the l * decreases, the strength of scattering
increases and one can effectively demonstrate a gradual transition from single to multiple
scattering regimes. When a purely single scattering medium is observed in backscattering, the
input polarization state is maintained and a uniformly polarized REF results from the light
scattered. Speckles are still being created due to the possible phase difference between scattering
from different particles situated at different depths. A simple sketch is shown in Figure 4-14.
Because sequences containing a large number of scattering events will effectively scramble the
initial state of polarization, a purely multiply scattering, fully diffuse medium produces a
globally unpolarized REF. In the intermediary situations, the contributions from these two
scattering components will mix in different amounts resulting in a partially polarized REF.
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imaged plane

Figure 4-14: Sketch of scattering from colloidal samples with contributions from both
bulk and single scattering and similar average properties. The dashed line denotes the
effective optical interface and the corresponding REF at this surface.

The samples were prepared by suspending polystyrene spheres in a Laponite® gel which
fixes the spheres in place such that there is no movement during measurement and the scattering
medium is essentially static. Spheres of sizes 0.33µm, 0.43µm, and 3.7µm were suspended in
concentrations such that series of samples having similar values of l * (60µm, 275µm, 520µm,
1000µm, 2000µm, and 3000µm) were created. The values of l * were calculated using the Mie
scattering cross-section of the particles and the controlled number density of spheres added to the
volume.
The samples were placed in a simple imaging setup where they were illuminated with a
488nm argon laser in a backscattering configuration (Figure 4-15). The surface of the sample is
imaged onto a CCD after passing through a Fourier Stokes analyzer as described in section 4.1.1.
It is important to note that the samples are contained within a cuvette and though the physical
surface is flat, the optical surface due to the particles is not necessarily flat as sketched in Figure
4-14. A microscope objective insures the appropriate magnification from the relay lens such that
the speckles are fully resolved on the CCD, typically nine pixels per intensity speckle. This
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means that the REF mapped onto the CCD is essentially the “close-up” REF that occurs on the
sample surface. The CDMP polarization map was then calculated from the Stokes images using
the polarization state of the incident beam as the reference and, from these, the auto-correlation
and its second moment were calculated.

Laser

Relay
Lens

Sample

NPBS

Stokes
Analyzer
CCD

Objective
QWP Pol

Figure 4-15: Schematic of experimental setup. NPBS – non-polarizing beamsplitter,
QWP – quarter wave plate, Pol – polarizer.

0.33µm

0.43µm

Figure 4-16: CDMP maps resulting from experimental measurements. Results are for
particle sizes 0.33µm and 0.43µm at l * = 275µ m .
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Example CDMP maps resulting from the experiment for two particle sizes and equal
transport mean free path are shown in Figure 4-16. It can be visually difficult to see many
differences between them so the autocorrelations and corresponding 2nd moments were
calculated and plotted as presented in Figure 4-17. As can be seen, they follow the general trend
observed in the numeric simulations (Figure 4-12). We find that as the value of P increases so
does the value of the second moment of the autocorrelation of measured CDMP maps. This
means that the size of the polarization speckle increases, but more importantly is that the rate of
this increase depends on the particle size. This happens because of the differences in the
corresponding correlation lengths of the uniformly polarized fields P, which represents the
polarization maintaining, single scattering component, specific to each particle size.
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Figure 4-17: Experimental results for σ 2 vs. P at particle sizes .33µm (blue circles),
.43µm (green squares), and 3.7µm (red triangles).
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This difference is clearly observed when examining the spatial extent of the CDMP
speckle corresponding to the 0.43µm spheres in comparison to the 0.33µm spheres. The
dependence for the 0.43µm has a steeper slope. This can be understood by realizing that the
single scattering, uniformly polarized field, corresponding to the larger 0.43µm spheres
contributes over larger scattering angles than the slightly smaller 0.33µm spheres. This is
somewhat similar with earlier observations that the correlation length of the speckle occurring in
the “near-field” from single scattering particles is on the order of the size of the particles
themselves [105]. In this reference it was argued that when observing random fields dominated
by single scattering, the size of a speckle in the near field is determined only by the spatial extent
of the scattering particle [106]. In a transmission geometry, it was found that the speckle size
was directly proportional to the particles size and that this value does not depend on the
propagation distance z provided that D* < D [105]. This is an example of how the size of a
scattering particle directly influences the correlation lengths associated with the scattered REF.
Although we consider optically dense media in a backscattering geometry, through
examining the CDMP we are able to isolate the signature of Mie scattering from particles close
to the effective optical surface. By calculating the CDMP with respect to the incident
polarization, we essentially isolate the single scattering component of the scattered field in the
resulting CDMP polarization map. This means that the larger correlation lengths we observed
from the CDMP autocorrelations are due to the larger single scattering angles corresponding to
larger particles [107].
Apparently, this simple explanation does not match the experimental measurements on
the media containing the much larger spheres of 3.7µm in diameter. In this case we do not
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observe an even steeper dependence but instead the polarization length scales lie between those
corresponding to previous media, as can be seen in Figure 4-17. The reason for this behavior will
be discussed later.
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Figure 4-18: Experimental results for σ 2 vs. lS at particle sizes 0.33µm (blue circles),
0.43µm (green squares), and 3.7µm (red triangles).

Another way to present the data is to examine the second moment variation as a function
of the average scattering length lS as shown in Figure 4-18. Again, these results are very similar
to those seen in the simulation and in Figure 4-17. Interestingly, this time, the curve for 3.7µm
spheres no longer lies between the other two curves but instead has a slightly steeper slope but,
nevertheless, the media comprising the larger 3.7µm spheres behave differently than the others.
Let us examine the underlying scattering from these samples more carefully. Whereas the
0.43µm and 0.33µm scattering samples are very similar in size, the 3.7µm spheres are one order
of magnitude larger and, therefore, the packing of the spheres is inherently different to insure
similar overall optical properties. Due to the large size of the spheres, a fewer number of spheres
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is required to achieve similar average scattering lengths and this results in a lower concentration
and, consequently, much larger separations between the individual spheres. Within the range of

lS values between 40µm and 200µm, the smaller particles had an average separation of 2µm to
3µm between them. When compared over a similar range of lS , the 3.7µm particles had average
separation distances ranging from 11µm to 18µm. This is a significant difference as it creates a
very rough effective optical interface. In other words, particles situated at a range of depths of
tens of wavelengths will contribute to the field in the imaging plane.
Since the calculation of CDMP effectively removes the influences from the bulk
scattering and exposes the single scattering contributions it’s important to know how the single
scattering is produced. Smaller particles are relatively closely packed together and scattering
from individual spheres occurs effectively in the same imaging plane producing a polarized REF
with properties as described in Figure 4-14, i.e. having the correlation length proportional to
scatter’s size.
As a result, the polarized scattering component is no longer representative solely to single
scattering events from individual spheres. The polarized component in the imaging plane is now
the interference of contributions originating at different depths. As a result the characteristic
lengths scales in this additional interference pattern are smaller and no longer representative for
the size of the backscattering particles. The stronger optical roughness for the 3.7µm particles
adds additional fragmentation to its component field P which leads to a smaller correlation
length than expected as seen in Figure 4-17 and Figure 4-18. The larger particles also affect the
overall global degree of polarization differently. Figure 4-19 shows that for equivalent lS , the
3.7µm particles tend to maintain the incident polarization state better resulting in a higher P .
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This is the reason why, not realizing the differences between the optical situations, one could
perhaps interpret the experimental observations in terms of a smaller particle size. In is important
to consider all characteristics and a values available as we have shown with different plots of
different properties. In spite of the disagreement in expected results for the much larger particles,
we’ve shown that we’ve been able to effectively discriminate the relative sizes of the similar
scattering spheres.
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Figure 4-19: Experimental results for P vs. lS at particle sizes 0.33µm (blue circles),
0.43µm (green squares), and 3.7µm (red triangles)

4.3 Summary
The results in this chapter demonstrate that for media with similar diffusive properties in
average it is still possible to identify the size of an effective scatter. We examined the practically
relevant geometry of backscattering and found that the single scattering contribution largely
retains the information about the state of polarization of the incident field. Thus, the single
scattering component is primarily polarized uniformly and its contribution to the total REF could
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be isolated through a careful polarization analysis. Calculating and examining the spatial extent
of the CDMP speckle provides direct insight into the spatial properties of the uniformly polarized
scattering component, which is primarily caused by single scattering.
It is interesting to point out that this polarization analysis allowed us to discern the
relative sizes of individual scatterers in media that have very similar average properties. Our
simple model that described the formation of the single scattering component recovers the main
features of the polarized field as long as the characteristics of individual scatterers are not very
different from each other. In the case of significantly greater particle size, the inherent larger
spacing between the particles requires more advanced modeling involving a description of the
actual location of particles. Finally, it should be emphasized again that all the information
recovered is the result of a single realization of the light-matter interaction.
There are many practical situations when the emerging random electromagnetic fields
can be thought as a combination of two interfering mutually coherent fields. When one of these
two underlying fields is globally unpolarized and the other one is polarized uniformly, the spatial
correlation of the polarization states contains information about both the relative strength and the
extent of the field correlations in the two components.
We have shown that the complex degree of polarization (CDMP), a two-point vectorial
descriptor quantifying the polarization similarities in the resulting random field, can be used to
recover a wealth of information. In addition to being able to extract a relative particle size from
an optically dense colloidal suspension, it can be used to identify non-stationarities that are
typically only observed in the ensemble average such as the weak localization phenomenon.
Having access to polarimetric information across the spatial extent of the field allows building
fourth-order joint statistical parameters. Furthermore, when using mutual polarization measures
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such as the CDMP decay length these features can be found without any prior knowledge of the
spatial size of the non-stationarity. We have shown that fourth-order field correlations evaluated
at pairs of points in a random electromagnetic field can reveal properties that until now were
inferred only through an ensemble average.
It is also important to note that all results presented within this chapter are from a single
realization of light matter interaction. Without the need for an ensemble average, this coherent
assessment of light scattering may become relevant for the study of ultrafast and transient
phenomena or in situations that require a large number of realizations such as the search for
Anderson localization [108]. On the other hand, very slow processes that are essentially
stationary in time may be characterized for one single realization of the scattering medium.
Overall, it is important to fully analyze each and every realization of scattering incident to extract
all available information.
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5. CHAPTER 5: CONCLUSIONS AND SUMMARY OF ORIGINAL
CONTRIBUTIONS
As most sensing scenarios of interest involve realistic random fields, stochastic
approaches have the potential to provide fundamentally new functionalities. Some of the
approaches to solve specific inverse problems described within this dissertation rely on various
modalities to perform a large number of target interrogations. Sometimes however this may not
be possible and the work described within this dissertation addresses the question: can this
interrogation be done in a parallel manner such that “instantaneous'' measurements can be
performed? Or, alternatively, how much information can be recovered when one has access only
to a limited number of statistical realizations of light-matter interaction?
When waves interact with a random medium, each particular realization of disorder has
its own pattern of fluctuations in the scattered wave. It was shown in Chapter 2 that often the
intensity fluctuations have universal statistical properties, independent of the scattering medium.
Yet, there are also instances where the scattering medium does not exhibit universal properties,
and especially when considering the vectorial fluctuations these non-universal properties provide
additional insight to the light-matter interaction. Chapter 2 highlighted a few situations in which
non-Gaussian unpolarized fields have different statistical properties. This was demonstrated by
examining the scattered optical fields from particles of different shapes and calculating higher
order correlations of polarization Stokes vector elements.
It has been shown that the interaction of light and matter is a non-self-averaging process,
and the complicated features of the scattered waves are all rooted in the structural properties of
the specific realization of randomness [11,81,109]. Chapter 3 highlighted some typical
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approaches to solving an inverse problem that involve averaging over an ensemble of disorder
realizations to achieve mean statistical properties. Unfortunately, this averaging inherently
discards information specific to particular realizations as well as the variations from one
realization to the next. It is possible though, when examining the ﬂuctuations of scattered waves
resulting from the interaction between coherent ﬁelds and disordered media. We have
demonstrated that analyzing individual members of the ensemble of interactions provides means
to extract information beyond that available in the ensemble average. As shown in the case of
OPS, The deviation of an individual path-length distribution from the ensemble average is a nonstationary random process which also varies from one realization to another. We have shown that
speciﬁc properties of the random medium’s morphology can be evidentiated by using the scale
dependent entropy associated with the variance of path-length ﬂuctuations [64].
There can also be other situations in which examining the fluctuations of REFs is
essential especially when performing an ensemble average is difficult due to temporal
limitations. In other situations, physical phenomena simply do not permit constructing an
ensemble average (a random process that occurs only for a limited period of time for example).
This makes it all the more important to measure spatially resolved REFs when possible and
examine the vectorial fluctuations. By means of examining higher order correlations and the
CDMP of REFs, we have found that the spatial variability of the vectorial properties can be
markedly different even when the random ﬁelds have similar global properties [74]. We showed
that the point and point-pair correlations of the complex degree of mutual polarization provide
means to identify the origins of scattered ﬁelds of different strengths and demonstrated that the
extent of these spatial correlations is determined by the magnitude of the transport mean free
path characterizing the scattering process. Spatially resolved measurements of the polarization
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properties in one realization of the scattered ﬁeld allow recovering information otherwise
available only through ensemble averages.
A number of applications could benefit from a proposed non-traditional sensing approach
including techniques that require fast “one-shot'' interrogations or measurements on nonstationary, excitation-induced processes. If the properties of the randomly inhomogeneous
medium vary in time then the speckle pattern is dynamic and similar assumptions are usually
made about the temporal stationarity and ergodicity. However, there are instances in which the
assumptions of Gaussianity, stationarity, and ergodicity are not fully satisfied, for instance EBS.
Based on evaluating high-order field correlations (CDMP) in one single realization of the
random field, we have been able to demonstrate the presence of source correlation induced nonstationarities [73].
The topic of solving complex inverse problems of wave-matter interaction is of
increasing interest especially within the scope of detecting embedded objects or in the context of
waves propagating in highly scattering media. Of particular importance is examining the sources
of REFs from one single realization, especially when REFs are interfering as explored in Chapter
4. There are different physical situations that lead to interfering random fields. For instance,
different random phase screens in the arms of an interferometer, the boundary of two different
scattering media, or perhaps the conglomeration of two different types of scattering particles
each of which is associated with a different correlation length in its scattered electromagnetic
field.
It is also possible to consider random media of different scattering strengths as being the
superposition of a globally unpolarized field resulting from the bulk and a uniformly polarized
field resulting from single scattering from the particles, especially on the surface. The spatial
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correlation of the polarization states or a REF resulting from a single realization contains
information about both the relative strength and the extent of the field correlations in the two
components [104]. The spatial extent of the CDMP speckle varies and depends on the
underlying properties of the single scattering field such as the size of a typical scatterer. The
CDMP maps corresponding to media of equal scattering strength but different particles sizes
reveal the different REF correlation lengths associated with the particle size [107]. The
strategies described here lay the ground work to expand this to situations of more practical
interest, i.e. regimes defined by stronger multiple scattering contributions. In such cases multiple
scattering introduces too much complication to the observed speckle pattern, but using the
appropriate higher-order correlations, and considering the vectorial nature of the random
electromagnetic fields, the correlation length due to multiple scattering can be removed and the
correlation length of the singly scattered fields can be discerned.
Notably, this information can be obtained from one single realizations of the light-matter
interaction. In remote sensing or detection, understanding properties of the target medium or
even the scattering properties of the propagation medium is of great importance. There are many
methods and solutions attempting to solve the complex inverse problem of wave-matter
interaction. The ability to detect or discern material characteristics from a single realization is of
great interest, especially in single event situations or when an ensemble is not feasible. Higher
order correlations and analyses taking advantage of the polarization correlations of REFs such as
those outlined in this dissertation provide the means to further describe the complex scattering
nature of random media.
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