Abstract-Recently, there has been an explosion of interest in the use of textual sources (e.g., market reports, news articles, company reports) to predict changes in stock and commodity markets. Most of this research is on sentiment analysis, but some of this have tried to use the news itself to predict market movements. In this paper, we use 10-years of news articles -from a weekly, agricultural, trade newspaper -to predict price changes in a commodity market for beef. Two experiments explore the different ways in which news reports affect the market via 1) major market-impacting events (i.e., rare natural disasters or food scandals); or 2) minor market-impacting events (e.g., mundane reports about inflation, oil prices, etc.). We find that different techniques need to be used to uncover major events (e.g., LLRs) as opposed to minor events (e.g., classifiers) and show that no single unified predictive model appears to be able to do both.
I. INTRODUCTION
On March 15, 2011 , when the news broke that a radiation leak had been detected at the Fukushima power plant, following a 9.0 magnitude earthquake and a massive tsunami, the NIKKEI Index dropped 11%, heralding the beginning of a major dip in the Japanese economy. All markets -whether they be stock-markets or commodities markets -are impacted by events in the world. Some of these market-impacting events are major -such as, bankruptcies, natural disasters, warsand lead to sudden, significant shifts in prices. Others are more mundane, minor events -changes in consumer sentiment, stockpiles of goods, inflation -which usually coalesce together to move the market in one direction or another. In this paper, we consider whether data-analytics can be applied to textual news sources to discover these two different classes of marketimpacting events (the major and the minor), while reflecting on the fact no single technique seems to capture both types.
On the face of it, from a textual perspective, there appears to be a fundamental conflict between major and minor marketimpacting, news events. Major events that impact the market, "stick out" from "normal" news coverage; these events tend to be rare, exceptional, and unusual and are described in rare, exceptional and unusual terms. For instance, the term "Fukushima" was probably seldom mentioned in market reports about the NIKKEI Index prior to March 2011, though after the earthquake it appeared in thousands of financial commentaries. In a suitable corpus of finance articles, this term would have a very distinctive signal, appearing out of nowhere and rapidly rising in its occurrence relative to more commonly-occurring terms in market commentaries. Minor events that impact the market, in contrast, are those that make up "normal" news coverage; these are the repeated, common and usual events that coalesce to shift the market (usually in small ways) and are described in repeated, common and usual terms. Indeed, most market reports are so repetitive and boring that reporters often jazz them up with metaphoric language (e.g., "Google assaulted the iPhone with Android"). Therefore if we want to find these two classes of events in textual sources, we face a conflict; on the one hand, we need to rely on repeated, often-used text-features to find minor events, but on the other we need to find rare text-features to capture major events. In this paper, we explore the hypothesis that the stateof-the-art, text-analytic techniques for discovering major and minor market-impacting events fundamentally conflict with one another, as they depend on very different regularities and exceptionalities in texts. We illustrate this conflict using 10 years (2005 -2015) of news coverage and market commentary from a trade newspaper commenting on the beef-livestock market in Ireland (i.e., The Irish Farmers Journal (IFJ)).
The Beef Market in Ireland:
The market we consider in this work is that for beef livestock in the Republic of Ireland, a e2.37 billion per-annum, export industry; the activities of which are captured in a country-wide database of mart prices for individual animals, with news articles on this market coming from a weekly-published, agricultural newspaper, The Irish Farmers Journal (IFJ). We chose this market and news source because we wanted 1) a complete database of all the transactions in the market (i.e., we have the prices for every animal sold in a full year, which is akin to having every share transaction in a stock market); 2) an authoritative news source that covered all aspects of this specific market (160,000+ articles over 10 years); so we have a comprehensive set of market reports on this specific trading ecosystem in a geographically-circumscribed location. Indeed, one of the contributions of this paper, lies in how this undifferentiated, large corpus of news articles was filtered down to a set that was specifically relevant to the beef market. Like any market the Irish Beef Market has, at times, suffered from major marketimpacting events such as the "horsemeat scandal" in 2013-14 or, more recently, the Russian ban on EU products following the conflict in the Ukraine.
A Text-Analytics Perspective: In recent years, a variety of text-analytics techniques have been used to predict and track changes in a variety of markets [1] - [3] . Sentiment analyses are amongst the most commonly used methods, where positive/negative words and phrases are used to predict market movements or price changes in particular stocks (see e.g.,
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7-8 September 2017 | London, UK [3] ). However, the discovery of market-impacting events arises from a somewhat different literature. A variety of text-analytic techniques have been developed to identify and track events in news feeds (see TREC conferences; [4] - [6] ) and, so-called, First Story Detection (FSD) has been well researched as a task in these challenges [7] - [9] . In this paper, we draw on this literature exploring the use of log-likelihood ratio techniques to find major market-impacting events (see Section IV) and a selection of classifiers to find minor, market-impacting events (see Section V).
Overview: In Section II, we briefly outline the most relevant literature to the current work on event detection and the techniques used to predict price changes in stock markets. In Section III, we describe the data sets we used. In Section IV, we describe our methodology for finding major market-impacting events using log-likelihood ratios. In Section V, we show how the text-features of articles covering many minor events can be used to predict price changes, before considering the conflict between the two approaches (see Section VI).
II. RECENT LITERATURE
The techniques examined here to discover marketimpacting events rely on methods used for identifying structures and trends in textual time-series data. One widely-used method assumes an infinite-state Markov model governing the rate of appearance of each term in the corpus; in this model, "bursts" of appearances of a term correspond to periods when the Markov model is in a high-energy state, as opposed to periods when it is in a low-energy rest state [10] . Using this method, it is possible to enumerate all bursts over all terms and assign a probability-based weight to each one, in order to rank and identify the highest-scoring bursts [10] . This approach has been applied to track the rise and fall of textual features in various domains, for example tracking scientific research trends in the journal PNAS [11] and tracking "memes" (fixed, short phrases) in the news cycle [12] . However, the results produced by this method vary depending on parameter settings, and the weights have no natural cut-off for determining the significance of a given event.
A different method for finding exceptional events in text, uses chi-squared tests to identify terms that appear significantly more frequently in a given time window than outside that window, at a specified p-value [13] . In this work, related terms can be grouped together so that news stories can be identified as groups of terms (usually using pointwise mutual information) that appear together over a specific period of time. This approach is closely related to the method that we use to discover major market-impacting events; however we adopt the log-likelihood ratio static for significance testing, as it performs better than chi-squared when sample sizes are small [14] .
Another relevant line of research has consistently shown that textual data sources can effectively predict upward and downward movements in markets. [1] used parallel time-series data (stock prices) and textual data (news articles) to train separate language models from periods of rising and falling stock prices and then used these models to predict future price trends from current news articles. Fung et al. [2] refined this approach in several ways. Basing their method on the Efficient Market Hypothesis, which states that stories reported in news have a instant impact on the market, they used chi-squared analyses to identify news articles relevant to the market, and then used an SVM classifier to label each news story as having either a positive, negative, or neutral impact on the market. More recently, [4] applied a more complex model, integrating multiple levels of feature extraction on semantic and sentiment levels, to predict foreign exchange markets; thus, demonstrating the effectiveness of this approach to financial domains other than the stock market. Our work on discovering minor market-impacting events is mainly influenced by [2] in that we use an SVM classifier to relate groups of news-articles to market movements.
III. CORPORA, SUBCORPORA & PRE-PROCESSING
The analyses presented in this paper are based on a data set consisting of 10 years of articles on farming (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) from the archives of the weekly-published Irish Farmers Journal (IFJ) 1 . This data-set consisted of 1) over 140,000 articles from the IFJ Content Management System (CMS), their archive covering the years 2005-2015; and 2) almost 20,000 articles gathered from their website using a web-crawler, mainly covering the years 2013 to 2015 (see Table I ). These two corpora are very different. The CMS-corpus has every article published between 2006 and 2011 2 . In contrast, the websitecorpus has meta-tags on the articles, some of which mention beef and beef markets. Hence, the website-corpus can be filtered using these tags, whereas the CMS-corpus needs to be filtered in some other way to extract articles relevant to the beef market. Both of these corpora present their own challenges; challenges that are typical ones for any project aiming to carry out text-analyses of any archive of news stories. As such, we systematically explored both corpora and pre-processed them in different ways to best prepare them for our tests of the different techniques used to find major and minor marketimpacting events. Hence, from this data-set, we generated three distinct subcorpora to be used in our empirical tests; each represents a different way to filter out an appropriate subcorpus of beefrelated articles:
• Web-Subcorpus: This subcorpus consisted of one year of beef-related articles from the website corpus (roughly 2000 articles from Nov 2013 to Nov 2014);
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it was a highly-filtered set of articles from the website corpus that had been explicitly tagged as being about beef (e.g., from the "Beef News" or "Beef Markets" sections of the website).
• CMS-Subcorpus: This subcorpus covered six years of all farming-related articles from the CMS, with racingrelated articles excluded (roughly 31,000 articles from 2008-2014); this subcorpus is the CMS corpus roughly filtered by removing horse-racing articles (which account for almost half of the articles in these years).
• CMS-Beef-Subcorpus Six years of beef-related articles from the CMS, selected using topic-modelling (roughly 2,000 articles from 2008-2014); Greene [15] has shown that documents on a given topic can be selected from corpora using topic-modeling, so we applied non-negative matrix factorization to the CMSSubcorpus to find articles that cluster around the beef topic.
These three subcorpora were pre-processed in a standard way, using the Stanford CoreNLP toolkit [16] , with stop-word removal and lemmatization being carried out on all articles. Any term that appeared in less than 3 articles and more than 80% of the articles were also removed, reducing the feature space significantly. As the IFJ is published on a weekly basis, our basic time-step was the week. So, all the articles for a given week in the corpus were pre-processed in this way and time-stamped by week.
IV. DISCOVERING MAJOR MARKET-IMPACTING EVENTS
In a similar way to the Fukushima example, the intuition we are pursuing to identify major market-impacting events is that, for example, in the Irish Beef Market, the term "horsemeat" was not a common term used in market reports before January 2013 but after the news story broke across Europe about supermarket beefburgers being contaminated with horsemeat, the term would have peaked in market commentaries. So, the term "horsemeat" stood out like it had never stood out before, as the beef market reeled from the negative publicity following the scandal 3 .
As argued in the introduction, major market-impacting events tend to be unusual or exceptional and as such tend to involve terms that were not common in market commentaries up until the occurrence of the event (e.g., like "horsemeat", "Fukushima"). So, having created the three subcorpora of beefrelated articles our initial aim was to explore whether the loglikelihood ratio (LLR) statistic could be used as a technique to identify such "stand-out" terms. LLR has been used to determine whether the frequency of a term some Input-Text is significantly different relative its frequency in a BackgroundText (or collection of texts) and is typically used for first-story detection in the literature (see [13] ).
A. The Log-likelihood Ratio Statistic
To identify significant time-specific features (a.k.a. standout words in a specific time-period) we use the model comparison metric, the log-likelihood ratio test (also known as the
. In text-analytics, typically, this statistic is used to compare word frequencies in two text collections; an InputText I and a Background-Text(s) B. In this case, we need to assess whether a word stands out in Input-Texts for different time-periods; for example, we need to assess whether "horsemeat" stands out over a 1-week or a 2-week or 3-week period and so on. Our algorithm computes the LLR statistic for a given term over different sized time-windows (i.e., all windows from 1-10 weeks), each of which we slide across the full time period being analysed (e.g. Table II ).
Using these inputs G 2 assesses two hypotheses H 0 and H 1 . H 0 asserts that the probability of the word frequency is distributed uniformly over the full time-span. H 1 asserts that the distribution is different; that the frequency of the term in the Input-Text window is significantly different to that of the term in the Background-Text.
Formally, the log-likelihood test (3) calculates a metric λ based on the ratio of the likelihood L of observing the given data D, under the two alternative hypotheses H 0 and H 1 . We calculate the likelihood of the data (the observed frequency at which word w appears over time) using the binomial distribution. So, words that appear constantly throughout the corpus will receive low scores using this statistic whereas ones that are rare or bursty within a given time period will receive high scores.
B. Algorithm: Using LLR in Time Windows
The method we use to find standout word-features that refer to major market-impacting events has two steps: 1) one that computes LLR scores for word-features in a corpus for different time-windows (see Algorithm 1), 2) one that groups word-features using Point-wise Mutual Information (PMI), to identify relevant events (see Algorithm 2):
1) Finding Standout Word-Features:
To find standout word-features, we apply the LLR test to each word in a selected subcorpus corpus, for every time-window (between 1 and 10 weeks), sliding each of these windows across the full time-period covered by that subcorpus, and then ranking all results using the λ score (3). The highest scores correspond to the standout words in a given time-window, thus finding 'featurewords' that potentially reference major market-impacting news events (see Algorithm 1). 
windows ← Cut M n,m at n by sliding window 1 .. 10 9: for W in windows do 10:
Ni ← W i,j
13:
Nb ← N -Ni 14:
15:
17:
T ← Append(λ ) 19: end for 20: T ← Sort λ terms by Score 2) Grouping Word-features Using PMI: Algorithm 1 is just the first step (finding standout words) towards identifying impactful news events; we also need to find feature-words that co-occur with these ones to have a longer word-feature list that allows the identification of the news event in question (see Algorithm 2). This step is completed by applying Pointwise Mutual Information (PMI) to the features in the document-set of the subcorpus; represented in (4):
Algorithm 2 identifies word-features that are in the same temporal state (line 4) and computes co-occurrence scores for these word-features in the document-set for this state (line 7). PMI is calculated for terms that appear in more than three documents (see line 8). If PMI score is above a threshold, meaning if the co-occurrence of the feature is relatively high in relation to occurrence of all terms between documents then the features are grouped.
C. Procedure
These two algorithms were applied in sequence in five different runs involving different combinations of subcorpora, in which the Input-Texts, Background-Texts and window-sizes were systematically varied (see Table II ). Across all five runs, we applied these techniques and examined the word-feature groups containing feature-words with the highest LLR scores. Taking a cut-off of the top-10 in this ranked list we manually identified the news-stories referred to by the feature-groups; these stories were then summarized in our results (see Table  III and Fig. 1 ). Group(f , S) end if 14: end for end for Unfortunately, there is no definitive ground-truth for what constitutes a major market-impacting event; one has to rely on the subjective assessments of commentators on the market as to which events were or were not important. So, to assess whether a given event was a major market-impacting event we relied on feedback from the journalists writing about this market. This method gives us some sense for how well the technique is doing in identifying market-impacting events.
Across the five runs we attempted to vary the complexity of the problem by moving from smaller, highly-filtered data-sets (Runs #1 and #2) to much larger, noisier data-sets (Runs#3 and #4) and finally, to a large data-set that was significantly pre-processed (Run#5; see Table II ). Run#1 uses the smaller 2000-article subcorpus, as InputText and Background-Text, based on the articles that were tagged as beef-related on the IFJ's website (i.e., the WebSubcorpus). So, Run#1 has the benefit of applying the LLR technique to a highly-filtered data-set but one that is limited by the Background-Text being only one year of articles. Run#2 provides a contrast to Run#1 in that it expands the Background-Text to six years of articles (adding in the CMSSubcorpus).
Runs#3-5 examine larger Input-Texts/Background-Text combinations. Runs #3 and #4 combine the large CMSsubcorpus and the Web-Subcorpus, as both Input-and Background-Texts, to present the technique with a much more varied and noisier data-set (recall, the CMS-subcorpus has articles about all aspects of farming, not just beef-related ones). The only difference between #3 and #4, is that the latter only considers windows between 2 and 10 weeks, thus it excludes any word-features that peak in a 1 week period (this change was designed to exclude transient events that were unlikely to
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be important to the market). Finally, Run#5 uses the CMSBeef subcorpus based on an automated, pre-processing step to reduce the large CMS corpus to beef-relevant articles and then determine the events found from it.
D. Results & Discussion
For each run the top-10 word-features ranked by LLR scores were noted and the word-feature lists found from these were used to identify key news articles and, hence, the referring events. For the most part, Run#1 and Run#2 are a natural group as they cover a recent single-year and Runs#3-5 are a separate group covering a six-year period. Though there were some minor differences in the events identified in different runs we report in detail on the runs that provide the "best" results; they are Run#2 for a 1-year Web subcorpus and Run#4 for the 6-year Web+CMS subcorpus (see Tables III and IV , respectively).
Over the 1-year period, Run#2 compares the highly-filtered Web-Subcorpus against the combined Web+CMS subcorporus and identified several events, 60% of which were identified as potentially major market-impacting events (see Table III and Fig. 1 ): including (#1) a legal case by HSBC against the TLT livestock export company, (#2) the Horsemeat scandal, (#3) changes in the Ecological Focus Area (which has knock-on effects for EU farm payments), (#4) a major dispute between producers and processors (aka the Factory Dispute 2014), (#7) EU actively pursuing a trade deal with the US in TTIP that could strongly affect the Irish and EU Beef sector and (#9) a new beef trading agreements between Ireland and US surrounding a visit from the US Secretary of Agriculture, Tom Vilsack. However, it should also be noted that this technique also identifies some events that were not marketimpacting (e.g., a National Sheep-Shearing Event, Beef Genomics Scheme and articles about lawnmowers). Fig. 1 shows the temporal extent of these events based on the weeks over which the LLR score peaks for the word-feature in question. So, for instance, it is interesting to note that Fig. 3 there is a large drop in prices between late-2013 and early-2014 that corresponds to the TLT and horsemeat-scandal events for the same period (see events #1 and #2 in Fig. 1 ).
Over the 6-year period, Run#4 compares the larger Web+CMS subcorpus against itself, with the added constraint that the windows are limited to 2-10 weeks (as such, this foreshortening of the window excludes any event that is mentioned only within a single week). Again, this run identifies several events in the top-10 highest scoring terms, of which, around 60% could be considered to be major market-impacting events (see Table IV and Fig. 2 ): including (#1) a legal case by HSBC against the TLT livestock export company, (#5) the Horsemeat scandal, (#6) Irish investors looking to invest into West Missouri which may have an impact on the market in some subtle way. (#7) talks about protests occurring on cuts in farm income, which may effect the market, (#9) represents the roundtable talks, referring to the factory dispute between producers and processors and (#10) the Irish pork crisis from 2008 which involved international recall of pork Irish products due to high dioxin levels. It should also be noted, that again several events were found that were unlikely to impact the market: (#2) human trafficking and women right in Nepal, (#4) festivals with Irish VIPs, and (#8) the Haiti earthquake (though note this could be considered a major catastrophic event in some contexts). Fig. 2 shows the temporal extent of these events based on the weeks over which the LLR score peaks for the word-feature in question.
In contrast to the runs on the smaller subcorpora, the three runs on the larger subcorpora found much fewer salient events (i.e., Runs #3 and #5). The best set of outputs arose in Run#4 which excluded events that lasted for a short period of time (i.e., 1 week). Run#5 with the CMS-Beef-subcorpus, has been used to select beef-related articles only, also produced similar, though slightly different results (not reported here).
Overall, it is clear that the LLR technique can find marketimpacting events from among the 1000's of articles published about the beef market. But, the results show some false positives (e.g., events about the Haiti Earthquake or drug trafficking in Nepal). Arguably, one could probably live with such false positives, as it is better to find a potentially impactful event than to miss such an event.
Our runs have looked at several filtered variants of the original large corpus (e.g., the CMS-Beef subcorpus ). None of these filtering manipulations successfully removed these irrelevant articles. So, we believe that the removal of such false postives is probably best achieved by a post-processing, content check on the article found, to determine if it mentions beef or the beef market, at all.
Finally, it is interesting to note that different sets of marketimpacting events are found depending on the number of years covered by the corpus. We when compare the results of the 6-year period versus the 1-year period, different marketimpacting events come to the fore. So, some calibaration of the time-window adopted needs to be also considered.
V. DISCOVERING MUNDANE, MINOR MARKET-IMPACTING EVENTS
The previous tests using the LLR technique have shown that it can be used to identify major market-impacting events, but this technique tells us nothing about the minor events that routinely change the markets in more subtle ways (e.g., changes in consumer sentiment, stockpiles of goods, inflation rates). To capture such regular, mundane events we need very different techniques that use the broad swathe of wordfeatures used in everyday market commentaries. Specifically, we constructed predictive models following [1] , [2] , using a classification framework and selected word-features.
This classifier was designed to predict, at a given point in time, whether market prices are currently rising or falling, using the text of news articles at that point in time, as input to the classifier. We give particular attention to feature selection, partly to improve the classifier's accuracy by avoiding overfitting, but also because it is important to know which features from the text data are most predictive of movements in the market price. Whereas the major market-impacting events discussed in the previous section are rare and unusual events, these minor events that shape the market are likely to be reflected in word-features that regularly recur throughout the corpus and have a strong correlation with rising or falling trends in the market price data. Table IV .
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To carry out this analysis, we supplement our news corpora with numeric time-series market price data. Our initial data source is a listing of over 2 million individual transactions of livestock at 37 marts across Ireland, covering all sales of cattle between farmers in the country. While our data set contains many details of each transaction (such as the age, weight, and breed of the animal, among others), we are primarily interested in the price and time of the sale. From this list of transactions, we extracted records of all single-animal sales with a nonzero price, and we limited our results to only those from the five busiest marts, in order to limit the variance in prices. From this filtered list, we aggregated and averaged the prices by day, in order to construct a daily-sampled time series. This gives us a single time series representing the mean price per head of cattle sold at market on a given day in Ireland.
The daily sampling gives a time series with 2,019 points spanning the years 2008-2015. We further aggregated this series to give weekly-sampled and monthly-sampled series, which effectively smooth over the daily fluctuations in price. Past work [1] , [2] used piece-wise linear segmentation to further smooth the data and categorize each point in time as belonging to either a rising, falling, or neutral trend. However, our experiments using linear segmentation on both the monthly and weekly time series yielded unsatisfying results. Instead we used a straightforward weekly sampling, that matches the weekly publication timeframe of the Irish Farmers Journal. The weekly price data is shown in Fig. 3 . Each week is assigned a binary class label of either "rising" or "falling", based on the change of that price in that week, compared to the price in the prior week.
Finally, we directly align each week of price data to the corresponding week of news articles, as simultaneous alignment has been shown to be effective in prior work [1] . Hence, we used our three constructed subcorpora: 1) WebSubcorpus containing around 2000 articles and 5,700 unique feature-words; 2) CMS-Subcorpus 27,000 articles and 36,000 unique feature-words; and 3) CMS-Beef-Subcorpus roughly 2000 articles and 7,500 unique feature-words, the news articles range from 2008-2014 (see section III for subcorpus construction) and the corresponding prices for the same period (i.e., the prices for 2008-2014 from Fig. 3 ). For each subcorpus we constructed a matrix of word frequencies where each row represents a week; the word frequencies for a week are aggregated from all documents published in that week. We then apply a TF-IDF transformation and unit-row normalization to this matrix. This generates a data set with one data point per week, consisting of both the term frequencies extracted from the text corpus and the rising/falling label extracted from the time series, which we use as training input for the classifier. By training a classifier on this data, we are investigating the extent to which textual features extracted from the Irish Farmers Journal are able to predict contemporary rising and falling trends in the cattle mart price data.
B. Procedure & Classifiers Used
We use the Python package sklearn to evaluate the performance of three machine learning methods against two baselines. The three classifiers selected are known to perform well with textual classification, involving large, word-feature sets: Support Vector Machines (Linear SVM) are known to perform significantly better than other textual classifiers [17] , and we included Multinomial Nave Bayes (MNB) and Stochastic Gradient Descent (SGD) for comparison. Our two baselines are dummy classifiers which make predictions based on the output label distribution either stochastically or deterministically (i.e., always choosing the most-frequent label).
For each classifier we trained a series of models with k input features, with k ranging from 2 to N (where N is the total unique word-features in a given subcorpus). For each k value, the most-informative features were selected using sklearn's chi-squared feature selection module. Each model was evaluated using non-shuffled 10-fold cross validation. Note that each fold of data consists of several months of contiguous data points, which minimizes the possibility that temporallylocal features could bias the classification of nearby points. It should also be pointed out that while the feature-selection method, using the chi-squared test, is a variant of LLR, the way it is being used here to do feature selection over the classifier data is quite different to how it was used earlier.
The key goal of this experiment was to find the wordfeatures appearing in a given temporal state that accurately predict market movements, where these words reflect the repetitious, minor events that impact the market. We assume that in a corpus with tens of thousands of word types, the vast majority of these will have no relation to market prices, while a small number will be strongly correlated with the rises and falls of cattle prices. For this reason, we experimented extensively with feature reduction methods to identify the most informative lexical features. A common method for feature selection in classification contexts is the chi-squared method, which measures the correlation of each feature with the output class.
C. Results & Discussion
The classification accuracy results are shown for the CMS subcorpus in Fig. 4 . In the scatterplot, each point represents a single trained classifier; the y-axis denotes the classification accuracy and the x-axis denotes k, the number of features used to train the classifier, which ranges from 2 to 36,000. The blue line represents the Linear SVM Classifier. Around it we can see a thicker green cluster of points that represents performance from SGD Classifier. The Multinomial Naive Bayes Classifier is shown as the yellow line. The plot shows that all three classifiers outperform the two baselines, and all three perform best at around 5,000 features, for this CMS subcorpus. For the Web subcorpus the classifiers perform best at 1000 features and for CMS-Beef-Subcorpus at 918 (Web subcorpus and CMSBeef subcorpus data are not shown here). Adding more features beyond this point causes progressive overfitting of the data. In addition, the thickness of the different bands illustrates the variance of each classification method: while SGD seems to achieve the highest overall accuracy, it also has a much higher variance profile than the Linear SVM.
Overall the classification performance is good, as the SVM achieves an 88% accuracy for CMS subcorpus (Webs subcorpus -82% accuracy, CMS-Beef subcorpus -91%) at predicting rising vs falling trends, showing that textual data can be successfully used to predict price fluctuations in cattle markets, confirming similar findings of [1] , [2] for stock markets. The feature selection results confirm the hypothesis that a relatively small set of word features (10% of total feature set) are highly correlated with market price movements, and these features are most useful for price trend prediction.
Comparing Word Features from LLR & SVM.
Notably, when we compare this list of highly-predictive word-features (in each subcorporus) against those discovered by the timewindow LLR method in Section IV, for the same time period (2008-2014), we find that there is a low correlation (Web Subcorpus r=0.34, CMS subcorpus r=0.40, CMS-Beef subcorpus r=0.38) between the two, suggesting that these two methods effectively identify quite distinct sets of market-impacting word-features. It is interesting to note that LLR does find some similar attributes, however these attributes are not the ones we found to be associated with major once-off events. We applied an alterative observation restricting feature-words to
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the Top-30 Major events with the highest score from the LLR method. This will allow us to identify whether the high major events relate to the minor event model. This resulted in the following correlations for the Web subcorpus -r=-0.12, CMS subcorpus r=-0.06 and CMS-beef subcorpus r=0.43. Intuitively, this is what we expected to find: in order for a word-feature to be an effective predictor in the classification setting, it must appear multiple times in the data corresponding to the rising/falling market trend (for example, in our cross-validation experiments a feature must at minimum appear in two crossvalidation folds in order to have any predictive power). This contrasts with the major-event word-features identified by the LLR method, which by definition appear highly frequently in one time window but infrequently outside of that time window.
VI. CONCLUSIONS
In this paper, we have considered two different methods that uses the text of news articles to find events that impact a market (i.e., the Irish Beef Market). We distinguished between major, once-off events that radically impact markets and the minor, more everyday events that have gentler impacts on prices. Both types of events are represented in text sources, and both have the potential to impact markets, but the two types of events have different properties and thus lend themselves to different methods.
For identification of mundane, we have shown minor market-impacting events, using three differently filtered subcorpora of news articles, that an SVM classifier can predict changes in market price data with very high accuracy. We also showed that the LLR method can identify rare, standout and exceptional events (like the "horsemeat" event in beef markets) that also affect markets.
However, our comparative studies have shown these two classes of events are distinct from one another. There is a degree of conflict between these methods as neither one can adequately meet the task done by the other. No single method appears to be able to find both types of market-impacting events. So, our conclusion would be that any complete future system that aims to identify both type of events from text sources would need to use these two methods, albeit separately.
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