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SOME COMPUTATIONS ON THE CHARACTERISTIC VARIETY OF A LINE
ARRANGEMENT
O. PAPINI AND M. SALVETTI
Abstract. We find monodromy formulas for line arrangements which are fibered with respect to
the projection from one point. We use them to find 0-dimensional translated components in the
first characteristic variety of the arrangement R(2n) determined by a regular n-polygon and its
diagonals.
1. Introduction
An abelian local system  Lρ on the complement M(A) of a hyperplane arrangement A in CN
is defined by choosing one non-zero complex number ρ` for each hyperplane ` ∈ A. For a generic
choice of the parameters ρ`, it is well known that that homology concentrates in the top dimension
N (see for ex. [13]). The i-th characteristic variety of A is the subvariety
Vi(A) = {(ρ`)`∈A ∈ (C∗)r : dim(Hi(M(A);  Lρ)) > 0}
where r = #A. A large literature on this subject is known, in connection also with the theory
of resonance varieties and the study of the cohomology of the associated Milnor fiber (see for
example [9], [8], [17], [18], [1], [22], [23], [25], [26], [14],[16], [10], [11], [6], [5],[4], [12], [20],[3]).
Probably the main problem is to understand if the characteristic varieties are combinatorially
determined (see for example [15]). This is known to be true for their ”homogeneous part”, which
corresponds to the resonance variety by the tangent cone theorem (see for ex. [7] for general
references). Nevertheless, the translated components of the characteristic variety are still not well
understood; in particular, the geometric description which is known for the translated compo-
nents of dimension at least one does not work in the same way for the 0-dimensional translated
components (see also [2]).
For these reasons we think that it can be useful to produce more examples (interesting in them-
selves) such that the characteristic variety has some translated 0-dimensional global component.
In this paper we outline a different approach, based on an (apparently new) elementary descrip-
tion of the characteristic variety. We consider here the case N = 2. We find that the arrangement
R(2n) determined by a regular n-polygon and its diagonals produces the above mentioned phe-
nomenon for n ≥ 5, namely we find φ(n) translated 0-dimensional components in its characteristic
variety (here φ is the Euler function). This fact was experimentally observed in [19] by using com-
puter methods, up to n = 7.
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2 O. PAPINI AND M. SALVETTI
The arrangement R(2n) belongs to the class of fibered arrangements: the projection through
its ”center” gives a fibration of the complement M(A) over B = C \ {n − 1 points} with fiber
F = C \ {n points}.
We obtain the above result by using algebraic complexes which compute the parallel transport
and the monodromy of the first homology group of the fiber, which we think are interesting in
themselves. For example, we deduce a restriction on global components of the characteristic
variety (thm 2.9) and a description of V (A) (= V1(A)) as the set of points such that the transpose
of the monodromy operators have a common eigenvector (thm 2.10).
For the arrangement R(2n), we use the algebraic complexes constructed in section 2 to make
explicit computations. If ωn is an n-th primitive root of 1, we find that assigning to the edges of
the polygon the parameter (ωn)
k and to the diagonals the parameter (ωn)
k(n−2), k = 1, . . . , n− 1,
lowers the rank of the boundary operator in the algebraic complex computing H0(B;H1(F ;  L|F )),
therefore the corresponding point Pn,k belongs to V (A). In case k and n are coprime, we deduce
that Pn,k is an isolated point in the characteristic variety. Our argument works for n ≥ 5 and
uses the description (see thm 2.10) of the characteristic variety and the remark that triple points
give simple eigenvalues for the corresponding monodromy operators. We find that the shape of
the common eigenvector imposes equalities among the eigenvalues of the monodromy operators,
which define a zero-dimensional locus.
When n and k are not coprime, our argument can also be used. In this case the shape of
the common eigenvector imposes less equalities (so, a higher dimensional locus in general). For
example, we find in case n = 4m an explicit 1-dimensional translated component containing Pn,m
and Pn,3m (thm 3.7). When n = 4, this gives another description of the 1-dimensional translated
component found in [22]. For n = 8, the translated 1-dimensional component contains the two
points P8,2, P8,6 (in contrast with [24], p, 45–46; see remark 3.6).
We also remark that our approach can be generalized (with some modifications) to not neces-
sarily fibered arrangements (we will return to this in future work).
2. Algebraic complexes
In this section we produce an algebraic complex computing local homology for a line arrange-
ment. This complex seems particularly convenient in case of a fibered arrangement, in which case
it is smaller than the one in [12], [21].
Let A be an affine line arrangement; we assume that A is defined over R because formulas are
easier to write, but all we say can be generalized to general complex arrangements. LetM(A) be
its complement in C2 = {(x, y) : x, y ∈ C}; let pi : C2 → C be the projection pi(x, y) = x onto
the x-axis and pi′ = pi|M(A) :M(A) → C its restriction. Let S ⊂ A be the set of singular points
of the arrangement, pi(S) ⊂ C its projection and B = C \ pi(S). Then
pi′′ = pi′|(pi′)−1(B) : (pi
′)−1(B)→ B (1)
is a fiber bundle with fibers Fx := (pi
′)−1(x), x ∈ B. We divide the arrangement
A = {`1, . . . `n, `′1, . . . , `′m}
into horizontal and vertical lines, meaning that `′j = pi
−1(ξ) for some ξ ∈ pi(S), while pi(`i) = C.
Notice that if ∀ξ ∈ pi(S) the vertical line pi−1(ξ) is in A, then M(A) = (pi′)−1(B) so all the
complementM(A) is a fiber bundle over B. Let Cx = pi−1(x), x ∈ B; then Fx = Cx \{y1, . . . , yn}
where yi = Cx ∩ `i, i = 1, . . . , n.
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We fix a fiber F0 = (pi
′′)−1(x0), x0 ∈ B; take a basepoint P0 ≡ (x0, y0) ∈ F0 with =(y0) >> 0,
and elementary well-ordered generators α1, . . . αn of pi1(F0), where αi is constructed by using a
path connecting P0 to a small circle around `i ∩ F0. The indices of the lines are taken acccording
to the growing intersections with the real axis <(Cx0).
We can make the same construction for any fiber Fx, x ∈ B, by using the basepoint P (x)0 ≡
(x, y0) and generators α
(x)
i ; the indices here are locally computed according to the growing inter-
sections of the lines with <(Cx).
We are interested in the local homology of M(A), where we consider the abelian local system
defined by taking C as an H1(M(A);Z)-module: the action is given by taking standard generators
(small circles around the hyperplanes) into multiplication by non-zero numbers. So, such local
systems correspond to (n+m)-tuples of parameters in (C∗)n+m.
We call s1, . . . , sn the parameters which correspond to the lines `1, . . . , `n and t1, . . . , tm those
corresponding to the lines `′1, . . . , `
′
m respectively. Denote by  L =  Ls,t the corresponding local
system. We also set  Ls =  L|F0 .
In this paper we will assume thatM(A) fibers over B; that corresponds, as said before, to the
case where the singular set S is contained into the union of the vertical lines.
Lemma 2.1. We have
H1(M(A);  Ls,t) = H0(B;H1(F0;  Ls))⊕H1(B;H0(F0;  Ls)) (2)
where the second factor in the right member vanishes if  Ls is non trivial (i.e., some si 6= 1).
Proof. It immediately derives from the associated spectral sequence and from the definition of the
0-th local homology group. 2
So we have to compute the term H0(B;H1(F0;  Ls)), where H1(F0;  Ls) is seen as a pi1(B)-module
(actually, an H1(B;Z)-module), the action being given by the monodromy of the bundle.
Lemma 2.2. One has dim(H1(F0;  Ls)) = n − 1 if  Ls is non-trivial. As generators we can take
the classes of
α˜i,i+1 = (1− si+1)αi − (1− si)αi+1, i = 1, . . . , n− 1. (3)
Proof. The fiber F0 deformation retracts onto a wedge of n 1-spheres, given by ∪ni=1 αi. Therefore
by standard methods to compute the homology we are done. 2
To compute the monodromy on H1, we need to understand the parallel transport
γ(x, x′)∗ : H1(Fx;  Lx)→ H1(Fx′ ;  Lx′) (4)
where γ(x, x′) is a path in B connecting x with x′ and  Lx =  L|Fx . We compute the parallel transport
for any points x, x′ ∈ R \ pi(S), where R is the real axis of the first coordinate (recall that we
are assuming pi(S) ⊂ R). We denote by α˜(x)i,i+1, i = 1, . . . , n − 1, the generators of H1(Fx;  Lx),
constructed as those in (3), by using the α
(x)
i ’s. Formulas look better if we take as generators
4 O. PAPINI AND M. SALVETTI
αi,i+1 =
α˜i,i+1
(1− si)(1− si+1) =
αi
1− si −
αi+1
1− si+1 . (5)
Of course, this requires each si 6= 1, but since we are interested in global components of the
characteristic variety (i.e., not contained in any coordinate tori si = 1), this is not a serious
restriction (general formulas for the α˜i,i+1 are similar).
Given x, x′ ∈ R \ pi(S), we consider a path γ(t) = γ(x, x′)(t), t ∈ [0, 1], in B connecting x, x′,
such that γ ∩R = {x, x′} and =(γ(t))(x− x′) ≥ 0, t ∈ [0, 1] (i.e., γ leaves the real axis on the left
while traveling from x to x′). We denote by τ(x, x′) the corresponding transport isomorphism (4).
Let σ = σ(x, x′) be the permutation of the indices 1, . . . , n which is obtained as follows: the
i-th line in the x-ordering (considering the growing intersections with <(Cx)) is the σ(i)-th line
in the x′-ordering. For each i = 1, . . . , n− 1 we set σ(i, i+ 1) = +1 or −1 depending on whether
σ(i+ 1) > σ(i) or σ(i+ 1) < σ(i).
Theorem 2.3. [parallel transport] We have
τ(x, x′)(α(x)i,i+1) = σ(i, i+ 1)
M(i,i+1)−1∑
j=m(i,i+1)
(
∏
k>i
σ(k)≤j
sk) α
(x′)
j,j+1. (6)
Here m(i, i+ 1) = min(σ(i), σ(i+ 1)), and M(i, i+ 1) = max(σ(i), σ(i+ 1)).
Proof. The proof is a standard computation and it is obtained by the following steps.
First, remark that any generator in (3) is obtained from Fox calculus from the commutator
[αi, αi+1] as
α˜i,i+1 =
n∑
j=1
ϕ(
∂
∂αj
[αi, αi+1]) αj (7)
where ϕ : Z[pi1(F0)]→ Z[s±11 , . . . , s±1n ] is the valuation homomorphism taking αi to si.
Next, we remark that while the path γ turns around the projection of some singularity of
a half-circle, the corresponding points in the vertical line make a half-twist, giving rise to a
”local permutation” which takes a sequence of consecutive numbers to the opposite sequence (i.e.:
k, . . . , k + h goes to k + h, . . . , k).
By induction on the number of points in pi(S) separating x from x′ we easily see that a generator
α
(x)
i is taken by γ to Pα
(x′)
σ(i)P
−1, where P is the product (in increasing order) of the α(x
′)
j such that
j < σ(i) and σ−1(j) > i. Then we apply Fox calculus as in (7) to the transform γ∗([α
(x)
i , α
(x)
i+1])
and we conclude. 2
The local monodromy around one point p ∈ pi(S) is obtained by taking a point x ∈ R very
close to p and transporting the fiber of pi′′ starting from x around a circle centered in p. If x′ ∈ R
is a point symmetric of x with respect to p, the local monodromy µx is the automorphism of
H1(Fx;  Lx) which is obtained by composing τ(x
′, x) ◦ τ(x, x′). The ”local permutation” σx,x′ is
determined by a partition ∆1,∆2, . . . ,∆h of the set {1, . . . , n}, where each ∆ is composed of
consecutive numbers a, a+ 1, . . . , a+ r which are the indices (in the x-ordering) of the lines which
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intersect into a singular point P in the vertical line Cp (so the multiplicity of P as a singular point
of A equals |∆|+ 1).
Theorem 2.4. [local monodromy] With the previous notations, the local monodromy around p
is given by
µx(α
(x)
i,i+1) = (8)
= (
∏
j∈∆
sj) α
(x)
i,i+1 if i, i+ 1 belong to the same block ∆ of σx,x′;
= α
(x)
i,i+1 +
i−1∑
k=a
(1− sa . . . sk)α(x)k,k+1 +
b∑
k=i+2
si+1 . . . sk−1(1− sk . . . sb)α(x)k−1,k
if i is the last element of the block {a, a+ 1, . . . , i} and i+ 1 is the first element of the next
block {i+ 1, i+ 2, . . . , b}.
Proof. The proof directly follows from (6) and from µx(α
(x)
i,i+1) = τ(x
′, x) ◦ τ(x, x′). 2
As an immediate consequence of (8) we have
Corollary 2.5. Let p ∈ pi(S) and let P1, . . . , Ph be the singular points of A in the vertical line Cp,
having multiplicity m1, . . . ,mh respectively (m1 + · · · + mh = n + h). Then the local monodromy
µx is diagonalizable with characteristic polynomial
px(λ) = (λ− 1)h−1
h∏
i=1
(λ−
∏
Pi∈`
s`)
mi−2 (9)
Here we use s` to indicate the parameter corresponding to the horizontal line `.
2
Now we consider the global monodromy µ : pi1(B, x0) → Aut(H1(F0;  Ls)). For each point
p ∈ pi(S) we denote by xp, x′p ∈ R two points close to p and lying in opposite sides with respect to
p in R; assume that xp is that of the two points lying in the segment [p, x0] ⊂ R.
The easiest way to compute monodromy is to take generators δp = γ(x0, x
′
p)γ(x
′
p, x0) for
pi1(B, x0); such generator circles around all the projections of the singular points p
′ ∈ [p, x0]
counterclockwise. By using the parallel transport (6) we get
Theorem 2.6. [global monodromy (1)] The global monodromy µ is determined by
µ([δp])(αi,i+1) =
n−1∑
j=1
µij αj,j+1
where
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µij = σ(i, i+ 1)
∑
[k,k+1]⊂[σ(i),σ(i+1)]
[j,j+i]⊂[σ−1(k),σ−1(k+1)]
σ−1(k, k + 1)
∏
h≥i+1
σ(h)≤k
sh
∏
l≥k+1
σ−1(l)≤j
sσ−1(l) (10)
where [a, b] is meant to be the segment connecting the two points a and b in the real axis (of Cx′p
and Cx0).
It is convenient to take elementary generators of pi1(B, x0), associated to p : the path γp is
composed in sequence by
γp = γ(x0, xp)γ(xp, x
′
p)γ(x
′
p, xp)γ(xp, x0)
−1.
Clearly such paths give a well-ordered set of elementary generators of pi1(B, x0), so the global
monodromy is determined by their images.
Theorem 2.7. [global monodromy (2)] The global monodromy µ is determined by the maps
µ([γp]) = τ(x0, xp)
−1µxpτ(x0, xp) (11)
where τ(x0, xp) is the parallel transport in (6) and µxp is the local monodromy in (8).
2
It is also possible to write explicit formulas for (11): formulas (6) and (8) make possible to compute
the images of the generators αi,i+1; we do not report such formulas here because we don’t need
their explicit form now. Notice also that (11) and (10) are related by
µ([γpi ]) = µ([δpi−1 ])
−1µ([δpi ])
where the pi are ordered according to increasing distance from x0.
We now come back to the computation of H0(B;H1(F0;  Ls)) in (2). The space B deformation
retracts onto a wedge of 1-spheres, actually onto the union ∪p∈pi(S) γp, where the unique 0-cell is
x0. By standard methods which compute local system homology we obtain
Theorem 2.8. The vector space H0(B;H1(F0;  Ls)) is the cokernel of the map
∂1 : ⊕p∈pi(S)H1(F0;  Ls)[γp]→ H1(F0;  Ls)[x0] (12)
taking
∂1([γp]) = tpµ([γp])− Id (13)
where we set here tp as the parameter associated to the vertical line Cp ∈ A.
2
It follows that ∂1([γp]) has rank lower than n− 1 iff tp coincides with the inverse of an eigenvalue
of µ([γp]). Therefore either tp = 1 or tp
∏
Pi∈` s` = 1, for some singular point Pi ∈ Cp of order at
least 3 (see (9)).
We obtain the following corollary.
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Theorem 2.9. The global components of the characteristic variety of A are contained in
W (A) =
⋂
p∈pi(S)
∏
P∈Cp
m(P )≥3
{
∏
`:P∈`
ρ` − 1} ⊂ (C∗)n+m (14)
where we write here ρ` as the parameter associated to the line ` (in our previous notations it is of
the shape si for horizontal lines and tj for vertical lines).
2
As another consequence we get the following description of the characteristic variety of A.
Theorem 2.10. The characteristic variety V (A) coincides with the set of values (s, t) ∈ (C∗)n+m
such that the transpose of the monodromy operators µ([γp])(s), p ∈ pi(S), have a common eigen-
vector, relative to eigenvalues t−1p , p ∈ pi(S).
2
3. Some computations
We consider here the arrangement R(2n) which is projectively given by taking the lines spanned
by the edges of a regular n-polygon, together with all its n diagonals (see figures 1, 3 for the case
n = 6, 7 respectively). Notice that there is an n-tuple point P which is the intersection of the
diagonals. For odd n, on each diagonal we have, besides P, one double point at the intersection
with the middle point of an edge, and n−1
2
triple points. For even n, n = 2k, we have k diagonals
passing through two opposite vertices of the n-gon, each of them containing k triple ponts; other
k diagonals passing through the middle points of two opposite sides of the n-gon, each of them
containing two double points and k − 1 triple points. Of course, the projection from P makes
the complement M(A) a fiber bundle. We take one of the diagonals to infinity, so the projection
pi : C2 → C describes M(A) as a fiber bundle over C \ {n − 1 points} with fiber C \ {n points}
(see figures 2, 4).
Let `′1 = {x = p1}, . . . , `′n−1 = {x = pn−1} (pi ∈ R) be the vertical lines, ordered according to
p1 > · · · > pn−1. In the notations of the previous part, let x0 ∈ R a basepoint in the x-coordinate:
we choose x0 >> p1. Let also `1, . . . , `n be the horizontal lines, ordered according to increasing
intersections with the real axis of C0. Fix also points xi = pi + , x′i = pi − , i = 1, . . . , n − 1,
0 <  << 1.
We trivially have (see fig. 2, fig. 4):
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••
•
• •
•
Figure 1. The arrangement R(12) (projective picture)
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•p1•p2•p4•p5•
p6
`′1
`4
`3
`′2
`5
`2
`1
`6
`′3`
′
4`
′
5
x
Figure 2. The arrangement R(12) (affine picture) projected onto the x-axis
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Figure 3. The arrangement R(14) (projective picture)
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•p1•p2•p3•p4•p5•
p6
`′1
`4
`5
`′2
`6
`3
`2
`1
`7
`′3`
′
4`
′
5`
′
6
x
Figure 4. The arrangement R(14) (affine picture) projected onto the x-axis
Lemma 3.1. (1) For odd n the local permutation σi = σ(xi, x
′
i) is given by
σi = (1, 2)(3, 4) . . . (n− 2, n− 1)(n)
for odd i and by
σi = (1)(2, 3)(4, 5) . . . (n− 1, n)
for even i.
(2) For even n the local permutation σi = σ(xi, x
′
i) is given by
σi = (1)(2, 3) . . . (n− 2, n− 1)(n)
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for odd i and by
σi = (1, 2)(3, 4) . . . (n− 1, n)
for even i.
2
Let ωn be a primitive n-th root of the unity. We use results from the previous section to find
explicit points in the characteristic variety.
Theorem 3.2. The n points Pn,k ∈ (C∗)2n−1, k = 0, . . . , n − 1, whose coordinates are given by
the (s, t) with sj = ω
k
n, j = 1, . . . , n, tj = (ω
k
n)
n−2, j = 1, . . . , n − 1, belong to the characteristic
variety.
Proof. The case k = 0 is trivial since Pn,0 = (1, . . . , 1) (2n− 1 factors). So assume k > 0. Let us
consider the row vector
vn = [(−1)n−1ω
n−1 − 1
ω − 1 , . . . , (−1)
jω
j − 1
ω − 1 , . . . ,−1] ∈ C
n−1 (15)
where we set here for brevity ω = ωkn.
We prove that vn is an eigenvector for the transpose operator
t∂1([γp]) in (13) for all γp when the
parameters take the above values. This shows that such parameters lower the rank of ∂1 in (12)
so the corresponding point belongs to the characteristic variety.
Notice that by (3.1) the local monodromy around pi coincides with the local monodromy M1
around p1 for odd i or with the local monodromy M2 around p2 for even i. Therefore by the
expression (11) for the monodromy it is sufficient to prove that vn is eigenvector for
tM1 and
tM2
with parameters si = ω, with respect to the eigenvalue ω
n−2, and both τ(x1, x2)−1 and τ(x2, x3)−1
take vn into an eigenvector of
tM2,
tM1 respectively.
The first assertion is easily proved by looking at formulas (8). With the given parameters, there
are as many non-zero columns in tiMi− Id as the number of triple points. So, for odd n there are
(n−1)/2 non-zero columns, in even position for t1M1− Id, in odd position for t2M2− Id; for even
n, there are (n− 2)/2 non-zero columns in even position for t1M1− Id and n/2 non-zero columns
in odd position for t2M2 − Id (see fig. 2, 4). The non-zero j−th column has entries ωn−2 − 1 at
the (j, j) entry, preceded (if it is not the first entry of the column) by ωn−2(1− ω), and followed
(if it is not the last entry of the column) by ωn−1− 1; all other entries of the column vanish. Then
it is easy to check that multiplying on the left by vn gives zero.
The form of T = τ(x1, x2)
−1 and T ′ = τ(x2, x3)−1 (with the given parameters) is derived from
formula (6) and from lemma 3.1.
In case n is odd one obtains: for odd j one has
Tjj = −ω−1 and Tij = 0 for i 6= j;
for even j
Tj−1,j = ω−1, Tjj = Tj+1,j = 1, and Tij = 0 for all other i’s.
The shape of T ′ is completely analogue by exchanging the role of even and odd j.
For n even, the shape is the same exchanging T and T ′.
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Then one verifies directly that
vn · T = vn · T ′ = −ω−1 vn
and we conclude. 2
Remark 3.3. By symmetry, there is an obvious action of the cyclic group Cn = < σn =
(0, 1, . . . , n− 1) > onto the characteristic variety. Consider the edges of the n−gon (in the projec-
tive picture) cyclically ordered as `0, . . . , `n−1. Let us cyclically order also the diagonals `′0, . . . `
′
n−1,
starting from the diagonal `′0 which is orthogonal to `0. Take a new parameter tn−1 for the line
at infinity, with the condition that
∏n−1
i=0 si
∏n−1
j=0 tj = 1. Then the action of σn on some point
(s0, . . . , sn−1, t0, . . . , tn−1) ∈ (C∗)2n in V is the point (sσn(0), . . . , sσn(n−1), tσ2n(0), . . . , tσ2n(n−1)) which
also belongs to V. Notice that the points Pn,k are fixed by this action.
With this numeration the double points are given by the intersection of the lines of indices
(i, (2i)′) and the triple points are given by the intersections of the lines of indices (i, j, (i + j)′)
(taking indices mod n).
We need a lemma
Lemma 3.4. Let n ≥ 5 and let ωn be a primitive n−th root of 1.
(1) Let Rs = C[s±10 , . . . , s±1n−1] be the ring of Laurent polynomials in the variables s0, . . . sn−1.
The ideal
I = (sisj = slsm : i+ j ≡ l +m (mod n), i 6= j, l 6= m)
is one-dimensional with n irreducible components
Ih = {si = (ωn)his0 : i = 1, . . . , n− 1}, h = 0, . . . , n− 1.
(2) Let Rs,t = C[s±10 , . . . , s±1n−1, t±10 , . . . , t±1n−1] be the ring of Laurent polynomials in si, tj, i, j =
0, . . . , n− 1. Let J be the ideal
J = (ti+jsisj = 1 ,
n−1∏
i=0
si
n−1∏
i=0
ti = 1)
where we take all possible pairs (i, j) with i 6= j, and the indices are mod n. Then J is
0-dimensional and defines the n2 points
Pn,h,k = {si = (ωn)hi+k, ti = (s0si)−1, i = 0, . . . , n− 1}, h, k = 0, . . . , n− 1.
Proof. (1) First we prove the relations
s2i = sjsk ∀ i, j, k with 2i ≡ j + k (mod n). (16)
By multiplying the two relations
s0s1 = s2sn−1, s0sn−1 = s1sn−2 (n > 3)
we deduce s20 = s2sn−2. Therefore (16) follows for n > 4. So we have sisj = slsm ∀ i, j, l,m with i+
j ≡ l +m (mod n). Then one easily deduces for recurrence the relations
sa1 . . . sak = sb1 . . . sbk
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every time
∑
aj =
∑
bj (mod n). In particular one has s
n
0 = s
n
i for all i = 1, . . . , n − 1. Then
s1 = (ωn)
hs0 for some h. From sis0 = s1si−1 it follows by induction that si = (ωn)his0 which
proves part (1).
For (2), notice that relations defining I follow from those which define J, so we have again
si = (ωn)
his0, i = 0, . . . , n− 1, for some h in 0, . . . , n− 1.
Now using ti = (s0si)
−1 the last relation gives
∏
si
∏
(s0si)
−1 = (s0)−n = 1. Therefore s0 = ωkn
for some k in 0, . . . , n− 1.
2
In conclusion, we show
Theorem 3.5. The φ(n) points Pn,k, (n, k) = 1, of theorem 3.2 are isolated points of the charac-
teristic variety V (A).
Proof. First, we check directly from its shape that the rank of ∂1 in the given points is one less than
the maximum possible (n− 1). In fact, the (n− 1)× 2(n− 1)-submatrix of ∂1 which corresponds
to the local monodromy around the first two points p1, p2 is already of rank n − 2. This follows
from the explicit description of the matrices Bi := tiMi − Id, i = 1, 2, given in theorem 3.2. By
taking a basepoint between the two points p1 and p2 (which amounts to conjugate the boundary
matrix), the two blocks B1, B2 are submatrices of the corresponding boundary ∂1. Reordering the
n− 1 non-zero columns of B1 and B2 gives a tridiagonal matrix of order n− 1 which has clearly
rank n− 2.
It follows that the left kernel of ∂1 is of dimension 1 in the given points, so it is spanned by the
vector vn of theorem 3.2.
Notice that, under the hypothesis (n, k) = 1, all the coordinates of vn are different from 0.
That implies that any n − 2 rows of ∂1 are linearly independent, and this must remain true in a
neighborhood of Pn,k.
Next, recall from theorem 2.10 that the vector vn is also a common eigenvector for the transposed
monodromy operators.
By giving a closer look at the general formulas of theorem 2.4 we see that the eigenvectors of
the transposed local monodromy operator are easily computed.
For n odd, the transposed of the local monodromy tM1 has the eigenvalue 1 with multiplicity
(n − 1)/2 and its eigenspace is generated by the canonical vectors of even index. The remaining
eigenvalues correspond to triple points: the eigenvalue s2i−1s2i, i = 1, . . . , n−12 , is (generically)
simple and has eigenvector wi contained in the span of the canonical vectors of indices 2i− 2, 2i−
1, 2i (for i = 1 such indices reduce to 1, 2). In particular, wi has a non-zero entry in position
2i− 1; eigenvectors relative to different eigenvalues have zero in that position.
It follows that in order to have an eigenvector of tM1 with all entries different from zero, the
eigenvalues corresponding to the triple points contained in the first vertical line must coincide.
Since (as said before) having an eigenvector with all non-vanishing components is an open con-
dition, the same equalities should hold for points of the characteristic variety which are close to
Pn,k.
A completely analog argument holds for tM2 or for even n (exchanging even and odd positions
when passing from M1 to M2).
Now to compute the characteristic variety we can choose any basepoint in the x−axis, or we can
take to infinity any diagonal line of the projective arrangement. It follows (adding a parameter t
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for the line at infinity and considering that now the product of all s and t is 1) that the global part
of the characteristic variety is contained (in a neighborhood of Pn,k) in the ideal (with obvious
notation)
I = (t`s`′s`′′ = 1 : each time ` ∩ `′ ∩ `′′ is a triple point of A) ∩ (
∏
si
∏
tj = 1) (17)
By lemma 3.4 I is zero-dimensional (for n ≥ 5) so the theorem is proved. 2
Remark 3.6. (1) In [24], pages 45–46, the case n = 8 is considered and the authors claim that
the six points P8,k, k = 1, . . . , 7, k 6= 4, are isolated points in the characteristic variety.
The argument used in theorem 3.5 works for (n, k) = 1; nevertheless, it can be refined
in the following way. For n = 8, k = 2, 6, the eigenvector v8 in (15) has a unique zero
component in fourth position. An argument similar to that used in the proof of theorem
3.5 produces a list of equalities among eigenvalues of the monodromy operators, giving rise
to an ideal I ′ smaller than the ideal I given in (17). Making explicit computations, we
find that I ′ is 1-dimensional. Finally, we find a 1-dimensional translated component of
the characteristic variety which contains the two points P8,2, P8,6 which are actually not
isolated. If we order the lines as in remark 3.3, such 1-dimensional translated component
is given as follows
si = x for even i
si = −x−1 for odd i
ti = −1 for odd i
t0 = t4 = x
2
t2 = t6 = x
−2
(18)
(x ∈ C∗).
Case n = 4, which corresponds to the B3-deleted arrangement considered in [22], can
also be included in our method. If we consider any of the points Pn,k, k = 1, 2, 3, we obtain
the same ideal I in (17), which is in this case 1-dimensional. In fact, the zero locus of I
has four irreducible 1-dimensional components: one of these has the same shape as (18),
being parametrized as
{(x,−x−1, x,−x−1, x2,−1, x−2,−1) : x ∈ C∗} (19)
and it is the translated component appearing in [22]. It contains the two points P4,1, P4,3.
The other three components of the zero locus of I do not belong to the characteristic variety.
(2) Some cases where (n, k) 6= 1 are known. For example, in case n = 9, k = 3, the point P9,3
is contained into a 2-dimensional component coming from a multinet (see [11]).
The argument outlined in rmk 3.6 can be extended to any case n = 4m to produce a 1-
dimensional translated component, generalizing (19), (18).
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Theorem 3.7. When n = 4m the characteristic variety V (A) contains a 1-dimensional translated
component parametrized as (the labelings are as in remark 3.3)
s2i = x, s2i+1 = −x−1, i = 0, . . . , 2m− 1;
ti = −1, i odd;
ti = x
2, i ≡ 0 (mod 4); ti = x−2, i ≡ 2 (mod 4)
(20)
Proof. We outline the proof of the theorem. First, one shows, by using the explicit form of the
boundary as in theorem 3.2, that the points in 20 lower the rank of the boundary matrix, so the
component is contained in V (A).
To prove that this is an isolated component, we proceed in a way similar to the proof of
theorem 3.5.
Let us consider the point Pn,m (or Pn,3m) which is contained in (20). The vector vn of (15)
has zero entries exactly in the positions multiple of 4. The argument of theorem 3.5 produces an
ideal I ′ which is obtained by I by deleting, for each i even in 0, . . . , 4m− 1, the m− 1 equations
tis i
2
+2js i
2
−2j = 1, j = 1 . . . ,m− 1 (indices are taken mod n). One sees that the zero locus Z(I ′) is
of dimension 1 and (20) is contained in Z(I ′) as an irreducible component which contains Pn,m.
Then we conclude that such component is not contained in a higher dimensional one by the
same reasoning as that in theorem 3.5, using that points of the characteristic variety which are
close to Pn,m impose the same conditions.
2
Remark 3.8. Analogue computations can be done for other points Pn,k, where the number and the
positions of the zero entries of the common eigenvector tell us what ideal to take. For example, we
made some computations finding further isolated points in V (A) for n = 12. Details and further
applications will be provided later.
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